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S U M M A RY
I present a comprehensive investigation of fast stars in the Milky
Way, from brisk disc stars to stars escaping the Galaxy. My thesis
is that fast stars are the smoking guns of extreme stellar collisions
and explosions, and so can act as an intermediary to studying these
theoretically-unconquered astrophysical processes.
In Chapter 1 I give a history of fast stars, address what it means
for a star to be fast, and describe the processes that accelerate stars.
I concisely summarise the Gaia mission, whose recent data releases
heavily influenced this thesis.
Supernovae in binary systems can fling away the companion; if
a runaway companion can be associated with a supernova remnant,
then together they reveal the evolution that led to the supernova.
However, these associations are difficult to establish. In Ch. 2, I de-
velop a sophisticated Bayesian methodology to search the nearest ten
remnants for a companion, by combining data from Gaia DR1 with a
3D dust-map and binary population synthesis. With Gaia DR2, I will
identify companions of tens of supernova remnants and thus open a
new window to studying late-stage stellar evolution.
It is unknown why 17% of B stars are spinning near break-up; these
stars are termed Be stars because of emission lines from their ejected
material. Their rapid spin could be due to mass transfer, but in Ch.
3 I show this would create runaway Be stars. I demonstrate using
a hierarchical Bayesian model that these exist in sufficient numbers,
and thus that all Be stars may arise from mass transfer.
The stars escaping the Milky Way are termed hypervelocity stars. In
Ch. 4, I overturn the consensus that the hypervelocity stars originated
in the Galactic centre by showing that a Large Magellanic Cloud
(LMC) origin better explains their distribution on the sky. In Ch. 5
I present three ground-breaking hypervelocity results with Gaia DR2:
1) only 41 of the 524 hypervelocity star candidates are truly escaping,
2) at least one of the hypervelocity stars originates in the LMC, and
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‘Never,’ said Hagrid irritably, ‘try an’ get a straight
answer out of [an astronomer]1. Ruddy star-gazers.
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I N T R O D U C T I O N
The astronomical literature is littered with references to fast stars: fly-
ing stars and high proper motion stars; critically-rotating and cannon-
ball stars; walkaway, runaway and hypervelocity stars. Astronomers
pigeonhole stars with one of these terms if their motion is in any way
remarkable, either in projection (‘the star is moving across the sky’),
translation (‘the star is moving through the Galaxy’) or rotation (‘the
star is spinning’). This thesis principally addresses questions related
to fast stars in the translational sense, but rotationally fast stars arise
tangentially.
Whether a star’s motion is remarkable is a qualitative judgement,
but it can be simplified to checking whether the star is moving un-
usually fast for a star at its location and of its age, mass and type.
Where the star is in the Milky Way (or indeed Local Group) is an
important consideration because it both indicates the most sensible
frame in which to consider the velocity of the star and provides the
context for the star’s properties.
The wide range of terms used in reference to fast stars reflects their
extensive history, from Piazzi’s flying star of 1803 to the first discov-
ery of a main-sequence hypervelocity star in 2005. While these fast
stars are exciting in their own right, I would argue that the study of
fast stars is not merely stamp collecting. By studying fast stars we can
infer the phenomena that accelerated them, and because these phe-
nomena are rare and extremely energetic they often lie at the heart of
poorly understood regions of astrophysics: from stellar interactions
with the massive black hole at the centre of the Galaxy to tight bina-
ries and their resulting supernova explosions.
I was fortunate to be studying for a Ph.D. when the first data from
the European Space Agency’s Gaia space telescope was released. Gaia
will measure the motion and distance of over a billion stars and is
thus revolutionary for the study of fast stars1.
1.1 structure of the milky way and local group
Fast stars can presently only be studied within the Local Group of
galaxies. The Local Group is principally composed of the Milky Way




and Andromeda (M31) and their respective satellite galaxies. The
Milky Way and M31 are both typical spiral galaxies with a mass
budget dominated by a spherical dark matter halo and hosting a flat-
tened disc of stars, gas and dust. Both galaxies host massive black
holes at their centres and both have unusually massive satellite galax-
ies (10% probability in comparison to cosmological simulations and
SDSS, Busha et al., 2011; Tollerud, Boylan-Kolchin, Barton, Bullock, &
Trinh, 2011); M31 is orbited by M33 while the Milky Way is orbited by
the Large and Small Magellanic Clouds (LMC and SMC respectively).
I will in turn discuss the structure of the Milky Way, the history and
properties of the Magellanic Clouds, and what it means for a star to
be escaping from the Milky Way.
The Milky Way is composed of dark matter, stars, gas and dust, in
order of mass. The dark matter exists in a 0.8× 1012 M2 halo that is
thought to be centrally-concentrated and spherically-symmetric, how-
ever it is possible that the halo is triaxial or even has a triaxiality that
changes with radius. The dark matter halo of the Milky Way contains
many smaller clumps of dark matter (‘sub-halos’) which are only vis-
ible if they also contain stars, in which case they are referred to as
dwarf galaxies. At present, the dark matter distribution of the Milky
Way can only be studied through the dynamics of stars gravitationally
interacting with it.
The Milky Way’s stellar component can be divided phenomenolog-
ically into three structures, although subdivisions are also commonly
discussed,
• Disc: The disc is often split into both a thin and thick compo-
nent based on the chemistry of the stars (stars in the thick disc
are metal-poor but alpha-enhanced). The total stellar mass is
around 6.8× 1010 M with a radial scale-length 3000 pc and
vertical scale-length 280 pc2.
• Bulge: The central regions of the Galaxy, including the bar, are
referred to as the bulge. The bulge has a stellar mass of 5 ×
109 M2 and is often assumed to be spherical.
• Halo: The stellar halo is a spherical component of negligible
mass with no net rotation but a large velocity dispersion that
declines with radius (125 km s−1 at 20 kpc, 100 km s−1 at
50 kpc; Battaglia et al., 2005).
There is one further contribution to the Galactic potential from the
massive black hole Sgr A* at the centre of the Milky Way. Sgr A* has
2 These masses and scale-lengths come from the widely-used MWPotential2014
potential incorporated in the Python Galactic dynamics framework Galpy (Bovy,
2015).
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a mass of 4.31± 0.36× 106 M (Gillessen et al., 2009) which was de-
termined from orbital fits of the black hole’s satellite stars. Apposite
to the topic of fast stars, the fastest stars in the Milky Way are those
in orbit about Sgr A*; these stars are known as the S-stars and have
orbital velocities up to 104 km s−1 (Meyer et al., 2012, and references
therein).
The multiple stellar components arise from the two ways that stars
come to be in our Galaxy, either i) born from molecular clouds in the
disc or centre or ii) carried in by a dwarf galaxy.
Stars born in the disc inherit the motion of their parent molecular
cloud and thus young stars are found orbiting in the plane of the
Galaxy on circular orbits at about 238±9 km s−1 with only 20 km s−1
dispersion (e.g. Aumer & Binney, 2009). As these stars age their orbits
are excited (a process known as ‘disc heating’) so that while the mean
rotation of the population is preserved, the velocity dispersion in the
radial, azimuthal and vertical directions grows monotonically with
age up to a total velocity dispersion of about 50 km s−1 at 10 Gyr
(Aumer & Binney, 2009).
Stars carried in by a dwarf galaxy falling onto the Milky Way ex-
hibit no such regular motion. Stars are progressively stripped from
the dwarf galaxy as its orbit decays through dynamical friction, form-
ing streams and shells of stellar tidal debris. These features slowly
disperse with time, blurring into the stellar halo. The distinguishing
feature between the halo and the disc is that dwarf galaxies can ac-
crete onto the Milky Way from any direction, and thus the mean ro-
tation of stars in the halo is zero with a remarkably large dispersion.
Another characteristic of the halo is that the stars must be old. While
an infalling dwarf galaxy may continue forming stars until its gas is
stripped by the Milky Way, the population of young stars in the halo
cannot be replenished past that point.
As a consequence there are two routes to produce a fast-moving,
G dwarf star: being born in the disc and having its velocity excited
gradually over time or being carried in by a fast-moving dwarf galaxy.
In stark contrast, there is no route to producing a fast-moving, B
dwarf star; these young stars will be born in the disc, live their short
main-sequence life and cease nuclear burning before disc heating can
significantly excite their orbits. The fast star production mechanisms
discussed in Sec. 1.4 are therefore required to explain why 25% of O
stars have speeds greater than 30 km s−1 relative to the mean rotation
(termed runaway stars, Blaauw, 1956).
If we knew the exact shape and mass of each of these components
then, under the assumption that the Milky Way is static and under no
external influence, the position and velocity of a star would uniquely
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Figure 1.1: Transition from circular to hyperbolic orbits as the velocity of
a star is increased from 220 km s−1 to 800 km s−1. This fig-
ure was generated using MWPotential2014 in galpy (Bovy,
2015), where the potential is tuned so that the circular velocity
is 220 km s−1 at 8 kpc. Note that the terms elliptical, parabolic
and hyperbolic are used here in analogy with the orbital families
in a Keplerian potential; due to the non-Keplerian nature of the
Galactic potential, the orbits are not conic sections.
determine the future orbit within the Milky Way; we know, for in-
stance, that the Sun orbits the Milky Way in an approximately circu-
lar orbit at a velocity of vc = 238 km s−1 (Schönrich, 2012, although
a value of 220 km s−1 is also frequently used, Bovy et al., 2012). If
the Sun’s speed were to be increased then that future orbit would
become progressively more elliptical with longer and more distant
excursions from the Galaxy. Past a certain speed, known as the es-
cape speed, the Sun would not return and instead escape to infinity.
This concept is further illustrated in Figure 1.1. In Newtonian terms,
the escape speed is the speed at which the kinetic energy equals the
potential energy with respect to the Milky Way. Note that the gravi-
tational potential deepens as you approach nearer to the Galaxy, and
thus the escape speed must be faster at smaller Galactocentric radii
and slower further out; it is easier to escape the Milky Way if you
start further away. A star which is travelling faster than the escape
speed is called an unbound or hypervelocity star.
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This picture is overly simplistic because the Milky Way is neither
isolated nor static. The LMC (total mass 1.2× 1011 M, Guo, White,
Li, and Boylan-Kolchin, 2009) and SMC (total mass 6.4× 1010 M,
ibid.) distort the Milky Way’s gravitational potential in a time-evolving
way which can affect whether a star will escape the Galaxy. The LMC
and SMC are in close proximity to the Milky Way (the LMC is at
50.1 ± 2.5 kpc, Freedman et al., 2000; the SMC is at 62.8 ± 2.4 kpc,
Cioni, van der Marel, Loup, and Habing, 2000) and thus are closer to
us than the hypervelocity star discovered by Brown, Geller, Kenyon,
and Kurtz (2005). Determining whether a star is unbound in this joint
time-evolving potential is non-trivial.
Complicating matters further, the Magellanic Clouds are on their
first infall to the Milky Way (Besla et al., 2007) and thus are expected
to be mostly intact, with both galaxies still actively forming stars. This
opens up the possibility of stars being kicked from either of these
galaxies and which then may or may not escape the Milky Way. The
existence of such stars would make it difficult to decipher the origins
of unbound stars in the Milky Way’s halo. I explore the implications
further in Ch. 4.
1.2 is this star fast?
The first step in determining whether a star is fast is to select the most
sensible frame in which to gauge the speed. We are free to choose a
frame such that a star is moving at 0.1c, but then every star in the
Milky Way would be moving at 0.1± 0.003c and we would have no
basis on which to call a particular star fast. The term fast can only ever
be sensibly discussed relative to a physically-motivated frame and the
choice of frame is therefore made based on the Galactic context of the
star.
The native frame of astronomical measurements is the frame co- More accurately the native
frame is the frame co-moving
with whichever telescope or
satellite took the measurement,
however the conversion from
this frame to the heliocentric one
is well understood.
moving with the Sun, the heliocentric frame. Most stars near the Sun
are disc stars and so it is easiest to interpret the velocities of nearby
stars in the frame defined by the mean motion of disc stars at the
Sun’s location, known as the Local Standard of Rest or LSR. The ve-
locities of stars in the LSR can be obtained by correcting measured
velocities in the heliocentric frame for the peculiar velocity of the Sun
relative to the LSR. In a right-handed frame where U points towards
the Galactic centre, V points in the direction of rotation of the disc
and W points to the Galactic North Pole, the Sun’s peculiar veloc-
ity (with statistical and systematic uncertainties) is (U,V,W) =
(11.1± 0.75± 1, 12.24± 0.47± 2, 7.25± 0.37± 0.5) km s−1 (Schönrich,
2012; Schönrich, Binney, & Dehnen, 2010).
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The LSR frame is only convenient for the kinematical analysis of
objects close to the Sun, for the simple reason that it is a frame rotat-
ing with the Sun and thus one must only go a few kiloparsecs away
before the mean rotation of the disc is no longer aligned with the LSR
V axis. An alternative frame is the one with the mean motion of the
disc at the location of the star under consideration. A Cartesian frame
is not necessarily the most intuitive for discussing the velocities of
objects in an axisymmetric galaxy like the Milky Way, and so a cylin-
drical coordinate system is used where the velocities are (vR, vφ, vz),
such that a star on a perfectly circular orbit will have constant vφ and
vR = vz = 0. A star travelling radially outward from the centre of the
Galaxy would have vφ = 0. The peculiar velocity of the star relative
to the mean rotation can be calculated and then used to determine
whether the star is fast. For a star to be fast it must at least have a
peculiar velocity larger than the velocity dispersion of disc stars of
comparative age; for instance, the Blaauw (1961) definition of an OB
runaway star is a peculiar velocity greater than 40 km s−1, which is
twice the velocity dispersion of OB stars in the disc. A complication
that undermines this definition for older stars is contamination from
the stellar halo. The halo has net zero rotation and a large velocity
dispersion, and so if a star is older than 1 Gyr and metal-poor then it
could be more likely that the star is a member of the stellar halo than
a fast member of the disc.
Outside the disc, the Galactic Standard of Rest or GSR is normally
used where the mean rotation of the disc is subtracted from the LSR
velocity of the star, which I take to be Vc = 238±9 km s−1 at the Sun’s
distance R = 8.27 ± 0.29 kpc from the Galactic centre (Schönrich,
2012; Schönrich et al., 2010).
1.3 a brief history of fast stars
I present here a brief history of fast stars from 1717 through to the
beginning of my doctoral studies in 2015. This history reflects our
advancing ability to measure the two components of stellar motion,
proper motion and radial velocity, and so I begin with a timeline of
their discovery and measurement. I then discuss several interrelated
classes of fast star before clarifying the conventions used in naming
them. Throughout the text I have highlighted the major open ques-
tions which I address in the main body of the thesis.
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1.3.1 Proper motion and radial velocity
Proper motion was first measured by Halley (1717), who observed Proper motion:
Angular motion perpendicular
to the line-of-sight to a star and
measurable from the star’s
change in position across
multiple epochs.
Radial velocity:
Motion parallel to the
line-of-sight to a star and
measurable from the Doppler
shift of the star’s spectrum.
that Sirius, Arcturus and Aldebaran had moved 0.5◦ since the mea-
surements of Greek antiquity, thus proving that stars do move across
the sky beyond the apparent motion caused by the Earth’s rotation
and orbit. The first star to be remarked upon for its high proper
motion was the binary system 61 Cygni (5.2 arcsec yr−1)3 whose
proper motion was first measured by Piazzi (1803) and thus came to
be known as ‘Piazzi’s flying star’. 61 Cygni retains the title of the
highest proper motion star visible to the naked eye. Only three stars
have held the title of the highest proper motion star since 61 Cygni,
those being Groombridge 1830 (first measured by Argelander, 1842;
7.1 arcsec yr−1)3, Kapteyn’s Star (Kapteyn, 1898; 8.7 arcsec yr−1)3
and Barnard’s Star (Barnard, 1916; 10.4 arcsec yr−1)3. These high
proper motion stars would travel an angular distance perceptible to
the human eye (approximately 1 arcminute, Yanoff & Duker, 2009) in
under a decade, however a star being fast in projection onto the sky
does not imply that it has a fast space velocity. The reason for this is
made plain in this excerpt from Halley (1717),
Again these Stars being the moõ conspicuous in Heaven, are
in all probability the neareõ to the Earth, and if they have
any particular Motion of their own, it is moõ likely to be per-
ceived in them, which in so long a time as  Years may
shew it self by the alteration of their places, though it be ut-
terly imperceptible in the space of a single Century of Years.
Halley (1717)
Distilling this quotation: the motion of nearby stars is greater in
projection than the motion of more distant stars, because the proper
motion of a star is the space velocity perpendicular to the line of sight
divided by the distance. It is thus slightly misleading to describe a
high proper motion star as fast, for the star needs only to have a veloc-
ity which is slightly different from the Sun’s and be sufficiently close.
Determining the tangential space velocity of a star thus requires us to
obtain the two difficult measurements of proper motion and distance.
The distance to a star can be determined through the light of the star
(either photometrically or spectroscopically) through comparison to
stellar models or stars of known distance, or geometrically through
the parallax. Parallax is the apparent angular motion of a star on the
3 These proper motion values come from the Hipparcos mission (described later on)
as listed at https://www.cosmos.esa.int/web/hipparcos/high-proper-motion on
25/06/2018.
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sky due to the motion of the Earth around the Sun and is related to





Both parallax and proper motion are measured by angular deviations
of the star with time, however proper motion is a linear translation
whilst parallax is a closed loop over the space of a year. In modern
astrometric catalogues the position of the star at a fixed epoch (α, δ),
the parallax $, and the proper motion (µα∗,µδ) are determined si-
multaneously in a five-parameter fit to the position of the star at a
number of epochs. Thus, by measuring the position of a star several
times over the space of several years, it is possible to determine the
proper motion and parallax, and thence whether a star is fast.
Whilst astrometry had a number of early successes, it was rapidly
overtaken in the study of Galactic dynamics by the development of
spectroscopic radial velocities (see below). Until near the end of the
twentieth century astrometry was entirely ground-based, and thus
was time-consuming to perform, and was limited by both atmospheric
distortions and calibration uncertainties arising from the inability to
observe the entire sky with one instrument (van Leeuwen, 2007). It
was clear that these three issues could only be solved with a space-
based mission and on 8th August 1989 the European Space Agency
launched Hipparcos, with the goal of measuring positions, parallaxes
and proper motions at the milliarcsecond level for 120,000 stars (Per-
ryman, 2012). The first Hipparcos catalogue was published in ESA
(1997), with the less precise data for one million fainter stars pub-
lished in the Tycho catalogue. A notable re-reduction of the Hippar-
cos data by Høg et al. (2000) resulted in the Tycho-2 catalogue of 2.5
million stars, which was complete to 11th magnitude. The typical ac-
curacy of the Hipparcos catalogue was 1 mas at 9th magnitude and,
because a parallax of 1 mas corresponds to a distance of 1 kpc, this
meant that the Hipparcos catalogue could only be used to investigate
the dynamics of the nearest portions of the Galaxy.
The discovery of proper motion by Halley (1717) opened up the
determination of the components of space motion which are perpen-
dicular to the line of sight, however that left the component paral-
lel to the line of sight unknown. This component is known as radialAstrometric radial velocity:
The changing distance causes
the parallax and proper motion
to change, because both are
functions of the reciprocal of the
distance.
velocity. It has long been known that an astrometric radial velocity
could in principle be calculated from the rate of change of the paral-
lax and proper motion (‘already at the beginning of the 20th century’,
Dravins, Lindegren, & Madsen, 1999), however the effect is expected
to be extremely small (e.g. a change in the proper motion of Barnard’s
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star of 1.975 mas over 22 months, Lindegren et al., 2018). Astrometric
radial velocities have only recently become measurable for the nearest
stars.
Fortuitously, Doppler (1842) postulated that we should observe the
light from a moving object to be shifted in frequency proportional to
the velocity along the line of sight. Thus, if the spectrum of a star is
obtained and the absorption lines are shifted relative to our expecta-
tion, we can directly infer the radial velocity of the star. This is the
spectroscopic radial velocity. Spectroscopic radial velocities are much
easier to obtain than astrometric radial velocities, and indeed proper
motions, because they can be obtained for stars out to the edge of the
Milky Way in a single observation. It was spectroscopic radial veloci-
ties rather than proper motions that led to the discovery of the classes
of fast stars I will describe in the following sections.
1.3.2 OB runaways
As discussed in Sec. 1.1, we should only expect to find OB stars orbit-
ing in the plane of the disc and moving with a small peculiar motion,
because OB stars should not live long enough for their orbits to be
heated by dynamical interactions. It was thus startling when Blaauw
and Morgan (1954) noted that the stars AE Aurigae and µ Colum-
bae appeared to be escaping from the Orion association at more than
100 km s−1; on this basis they conjectured that a new physical pro-
cess involving high mass stars must exist. Hints at this process were
given by Blaauw (1956), who showed that i) 25% of O to B0 stars
have anomalously high space velocities > 30 km s−1 while only 1%
of B1-B5 stars are this fast and ii) more than 80% of the fast-moving
stars were single compared to only one third of the slow-moving stars
being single. Greenstein (1957) proposed that these stars should be
called runaway stars and raised the point that these runaway OB stars
will be found at high Galactic latitudes (i.e. out of the plane). Run-
away stars are now commonly attributed to two processes; Blaauw
(1961) suggested that a star could be ejected from a binary system by
the supernova of its more massive companion, whilst Poveda, Ruiz,
and Allen (1967) argued that 3- or 4-body encounters during the col-
lapse of a young star cluster could cause the ejection of one or more
of the stars. These two mechanisms are discussed in more detail in
Sec. 1.4.
It is not known definitively which mechanism dominates, but the
binary ejection scenario is thought to be more likely to due to the
ubiquity of binary systems among massive stars (e.g. Branch and
Wheeler, 2017). One approach to answering this question is to estab-
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lish an association between an individual runaway star and its birth
location, which will be marked by either a supernova remnant or star
cluster. At present, the only Galactic core-collapse supernova remnant
with a secure companion is S147 (Dinçel et al., 2015).
Open question: Do the nearby core-collapse supernova
remnants contain runaway companions?
Another approach is to study the rotation or chemistry of particu-
larly fast-moving runaway stars; rapid runaway stars from the binary
supernova mechanism will have come from extremely tight binaries
and thus may have been spun-up by pre-supernova mass transfer
or contaminated by supernova ejecta. The binary supernova scenario
proposed by Blaauw (1961) links OB runaway stars with two other
classes of fast stars: pulsars and Be stars.
1.3.3 Pulsars
When massive stars reach the end of their nuclear-burning lifetime,
they undergo a core-collapse supernova. The outer envelope is ejected
in the ensuing explosion whilst the core collapses to form a dense
remnant neutron star or black hole (e.g. Smartt, 2009). All single stars
between 8 and 40 M are expected to go supernova, with most stars
more massive than 40 M probably collapsing directly to black holes
(Heger, Fryer, Woosley, Langer, & Hartmann, 2003). The neutron
stars that are formed inherit an extraordinarily strong magnetic field
and a very rapid rate of rotation, leading to the production of a light-
house beam which we observe through ‘pulses’ of radio emission and
from the period of which we can directly infer the period of rotation
(e.g. Lyne & Graham-Smith, 1998). That pulsars typically rotate with
periods of less than one second makes them fast stars in the rotational
sense. However, measurements of the proper motions of pulsars (first
achieved by Manchester, Taylor, & Van, 1974) demonstrate that pul-
sars are also fast stars in the translational sense, with Helfand, Taylor,
and Manchester (1977) commenting that in some cases the inferred
tangential speed exceeds the Galactic escape speed. These large ve-
locities must be caused by a process during the supernova (an ‘asym-
metry in the core collapse or the subsequent ... explosion’, Pfahl, Rap-
paport, Podsiadlowski, & Spruit, 2001, and references therein), how-
ever the precise mechanism for these kicks remains unclear. Many
astronomers have attempted to infer the distribution of pulsar kick
velocities by fitting analytic functions to observations, and we show a
sample of the most popular distributions in Fig. 1.2. Clearly, the true
natal kick distribution is not known at present – even fits within the
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same work give radically different distributions (i.e. Faucher-Giguère
and Kaspi, 2006)! The single Maxwellian distribution of Hansen and
Phinney (1997) is assumed throughout this thesis.
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Figure 1.2: Various distributions for the 3D natal kick velocity distribution
of neutron stars from the literature. The solid lines are the sin-
gle Maxwellian distributions of Hansen and Phinney (1997) and
Hobbs, Lorimer, Lyne, and Kramer (2005), the dash-dotted lines
are from Hartman (1997) and Faucher-Giguère and Kaspi (2006),
and the dashed lines are the double Maxwellian distributions of
Arzoumanian, Chernoff, and Cordes (2002) and Faucher-Giguère
and Kaspi (2006). Originally published in Boubert and Evans
(2018).
The connection between OB runaway stars and pulsars is that mas-
sive stars are often found in binaries (e.g. Kouwenhoven, Brown, Zwart,
& Kaper, 2007, find a 3σ lower limit on the binary fraction of the Scor-
pius OB2 association of 70%) and if the pulsar progenitor loses at
least 50% of its mass in the supernova then that binary will likely
be unbound (Blaauw, 1961). Depending on the orbital velocity of the
companion prior to the supernova, the companion may then be trav-
elling rapidly enough to be classed as a runaway star.
1.3.4 Be stars
It is possible for mass transfer in a close, pre-supernova binary to spin
the companion up to critical rotation, where material on the equator is
no longer gravitationally bound to the star. One particularly powerful
observable of critically-rotating B stars are emission lines; material is
launched from the equator into a Keplerian decretion disc which re-
processes the light of the star. B stars with emission lines in their
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spectra are known as Be stars, and it is possible that all Be stars can
be explained by mass transfer in pre-supernova binaries.
The Be star designation is historically restricted to stars of luminos-
ity class V-III, as proposed by Jaschek, Slettebak, and Jaschek (1981),
and around 17% of B type stars in the Milky Way are classified as Be
stars (Zorec & Briot, 1997). The rapid rotation of Be stars is thought
to be crucial to the phenomenon, because it minimises the velocity
that material in the atmosphere must reach in order to form a Kep-
lerian decretion disc. It has been proposed that all Be stars could be
explained through single star physics: a star spins up due to evolu-
tionary processes and then pulsations or magnetic fields launch ma-
terial into a disc (see e.g., Rivinius, Carciofi, & Martayan, 2013, and
references therein). It is also possible that binary star interactions play
a role. Harmanec (1987) suggested that the disc is formed of material
lost by a Roche-lobe filling companion, however, there is little evi-
dence for such a mass-losing companion for most Be stars. Pols, Cote,
Waters, and Heise (1991) proposed an alternative mechanism, now
known as the post-mass-transfer model, whereby mass is transferred
to a star by a Roche-lobe filling companion and the angular momen-
tum carried by this material spins the star up to or close to critical
velocity. This model requires that a star spinning at or near critical ve-
locity can spontaneously form a decretion disc through an unknown
mechanism, which could be the pulsations or magnetic fields pro-
posed for single Be star channels.
Evidence for the mass transfer hypothesis comes from the large
number of Be stars in binaries. These should be Be+NS (neutron star)
binaries if the primary explodes as a supernova. If the primary is
sufficiently stripped then it may avoid a supernova explosion and
be present as a white dwarf or subdwarf star. There are five known
Be+sdO binaries (Gies et al., 1998; Peters, Gies, Grundstrom, & Mc-
Swain, 2008; Peters, Pewett, Gies, Touhami, & Grundstrom, 2013; Pe-
ters, Wang, Gies, & Grundstrom, 2016; Wang, Gies, & Peters, 2017)
and 28 confirmed Be+NS X-ray binaries (Reig, 2011).
If Be stars predominantly originate in massive, mass-transferring
binaries, then a significant fraction should be runaway stars. Rine-
hart (2000) constructed a sample of 5756 B and 129 Be stars from
the Hipparcos dataset (ESA, 1997) and looked for differences between
the peculiar velocity distribution of B and Be stars, concluding that
the distributions are identical to within 1σ and thus that the post-
mass-transfer model is not supported by the data. Berger and Gies
(2001) searched for high-velocity Be stars by cross-matching an exist-
ing catalogue of Be stars with the Hipparcos catalogue (ESA, 1997),
finding that 23 of the 344 Be stars in their sample had high peculiar
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space velocities. We expect that most systems remain bound after the
supernova and so these numbers could be consistent with the post-
mass-transfer model.
Open question: Do the numbers of runaway Be stars support
a mass-transfer origin for all Be stars?
If the post-mass-transfer hypothesis is correct, then it is possible
that a single system could result in both a pulsar and a Be star, both
objects being fast stars in both a rotational and translational sense.
1.3.5 Hypervelocity stars
While the notion of pulsars escaping from the Galaxy was accepted
well before the new millennium, the idea of main sequence stars es-
caping was not. Star-star interactions should not produce a main se-
quence star travelling faster than the escape speed from the surface
of the most massive star (e.g. Tauris, 2015, found that even in the
most extremely favourable conditions, the peculiar velocity of late-
B runaway stars from binary supernova events should not exceed
540 km s−1). The rotation of the Milky Way’s disc could contribute
up to an additional 238 km s−1, if the B star were to be kicked in
the direction of rotation. Due to both obscuration in the Galactic mid-
plane and the narrow parameter space where it could occur, it was
thought to be unlikely that we would observe an unbound OB run-
away star. Brown (2015) estimated the production rate of such stars
at 8× 10−7 yr−1.
This made the serendipitous discovery by Brown et al. (2005) of a Hypervelocity star:
While Hills (1988) used this
term specifically to refer to stars
ejected by the MBH, a more
general usage has emerged
where the term ‘hypervelocity’ is
interchangeable with ‘unbound’.
We adopt the latter definition
and thus a hypervelocity star is
any star which is unbound from
the Milky Way. For more detail
see Sec. 1.3.6.
B-type star travelling with a radial velocity of 853± 12 km s−1 (cor-
responding to a GSR velocity of 709 km s−1) at 71 kpc from the Sun
rather surprising. Brown et al. (2005) turned to the earlier work of
Hills (1988), who had theorised that the tidal disruption of a stellar
binary during a close encounter with the massive black hole (MBH) at
the Galactic centre could accelerate one member of the binary, in what
is now known as the Hills mechanism. In addition to conceiving the
only known process that could explain the velocity of this star, Hills
(1988) coined the term hypervelocity star for the then hypothetical stars.
The discovery of Brown et al. (2005) was thus christened Hyperveloc-
ity Star 1 (HVS1). The second (HVS2, more commonly known as US
708, Hirsch, Heber, O’Toole, & Bresolin, 2005) and third (HVS3, also
known as HE 0437-5439, Edelmann, Napiwotzki, Heber, Christlieb, &
Reimers, 2005) hypervelocity stars were discovered shortly thereafter.
Hirsch et al. (2005) initially conjectured that US 708, a helium subd-
warf O star at 19 kpc and with a GSR velocity of at least 751 km s−1,
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was formed in the merger of two helium white dwarfs during an inter-
action with the MBH at the Galactic centre. However, Justham, Wolf,
Podsiadlowski, and Han (2009) proposed that this star was more con-
sistent with having been the low-mass helium donor to a massive
white dwarf and thence having being ejected by the resulting ther-
monuclear Type Ia supernova. A subsequent spectroscopic and kine-
matic analysis by Geier et al. (2015) confirmed this as the likely origin
channel by demonstrating that the revised distance of 8.5± 1.0 kpc
and GSR velocity of 1157± 53 km s−1 was inconsistent with US 708
coming from the Galactic centre.
HVS3 is an 8 M B star at a distance of 61 kpc. Edelmann et al.
(2005) noted that HVS3 is only 16.3◦ from the centre of the LMC
and that (neglecting the potential of the LMC and without measured
proper motions) the star was consistent with being ejected from the
LMC’s centre 35 Myr ago at 600 km s−1. An origin in the LMC solves
the problem that HVS3 would not live long enough to survive the
journey from the Galactic centre to its current location (Edelmann
et al., 2005). Perets (2009) suggests that the discrepancy between the
flight time from the Galactic Centre and the stellar lifetime may be re-
solved by assuming that the star was ejected as a hypervelocity binary
that later merged due to internal processes; however, the ejection of
hypervelocity binaries following the disruption of a stellar triple is ex-
tremely unlikely (Fragione & Giacomo, 2018). Gualandris and Porte-
gies Zwart (2007) found that the ejection of this star from the LMC at
such a rapid velocity would require the Hills (1988) mechanism to be
operating, and that the required black hole would need to be at least
103 M. Brown et al. (2010) used proper motions measured with the
Hubble Space Telescope to argue that the star likely originated in the
Milky Way. However, with additional HST data, Brown et al. (2015)
found that HVS3 could have come from either the Milky Way or the
LMC.
Open question: Is HVS3 the first hypervelocity star known to
originate in the Large Magellanic Cloud?
The reason to be confident in the hypervelocity classification of
HVS1 is that i) the radial velocity is sufficient to make the star un-
bound even without knowledge of the proper motion and ii) a B-type
main sequence star could only reach the outer halo if it had such
an extreme velocity. Brown, Geller, Kenyon, and Kurtz (2006a) ex-
ploited these properties to make a successful targeted search for hy-
pervelocity stars by photometrically selecting young main sequence
stars far out in the halo, discovering HVS 4, 5 and 6 in the process.
Buoyed by this success, the Hypervelocity Star Survey (Brown, Geller,
& Kenyon, 2009, 2012, 2014; Brown, Geller, Kenyon, & Kurtz, 2006b;
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Brown, Geller, Kenyon, Kurtz, & Bromley, 2007a, 2007b) obtained
more than 1500 spectra over 9 years of faint, blue targets based on
SDSS photometry and discovered a further 17 secure hypervelocity
stars (HVS7-HVS10 and HVS12-HVS24; HVS11 was later found to
not be a hypervelocity star) and dozens of candidates.
At first the existence of these stars tied in well with the Hills hy-
pothesis, as described by Brown (2015): the Hills mechanism was the
only production mechanism known that could produce stars travel-
ling this fast in the Milky Way; the theoretical estimate of the ejection
rate of 10−4 yr−1 (Yu & Tremaine, 2003) matched the observed num-
bers; the S-stars at the Galactic centre could be explained as the left-
behind companion of the Hills mechanism; and the flight time of the
hypervelocity stars back to the Galactic centre was broadly consistent
with their age. The only hole in this story is that the Hills hypoth-
esis predicts that the hypervelocity stars should be found isotropi-
cally across the sky. Far from finding an isotropic distribution, Brown,
Geller, Kenyon, and Bromley (2009) found that eight of the 14 dis-
coveries from the Hypervelocity Star Survey at that time were lo-
cated within the constellations of Leo and Sextans, despite the sur-
veys covering one fifth of the sky. This anisotropy is not simply a
selection effect: Brown et al. (2007b) is 100% complete for stars with
17 < g ′0 < 19.5 over the 7300 deg
2 covered by the Sloan Digital Sky
Survey Data Release 6 and Brown et al. (2009) is 59% complete for
stars with 19.5 < g ′0 < 20.5 over the same region. Brown et al. (2009)
verified the significance of the anisotropy by showing that the hyper-
velocity stars are clustered in both Galactic latitude and longitude at
3σ significance, in angular separations at 5σ significance, and in two-
point angular correlation at 3.5σ significance. Brown (2015) states that
there is currently "no good explanation for the anisotropic distribu-
tion of unbound late B-type stars", however the three most notable
attempts were:
disc of stars : A single MBH can eject hypervelocity stars anisotrop-
ically if the population from which the binaries originate is not
spherical. For instance, if the binaries are scattered towards the
MBH from a stellar disc the stars would be preferentially ejected
within the plane of that disc (Lu, Zhang, & Yu, 2010; Zhang, Lu,
& Yu, 2010, 2013).
binary black hole : If there was a binary MBH at the centre of the
Galaxy (or a temporary intermediate or solar mass black hole-
MBH binary) then this could interact with and eject single stars
(Yu & Tremaine, 2003); the signature of the binary black hole
Hills mechanism is that the highest-velocity ejections would be
in the plane of the binary.
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non-spherical potential : As noted by Brown (2015), "a non-
spherical Galactic potential can modify the observed distribu-
tion of [hypervelocity stars]". Triaxial dark matter haloes are pre-
dicted from cosmological simulations, and if the Milky Way is
significantly triaxial then the distribution of hypervelocity stars
on the sky should reflect that.
Open question: Why are the late B-type hypervelocity stars
in the halo found in one part of the sky?
The motivation to understand the late B-type hypervelocity stars
is two-fold: 1) they can be used as probes of the extreme phenom-
ena that ejected them and 2) they are tracers of the Galactic potential
from the centre to the outskirts. If the hypervelocity stars originate
in the Galactic centre then their orbits should be almost perfectly ra-
dial. Gnedin, Gould, Miralda-Escudé, and Zentner (2005) noted that
any deviation from that trajectory would encode the triaxiality of the
Milky Way halo, although proper motions precise to 10 µas yr−1
would be required. Another example is the use of the hypervelocity
stars by Rossi, Marchetti, Cacciato, Kuiack, and Sari (2017) to jointly
constrain the dark matter halo of the Milky Way and the properties of
binary stars at the Galactic centre. Recently, Hattori, Valluri, and Cas-
tro (2018) argued that one could use the hypervelocity stars to infer
the Solar location and motion independent of other methods, because
any error in those quantities would cause us to infer the hyperveloc-
ity stars had non-zero angular momentum. These applications of the
hypervelocity stars are reliant on them coming from the Galactic cen-
tre, although if they originated elsewhere then analogous inferences
could be drawn.
The number of candidate hypervelocity stars has ballooned in the
years since the discovery of HVS1 and today there are more than 500
candidates in the literature (see Fig. 1.3). Most of the candidates are
late-type, high proper motion stars. In a majority of cases, the radial
velocity is itself unremarkable and the ‘hypervelocity’ classification is
driven entirely by a large proper motion measurement. As noted in
Ziegerer et al. (2015), there is reason to be cautious with tangential
velocity hypervelocity stars. The authors assessed the twenty GK can-
didates in Palladino et al. (2014) and were unable to confirm them,
with the ground-based proper motions fingered as the likely culprit.
Another possible mode of failure is that the proper motions are ac-
curate but the distance is overestimated, with the result that the total
space velocity is overestimated.
4 https://faststars.space
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Spectral class:
Figure 1.3: Hammer projection in right ascension and declination of all can-
didate hypervelocity stars stars, color-coded by spectral type.
The thick gray line shows the plane of the Milky Way, with the
large gray dot indicating the location of the Galactic centre. The
locations of M31 and the LMC are shown as annotated. An inter-
active version of this figure is available at the OFSC4.
Open question: How many of the hundreds of hypervelocity
star candidates are truly escaping?
An interesting sub-population of the hypervelocity stars are those
associated with thermonuclear supernovae. Aside from US 708, the
only example is the low-mass, high proper motion white dwarf GD 492
discovered by Vennes et al. (2017) and found to have an atmosphere
rich with intermediate-elements. The conclusion reached by Vennes
et al. (2017) was that GD 492 is the partially burnt remnant of a sublu-
minous supernova Ia. This means that thermonuclear supernovae can
produce both fast-moving remnants and companions, as evidenced
respectively by GD 492 and US 708. The number and stellar types of
such objects will be indicative of which channel of Type Ia supernovae
is dominant.
Open question: How rare are hypervelocity objects
associated with thermonuclear supernovae?
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1.3.6 What to call a fast star?
The field of fast-moving stars is beset by a muddle of nomenclature,
which stems from the difference between classifying stars by how fast
they are moving or by their origin. Among hypervelocity stars this is
a crucial distinction. A star may be ejected by the Hills mechanism,
but remain bound to the galaxy. Conversely, a star may be unbound,
but not produced by the Hills mechanism. Runaway stars are usually
defined as OB stars with peculiar velocities in excess of 40 km s−1
(Blaauw, 1961), with either dynamical ejection from a young cluster
or a supernova ejecting the progenitor’s companion as their origin.
However, the slower cousins of the binary supernova runaways are
also termed runaways by several authors, with increasing use of the
term walkaways for those runaways ejected slower than 10 km s−1
(de Mink et al., 2012; de Mink, Sana, Langer, Izzard, & Schneider,
2014; Lennon, van der Marel, Lerate, O’Mullane, & Sahlmann, 2016).
A convention sometimes used in the literature is to refer to unbound
Hills stars as hypervelocity and unbound runaway stars as hyperrun-
away (eg. Brown, 2015; Perets & Šubr, 2012). However, this is open to
the objection that it is difficult to determine the origin of the known
unbound stars in the Galaxy. For example, they may not originate in
the Milky Way and they may not even originate with the Hills mech-
anism. To clarify the terminology of this thesis, I exclusively use the
term runaway to refer to stars of all velocities whose binary compan-
ion has gone supernova and the term hypervelocity to refer to stars of
any origin which are unbound from the Milky Way. All stars emitted
from a binary tidally disrupted by a black hole are Hills stars.
1.4 how to make a fast star
There are many circumstances in which a star can be accelerated toThermonuclear supernova:
The runaway ignition of a white
dwarf when it exceeds the
Chandrasekher mass threshold.
Core-collapse supernova:
The explosion caused by the
collapse of a massive star’s core
when nuclear burning reaches
nickel.
unusually fast speeds, but these can be distilled to three classes,
1. Remnant of a supernova
2. Companion of a supernova
3. N-body dynamical interaction
where the supernova can be either thermonuclear or core-collapse
and the dynamical interaction can be {3, 4, 5, . . . }-body. It is not nec-
essary that one of the above mechanisms supplies all of the speed of
a fast star, because two or more of these mechanisms could chain (a
combination) or the fast star could originate in a stellar population that
itself is moving (a translation). These mechanisms were each touched
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on in Sec. 1.3, but to aid clarity of argument they are briefly sum-
marised here.
1.4.1 Remnant of a supernova
It is possible for both core-collapse and thermonuclear supernovae
to leave behind a remnant. In the case of core-collapse supernovae
there is overwhelming evidence that neutron stars or black holes are
formed during the supernova (for instance, the existence of pulsars
associated with supernova remnants), whilst it has been suggested
that partial detonation of a white dwarf (and the survival of a bound
remnant) could explain the existence of sub-luminous thermonuclear
supernovae (GD 492 was proposed by Vennes et al., 2017 to be one
such remnant). Supernova are highly energetic events and thus any
asymmetry prior to, during or after the explosion can impart a large
kick to a remnant of the exploding star.
1.4.2 Companion of a supernova
Both classes of supernova could occur with a close, binary compan-
ion. Thermonuclear supernovae are thought to require a binary com-
panion, because an external source of material is needed to push the
white dwarf over the Chandrasekhar limit. Core-collapse supernovae
can only occur in stars whose initial mass was greater than 8 M
(Heger et al., 2003), and such massive stars are expected to mostly
be found in binary systems. If the exploding star loses at least half
its mass in the supernova, then Blaauw (1961) demonstrated that the
binary will be unbound and the companion will escape at roughly
the pre-supernova orbital velocity.
1.4.3 N-body dynamical interaction
N-body encounters can cause individual components to be ejected at
high speed by raising the binding energy of the total configuration.
The most common example is the three-body interaction, where a sin-
gle star and a binary star experience a close encounter and enter into
a temporary and chaotic three-body orbit. In these encounters it is
possible for any permutation of two of the stars to be bound into a
binary, or for all three stars to be left as single stars. Depending on
the final configuration it is possible for the stars to gain substantial
velocity in this interaction; this principally occurs if the binding en-
ergy of the final binary is much greater than the initial binary, either
by a more massive star being swapped into the binary or by a tight-
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ening of the binary orbit. These interactions occur almost exclusively
in dense stellar clusters due to the vanishingly small cross-section for
stellar encounters in the field. Poveda et al. (1967) suggested that this
process was the origin of the OB runaway stars.
One notable example of an N-body dynamical interaction discussed
in the previous section is the Hills mechanism (Hills, 1988), where bi-
nary stars are tidally disrupted by Sgr A* and one or both of the stars
are ejected at thousands of kilometres per second.
At the other end of the N-body scale, Perets (2009) argued that the
tidal disruption of a dwarf galaxy by the Milky Way could lead to
some of the stripped stars travelling at extremely large velocities.
1.4.4 Combination
The clearest example of two mechanisms combining occurs when the
primary in a system of two massive stars goes supernova and un-
binds the binary, and the runaway secondary then itself explodes in a
supernova and expels its remnant pulsar; the pulsar’s velocity would
then be a combination of the runaway velocity and the natal kick.
This particular chain should occur quite frequently given that, for ex-
ample, Kobulnicky and Fryer (2007) found that early-type stars in the
Cygnus OB2 association are likely to have a binary fraction greater
than 70%, with 40% of those companions being of similar mass to the
primary. Pflamm-Altenburg and Kroupa (2010) considered another
possibility where a binary star is ejected by dynamical interactions in
a star cluster and one of the stars explodes in a supernova, which
they called the ‘two-step-ejection process’. One can speculate that
both these combinations could chain, however the parameter space
where this could happen will be highly restricted.
1.4.5 Translation
All stellar populations in the Local Group are moving with some ve-
locity in the Galactic rest-frame and stars born in those populations
inherit that velocity; for instance, stars born in the disc begin with the
238 km s−1 rotation speed. Tauris (2015) concluded that the fastest
kick a late-B star could receive from the binary supernova scenario
is 540 km s−1, and thus it is only possible for this star to produce
hypervelocity stars with the addition of the disc’s rotation. A more
extreme example is the proposal by Wang and Loeb (2017) that stars
could form in the gaseous outflow from an active galactic nucleus
and that these stars would be born travelling fast enough to escape
the host galaxy. There are two young, nearby stellar populations with
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a large velocity relative to the Milky Way that could be producing
fast-moving stars and remain to be investigated: the LMC and SMC.
The LMC in particular is moving at 321± 24 km s−1 (Kallivayalil, van
der Marel, Besla, Anderson, & Alcock, 2013) and so could be a source
of great numbers of hypervelocity stars.
1.5 the era of gaia
The successor to Hipparcos is the European Space Agency’s Gaia space
telescope, which was launched on 19 December 2013 and will obtain
astrometry and photometry of the estimated 109 stars brighter than
V ≈ 20 mag. The specific aspects of this mission relevant to fast stars:
1. Time-resolved three-band photometry (G,GBP,GRP) for all sources
brighter than V ≈ 20 mag across the entire sky.
2. Parallaxes and proper motions with errors less than 10 µas for
stars brighter than G ≈ 13 mag, less than 30 µas for stars
brighter than G ≈ 15 mag, and less than 600 µas for stars
brighter than G ≈ 20 mag.
3. Radial velocities for stars brighter than G ≈ 16 mag.
The first data release (DR1) on 14 September 2016 and second data
release (DR2) on 25 April 2018 occurred during my Ph.D.. These were
preliminary releases in advance of the third release (DR3) in late 2020
and the final complete release (DR4) at the end of 20225. DR1 con-
tained the positions (α, δ) and G-band magnitudes of 1,142,679,769
sources and 5-parameter astrometry (α, δ,$,µα∗,µδ) for the subset of
2,057,050 sources in common between the Tycho-2 catalogue and Gaia
DR1 (Gaia Collaboration et al., 2016). The astrometric parameters for
this subset were derived using the Tycho-Gaia Astrometric Solution
(TGAS, Michalik, Lindegren, and Hobbs, 2015) and thus this cata-
logue subset is often simply referred to as TGAS. The arrival of DR1
at the beginning of the second year greatly influenced the direction
of my Ph.D. and Chapters 2 and 3 rely heavily on data from TGAS.
DR2 entirely supersedes DR1 and contains 5-parameter astrometry
for 1,331,909,727 sources, including almost all the candidate hyperve-
locity stars. In Chapter 5 I argue that DR2 will be revolutionary for
the study of fast stars and present a smörgåsbord of hypervelocity
star results based on Gaia DR2 astrometry and photometry.
5 These are tentative dates taken from https://www.cosmos.esa.int/web/gaia/release
on 2 July 2018.
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1.6 from open questions to answers
In Sec. 1.3 I outlined a number of open questions in the field of fast
stars. I list them again here alongside the chapter in which I address
the question and a one-line summary of the chapter:
• Chapter 2 Do the nearby core-collapse supernova
remnants contain runaway companions?
I search ten nearby core-collapse supernova remnants for runaway
companions using Gaia DR1 and identify four candidates.
• Chapter 3 Do the numbers of runaway Be stars support
a mass-transfer origin for all Be stars?
I conduct a detailed Bayesian analysis of the kinematics of the 632
known Be stars and infer the fraction which are runaway stars.
• Chapter 4 Why are the late B-type hypervelocity stars
in the halo found in one part of the sky?
I investigate my hypothesis that most of these stars are from the LMC
and predict hundreds more will be found in the Southern hemisphere.
• Chapter 5.1 How many of the hundreds of hypervelocity
star candidates are truly escaping?
I revisit all 524 candidate hypervelocity stars with Gaia DR2 astrom-
etry and identify that there are only 41 likely escaping stars.
• Chapter 5.2 Is HVS3 the first hypervelocity star known to
originate in the Large Magellanic Cloud?
I summarise my contributions to the proof that this star is from the
LMC and discuss the implications of a black hole in that galaxy.
• Chapter 5.3 How rare are hypervelocity objects
associated with thermonuclear supernovae?
I detail my contributions to the search for and discovery of three re-
markable hypervelocity white dwarfs in Gaia DR2.
2
S E A R C H I N G F O R F O R M E R C O M PA N I O N S O F
S U P E R N O VA R E M N A N T P R O G E N I T O R S
Based on work originally published in Boubert, Fraser, et al. (2017). 1
Supernovae (SNe) mark the deaths of stars. They can be divided
into two broad categories: core-collapse SNe from the gravitationally
powered explosion of massive stars (e.g. Smartt, 2009), and Type Ia
SNe from the thermonuclear destruction of white dwarfs (e.g. Hille-
brandt & Niemeyer, 2000). In both cases, there has been considerable
interest in recent years in understanding their progenitor systems for
reasons as diverse as testing stellar evolutionary models, improving
their use as cosmological probes, and understanding their role in driv-
ing Galactic evolution.
A vital route to studying the progenitor systems of core-collapse
SNe is to identify a runaway companion with the supernova rem-
nant (SNR); the presence of a companion can be used to constrain the
initial masses and separation of the two stars, as well as the evolution-
ary history leading to the explosion. Runaway stars are interesting in
their own right for their dynamical properties, with the fastest being
unbound from the Milky Way (see Sec. 1.3).
In this Chapter I develop a systematic framework for hunting SN-
ejected binary companions within Gaia Data Release 1 (DR1; Gaia
Collaboration et al., 2016). Gaia DR1 can only be used to search for
companions for the ten SNRs nearer than 2 kpc, but with Gaia DR2
this framework will reveal companions for many of the Galactic SNRs.
To place in context the significance of this advancement, I first sum-
marise the prior searches for these companions in Sec. 2.1. The data
sources for both the runaways and the SNRs are discussed in Sec. 2.2.
I then outline two methods for hunting companions – the first using
purely kinematic methods in Sec. 2.3, the second exploiting colour,
1 Morgan Fraser conceived a project similar to the kinematic method presented in Sec.
2.3. I developed the more sophisticated method presented in Sec. 2.4 in collabora-
tion with Morgan Fraser, Robert G. Izzard and N. Wyn Evans. I was responsible for
all implementation and a majority of the analysis in this project. Robert G. Izzard
consulted on the use of his binary population synthesis framework binary_c and
suggested many edits to the text. Dave Green consulted on the existing literature
surrounding supernova remnants. Morgan Fraser acknowledged Gerry Gilmore for
early discussions on this work and was supported by a Royal Society - Science Foun-
dation Ireland University Research Fellowship. Robert G. Izzard thanked the STFC
for funding his Rutherford fellowship under grant ST/L003910/1 and Churchill Col-
lege, Cambridge for his fellowship. This work was partly supported by the European
Union FP7 programme through ERC grant number 320360.
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magnitude and reddening together with the peculiar velocity of the
progenitor binary with a Bayesian framework in Sec. 2.4. For four
SNRs (the Cygnus Loop, HB 21, S147 and the Monoceros Loop) I
identify likely runaway companions which are discussed in detail in
Sec. 2.5.
2.1 history of prior searches
There is an extensive history of searches for former binary compan-
ions that have survived the SN explosion. At least 70% of massive
stars are seen to be in binary systems (e.g. Sana et al., 2012), and, in
a handful of cases, a surviving binary companion has been detected
in deep imaging of extragalactic core-collapse SNe (Folatelli et al.,
2014; Maund & Smartt, 2009). Type Ia SNe require a binary compan-
ion to explode (Hillebrandt & Niemeyer, 2000), and may leave be-
hind a detectable non-degenerate companion (e.g. Han, 2008; Noda,
Suda, & Shigeyama, 2016; Pan, Ricker, & Taam, 2014, and references
therein). For both Type Ia and core-collapse SNe, the stellar parame-
ters of a surviving binary companion can constrain the evolutionary
status of the SN progenitor at the point of explosion (Bersten et al.,
2012; Maund & Smartt, 2009). A SN progenitor companion may also
be polluted with metals from the explosion (Israelian, Rebolo, Basri,
Casares, and Martín, 1999 and more recently Liu et al., 2015).
Several searches have already been made for runaway stars in Galac-
tic Type Ia SNRs, most notably in Tycho’s SN where a possible can-
didate (designated Tycho G) has been claimed to be the former bi-
nary companion (Bedin et al., 2014; González Hernández et al., 2009;
Ruiz-Lapuente et al., 2004). This association has since been disputed
(Kerzendorf et al., 2009; Kerzendorf et al., 2013; Xue & Schaefer, 2015).
Searches within other Galactic remnants such as that of SN 1006
(González Hernández et al., 2012) and Kepler’s SN (Kerzendorf, Chil-
dress, Scharwächter, Do, & Schmidt, 2014) have failed to yield a com-
panion, while a non-degenerate companion has been almost com-
pletely ruled out for SNR 0509−67.5 in the Large Magellanic Cloud
(Schaefer & Pagnotta, 2012).
Searches for companions to core-collapse SNe have mostly focussed
on runaway OB stars near SNRs (Blaauw, 1961; Guseinov, Ankay,
& Tagieva, 2005). HD 37424, a main sequence B star, has been pro-
posed to be associated with the SNR S147 (Dinçel et al., 2015). The
pulsar PSR J0826+2637 has been suggested to share a common ori-
gin with the runaway supergiant G0 star HIP 13962 (Tetzlaff, Dinçel,
Neuhäuser, & Kovtyukh, 2014), although there is no identified SNR.
In the Large Magellanic Cloud, the fastest rotating O-star (VFTS102)
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has been suggested to be a spun-up SN companion associated with
the young pulsar PSR J0537−6910 (Dufton et al., 2011).
Recently Kochanek (2017b) used Pan-STARRS1 photometry (Cham-
bers et al., 2016), the Green et al. (2015) dust-map and the NOMAD
(Zacharias et al., 2005) and HSOY (Altmann, Roeser, Demleitner, Bas-
tian, & Schilbach, 2017) proper motion catalogues to search for run-
away former companions of the progenitors of the three most recent,
local core-collapse SNe: the Crab, Cas A and SN 1987A. Based on
a null detection of any reasonable candidates Kochanek (2017b) put
limits on the initial mass ratio q =M2/M1 . 0.1 for the nominal pro-
genitor binary of these SNRs. Kochanek (2017b) note that this limit
implies a 90% confidence upper limit on the q & 0.1 binary fraction
at death of fb < 44% in tension with observations of massive stars.
Another more direct method for studying the progenitors of su-
pernovae is to detect them in pre-explosion imaging. This is lim-
ited however to the handful of cases where SNe have exploded in
a nearby galaxy with deep, high-resolution images. Furthermore, it is
most suited for studying core-collapse SN progenitors (Smartt, 2009)
which are luminous supergiants (although see Li, Bloom, et al., 2011
and McCully et al., 2014 for applications to Type Ia SNe). Alterna-
tive techniques to infer core-collapse SN progenitor properties using
nucleosynthetic yields from late-time spectroscopy of SNe (e.g. Jerk-
strand et al., 2014), or hydrodynamic estimates of ejecta mass (Bersten
et al., 2014) are always model dependent. For Type Ia SNe, the spec-
troscopic and photometric signatures of interaction between SN ejecta
and a companion may be used to constrain the progenitor system, but
are relatively weak effects (Maeda, Kutsuna, & Shigeyama, 2014).
2.2 sources of data
The list of candidate stellar companions for each SNR is taken from a
cross-match of TGAS and APASS (Sec. 2.2.1). There is no analogously
uniform catalogue for SNRs and so we conduct a literature review for
each SNR to establish plausible estimates for the central position, dis-
tance and diameter, which we discuss in Sec. 2.2.2 and in Appendix
A.1.
2.2.1 Summary of stellar data
The primary astrometric component of Gaia DR1 was the realisa-
tion of the Tycho-Gaia astrometric solution (TGAS), theoretically devel-
oped by Michalik et al. (2015), which provides positions, parallaxes
and proper motions for the stars in common between the DR1 and
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Tycho-2 catalogues. At 1 kpc the errors in the parallax from TGAS
typically exceed 30%, which limits us to searching only those SNRs
within 2 kpc. To better constrain the distance of the candidates we
nearest-neighbour cross-match with the AAVSO Photometric All-Sky
Survey (APASS) DR9 to obtain the B−V colour. Gaia Data Release 2
(DR2) contains the additional blue GBP and red GRP magnitudes and
thus when this work is re-done in future with the improved astromet-
ric and photometric data of DR2 we will be able to substitute for B−V
with the GBP−GRP colour.
The typical expansion velocities of supernova remnant shells are
more than 1000 km s−1 for the first few 104 years of their evolution
(Reynolds, 2008). Thus, because recent estimates for the maximum
velocity of runaways are 540 km s−1 for late B-types and 1050 km s−1
for G/K-dwarfs (Tauris, 2015), it is reasonable to assume that the
former companion to the supernova progenitor still resides in the
SNR. For each of these stars, we have positions (α, δ), parallax $ and
proper motions (µα∗,µδ) with a full covariance matrix Cov, as well
as the mean magnitude G and, for a subset of stars, the APASS B−V
colour.
2.2.2 Summary of individual SNRs
We select SNRs that are closer than 2 kpc, having stars in our TGAS-
APASS cross-match within the central 25% of the SNR by radius, and
lying within the footprint of Pan-STARRS so we can use the 3D dust-
map of Green et al. (2015). Our choice to search the inner 25% by
radius is more conservative than the one sixth by radius searched
by previous studies (e.g. Dinçel et al., 2015; Guseinov et al., 2005).
Less than 1% of runaways are ejected with velocities in excess of
200 km s−1 (e.g. Eldridge, Langer, & Tout, 2011) thus considering
every star in the SNR would increase the number of potential candi-
dates by an order of magnitude while negligibly increasing the com-
pleteness of our search. The SNRs in our sample are typically older
than 10 kyr and so will have swept up more mass from the ISM than
was ejected, which makes it difficult to type them from observations
of their ejecta. We can say that these SNRs are likely the remnants of
core-collapse SNe because around 80% of Galactic SNe are expected
to be core-collapse SNe (e.g. Li, Chornock, et al., 2011; Mannucci et
al., 2005). Moreover, several are identified with regions of recent star
formation (i.e. G205.5+00.5 with Mon OB2) or molecular clouds in
OB associations (i.e. G089.0+04.7 with molecular clouds in Cyg OB7).
The properties of this sample of ten SNRs are given in Tab. 2.1, where
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Table 2.1: Properties of the sample of supernova remnants, where the errors
on the distance are 1σ and are described in Appendix A.1.
SNR Known as Position Diameter Distance NTGAS NTGAS+APASS
(arcmin) (kpc)
G065.3+05.7 — 19:33:00+31:10 310×240 0.77± 0.2 294 7
G069.0+02.7 CTB 80 19:53:20+32:55 80 1.5± 0.5 14 11
G074.0−08.5 Cygnus Loop 20:51:00+30:40 230×160 0.54+0.10−0.08 115 76
G089.0+04.7 HB 21 20:45:00+50:35 120×90 1.7± 0.5 25 3
G093.7−00.2 CTB 104A, DA 551 21:29:20+50:50 80 1.5± 0.2 10 10
G114.3+00.3 — 23:37:00+61:55 90×55 0.7± 0.35 19 17
G119.5+10.2 CTA 1 00:06:40+72:45 90 1.4± 0.3 8 7
G160.9+02.6 HB 9 05:01:00+46:40 140×120 0.8± 0.4 19 18
G180.0−01.7 S147 05:39:00+27:50 180 1.30+0.22−0.16 36 31
G205.5+00.5 Monoceros Loop 06:39:00+06:30 220 1.2± 0.4 53 47
NTGAS is the number of candidates found in TGAS and NTGAS+APASS
is the number remaining after the cross-match with APASS.
Establishing a potential association between a star and a SNR re-
quires us to demonstrate a spatial coincidence around the time of the
SN explosion. The relevant properties of each SNR are then the loca-
tion of the centre (α, δ)SNR, distance dSNR, age tSNR, angular diameter
θSNR and either the proper motion (µα∗,µδ)SNR or peculiar velocity
(vR, vz, vφ)SNR.
We take the Ferrand and Safi-Harb (2012, known as SNRcat) and
Green (2014) catalogues as the primary sources of SNR properties. We
use the positions and angular diameters from the detailed version of
the Green catalogue that is available online2. The distance to a SNR
is usually uncertain and so we describe the origin of each distance in
Appendix A.1.
We do not use estimates of the ages of SNRs because distance es-
timates to SNRs are degenerate with the age, so these two measure-
ments are not independent. We thus conservatively assume that the
SN must be older than 1 kyr and younger than 150 kyr. A younger
SN at 1 kpc would very likely be in the historical record (Green &
Stephenson, 2003; Stephenson & Green, 2002) and the shell of an older
SNR would no longer be detectable.
Determining the location of the centre of a SNR is usually not
straightforward. The standard method is to calculate the centroid of
the projected structure of the SNR shell on the sky, but this position
can be obfuscated by various effects such as the interaction between
2 Green D. A., 2014, ‘A Catalogue of Galactic Supernova Remnants (2014 May ver-
sion)’, Cavendish Laboratory, Cambridge, United Kingdom (available at http://
www.mrao.cam.ac.uk/surveys/snrs/).
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the ejecta and the local ISM, overlap between SNRs, and background
objects misclassified as belonging to the SNR. G074.0−08.5 (Cygnus
Loop) is notable for its peculiarity with a substantial blow-out region
to the south of the primary spherical shell (e.g. Fang, Yu, & Zhang,
2017); a naive calculation of the centroid for this SNR would result
in a centre which is around 10 arcmin away from the centroid of the
shell. We have verified that our results for G074.0−08.5 are robust
to this level of systematic error. Some of our SNR central positions
have associated statistical errors, but because these estimates do not
in general account for systematics we instead use a more conservative
constraint. We adopt a prior for the true position of the SNR centre
which is a two-dimensional Gaussian with a FWHM given by
θ ′ = max(5 ′, 0.05θSNR). (2.1)
These values were chosen to attempt to balance the statistical and
systematic errors which are present.
We assume that the progenitor system was a typical binary in
the Milky Way thin disc and so is moving with the rotational ve-
locity of the disc together with an additional peculiar motion. We
sample a peculiar velocity from the velocity dispersions of the thin
disc and propagate it into a heliocentric proper motion. We take
the Sun to be at R = 8.5 kpc and the Milky Way’s disc rotation
speed to be vdisc = 240 km s−1 with a solar peculiar velocity of
(U,V,W) = (11.1, 12.24, 7.25) km s−1 (Schönrich et al., 2010). We
neglect uncertainties in these values because they are subdominant.
2.3 search with only kinematic constraints
If we had complete kinematic information for every star in a SNR,
then the companion should be identifiable as the star which was co-
incident with the centre at the time of the SN. The kinematic infor-
mation in TGAS is far from complete (no radial velocities and sub-
stantial proper motion uncertainties), but we investigate the efficacy
of a simple kinematic method here to provide a benchmark for the
more sophisticated Bayesian method in Sec. 2.4. We apply this kine-
matic method to all stars in TGAS that are within 25% of the radius
of the SNR (i.e. not just those with APASS photometry), giving us
somewhere in the range of 10–300 stars per SNR.
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Given the geometric centre (αSNR, δSNR) and proper motion (µα∗,SNR,µδ,SNR)
of the remnant and their errors, we can estimate the past location at
time −t of each star by the equations of motion,
α∗(t) = α∗ − tµα∗ (2.2)
δ(t) = δ− tµδ, (2.3)
and we can write similar expressions for the remnant centre. Note we
use ∗ to denote quantities we have transformed to a flat space, for in-





2 + [δ(t) − δSNR(t)]
2. (2.4)
The typical angular separations involved are less than a few degrees
at all times, hence this approximation is valid to first order. This ex-





which can be substituted back into Equation 2.4 to obtain the mini-
mum separation ∆θmin.
We construct the covariance matrix Cov = D1/2CorrD1/2 using







). We have added on the 0.3 mas
systematic error in parallax recommended by Gaia Collaboration et The 0.3 mas correction was later
clarified to only be relevant if the
parallaxes of multiple stars are
being averaged. The inclusion of
this value here is erroneous, but
we have checked that our
conclusions do not change if it is
removed.
al. (2016). We draw samples from the multivariate Gaussian distribu-
tion defined by the mean position (α, δ,$,µα,µδ) and the covariance
matrix Cov and from the distributions of the SNR centre, distance
and peculiar velocity. These latter distributions are described in Sec.
2.2.2. We calculate Tmin and θmin for each of the samples to give dis-
tributions for the predicted minimum separation and time at which
it occurs.
Once we have these distributions we rank stars by the plausibility
of them being the former companion. We do this in a qualitative way
by finding the fraction F of realizations of each star which satisfy: i)
1 < (Tmin/kyr) < 150, ii) the line-of-sight distance between the star
and the SNR is less than 153 pc and iii) the minimum angular sep-
aration θmin corresponds to a physical separation of less than 1 pc.
The latter two of these constraints use the distance to the location of
the progenitor binary when the supernova exploded, which can be
calculated using the sampled parameters and the time of the mini-
mum separation. The 153 pc limit of the second constraint is simply
the distance travelled by a star at 1000 km s−1 over 150 kyr and is
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Figure 2.1: The fraction F of realisations of each star in each SNR which are
consistent with being spatially coincident with the centre of the
SNR at one point in the past 150 kyr. The criteria for determining
whether a realisation is consistent are described in Sec. 2.3.
the maximum likely distance travelled by a runaway associated with
a SNR. The 1 pc limit of the third constraint is the maximum likely
separation of two stars in a binary and is smaller than the 153 pc limit
in the radial direction because we have a measurement of the proper
motion of each candidate. The value of F is shown for every star in
each SNR in Fig. 2.1.
We rank the candidates in each SNR by this quasi-statistical mea-
sure and consider the star with the highest F to be the most likely
candidate. For some of these stars we have the APASS B−V pho-
tometry and, were this method effective, most of the best candidates
would be blue. Of the ten best candidates two have no associated
B−V in the cross-match and five have B−V > 1.3 hence are unlikely
to be OB stars. One of the two best candidates without a measured
B−V was HD 37424 in G180.0−01.7 (S147), which is one of the only
five stars in G180.0−01.7 which did not have APASS magnitudes; HD
37424 has been previously suggested to be the runaway companion of
G180.0−01.7 (Dinçel et al., 2015) and taking B−V = 0.073±0.025 from
that paper we see that our kinematic method would have proposed
this star as the companion if it had APASS photometry. The remain-
ing three stars with magnitudes are TYC 2688-1556-1 in G074.0−08.5
(Cygnus Loop) with B−V = 0.43, BD+50 3188 in G089.0+04.7 (HB 21)
with B−V = 0.39 and TYC 4280-562-1 in G114.3+00.3 with B−V =
0.39. Of these stars only BD+50 3188 is specifically mentioned in
the literature with Chojnowski et al. (2015) concluding that it is a
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B star. That one of the stars is B type suggests that the other two
stars with similar colour are also B type by association, although it
is possible that these two stars are less reddened by interstellar dust.
G089.0+04.7 is at a distance of 1.7± 0.5 kpc while the other SNRs are
much closer at 0.54+0.10−0.08 kpc and 0.70± 0.35 kpc. The consequence
of the B−V measurement being less reddened by dust is that the star
is intrinsically redder and so the two untyped candidates may be A
type or later.
This conclusion has some obvious problems. First, we are relying
on an expectation that most runaways from core-collapse supernova
should be OB stars, but we have not established what fraction of run-
aways from core-collapse SNe we would expect to be later-type than
OB. The distribution of mass ratios in massive binary systems is ob-
served to be flat (e.g. Duchêne & Kraus, 2013; Kobulnicky et al., 2014;
Sana et al., 2012) which suggests that we would expect most runaways
from core-collapse SNe to be bright, blue, OB-type stars: around 80%
of companions to massive stars will have masses in excess of 3 M
with a median of 7 M. This expectation is in conflict with the result
above where five out of the ten best candidates are likely to be low-
mass stars. One explanation for this seemingly large fraction of con-
taminants is that the method efficiently rules out those stars which
are travelling in entirely the wrong direction to have originated in
the centre of the SNR, but leaves in background stars which are co-
incident on the sky with the centre of the SNR and whose proper
motion is not constrained. Ideally the method should down-weight
those stars which are consistent with being background objects.
A second problem is that, because we cannot easily correct the B−V
for extinction, the estimated spectral type of our candidates depended
on one of them having already been typed. This estimated type is
very uncertain and two of the stars could be A type or later. A supe-
rior method would determine the type of the star by making use of
all the magnitudes in conjunction with a 3D dust-map and the paral-
lax. Third, while we have generated a list of candidates, the ranking
in the list is not on a firm statistical basis. There are four stars in
G074.0−08.5 which have 0.25 < F < 0.28, only one of which is our
best candidate. It is difficult to defend a candidate when a different
statistical measure could prefer a different star.
These problems underscore the need for a Bayesian framework that
incorporates kinematics with photometry and dust-maps, and which
appropriately weights the possibility that the companion is late-type.
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2.4 bayesian search with binaries , light and dust
2.4.1 Binary star evolution grid
The three most important parameters which determine the evolution
of a binary star are the initial primary mass M1, initial secondary
mass M2 and initial orbital period Porb. Empirical probability distri-
butions have been determined for these parameters and combining
these with a model for binary evolution allows us to calculate a prob-
ability distribution for the properties of runaway stars. The properties
of runaway stars which we are interested in are the ejection velocity
vej, the intrinsic colour (B−V)0 and the intrinsic Gaia G magnitude
G0 at the time of the supernova.
There are two standard formalisms used when evolving a large
number of binary stars to evaluate the probability distribution for an
outcome. The first is Monte Carlo-based and involves sampling initial
properties from the distributions and evolving each sampled binary.
In this approach the initial properties of the evolved binaries are clus-
tered in the high-probability regions of the initial parameter space
and low-probability regions might not be sampled at all. The other
method is grid-based and selects binaries to evolve on a regularly-
spaced grid across the parameter space. This grid divides the param-
eter space into discrete elements (voxels) and the probability of a
binary having initial properties which lie in that voxel can be found
by integrating the probability distributions over the voxel. This prob-
ability is assigned to the outcome of the evolution of the binary that
was picked in that voxel. The probability distribution of the runaway
properties can be determined by either method. In the Monte Carlo
approach the resulting runaways from the binary evolution are sam-
ples from the probability distribution of runaway properties, while in
the grid approach the distribution can be obtained by summing the
probabilities which were attached to the runaway from each evolved
binary.
Our choice of a grid over a Monte Carlo approach was motivated
by our need to probe unusual areas of the parameter space. A Monte
Carlo approach would require a large number of samples to fully
explore these areas, while a grid approach gives us the location and
associated probability of each voxel that produces a runaway star
as well as the properties of the corresponding runaway star. These
probabilities and other properties are thus functions of the initial grid.
We model the properties of stars ejected from binary systems in
which one component goes supernova using the binary_c population-
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synthesis framework3, described in more detail in Appendix A.2. We
pre-compute the binary grid of 8,000,000 binaries with primary mass
M1, mass ratio q =M2/M1 and orbital period Porb having the ranges,
8.0 6M1/ M 6 80.0,
0.1 M/M1 6 q 6 1, (2.6)
−1.0 6 log10(Porb/days) 6 10.0.
We assume the primary mass follows the Kroupa (2001) IMF,
N(M1) ∝

M−0.31 , if 0.01 < M1/ M < 0.08,
M−1.31 , if 0.08 < M1/ M < 0.5,
M−2.31 , if 0.5 < M1/ M < 80.0,
0, otherwise.
(2.7)
We assume a flat mass-ratio distribution for each system over the
range 0.1 M/M1 < q < 1. We use a hybrid period distribution (Iz-
zard et al., 2018) which gives the period distribution as a function of
primary mass and bridges the log-normal distribution for low-mass
stars (Duquennoy & Mayor, 1991) and a power law (Sana et al., 2012)
distribution for OB-type stars. The grid was set at solar metallicity to
model recent runaway stars from nearby SNRs in the disc.
It is useful to distinguish between the runaway parameter space
(B−V)0–G0–vej, which is best for highlighting the different runaway
production channels, and the progenitor space M1–q–Porb, which is
best for investigating the connection of those channels to other binary
phenomena. For instance, our plot of runaway space in Fig. 2.2 has
several gaps towards the top right, which, when viewed instead in the
progenitor space, turn out to be regions where the binary has merged
prior to the primary going supernova. We note that most of the prob-
ability is concentrated on the left edge of the plot in slow runaways of
all colours. These correspond to the scenario of binary ejection where
the two stars do not interact and the ejection velocity is purely the
orbital velocity of the companion at the time of the supernova. The
rest of the structure corresponds to cases when at some point in the
evolution the primary overflows onto the secondary and forms a com-
mon envelope (Ivanova et al., 2013; Izzard, Hall, Tauris, & Tout, 2012).
The drag force of the gas on the two stellar cores causes an in-spiral,
while the lost orbital energy heats and ejects the common envelope.
These runaways are faster due to the larger orbital velocity from the
closer orbit, but there is a small additional kick from the impact of SN
3 We use version 2.0pre22, SVN 4585.
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Figure 2.2: Probability distribution in velocity-colour space of the runaways
produced by our binary evolution grid. The top and right plots
show 1D projections of the joint probability distribution.
ejecta on their surface. There is further discussion of the features in
Fig. 2.2 in Sec. 4.2.1.2, where this approach to modelling binary stars
is used to simulate runaway stars in the Large Magellanic Cloud.
2.4.2 Algorithm
We want to assess the hypothesis that a given star with observables x
is a runaway from a SNR. Our null hypothesis H0 is that a particular
star is not the runaway companion and we wish to test this against
the hypothesis H1 that it is. In Bayesian inference each hypothesis H
has a set of model parameters θ which can take values in the region
Ω. H is defined by a prior P(θ|H) and a likelihood L(x|θ,H). The





P(θ|H) L(x|θ,H) dθ. (2.8)
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Table 2.2: Interpretation of Bayes factors K (Kass & Raftery, 1995).
2 lnK K Evidence against H0
0 to 2 1 to 3 Not worth more than a bare mention
2 to 6 3 to 20 Positive
6 to 10 20 to 150 Strong
> 10 > 150 Very strong
The evidence is equivalent to Pr(x|H), i.e. the probability of the data
under the hypothesis.
To compare the background (H0) and runaway (H1) hypotheses we
calculate the Bayes factor K = Z1/Z0, where Z0 and Z1 are the evi-
dences for H0 and H1 respectively. The interpretation of Bayes factors
is subjective but a Bayes factor greater than one indicates that H1 is
more strongly supported by the data than H0 and vice versa. A re-
view on the use of Bayes factors is given by Kass and Raftery (1995)
who provide a table of approximate descriptions for the weight of
evidence in favour of H1 indicated by a Bayes factor K. To aid the
interpretation of our results we replicate this table in Tab. 2.2.
To obtain the evidence for H0 we define a probability distribution
using the stars in the TGAS/APASS cross-match that lie in an an-
nulus of width 10◦ outside the circle from which we draw our can-
didates. We can describe the distribution of locations of stars in the
space ($,µα∗,µδ,G,B−V) in a non-parametric way by placing Gaus-
sians at the location of each star and summing up their contributions
over the entire space. This method is called kernel density estima-
tion (KDE). Note that we normalise the value in each dimension by
the standard deviation in that dimension for the entire sample. This
normalisation is necessary because the different dimensions have dif-
ferent units. The prior for each candidate is a Gaussian in each dimen-
sion centred on the measured value with a standard deviation given
by the measurement error. The likelihood for a point sampled from
the prior is the KDE evaluated at that point.
The evidence for H1 is more complicated to calculate because the
model parameters θ are properties of the SNR and progenitor binary
and thus need to be transformed into predicted observables x̃ of the
runaway. The likelihood is
L(x|θ) = N(x|x̃(θ), Cov(x)), (2.9)
where x̃ is a function of θ and N(a|b,C) denotes the PDF of a multi-
variate Gaussian distribution evaluated at a with mean b and covari-
ance matrix C. For this preliminary work we neglect the off-diagonal
terms of the covariance matrix.
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Table 2.3: Model parameters for the runaway hypothesis.
Parameter Description
αSNR RA of the true centre of the SNR
δSNR DEC of the true centre of the SNR
dSNR Distance to the true centre of the SNR
tSNR Age of the SNR
M1 Primary mass of the progenitor binary
q =M2/M1 Mass ratio of the progenitor binary
Porb Orbital period of the progenitor binary
E(B−V) Reddening along the LoS to the candidate
vR,pec Peculiar velocity in Galactic R
vz,pec Peculiar velocity in Galactic z
vφ,pec Peculiar velocity in Galactic φ
The prior combines the primary mass M1, mass ratio q and period
Porb of the progenitor binary with the location (αSNR, δSNR), age tSNR,
distance dSNR and peculiar velocity vpec of the SNR and the reddening
E(B−V) along the line of sight. These model parameters are given in
Tab. 2.3 for reference. The prior is
P(θ) =N(αSNR)N(δSNR)N(dSNR)U(tSNR)P(M1,q,Porb)
P(E(B−V)|drun)N(vR,pec)N(vz,pec)N(vφ,pec), (2.10)
where N(a) denotes a univariate Gaussian distribution in a, U(a)
denotes a uniform distribution in a and the other components are
non-analytic. The additional variable drun is the predicted distance
between the observer and runaway and is a function of the other
model parameters. The ranges, means and standard deviations for
the first four and last three distributions are given in Sec. 2.2.2 and
were used for the simple method in Sec. 2.3.
The function P(M1,q,Porb) is the probability that, if there is a run-
away star, it originates in a progenitor binary with those properties.
This probability can be obtained directly from the PDFs of the bi-
nary properties (Sec. 2.4.1) after renormalising to remove the binaries
which do not produce runaway stars.
The other non-analytic function P(E(B−V)|drun) expresses the prob-
ability of the reddening along the line of sight to the observed star if
it is at a distance drun. Green et al. (2015) used Pan-STARRS1 and
2MASS photometry to produce a 3D dust-map covering three quar-
ters of the sky and extending out to several kiloparsecs. Green et al.
(2015) provide samples from their posterior for E(B−V) in each dis-
tance modulus bin for each HEALPix (nside = 512, corresponding to
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a resolution of approximately 7 arcmin) on the sky. We use a Gaus-
sian KDE to obtain a smooth probability distribution for E(B−V) in
each distance modulus bin. We then interpolate between those distri-
butions to obtain a smooth estimate of P(E(B−V)|µ) which we illus-
trate for one sight-line towards the centre of S147 in Fig. 2.3. Note
that log10 drun = 1+µ/5, where drun is a function of our other model
parameters. Green et al. (2015) used the same definition of E(B−V)
as Schlegel, Finkbeiner, and Davis (1998) so we have converted their
E(B−V) to the Landolt filter system using coefficients from Schlafly
and Finkbeiner (2011).























Figure 2.3: The conditional PDF for the dust extinction along the line of
sight to G180.0−1.7 calculated by interpolating samples from the
Green et al. (2015) dust-map.
The rest of this section is devoted to describing the transform x̃(θ)
between the model parameters and the predicted observables. The
outcome of the binary evolution is a function solely of the progenitor
binary model parameters; the pre-calculated grid of binary stars thus
provides the ejection velocity vej, intrinsic colour (B−V)0 and intrinsic
magnitude G0, which are essential to mapping the model parameters
to predicted observables. In addition, we obtain other parameters of
interest such as the present day mass of the runaway star Mrun and
the age Trun.
The kinematics of the SNR centre are fully determined by the po-
sition, distance and peculiar velocity, under the assumption that the
velocity is composed of a peculiar velocity on top of the rotation of
the Galactic disc at the location of the SNR centre. The location of
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the runaway on the sky is known because the errors on the observed
position of a star with Gaia are small enough to be negligible. The
remaining kinematics that need to be predicted are the distance drun
and proper motion. The velocity vector of the runaway vrun is the sum
of the velocity of the SNR and the ejection velocity vector vej. The lo-
cation of the explosion, now the centre of the SNR, continues along
the orbit of the progenitor binary within the Galaxy. We advance the
centre of the SNR and the runaway along their orbits for the current
age of the SNR tSNR, noting that this time is so short that any accel-
eration is negligible and thus the orbits are essentially straight lines.
The separation of the centre of the SNR and the runaway at this point
is then simply the difference of their velocity vectors multiplied by
tSNR, i.e. vejtSNR. We then fix the kinematics of the model by denot-
ing the present-day centre of the SNR to be at (αSNR, δSNR) and the
present-day distance to the centre of the SNR to be dSNR.
To obtain predictions for the proper motions and parallax we con-
sider the intersection of the half-line defined by the observed position
of the candidate on the sky and a sphere centred at the distance and
position of the SNR. This sphere has a radius given by vejtSNR, which
is the distance travelled by the runaway since the supernova. A dia-
gram of this geometry is shown in Fig. 2.4. If the distance travelled
by the runaway is not large enough then the sphere fails to intersect
the line and thus the likelihood of this set of parameters is zero. In
almost every case there are two intersections which correspond to the
runaway moving either away from or towards us. If the SNR is close
and old and the runaway is travelling rapidly, there is a pathological
case in which there is only one solution because the solution which
corresponds to a runaway moving towards us is already behind us.
The geometry of the intersection point gives us the distance to the star
which we can use to predict the parallax. The predicted proper mo-
tion of the runaway depends on the velocity of the progenitor binary.
We sample in the velocity dispersion of the Milky Way thin disc and
add on the rotation of the disc and ejection velocity of the runaway.
This velocity is converted to proper-motions and line-of-sight radial
velocities using the transforms of Johnson and Soderblom (1987).
We then obtain a prediction for B−V by simply using B−V =
(B−V)0 + E(B−V). The Gaia G band is broader than the V band and
so is more sensitive to the slope of the spectrum (Sanders et al., in
preparation). One consequence of this is that the relative reddening
in the G band A(G)/A(V) is a function of the intrinsic colour of the
star. Assuming that A(V) = RVE(B−V), where the constant RV = 3.1
is related to the average size of the dust grains and has been empiri-
cally determined in the Milky Way (Schultz & Wiemer, 1975), we re-
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(αSNR, δSNR) (α, δ)
vejtSNR
dSNR
Figure 2.4: A diagram of the geometry described in Sec. 2.4.2. The observer
is at  and the centre of the supernova remnant is at +. The
two possible locations of the candidate if it is the runaway are
marked by× and correspond to the intersection of the sphere of
radius vejtSNR centred on the SNR and the half-line defined by
the coordinates of the candidate.
cast this dependency as A(G)/E(B−V) as a function of (B−V)0. This
relation has been calculated empirically by Sanders et al. (in prepa-
ration) and thus we have an expression for the apparent magnitude
G = G0 +A(G) + µ.
We elected to use nested sampling (Skilling, 2006) to explore the pa-
rameter space because it is optimised with estimating the evidence as
the primary goal, while more standard Markov Chain Monte Carlo
(MCMC) methods are targeted at obtaining samples from the pos-
terior. We use the MultiNest implementation of nested sampling
(Feroz et al., 2009; Feroz et al., 2013; Feroz & Hobson, 2008) which
we access through the PyMultiNest Python module (Buchner et al.,
2014). MultiNest requires that we express our prior as a transform
from a unit hypercube to the space covered by our prior. For indepen-
dent parameters, this is a trivial application of inverting the cumu-
lative distribution function. However, we have two prior probability
distributions P(E(B−V)|µ) and P(M1,q,Porb) for which there are no
suitable transforms. Note that µ is the distance modulus to the run-
away which is a complicated function of the position, distance and
age of the SNR and the ejection velocity of the runaway. For these
parameters, we use the standard method of moving the probability
distribution into the likelihood, which is implemented in MultiNest
by assuming a uniform distribution in the prior and including a factor
in the likelihood to remove this extra normalisation. Some technical
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details of the implementation of this problem in MultiNest are dis-
cussed in Appendix A.3.
Using nested sampling, we explore the parameter space and obtain
a value for the log of the evidence for each candidate. We then obtain
the Bayes factor by dividing the evidence for H1 by the evidence for
H0. A Bayes factor less than one indicates that the null hypothesis
is more strongly favoured, i.e. this star is likely a background star.
A Bayes factor greater than one suggests that the runaway model is
preferred.
2.4.3 Fraction of supernovae with runaways
Only a fraction of supernovae will result in a runaway companion.
Some massive stars are born single and companions are not always
gravitationally unbound from the compact remnant after the super-
nova. Companions of massive stars tend to also be massive and so
some will themselves explode as a core-collapse supernova, either in
a bound system with the compact remnant of the primary or after
being ejected as a runaway star (e.g. Zapartas, de Mink, Izzard, et al.,
2017). A further contaminant is that binary evolution can cause stars
to merge before the primary supernova occurs, through dynamical
mass transfer leading to a spiral-in during common envelope evolu-
tion. Our model assumes that there was a runaway companion to the
SNR and thus the calculated evidence needs to be multiplied by the
fraction of SNRs with a runaway.
Evolving a population of binary stars as described above we find
that the average number of core-collapse supernovae per binary sys-
tem with a primary more massive than 8 M is 1.22. All single stars in
the mass range 8 < M/ M < 40 are expected to go supernova, with
most stars more massive than 40 M probably collapsing directly to
black holes (Heger et al., 2003). Note that in the version of binary_c
used for this work a core-collapse supernova is signalled whenever
the core of a star collapses to a neutron star or black hole, including
the case where the primary collapses directly to a black hole. Such
collapses are sufficiently rare that we do not correct for this effect. An
assumption on the binary fraction is required to combine statistics
for single and binary populations. Arenou (2010) provides an ana-
lytic empirical fit to the observed binary fraction of various stellar
masses,
Fbin(M1) = 0.8388 tanh(0.079+ 0.688M1). (2.11)
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Based on this binary fraction and grids of single and binary stars
evolved with binary_c, we estimate that 32.5% of core-collapse su-
pernovae have a runaway companion. This fraction is best described
as ‘about a third’ given the approximate nature of the prescriptions
used to model the binary evolution and the uncertainties in the em-
pirical distributions of binary properties.
2.4.4 Verification
We verify our calculation of the evidence above by sampling run-
aways from the model and using their ($,µα,∗,µδ,G,B−V) to gen-
erate a kernel density estimate of their PDF. The evidence for a can-
didate to be a runaway can then be computed identically to the back-
ground evidence. In contrast to the method described in Sec. 2.4.2,
where the prior and likelihood are functions of the model parameters
which are described in Tab. 2.3, this method casts the prior and like-
lihood as a function of the model observables. In the limit where we
draw infinite samples from our model this method will give the same
result as the method in Sec. 2.4.2. Drawing samples from the model
and constructing a KDE is advantageous for its simplicity. The likeli-
hood function is an evaluation of a KDE and thus is guaranteed to be
smooth and non-zero everywhere, meaning that the considerations
discussed in Appendix A.3 are not relevant. The first disadvantage of
calculating the evidence by this method is that it only gives accurate
values of the evidence for regions of the parameter space which are
well sampled. The second disadvantage is that by not being explicit
about the model parameters we cannot directly constrain them, and
so this method does not output the maximum-likelihood distance to
the SNR or the mass of the progenitor primary. The implicit method
is used in this work solely as a cross-check of our results.
2.4.5 Validation
We validate our method by considering approximations to the false
positive and the false negative rate. For each SNR we assume there
is a nominal SNR at Galactic coordinates (l,b) = (lSNR − 1◦,bSNR)
with the same distance and diameter estimates as the true SNR. We
acquire candidates from our TGAS and APASS cross-match and in-
ject an equal number of model runaway stars sampled from our bi-
nary grid, calculating equatorial coordinates, parallaxes and proper
motions which would correspond to a runaway from that location
ejected in a random direction. These artificial measurements are con-
volved with a typical covariance matrix of errors, here using the mean
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covariance matrix in our list of candidates for this nominal SNR. For
the dust correction, we randomly select one of the twenty samples
provided by the Green et al. (2015) dust-map in each distance modu-
lus bin along each line of sight, corresponding to the sight-line and
distance modulus that we have sampled for the runaway. The injected
runaways and real candidates are shuffled together so that the algo-
rithm described in Sec. 2.4.2 is applied in the same manner to both the
real stars and fake runaways. There is not a real SNR at this location
and thus all the real stars selected from the cross-match should be
preferred to be background stars, while by construction the fake in-
jected runaways should demand the runaway hypothesis. An injected
runaway which returns a Bayes factor K < 1 is a false negative and a
real star with K > 1 is a false positive.
At the bottom of Fig. 2.5, we show the calculated Bayes factor K for
all the real stars and injected stars. There are 217 stars in each series.
Only three of the real stars are returned as false positives giving a
false positive rate of 1.3%. All three of these false positives are from
the fake version of G065.3+05.7 which we find is because of the large
photometric errors of APASS in this field. These errors are around
±0.142 in B−V which compare to ±0.055 for G180.0−01.7. This sug-
gests that the millimag precision of the GBP and GRP bands in Gaia
DR2 will further reduce the false positive rate.
There are 22 false negatives and this corresponds to a false negative
rate of about 10%. Given that we only expect a third of SNRs to have
an associated runaway companion (see Sec. 2.4.3) and that we only
consider ten SNRs, we should have at most one false negative in our
observed sample.
We note that there are more stars closer to the 2 lnK = 0 boundary
in our science runs (above the line in Fig. 2.5) than were found in the
false positive test. This is because runaways are more likely to be OB
stars and that OB stars are typically found in star-forming regions. If
a SN has occurred then a star-forming region is nearby and so there
are OB stars in or close to the SNR which act as contaminants.
2.5 results
We report the seven stars for which the Bayes factor is greater than
one by at least the error on the evidence estimated by MultiNest. In
Fig. 2.5, we show the calculated Bayes factor K for the candidates in
each SNR over the range (−20, 20). In Sec. 2.5.1 we discuss the three
contaminant stars which we are able to rule out and in Sec. 2.5.2
we analyze each of the four real candidates individually. Three of
our candidates are new while HD 37424 in S147 has previously been
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Figure 2.5: Bayes factors for the hypothesis that each star in each SNR is a
runaway star versus the hypothesis that it is a contaminant. The
false positive and false negative series are described in Sec. 2.4.5.
suggested by Dinçel et al. (2015). We give the properties of these three
new candidates in Tab. 2.4.
The only SNR in common with the search for OB runaways by
Guseinov et al. (2005) is G089.0+04.7 and they proposed a different
candidate, GSC 03582−00029. This star appears to be significantly
brighter in the infrared (J = 10.2,H = 9.7,K = 9.6) than in the opti-
cal (B = 11.9) while an OB star should have B−K = −1 (Castelli &
Kurucz, 2004), so the classification of this star as OB seems unlikely.
2.5.1 Eliminating the contaminants
There are seven stars which have Bayes factors greater than one. The
presence of two of these stars for G074.0−08.5makes it clear that there
is at least some level of contamination. We found empirically that
there are two ways to produce false positives in our model. First, if the
star is a high proper-motion star in the foreground then the evidence
for it in the background model can be spuriously low. This can occur
because the background is constructed by taking a kernel density
estimate of stars around the SNR and it may not contain enough
foreground stars to reproduce this population. A low evidence in
favour of the background model boosts the Bayes factor so that the
runaway model is preferred, even if the star would be a very low-
likelihood runaway. Second, if the errors on the photometry from
APASS are greater than around 0.1 mag in each of B and V then it is
possible for the algorithm to ascribe a high probability to a star being
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Table 2.4: Table of median posterior values for our new candidates.
SNR G074.0−08.5 G089.0+04.7 G205.5+00.5
Candidate TYC 2688-1556-1 BD+50 3188 HD 261393
Sp. Type — OB- B5V
2 lnK 0.81± 0.15 3.10± 0.12 1.78± 0.14
∆θ (arcmin) 11.45 2.43 8.54
dSNR (kpc) 0.57± 0.07 1.69± 0.26 1.32± 0.24
tSNR (kyr) 100.28± 30.02 107.17± 27.77 115.64± 23.28
log10M1 ( M) 1.11± 0.17 1.23± 0.18 1.07± 0.12
q 0.16± 0.05 0.52± 0.18 0.44± 0.11
log10 Porb (days) 3.72± 0.65 2.41± 1.36 2.86± 1.34
E(B−V) 0.06± 0.01 0.55± 0.08 0.16± 0.04
vpec (km s−1) 29.20± 10.34 13.70± 10.66 16.14± 20.41
(B−V)0 0.20± 0.06 −0.25± 0.02 −0.19± 0.03
G0 2.39± 0.27 −2.52± 0.47 −0.92± 0.49
vej (km s−1) 161.60± 193.32 32.25± 17.73 38.82± 26.09
vr (km s−1) 45.74± 246.32 −16.99± 41.04 23.82± 51.94
Mrun ( M) 1.73± 0.13 10.85± 2.93 5.78± 1.15
far-away and blue when the candidate is actually a nearby red star.
This increases the likelihood in favour of the runaway hypothesis.
If a contaminant is caused by the first of these possibilities, then this
is clear from an unusually jagged posterior of the runaway model.
Foreground high proper-motion stars tend to not be OB stars and
so to explain the star under the runaway hypothesis MultiNest is
forced to sample in regions of the progenitor binary parameter space
that produce fast, red runaways. These are rare and lie in the region
to the top right of Fig. 2.2 that is not well sampled in the binary
grid because there are very few of them. This under-sampling re-
sults in a jagged posterior dominated by spikes of high probability,
with reported modes that are poorly converged with large errors on
lnZ. The stars with the highest Bayes factor in both G074.0−08.5 and
G160.9+02.6 are contaminants of this first kind, which can clearly be
seen in Fig. 2.5 as both these stars have much broader error bars than
the typical candidate.
The second type of contaminant is only a problem in this work
because we have chosen to take the photometry from APASS for
all the SNRs, while for some fields Tycho-2 has much smaller errors.
This is mainly caused by a known problem in measurements taken
for APASS DR8 in Northern fields where the blue magnitudes have
larger errors than expected4. If the best measurement of B−V has a
large error then the problem discussed above is a feature, because the
4 https://www.aavso.org/apass
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Bayesian evidence is the likelihood integrated against the probability
of every possible combination of model parameters. The star with the
highest Bayes factor in G065.3+05.7, BD+30 3621, is one such contami-
nant and was the only star in G065.3+05.7 with a Bayes factor greater
than one. APASS reports a measurement (B−V) = 1.10 ± 0.88 for
this star, but MultiNest picked out a most likely value of (B−V)0 =
−0.22± 0.02. The Tycho-2 catalogue reports B−V = 1.37± 0.02 con-
firming BD+30 3621 as a late-type star. The large measurement error
reported in APASS allowed the model to explore parameter space
where this star is much bluer than in reality. The application of our
method to later Gaia data releases, which will provide GBP and GRP
with millimag precision across the entire sky, will not suffer this sec-




Figure 2.6: Digitized Sky Survey image of the vicinity of the Rosette Nebula.
The runaway star candidate HD 261393 is marked by a white
cross, the white cross hairs indicate the geometric centre of the
Monoceros Loop and the white circle approximately shows the
inner edge of the Monoceros Loop shell. The Rosette Nebula is in
the bottom right and the Mon OB2 association extends 3◦ to the
east and north-east towards the centre of the Monoceros Loop.
2.5.2 Individual candidates
TYC 2688-1556-1 The star TYC 2688-1556-1 in G074.0−08.5 (Cygnus
Loop) has no known references in the literature. It is a relatively high
proper-motion star with (µα∗,µδ) = (3.92±0.83,−21.03±1.25) mas yr−1
reported in TGAS. The colour and magnitude of this star in the
TGAS/APASS cross-match suggest this star is likely A type, which
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agrees with the posterior for the current mass of the runaway of
1.73± 0.13 M. The posterior for the ejection velocity includes a sec-
ond mode which corresponds to the clump of stars at vej = 700 km s−1
in Fig. 2.2. Runaways in this region of (B−V)0–vej space have under-
gone significant mass exchange with the primary and will have had
a common envelope phase. This mass exchange shrinks the orbit of
the binary which increases the orbital velocity and is the origin of
the high velocity of these stars. If this mode is the true origin of
TYC 2688-1556-1, then the star is predicted to have lost several so-
lar masses of material, having started off at around 6 M and ended
with around 2 M. In this case the star may be chemically peculiar.
A more prominent observable of this channel is that it would predict
a heliocentric radial velocity around +600 km s−1 or −600 km s−1,
where the uncertainty is due to the degeneracy in whether the star
is moving towards or away from us. Looking at Fig. 2.7, this degen-
eracy appears as a ‘v’-shaped contour in the vr–vej plot. If the star is
from this mode, then it is likely unbound from the Milky Way. TheBrown (private corresponence)
later obtained a spectrum of
TYC 2688-1556-1 and found
that it was an F5 with a radial
velocity of −49± 2 km s−1,
thus ruling out the second mode.
covariance in the most probable mode between M1 and q is simply
the relationship M2 = qM1 = const. This covariance is interpreted
as there being minimal mass transfer in the binary system so that the
mass of the runaway now is approximately the mass it was born with.
The secondary mode is clearly visible as lying off this relationship.
BD+50 3188 The B-type star BD+50 3188 in G089.0+04.7 exhibits
emission lines in its spectra and so is classed as a Be star (most re-
cently studied by Chojnowski et al., 2015). The emission lines in Be
stars are thought to originate from a low-latitude disc or ring-like
envelope (Kogure & Leung, 2014), which in the case of BD+50 3188
is measured to be rotating at 138 km s−1 (Chojnowski et al., 2015).
As discussed in Sec. 1.3.4 and again in Ch. 3, Be stars may gain their
rapid spin through mass transfer from a companion. In a fraction of
cases that companion should explode in a supernova and kick away
the Be star as a runaway. BD+50 3188 is the only Be star within a 2◦
radius of G089.0+04.7 and is only 2.4 arcmin from the centre. That
it is a Be star with no known binary companion which is spatially
co-located with the SNR lends circumstantial evidence to it being the
runaway companion of G089.0+04.7.
HD 37424 This star is our most likely candidate with a Bayes factor
K of 2 lnK = 17.72± 0.13. A connection between this star and the SNR
G180.0−01.7 was previously drawn by Dinçel et al. (2015), who used
the kinematics of the star and the associated central compact object
PSR J0538+2817 to show both were in the same location 30±4 kyr ago.
Dinçel et al. (2015) estimated that this star has spectral type B0.5V±
0.5 and a mass around 13 M, while our method found Mrun =
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10.38± 1.04 M. Dinçel et al. (2015) used this mass and the lack of
nearby O-type stars to argue that the progenitor primary must have
a mass that is at most 20–25 M, with the possibility that the system
may have been a twin binary. The most likely mode in our posterior
(Fig. 2.9) corresponds to a scenario where the initial masses in the
binary were M1 = 20± 5 M and M2 = 7± 2 M. Our favoured
initial primary mass is consistent with the lack of O-type stars while
we find that the secondary has actually increased in mass because of
mass transfer from the primary to the companion. The possibility of
a twin progenitor binary is strongly excluded under our model.
Similarly to Sec. 2.3, we took B−V = 0.073± 0.025 from Dinçel et
al. (2015) because HD 37424 is one of the five stars in G180.0−01.7
without APASS photometry. We were motivated to investigate this
star despite it not having APASS photometry because it had been
previously suggested to be the runaway companion.
HD 261393 The star HD 261393 in G205.5+00.5 is given a spectral
type of B5V by Voroshilov et al. (1985) who also assigned it member-
ship of NGC 2244, an open cluster at the centre of the Rosette Nebula.
However, HD 261393 is 2.5◦ from the centre of the Rosette Nebula
(Fig. 2.6), so it is more likely to be a member of the adjoining Mono-
ceros OB2 association which extends to the east and north-east by
several degrees. Odegard (1986) established that the Monoceros Loop
is within the Mon OB2 association and is interacting with, and lies
behind, the Rosette Nebula. This conclusion was supported by later
work (see Xiao and Zhu, 2012, for a review). Martins, Mahy, Hillier,
and Rauw (2012) modelled the stellar properties of ten O type stars
in NGC 2244 and the surrounding Monoceros OB2 association and
found that the age of the stars is in the range 1–5 Myr. In order for HD
261393 to be a runaway with an age less than 5 Myr, our model would
require the primary of the progenitor binary to be at least 40 M. In
the posterior shown in Fig. 2.10 a primary of this mass would lie be-
tween the 2 and 3σ contours. This extra constraint would decrease the
Bayesian evidence for a runaway origin and may be enough to result
in the background being more favourable. A similar line of reason-
ing for the mass of the primary was put forward by Gebel and Shore
(1972) who argued that the minimum possible mass of the progenitor
must exceed the 25 M mass of the most massive O star in the SNR.
The models used by Martins et al. (2012) to estimate the age of Mon
OB2 did not include the possibility of rejuvenation by mass trans-
fer or merger in binaries which can result in an underestimated age
of OB associations (e.g. Schneider et al., 2014, used binary evolution
simulations to predict that the 9± 3 and 8± 3 most massive stars in
the Arches and Quintuplet star clusters are likely merger products).
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Including the possibility of binary evolution would increase the esti-
mated age of the Mon OB2 association and thus decrease the tension
with our model. Gebel and Shore (1972) further speculated that the
B type star HD 258982 might be the associated runaway star because
it is the only B type star observed at that time in the SNR which dis-
plays the CaK absorption line at the 16 km s−1 of the expanding SNR
shell. HD 258982 is around 1.5◦ away from the geometric centre of
the Monoceros Loop and the proper motion of this star had not been
measured at the time of Gebel and Shore (1972). In TGAS, this star
has a measured proper motion of around 3 mas yr−1 meaning that
the star can have travelled at most 0.1◦ in the 150 kyr age of the SNR
and is effectively ruled out as a possible candidate.
2.6 discussion
We have used two methods to search for and quantify the signifi-
cance of runaway former companions of the progenitors of nearby
SNRs. The first method used kinematics from the Tycho-Gaia astro-
metric solution (TGAS) to find the star most likely to have been spa-
tially coincident with the SNR centre in the past 150 kyr and further
filtered those candidates based on their B−V colour to select likely
OB stars. The second method is Bayesian in nature and has the ad-
vantage that it constrains the properties of both the progenitor binary
and the present day runaway.
Both methods returned four candidates and reassuringly three of
those were in common. These are TYC 2688-1556-1 in G074.0−08.5,
BD+50 3188 in G089.0+04.7 and HD 37424 in G180.0−01.7. The re-
maining candidate from the kinematic method is TYC 4280-562-1 in
G114.3+00.3 which has 2 lnK = −4.69± 0.14 in the Bayesian method
and thus is the seventh most likely runaway in this SNR. The remain-
ing candidate from the Bayesian method is HD 261393 in G205.5+00.5,
which was ranked fourth in this SNR by the kinematic method.
Three of the candidates proposed by our Bayesian method are new,
while HD 37424 was previously suggested by Dinçel et al. (2015). It is
reassuring that this star was picked out by both methods and was al-
ready in the literature. It has a Bayes factor K of 2 lnK = 17.72± 0.13,
which makes it a very strong candidate. The posterior suggests that
this star may have gained several solar masses from the primary prior
to the supernova. The best of our novel candidates is BD+50 3188; this
is a Be star which can be explained by the star being spun up by mass
transfer from the primary prior to the supernova. It is also the only
Be star within several degrees of this SNR and is only 2.4 arcmin from
the geometric centre. If TYC 2688-1556-1 is the runaway companion of
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G074.0−08.5 then it is likely to be an A type. There is a second mode
in the posterior for TYC 2688-1556-1 which would correspond to this
star having mass transferred onto its primary, however this mode has
been ruled out by subsequent spectroscopy motivated by this work.
The final candidate from the Bayesian method is HD 261393. It is pos-
sible that the progenitor of the Monoceros Loop is part of the recent
burst of star formation that has occurred in the Mon OB2 association
over the last 1–5 Myr. If this is true, then this extra constraint may
mean HD 261393 is more likely to be a background star.
The method that Dinçel et al. (2015) used to propose HD 37424 as a
candidate was based on a coincident spatial location with the pulsar
in the past and thus is independent from our method which relates
the star to the properties of the SNR. One advantage of our method
is that it does not require there to be a known associated pulsar. Our
Bayesian method could be altered to include stellar radial velocities
and pulsar properties. The radial velocities would be an additional
constraint on the model, the pulsar parallax could provide a more
accurate distance to the SNR, and the pulsar proper motion combined
with a time since the SN would set the location of the progenitor
binary at the time of the SN. Gaia is aiming to provide radial velocities
for a bright subset of the main photometric and astrometric sample; it
is estimated that for a B1V star with apparent magnitude V = 11.3 the
end-of-survey error on the radial velocity5 will be 15 km s−1, which
is sufficiently precise for tight constraints to be placed on runaway
candidates.
A requirement of our Bayesian framework is the probability of a
SNR to have a runaway companion. Accounting for single stars, merg-
ing stars, binaries that remain bound post-supernova and runaways
that themselves go supernova, we find that one third of core-collapse
SNRs should have a runaway companion. In agreement with this re-
sult, we find four runaway candidates from the ten SNRs considered.
As mentioned previously, Kochanek (2017a) ruled out runaway
companions of the Crab, Cas A and SN 1987A SNRs with initial
mass ratios q & 0.1. Including this null result for these three SNRs
does not change our conclusion that the number of runaway candi-
dates is consistent with the expected number of runaways, but if our
two weaker candidates (TYC 2688-1556-1 and HD 261393) are subse-
quently ruled out a significant tension could arise. The SNRs consid-
ered by Kochanek (2017a) are all younger (tSNR < 1 kyr) and more
distant (dSNR > 2 kpc) than our SNR sample, making the two works
complementary. The advantage of considering young SNRs is that a
runaway companion is constrained to be much nearer to the centre
5 https://www.cosmos.esa.int/web/gaia/science-performance
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of the SNR, which limits the region that must be searched. The main
disadvantage is the lack of parallaxes for distant stars which makes
it harder to exclude candidates because of the degeneracy between
distance, reddening and photometry. In terms of method Kochanek
(2017a) used PARSEC isochrones to carry out a pseudo-Bayesian fit to
the photometry of each star while accounting for the distance and ex-
tinction to the SNR, which we would categorize as a middle ground
between our simple and fully Bayesian approaches. Kochanek (2017a)
noted that a full simulation of binary evolution was beyond the scope
of their work. It is the integration of binary evolution with a fully
Bayesian method which is the main advance of this work. We will be
able to apply our fully Bayesian method to both the Crab and Cas A
SNRs with Gaia DR2.
2.7 summary
In this Chapter, I have presented a Bayesian framework designed to
search for the runaway former companions of supernovae; this frame-
work makes full use of the available photometry, incorporates 3D
dust-maps, is explicit about our expectation that most but not all run-
aways are OB type, and is statistically rigorous. The framework can be
applied easily and uniformly to all SNRs and thus fully automates the
task of identifying such companions. When the framework is applied
to Gaia DR2, and later Gaia releases, the millimagnitude precision of
the photometry will remove poorly measured stars as contaminants,
while the milliarcsecond precision of the parallaxes will remove high
proper-motion foreground stars. The final Gaia data release aims to
be complete down to G ≈ 20.5 and at that completeness I will be
able to test the existence of a runaway companion for many tens of
Galactic SNRs. The few tens of runaway star-SNR pairs that are found
will open an entirely new route to studying the late-stage evolution
of massive binary stars and thus greatly advance our understanding
of core-collapse supernovae. I have not provided a definitive answer
to the open question I posed in the Introduction: do the nearby core-
collapse supernova remnants contain runaway companions? I have,
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Figure 2.7: Corner plots of the posterior samples from the model of TYC
2688-1556-1 in G074.0−08.5 with 1σ, 2σ and 3σ contours. The
1D histograms include the CDF of that parameter and the error
bars indicate the median and 1σ errorbars of each mode. Bottom
left: A corner plot showing the model parameters, excluding the
five parameters related to the position and peculiar velocity of
the SNR which did not have covariances with the other parame-
ters. Top right: A corner plot showing a selection of the derived
parameters which are functions of the model parameters.
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Figure 2.9: As Fig. 2.7 but for the candidate HD 37424 in G180.0−01.7.
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Figure 2.10: As Fig. 2.7 but for the candidate HD261393 in G205.5+00.5.
3
O N T H E C O N N E C T I O N O F T H E R U N AWAY B E
S TA R S T O T H E B E S TA R P H E N O M E N O N
Based on work originally published in Boubert and Evans (2018). 1
In the previous chapter I conducted a search of ten nearby Galactic
supernova remnants for the runaway former companion of the pro-
genitor star. Four candidates in four remnants were identified, one
of which, BD+50 3188 in remnant HB 21, was found to be a Be star.
I argued that this was circumstantial evidence both for the runaway
candidacy of the star and for the post-mass-transfer model of Be stars
in general. This discovery raises the possibility that with Gaia astrome-
try it may be possible to answer the open question put forward in the
Introduction: do the numbers of runaway Be stars support a mass-
transfer origin for all Be stars? In this chapter I test that possibility
using data in the Tycho-Gaia Astrometric Solution (TGAS) from Gaia
DR1.
Whilst the fraction of runaways among the Be stars is unknown,
the fraction of runaway B stars has long been established to be ≈ 2.5%
for stars of type B0–0.5 and declining to ≈ 1.5% for stars of type B1–
B5 (Blaauw, 1961). It is important to note that there is a difference
in terminology between theory and observations when it comes to
runaway stars. Runaways fractions are calculated observationally by
classifying any star with a peculiar velocity greater than 40 km s−1 to
be a runaway star, while theoretically any star ejected from a binary
by the supernova explosion of the companion can be called a runaway
star with the majority having ejection velocities below this value.
There are several other recent works which lend support to the
post-mass-transfer model. Chernyakova et al. (2017) studied the Be-
X-ray binary LSI +61◦ 303, which has an eccentricity e > 0.5. They
argue that the superorbital variability seen in this system is due to
the compact remnant passing through different regions of the Be star
disc and so probing material of varying densities. One origin for this
large eccentricity could be that the compact remnant was formed in
a supernova and received a large natal kick. Another way to produce
1 I conceived this project after identifying the Be star BD+50 3188 as a possible run-
away of the supernova remnant HB 21. I was responsible for the implementation
and analysis. My supervisor, N. Wyn Evans, made an invaluable contribution by
both sanity-checking my results and substantially re-formatting my first draft into
a logical presentation of scientific results. This work was aided by discussion with
Robert Izzard and Jason Sanders.
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an eccentric binary is through capture in a dense stellar system, but
LSI +61◦ 303 does not appear to be situated in such an environment.
González-Galán et al. (2018) studied SXP 1062, a Be-X-ray binary lo-
cated in the Small Magellanic Cloud, which is likely associated with
the supernova remnant MCSNR J0127-7332. SXP 1062 is the first Be-
X-ray binary that is likely residing in its parental supernova remnant.
Nazé, Rauw, and Cazorla (2017) examined π Aquarii, a 14 solar mass
Be star orbited by a 3 solar mass main-sequence companion at 1 AU
separation. This system could arise if it was originally a triple and the
inner binary merged to form what is now the Be star. The merging
could have occurred during common envelope evolution, the com-
pact remnant of the binary might have been kicked into the compan-
ion or the inner binary could have remained bound post-supernova
and merged at a later point.
I assemble the largest catalogue of Be stars with full six-dimensional
kinematics in Sec. 2, exploiting the remarkable precision of the TGAS
astrometric catalogue. I predict the runaway velocity distribution for
Be stars based on simulations of binary star evolution in Sec. 3, ac-
counting for the observational bias of the catalogue. In Sec. 4, I for-
mulate a Bayesian approach to the problem of estimation of the frac-
tion of Be stars that are runaways from binary supernova. I present
the main result that around 13% of the Be stars in our catalogue are
consistent with being runaway stars in Sec. 5, and list the 40 most
probable examples. Finally, in Sec. 6, I discuss whether my results are
consistent with all Be stars originating through the post-mass-transfer
channel, and show that I can explain the puzzling lack of Be stars in
the high-latitude sample of runaway B stars of Martin (2006). Finally,
in the Conclusion, I argue that I can resolve the true number of Be
star runaways by applying the Bayesian methodology introduced in
Sec. 3.3 to the second data release of the Gaia satellite.
3.1 data
Extracting constraints on the origin of Be stars requires well-measured
radial velocities, proper motions and distances. We consider three
datasets which satisfy this requirement. The first is from Berger and
Gies (2001), the second is a cross-match between the Be Star Spectra
database (BeSS) with SIMBAD and the Tycho-Gaia Astrometric Solu-
tion (TGAS), and the third is a cross-match of the Be catalogue of Hou
et al. (2016) from the Large Sky Area Multi-Object Fibre Spectroscopic
Telescope (LAMOST) with TGAS. We then combine and clean these
datasets by removing any duplicates, as well as stars with anoma-
lously high radial velocities.
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3.1.1 The Berger & Gies sample
The Berger and Gies (2001) sample contains 344 stars. We first obtain
positions and updated radial velocities by querying SIMBAD using
the identifiers listed by Berger and Gies (2001). Note that the identi-
fier of the thirteenth star in this sample, CSI+6101449, does not have a
cross-match in SIMBAD, but querying Vizier returned the valid iden-
tifier HD 10664. For 262 stars the error on the radial velocity recorded
in SIMBAD is smaller than in Berger and Gies (2001). For 320 stars
the radial velocities are consistent within the reported error in the
two catalogues. For the other 24 stars we checked the source of the
radial velocity in SIMBAD. Only for HD 120991, where the radial ve-
locity reference was Wilson (1953), did we judge the SIMBAD radial
velocity to be less reliable than the Berger and Gies (2001) value. In
all other cases, we took whichever radial velocity measurement had
the smallest error. A majority of the new radial velocities came from
Gontcharov (2006) and Kharchenko et al. (2007). Using the positions,
we cross-match with TGAS and obtain more accurate parallaxes and
proper motions for 163 of the stars. In Fig. 3.1 we illustrate the ef-
fect of the updated measurements on the peculiar velocity distribu-
tion. Note that the peculiar velocities for Berger and Gies (2001) are
taken from that work and use a solar radius R = 8.5 kpc, a lo-
cal circular speed vdisc = 220 km s−1 and a solar peculiar velocity
(U,V ,W) = (10.0, 5.25, 7.17) km s−1. For the peculiar velocities in
this work, we use the more recent values stated in Sec. 3.3.
3.1.2 Be Star Spectra database
The Be Star Spectra database (BeSS) claims to be a complete catalogue
of classical Be stars and Herbig Ae/Be stars. It contains information
on 2265 Be stars and reports radial velocities for 856 and radial veloc-
ity errors for 759. After collating this information, we queried SIM-
BAD to obtain radial velocities, parallaxes and proper motions. SIM-
BAD provides the proper motion errors in terms of an error ellipse
with a major axis A, minor axis B and position angle P. We convert
these to uncertainties in the individual components following the rec-
ommended method2 and neglect the implied covariances. We then
carry out a 1 arcsec nearest neighbour cross-match with TGAS to
obtain parallaxes and proper motions. To select whether to use the
radial velocity from BeSS or SIMBAD, we pick whichever had the
smallest associated error. If the two radial velocities differ by more
than 1σ with respect to their errors added in quadrature, we look at
2 http://simbad.u-strasbg.fr/Pages/guide/errell.htx
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Figure 3.1: Median peculiar velocities relative to the Milky Way disc of an
identical sample of stars using the kinematics from either Berger
and Gies (2001) or the catalogue assembled in this work. Thanks
to TGAS the kinematics in our catalogue are more accurate and
this produces a significant tightening in the distribution.
the origin of both measurements and in all cases prefer the radial ve-
locity quoted through SIMBAD. In almost all cases it was possible to
trace the velocity quoted in BeSS back to the General Catalogue of
Stellar Radial Velocities and its revision (Evans, 1967; Wilson, 1953).
These velocities have been superseded.
3.1.3 The LAMOST Sample
LAMOST is carrying out a 5 year spectroscopic survey of 10 million
Milky Way stars in the Northern hemisphere down to 20.5 mag. Hou
et al. (2016) presented a catalogue of 10,436 early-type emission-line
stars which are in LAMOST. This catalogue is available as a value-
added catalogue of LAMOST DR23. We carry out a 1 arcsec nearest
neighbour cross-match with the LAMOST DR2 stellar catalogue to
obtain the reported radial velocities with errors and with TGAS to
obtain the parallax $ and proper-motions (µα∗,µδ). This results in a
total of 12 stars. We add 6.76 km s−1 to correct for the offset found be-
tween LAMOST and SDSS SEGUE radial velocities (Jing et al., 2016).
3 http://dr2.lamost.org/doc/vac
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Figure 3.2: Cumulative number of pairs of stars with a separation less than
a given bound. The dashed line is our criterion for a duplicate
star and it cleanly divides duplicate stars from true close stellar
pairs.
3.1.4 The Combined Catalogue
We combine all three sources into one dataset and find there is a large
cross-over between the Berger and Gies (2001) and BeSS datasets. We
project each star onto the unit sphere and use those 3D positions to
construct a k-dimensional tree. We call a duplicate any pair of stars in
the combined dataset that are separated by less than 1 arcsec. There
are 328 pairs that meet this criterion. As Fig. 3.2 shows, there are no
additional pairs in the range 1−10 arcsec and thus there is no blurring
between the duplicate population and the population of close stars
that exist in binaries or dense clusters.
We find that three of the stars in our sample have unusually high ra-
dial velocities; CPD-32 2038 at 912.11± 97.922 km s−1, HD 152979 at
−588.45± 51.38 km s−1, and HD 165783 at −507.353± 66.777 km s−1.
These velocities are from RAVE DR3 and DR4. In all three cases, the
RAVE velocity measurements are the only ones that exist for these
stars. All other stars in our sample have velocities |vrad| < 200 km s−1,
thus these are very likely to be spurious measurements. We remove
all three stars from our sample. There are a further two stars, HD
306989 and CD-61 4751, whose only reported radial velocity from
Reed (2003) has no associated radial velocity error and so these are
also removed. This leaves us with a final sample of 632 stars. Their all-
sky distribution in Galactic coordinates and median peculiar velocity
distribution are shown in Figs. 3.3 and 3.4 respectively.
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The Be star sample described above is a biased subset of all Be
stars, partly due to the diversity of sources from which it has been
drawn. The most significant bias is over-representation of early-type,
giant stars, because our sample is flux-limited rather than volume-
limited. We quantify this bias by using the spectral types and lumi-
nosity classes of the sample obtained from SIMBAD. Among the 632
stars, 599 have an associated spectral type and 532 also have a lumi-
nosity class. Multiple stars in the catalogue have a luminosity class
of I or II, which contradicts the standard definition of a Be star and
thus suggests that there is a degree of uncertainty in the luminosity
classes. Similarly, there must be uncertainty in the stellar types be-
cause 38 stars are classified as Be stars but do not have a B spectral
type. We choose to trust the Be star identification over the spectral
type or luminosity class and thus include all 632 stars in our analyses
in later sections.
We bin the stars in the two dimensional space of their spectral
type {O0, O1, ..., G0} and luminosity class {I, II, III, IV, V}. Note that the
spectral type or luminosity class can indicate a range of possible clas-
sifications. In this case, we divide up the contribution of that star
to the histogram between all possible combinations of spectral type
and luminosity class (i.e. a star whose classification was B1/2Iab/II
would contribute a quarter to each of the bins B1I, B1II, B2I and B2II).
We then apply a Kernel Density Estimation to this histogram with a
bandwidth of 0.2322 (estimated using the rule of Scott, 2015 and as-
suming that each bin has unit length and width) which acts to smooth
the histogram and reduce shot noise. This smoothed distribution is
shown in Fig. 3.5. We make the assumption that this distribution ad-
equately describes the selection function of the entire 632 stars. This
assumption is well-motivated; the distribution of spectral types does
not change significantly if we include the 67 stars which have spectral
types, but not luminosity classes. Notably, Fig. 3.3 demonstrates that
the stars which do not have these classifications are found preferen-
tially in the Southern hemisphere, presumably due to an historical
bias in the geographical distribution of telescopes. This bias further
motivates the inclusion of all 632 stars in order to avoid spatial bias
in our catalogue.
3.2 the post-mass-transfer channel for be stars
The aim of this section is to use binary stellar population synthesis to
predict the population properties of Be stars if they originate through
the post-mass-transfer model, and in particular to quantify the ex-
pected fraction of runaway Be stars.












Figure 3.3: Distribution of Be stars in our combined catalogue across the sky.
The size of each point is proportional to the parallax. The Galac-
tic centre is at the centre of this image and the celestial equator is
shown as a grey dashed line. A subset of the points are coloured
orange to indicate stars which do not have an associated spectral
type and luminosity class. Such stars are preferentially found in
the Southern hemisphere.
3.2.1 Be stars from binary population synthesis
Be stars produced through the post-mass-transfer route have inter-
acted with their companion in the past. The runaway velocity is strongly
dependent on their past evolution and is imprinted in their present
day velocities. We model the evolution of binaries across a grid in pa-
rameter space using the binary_c population-synthesis framework4,
described in more detail in Appendix A.2. The primary mass M1,
mass ratio q and period P have the ranges
1.0 6M1/M 6 80.0,
0.1 M/M1 6 q 6 1, (3.1)
−1.0 6 log10(Porb/days) 6 10.0.
We assume the primary mass has the Kroupa, 2001 IMF,
N(M1) ∝

M−0.31 , if 0.01 < M1/M < 0.08,
M−1.31 , if 0.08 < M1/M < 0.5,
M−2.31 , if 0.5 < M1/M < 80.0,
0, otherwise.
(3.2)
We assume a flat mass-ratio distribution for each system over the
range 0.1 M/M1 < q < 1. We use the hybrid period distribution
4 We use version 2.0pre28, SVN 5018.
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Figure 3.4: Median peculiar velocity distribution of Be stars in our combined
catalogue. Overplotted is a kernel density estimate.
from Izzard et al. (2018) which gives the period distribution as a func-
tion of primary mass and bridges the log-normal distribution for low-
mass stars (Duquennoy & Mayor, 1991) and a power law (Sana et al.,
2012) distribution for OB-type stars. The grid is set at solar metallicity
because Be stars have short lifetimes of less than 1 Gyr, despite reju-
venation through mass-transfer extending the life of Be stars through
the post-mass-transfer route by up to several 100 Myr. binary_c has
previously been used to consider the origins of Be stars by de Mink,
Langer, Izzard, Sana, and de Koter (2013) in their investigation of the
rotation rates of massive stars. They concluded that the 24.1% of their
simulations that resulted in mass gain by the companion or a merger
with the primary is consistent with the 20− 30% of early B type stars
which are found to be Be stars (Zorec & Briot, 1997).
An important aspect of this work is that binary_c does not carry
out full stellar structure integration, instead opting for prescriptions
that permit the rapid evolution of a large number of binary stars.
This simplification allows for rapid population synthesis studies and
places binary_c in the class of synthetic binary stellar evolution codes
(see Table 2 of De Marco and Izzard, 2017, for a list of synthetic and
detailed binary stellar evolution codes). Similar studies to the present
one have been carried out with detailed binary stellar evolution codes,
for instance by van Rensbergen, Vanbeveren, and De Loore (1996) and
more recently by Eldridge et al. (2011).
Be stars are dwarf or giant B type stars with emission-lines in their
spectra. However, the atmospheres of stars are not modelled in detail
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Figure 3.5: Distribution of the 632 Be stars which have both spectral types
and luminosity classes. The counts have been convolved with a
Gaussian kernel of width 0.2322 to smooth out shot noise. There
is a clear observational bias towards earlier types, while 38 stars
are classified as Be stars but do not have a B spectral type.
by binary_c. We thus require a definition of a Be star based on the
dynamic properties of the star; the natural expression is in terms of
the ratio Req of the equatorial velocity veq to the critical equatorial
velocity for break-up veq,crit. Townsend, Owocki, and Howarth (2004)
note that, while the canonical value for this ratio is Req ' 0.7− 0.8
based on measurements of the rotation of Be stars, this earlier work
neglected the effect of equatorial gravity darkening. They postulate
that this effect could lead to the Be star rotation rate being under-
estimated by tens of percent and that a value of Req ' 0.95 is not
ruled out. This near-critical rotation is in better agreement with the
scenario first described by Struve (1931), in which material leaks out
from the equator of a star spinning near breakup. To illustrate this
point, Townsend et al. (2004) note that to launch material ballistically
into orbit from the surface of a star spinning at Req ' 0.7 requires
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an additional 100 km s−1 over one where Req ' 0.95. Rivinius et al.
(2013) reviewed the observational evidence and concluded that the
minimum ratio for a B star to become a Be star is around 0.7 and that
the lower limit of the mean ratio of the Be stars is around 0.8. For
instance, Rivinius, Štefl, and Baade (2006) found Req = 0.75± 0.14 as
a lower limit without including gravity darkening. For this work, we
consider the range Req ∈ (0, 1) but focus on the set of plausible values
Req ∈ {0.65, 0.75, 0.85, 0.95}. Based on the considerations above and re-
sults presented in Sec. 3.2.2, we choose the fiducial value Req = 0.85
to use in Sec. 3.3 onwards. The properties of the Be stars appear to be
robust to the precise choice of Req.
Another consideration is that, if a binary remains bound post-supernova,
its centre of mass experiences a kick (Nelemans, Tauris, & van den
Heuvel, 1999). This kick is not included at present in binary_c. How-
ever, Berger and Gies (2001) find that for a typical Be star scenario
the systematic kick is 8(∆M/M) km s−1, where ∆M is the mass
lost by the primary in the supernova. They further note that this
mass ratio is of order unity and thus that high velocity runaway bi-
naries containing Be stars are not expected in general. In agreement
with this theoretical expectation, observations of Be star - X-ray bi-
naries in the Galaxy find that they have low peculiar velocities of
15 ± 6 km s−1 (van den Heuvel, Portegies Zwart, Bhattacharya, &
Kaper, 2000), broadly similar to the velocity dispersions of a popula-
tion of B stars containing no runaways (e.g. Aumer and Binney, 2009).
3.2.2 Properties of the simulated Be star population accounting for selec-
tion effects
The relationship between equatorial rotation and runaway velocity
is central to understanding the post-mass-transfer model for the Be
star phenomenon. First, mass transfer from the primary to the sec-
ondary shrinks the binary and accelerates the orbital velocity, and
the orbital velocity is the principal contributor to the post-supernova
runaway velocity. This mass transfer spins up the secondary, imply-
ing that high velocity runaways will also be rapidly rotating. Second,
two massive stars in a close orbit tidally lock. This has the effect of
breaking the relation between runaway velocity and rotation velocity
for close binaries, which correspond to very fast runaways. This bal-
ance between mass transfer spinning up and tidal locking spinning
down companions is demonstrated by a plot of runaway velocity vrun
versus equatorial rotation velocity veq for all the simulated, runaway
B stars (see Fig. 3.6), where there is a clear uptick in the equatorial
velocity of the population over the range 30 . vej . 70 km s−1. The
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Figure 3.6: Predicted probability distribution for the runaway velocity and
critical equatorial velocity ratio of runaway B stars. The dashed
line indicates our fiducial value Req = 0.85.
structure of Fig. 3.6 is sensitive to the details of the binary evolution
simulation, but in broad terms stars start on the left hand edge with a
range of velocities. Some experience mass transfer from the primary
which both spins them up and increases the orbit velocity. If the star
is spun up to veq/veq,crit > 1, then material is lost from the equator
until it returns below the critical value. The star remains as a Be star
unless mass transfer from the primary shrinks the orbit to the point
where the timescale for tidal locking becomes short, in which case
the star is spun down. Note that the separation, and hence runaway
velocity, at which tidal locking becomes effective is a function of the
masses of both components. This is the reason for the broad range of
orbital velocities at which the companion is spun down.
The predicted properties of Be stars discussed in the remainder
of this section assume a steady-state in which there has been a con-
stant star formation rate for longer than the age of the longest lived
B star. These distributions are predictions for the observable popula-
tion rather than for the stars produced in a single starburst. At each
timestep of the binary evolution, we check whether either component
of the binary is a B star. If so, we tabulate both the properties of the bi-
nary and the probabilistic weight of the system given by the length of
the timestep dt multiplied by the probability of the progenitor binary
P(M1,q,Porb).
The frequency of Be stars among the simulated B stars monotoni-
cally depends on our choice of Req. Across spectral types B0-B9 and
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luminosity classes V-III, we find that the frequency of Be stars is 7.9%
for Req = 0.65 and declines to 1.9% for Req = 0.95. These frequencies
are lower than are observed (e.g. Zorec and Briot, 1997). However,
these predicted frequencies are sensitive to uncertain prescriptions
for the birth rotation velocities and rotational evolution of the sim-
ulated stars. For instance, the birth rotation velocities in the fiducial
model are given by an empirically-derived formula from Hurley, Pols,
and Tout (2000). If this prescription under-predicts the birth rotation
velocities, then this will lead to a lower frequency of Be stars. We in-
vestigate this by setting the birth rotation velocity of each star to be
the critical rotation velocity. In this extreme case, we find a Be star fre-
quency of 81.7% for Req = 0.65 which declines to 3.3% for Req = 0.95.
Based on considerations in the previous section, a value Req = 0.85
seems most plausible, in which case our fiducial model gives a fre-
quency of 3.1% while the extreme model gives 25.5%. These numbers
bracket the observed frequency of Be stars and thus we conclude that
an adjustment to the prescriptions for the birth rotation velocities and
rotational evolution could bring our prediction in line with observa-
tions. While the extreme model boosts the abundance of Be stars by
making an unphysical assumption, it does not substantially alter the
properties of the resulting Be star population. Thus the predictions
made for the properties of Be stars are robust to the adjustments nec-
essary to replicate the observed Be star frequency.
Mass transfer can spin the companion up and cause the Be star
phenomenon, but it also decreases the orbital separation and thus
increases the velocity of the subsequent runaway Be star. One conse-
quence is that, in rough terms, the longer the mass transfer continues,
the more rapidly rotating the companion star and the faster the run-
away velocity, implying that the frequency and velocity distribution
of runaway stars amongst the Be star population depend on Req. Ad-
ditionally, the distribution of runaway star velocities is conditional
on the mass of the star (for instance, see Fig. 2.2 in Ch. 2) and this
should hold for Be stars. An observable proxy for mass is the spectral
type of the star and thus we can re-phrase the velocity distributions
as being conditional on the spectral type. However, we established
in Section 3.1 that our catalogue of Be stars is biased towards early-
type Be stars. The implication is that the prediction for the runaway
frequency and velocity distribution of the Be stars obtained through
simulation is not directly comparable with our Be star catalogue. We
account for this selection bias by re-weighting the simulated Be star
population to match the observed luminosity class and spectral type
distribution. Note that each choice of Req defines a different Be star
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population, and thus the re-weighting is carried out for each value of
this parameter.
Weighting the simulation outcomes by the observed luminosity
class and spectral type distribution has a large effect both on the run-
away star sub-population (Fig. 3.7) and on the Be star population in
general (Fig. 3.8). We refer to our Be star population from the synthe-
sis as our full model population, while that with all known selection
effects included will be referred to as the model population with se-
lection effects.
1. The predicted frequency of runaway stars amongst the model
Be star population is increased, as shown in Fig. 3.7a. Earlier
stellar types tend to have a greater runaway fraction (e.g. Blaauw,
1961) and the re-weighting increases the weight given to early-
type Be stars. Fig. 3.7a shows that choices of larger Req are cor-
related with greater runaway fractions. One possible reason is
that stars which are closer to critical-rotation have experienced
more mass-transfer, and thus tend to have a more massive part-
ner whose core-collapse supernova would more easily disrupt
the binary.
2. The re-weighting alters the predicted runaway velocity distribu-
tion by increasing the contribution of early-type Be stars (Fig.
3.7b). Interestingly, the mean accounting for selection effects is
almost independent of the choice of Req, making this mean ro-
bust to our fiducial choice of Req = 0.85.
3. Under the assumption of Req = 0.85, the median Be star age
drops from 261.7 Myr to 35.4 Myr (Fig. 3.8a). The drastic dif-
ference can be explained by the steepness of the mass-main se-
quence lifetime relation τMS ∝ M−2.5 (e.g. Hansen, Kawaler,
and Trimble, 2004).
4. Pols et al. (1991) point out that the majority of Be stars formed
through the post-mass-transfer scenario are still bound to their
companion, because the primary normally transfers sufficient
mass to the secondary to either avoid the supernova or for the
reduced mass loss in the supernova to not unbind the system.
These companions are white dwarfs, neutron stars and black
holes. The re-weighting changes both the fraction of the ob-
served Be star population predicted to be in binaries and the
stellar types of those companions (Fig. 3.8b). Assuming Req =
0.85, our simulation predicts that more than 90% of all Be stars
are in binaries, but that among our observed sample only 77.1%
are in binaries. Furthermore, the observed binaries are less than
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(b) Velocity distribution of the runaway Be stars
Figure 3.7: Both selection effects and the uncertainty in the choice of Req (the minimum fraction of the
critical rotation velocity for a star to be classed as a Be star) can lead to dramatically different
simulated populations of runaway Be stars. Left: The runaway fraction among Be stars as a
function of Req with and without accounting for the observational selection effect. The grey
lines indicate the resulting runaway fraction associated with each choice of Req shown in the
lower panel. Right: The choice of Req changes the velocity distribution of the runaway Be
stars as a function of spectral type. In each panel, we show the velocity distribution for each
spectral type from B0 to B9, in addition to the mean accounting for the selection effect. Note
that as Req increases the effect of Poisson noise also increases because we are defining fewer
stars to be Be stars.
half as likely to contain a Be star with a white dwarf companion.
The companion that transfers mass to form the Be star must be
low-mass in order for the remnant to be a white dwarf, thus
the companion Be star must itself be low-mass and so late-type.
The high fraction of Be stars residing in binaries with neutron
stars or black holes agrees qualitatively with observations of
high mass X-ray binaries (HMXBs) in the Magellanic Clouds. In
fact, 33 of the 40 HMXBs in the Large Magellanic Cloud (An-
toniou & Zezas, 2016) and 69 of the 70 HMXBs in the Small
Magellanic Cloud (Antoniou & Zezas, 2016) have Be star com-
panions. Curiously, these authors note that the star formation
efficiency of HMXBs in the Large Magellanic Cloud is 17 times
smaller than in the Small Magellanic Cloud and argue that this
is due to the difference in age and metallicity of the two stellar
populations. The effect of varying metallicity on our predictions
is an interesting avenue for future work.
3.2.3 Compact object natal kick uncertainty
There are several aspects of binary stellar physics that are poorly con-
strained observationally and must be prescribed when doing popula-
tion synthesis. Three examples of relevance to the study of runaway
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(b) % of Be stars by the status of the binary
Figure 3.8: The inclusion of observational biases dramatically changes the predicted population of Be
stars, under the assumption of Req = 0.85. Left: The two panels show the distribution of ages
of the Be stars with and without accounting for the observational bias towards early-type Be
stars. The grey dashed lines indicate the median age and the coloured regions each account
for 20% of the probability. Right: Each pie chart gives the proportions of the Be stars for which
the progenitor binary is intact, merged or split. If the binary is intact then the stellar type of
the companion is given. MS = Main Sequence, WDs = White Dwarf, NS = Neutron Star, BH
= Black Hole.
stars are common envelope evolution, natal kicks of compact objects
and fallback of material onto black holes. We attempt to quantify how
different prescriptions alter our results by generating a population of
binary stars with each prescription. However, common envelope evo-
lution is sufficiently poorly understood that there are whole families
of alternative prescriptions, so that an investigation of this uncertainty
is beyond the scope of this paper. In contrast, for natal compact ob-
ject kicks, we need only define the probability distribution of kicks
P(vkick). There are several distributions in the literature that are fits of
analytic models to data (a sample of the most popular distributions
is shown in Fig. 1.2, including our fiducial choice of the Maxwellian
distribution from Hansen and Phinney (1997)). A distribution with a
large number of low-velocity compact objects predicts a high fraction
of runaways with compact companions.
To explore the impact of the choice of distribution, we simulate
a population of binary stars using the Hartman (1997) distribution.
This distribution has about 20% of neutron stars receiving a kick
less than 100 km s−1 and thus we expect more binaries to survive
the supernova of the primary. The most direct outcome of switching
to the Hartman (1997) prescription is that in the full model popula-
tion, 0.6% fewer Be stars are runaways and 0.6% more are in binaries
with neutron stars or black holes. In the population with selection
effects included, this trend still holds true, with 15.3% Be star run-
aways and 17.6% Be stars in compact object binaries. Another trend
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is a slight move in the runaway velocity distribution to slower veloci-
ties by roughly 0.5 km s−1, which is a consequence of both the slower
speeds of the neutron stars and the fact that energy is proportional to
velocity squared; even if two objects are unbound they still lose speed
while escaping, and the speed lost is greater if the two objects have a
smaller relative velocity.
Fallback of material onto a black hole in the seconds after the su-
pernova can damp the birth kick and potentially lead to binaries sur-
viving supernovae. One prescription for this fallback was presented
in Fryer et al. (2012), who noted that it can alter the predicted number
of 2− 5 M black holes in X-ray binaries by tens of percent (Be stars
are frequently found in X-ray binaries). We have not included this
fallback in our fiducial model because the uncertainty inherent in the
fallback prescription couples to the uncertainty in both the mass of
the compact remnant after a supernova (i.e. whether the remnant is
a neutron star or a black hole) and the natal kick distribution. Ex-
ploring the full space of possible prescriptions is beyond the scope of
this paper. However, we believe that including fallback should cause
a change in the Be star runaway fraction comparable to changing the
natal kick distribution to that of Hartman (1997).
We conclude that the uncertainty in the distribution of natal kicks
of compact objects does not greatly impact our results, aside from
decreasing the expected Be star runaway fraction by a few percent.
One reason for the small scale of the change is that whether a binary
is disrupted by a supernova is principally determined by whether the
primary loses more than half its mass (Blaauw, 1961), and the kick on
the compact object is only a second order effect. The uncertainty in
the fallback of material onto a black hole remnant could couple with
the natal kick uncertainty, however, and the Be star runaway fraction
predicted for the observed catalogue could be as low as 10%.
3.3 bayesian framework
We now ask what fraction of the observed Be stars are runaway stars,
which is closely related to the question of what fraction can have their
origins with the post-mass-transfer model. This is a more subtle ques-
tion than simply looking for Be stars with peculiar velocities greater
than 40 km s−1, as done by Berger and Gies (2001), because Fig. 3.7b
shows that the median runaway velocity of our simulated Be run-
away stars (accounting for observational biases) is only 19.6 km s−1.
Aumer and Binney (2009) used Hipparcos astrometry and photometry
and Geneva-Copenhagen radial velocities to calculate the velocity dis-
persion as a function of colour of 15,000 nearby main-sequence and
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subgiant stars. For blue stars with B− V < 0, they find that the total
velocity dispersion is less than 20 km s−1. We would thus expect only
a small fraction of Be star runaways to have a peculiar velocity in ex-
cess of 40 km s−1. Another factor is that, in the post-mass-transfer
scenario, most Be star producing binaries either evade the supernova
through mass transfer or remain bound post-supernova. Thus, most
Be stars are found in binaries with white dwarfs, neutron stars or
black holes (Fig. 3.8b). This means that only a few percent of all Be
stars need have peculiar velocities in excess of 40 km s−1 in order to
imply that all Be stars are produced through the post-mass-transfer
channel.
3.3.1 Bayesian Mixture Model for the Kinematics
The null hypothesis for a young star in the Milky Way disc is that the
velocity is well described by the disc rotation plus velocities drawn
from a velocity ellipsoid centred on zero with dispersions (σR,σφ,σz).
The velocity dispersions increase with the age on timescales of the
order of 1 Gyr. We can reasonably neglect the age dependency and
thus assume the dispersions are constant.
We construct a model for a population of stars in the thin disc built
from three sub-populations. A fraction Fdisc are well-described by the
null hypothesis, a fraction Frun are runaways and have an additional
randomly oriented velocity vrun, and a fraction Fout are outliers and
have a different randomly oriented velocity vout. One physical inter-
pretation of any outliers is that they are stars that have under-gone the
two-step-ejection scenario of Pflamm-Altenburg and Kroupa (2010),
in which a massive binary is ejected from a cluster by a dynamical
interaction and the companion is later accelerated a second time by
the supernova of the primary. There are only two free parameters
that describe these fractions because they sum to unity and so form a
simplex. We assume that every point in this simplex is equally likely,
which can be implemented as a flat Dirichlet prior. The probability
of observing a star with observables x under this composite model is
simply a linear combination of the three probability density functions,
P(x) = FdiscP(x|disc) + FrunP(x|runaway) + FoutP(x|outlier). (3.3)
The motivation for including an outlier population is that, in Sec. 3.1.4,
we removed three stars which had obviously erroneous radial veloc-
ities |vrad| > 500 km s−1. However, some spuriously large velocities
may remain and boost the inferred runaway fraction. The functions
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P(x|model) are the priors for the model parameters multiplied by the
likelihood of the data with those model parameters.
The observable properties of each star are the parallax $, proper
motions (µα∗,µδ) and radial velocity vrad. The quantities we have are
imperfect measurements of the true parallax $̃, the true proper mo-
tions (µ̃α∗, µ̃δ) and the true radial velocity ṽrad. The true heliocentric
distance d̃ is then 1/$̃ and, independently, the true Galactocentric
velocities (ṽR, ṽφ, ṽz) can be found using the equations in Johnson
and Soderblom (1987). Both these transforms are bijective, thus we
are free to express our model in either the distance or parallax and
with either of the sets of the velocities. Note that the bijectivity is con-
ditional on the other nuisance parameters having been fixed, such
as the Solar position R. Theoretically, the choice does not change
the result of the Bayesian inference and only switches our priors and
likelihoods. However, for practical reasons discussed later, it is ad-
vantageous to pick the parameters which give the tightest prior. We
choose to express our prior in the parameters (d̃, µ̃α∗, µ̃δ, ṽrad) and
thus the likelihood in the parameters ($̃, ṽR, ṽφ, ṽz). We include the
necessary Jacobian k2, where k ≈ 4.74057 is the conversion factor
between AU yr−1 and km s−1.
3.3.2 The Priors
Consider a model that has parameters θ that makes a prediction for
some observable data x. If we have a function Prior(θ) that describes
our prior expectation of the values that the parameters can take and
a function Likelihood(x|θ) that says how likely the data x is given
a specific choice of the parameters, then our posterior knowledge
of the parameters after measuring the data is specified through the
distribution
Posterior(θ|x) ∝ Prior(θ)Likelihood(x|θ). (3.4)
If new data are subsequently taken, then this posterior distribution
should be used as the prior when incorporating the new data. Through
this iterative process our knowledge of the parameters converges on
their true values.
The parameters can be split into global parameters θg of the entire
population and local parameters θl of each star. The global parame-
ters only appear once in the prior. However, if the model is applied
to N stars then N independent copies of the local parameters must be
included and are labelled as θi.
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3.3.2.1 Global Parameters
The peculiar velocity of the population at birth is assumed to be Gaus-
sian in each of the radial, azimuthal and vertical directions, centred
on zero and with independent dispersions (σR,σφ,σz). We place a
weakly informative Gaussian prior centred on 10 km s−1, with a
10 km s−1 dispersion and bounded below at zero on each of these dis-
persions. An additional hyper-parameter is the characteristic length-
scale L of the population, for which we assume a weakly informative
Gaussian prior centred on 0.5 kpc, with a 0.5 kpc dispersion and
bounded below at zero. Astraatmadja and Bailer-Jones (2016) found
L ≈ 1.35 for a simulation of the contents of the full Gaia catalogue
and thus the prior of L was motivated by the lower magnitude limit
of TGAS. There are five nuisance parameters whose priors are Gaus-
sians centred on their measured value and with a dispersion given
by the measurement error: the rotation of the Galactic disc Vc, the
Galactocentric radius of the Sun R, and the peculiar velocities of the
Sun (U,V,W). We assume that the Milky Way disc rotates with
a flat circular velocity of Vc = 238± 9 km s−1 and that the Sun orbits
at the Galactocentric radius R = 8.27± 0.29 kpc with a peculiar ve-
locity (U,V,W) = (11.1± 0.75± 1, 12.24± 0.47± 2, 7.25± 0.37±
0.5) km s−1 (Schönrich, 2012; Schönrich et al., 2010).
3.3.2.2 Local Parameters
For the true heliocentric distance d̃, we use the exponentially decreas-









, if d̃ > 0,
0, otherwise,
(3.5)
where L is the characteristic length scale hyper-parameter. We remark
that this can be equivalently stated in terms of the Gamma distribu-
tion as Gamma(3,L). For the true proper motions and radial velocity,
the prior is a Gaussian centred on the measured value and with a
dispersion given by the measurement error. Both the runaway and
outlier populations have an additional velocity described by a speed
and a unit vector. The unit vector of ejection xej is assumed to be
uniformly distributed on the unit sphere. The runaway speed vrun is
drawn from the analytic distribution obtained in Sec. 3.3.4. The out-
lier speed vout is drawn from a Gaussian centred on zero and with
a 500 km s−1 dispersion. Both speeds are constrained to be greater
than zero.
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Global(θg) = Simplex(Fdisc, Frun, Fout)Normal(σR,σφ,σz)
×Normal(L)Normal(Vc,R,U,V,W), (3.7)
and
Local(θl) =Gamma(d̃)Normal(µ̃α∗, µ̃δ, ṽrad)
×DLN(vrun)Normal(vout)UnitVector(xej). (3.8)
All parameters except the fractions (Fdisc, Frun, Fout) and the three com-
ponents of the unit vector xej are independent and the groupings have
only been made to simplify the notation. The function DLN(·) indi-
cates the double log-normal fit to the numerical runaway velocity
distribution discussed in Sec. 3.3.4.
3.3.3 The Likelihood
The likelihood gives the probability of observing the data x given the
model parameters θ. Note that in this problem the data can be broken
down into a set of local data xl for each star whose likelihood only
depends on the global parameters θg and the local parameters θl of
that star. Continuing the notation above, we use xi and θi to label
the local data and parameters of a specific star i. The likelihood is
the product of the likelihoods of each star with each individual likeli-
hood containing four terms. The first states how likely the observed
parallax $ is given the true parallax $̃ and is a Gaussian centred on
the true parallax with the measurement error on the parallax as the
dispersion. The remaining three terms give the likelihood of the pecu-
liar velocity and are Gaussians centred on zero and with dispersions









Fdisc Normal(ṽR, ṽφ, ṽz)
+Frun Normal(ṽR − vrun,R, ṽφ − vrun,φ, ṽz − vrun,z)




The groupings are only made to simplify the notation and the k2 is
the Jacobian of the transformation.
3.3.4 Analytic Fit to Runaway Velocity Distributions
The final ingredient that we need before application of Hamiltonian
Monte Carlo techniques in the subsequent section is an analytic fit
to the numerical distribution of simulated runaway velocities from
Sec. 3.2. We specifically refer to the runaway velocity distribution for
the model Be star population defined by Req = 0.85 accounting for
the observational selection effect, after averaging across the different
stellar types. This step is necessary as the derivatives of the poste-
rior with respect to the parameters need to be calculable, as this is a
requirement of our method in the proceeding section.
We opt to use the log-normal distribution, defined by the probabil-
ity density function,












, if x > 0,
0, otherwise,
(3.11)
and with cumulative density function,






[ ln x− µ√
2σ
]
, if x > 0,
0, otherwise.
(3.12)
The log-normal distribution has several properties which make it ap-
propriate for modelling a runaway velocity distribution:
1. log-normals are constrained to be non-zero only for positive x,





and thus for µ << σ2 a log-normal can approximate a decay,
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and so for small σ a log-normal can be used to approximate a
symmetric distribution offset from the origin.
We fit a mixture of two log-normal distributions to the numeric run-
away velocity distribution using the implementation of non-linear
least squares in SciPy. We found that the fit was best performed using
the cumulative density function. In Fig. 3.9 we show a comparison be-
tween the probability density functions of our numeric distribution
compared to the sum of the two log-normal distributions, as well as
a fit containing a single log-normal distribution to illustrate the im-
provement. The double log-normal does not capture the bimodality
near the peak of the distribution, but does trace the tail to large veloc-
ities.

























Model population with selection effects
F1 = 85.2%, µ1 = 2.86, σ1 = 0.51
F2 = 14.8%, µ2 = 3.96, σ2 = 0.47
µ = 3.00, σ = 0.66
Figure 3.9: Fits of one and two log-normal distributions to the numerical
predicted runaway velocity distribution calculated in Section 3.2.
In the legend, the µ and σ give the parameters of each log-normal
distribution and F1 and F2 are the fraction of the probability as-
signed to each component of the double log-normal fit.
3.4 the fraction of be runaways
3.4.1 Preliminaries
363 of the 632 stars in our observed sample have TGAS astrometry
and thus have a published covariance matrix between their position,
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parallax and proper motions. We neglect the off-diagonal covariances
here due to the proof-of-concept nature of this work, but they will
be included in the application of our method to the second Gaia data
release. Positions in TGAS are measured with milliarcsecond accu-
racy which at a distance of 1 kpc corresponds to a spatial accuracy of
5 µpc. The distance over which the properties of the Galaxy vary is
much larger than this and thus we fix the coordinates of each star.
Note that, in principle, we could condition the runaway velocity dis-
tribution for individual Be stars on their stellar type. However, there
are two main arguments against this. First, the individual runaway
velocity distributions are subject to greater Poisson noise than their
weighted mean. Second, the spectral types for the Be stars in our
sample were queried from SIMBAD and thus have a variety of prove-
nances. Taken as a whole, they likely give a good summary of the
spectral type distribution of the sample. However, each individual
spectral type has a different and unknown uncertainty. If the sample
had measured effective temperatures and luminosities with uncer-
tainties, then it would be sensible to condition the runaway velocity
distribution of individual Be stars on these physical properties. Such
an approach will become viable with the second Gaia data release.
When our model is applied to the 632 stars in our observed Be
star database we have 5067 free parameters. These are broken down
into eleven global parameters which describe the entire sample and
eight local parameters for each star. We used the Bayesian inference
platform Stan (Carpenter et al., 2017), accessed through CmdStan5,
to obtain the posterior for the model. Stan includes a Hamiltonian
Markov chain Monte Carlo sampler which incorporates No-U-Turn
Sampling (Hoffman & Gelman, 2011) and so is well suited to high-
dimensional problems. We ran four chains and computed the po-
tential scale reduction statistic R̂ (Gelman & Rubin, 1992) across the
chains to assess convergence. We used an equal number of warm-up
and sampling iterations and doubled the number of iterations until
the model converged. The four chains were then merged and used to
calculate the statistics.
3.4.2 Retrieval of simulated data
A minimum requirement of a successful Bayesian model is the abil-
ity to retrieve the input model parameters of simulated data. This is
equivalent to saying that if our model of Be star kinematics is cor-
rect and complete, then the parameters we retrieve should be close to
5 Stan Development Team. 2017. CmdStan: the command-line interface to Stan, Ver-
sion 2.16.0. http://mc-stan.org
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the true values. One common reason for this not to be true is the exis-
tence of a degeneracy between two parameters which the data are not
precise enough to break. For our Be star model we expect there to be
a strong degeneracy between the three velocity dispersions and the
runaway fraction, and thus it is essential that we investigate whether
the uncertainties on our data are sufficiently small to allow this de-
generacy to be broken.
We generate a test set of stars assuming known Frun = 17.5% and
(vR, vφ, vz) = (12, 10, 4) km s−1. We draw a random set of (Vc,R,U,V,W)
from within their uncertainties to act as the ‘truth’ of the fake cata-
logue. We create the fake stars in a one-to-one correspondence with
the real catalogue, taking both the positions and uncertainties from
the true stars. The size of the uncertainties roughly correlates with the
distance to the star, so to sample a realistic distance to each fake star,
given the uncertainties, we draw from the posterior for the distance to
the real star Gamma(0,L)Normal($,σ$), where we fix L = 0.2 kpc
and ($,σ$) refer to the parallax and uncertainty of the real star. To
generate the radial velocities and proper motions, we first draw three
random velocities from the velocity dispersion distributions, add on a
randomly oriented ejection velocity for the randomly selected subset
of runaway stars, and then transform to the equatorial frame. Finally,
the parallaxes, radial velocities and proper motions are convolved
with the uncertainties. Note that we do not include an outlier popu-
lation.
Our principal model is the one introduced in Sec. 3.3, which has
contributions from disc, outlier and runaway populations and which
uses the double log-normal fit to the runaway velocity distribution.
We present the posterior for this model when applied to the fake cat-
alogue in Fig. 3.10, with the true values shown in purple. The inter-
pretation of this plot is that the uncertainties on the current set of Be
stars are too large to wholly break the degeneracy between Frun and
the velocity dispersions. However, given the width of the priors on
these parameters, the retrieved values are remarkably in agreement
with the true values.
While our chief concern is the runaway fraction among the entire
Be star population, it is interesting to consider whether our method
is successful at classifying individual stars. We expect that stars are
only successfully classified as runaways if they are travelling suffi-
ciently rapidly, but not so rapidly as to be misclassified as outliers.
Our method does not classify stars directly, but does return the prob-
ability of membership of each class. An obvious classification scheme
is that if the probability of being a runaway star is greater than x%,
then the star is classed as a runaway. One common metric to decide
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Figure 3.10: Corner plot of the posterior for the retrieval.
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Figure 3.11: The receiver operating characteristic curve for the classification
of runaway stars based on the mean of the posterior probabil-
ity of being a runaway star being greater than x%. The grey
dashed line corresponds to a classifier that randomly guesses
and which our classification far out-competes. The annotations
are of the form ‘x%⇒ (# of True Positives, # of False Positives)’.
what value of x to use is the receiver operating characteristic curve
(Fig. 3.11), where the true positive rate and false positive rate are plot-
ted as a parametric function of x. A classification scheme where any
star with a probability of being a runaway star greater than 50% is
classed as a runaway star performs well, because it can pick out more
than half the true runaway stars with only 10% contamination.
We conclude both that our method can accurately retrieve the frac-
tion of runaway stars and the velocity dispersions, as well as produce
a low-contamination list of runaway stars.
3.4.3 Principal model
We now apply the model to the true catalogue of Be stars described in
Section 3.1. In Fig. 3.12, we show the posterior for the runaway frac-
tion Frun and the velocity dispersions of the population. The outlier
fraction is only Fout = 0.36+0.35−0.22% which means that the high velocity
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Figure 3.12: Corner plot of the posterior for the principal model.
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stars are sufficiently well described by the runaway model. The pos-
terior runaway fraction is about 13.1+2.6−2.4%. Using the classification
scheme from Sec. 3.4.2, 40 stars are classified as runaway stars and
they are given in Table 3.1. 7 of these stars were classed as high pecu-
liar space velocity stars by Berger and Gies (2001) and this subset are
indicated in Table 3.1. We perform a brief search of SIMBAD to look
for particularly interesting cases:
• Menkib: There are only 313 IAU-approved6 named stars and
so it is perhaps surprising that one should appear in this work.
Menkib is a previously known runaway star (Hoogerwerf, de
Bruijne, & de Zeeuw, 2001) in the constellation of Perseus and
associated with the 2.5◦ bowshock nebula NGC 1499 (otherwise
known as the California Nebula).
• Eclipsing binaries: W Del is a member of an Algol eclipsing
binary, while V716 Cen and RY Sct are members of Beta Lyrae
eclipsing binaries. Both these classes of eclipsing, semi-detached
binaries contain one main sequence and one giant star, in which
the giant is transferring mass onto the main sequence star. This
mass transfer could plausibly spin up the companion and pro-
duce a Be star, which explains the occurrence of three of these
rare binaries in the list. That these three systems are binaries
does not necessarily imply they are not runaway stars; semi-
detached binaries are necessarily close and thus it is plausible
for these systems to have originated in a triple system which
was unbound in the supernova of the third, most-massive star.
Mass transfer from the third star onto these binaries may in-
deed have lead to these systems being so close by causing an
in-spiral due to gas drag. Runaway binaries from massive triple
systems would have modest runaway velocities because there is
necessarily a limit to how close they can be to the primary. Con-
versely, it is also possible that these binaries could have been
ejected from the core of a young cluster through dynamical in-
teractions. Dynamical ejection has been suggested as the more
likely source of binary runaway stars, although the triple su-
pernova mechanism should produce some number of runaway
binaries (Perets, 2009).
• Z Her: Harmanec, Koubský, and Krpata (1972) conclude that
this system is composed of a 5.4 M Be star with a 0.66 M com-
panion. However, Popper (1988) conclude that this is instead an
AM Canus Venaticorum variable with masses 1.61 + 1.31 M,
which is the classification reported by SIMBAD.
6 https://www.iau.org/public/themes/naming_stars/, accessed 12/03/2018.
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One aspect of runaway stars kinematics not included in our model
is that runaway B stars are found at greater altitudes above the disc
than a typical B star. Reassuringly, the 40 most probable runaway
stars have a greater spread in altitudes than the rest of the sample
(standard deviations 0.23 kpc and 0.10 kpc). Aside from the result-
ing slightly broader distribution of Galactic latitudes, the 40 runaway
stars are otherwise distributed similarly across the sky to the rest of
the catalogue.
Suppose we now change the principal model by setting the run-
away fraction to zero. Then we obtain a significant outlier fraction of
Fout = 2.85+0.78−0.66%, implying that around 18 stars of the 632 Be stars
in the dataset would need an alternative explanation for their veloc-
ity. In this case, the posterior also favours somewhat higher velocity
dispersions, closer to the values for a 250 Myr old population of stars.
Given that the Be stars in our simulated binary evolution have a me-
dian age of 35.4 Myr, this seems unlikely.
Another simple change to the principal model is to replace the
runaway velocity distribution with the single log-normal fit from
Sec. 3.3.4, and for this modified model we obtain
Frun = 12.9+2.6−2.3%,
(σR,σφ,σz) = (12.3, 9.8, 4.5)± (0.5, 0.4, 0.2) km s−1. (3.13)
The results are entirely consistent with the double log-normal case,
which is perhaps not surprising since the PDFs for both distributions
are within a factor of two at almost all velocities (see Fig. 3.9). The
motivation for mentioning this possibility is that a single log-normal
is easier to work with both analytically and computationally, and that
it provides a benchmark for the subsequent section.
3.4.4 A Free Log-normal
The runaway velocity distribution obtained through binary evolution
in Sec. 3.2 has systematic errors due to gaps in our understanding of
the physics of interacting, massive binary stars as well as the ad hoc
definition of a Be star. This uncertainty can be quantified by loosen-
ing the requirement that the runaway velocity distribution is precisely
the double log-normal obtained by our fit. Instead, we assume that
the runaway velocity distribution is described by a log-normal distri-
bution with two hyperparameters µ and σ. These hyperparameters
have priors µ ∼ Normal(0, 10) and σ ∼ Normal(0.5, 0.5). Note, how-
ever, that the data are sufficiently informative that the choice of these
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Table 3.1: List of stars identified as highly-likely runaway stars by the method described in Sec. 3.4.3.
Prun is the probability that the star is a runaway, vrun is the posterior runaway velocity and d
is the posterior distance inferred from the parallax. All of the names are resolvable by Simbad.
The starred entries are high-peculiar space velocity stars mentioned by Berger and Gies (2001).
Based on Fig. 3.11, we should expect around 4 of these stars to be false positives.
Prun(%) Name vrun (km s−1) d (pc) z (pc)
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Figure 3.13: The posterior for a model in which the functional form
of the runaway velocity distribution is constrained to be a
LogNormal(µ,σ) distribution, but the µ and σ parameters are
free to vary. Upper: The posterior distributions for µ and σ to-
gether with the resulting Mode(vrun). The green truths indicate
the fixed values obtained by fitting a log-normal distribution to
the simulated outcomes of binary evolution. Lower: The poste-
rior for the runaway fraction and velocity dispersions with the
mode of the runaway velocity distribution shown for reference
with the upper panel. The green truths indicate the median val-
ues obtained from the model where µ and σ were fixed as in
Sec. 3.3.4.
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priors is not dominant. The posterior for this model is shown in the
two corner plots of Fig. 3.13.
The mode of the posterior in (µ,σ) is close to the values which
would replicate the single log-normal fit shown in Fig. 3.9. This im-
plies that the runaway velocity distribution predicted in Sec. 3.2 is
plausible. One of the key degeneracies in the posterior is between the
runaway fraction and the mode of the runaway velocity distribution.
A property of the log-normal distribution is that for µ << σ2 the PDF
can approximate a decay from the origin, i.e. all the probability is in
runaway stars which have a zero runaway velocity, in which case all
the Be stars can be runaway stars with no increase in their expected
velocity. The existence of this degeneracy demonstrates that the total
velocities of the Be stars are well constrained and that the model is
simply changing the fraction of these velocities arising from either
the velocity dispersion of the disc or the runaway velocity.
Each sampled point in the posterior corresponds to a different run-
away velocity distribution. We take these velocity distributions and
compute the 1, 2, and 3σ contours of the probability and cumulative
density functions at each value of vrun, and compare in Fig. 3.14 to
the single log-normal runaway velocity distribution shown in Fig. 3.9.
The fit single log-normal is not an outlier in these plots which affirms
that the runaway velocity distribution predicted by our simulations
of binary stars is credible.
3.5 discussion
We have constructed the largest catalogue of Be stars with full six-
dimensional kinematics to date. This used three sources – namely,
the Berger and Gies (2001) survey, the Be Star Spectra database (BeSS)
and the catalogue of Hou et al. (2016) from LAMOST – crossmatching
with TGAS where necessary to obtain updated proper motions and
parallaxes. Our final combined catalogue contains 632 Be stars.
We then modelled the evolution of binaries across a grid in param-
eter space using the fast binary_c code (seee.g., Izzard et al., 2009)
with a view to testing the post-mass-transfer model of Be stars (Pols
et al., 1991). We computed the probability distribution for the run-
away velocity and critical equatorial velocity ratio. We developed a
criterion based on the equatorial velocity ratio for Be stars and thus
obtained the distribution of runaway velocities and a prediction that
5% of all Be stars should be runaways (lower curve in Fig. 3.7a). We
then demonstrated that it is vital to account for the observational bias
towards early-type Be stars in our catalogue, because this changes our
prediction for the population. For instance, we find that a fraction of
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(a) Probability density functions.


























(b) Cumulative density functions.
Figure 3.14: In grey, we show the 1, 2, and 3σ contours of the log-normal dis-
tributions implied by the posterior of (µ,σ) shown in Fig. 3.13.
The dark line is the log-normal given by the median of the pos-
terior and the purple dashed line is the single log-normal fit to
the simulated runaway velocity distribution shown in green in
Fig. 3.9.
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17.5% Be stars in our catalogue being runaways is consistent with
all classical Be stars originating through mass transfer in binaries, as
the rest remain bound post-supernova or miss the supernova phase
entirely.
To describe the kinematics of Be stars in our sample, we developed
a Bayesian mixture model comprising three populations – thin disc
stars, runaways and contaminants. The Bayesian model contained a
total of 5067 parameters to represent the kinematics of 632 Be stars.
Successfully tackling a Bayesian problem of this scope is a central
achievement of this work. It allows us to go beyond fitting a runaway
velocity distribution by modelling the distance, velocity dispersions
and runaway fraction and velocities simultaneously. We verified that
our method is both able to accurately retrieve the input parameters
of an artificially-generated test set of stars and individually identify
with low contamination the fastest third of the runaway stars. Apply-
ing to the true dataset, the posterior runaway fraction of Be stars is
13.1+2.6−2.4%. This suggests that some Be stars may originate through a
process other than the post-mass-transfer scenario. However, caution
is needed as there are a number of factors that may have caused us
to underestimate the runaway fraction, which we now discuss.
3.5.1 Large uncertainty and wide velocity dispersion priors
Our weak prior on the global velocity dispersions may allow higher
values to be taken at the expense of the number of runaways. Us-
ing the relations between age and velocity dispersions of Aumer and
Binney (2009), we find that the posterior velocity dispersions imply
that the population is around 200 Myr old, while the Be stars in our
model population (accounting for selection effects) have a median
age of 35.4 Myr. It appears likely that the velocity dispersions are
overestimated, with the caveat that it is likely that the Aumer and
Binney (2009) velocity dispersions for young stars may be driven by




10 Gyr + τ1
)β
(3.14)
where v10 and τ1 characterize the velocity dispersion at 10 Gyr and
at birth and β describes the efficiency of stochastic acceleration. The
degeneracy between the velocity dispersions and the number of run-
aways could be broken either by measuring the velocity dispersion
of a population of runaway-free stars coeval to the Be stars or by
exploiting the precise astrometry in Gaia DR2.
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3.5.2 Uncertainty in binary stellar evolution
An alternative origin for the uncertainty is that the binary evolution
simulations rely on a number of uncertain ingredients, some of which
we discussed in Section 3.2.3 such as the natal kick distribution of
compact objects, the fallback of material onto black holes and com-
mon envelope evolution. The use of different prescriptions for these
aspects could easily resolve the discrepancy either by decreasing the
frequency of runaway Be stars or shifting the runaway velocity dis-
tribution to smaller velocities (thus increasing the confusion between
true runaways and fast disc stars).
More subtle changes to the binary evolution simulations could also
account for part of the difference. For instance, if the prescription for
tidal locking requires that the two stars need to be closer than is the
case in reality, then the runaway velocity distribution of Be stars will
be inflated to faster velocities. The details of the simulated population
of Be stars are also sensitive to prescriptions describing mass transfer
and rotation, both of which contain their own uncertainties.
Studies of single and binary stars using Gaia data over the next few
years will drastically constrain these uncertainties in stellar evolution,
which in turn will allow for a much keener inference to be made on
the runaway fraction among Be stars.
3.5.3 Observational bias against runaway stars
Be stars are young and thus are typically found at low Galactic lati-
tudes, because they do not live long enough for their vertical veloc-
ity to be excited through disc heating. However, runaway Be stars
ejected out of the disc could have a large vertical velocity component
and thus be found at high latitudes. There will be a trend in which
high velocity runaway objects are more common at high latitudes.
Considering the 40 high-likelihood runaway stars identified in Table
3.1, which are necessarily the fastest runaway stars in the catalogue,
we see that all but two are within 400 pc of the Galactic plane. It is
thus possible that our observational bias towards nearby objects may
exclude some of the higher velocity Be runaway stars. If the discrep-
ancy were to be entirely explained by this bias, we would need to
miss the furthest 25% of runaway Be stars from the disc.
To investigate this possibility, we sample 10,000 Be runaway stars
with velocity dispersions given by the posterior in Section 3.4.3 and
runaway velocities sampled from the model distribution obtained in
Section 3.2.2. We assume the Be stars are born proportionally to the
disc density found by Bovy and Rix (2013), noting that with a scale-
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height of 400 pc this is likely to over-estimate the number of high-
latitude Be stars. The orbits of the sampled Be stars are then followed
through the Milky Way using Galpy and the included MWPoten-
tial2014 potential (Bovy, 2015). Even with this vertically extended dis-
tribution of Be star birth locations, we find that only 20% of runaway
Be stars should be found above |z| = 0.5 kpc. Using a more realistic
vertical dispersion of 100 pc derived from our observed sample of
non-runaway stars, we find that only 3% of Be runaways should be
found above |z| = 0.5 kpc and only 0.6% above |z| = 1.0 kpc.
While this bias is not able to resolve the discrepancy, it does answer
a long-standing open question which we discuss in the following sub-
section; Martin (2006) found that there were no Be stars among their
31 high-latitude (|z| & 1.0 kpc) B runaway stars.
3.5.4 Should we find Be stars at high latitude?
Martin (2006) investigated the origin and evolutionary status of 48 B
stars found far from the plane of the Milky Way and, surprisingly,
found no Be stars in the sample despite the expectation of at least 10
Be stars based on the incidence of Be stars observed in the field by
Zorec and Briot (1997). Previously, Slettebak, Wagner, and Bertram
(1997) identified 8 Be stars between 0.2 < |z| < 0.9 kpc from the plane,
which implies only a small overlap with the Martin (2006) sample
covering 0.5 < |z| < 2.0 kpc. Martin (2006) provides several arguments
that could explain this absence:
1. The short baseline of the data may have missed temporarily
inactive Be stars.
2. Magnitude-limited field studies are biased towards younger, brighter
stars which have a higher rate of Be stars, i.e. the Be stars aren’t
missing in this sample, merely overcounted in the field.
3. Based on the v sin i distribution and the lack of observed bina-
ries among the dataset, the B stars may be mostly dynamically
ejected from a cluster environment. It has been observed that
there are fewer Be stars in clusters (although this may be a se-
lection effect).
This list of solutions doesn’t consider the possibility that the Be phe-
nomenon might be correlated with the runaway velocity, which could
naturally explain the observations if very few Be stars are ejected at
high enough velocities to reach high altitudes above the disc. This
kinematic selection effect is mentioned by Martin (2006) who found
that no star ejected with a velocity less than 50 km s−1 can make it
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to 0.5 kpc above the disc even if the ejection velocity is aligned with
the vertical. As we discussed in Section 3.5.3, only 3% of Be runaway
stars should be found more than 0.5 kpc from the disc according to
our predicted, selection-effect-included runaway velocity distribution,
potentially contributing substantially to the solution of this problem.
3.6 summary
In this Chapter, I have shown that the first Gaia data release advances
our understanding of the Be stars’ origin by revealing their kinemat-
ics. Although I have not fully resolved the contribution of the post-
mass-transfer channel to the Be star population with the TGAS data,
I am optimistic about the road ahead. The later Gaia data releases will
increase the sample of Be stars with accurate kinematics by at least an
order of magnitude; for instance, Hou et al. (2016) present a catalogue
of 5187 Be stars in LAMOST, all of which will have proper-motions
and parallaxes in Gaia DR2. Gaia DR2 will also eliminate some of the
uncertainty discussed above, for instance by enabling a precise deter-
mination of the velocity dispersion of young stars as a function of
their age. The Bayesian approach developed in this work to tackle
the kinematics of a large population lays the foundation for the full
exploitation of this future dataset and will allow me to determine
whether the numbers of runaway Be stars support a mass-transfer
origin for all Be stars.

4
H Y P E RV E L O C I T Y S TA R S A N D T H E L A R G E
M A G E L L A N I C C L O U D
At present, there is no good explanation for the anisotropic
distribution of unbound late B-type stars in the halo.
Brown (2015)
A hypervelocity star (HVS) is any star whose velocity in the Galactic
rest frame exceeds the local escape speed of the Milky Way (MW). As
discussed in Sec. 1.3.5 of the Introduction, there are a few dozen late
B-type HVSs in the halo which are generally believed to have been
ejected from the Galactic centre by the Hills (1988) mechanism. The Hills mechanism:
Hills (1988) theorised that the
tidal disruption of a stellar
binary during a close encounter
with the massive black hole at
the centre of the MW could
ejected one or both of the stars.
flaw in this origin story is that the Hills mechanism would predict
an even spread of HVSs across the sky, contrary to the anisotropic
distribution that is observed. Several attempts have been made to
introduce asymmetry into the Hills mechanism, but these were found
to be unlikely explanations (see Sec. 1.3.5 or Brown, 2015).
I present in this Chapter my novel explanation of the anisotropy:
a majority of the HVSs in the halo originate in the Large Magellanic
Cloud (LMC). The clump of HVSs is explained as the tip of a stream
of HVSs crossing into the Northern Hemisphere from the LMC. There
are several reasons to believe this could be the case:
1. The LMC is lower mass than the MW.
It is easier for stars to escape the gravitational potential of the LMC.
2. The LMC is moving past the MW at 321± 24 km s−11.
Stars that escape are boosted by the orbital velocity of the LMC.
3. The escape speed from the MW at the LMC is 377+35−28 km s
−12.
Stars kicked ahead of the LMC at 57+42−38 km s
−1 will be HVSs.
4. The LMC is sufficiently massive that it may host an MBH3.
The Hills mechanism could plausibly be operating in the LMC.
5. The LMC is forming stars at a comparable rate to the MW4.
The runaway star mechanisms must be operating in the LMC.
1 Kallivayalil et al. (2013)
2 Williams, Belokurov, Casey, and Evans (2017)
3 Observations of LMC-mass dwarf galaxies hosting MBHs find a median black hole
mass of 2× 105 M (Reines, Greene, & Geha, 2013).
4 0.2 M yr−1 (Harris & Zaritsky, 2009) versus 0.68−1.45 M yr−1 for the MW (Ro-
bitaille & Whitney, 2010).
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I have investigated the consequences of these five statements from
two directions. In Sec. 4.1, I predict the expected distribution of stars
ejected from the LMC if it were to host an MBH and show that this
can explain the HVS anisotropy. In Sec. 4.2, I attempt to simulate the
occurrence of binary supernova ejections in the LMC over the past 2
billion years as accurately as possible, and show that the production
of HVSs arises as a natural consequence. Some other possible origins
of unbound LMC stars include stripping from the LMC by a previous
passage of the SMC (Besla, Hernquist, & Loeb, 2013), formation in
the gas of the leading arm of the LMC (Casetti-Dinescu et al., 2014),
or dynamical interactions in a stellar cluster, possibly involving an
intermediate mass black hole (Gualandris & Portegies Zwart, 2007).
4.1 hills mechanism in the lmc
Based on work originally published in Boubert and Evans (2016). 5
It is an organic extension of the Hills mechanism to ask where it
may occur beyond the Milky Way. Lu, Yu, and Lin (2007) and Sher-
win, Loeb, and O’Leary (2008) suggest the central MBHs of M31 and
M32 as possible sites; the discovery of a red supergiant runaway can-
didate of M31 by Evans and Massey (2015) portents that these two
possibilities may soon be testable. The LMC is the most massive of
the MW’s dwarf satellites and thus there is the potential for the LMC
to host a central MBH. The Hills mechanism acting in the LMC could
accelerate large numbers of stars to a few 100 km s−1, which is above
the escape speed from the LMC. The LMC has an orbital velocity of
321± 24 km s−1 (Kallivayalil et al., 2013), thus alignment of these ve-
locity vectors could result in stars that escape both the LMC and MW.
The location of the LMC on the sky and the orientation of its velocity
vector could explain the spatial anisotropy in the observed HVSs.
4.1.1 Method
To test the hypothesis that there is a significant number of HVSs
ejected from the LMC, we require a prediction for the observables of
such a population and a reference population of HVSs from the Galac-
tic Center (GC). A useful starting point is the effort by Kenyon, Brom-
ley, Brown, and Geller (2014) to model the ejection of HVSs from the
5 I conceived of an LMC origin of the hypervelocity stars and developed this project
in collaboration with N. Wyn Evans. I was principally responsible for the implemen-
tation and write-up, however N. Wyn Evans both suggested the spherical harmonic
analysis and contributed invaluable edits to the text. Prashin Jethwa contributed the
LMC orbit used in Sec. 4.1.1.3 and we acknowledged Scott Kenyon for useful and
prompt answers to our queries.
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Figure 4.1: Predicted distribution in Galactic coordinates of HVSs from
the LMC at a heliocentric distance 50 < d < 120 kpc, using
the HVLMC-A model from Section 4.1.1. Density contours are
spaced 101/2 apart with the yellow contour denoting the highest
density, the green arrow marks the path of the LMC over the last
350 Myr, the purple dashed line is the celestial equator, and the
red crosses are the HVS candidates denoted HVS1, HVS2, etc. by
Brown.
GC; our strategy is to apply their method to LMC ejections. We con-
sider three models; HVGC is a model that produces stars from the GC
and is identical to HV3 from Kenyon et al. (2014), HVLMC-A is a pop-
ulation from the LMC, and HVLMC-B is identical to HVLMC-A but
has the initial ejection velocity cut by 200 km s−1 to approximate the
escape velocity from the centre of the LMC. All three models consider
3 M HVSs, which have a typical main sequence lifetime of 350 Myr,
because we are attempting to replicate the B-type HVSs in the halo
(Brown, 2015). We simulate the process of ejection from the centre of
the LMC by seeding HVSs along the orbit of the LMC over the past
350 Myr, with a velocity which is the sum of the orbital velocity of
the LMC and the ejection velocity due to the Hills mechanism. These
stars are then evolved through a potential model of the MW until
present day, at which point we record the position and velocity in the
Galactic rest frame. To allow for cross-comparisons with Kenyon et al.
(2014), we assume that the Sun is at a position (x,y, z) = (−R, 0, 0)
relative to the GC where R = 8 kpc, and is travelling with a velocity
(vx, vy, vz) = (0, v, 0) where v = 235 km s−1.
4.1.1.1 LMC black hole mass
Observations of dwarf galaxy hosts of MBHs were carried out by
Reines et al. (2013), who specifically reference these galaxies as be-
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ing in the mass range of the LMC. For dwarf galaxies with stellar
masses in the range 108.5 .Mstar . 109.5 M they find MBH masses
of 105 . Mbh . 106 M, with a median of Mbh ∼ 2 × 105 M.
The mean of the ejection velocity from the Hills mechanism is only
weakly dependent on the MBH mass (∝ M1/6bh ), see Section 4.1.1.2,
and therefore a factor of 10 in MBH mass is only a factor of ∼ 1.5
in the mean ejection velocity. Using Equation 4.4 from Section 4.1.1.2,
we see that the mean ejection velocity for the binaries with a sepa-
ration of 0.115 AU is ≈ 1800 km s−1, hence MBHs which are 104
times less massive are still capable of ejecting HVSs at velocities of
> 350 km s−1. We thus assume a fiducial value Mbh = 1.7× 105 M,
similar to the median of Reines et al. (2013)6.
4.1.1.2 Hills mechanism
We first require the initial positions r̃0 and velocities ṽ0 of the candi-
date HVSs in a frame co-moving with the MBH from which they were
ejected. This Section uses the prescription of Kenyon et al. (2014), it-
self based on the Hills mechanism algorithm of Bromley et al. (2006),
which we briefly describe here to aid clarity. At the time of their ejec-
tion the stars are uniformly distributed across the surface of a sphere
with radius 1.4 pc centred on the MBH and given an initial outwardly
radial trajectory. Thus the only free parameters not yet determined
are the magnitude of the velocity vej, the age of the star when it is
ejected tej, and the age of the star when it is observed tobs.
Suppose that an equal mass binary with separation abin interacts
at a closest approach rclose with a MBH of mass Mbh. One star of the
system will be ejected by the Hills mechanism with probability













The probability P that a star is ejected is drawn from a uniform distri-
bution between 0 and 1. If the star is ejected, then following Kenyon









6 I do not know why I chose precisely this value, however it is conveniently true that
it is close to the Reines et al. (2013) median.
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fR km s−1. (4.4)
We only consider equal mass binaries so M1 =M2. Note that fR is a
normalisation factor (Kenyon et al., 2014)
fR = 0.774+ (0.0204+ (−6.23× 10−4 + (7.62× 10−6
+ (−4.24× 10−8 + 8.62× 10−11D)D)D)D)D. (4.5)
Since we are interested in all possible equal mass binary systems that
can result in an ejection we sample from distributions of abin and





where abin,min = 0.115 AU for stars of mass 3 M and abin,max = 4 AU.
The closest approach rclose has
P(rclose)drclose ∝ rclosedrclose, (4.7)
where rclose,min = 1 AU and rclose,max = 175abin,max/D0.
Both the age of the star at the time of ejection tej and observation
tobs are drawn from the uniform distribution
P(t)dt ∝ dt, (4.8)
where tmin = 0 Gyr and tmax = tms and the main sequence lifetime
tms = 0.35 Gyr for stars of mass 3 M. The time of flight of the star
from ejection to observation is then defined by tf = tobs − tej.
We discard any sampled star that does not satisfy Pej > P, vej >
vej,min and tej < tobs. Note that vej,min is chosen to minimise the com-
putation time spent on stars that will be difficult to observe. For the
HVGC model this corresponds to stars that will remain in the GC
so vej,min = 600 km s−1. For stars in the HVLMC-A and HVLMC-B
models, we choose vej,min = 200 km s−1 to ensure we only include
stars that escape the LMC.
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4.1.1.3 Large Magellanic Cloud orbit
For stars ejected from the centre of the MW, the position r0 and veloc-
ity v0 vectors in the Galactic rest frame satisfy r0 = r̃0 and v0 = ṽ0.
However, for stars ejected from the LMC
r0 = r̃0 + rLMC(tf) , v0 = ṽ0 + vLMC(tf), (4.9)
where rLMC(tf) and vLMC(tf) are the position and velocity vectors of
the LMC tf years ago.
These definitions require knowledge of the position and velocity of
the LMC over the past 350 Myr, for which we use an orbit of the LMC
around the MW taken from Jethwa, Erkal, and Belokurov (2016), who
rewound the orbit of the LMC from the present position including the
effect of dynamical friction. The potential used by Jethwa et al. (2016)
for the MW is an Navarro, Frenk, and White (1997, hereafter NFW)
halo with mass 1012 M and concentration 7.328 and a Miyamoto
and Nagai (1975) disc with radial scale-length 3 kpc and vertical scale-
length 0.28 kpc and a mass chosen to give the solar circular velocity
at the position of the sun. The LMC has an NFW halo with mass
2×1010 M and concentration 9.450 and a Plummer bulge with scale-
length 3 kpc and a mass chosen to satisfy the mass constraint of van
der Marel (2015).
4.1.1.4 Milky Way potential
For the MW, we use the potential from Kenyon, Bromley, Geller, and
Brown (2008), which was optimised to reproduce the Galactic poten-
tial at both parsec scales near the MBH Sgr A∗ and at scales of tens
of kiloparsecs in the halo. This potential consists of four components
φG = φbh +φb +φd +φh (4.10)
where
φbh(r) = −GMbh/r (4.11)
is the Keplerian potential of the central MBH with Mbh = 3.5 ×
106 M,
φb(r) = −GMb/(r+ ab), (4.12)
is the Hernquist (1990) potential of the bulge with Mb = 3.76 ×
109 M and ab = 0.1 kpc,
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Figure 4.2: Density contours in Galactic coordinates for the stars from the
three models with heliocentric distance 50 6 d 6 120 kpc.
is the Miyamoto and Nagai (1975) potential of the disc with Md =
6× 1010 M, ad = 2.75 kpc and bd = 0.3 kpc, and
φh(r) = −GMh ln (1+ r/rh)/r, (4.14)
is the NFW potential of the dark matter halo with Mh = 1012 M
and rh = 20 kpc. The values for each parameter are from Kenyon
et al. (2014).
4.1.2 Discussion
4.1.2.1 All sky density plots
The density distribution of HVSs can be illustrated by an all-sky plot
in Galactic coordinates, using the equal-area Mollweide projection.
We consider only stars with heliocentric distance 50 < d < 120 kpc,
since the distance of the LMC is 50.1± 2.5 kpc (van der Marel, 2015)
and this range covers the clustering of HVSs near the constellations
of Leo and Sextans reported by Brown et al. (2009), however the kine-
matics in the distance bin 0 < d < 50 kpc are broadly similar. Figure
4.2 suggests that the expected distribution of LMC HVSs on the sky
is a dipole, which contrasts with the monopole shown by HVSs from
the GC. Note that for the HVGC model the first few contours aren’t
shown, because there are HVSs from the GC in our population across
the entire sky.
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We emphasise that the density contours are not normalised to the
ejection rate from either MBH. Brown (2015) justifies an ejection rate
of 10−4 yr−1 for the MW MBH, but the ejection rate from a MBH
at the centre of the LMC will depend significantly on the internal
dynamics and star formation rate of the LMC as well as the mass
of the MBH. We speculate that the large contribution of the orbital
velocity makes an observable signal of LMC HVSs plausible.
In the discovery paper of HVS11, Brown et al. (2009) commented
that that star was within 3.9◦ of the Sextans dwarf galaxy while the
typical angular separation of HVSs from Local Group dwarf galaxies
is 10◦− 20◦. Brown et al. (2009) ruled out an association with Sextans
based on the 260 km s−1 relative velocity of HVS11 towards Sextans,
however the initial instinct that coincidence on the sky is a require-
ment for association is challenged by Figure 4.2. The LMC HVSs are
distributed across a wide region of the sky.
Figure 4.1 highlights an intriguing extension of the distribution that
leads the LMC and is coincident with the clump observed by Brown
et al. (2009). This is the only area of the sky which is both densely pop-
ulated in our LMC HVSs models and well-covered by HVS surveys,
since almost all of these surveys have covered solely the northern
hemisphere, partially due to the footprint of SDSS. The one HVS plot-
ted in Figure 4.1 that lies in the southern celestial hemisphere is HE
0437-5439 (HVS3) which was discovered by Edelmann et al. (2005),
who noted that the flight time was longer than the main sequence
lifetime for the star and hence either it is a blue straggler and was
ejected as a binary from the GC or has its origin in the LMC. The
possible LMC origin of this star is revisited in Sec. 5.2.
As mentioned in Sec. 1.3.5 of the Introduction, there are other pos-
sible explanations of the anisotropy, including selection effects, con-
tamination by runaway companions to supernovae, tidal debris from
disruption of a dwarf galaxy, temporary intermediate mass black hole
companions to the central MBH of the MW, and interactions between
two stellar discs near the central MBH which imprint their geome-
try on the ejected HVSs. An LMC origin is attractive compared to
the other possibilities because the anisotropy is an unavoidable con-
sequence of the LMC’s orbit, i.e. the model requires no fine-tuning.
4.1.2.2 All sky velocity plots
In Figure 4.3 we show contours of the mean heliocentric radial veloc-
ity in each bin, where the standard deviation in each plot is a couple
100 km s−1. The remaining two velocity dimensions are summarised
in Figure 4.4, where we plot contours of the mean proper motion in
each bin in both equatorial and Galactic coordinates with a typical
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Figure 4.3: Mean heliocentric radial velocity for stars at distance 50 < d <
120 kpc.
standard deviation of 0.5 mas yr−1. For the HVLMC-A model the
contours demonstrate the imprint of the orbital velocity of the LMC
in the kinematics of the HVSs, while for the HVGC stars the domi-
nant effect is the solar rotation.
Considering Figures 4.3 and 4.4, we see that at the locations on
the sky of the currently observed B-type HVSs the velocity distri-
butions of HVSs in the HVGC and HVLMC-A models are coinci-
dent. Each model has a standard deviation of 0.5 mas yr−1 and
the current proper motions for these stars have a typical error of
0.5 mas yr−1 (Brown et al., 2015), therefore it will not be possible
to test our hypothesis using the current sample of HVSs. This situ-
ation should be resolved by Gaia , which will give proper motions
for HVSs in regions on the sky where the two models differ by up
to 0.7 mas yr−1. To illustrate this point, the first and third quartile
ranges of the magnitude of the proper motions for stars at a dis-
tance 50 < d < 75 kpc are 0.53 < µ < 0.82 mas yr−1 in the HVGC
model and 1.28 < µ < 1.88 mas yr−1 in the HVLMC-A model. Com-
paring these ranges to end-of-mission proper motion errors for Gaia
7 of around 450 µas yr−1 for B1V stars with apparent magnitude
V = 20 mag, corresponding to stars at about 100 kpc, it may be possi-
ble for Gaia to distinguish between the two populations.
4.1.2.3 Spherical harmonics
One method of quantifying the relative spatial distributions of HVSs
from the centre of the Galaxy and the LMC is to consider the power in
each mode of the spherical harmonic power spectrum of the density.
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Figure 4.4: Mean equatorial proper motions (µα,µδ) and Galactic proper motions (µl,µb) for stars at
distance 50 < d < 120 kpc.
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where θ and ϕ are the colatidudinal and longitudinal coordinates, we










Using the orthonormality property of our chosen definition of the







dθ sin θ f(θ,ϕ)Ym∗` (θ,ϕ). (4.17)
For our purposes, the function f is a sum of delta functions on the




δ(b− bi, l− li). (4.18)
Noting that b = π2 − θ, l = ϕ, this sum of delta functions transforms
















and are plotted for our populations of HVSs in Figure 4.5.
Almost all of the power for the HVGC stars in this distance range
is in the monopole, which we expect as the highest velocity stars are
ejected along essentially straight lines from the GC, and at d > 50 kpc
the difference between the the observer being located at the sun or
the GC is minimal. The HVLMC-A model has a peak in power in
the dipole/quadrupole, with a long tail that is caused by the fast
stars ejected ahead of the LMC and slow stars lagging behind. The
distinguishing features between the two models are
1. a strong monopole in the HVGC model versus a strong dipole/
quadrupole in the HVLMC-A model,
2. a large amount of power at high ` in the HVLMC-A model.
The HVLMC-B model has a large section of the sky where there are
no HVSs, thus is not well-approximated by a dipole. The power is
then spread across a large number of modes since no one mode is
a good approximation. Our proposed spherical harmonic analysis
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50 < d < 120 kpc, HVGC
50 < d < 120 kpc, HVLMC− A
50 < d < 120 kpc, HVLMC− B
Figure 4.5: Spherical harmonics for the distance bin 50 < d < 120 kpc. The
power spectrum S(`) has been normalised by the total power for
each model to give S̃(`), since we are primarily interested in the
relative power in each mode between models.
is capable of distinguishing between hypervelocity populations in a
quantitative way, and may become a vital tool when larger and more
complete hypervelocity populations are discovered.
4.1.3 Summary
I have established that hypervelocity stars (HVSs) created in the Large
Magellanic Cloud (LMC) should be found across most of the sky,
breaking our intuition that coincidence on the sky is a necessary re-
quirement for association with a Local Group dwarf galaxy. The LMC,
and perhaps other satellites of the MW, may well have imprinted dis-
tinctive signatures on the distribution of HVSs right across the sky.
HVSs with an LMC origin could provide a natural solution to the clus-
tering of HVSs in the direction of Leo and Sextans found by Brown
et al. (2009). Uniquely, this area of the sky is densely populated by
LMC origin models and is well-covered by current HVS surveys. If
the HVSs are from the LMC, then the clump in Leo and Sextans is
only the tip of a stream that stretches across much of the Southern
hemisphere. The implication of an LMC origin for the known hyper-
velocity stars is that there must be hundreds or thousands more HVSs
in the Southern skies. The recently released Gaia DR2 will allow for
a direct test of this prediction and work to conduct that test is under-
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way. If I fail to find a significant number of HVSs near the LMC, then
the model will be falsified. A possible reason for failure is that the
LMC does not host a significant black hole. However, my choice of
the Hills mechanism as the production route was solely due to its
proposed dominance in the MW (Brown, 2015).
The geometry and the dynamics of the ejections can be translated
to the other production routes which will be active in the disc of the
LMC, such as runaway companions of supernovae and three-body
dynamical interactions. The orbital velocity of the LMC can provide
321± 24 km s−1 (Kallivayalil et al., 2013), and thus stars from these
two mechanisms could be ejected with sufficient speed to be HVSs.
I investigate the possibility of runaway companions of supernovae
escaping the LMC in the following section.
4.2 runaway stars from the lmc
Based on work originally published in Boubert, Erkal, et al. (2017). 8
The Large Magellanic Cloud (LMC) is star-forming (0.2 M yr−1,
Harris and Zaritsky, 2009) and so must contain massive binary stars;
if there are massive binary stars, then the binary supernova runaway
scenario described by Blaauw (1961) must be occurring. In this Sec-
tion, I explore the consequences of the production of runaway stars in
the LMC. As described in the introduction to this Chapter, it is plau-
sible that runaway stars from the LMC could contribute a meaningful
proportion of the Galactic HVSs. To avoid the confusion of referring
to stars which escape the LMC as HVSs with respect to the LMC, I
will use the terms LMC remainers/escapers to refer to stars which
are bound/unbound to the LMC.
In Section 4.1.1, I describe the method I used to generate runaways
and then follow their stellar evolution and orbit in an LMC-MW po-
tential. There are many observables associated with runaway stars
which escape the LMC and I discuss these in Section 4.2.2. My conclu-
sion is that runaway stars escaping the LMC must contribute to the
Milky Way hypervelocity star population, but that the stellar types
8 I lead this project and was responsible for a majority of the implementation and
analysis. N. Wyn Evans heavily influenced the direction of the work and was pri-
marily responsible for the section investigating microlensing. Rob Izzard consulted
on the use of his binary poulation synthesis code binary_c and made innumerable
edits to the text. After I had generated initial conditions for the runaway stars, De-
nis Erkal was responsible for integrating their orbits in a MW-LMC potential. Denis
Erkal acknowledged that research leading to these results received funding from
the European Research Council under the European Union’s Seventh Framework
Programme (FP/2007- 2013)/ERC Grant Agreement no. 308024. Robert G. Izzard
thanked the STFC for funding his Rutherford fellowship under grant ST/L003910/1
and Churchill College, Cambridge for his fellowship.
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and distribution of these hypervelocity runaways are dependent on
the assumed binary evolution model.
4.2.1 LMC runaway ejection model
There are several ingredients required for a model of the ejection of
runaway stars from the LMC. Assuming a metallicity and star for-
mation history for the LMC, we evolve a synthetic population of sin-
gle and binary stars and identify the runaway stars. The runaways
are then initialised in the LMC disc and their subsequent orbits in-
tegrated through an evolving N-body potential of the LMC and the
Galaxy. The outcomes of the stellar evolution of these runaway stars
and their kinematics are then transformed into observable properties.
4.2.1.1 Star Formation History of the LMC
Our method requires knowledge of the time dependent star-formation
rate (SFR) and metallicity of the LMC. Harris and Zaritsky, 2009
found that the star formation rate of the LMC over the past 5 Gyr
has been constant at 0.2 M yr−1 within a factor of two. However,
this period of constancy was preceded by a quiescent epoch between
5 and 12 Gyr ago. We thus assume a constant star formation rate over
the entire 1.97 Gyr we simulate.
Piatti and Geisler, 2013 investigated the age-metallicity relation for













with C = −0.55± 0.02 dex, ∂[Fe/H]/∂t = −0.047± 0.003 dex Gyr−1
and ∂[Fe/H]/∂a = −0.007± 0.006 dex degree−1, where a is the de-
projected angular distance from the centre of the LMC. The depen-
dency on the angular distance is argued by Piatti and Geisler, 2013
to be negligible, because under the assumption of an LMC distance
of 50 kpc it corresponds to a gradient of −0.01 ± 0.01 dex kpc−1.
Thus, we assume a constant metallicity throughout the LMC star-
forming regions. Over the 1.97 Gyr of our simulations even the tem-
poral gradient is mostly negligible, producing a change in [Fe/H] of
−0.093± 0.006 dex, therefore we form stars at a constant metallicity
of Z = 0.008.
Most stars form in clusters (Lada & Lada, 2003), but this does not
mean that star formation in the LMC is clumpy. The currently most
prominent star-forming region in the LMC is 30 Doradus, also known
as the Tarantula Nebula. De Marchi et al. (2011) found the star forma-
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tion rate to be of the order 200 M Myr−1 over at least the last 30 Myr
for objects in the mass range 0.5− 4.0 M. This is consistent with the
more recent work of Cignoni et al. (2015) who, as part of the Hubble
Tarantula Treasury Project, found that the star formation rate (SFR)
in 30 Doradus has exceeded the average LMC SFR for the last 20 Myr.
While 30 Doradus is one of the most active star formation regions in
the Local Group, comparing its rate 200 M Myr−1 to the rate for
the entire LMC 0.2 M yr−1 reveals that 30 Doradus makes up only
0.2% of the recent star formation activity of the LMC. We are thus
well justified in forming stars directly proportional to the density of
the assumed LMC disc potential and neglecting any inhomogeneities
due to star forming clusters. We note that if this assumption does
break down, it would reveal itself as a skewed density distribution of
the ejected stars on the sky. This is because the location from which
runaway stars are ejected is encoded in the velocity of those runaways
through the contribution of the LMC disc rotation at the location of
ejection.
4.2.1.2 Binary Evolution
A standard prescription for the distribution of runaway star ejection
velocities vej is an exponential law in the form exp(−vej/vs), where
vs ≈ 150 km s−1 is a characteristic velocity which sets the width of
the distribution (used by Bromley, Kenyon, Brown, and Geller 2009
and Kenyon et al. 2014 who matched to binary star simulations of
Portegies Zwart 2000). However, this velocity distribution is simplis-
tic because the highest ejection velocities require close binaries. Close
binaries interact, making the ejection velocities of runaways a sensi-
tive function of the binary initial conditions. Given that the magni-
tude and colour of stars can be thought of broadly as a proxy for
their mass and that one of the most important parameters in binary
interaction is the ratio of masses q, the colour and ejection velocity of
a runaway star must be interdependent.
We form stars in bursts every 1 Myr. This is driven by a compu-
tational consideration to allow for a simple implementation of star
formation in which we sample single and binary stars from analytic
distributions until we have formed the required mass of stars. A SFR
of 0.2 M yr−1 means we are thus forming starburts with a total
mass of 2 × 105 M. Only a small fraction of this mass is used to
form runaways. Our model population consists of both single stars
and binaries, but no higher-order multiples are considered. To gener-
ate the population, we sample in the primary mass and, for binaries,
in the mass ratio and initial period. We sample systems one-by-one
until we have formed the required total mass of stars in a timestep.
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M−0.31 , if 0.01 < M1/M < 0.08,
M−1.31 , if 0.08 < M1/M < 0.5,
M−2.31 , if 0.5 < M1/M < 80.0,
0, otherwise.
(4.22)
We calculate the binary fraction as a function of primary mass. Are-
nou, 2010 provides an analytic empirical fit to the observed binary
fraction of various stellar masses,
Fbin(M1) = 0.8388 tanh(0.079+ 0.688M1). (4.23)
We validate this formula by comparing to the data of Raghavan et al.
(2010), who provide the binary fraction as a function of spectral type.
The binary fraction has only been well studied in the Milky Way and
it is possible that the lower metallicity stars in the LMC could ex-
hibit a different dependency on the primary mass. Our results turn
out not to be overly dependent on the exact form assumed for the
dependency of the binary fraction on the primary mass. This is be-
cause in our grid of evolved binary systems most runaways come
from high-mass systems in which the binary fraction is close to unity
in all prescriptions. We assume a flat mass-ratio distribution for each
system over the range 0.1 M/M1 < q < 1. The period distribution
is taken from Duquennoy and Mayor (1991) and is a normal distribu-
tion in log10(P/days) with a mean of 4.8 and a standard deviation of
2.3, truncated to lie between -2.0 and 12.0. The observed period dis-
tribution of OB-type stars is closer to being log-uniform (Öpik, 1924;
Sana et al., 2012), however the error incurred by this choice is sub-
dominant to the uncertainty in the outcome of the common-envelope
phase.
We model the properties of stars ejected from binary systems in
which one component goes supernova using the binary_c population-
synthesis framework 9, described in more detail in Appendix A.2.
The initial conditions of the binaries sampled are compared to a bi-
nary grid and we identify all runaways which are formed by this pop-
9 We use version 2.0pre22, SVN 4585.
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ulation. We pre-compute this binary grid of 8,000,000 binaries with
primary mass M1, mass ratio q and period P having the ranges,
8.0 6M1/M 6 80.0,
0.1 M/M1 6 q 6 1, (4.24)
−2.0 6 log10(P/days) 6 12.0.
The distribution of runaway ejection velocity vej and B− V colour
at the time of ejection from the progenitor binary is shown in Fig. 4.6.
The distribution can be divided into two regions. The slower run-
aways with vej < 30 km s−1 are the classical runaways in which
the progenitor binary does not interact prior to the supernova. Con-
versely, runaways with vej > 30 km s−1 are those whose progenitor
binary did interact. When the primary evolves to the giant branch, it
overflows its Roche-lobe onto the companion, provided the compan-
ion is sufficiently close (De Marco & Izzard, 2017). Mass transfer from
a higher mass star to a lower mass star shrinks the binary orbit and
increases the rate of mass transfer. This process is self-reinforcing and
leads to common envelope evolution and further shrinkage of the bi-
nary. If the common envelope is dissipated before the stars merge,
the binary is left in a close orbit. When the primary does go super-
nova shortly afterwards the natal kick on the remnant may be suffi-
cient to unbind this close binary. In this case the rapid orbital velocity
of the companion prior to the explosion results in a fast runaway.
The impulse of the supernova ejecta impacting on the companion can
contribute to the ejection velocity, but for almost all the runaways
considered this was a negligible effect. The structure in this plot sim-
ply reflects the different channels that this behaviour can follow, to-
gether with the dependency on the mass and evolutionary state of
the companion. The sideways chevron with vej = 400–800 km s−1
and B − V ∼ 0 corresponds to cases in which the companion is so
massive initially that the binary is close to being equal-mass. When
a more massive star transfers mass to a lower-mass companion, the
orbit shrinks. The converse is that when a less massive star transfers
mass to a higher mass companion, the orbit grows. Thus, sustained
mass transfer causes the companion to first approach and then retreat
from the primary. The fastest runways are those in which the stars are
closest prior to the common-envelope phase and thus the tip of the
chevron represents systems in which the binary is equal-mass prior
to the common-envelope.
The binary origin of the runaway stars which escape the LMC in-
fluences their subsequent evolution because prior to ejection more
than 90% experience mass transfer from the primary. The transferred
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Figure 4.6: Probability density distribution in velocity-colour space at the
time of ejection from the progenitor binary of the runaways pro-
duced by our binary evolution grid assuming LMC metallicity
Z = 0.008 and common-envelope ejection efficiency αCE = 1.0.
mass can be up to several M in extreme cases. Thus the runaways
in our simulation would appear as blue stragglers in comparison to
their progenitor population, i.e. would be bluer than a single star of
equivalent age and initial mass.
A finite but non-negligible time elapses between the formation of
a binary and the ejection of a runaway (Zapartas, de Mink, Izzard,
et al., 2017), typically between 1–50 Myr. We bin the emission time
of our runaways to the nearest 10 Myr because that is the frequency
of snapshots in the N-body simulation. Once we have the time of
ejection, we evolve each system which produces a runaway to the
present day to ascertain the current observable properties. We record
the stellar type, the mass, the Johnson-Cousins UBVRIJHK magni-
tudes, the Sloan Digital Sky Survey ugriz magnitudes and the Gaia
G, GBP, GRP and GRVS magnitudes. Because most of our binaries are
B-type stars evolved on Gyr timescales, more than than 70% of our
runaways cease nuclear burning before the present day. If there is a
supernova, we record the time that it occurred so we can later extract
its location from the N-body model. We sample from a Maxwellian
distribution of kick velocities for the neutron star and black hole rem-
nants of Type II supernova progenitors (discussed in more detail in
Section 4.2.2.5) and run a second N-body integration to compute the
final location of these compact remnants.
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Figure 4.7: Left: All-sky present day distribution of runaways produced by
our model of the LMC. The blue circle corresponds to the as-
sumed tidal radius of the LMC of 20 kpc. The red crosses are the
observed population of B-type HVSs. Right: Zoom-in at higher
resolution to illustrate the structure of our LMC disc. An anima-
tion of the evolution of this plot through each snapshot of our
simulation is available at https://youtu.be/eE-1JXBP1J8.
4.2.1.3 N-body MW/LMC Model
To model the runaways produced by the LMC, we use an N-body
simulation of the LMC and the Milky Way galaxies. The LMC is
modelled with two components (disc and dark matter halo) while
the Galaxy is modelled with three components (disc, bulge and dark
matter halo). The initial conditions are chosen such that the relative
position of the Galaxy to the LMC matches their present day value
within 2σ (see Sec. 4 of Mackey et al., 2016 for more details on the
simulations). Our simulations are evolved with the N-body part of
gadget-3. This is similar to gadget-2 (Springel, 2005) but modified
in two critical ways. First, we track the location of the centre of mass
of the LMC by using a shrinking sphere algorithm on the inner 10 kpc
at each timestep. As a consistency check, the potential minimum of
LMC particles is computed every 49 Myr and we find no significant
jumps in the LMC position. Second, the code is modified to release
massless tracer particles with a given offset in position and velocity
from the LMC. These are used to model the runaways. Before inject-
ing any tracers, the simulation is evolved for 1.97 Gyr to the present
and we record the LMC disc rotation curve, radial density profile, ver-
tical density profile, orientation, position and velocity as a function
of time. Fits to these properties, along with the extra velocity compo-
nents of runaways (described below), are used to generate the initial
conditions for the final simulation in which, as the LMC evolves in
time, tracer particles are released representing the runaways.
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The velocity vector of stars ejected from the LMC has three major
components: the orbital velocity of the LMC, the rotation of the LMC
disc and the ejection velocity of the runaway. The velocity is domi-
nated in most cases by the 321 km s−1 orbital velocity of the LMC
(Kallivayalil et al., 2013). We initialise our runaways by sampling
in cylindrical coordinates (R, z,φ) with a weighting factor ρ(R, z,φ)
which accounts for the density of the LMC disc at each location. From
the N-body simulation, we find distributions of the tangential, radial
and vertical velocities of the stars in the LMC disc at each point in
the disc and at various times spaced at 10 Myr. We sample in these
to determine the location and velocity of the progenitor binary at the
moment of the supernova. We then add the ejection velocity by mul-
tiplying the ejection speed with a randomly-oriented unit vector. The
position and velocity are then converted into the rest frame of the
Galaxy.
Runaways are initialised in the simulation as massless particles ev-
ery 10 Myr as described in Section 4.2.1.2 and their orbits integrated
to the present day. It is important to note that we sample in a large
number of parameters and the number of generated runaways is rela-
tively small. Thus, the extreme outliers of our population are subject
to small-number statistical uncertainties.
4.2.1.4 Observables
We calculate heliocentric observables for each of our runaways by
assuming that the Sun is at R = 8.5 kpc and the Milky Way’s disc
rotation speed vdisc = 240 km s−1 with a solar peculiar velocity of
(U,V,W) = (11.1, 12.24, 7.25) km s−1 (Schönrich et al., 2010). We
define those stars whose present location is 20 kpc from the LMC to
have escaped the LMC. This is similar to the observed 22.3± 5.2 kpc
tidal radius of the LMC (van der Marel & Kallivayalil, 2014). A subset
of the LMC escapers will also be hypervelocity with respect to the
Milky Way. We define stars which are Galactic HVSs to be those with
a Galactic rest frame velocity greater than
vesc(x) = (624.9− 9.41543x+ 0.134835346x2 − 1.292640× 10−3x3
+ 6.5435315× 10−6x4 − 1.3312833× 10−8x5) km s−1
(4.25)
where x = r/1 kpc and r is the spherical Galactocentric radius. We
take this escape velocity curve from Brown et al., 2014 who calcu-
lated it for a three-component potential which approximates suffi-
ciently well our live Milky Way Galaxy. We then take the magnitudes
from Section 4.2.1.2, redden them using the Schlegel et al., 1998 dust
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map and correct them to heliocentric apparent magnitudes. We use
the present day Cartesian coordinates of the stars to calculate the
heliocentric kinematic observables of each star including equatorial
coordinates, distance, line-of-sight velocity and proper motions.
4.2.2 Properties of LMC Runaways
The natural consequence of binary evolution in the LMC is a popu-
lation of runaway stars with extreme properties. In our simulation,
tens of thousands of stars escape the LMC with thousands surviving
as main-sequence stars at the present day. Their spatial properties
and kinematics are discussed in Section 4.2.2.1. If the LMC is as mas-
sive as recent work suggests (e.g. Jethwa et al., 2016; Kallivayalil et
al., 2013; Peñarrubia, Gómez, Besla, Erkal, & Ma, 2015) and as is as-
sumed in our orbital integration, then the LMC is only marginally
bound to the Galaxy and is on its first pericentre passage. A signifi-
cant fraction of the stars which are LMC escapers are also unbound
from the Galaxy, and so are HVSs. We discuss this possibility and
compare to the known population of HVSs in Section 4.2.2.2. Exist-
ing observations of a number of populations of stars in the outskirts
of the LMC lend indirect evidence to our hypothesis, as outlined in
Section 4.2.2.3. The prospects for detecting an escaping LMC runaway
population are discussed in Section 4.2.2.4. Lastly, a substantial frac-
tion of our runaway stars go supernova resulting in a host of more
exotic observables which we consider in Section 4.2.2.5. These include
Type II supernovae far out in the LMC halo, pulsars tens of kilopar-
secs from the nearest site of recent star formation and microlensing
by compact remnants.
4.2.2.1 Spatial Distribution and Kinematics
The most notable feature is the extreme anisotropy of the LMC run-
away distribution on the sky, which is aligned along the orbit of the
LMC (Fig. 4.7). The stars we see at a particular point on the sky are
a combination of stars which were ejected slowly a long time ago
and stars which were ejected rapidly but more recently. The orbit of
the LMC varies in heliocentric distance and so a magnitude-limited
survey will miss both low-mass recent ejections and high-mass, high-
velocity runaways that have travelled far enough to be beyond the
detection limit. We find a range of stellar types for both LMC es-
capees and Milky Way HVSs (Table 4.1). At the present day, most
of our runaways are remnants which reflects the skew in the run-
away mass distribution introduced by the preference for high mass
primaries to host high mass companions. The lower HVS fraction of
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white dwarfs is because these are the remnants of the more massive
of our runaways and higher mass stars are, to first order, ejected at
lower velocities. This can be shown by considering the simple case of
a circular binary where, if the mass of the primary and the separa-
tion are held constant, the orbital velocity of the secondary v2 only
exhibits a dependency on the total mass of the system M through
v2 ∝M−1/2. Increasing the mass of the secondary thus decreases its
orbital velocity, which in most cases is the dominant contributor to the
ejection velocity. The lack of helium white dwarfs is to be expected.
Helium white dwarfs can only be formed if the ignition of helium
can be avoided, and therefore they can only be produced from the
evolution of low-mass stars over a Hubble time or if a more massive
star has its hydrogen envelope stripped by a companion (e.g. Althaus
& Benvenuto, 1997). Because we specifically consider the scenario in
which the companion escapes after the explosion of the primary, the
companion does not have a chance to evolve to the giant branch and
then experience mass transfer. Conversely, if the companion remains
bound to the primary post-SN, it could then experience mass-loss as
it evolves. Observed counterparts of this channel are the well known
pulsar – helium white dwarf binaries (e.g. Backer, 1998). The observed
single, low-mass, helium white dwarfs are instead thought to be the
remnants of giant-branch donor stars whose envelope was stripped
when their companion exploded as a SN Ia (Justham et al., 2009).
The orbit of the LMC is close to being polar and thus the Galactic
latitude of an LMC runaway star approximately determines its kine-
matics. In Fig. 4.8, we plot the kinematics of the predicted LMC run-
away population against Galactic latitude. We also plot the known
HVSs and several observed populations of OB-type stars near the
LMC which are discussed further in Sections 4.2.2.2 and 4.2.2.3, re-
spectively.
A convenient benefit of simulating runaway stars from a galaxy is
that it enables the calculation of the escape velocity curve, which at
each distance from the centre of a galaxy gives the minimum speed
required for a star at that location to be unbound. We take the initial
velocities and radii in the frame of the LMC for those stars which we
know subsequently escape to beyond 20 kpc from the LMC. Because
these occur sufficiently frequently at all radii within the LMC, we
estimate the escape velocity by finding the curve that bounds these
stars from below in the rinit − vinit plane. This is complicated by the
presence of stars which escape the LMC through the Lagrange points,
so in practice we bin the stars radially and find the first percentile in
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Type LMC remainers LMC escapers MW HVSs
LM-MS 86577 1227 77.1%
MS 245486 7485 65.2%
HG 1112 31 64.5%
GB 1753 79 76.0%
CHeB 23533 487 66.7%
EAGB 678 12 83.3%
TPAGB 320 8 75.0%
HeMS 15 0 —
HeHG 2 0 —
HeGB 0 0 —
HeWD 0 0 —
COWD 510338 5233 57.0%
ONeWD 202206 436 43.3%
NS 146323 398527 82.9%
BH 162646 445562 83.0%
Total 1380989 858997 82.6%
Table 4.1: Summary of stellar types at the present day by number of stars
which either remain bound to or escape the Large Magellanic
Cloud, and the fraction of the latter which are hypervelocity stars
with respect to the Milky Way. Key: LM-MS - Low Mass Main
Sequence, MS - Main Sequence, HG - Hertzprung Gap, GB - Gi-
ant Branch, CHeB - Core Helium Burning, EAGB - Early Asymp-
totic Giant Branch, TPAGB - Thermally Pulsating Asymptotic Giant
Branch, HeMS - naked Helium Main Sequence, HeHG - naked Helium
Hertzsprung Gap, HeGB - naked Helium Giant Branch, HeWD - He-
lium White Dwarf, COWD - Carbon-Oxygen White Dwarf, ONeWD -
Oxygen-Neon White Dwarf, NS - Neutron Star, BH - Black Hole.
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Figure 4.8: Predictions of the kinematics of our LMC runaway model plotted as logarithmically-
spaced contours of the number of stars in each bin. The bins are defined by a 100× 100
grid over the range of each plot. Also shown are observations of OB-stars near the LMC
in the literature: the known B-type hypervelocity stars, stars which may have formed from
the gas in the leading arm (Zhang et al., 2017), candidate runaways in the LMC (Lennon,
van der Marel, Lerate, O’Mullane, & Sahlmann, 2016) and young stars in the outskirts
of the LMC (Moni Bidin et al., 2017). The distances for the stars from Zhang et al. (2017)
and Moni Bidin et al. (2017) are calculated from distance moduli, proper motions were only
available for the Lennon, van der Marel, Lerate, O’Mullane, and Sahlmann (2016) stars and
a subset of the hypervelocity stars, and the Lennon, van der Marel, Lerate, O’Mullane, and
Sahlmann (2016) stars only have distances by association with the LMC. The grey dashed
line marks the celestial equator and SDSS photometry only covers the region above this
line.
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velocity in each bin after removing outliers with vesc 6 90 km s−1.
We fit a fifth order polynomial through these values and obtain,
vesc(x) = (252.1− 26.74734x+ 2.44534040x2 − 0.164199176x3
+ 6.24490163× 10−3x4 − 9.04817931× 10−5x5) km s−1,
(4.26)
where x = r/1 kpc and r is the spherical radius from the LMC centre,
which we plot in Fig. 4.9. Note that because we have a lower initial
density of stars at large radii, the escape velocity curve is less accurate
at these distances and we would not advocate using it outside 15 kpc.
Eqn. 4.26 is the escape velocity curve of the LMC in isolation. The
LMC has been truncated by the Milky Way at the tidal radius by the
present day and thus the escape velocity currently is lower than over
the previous 1.97 Gyr.
























Figure 4.9: The escape velocity curve of our modelled LMC potential (see
Section 4.2.2.1). The contours illustrate the distribution of our
LMC escapers, the red line is our estimated escape velocity
curve and the blue point is the mass constraint for the LMC
M(8.7 kpc) = (1.7± 0.7)× 1010 M (van der Marel & Kallivay-
alil, 2014) converted to escape velocity with vesc =
√
2GM/r,
where G is the gravitational constant and r is the spherical ra-
dius.
4.2.2.2 Hypervelocity Stars (HVSs)
An LMC origin had previously been explored for the one HVS in the
southern hemisphere, HE 0437-5439, which was discovered by Edel-
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mann et al., 2005. The flight time is longer than the main-sequence
lifetime of the star and hence either it is a blue straggler, and was
ejected as a binary from the Galactic Centre, or it has its origin in the
LMC. The mechanism that ejected HE 0437-5439 from the LMC has
been suggested to be either interactions with a black hole more mas-
sive than 103 M(Gualandris & Portegies Zwart, 2007) or dynamical
ejection from a cluster (Przybilla et al., 2008).
In this Section, we consider the population of HVSs produced by
the binary supernova runaway mechanism operating in the LMC,
which Table 4.1 demonstrates is substantial. However, we find that
our model LMC runaway HVSs which make it into the footprint of
SDSS are inconsistent with the observed HVSs, being in the mass
range 1.6 M < M < 3.0 M rather than the M > 3.0 M of the B-
type HVSs. The reason for this is clear from Fig. 4.6. Those stars that
make it into the footprint of SDSS have vej & 200 km s−1 and there is
a distinctly low probability density of runaways at these speeds with
B− V < 0. There are three possibilities that either dismiss or resolve
this discrepancy:
1. The observed B-type HVSs do originate in the Milky Way galaxy
from one of the processes discussed above and the anisotropy
indicates a symmetry-breaking in these processes. One exam-
ple would be if the binary stars which interact with Sgr A∗ are
scattered from a disc in the Galactic nucleus rather than coming
from a spherically-symmetric population.
2. The observed B-type HVSs originate in the LMC, but are ejected
by a process which has a higher typical ejection velocity than
runaways – either the Hills mechanism or dynamical ejection
from a cluster.
3. Our prescription for the common-envelope evolution of binary
stars is inaccurate. We follow Hurley, Tout, and Pols (2002) and
set αCE = 1.0, where αCE is the efficiency with which the or-
bital energy of the binary can be used to remove the common
envelope, but this parameter is not well-constrained observa-
tionally. If we instead set αCE = 0.1, we find a high-velocity
distribution where the HVSs would be predominantly of A and
B type. There is additional uncertainty in the fraction λCE of
the binding energy of the envelope which is required to eject
the envelope. We use a fit to tabulated numerical results which
is implemented in binary_c (Dewi & Tauris, 2000; Tauris &
Dewi, 2001). However, the tabulated λCE were calculated at so-
lar metallicity. The parameters αCE and λCE appear together in
the α-prescription and so it is the combination αCEλCE which
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sets the post-common-envelope separation. An error in either
parameter could explain the possible discrepancy between the
observed HVSs and our LMC runaway model.
We can evaluate whether the observed HVSs originate in the LMC,
whilst being agnostic about the mechanism, by considering the run-
away stars in our model to be tracer particles of the kinematic distri-
bution of stars ejected from the LMC. When discussing the known
HVSs we specifically refer to the candidates discovered by the HVS
surveys (Brown et al., 2009, 2012, 2014; Brown et al., 2005, 2006a,
2006b; Brown et al., 2007a, 2007b) in addition to HE 0437-5439 (Edel-
mann et al., 2005) and US 708 (Hirsch et al., 2005), with recent up-
dated proper motions from the Hubble Space Telescope (Brown et
al., 2015). Fig. 4.8 demonstrates that the 6D kinematics of the known
HVSs are consistent with the expectations for an LMC origin. The
agreement in proper motions and distance is not surprising. The
known HVSs were found in observation campaigns (Brown et al.,
2009; Brown et al., 2006a, 2006b) that selected for distant B-type stars
in the footprint of SDSS, and thus most have δ > 0◦ and are at
distances 50 < d < 120 kpc. At these distances, the proper motion
projects to nearly zero independent of whether the star originates in
the Galaxy or LMC. It is surprising, however, that an LMC origin can
reproduce the clustering in the b–l and b–vr plots, neither of which
can be explained by a spherically-symmetric ejection from the Galac-
tic Centre by the Hills mechanism. In Fig. 4.8 (a), we include a dashed
line equivalent to δ = 0◦ which corresponds to the lower edge of the
region of the sky which has been thoroughly searched for HVSs. The
current searches for HVSs using SDSS are in the wrong part of the
sky for the majority of an LMC escaping distribution. The other pop-
ulations of OB stars shown in Fig. 4.8 are from comparatively shallow
surveys down to magnitudes around V = 16 mag, while the known
HVSs have SDSS magnitudes in the range 17.5 < g0 < 21.0. If the ob-
served HVS population does originate in the LMC, then the final Gaia
catalogue, complete down to G ≈ 20.7 mag, could contain hundreds
or even thousands of stars which have escaped the LMC, the majority
of which would be HVSs.
4.2.2.3 Observations of Outer LMC Populations
Zhang et al., 2017 reported high-resolution spectra of eight previously
claimed candidates (Casetti-Dinescu et al., 2014; Casetti-Dinescu, Vieira,
Girard, & van Altena, 2012) for OB-type stars which have formed
from the gas in the Leading Arm of the Magellanic System. They
found that for five of these stars their chemistry was consistent with
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an LMC origin and that their kinematics appeared to rule out mem-
bership of the Milky Way disc. Zhang et al., 2017 concluded that these
stars therefore must have formed from the gas in the leading arm.
One property of these stars is however quite puzzling: none display
a clear signal of radial velocity variation from a binary companion.
Zhang et al., 2017 factor in the detection efficiency of their observa-
tions and calculate that the probability of their null detection is 14%
(8.7%) if the underlying binary fraction is 50% (60%). While this is
not statistically significant evidence for an unusually low binary frac-
tion, the null detection of companions is entirely consistent with our
prediction of B-type runaway stars from the LMC. Casetti-Dinescu
et al. (2014) rejected a Galactic runaway origin for these five B-type
stars arguing that their radial velocity dispersion of 33 km s−1 is too
low compared to the ∼ 130km s−1 (Bromley et al., 2009) expected
for Milky Way runaways, and that an ejection mechanism would
need to be “directionally coherent, which is highly unlikely". How-
ever, Casetti-Dinescu et al. (2014) do not consider a runaway origin
from the LMC which naturally explains the low velocity dispersion.
There is one O6V star, labelled by Zhang et al. (2017) as CD14-A08,
which Casetti-Dinescu et al. (2014) do consider as originating in the
LMC, but they argue it must have formed in-situ from the gas of the
Leading Arm since its lifetime is too short (1–2 Myr) for it to have
travelled from the LMC at any less than about 104 km s−1. However,
Zhang et al. (2017) argue that CD14-A08 is more likely to be a helium-
deficient sdO star with logNHe/NH = −1.69±0.24. Martin, Jeffery, N.,
and Woolf (2017) discuss the likely production mechanism of subd-
warf stars as a function of their helium abundance. Helium-deficient
subdwarfs are thought to be produced by close interactions in a bi-
nary and have ages between 0.2 and 10 Gyr, allowing CD14-A08 to
have originated anywhere in the MW or the LMC. Martin et al. (2017)
mention the possibility that intermediate-helium sdO/sdB stars are
the polluted, runaway companions of SN Ia progenitors, which has
previously been used to explain the helium-rich HVS US708 (Geier
et al., 2013; Justham et al., 2009). This suggests an intriguing alter-
native origin for CD14-A08 as a runaway from a Type Ia SNe in the
LMC, which may be required if more precise data constrain the he-
lium abundance to be in the range 5% < nHe < 80% considered by
Martin et al. (2017) to be intermediate-helium. In Fig. 4.8, we show
the kinematics of the Zhang et al. (2017) sample against the LMC run-
away predictions. These stars are consistent with an LMC runaway
origin. Their position near the edge of the LMC runaway distribu-
tion in radial velocity and distance is a natural consequence of the
shallowness of the survey, which only probes the nearest edge of the
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distribution in regions where we would predict relatively low radial
velocities.
Lennon et al., 2016 combined the precise proper motions of the Ty-
cho-Gaia Astrometric Solution (TGAS) with prior radial velocity sur-
veys to search for runaway stars amongst the 31 brightest stars in the
LMC. They found that only two of these 31 candidates are outliers in
velocity, while the remaining stars are consistent with a rotating disc.
In fact, the majority of our runaways would be classed as walkaways,
with 65% of runaways having ejection velocities less than 10 km s−1,
and hence indistinguishable from the disc population. There is also
the statistical argument that most massive stars are in binaries, so
most of these stars are either runaways or have a companion. Of
the two outliers, Sk-67 2 is suggested as a candidate hypervelocity
star based on a peculiar velocity of 359 km s−1 and R 71 could be
the evolved product of a slow runaway binary. Note that R 71 is a
Luminous Blue Variable (LBV). It was hypothesised by Smith and
Tombleson, 2015 that the higher spatial dispersion of LBVs versus
O-type and Wolf-Rayet stars in the LMC indicates either that LBVs
are merged stars or they are runaway stars that were rejuvenated by
mass transfer before being ejected. This contradicts the standard view
of LBVs as a necessary transition state of massive stars between core
hydrogen burning and the Wolf-Rayet phase. We seek analogues of
the runaway candidates of Lennon et al., 2016 in our simulation, as-
suming they lie at a distance of 50.1± 3.0kpc, and find that most are
consistent with a runaway origin (Fig. 4.8). We are hindered because
we compare the brightest stars between observations and our model
LMC runaway population. Small number statistics dominate and it is
difficult to quantify whether any particular star is inconsistent with
our model. The hypervelocity candidate Sk-67 2 is the clear outlier
from the other candidates of Lennon et al. (2016) in Fig. 4.8 (d) where
we plot b–µb. It is possible that the Hills mechanism or dynamical
ejection is required to explain this star. The other outlier in Fig. 4.8
(c) is Sk-71 42 which Lennon et al. (2016) note as having a large astro-
metric_excess_noise parameter in TGAS and stated that further data
would be necessary before they could speculate on the nature of the
star.
It is interesting to note the similarities between Sk-67 2 and a pre-
vious discovery by Evans and Massey (2015) of a 12–15 M run-
away red supergiant J004330.06+405258.4 at a projected distance of
4.6 kpc from the plane of M31’s disc. Evans and Massey (2015) men-
tion that J004330.06+405258.4 may be a high-mass analogue of the
MW HVSs since it is likely unbound from M31. Both stars are super-
giants and both are discrepant with their host galaxies’ kinematics
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by ∼ 300 km s−1. Evans and Massey (2015) mention four previous
discoveries of yellow and red supergiants in the LMC, SMC and M33
which have peculiar velocities around 150 km s−1. These massive
runaways are difficult to reproduce in our current model, however a
modification of the common-envelope prescription to produce more
early-type stars would likely resolve this problem (Sec. 4.2.2.2). These
stars are some of the brightest stars visible in the Local Group and
so are obvious candidates for spectroscopic follow-up when they are
found far from central star formation regions. It is possible that these
stars are only the first tracers of a high-velocity runaway population
which exists throughout the Local Group.
Moni Bidin et al. (2017) searched for star formation on the periph-Subsequent work by
Casetti-Dinescu et al. (2018)
confirmed my prediction by
showing with Gaia DR2 proper
motions that two of the six stars
are runaways from the centre.
ery of the LMC disc between 6◦ and 30◦ from the centre. They found
six recently formed stars well away from the central star formation
in the LMC, with V < 16, separation 7◦–13◦ and ages between 10
and 50 Myr. They argued that if their tangential velocity is only as
discrepant from the LMC disc tangential velocity as their radial ve-
locity component, these stars cannot have travelled to their current
location within their lifetimes. However, in our simulation, analogues
of these stars do exist with similar ages because the assumption of
equally discrepant velocity components does not hold. The existence
of a ring-like structure is a natural consequence of sampling a small
number of stars from a population which rapidly decreases in num-
ber with radius and is truncated at 6◦ from the LMC.
4.2.2.4 Prospects with Gaia
The Gaia satellite is predicted to be complete down to G ≈ 20.7, hence
will be the first survey covering the Southern hemisphere which is
sensitive to the population of runaway stars which may have escaped
the LMC. We compare the predicted observable properties of the
LMC runaways to the expected ±1σ end-of-mission radial velocity
and proper motions errors for Gaia in Fig. 4.10. The proper motion
errors are the predicted sky-average errors for an unreddened G2V
star10. The radial velocity errors are calculated for an unreddened
G0V star using a standard performance model11 which is valid down
to GRVS ∼ 16, where we used the colour-colour relations calculated
by Jordi et al. (2010) to convert G to Johnson V and GRVS. The mean
mass of the LMC escapers is 1.35 M which justifies the choice of
G0V/G2V to illustrate the errors, however there are a range of LMC
escaper masses. More (less) massive stars will have larger (smaller)
errors. The radial velocities measured by Gaia are unlikely to have
10 https://www.cosmos.esa.int/web/gaia/sp-table1
11 https://www.cosmos.esa.int/web/gaia/science-performance
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the necessary precision to detect the population of escaping LMC
runaways (Fig. 4.10 (a)), with the possible exception of the bright
G = 15–16 and fast vr ≈ 500 km s−1 stars. Figures 4.10 (b) and (c)
show that the µas astrometric precision of Gaia should result in the
detection of high velocity runaways purely by their proper motion.
The uncertainties on the parallax measurements by Gaia rule out the
possibility of a significant detection of parallax in LMC runaway stars.
Distances would need to be obtained photometrically to validate any
candidates. The LMC escapers will also be distinct from the LMC in
their position on the sky and thus we conclude that Gaia will observe
such a population if it exists. A change in the common envelope pre-
scription to produce more early-type stars (Sec. 4.2.2.2) would not
change this conclusion because the small increase in the astrometric
uncertainties at fixed G is more than cancelled by the shift of the
distribution to brighter G magnitudes.
4.2.2.5 Exotica: Runaway Supernovae, Pulsars and Microlensing
Runaway Supernovae and Pulsars
In our model, a substantial fraction of runaways (51.0%) have expe-
rienced a core-collapse supernova before the present day, at a rate
of 5.9× 10−4 yr−1, leaving behind a compact neutron star or black
hole remnant. The compact remnants experience a kick which we pre-
scribe to be Maxwellian-distributed with a dispersion of 190 km s−1
(Hansen & Phinney, 1997). However, the fact that pulsars exist in glob-
ular clusters suggests that a fraction of neutron stars could receive
almost no kick at birth (Podsiadlowski, Pfahl, & Rappaport, 2005).
Several authors have found that a bimodal Gaussian is required to
describe the observed pulsar velocity distribution (Cordes & Cher-
noff, 1998; Fryer, Burrows, & Benz, 1998), but these studies differ on
the required properties of such a distribution. Given that the runaway
velocity distribution is itself uncertain, we feel justified in preferring
the simplicity of a unimodal distribution in this study. The SN kick,
in most cases, dominates the velocity of the remnant. The majority
of these remnants subsequently escape the LMC and most of those
are unbound from the Galaxy (Fig. 4.11). Despite the high kick dis-
persion, the distribution on the sky preserves the signal of their LMC
origin and thus, if they are observable, their origin is unambiguous.
There are few accessible observables associated with single, compact
remnants at tens of kiloparsecs. However, for the first few tens of
millions of years, neutron stars manifest themselves as pulsars.
The Australia Telescope National Facility Pulsar Catalogue (Manch-
ester, Hobbs, Teoh, & Hobbs, 2005, available at http://www.atnf.csiro.
au/research/pulsar/psrcat) reveals there are 29 pulsars currently as-
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Figure 4.10: Predicted properties of LMC runaways which would be observed by Gaia plotted as
logarithmically-spaced contours of the number of stars in each bin (see Fig. 4.8 for the
colourbar). The kinematics are heliocentric and G is the unreddened apparent magnitude.
The grey dashed line indicates the G ≈ 20.7 completeness limit for Gaia and the red error
bars represent the ±1σ predicted end-of-mission radial velocity and proper motion errors as
a function of G (described in detail in Sec. 4.2.2.4).
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Figure 4.11: All sky distribution of remnants produced by runaway super-
novae in our models (Sec. 4.2.2.5). The white solid line indicates
the 20 kpc tidal radius of the LMC and the white dashed line is
the orbit of the LMC over the last 1.97 Gyr in the frame where
the Sun is fixed at (x,y, z) = (−R, 0, 0).
sociated with the LMC or SMC. We cannot accurately estimate the dis-
tance to these pulsars except through their plausible association with
the Magellanic Clouds. For pulsars too far away for parallax measure-
ments, the primary distance estimate is found by relating the disper-
sion measure to the integrated electron column density along the line
of sight. This method is only reliable out to distances of ∼ 20 kpc.
For example, the most recent electron density maps made by Yao,
Manchester, and Wang, 2017 return a maximum distance of 25 kpc to
any pulsar with an anomalously high dispersion measure. There are
75 pulsars in our simulation closer than this upper limit. However,
the completeness of the existing pulsar surveys is patchy at these dis-
tances, and all but one of the pulsars estimated to lie beyond 20 kpc
are in the direction of the well-studied Galactic bulge. The wide field
of view and high sensitivity of the Square Kilometre Array will en-
able the discovery of 20,000 new pulsars (Smits et al., 2009). This is
an order of magnitude increase in sample size and will provide a test
of our model. The possibility that hundreds of thousands of neutron
stars have been ejected from the LMC and are now populating the
local IGM was mentioned by Ridley and Lorimer, 2010 in the context
of single star evolution.
Microlensing
Photometric microlensing towards the LMC by an intervening popu-
lation of dark objects was thought to be a straightforward test of the
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existence of massive compact halo objects (MACHOs), which may
comprise some of the dark matter (Paczynski, 1986). When the ex-
periment was carried out, 40% of the microlensing optical depth was
indeed unexplained by Galactic populations, such as the thick disc
and halo. However, this signal is too small to be caused by MACHOs
if they comprise the entirety of the Milky Way’s dark matter halo. Sev-
eral authors attempt to explain this excess with stellar populations at
various points along the line of sight to the LMC (Evans & Kerins,
2000; Zhao, 1998), though the viability of this explanation has also
been disputed (Gould, 1997, 1999). Besla et al. (2013) modelled the
interaction of the LMC with the SMC and found that the microlens-
ing might be explained by clumpy tidal debris from the SMC being
microlensed by the LMC disc. Here, we consider whether our sub-
stantial population of neutron stars and black holes contributes to
the microlensing optical depth to the LMC. We use the formula of
Gould, 1999 for the required surface mass density Σ to contribute













where dol, dls and dos are the respective observer-lens, lens-source
and observer-source distances. We find that our remnants contribute
0.0035% to the observed microlensing optical depth. In our calcula-
tions, we only include those remnants in front of the LMC and within
three degrees of the sightline between the observer and the centre of
the LMC.
Less familiar than photometric microlensing is the accompanying
astrometric effect, in which the light centroid of the source is deflected
by the presence of the foreground lens. Belokurov and Evans (2002)
calculated the all-sky photometric and astrometric microlensing op-
tical depths detectable by Gaia and found that the astrometric opti-
cal depth was two orders of magnitude larger than the photometric
optical depth. We calculate the astrometric optical depth τa for our
neutron star and black hole population using Equation 14 from Be-

















where G is the gravitational constant, c is the speed of light, 〈M−1/2〉
is the mean of the inverse square-root of the masses of the compact
remnants, Tlife = 5 yr is the estimated lifetime of Gaia , σa = 390 µas
is the predicted mean position accuracy of Gaia for sources with G =
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18 mag, v ∼ 140 km s−1 is a characteristic velocity of the lens relative
to the LMC disc and ρ(x) is the mass density at a fraction x along
the line-of-sight to the source. We find τa = 1.0 × 10−10 which is
15 times greater than the corresponding photometric microlensing
optical depth. However, this optical depth is likely still too small to
give observable consequences.
4.2.3 Summary
In this Section, we have presented a novel source of hypervelocity
stars (HVSs) in the Milky Way (MW) halo. In our model, HVSs orig-
inate as runaway stars from the Large Magellanic Cloud (LMC). The
known HVSs possess the kinematics expected of stars which have
been ejected from the LMC, and thus an LMC origin for some of
these stars must be considered a realistic possibility.
There are a number of current observations that support our sce-
nario, albeit indirectly. This includes: (i) a sample of the 31 brightest
stars in the LMC which are consistent with runaway expectations ex-
cept perhaps from one anomalously fast supergiant (Lennon et al.,
2016), (ii) young stars in the periphery of the LMC far from star for-
mation regions (Moni Bidin et al., 2017) and (iii) B-type stars in the
gaseous leading arm of the LMC with LMC kinematics and chem-
istry whose anomalous single nature is in line with a runaway origin
(Zhang et al., 2017).
The HVSs found in the Sloan Digital Sky Survey footprint are B-
type stars with masses exceeding 3 M. In our model, the LMC
runaways that end up as hypervelocity in the Sloan footprint have
somewhat smaller masses, typically between 1.6 M < M < 3.0 M.
However, there is a strong dependency of the mass and colour of the
produced HVSs on the common-envelope prescription, with lower
common-envelope ejection efficiencies broadly associated with higher
mass hypervelocity stars. So, this discrepancy could be resolved by
modest changes to the uncertain prescription of common envelope
evolution. Alternatively, the observed HVS population may have con-
tributions from multiple processes only one of which is the fast mov-
ing LMC runaway stars.
Our model leads to predictions of the spatial and kinematic signa-
tures of HVSs seen by Gaia and the hypervelocity pulsars observed
by the Square Kilometre Array. We predict that both will be prefer-
entially found along the past and future orbit of the LMC. The fi-
nal Gaia catalogue aims to be complete down to G ≈ 20.7 subject to
crowding in dense fields. This should detect a large number of hy-
pervelocity runaways from the LMC. We would expect about 200 of
128 hypervelocity stars and the large magellanic cloud
these stars at distances 30 < d < 120 kpc and with proper motions
around 1 mas. This corresponds to a (heliocentric) tangential velocity
of around 500 km s−1 at the location of the LMC. However, we do
not expect either parallax or radial velocities for these stars from Gaia
, so identification of their nature will rely on photometric distances
and spectroscopy.
In investigating the runaway processes in the LMC, we have linked
a binary stellar evolution code with an N-body model of the inter-
action between the Galaxy and the LMC, which enabled us to make
powerful predictions. A problem which required bringing together
stellar evolution and stellar dynamics has implications for both. LMC
runaway stars can provide important constraints on both common-
envelope dispersal and the escape velocity of the Milky Way.
Runaway stars are a natural consequence of binary evolution in a
star-forming galaxy, and hence they will certainly exist in the LMC.
The exceptionally fast runaways, which become HVSs with respect
to the Milky Way, are sensitive to the prescription of binary evolu-
tion. Changing the binary evolution only seems to modify the prop-
erties of those HVSs and not their number or distribution on the sky.
Our argument therefore does not rely on the precise details of bi-
nary evolution. Furthermore, there are observed counterparts to our
evolutionary channel. A pulsar – helium white dwarf binary is left be-
hind if the system is not unbound during the supernova, but is close
enough after the end of common-envelope evolution that the com-
panion is stripped before igniting helium. The extreme velocity of the
runaways originates in the orbital velocity of such close binaries. We
conclude that hypervelocity runaway stars from the LMC, as a con-
sequence of star-formation, are unavoidable. They must contribute
to the Galactic HVS population. The only argument is whether this
process is dominant or subordinate.
4.3 conclusion
I have presented two channels for the production of hypervelocity
stars in the LMC: ejection by a massive black hole or by the supernova
of a companion star. An origin in the LMC would naturally explain
why hypervelocity stars are predominantly found near the constella-
tions of Leo and Sextans. Either of these channels can replicate the
distances, radial velocities and proper motions of the observed hyper-
velocity stars, however both have caveats. Firstly, there may not be a
massive black hole in the LMC. Secondly, our simulation of runaway
stars from the LMC was not able to exactly match the stellar masses
4.3 conclusion 129
of the hypervelocity stars, however it is possible that this is only due
to gaps in our understanding of common envelope evolution.
There is emerging evidence that my hypothesis may be correct.
Erkal et al. (2018) has proven that HVS3 (HE 0437-5439), an 8 M star,




Sec. 5.2 for further discussion). Further, we proposed in Sec. 4.2.2.2
that some of the six young stars on the outskirts of LMC discussed
by Moni Bidin et al. (2017) were runaways, and with Gaia DR2 proper
motions Casetti-Dinescu et al. (2018) showed that 2 of these stars are
indeed runaway stars. Lennon et al. (2018) confirmed that the mas-
sive star VFTS 16, a 100 M star, is an 80± 11 km s−1 runaway from
the central cluster of the Tarantula Nebula. Each of these results has
used data from Gaia DR2, which underlines the importance of that
dataset for the study of fast stars.
An additional observable not mentioned in the previous two sec-
tions is that the smaller kick required to produce a hypervelocity star
from the LMC rather than the MW makes it more likely that the
ejected star could retain a stellar or planetary companion. The HVS
candidate SDSS J121150.27+143716.2 was shown to be a binary by
Németh et al. (2016), who concluded that the usual production routes
for HVSs cannot achieve a Galactic rest-frame velocity of 571.3 km s−1
without disrupting the binary and thus the binary is either an extreme
halo object or was accreted from the debris of a destroyed satellite
galaxy. While the kinematics of this candidate are inconsistent with
the LMC, I speculate that the addition of the orbital velocity of a Local
Group dwarf galaxy with the ejection velocity due to a standard HVS
production route could explain this HVS binary. Confirmed hyperve-
locity stars should have their radial velocities monitored to investigate
whether they do have companions.
If the hypervelocity stars in the Northern hemisphere originate
in the LMC, then there must be a stream containing hundreds or
thousands of hypervelocity stars in the Southern hemisphere. That
stream would encode the LMC’s potential and past orbit and, through
the density of stars along its length, the star-formation history. The
stream should be distorted by the interaction with the SMC and this
would reveal the LMC-SMC interaction history. Even better, there
may be a counterpart stream of stars being ejected from the SMC.
By studying the velocities, ages, masses, rotation rates and chemistry
of the stars in the stream, it should be possible to infer the mechanism
which ejected each star. These stars will then be powerful probes of
the processes that kicked them from the LMC, and will enable as-
tronomers to both directly study the products of extreme end-stage
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binary evolution and to test the existence of an LMC central black
hole.
While Sec. 4.1 shows that the hypervelocity stars in the Galactic
halo are consistent with an LMC origin, Sec. 4.2 demonstrates that
we should expect several thousand hypervelocity stars from the LMC
to exist. There is no longer any doubt that the LMC is producing
hypervelocity stars; the only question is whether the MW or the LMC
is the dominant source.
5
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Gaia is a revolutionary mission for Galactic dynamics, but is partic-
ularly game-changing in the study of hypervelocity stars. First, Gaia
will provide the first deep, multi-band photometric survey of the en-
tire sky, enabling the key strategy of the HVS Survey (e.g. spectro-
scopic follow-up of photometrically selected faint, blue stars, Brown
et al., 2006a) to be applied in the Southern hemisphere. Second, Gaia
will measure precise proper motions of the hypervelocity stars in the
halo and thus allow a more constrained determination of their ori-
gin. Third, Gaia will likely decimate the hundreds of candidate late-
type hypervelocity stars in the literature by measuring more accurate
distances and proper motions. Fourth, Gaia will measure precise dis-
tances, proper motions and radial velocities for tens of millions of
stars that have never had these measurements, and thus Gaia should
directly discover new hypervelocity stars (e.g. Marchetti et al., 2018
predicts that Gaia DR2 will reveal a few tens of hypervelocity stars).
Fifth, Gaia will transform our understanding of the Milky Way’s struc-
ture and result in a more precise escape speed curve, thus may raise
or lower the bar for consideration as a hypervelocity star.
In the remainder of this Chapter, I present a smörgåsbord of early
hypervelocity star results with Gaia DR2. In Sec. 5.1, I revisit the 532
hypervelocity candidates in the literature and demonstrate that all
but one of the late-type candidates are bound to the Galaxy. In Sec.
5.2, I summarise an investigation into the origin of the late-B hyper-
velocity stars using Gaia DR2 proper motions whose primary result
was that HV3 originates in the LMC. In Sec. 5.3, I detail my contribu-
tion to the discovery of three hypervelocity white dwarfs in Gaia DR2,
which we interpreted as runaway companions of Type Ia supernovae.
5.1 revisiting the hypervelocity stars
Based on work originally published in Boubert et al. (2018). 1
1 I conceived and lead this project, and was principally responsible for the data acqui-
sition and analysis of results. James Guillochon and N. Wyn Evans wrote substantial
fractions of the text this Section is based on, and James was also heavily involved in
the creation of the Open Fast Stars Catalog which has a separate declaration in the
Appendix. Warren R. Brown, Saurabh W. Jha, Ken J. Shen, and Angus Williams gave
valuable input in the development of the work. Keith Hawkins thanked the Simons
Society of Fellows and the Flatiron Institute Center for Computational Astrophysics.
Idan Ginsburg was supported in part by Harvard University funds and the Institute
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On the release day of Gaia DR2, 25 April 2018, there were 524 candi-
date hypervelocity stars in the literature. We knew this because James
Guillochon and I had constructed the Open Fast Stars Catalog (OFSC),
an on-line database containing the astrometry, photometry and spec-
troscopy of every proposed hypervelocity star. The OFSC is described
in Appendix A.4. Many types of stars were included in the catalogue,
from the late-B dwarfs in the halo to nearby M giants, in addition to
two white dwarfs and several subdwarfs. However, a significant frac-
tion of these candidates were quite speculative. As discussed in Sec.
1.3.5, many of the nearby hypervelocity stars rely on a large tangen-
tial velocity derived from a photometric distance combined with the
proper motion. There is a history of tangential velocity hypervelocity
candidates being refuted, for instance the 20 G and K candidates of
Palladino et al. (2014) were later disproved with the corrected proper
motions derived by Ziegerer et al. (2015). In contrast, the hyperveloc-
ity classification of the late B-type hypervelocity stars in the halo was
secure, because i) the radial velocity was sufficient to make the star
unbound even without adding on the proper motion and ii) a B-type
star could only reach the outer halo if it were a hypervelocity star.
If a late-type hypervelocity star near the Sun were to be identified,
then it would be transformative for our understanding of the hyper-
velocity stars’ origin. The two different populations of hypervelocity
stars would probe different kinematic regimes and could potentially
be used to distinguish between the formation scenarios. The ques-
tion of whether there are any late-type hypervelocity stars lies at the
centre of the hypervelocity star mystery.
The objective of this Section is to provide a comprehensive update
on the status of the hypervelocity candidates in the literature after
Gaia DR2. I specifically focus on the nearby, late-type candidates be-
cause these are the stars whose status is most likely to change with
improved astrometry. In Section 5.1.1, I briefly cover the history of
searches for late-type hypervelocity stars. Section 5.1.2 provides an
overview of the landscape of hypervelocity star candidates and looks
in detail at the one confirmed late-type hypervelocity star.
5.1.1 History of searches for late-type hypervelocity stars
Prior to Gaia DR2, a number of late-type hypervelocity candidates
had been claimed in the literature. We define late-type as stars whose
spectral type is F, G, K or M, including both dwarf and giant stars.
Many of these identifications were based on cross-matches between
for Theory and Computation. Jay Strader acknowledged support from the Packard
Foundation.
5.1 revisiting the hypervelocity stars 133
spectroscopic surveys such as SEGUE (The SDSS-II SEGUE Collab-
oration et al., 2009) and LAMOST (Cui et al., 2012) together with
the SDSS-USNO proper motion catalogues (Munn et al., 2008; Munn
et al., 2004). With the addition of photometric parallaxes, this gives
the full space motion of the candidate. This motion is compared to
a Galactic escape speed curve to determine whether the star is un-
bound. The radial velocity is usually secure, but photometric paral-
laxes typically have errors of 15 per cent. Even the most carefully
constructed ground-based proper motion catalogues tend to have
some erroneous measurements, especially in the high proper motion
regime.
As an example, Li et al. (2012) searched through Sloan Digital Sky
Survey (SDSS) Data Release 7 and identified 13 F-type hypervelocity
star candidates. They used SEGUE spectroscopy and proper motions
from the SDSS-USNO (Munn et al., 2004) and argued from orbit in-
tegrations that 9 candidates emanated from the Galactic Centre or
disc, whilst the remaining 4 had a more exotic origin, such as tidal
disruption of dwarf galaxies (Abadi, Navarro, & Steinmetz, 2009). Pal-
ladino et al. (2014) also carried out a search in the SEGUE G and K
dwarfs sample, again based on proper motions from SDSS+USNO-B
(Munn et al., 2004). The fate of these candidates illustrates the pitfalls
of such work. Many of the candidates were contested either because
they are high-velocity halo stars and therefore bound or because the
ground-based proper motions are inflated (Ziegerer et al., 2015).
The LAMOST survey also proved to be a happy hunting ground
for late-type hypervelocity star candidates. Li et al. (2015) claimed 19
low mass F, G and K type hypervelocity star candidates from over
one million stars found in the first data release of the LAMOST regu-
lar survey. They combined LAMOST spectroscopy with SDSS-USNO-
B (Munn et al., 2004) proper motions. Their final cleaned candidate
list used only stars with reliable proper motions, high quality spectra
and trustworthy astrophysical parameters. The candidates had prob-
abilities of being unbound, as judged from Monte Carlo simulations
of orbit integrations, in excess of 50 per cent. However, there were 8
high quality candidates with a probability in excess of 80 per cent.
We are not the first to realise the potential of Gaia as a purger of
late-type hypervelocity candidates. Marchetti et al. (2017) trained a
neural network to identify hypervelocity star candidates in Gaia DR1
and noticed that one of their candidates HD 5223 had previously been
suggested by Pereira et al. (2012). The Gaia parallax indicated that it
was much closer than previously thought. Given the history of the
subject, Gaia Data Release 2 proper motions might well be expected
to winnow the late-type hypervelocity candidates.
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Figure 5.2: Probability Pbound that each high-velocity candidate is bound to
the Milky Way before (x-axis) and after (y-axis) the inclusion of
DR2. The shapes of the markers is as in Fig. 5.1.
5.1.2 Results
The Open Fast Stars Catalog (presented in detail in Appendix A.4)
automatically queries Gaia DR2 and calculates the posterior probabil-
ity that each star is bound Pbound (the method is described in detail
in the Appendix). Of the 524 candidate hypervelocity stars in our cat-
alogue, 514 have Gaia photometry and 501 have Gaia astrometry in
DR2. This compares with only 472 having photometry and 18 hav-
ing astrometry in Gaia DR1. Almost all hypervelocity candidates now
have precise proper motions and parallaxes, which transforms the
landscape of hypervelocity star research. Before Gaia DR2, there were
71 candidates with Pbound < 0.5 and 132 candidates with Pbound > 0.5.
After Gaia DR2, these numbers dramatically changed with 41 candi-
dates with Pbound < 0.5 and 464 candidates with Pbound > 0.5. The
increase in the numbers of classified stars is because Gaia provides
parallaxes for the 321 candidates proposed by Vickers, Smith, and
Grebel (2015), who had calculated photometric distances but not pub- Vickers et al. (2015) have now
kindly provided distances for
their candidates and these are
published in the OFSC.
lished them. We note that 428 hypervelocity candidates have a prob-
ability greater than 99% of being bound to Milky Way and thus are
ruled out. A caveat is that 5 stars are missing a radial velocity or
proper motion in our catalogue and thus the Pbound is only an up-
per limit. It is possible that as the Open Fast Stars Catalog becomes
more complete some of these candidates could be resurrected. A fur-
1 https://faststars.space/sky-locations/
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Table 5.1: The hypervelocity candidates with Pbound < 0.5 subdivided by
original discovery survey or paper. The Hypervelocity Star Sur-
vey (Brown, Geller, & Kenyon, 2014; Brown, Geller, Kenyon, &
Kurtz, 2005; Brown, Geller, Kenyon, Kurtz, & Bromley, 2007b) has
remarkably discovered 32 of these 41 stars, while the LAMOST
HVS Survey (Huang et al., 2017; Zheng et al., 2014) contributes a
further 3.
Survey # Names
Hypervelocity Star Survey 32 HVS1,4-10,12-24 and others
Hirsch, Heber, O’Toole, and Bresolin (2005) 1 US 708 (a.k.a. HVS2)
Edelmann, Napiwotzki, Heber, Christlieb, and Reimers (2005) 1 HE 0437-5439 (a.k.a. HVS3)
Heber, Edelmann, Napiwotzki, Altmann, and Scholz (2008) 1 HD 271791
Tillich et al. (2009) 1 SDSS J013655.91+242546.0
LAMOST HVS Survey 3 LAMOST-HVS1-3
Li et al. (2015) 1 Li10 (F9 dwarf)
Vennes et al. (2017) 1 GD 492 (white dwarf)
ther caveat is that in the following analysis we do not consider the
red giant J004330.06+405258.4, which is thought to be a hypervelocity
star of M31 and is at a distance of 760 kpc (Evans & Massey, 2015).
J004330.06+405258.4 is shown in Figs. 1.3 and 5.4 for completeness.
We also do not consider Li2, the second candidate of Li et al. (2015),
because there are two radial velocity measurements in the literature
which disagree: LAMOST reports −60± 10 km s−1 whilst SDSS re-
ports −160.8± 3.4 km s−1. The simplest explanation is that this star
is an unresolved binary and thus the reported radial velocities are not
representative of the true systemic velocity.
In Figure 5.1, we show the bound probability versus the difference
between the Galactocentric rest-frame velocity and the escape velocity
as a function of the spectral type. The overarching trend is for late-
type FGKM stars to be assessed as more bound after DR2, while early-
type OBA stars become less bound. This trend is made obvious in Fig.
5.2 where we directly compare Pbound computed before and after Gaia
DR2; almost all the late-type stars are conclusively bound with DR2,
whilst a large number of OBA stars have an increased probability of
being unbound (they move to the lower right of this figure).
In Tab. 5.1, we list all candidates which have Pbound < 0.5. This list
of candidates comprises 38 B/A dwarfs, one subdwarf O star, one
F9 dwarf and one white dwarf, and we will consider each of these
categories in turn.
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5.1.2.1 The early-type B/A candidates
Over the past 13 years the Hypervelocity Star Survey (Brown et al.,
2014; Brown et al., 2005; Brown et al., 2007b) has discovered many
tens of faint, blue stars in the halo of the Milky Way. These stars
were classified as hypervelocity stars based solely on their large ra-
dial velocities and thus could not be ruled out by Gaia astrometry;
by measuring their proper motions Gaia was only increasing their
Galactocentric rest-frame velocity. This argument extends to most of
the early-type stars shown in Fig. 5.1, except for close stars such as
HD 271791 at 21± 4 kpc (Heber, Edelmann, Napiwotzki, Altmann,
& Scholz, 2008) who had previously measured proper motions, and
thus explains their trend to being more likely unbound.
As the majority of the remaining hypervelocity candidates are early-
type, the distance distribution (see Fig. 5.3) of hypervelocity stars is
now dominated by objects in the distance range 10− 110 kpc, with
a modal distance of around 70 kpc. The mean hypervelocity candi-
date with Pbound < 0.5 is now more distant than the LMC (49.97±
1.126 kpc, Pietrzyński et al., 2013). A further consequence is that the
sky distribution is no longer homogeneous within the Northern equa-
torial hemisphere (see Fig. 5.4). The clump near the centre of the plot
is the well-known clustering of early-type hypervelocity stars near
the Leo constellation (e.g. Brown et al., 2009). The star located beside
the LMC is HVS3: an 8 M star thought to have been ejected from the
LMC (Edelmann et al., 2005; Erkal et al., 2018; Gualandris & Portegies
Zwart, 2007).
We note that the distance distribution shown in Fig. 5.3 is biased
by the way that the early-type hypervelocity stars were discovered.
The Hypervelocity Star Survey (Brown et al., 2014; Brown et al., 2005;
Brown et al., 2007b) selected for blue, faint objects at high latitudes,
because a B type star would require a large velocity to reach the halo
within its lifetime. Thus by construction our sample of hypervelocity
stars is biased towards stars at great distances. The existence or non-
existence of early-type hypervelocity stars closer to the Galaxy will
allow us to tell whether the hypervelocity stars have a Galactic or
extragalactic origin.
5.1.2.2 Type Ia supernova donors and survivors
Both US 708 (Hirsch et al., 2005) and GD 492 (Vennes et al., 2017) are
thought to be associated with Supernova Ia, as discussed in the In-
troduction (Sec. 1.3.5). Both are confirmed to be hypervelocity stars.
Note that the other white dwarf hypervelocity candidate SDSSJ124043.01+671034.68
(Kepler, Koester, & Ourique, 2016) is confirmed with Gaia DR2 to be
bound to the Galaxy.
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Figure 5.3: The heliocentric distance distribution of hypervelocity candi-
dates with Pbound < 0.5 (see Tab. 5.1).
We note that we were beaten to the punch on GD 492 by Raddi
et al. (2018), who used Gaia DR2 astrometry to constrain that the
progenitor binary must have been short period (30 − 60 min) with
a 0.8 − 1.32 M companion. Raddi et al. (2018) note that Gaia DR2
astrometry confirms GD 492 as the closest hypervelocity star to the
Sun (dhel = 632± 14 pc).
5.1.2.3 The remaining late-type hypervelocity candidate
Li10 was one of 19 candidates proposed by Li et al. (2015) based
on LAMOST spectroscopy and proper motions from SDSS+USNO-
B, and was found to have a 50% probability of being bound in the
Xue et al. (2008) potential. Li10 was not directly discussed in Li et
al. (2015) and does not appear to have been discussed elsewhere in
the literature. As shown in Fig. 5.5, the trajectory of this star back in
time shows it passing within a few kiloparsecs of the Galactic centre.
However, the pericentric radius is well constrained to be 3.3± 0.2 kpc
and thus the Hills mechanism is ruled out as a possible explanation.
One possibility is that the star is a runaway star that was either dy-
namically ejected from a star cluster or kicked by the supernova of
a much more massive companion. Tauris (2015) found that kicks of
up to 1280 km s−1 were possible in the supernova scenario for G/K
dwarfs, which is much greater than the Galactocentric rest-frame ve-
locity 643± 93 km s−1 of Li10. However, such velocities are expected
to be extremely rare.
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Figure 5.4: Same as Figure 1.3, but for hypervelocity candidates with
Pbound < 0.5 (see Tab. 5.1).
Li10 is consistent with having passed through the disc roughly
15 Myr ago, however we note that this is only a small fraction of
the main sequence lifetime of an F9 star and thus we cannot use this
time as an estimator of the flight time. The possibility of hyperveloc-
ity stars arriving in the Milky Way from M31 (Sherwin et al., 2008)
or the LMC (Boubert & Evans, 2016; Boubert, Erkal, et al., 2017) has
been suggested in the literature. However, the orbit of this star is not
aligned with either of these galaxies (see Fig. 5.5). If the star were to
turn out to be bound after later Gaia data releases, then the natural
interpretation is that this star is a fast-moving denizen of the halo. An
alternative possibility is that Li10 has a binary companion and thus
that the radial velocity from LAMOST DR1 has a large contribution
from the binary orbital motion. There is no source in Gaia DR2 within
45 arcsec of Li10 and thus any companion would need to be either a
low-mass dwarf or a compact object (likely a white dwarf or neutron
star).
To test the close binary hypothesis we obtained a spectrum of LAM-
OST J115209.12+120258.0 with the Goodman Spectrograph (Clemens,
Crain, & Anderson, 2004) on the SOAR telescope on UT 2018 Apr
29. We used a 0.95 arcsec slit and a 1200 l mm−1 grating, giving
a spectral resolution of about 1.7Å. A single 1800-sec exposure was
obtained. The spectrum was reduced and optimally extracted in the
usual manner. We determined the barycentric radial velocity of the
star through cross-correlation with a template of similar spectral type
taken with the same set-up, finding a value of vr = 234± 5 km s−1
which we use throughout this work. The LAMOST DR1 velocity of
this star is listed as 206 ± 15 km s−1, which is marginally consis-
tent with the new measurement. To check this, we downloaded the
LAMOST spectrum and re-derived the radial velocity through cross-
correlation. In the region of the Mgb line we reproduce the published
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velocity; if instead we use the Ca triplet region, the LAMOST velocity
is 223± 5 km s−1, (random uncertainty only), which is closer to the
SOAR/Goodman value. We conclude there is no significant evidence
for a radial velocity shift between these two spectra and hence no ev-
idence that this star is in a close binary. Thus, Li10 appears to be the
only known late-type hypervelocity star.
Figure 5.5: Past (dashed components of each curve) and future (solid com-
ponents of each curve) realizations of the trajectory of the candi-
date high-velocity late-type star LAMOST J115209.12+120258.0.
The size of the Milky Way’s thin disc, assumed to be 32 kpc in
diameter and 0.6 kpc in height, is shown by the dashed grey con-
tours. Arrows pointing in the directions of M31 and the LMC
are labelled. Orbits were calculated in the MWPotential2014 po-
tential using the Python Galactic dynamics framework Galpy
(Bovy, 2015). The rotation direction of the Milky Way disc is indi-
cated by the long arrow and the short arrows indicate time steps
of 10 Myr along the orbit.
5.1.3 Summary
In this Section, I have combined the historical data on high-velocity
stars with data from Gaia ’s second data release. There is a single can-
didate late-type high-velocity object (LAMOST J115209.12+120258.0)
that has a reasonably high probability of being unbound from the
Milky Way and thus hypervelocity. However, the overwhelming ma-
jority of the historical late-type high-velocity candidates are almost
certainly bound to the Milky Way. This is a clear demonstration of
the superiority of space-based astrometry from Gaia over the earlier
ground-based proper motion catalogues. It is anticipated that further
Gaia DR2 studies will reveal many late-type high-velocity candidates,
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which will be added to the Open Fast Stars Catalog when they are
announced.
5.2 a hypervelocity star from the lmc
Based on work originally published in Erkal et al. (2018). 2
The lack of proper motions for the late B-type hypervelocity stars
in the halo had long been a barrier to deducing their origin. The
only proper motions of these stars prior to Gaia came from Brown
et al. (2015), who used multiple epochs of Hubble Space Telescope
(HST) measurements to derive proper motions for 16 hypervelocity
and hypervelocity candidate stars. Brown et al. (2015) then attempted
to infer the origin of these stars by integrating their orbits back to
the Galactic plane, however the HST proper motions were not suf-
ficiently constraining; the proper motion of HVS1 was measured to
be (µα∗,µδ) = (+0.08 ± 0.26,−0.12 ± 0.22) and this resulted in the
1σ contour of the Galactic plane intersection enclosing an area of
2 × 103 kpc2. Gaia should obtain proper motions for all extant hy-
pervelocity stars that are more precise than those from HST by the
end of the mission, however DR2 is already competitive. In Erkal et
al. (2018) we took the proper motion from HST or Gaia, whichever
had the smallest uncertainty on the total proper motion, and inte-
grated their orbits in a potential containing both the Milky Way and
the LMC. By Monte Carlo sampling in the uncertainites, we deter-
mined both the closest approach to the Milky Way min(rMW) and
LMC min(rLMC) and the probability that that closest approach was
less than 5 kpc (see. Fig. 5.6). My primary contributions were the lit-
erature review of hypervelocity stars and assembling the catalogue of
measurements which were used as the initial conditions of the inte-
grations (see Tab. 5.2).
The two main results of the study were that the nearest hyperve-
locity stars to the Milky Way (LAMOST-HVS1-3, HD 271791 and HIP
60350, see Fig. 5.6) are highly likely to originate inside the Galaxy
and that HVS3 must originate in the LMC. It is clear from Fig. 5.6
that the origin of the remaining hypervelocity stars is unconstrained
at present. In Fig. 5.7, I show the distribution of the ejection time from
the LMC and the relative velocity at ejection; HVS3 was ejected from




Zwart, and Sipior (2005) argued that, because HVS3 is an 8 M star,
2 Denis Erkal and I conceived this project in collaboration. My contribution was con-
sulting as an expert on the hypervelocity star literature; I wrote the literature review
and assembled the catalogue of late-B hypervelocity stars including the synthesis of
HST and Gaia proper motions.
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Figure 5.6: Left: Minimum approach distance to the Milky Way and the
LMC for the 26 HVSs in our sample. HVS3 stands out as be-
ing far more likely to have originated near the LMC than near
the Milky Way. Right: Probability of passing within 5 kpc of the
Milky Way and the LMC over the past 500 Myr. Again, HVS3
clearly stands out as being significantly more likely to origi-
nate from near the centre of the LMC (p = 0.40) than the MW
(p = 10−4). Originally published in Erkal, Boubert, Gualandris,
Evans, and Antonini (2018).
it’s large velocity relative to the LMC requries it to have been ejected
by the Hills mechanism and Gualandris and Portegies Zwart (2007)
find that a black hole more massive than 103 M is required. Based
on the new Gaia DR2 proper motions we found that a mass of at least
4× 103 − 104 M is required.
5.3 three new hypervelocity white dwarfs
Based on work originally published in Shen et al. (2018). 3
One of the proposed routes to a Type Ia supernova is the double-
degenerate channel, where mass transfer in a double white dwarf
binary causes the detonation of one of the components. For reasons
beyond the scope of this thesis to explain, one particularly interesting
variant of this channel has been named the dynamically-driven double
degenerate double detonation or D6 channel. In this channel the binary
will be extremely short period and thus if the mass donor survives
the supernova then it will be flung away at a couple thousand kilo-
metres per second (Shen & Schwab, 2016). If one of these objects was
3 I was involved at an early stage of this project. I pointed out that these objects, if
they existed, would be some of the fastest stars known and would be unbound from
the Galaxy. I collaborated with Ken Shen to predict the number we should expect
to find, calculated a distance prior for converting the Gaia parallax to a distance,
integrated the orbits of the candidates in a Milky Way potential to prove that they
did not originate in the Galactic centre, and was responsible for identifying that one
of the candidates tracked back to the centre of a supernova remnant. I invite the
reader to read the acknowledgements of the 26 authors in Shen et al. (2018).






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































144 hypervelocity stars in the era of gaia dr2
Figure 5.7: Distribution of relative velocities to the LMC and ejection times
for HVS3. The dashed lines show the 15.9, 50, and 84.1 per-
centiles of each 1d distribution. The contours shown are 0.5, 1,
1.5. and 2σ. Originally published in Erkal, Boubert, Gualandris,
Evans, and Antonini (2018).
travelling parallel to the sky at a distance of 1 kpc, then these ve-
locities translate to a 0.5 mas yr−1 proper motion which should be
obvious with Gaia DR2. A search for these objects was lead by Ken
Shen and described in Shen et al. (2018). The strategy of the search
was to use Gaia astrometry and photometry to identify candidates
and then obtain spectroscopic follow-up.
I was heavily involved in the project and was consequently second
author. I worked with Ken Shen to estimate the number of these ob-
jects: we assumed that one such object is produced in each of the
10−13 SNe yr−1 M−1 estimated for the Milky Way (Li, Chornock, et
al., 2011) and that the progenitor binaries reside in the thin disc, with
an exponential scale length of 2.6 kpc, an exponential scale height
of 0.3 kpc, and a normalization that yields a total stellar mass of
5× 1010 M (Bland-Hawthorn & Gerhard, 2016). Objects moving at
these velocities travel in essentially straight lines and thus we ne-
glected the Milky Way potential. The number within 1 kpc of the
Sun can then be obtained by an integral over the location of ejection
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and the ejection direction, and if we assume that all such objects are
objected at 1800 km s−1 we would expect between 17 and 39 of these
objects. Note that this number is not a prediction for the number of
objects we should find in DR2, because it assumes that we see objects
if and only they are within 1 kpc and we will only be able to identify
these objects if they have a sufficiently large proper motion and are
still bright. Note that these objects are likely to rapidly cool.
I was also involved in determining an initial filter to apply to Gaia
DR2. Ken Shen identified that a useful selection was to take only
those stars with total proper motion µ > x mas yr−1, and then to
rank the remaining stars by v3σ ≡ µ/($+ 3σ$) and take the top N
stars as likely candidates for follow-up. Note that µ/$ is proportional
to the tangential velocity of the star, and thus by including the 3σ$
term we are calculating a lower bound on the tangential velocity. This
selection has two parameters, x and N, and I explored these by con-
structing a synthetic population of contaminants and hypervelocity
white dwarfs. I obtained the contaminants by querying the Gaia DR2
mock of Rybizki et al. (2018). The synthetic white dwarf population
was obtained by Monte-Carlo sampling 104 realisations of the hyper-
velocity white dwarf model described in the previous paragraph (the
white dwarfs were statistically down-weighted by 104 to account for
this). I assumed an absolute magnitude of the white dwarfs and only
included those with an apparent magnitude brighter than G = 20.7.
The filter described above will only pull out the nearest white dwarfs
and so it was found that the choice of absolute magnitude was not
overly important. Using the apparent magnitude and a typical colour
of V − I = −0.3, I estimated the Gaia DR2 parallax uncertainty using
the fit provided on the ESA webpages4 and convolved the parallax
with this uncertainty. I applied the selection described above to the
combined synthetic population, varying both x and N. It was found
that a choice of x = 211 mas yr−1 and N = 500 resulted in a true
positive to false positive ratio of 35 : 465 (although note this is a con-
servative choice, because changing N to 100 reduced this to 32 : 68).
After ranking, the next step of the search was to use a Bayesian
method to estimate the distance to each star, using as a prior the
exponentially-decreasing volume prior of Astraatmadja and Bailer-
Jones (2016), and then to calculate P1000 (probability the tangential
velocity is greater than 1000 km s−1) and P1000−3000 (probability
the tangential velocity is between 1000 and 3000 km s−1). A dis-
tance prior should always be tuned to the specific subset of Gaia
sources that are being considered and thus I tuned the scale-length of
4 Accessed at https://www.cosmos.esa.int/web/gaia/science-performance on
06/07/2018.
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Gaia DR2 ID Name Parallax µ v3σ P1000 RV vGalacto
(mas) (mas) ( km s−1) ( km s−1) ( km s−1)
5805243926609660032 D6-1 0.47± 0.10 211.7± 0.2 1293 1.00 1200± 40 2300 [1600− 6600]
1798008584396457088 D6-2 1.05± 0.11 259.8± 0.2 894 0.98 20± 60 1300 [1000− 1900]
2156908318076164224 D6-3 0.43± 0.13 211.7± 0.3 1247 1.00 −20± 80 2400 [1400− 9000]
Table 5.3: Properties of the three hypervelocity white dwarfs identified in
Shen et al. (2018). This Table is an amalgamation of Table 1 and
Table 3 of Shen et al. (2018).
the prior using the true distances of the synthetic population above.
We expected our selection to be highly efficient, because the high
proper motion contaminants should be stars which are nearby (within
0.5 kpc) and so should have well-measured parallaxes and thus well-
constrained tangential velocities.
I was not involved in carrying out the search on Gaia DR2 nor the
spectroscopic follow-up to obtain radial velocities (RVs), however the
search went well and three sources were confirmed to be high veloc-
ity objects (listed in Tab. 5.3). All three of these objects have truly fast
Galactocentric velocities vGalacto and are likely to be the three fastest
known stars in the Milky Way, with the possible exception of pul-
sars kicked in core-collapse supernova or the S-stars in orbit around
the massive black hole at the Galactic centre. Our interpretation is
that D6-1, D6-2 and D6-3 are runaway companions of Type Ia super-
nova, however the tidal disruption of white dwarf binaries in the Hills
mechanism could produce white dwarfs travelling at these speeds. I
verified that this was not the case by integrating the orbits of the three
objects (Fig. 5.8) using the MWPotential2014 in the Galactic dynam-
ics Python module Galpy (Bovy, 2015). It is clear that all three candi-
dates are unbound from the Milky Way and that almost none of the
orbital solutions passes near the Galactic centre. Taken as a group, it
is highly unlikely that the hypervelocity nature of these stars is due
to ejection from the Galactic centre by the Hills mechanism.
I obtained one of the crucial pieces of evidence that affirmed the
connection with Type Ia supernovae by showing that D6-2 tracks back
to the centre of the supernova remnant G70.0-21.5 roughly 9× 104 yr
ago. G70.0-21.5 is the furthest known supernova remnant from the
Galactic plane, making it unlikely that this is a chance alignment,
and the age of this supernova remnant estimated by Fesen, Neustadt,
Black, and Koeppel (2015) is consistent with the track-back time of
D6-2. Taken together with the extreme radial velocity of D6-1 (1200±
40 km s−1) and that all three object lie together in the Gaia colour-
magnitude diagram (see. Fig. 10 of Shen et al., 2018), these three fast
stars are strong evidence for the D6 model of Type Ia supernovae.
5.3 three new hypervelocity white dwarfs 147
(a) Orbit solution of D6-1.
(b) Orbit solution of D6-2.
(c) Orbit solution of D6-3.
Figure 5.8: Sample realizations of the orbital solutions (past trajectories in blue; future trajec-
tories in red). The Milky Way’s thin disc is overlaid in gray contours. A face-on
view is shown in the left panel; the right panel shows an edge-on perspective.
The Sun’s location is marked with a star, and the Galaxy’s rotation and the di-
rections to the LMC and M31 are denoted with arrows. Originally published in
Shen et al. (2018).
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Figure 5.9: The orbital solution of D6-2 overlaid on Hα images from Vir-
ginia Tech Spectral Line Survey (VTSS; Dennison, Simonetti, and
Topasna 1998). The blue and red trajectories extend 9× 104 yr
into D6-2’s past and future, respectively. The green circle encom-
passes the spherical shell of the remnant G70.0-21.5. Originally
published in Shen et al. (2018).
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C O N C L U S I O N
Fast stars trace back to the most energetic stellar events in the Uni-
verse: the tidal disruption of binaries by massive black holes and ther-
monuclear and core-collapse supernovae. If we can connect them to
their place of birth they can used to measure the shape and mass of
the Galaxy or to infer the history of the progenitor supernova. Fast
stars can, however, be secretive about where they come from. This the-
sis was dedicated to decoding the origins of fast stars: by tracking B
stars and white dwarfs back to the centres of supernova remnants; by
deducing why the Be stars are spinning from their speed; by showing
that the hypervelocity stars might have travelled from another galaxy.
This thesis can be broadly split into two parts: in Chapters 2 and
3 I laid the groundwork for the proper Bayesian study of Galactic
runaway stars with Gaia, while in Chapters 4 and 5 I rewrote the
paradigm of the hypervelocity stars.
Companions left behind in supernovae are sought because they can
tell us the evolutionary history of the system and thus be used to con-
strain theories of binary stellar physics. The history of searches for
these companions contains a number of successes, the most convinc-
ing example being the association of HD 37424 with S147 by Dinçel
et al. (2015), but these searches have been limited in scope; they were
tailored to individual remnants and relied on qualitative judgements
of candidates. I have moved the field onward by building a statistical
framework to judge candidates in a quantitative way, incorporating
data from Gaia DR1 and APASS with a 3D Galactic dust-map and bi-
nary stellar population synthesis. My approach is able to confidently
recover HD 37424 and thus is at least as effective as tailored searches.
My method will transform the search for supernova remnant com-
panions from tailored hunts in the nearest and youngest supernova
remnants to the wholesale analysis of tens or hundreds of supernova
remnants using data from Gaia DR2.
It is widely-accepted that the emission lines of a Be star arise from
a decretion disc launched from the equator of a critically-rotating B
star; it is, however, not known how these stars came to be spinning
so rapidly. If the Be stars were spun up by mass transfer from a com-
panion (Pols et al., 1991) then many Be stars should be runaway stars.
Berger and Gies (2001) tested this prediction by calculating the frac-
tion of Be stars that had peculiar velocities greater than 40 km s−1,
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however this ignores that many runaway Be stars will have been
kicked with velocities less than 20 km s−1. By properly applying a
Bayesian methodology to this problem, I was able to show that the
occurrence of Be star runaways was consistent with the mass transfer
hypothesis. I made several novel advances in this work, particularly
the use of spectral types and luminosity classes to account for the se-
lection bias towards brighter Be stars. The work presented in Chapter
3 demonstrates that the kinematics of Be stars is vital to understand-
ing the phenomenon; I plan to construct an Open Be Stars Catalog,
in analogy with the Open Fast Stars Catalog, which will combine the
extensive spectra from the Be Star Spectra database with kinematic
information from Gaia DR2. I will then apply my Bayesian method-
ology to this new catalogue and determine conclusively whether Be
stars have an exclusively binary origin.
Brown (2015) stated that ‘there is no good explanation for the anisotropic
distribution of unbound late B-type stars in the halo’. I have answered
this challenge by exposing a widely-held misconception about the hy-
pervelocity stars: it is not a certainty that the two dozen B-type hyper-
velocity stars have escaped from the Galactic centre. On the contrary,
I have shown through simulation that they are best explained as Hills
or runaway stars from the Large Magellanic Cloud. Questions remain
regarding my hypothesis: we have not yet found a massive black hole
in the LMC and the runaway stars we would predict are too low mass,
however, there is emerging evidence in support of my hypothesis in-
cluding proof of an 8 M hypervelocity stars ejected at 870 km s−1
from the LMC (Erkal et al., 2018) and a vindication of my prediction
that some of the young stars on the outskirts of the LMC discussed
by Moni Bidin et al. (2017) are runaway stars (Casetti-Dinescu et al.,
2018). My hypothesis predicts the existence of hundreds more hyper-
velocity stars in the Southern hemisphere and work is on-going with
Gaia DR2 to make this test. I have been awarded three nights of tele-
scope time in late December to follow-up the candidates I identify.
In my opening sentence I facetiously described the literature as
being littered with fast stars; in all seriousness, it was littered with
hypervelocity star candidates. I performed a service for the commu-
nity by cataloguing all of the candidates in the Open Fast Stars Cat-
alog and then re-analysing every candidate with Gaia DR2 data. In
the remainder of Chapter 5, I described by contributions to the proof
that HVS3 was ejected from the LMC and to the discovery of three
hypervelocity runaway white dwarfs from Type Ia supernovae.
While I have made substantial progress towards answering the
open questions I posed in the Introduction, the work done prior to
Gaia DR2 was truly only preparation for that dataset. In the coming
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years I will be able to use tens of runaway supernova remnant com-
panions and the kinematics of runaway Be stars to shine a light on
the unconquered problems in binary stellar evolution and to use hy-
pervelocity stars to map the dynamics of the Local Group. The era of
fast stars is fast-approaching.

A
A P P E N D I X
a.1 the local supernova remnants (snrs)
Based on work originally published in Boubert, Fraser, et al. (2017).
My strategy to obtain distances is simple. I begin with the list
of SNRs with known distances in the literature which Pavlovic, Do-
bardzic, Vukotic, and Urosevic, 2014 used to calibrate their ˚–D rela-
tion. I check the source cited by Pavlovic et al., 2014 for each measure-
ment. I then conduct my own literature search to see if there are more
recent distances available, starting with the SNR catalogues of Green
(2014) and Ferrand and Safi-Harb (2012). Some distances for SNRs in
the Green (2014) catalogue are given in the more detailed online ver-
sion1. Below I discuss my arguments for the chosen distance and age
used for each SNR. However, I emphasise that the distance is not a
major factor in my method because I constrain the runaways to lie on
the main sequence and so constrain the distance to a narrow range.
For the SNRs where there is no error attached to the best distance
estimate, I assume a nominal 50% error.
1. G065.3+5.7 : Boumis et al. (2004) combined an expansion ve-
locity measurement of 155 km s−1 with a proper motion in
the optical of 2.1± 0.4 arcsec in 48 years to derive a distance
0.77± 0.2 kpc.
2. G069.0+2.7 (CTB 80) : A commonly cited distance estimate for
G069.0+02.7 is 2 kpc from Koo, Reach, Heiles, Fesen, and Shull
(1990), however in the original paper the estimate is given in the
form 2d2 kpc where d2 is a scaling factor of order unity. Koo,
Yun, Ho, and Lee (1993) constrained this parameter to 1.0± 0.3.
Leahy and Ranasinghe (2012) bound the distance to the range
1.1–2.1 kpc and pick a nominal distance of 1.5 kpc. I assume a
distance 1.5± 0.5 kpc, where I have added a nominal 0.5 kpc
error.
1 Green D. A., 2014, ‘A Catalogue of Galactic Supernova Remnants (2014 May ver-




3. G074.0−8.5 (Cygnus Loop) : Blair, Sankrit, and Raymond (2005)
used a measured shock velocity of 155 km s−1 with HST proper
motion of 0.070±0.008 arcsec yr−1 to derive a distance 0.54+0.10−0.08 kpc.
4. G089.0+4.7 (HB 21) : There are two competing distance esti-
mates in the literature. Tatematsu, Fukui, Landecker, and Roger
(1990) arrived at a distance estimate by establishing an interac-
tion with molecular clouds in the Cyg OB7 association and then
taking the distance of that association 0.80±0.07 kpc (Humphreys,
1978) to be the distance of the SNR. Note, however, that a more
recent distance estimate of Cyg OB7 using Hipparcos parallaxes
(ESA, 1997) gives the distance 0.6 kpc (Mel’Nik & Dambis, 2009).
Byun, Koo, Tatematsu, and Sunada (2006) discussed the link be-
tween HB 21 and molecular clouds in Cyg OB7 and argued
that, while there were morphological similarities, there was no
direct evidence for the association. Byun et al. (2006) discusses
other distance estimates in the literature and arrives at a dis-
tance estimate of 1.7 ± 0.5 kpc. One key argument used by
Byun et al. (2006) is that the X-ray surface brightness of HB
21 is too faint for 0.8 kpc and that it must be beyond 1.6 kpc
(Yoshita, 2001). Updating the distance of Cyg OB7 using the Hip-
parcos parallaxes increases this tension and favours the distance
1.7± 0.5 kpc. I assume that HB 21 lies at 1.7± 0.5 kpc.
5. G093.7−0.2 (CTB 104A, DA 551) : Uyaniker, Kothes, and Brunt
(2002) calculated a distance of 1.5± 0.2 kpc based on the kine-
matics of HI features associated with the remnant. I assume this
distance estimate.
6. G114.3+0.3 : The most recent estimate of 0.7 kpc is based on
association with HI emission features (Yar-Uyaniker, Uyaniker,
& Kothes, 2004). I assume a distance estimate of 0.70± 0.35 kpc
with a nominal 50% error.
7. G119.5+10.2 (CTA 1) : Pineault, Landecker, Madore, and Gaumont-
Guay (1993) calculated a distance of 1.4± 0.3 kpc based on an
association with an HI shell.
8. G160.9+2.6 (HB 9) : Leahy and Tian (2007) estimated the dis-
tance at 0.8± 0.4 kpc using HI absorption.
9. G180.0−1.7 (S147) : G180.0−01.7 is notable for being a nearby
SNR with a convincing runaway candidate (Dinçel et al., 2015).
Sallmen and Welsh (2004) noted that HD 36665 at 880 pc (pho-
tometric distance from Phillips, Gondhalekar, & Blades, 1981)
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and HD 37318 at 1380 pc had absorption lines at a similar ve-
locity to the expansion of the SNR shell, while HD 37367 at
361150−85 pc (parallax from ESA, 1997) did not have such lines.
Sallmen and Welsh (2004) estimated a distance of 0.62 kpc based
on the SNR lying in between HD 37367 and HD 36665. I was un-
able to locate the original source for the distance estimate of HD
37318. Dinçel et al. (2015) argued that the likely association of
G180.0−01.7 with the pulsar PSR J0538+2817 makes the most
accurate distance 1.30+0.22−0.16 kpc (parallax measurement by Chat-
terjee et al., 2009). The tension between the distance derived by
looking for stars in front and behind the supernova shell and
the distance obtained from the parallax of the associated pulsar
may be relieved by more accurate distance measurements from
the second Gaia data release. I assume the distance estimate
1.30+0.22−0.16 kpc.
10. G205.5+0.5 (Monoceros Loop) : There are two distances in the
literature. A distance of 0.6 kpc based on the mean optical ve-
locity and a distance of 1.6 kpc from Xiao and Zhu (2012). I
assume a distance of 1.2± 0.6 kpc, where I take a nominal 50%
error.
a.2 binary_c
Based on work originally published in Boubert, Erkal, et al. (2017), Boubert,
Fraser, et al. (2017) and Boubert and Evans (2018).
Throughout this thesis I model the evolution of binaries across
a grid in parameter space using the binary_c population-synthesis
framework (Izzard et al., 2006; Izzard et al., 2009; Izzard et al., 2004).
This code is based on the binary-star evolution (bse) algorithm of
Hurley et al. (2002) expanded to incorporate nucleosynthesis, wind-
Roche-lobe-overflow (Abate, Pols, Izzard, Mohamed, & de Mink, 2013;
Abate et al., 2015), stellar rotation (de Mink et al., 2013), accurate
stellar lifetimes of massive stars (Schneider et al., 2014), dynamical
effects from asymmetric supernovae (Tauris & Takens, 1998), an im-
proved algorithm describing the rate of Roche-lobe overflow (Claeys,
Pols, Izzard, Vink, & Verbunt, 2014), and core-collapse supernovae
(Zapartas, de Mink, Van Dyk, et al., 2017). In particular, I take my
black hole remnant masses from Spera, Mapelli, and Bressan (2015)
and use a fit to the simulations of Liu et al. (2015) to determine the
impulse imparted by the supernova ejecta on the companion.
Grids of stars are modelled using the binary_grid2 module to ex-
plore the single-star parameter space as a function of stellar mass M,
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and the binary-star parameter space in primary mass M1, secondary
mass M2 and orbital period Porb.
a.3 implementation of multinest
Based on work originally published in Boubert, Fraser, et al. (2017).
MultiNest explores the parameter space of a model by choosing
new samples from within an ellipse containing the current samples.
This sampling requires that the prior be expressible as a uniform dis-
tribution on the unit hypercube. To encode non-trivial distributions,
these N random variables distributed as U(0, 1) must be transformed
into the parameter space. Through this procedure, the prior is au-
tomatically normalised. For independent random variables, this is a
simple application of inverse transform sampling. However, for de-
pendent variables x, the simplest course is usually to move the prior
f(x) to the likelihood function and use a uniform prior over the entire
permitted parameter space for each variable when doing the trans-
form. A correction must then be applied to remove the normalisation
that MultiNest has applied in the prior. This becomes non-trivial if
there is any area of the parameter space where the likelihood function
returns a negligibly small number, since MultiNest treats that area
of the parameter space as invalid and so renormalises the parameter
space to exclude it. This behaviour is problematic if the likelihood is
zero over large parts of the parameter space because it means that the
calculated evidence is wrong. The reason for this behaviour is that it
allows the user to encode constraints between variables in the prior.
One physical example is if the radii R1 and R2 of two stars in a bi-
nary system are not constrained, but the separation a is known. This
can be encoded as R1 + R2 < a and implemented by returning zero
in the likelihood if the constraint is broken. MultiNest then renor-
malises the prior to exclude those regions that break the constraint.
This behaviour is one way to have a uniform distribution over an
arbitrarily complicated support. To sidestep this behaviour I instead
return ue−10
20
where u ∼ U(1, 1.0001), since this is both a negligi-
bly small number and above the default threshold for MultiNest
to ignore. The reason for including the random variation is that in
Nested Sampling the likelihood of the points is sorted as part of the
algorithm and the case where two points have the same likelihood
is important. Skilling (2006) mentions that it is necessary to resolve
ties between points of equal likelihood and that this can be achieved
by adding a small random number of sufficient precision that repeats
are unlikely.
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a.4 the open fast stars catalog
Based on work originally published in Boubert et al. (2018). 2
The papers which originally proposed the late-type hypervelocity
candidates discussed in the main text often give measurements of
properties not generically included in Gaia, such as spectral types, ra-
dial velocities and other spectroscopic parameters. Combining these
properties in a systematic, rigorous fashion with Gaia astrometry and
photometry is crucial to determining the nature of these candidates.
To that end, we have created the Open Fast Stars Catalog (OFSC)3 uti-
lizing the AstroCats framework (Guillochon et al., 2017). The objective
of the catalogue is to contain a curated collection of every measure-
ment of all high-velocity star candidates in the literature, with each
measurement having a citable origin, and to utilize the available data
to provide additional value to the community interested in these ob-
jects. At present, the OFSC has targeted the data available for stars
that may potentially be hypervelocity stars, however we plan to ex-
pand it to include pulsars, runaway stars, and halo stars in the near
future.
Like the other Open Astronomy Catalogs4, the OFSC adds value to
the existent data by providing derived quantities to the community.
The catalog automatically computes the amount of extinction to each
object (see Section A.4.2), velocities in various frames (heliocentric,
Galactocentric), observability at a user-specified time from various
observatory locations, probability of boundedness to the Milky Way,
and correlations between observed and derived quantities. The cata-
log also provides an interface for each object with a near-complete
collection of its data. At the moment, the catalog only includes fast
star spectroscopy from the SDSS survey (Abolfathi et al., 2018) and
the LAMOST survey (Luo et al., 2016), as little is available from pub-
lic repositories; we plan to collect this data from the community in
the near future.
2 The idea of a hypervelocity star catalogue was proposed indepenently by Keith
Hawkins and Idan Ginsburg, but I took the initiative to create the Open Fast Stars
Catalog using the AstroCats framework of James Guillochon. I implemented much
of the functionality of the catalogue, including the querying of external catalogues
and the determination of whether a star is bound. James Guillochon created the





a.4.1 Determination of boundedness
The question of whether a star is hypervelocity can be more plainly
phrased as “is the total velocity vgrf in the Galactic rest-frame greater
than the escape speed vesc at its current location?” Many of the papers
which present hypervelocity star candidates give both the Galactic
speed and the escape speed. However, the Galactic speed is sensitive
to the assumed Solar position and peculiar motion and the escape
speeds can vary by as much as 100 km s−1 depending on the po-
tential used. We therefore re-calculate the Galactic rest-frame speed
and the escape speed for each candidate. Assuming that we have the
equatorial position (α, δ) and proper motions (µα∗,µδ) and the he-
liocentric distance d and radial velocity vr, Johnson and Soderblom
(1987) provide formulae for obtaining the cylindrical Galactocentric
position (R, θ, z) and velocity (vR, vθ, vz). The total Galactic rest-frame
speed is then the the magnitude of this velocity. The escape veloc-
ity can be obtained from a fiducial escape velocity curve vesc(r), for







where vesc, is the escape velocity at the position of the Sun, and ob-




using main-sequence turn-off, blue horizontal branch and K giant
stars. We assume that the Milky Way disc rotates with a flat cir-
cular velocity of Vc = 238 ± 9 km s−1 and that the Sun orbits at
the Galactocentric radius R = 8.27 ± 0.29 kpc with a peculiar ve-
locity (U,V,W) = (11.1± 0.75± 1, 12.24± 0.47± 2, 7.25± 0.37±
0.5) km s−1 (Schönrich, 2012; Schönrich et al., 2010).
The method outlined in the previous paragraph would give a sin-
gle vgrf and vesc for each candidate and thus reduces the question
of boundedness to simply which quantity is the greater. However,
in practise, each of the heliocentric quantities will have attached un-
certainties and it is vital to account for these. Care is required, be-
cause the uncertainty in the distance causes the uncertainties in the
Galactic speed and escape speed to be correlated. The uncertainties
in different measurements may themselves be correlated, with the no-
table example of Gaia providing the covariance matrix between the
positions, parallax and proper motions. An additional complication
is the need to use a sensible prior on the true distance of a star when
converting parallax to distance (Bailer-Jones, 2015). We assume the
exponentially-decreasing volume prior of Astraatmadja and Bailer-
Jones (2016) which is a Gamma distribution with shape parameter
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k = 3 and scale parameter L. When applying this methodology to
Gaia DR1 astrometry we used L = 1.35 kpc as recommended by As-
traatmadja and Bailer-Jones (2016). For Gaia DR2 astrometry we used
the more complicated spatially-varying scale-length of Bailer-Jones,
Rybizki, Fouesneau, Mantelet, and Andrae (2018) which was tuned to
a mock of the contents of Gaia DR2 (Rybizki et al., 2018). We assume
that the uncertainty on the positions and velocities are adequately
described by a multivariate normal distribution centred on the mea-
sured values and with covariance matrix C, where the off-diagonal
terms are zero unless the star has Gaia astrometry. For each star, we
use emcee (Foreman-Mackey et al., 2012) to draw 104 samples from
the multivariate normal likelihood and distance prior. For any star
with a photometric distance that has an uncertainty we replace the
standard prior with a Gaussian distance prior centred on the photo-
metric distance and a width equal to the uncertainty on that distance.
We additionally sample in the Gaussian statistical and systematic un-
certainty of the Solar position and motion. A further complication is
that we do not yet have a firm knowledge of the escape velocity from
the Milky Way, which we account for by sampling the parameters of
the escape velocity curve from the posterior of Williams et al. (2017).
The sampled values are then processed as described in the previous
paragraph to give samples of vgrf and vesc. We can thus quantify the
probability of a star being unbound by the fraction of samples where
vgrf > vesc.
To make this quantification rigorous we apply the Brown, Cai, and
DasGupta (2001) methodology. The posterior on the probability of a
star being bound after N trials with the star being bound in Nb trials
is a Beta(Nb + 12 ,N−Nb +
1
2) distribution. The one-sigma confidence
interval centered on the median is thus easily calculable numerically.
In the subset of cases where we do not have either the proper mo-
tions or radial velocity then we assume that the missing component(s)
exactly cancels the sampled solar reflex, which is equivalent to calcu-
lating the minimum Galactocentric rest-frame velocity. In this case
the bound probability can be interpreted as an upper limit on the
true bound probability.
One small caveat of using Gaia DR2 parallaxes is that Luri et al.
(2018) identified a global parallax offset of −0.029 mas. We have ac-
counted for this offset in our analysis. The inclusion of this offset
causes stars with proper motions to become slightly more likely to be
bound, however this effect is sub-dominant to the other uncertainties
that we account for when calculating the bound probability.
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a.4.2 Automatic querying of Gaia and other catalogues
To ensure the catalogue incorporates the latest measurements of each
star, we automatically query against large astronomical catalogues
such as Gaia , SDSS and PPMXL. The querying of astrometric and
photometric catalogues uses the Astroquery affiliated package of
the astropy Python framework. The line-of-sight extinction to each
star E(B−V) is obtained from the dustmaps package which allows
us to query the Green et al. (2018), Green et al. (2015) dust maps for
stars with measured distances and lying in the Pan-STARRS footprint
and the Schlegel et al. (1998) dust map for the other candidates. The
querying of external catalogues is done assuming a cross-match ra-
dius of Min(2 arcsec, 3× 10 yr× µtot), where µtot is the total proper
motion of the candidate. Within this search radius we take the near-
est neighbour. We also query the stars against SIMBAD (Wenger et al.,
2000) to obtain other aliases that the stars may have, which will allow
users to access the catalogue independent of their preferred naming
convention.
a.4.3 The fast star graveyard
It is standard practise among the Open Astronomy Catalogs to split
off objects which are no longer of interest, for instance transients
falsely identified as supernovae are split off from the main Open Su-
pernova Catalog. This practise is known as putting an object in the
‘graveyard’. In the OFSC, this can be interpreted as a statement that a
fast star is highly unlikely to be unbound and thus should not be con-
sidered to be a hypervelocity candidate. The criteria for putting a star
in the graveyard is that i) each of the six kinematic components have
been measured, ii) the star has 5D astrometry from Gaia DR2, and iii)
the star was bound in all of the 104 samples. Note that a star being
in the graveyard does not mean that it has been deleted and it will
be possible for a star to be resurrected as new data is obtained, for
instance when Gaia DR3 is released. The only practical result of a star
being in the graveyard is that it is not shown in the main section of
the OFSC. 159 previously-claimed hypervelocity candidate stars were
in the OFSC graveyard as of 01/06/2018.
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