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Abstract
We study interlacing properties of the zeros of two contiguous 2F1 hypergeometric polynomials. We use the connection between
hypergeometric 2F1 and Jacobi polynomials, as well as a monotonicity property of zeros of orthogonal polynomials due to Markoff,
to prove that the zeros of contiguous hypergeometric polynomials separate each other. We also discuss interlacing results for the
zeros of 2F1 and those of the polynomial obtained by shifting one of the parameters of 2F1 by ±t where 0< t < 1.
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1. Introduction
The general hypergeometric function pFq with p numerator and q denominator parameters is deﬁned by
pFq
(
a1, a2, . . . , ap
b1, b2, . . . , bq
; x
)
= 1 +
∞∑
k=1
(a1)k(a2)k . . . (ap)kx
k
(b1)k(b2)k . . . (bq)kk! , |x|< 1,
where
()k = ( + 1) . . . ( + k − 1), k1, k ∈ N
is Pochhammer’s symbol.
If one of the numerator parameters is equal to a negative integer, say a1 =−n, n ∈ N, then the series terminates and
is a polynomial of degree n in x. A natural, and often very important, question that arises in the study of polynomials is
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the nature and location of their zeros. The connection between 2F1 hypergeometric polynomials and orthogonal poly-
nomials, particularly the Jacobi polynomials, leads to fairly complete information about the zeros of 2F1 polynomials.
However, there is no general link between 3F2 polynomials and classical orthogonal polynomials and the investigation
of the location of the zeros of 3F2 polynomials is far more challenging.
Some classes of 3F2 polynomials can be expressed as products of 2F1 polynomials (cf. [5, p. 498]) and the location of
their zeros in various intervals on the real line can be deduced (cf. [3,4]). When generating numerical data for the zeros
of these classes of 3F2 polynomials, it appeared that in some cases the real, simple zeros of the 2F1 polynomials which
are factors of the 3F2 polynomials are interlacing. This observation posed the question of when and how interlacing of
the zeros of 2F1 polynomials takes place.
In this paper, we examine the question of the interlacing properties of the zeros of so-called contiguous 2F1 hyper-
geometric polynomials. The six functions
2F1
(
a ± 1, b
c
; x
)
, 2F1
(
a, b ± 1
c
; x
)
and 2F1
(
a, b
c ± 1 ; x
)
are contiguous to
2F1
(
a, b
c
; x
)
(cf. [6]) and there are identities that link
2F1
(
a, b
c
; x
)
with any pair of its contiguous functions via a linear relation in x (cf. [6, p. 72]). We shall use the known interlacing
properties of Jacobi polynomials of successive degrees and also the monotonicity result of Markoff (cf. [7, p. 116,
Theorem 6.12.2]) to prove our results.
The Jacobi polynomials P(,)n (x) and 2F1 polynomials are linked by (cf. [1, p. 295])
P
(,)
n (x) = (1 + )n
n! 2F1
(−n, 1 +  +  + n
1 +  ;
1 − x
2
)
.
For , >− 1, the sequence {P(,)n (x)}∞n=1 of Jacobi polynomials is orthogonal on (−1, 1) with respect to the weight
function (1 − x)(1 + x) (cf. [1, p. 299, Theorem 6.4.3]). Correspondingly,
2F1
(−n, b
c
; x
)
is orthogonal to all polynomials of lower degree with respect to the (varying with n) weight function xc−1(1−x)b−c−n
on (0, 1) for c > 0 and b> c + n − 1; on (1,∞) for b< 1 − n and c <b + 1 − n with respect to weight function
xc−1(x − 1)b−c−n; and with respect to (−x)c−1(1 − x)b−c−n on (−∞, 0) for b< 1 − n and c > 0 (cf. [2]).
We shall assume throughout our discussion that b, c ∈ R and denote the functions contiguous to
Fn(x) = 2F1
(−n, b
c
; x
)
by Fn(b+; x) etc. where
Fn(b+; x) = 2F1
(−n, b + 1
c
; x
)
.
2. Separation theorems for the zeros of contiguous hypergeometric polynomials
Our ﬁrst result is just a direct translation of the known interlacing properties of the zeros of the Jacobi polynomials
P
(,)
n (x) and P
(,)
n+1 (x) for , > − 1 (cf. [1, p. 253, Theorem 5.4.2]) to the corresponding 2F1 hypergeometric
polynomials.
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Theorem 2.1. Let n ∈ N, b, c ∈ R and c /∈Z− and let
Fn(x) = 2F1
(−n, b
c
; x
)
.
Then
(i) for c > 0 and b> c + n − 1, the zeros of Fn(x) and Fn+1(b+; x) are interlacing on (0, 1),
(ii) for b< 1 − n and c <b + 1 − n, the zeros of Fn(x) and
2F1
(−n − 1, b − 1
c − 2 ; x
)
are interlacing on (1,∞),
(iii) for b< 1 − n and c > 0, the zeros of Fn(x) and Fn+1(b−; x) are interlacing on (−∞, 0).
Proof.
(i) One of the representations of a Jacobi polynomial in terms of a hypergeometric polynomial is given by
(cf. [6, p. 254, eqn. 3])
P
(,)
n (x) = (−1)n (1 + )n
n! 2F1
(−n, b
c
; 1 + x
2
)
,
where b=1+++n and c=+1. The conditions >−1 and >−1 are equivalent to c > 0 and b> c+n−1
and the interval [−1, 1] is transformed into the interval [0, 1] under the linear mapping z= (1+x)/2. In addition,
the transformation is order preserving, since z0 <z1 implies that x0 <x1. Now, with z = (1 + x)/2, we have
P
(,)
n+1 (x) = (−1)n+1
(1 + )n+1
(n + 1)! 2F1
(−n − 1, 1 +  +  + n + 1
 + 1 ; z
)
= (−1)n+1 (1 + )n+1
(n + 1)! Fn+1(b+; z).
Since the zeros of P(,)n and P
(,)
n+1 are interlacing on (−1, 1), it then follows immediately that the zeros of
Fn(x) and Fn+1(b+; x) are interlacing on (0, 1).
(ii) Another representation of a Jacobi polynomial as a hypergeometric polynomial is given by
(cf. [6, p. 255, eqn. 7])
P
(,)
n (x) = (1 +  + )2n
n!(1 +  + )n
(
x − 1
2
)n
2F1
(−n, b
c
; 2
1 − x
)
,
where b=−−n and c=−−−2n. Under the fractional transformation z=2/(1−x), the interval −1<x < 1
is mapped to 1<z<∞.Also >−1 and >−1 corresponds to b< 1−n and c <b+1−n. The transformation
is order preserving since x0 <x1 implies that z0 <z1 since x0, x1 ∈ (−1, 1). Now, with z = 2/(1 − x), we have
P
(,)
n+1 (x) =
(n + 1)!xn+1
(c)n+1 2
F1
(−n − 1,−n −  − 1
−2n −  −  − 2 ; z
)
= (n + 1)!x
n+1
(c)n+1 2
F1
(−n − 1, b − 1
c − 2 ; z
)
which proves the result.
(iii) The representation (cf. [6, p. 254, eqn. 2])
P
(,)
n (x) = (1 + )n
n!
(
x + 1
2
)n
Fn
(
x − 1
x + 1
)
,
K. Driver, K. Jordaan / Journal of Computational and Applied Mathematics 199 (2007) 48–55 51
where b=−−n and c=1+ yields the stated result, since , >−1 will correspond to b< 1−n and c > 0 and
the interval −1<x < 1 is mapped to the negative real line under the transformation z = (x − 1)/(x + 1). Since
x + 1> 0, it can easily be checked that the transformation is order preserving. Now, with z = (x − 1)/(x + 1),
we have
P
(,)
n+1 (x) =
(1 + )n+1
(n + 1)!
(
x + 1
2
)n+1
2F1
(−n − 1,− − n − 1
 + 1 ; z
)
= (1 + )n+1
(n + 1)!
(
x + 1
2
)n+1
Fn+1(b−; z)
and the result follows. 
In what follows, we will state and prove the results for the interval (0, 1) but note that similar results hold for
the interval (−∞, 0), with the appropriate corresponding restrictions on b and c as stated in Theorem 2.1. We note
that throughout our discussions, we take the positive real value of any power, for example the positive real value of
xc−1(1 − x)b−c−n, x ∈ (0, 1), b, c ∈ R, n ∈ N.
Theorem 2.2. Let c > 0 and b> c + n − 1 and let
Fn(x) = 2F1
(−n, b
c
; x
)
.
Suppose that 0<x1 <x2 < · · ·<xn < 1 are the zeros of Fn(x) and 0<X1 <X2 < · · ·<Xn < 1 are the zeros of
Fn(b+; x). Then
Xk <xk for each k = 1, 2, . . . , n (1)
and
xk <Xk+1 for k = 1, 2, . . . , n − 1. (2)
Proof. For c > 0 and b> c+n−1 the polynomial Fn(x) is orthogonal on (0, 1) with respect to the positive, continuous
weight function
w1(x) = xc−1(1 − x)b−c−n (3)
whereas the orthogonality of Fn(b+; x) is with respect to
w2(x) = xc−1(1 − x)b−c−n+1. (4)
Therefore, the ratio
w1(x)
w2(x)
= 1
1 − x
is an increasing function of x on (0, 1). The monotonicity result of Markoff (cf. [7, p. 116, Theorem 6.12.2]) then shows
that Xk <xk for each k = 1, 2, . . . , n which proves (1). Next, consider the contiguous function relation (cf. [6, p. 72,
Exercise 23])
(c − 1 − b)Fn(x) = (c + n)Fn+1(b+; x) + (−n − 1 − b)(1 − x)Fn(b+; x).
At each of the zeros xk , k = 1, . . . , n, of Fn(x), we have
(c + n)Fn+1(b+; xk) = (b + n + 1)(1 − xk)Fn(b+; xk),
and it follows that
(c + n)2Fn+1(b+; xk)Fn+1(b+; xk+1)
= (b + n + 1)2(1 − xk)(1 − xk+1)Fn(b+; xk)Fn(b+; xk+1). (5)
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By Theorem 2.1, we know that the zeros {xk}nk=1 of Fn(x) interlace with those of Fn+1(b+; x) and therefore
Fn+1(b+; x) has a different sign at successive zeros ofFn(x).Wemay then deduce from (5), since (1−xk)(1−xk+1)> 0,
that
Fn(b+; xk)Fn(b+; xk+1)< 0 for each k = 1, 2, . . . , n − 1
which implies that Fn(b+; x) has at least one zero of odd order between xk and xk+1. In conjunction with (1), we
deduce that
xk <Xk+1 <xk+1 for k = 1, . . . , n − 1
and (2) is proved. 
Theorem 2.3. For c > 0 and b> c + n − 1, the zeros of Fn(x) and Fn−1(x) separate each other on (0, 1).
Proof. Evaluating the contiguous function relation (cf. [6, p. 71, Exercise 21(1)])
(−n − b)Fn(x) = −nFn−1(x) − bFn(b+; x)
at successive zeros xk and xk+1 of Fn(x), we obtain
n2Fn−1(xk)Fn−1(xk+1) = b2Fn(b+; xk)Fn(b+; xk+1).
By Theorem 2.2, the zeros of Fn(x) and Fn(b+; x) separate each other which implies that
Fn−1(xk)Fn−1(xk+1)< 0 for k = 1, . . . , n − 1
and the stated result follows. 
Corollary 2.4. For c > 0 and b> c + n, the zeros of Fn(x) and Fn+1(x) separate each other on (0, 1).
Proof. This follows immediately from Theorem 2.3 by replacing n with n + 1. 
Theorem 2.5. For c > 0andb> c+n the zeros 0<x1 < · · ·<xn < 1ofFn(x)and 0< t1 < t2 < . . . tn < 1ofFn(b−; x)
are interlaced as follows:
xk < tk f or k = 1, . . . , n and tk < xk+1 for k = 1, 2, . . . , n − 1.
Proof. The weight function for Fn(b−; x) on (0, 1) is w0(x) = xc−1(1 − x)b−c−n−1 for c > 0 and b> c + n. Hence
the ratio of the appropriate weight functions with w1(x) as in (3), is
w0(x)
w1(x)
= 1
1 − x .
This is an increasing function of x on (0, 1) and we deduce from Markoff’s monotonicity result that
xk < tk for k = 1, 2, . . . , n. (6)
Next, by evaluating the contiguous function relation (cf. [6, p. 71, Exercise 21(7)])
(b − c − n)Fn(x) = n(x − 1)Fn−1(x) − (c − b)Fn(b−; x)
at successive zeros xk and xk+1, k ∈ {1, 2, . . . , n − 1} of Fn(x), we have for k = 1, 2, . . . , n − 1
n2(xk − 1)(xk+1 − 1)Fn−1(xk)Fn−1(xk+1) = (c − b)2Fn(b−; xk)Fn(b−; xk+1). (7)
We know from Theorem 2.2 that the zeros of Fn(x) and Fn−1(x) are interlacing and since (xk − 1)(xk+1 − 1)> 0, the
left-hand side of (7) is negative. Hence
Fn(b−; xk)Fn(b−; xk+1)< 0
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which implies that Fn(b−; x) has at least one zero of odd order between xk and xk+1 for each k=1, . . . , n−1. Together
with (6), we deduce that
xk < tk < xk+1 for k = 1, 2, . . . , n − 1
which completes the proof. 
Theorem 2.6. For c > 1 and b> c + n − 1, the zeros 0<x1 < · · ·<xn < 1 of Fn(x) and 0<r1 <r2 < · · ·<rn < 1 of
Fn(c−; x) are interlaced as follows:
rk < xk f or k = 1, 2, . . . , n and xk < rk+1 for k = 1, . . . , n − 1.
Proof. The polynomial Fn(c−; x) is orthogonal on the interval (0, 1) with respect to the weight function w3(x) =
xc−2(1−x)b−c−n+1 for c > 1 and b> c+n−2. The ratio of the weight functions of Fn(c−; x) and Fn(x), with w1(x)
as in (3), is
w1(x)
w3(x)
= x
1 − x
which is an increasing function of x on (0, 1). Hence we know (cf. [7, p. 116, Theorem 6.12.2]) that rk < xk for
k = 1, . . . , n.
To show that xk < rk+1 for k = 1, . . . , n − 1, we use the contiguous function relation (cf. [6, p. 71, Exercise 21(2)])
(−n − c + 1)Fn(x) = −nFn−1(x) − (c − 1)Fn(c−; x)
and proceed as in the proof of Theorem 2.2, using the result proved in Theorem 2.3 that the zeros of Fn(x) and Fn−1(x)
interlace. 
Theorem 2.7. For c > 0 and b> c + n the zeros 0<x1 < · · ·<xn < 1 of Fn(x) and 0<p1 <p2 < · · ·<pn < 1 of
Fn(c+; x) are interlaced as follows:
xk <pk for k = 1, . . . , n and pk <xk+1 for k = 1, . . . , n − 1.
Proof. The polynomial Fn(c+; x) is orthogonal on (0, 1) with respect to w4(x) = xc(1 − x)b−c−n−1 for c > − 1 and
b> c + n. The ratio of the appropriate weight functions, with w1(x) given by (3), is
w4(x)
w1(x)
= x
1 − x
which is an increasing function of x on (0, 1). Hence we have xk <pk for k = 1, . . . , n.
Using the contiguous function relation (cf. [6, p. 72, Exercise 21(4)])
(1 − x)Fn(x) = Fn+1(x) − c − b
c
xF (c+; x)
in place of (6), the proof then parallels that of Theorem 2.5, noting that the zeros of Fn(x) and Fn+1(x) interlace by
Corollary 2.4. 
Theorem 2.8. For c > 0 and b> c + n − 1 the zeros 0<x1 < · · ·<xn < 1 of Fn(x) and 0<s1 <s2 < · · ·<sn < 1 of
Fn(b+, c+; x) are interlaced as follows:
xk < sk for k = 1, . . . , n and sk < xk+1 for k = 1, . . . , n − 1.
Proof. We know that Fn(b+, c+; x) is orthogonal on (0, 1) with respect to w5(x) = xc(1 − x)b−c−n for c > − 1 and
b> c + n − 1. Then, the ratio of the weight functions
w5(x)
w1(x)
= x
is an increasing function of x on (0, 1), where w1(x) is given in (3). Hence we have xk < sk for k = 1, . . . , n.
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Also, using the contiguous function relation (cf. [6, p. 72, Exercise 22])
Fn(x) = Fn+1(b+; x) + (b + 1 + n)
c
xFn(b+, c+; x)
in place of Eq. (6), the proof then parallels that of Theorem 2.5, noting that xk, xk+1 > 0 and using the result from
Theorem 2.1 that the zeros of Fn(x) and Fn+1(b+; x) separate each other. 
3. An interesting generalisation
In Theorems 2.2–2.7, we proved interlacing properties for the zeros of
2F1
(−n, b
c
; x
)
and the zeros of polynomials contiguous to it, that is, those 2F1 polynomials where one of the parameters n, b or
c is increased or decreased by unity. It is well known that the zeros of a polynomial depend continuously on its
coefﬁcients so it is a very natural question to ask what happens with respect to interlacing when we consider the zeros
of a polynomial with parameter values in between those of the two contiguous polynomials. More speciﬁcally, can we
prove an interlacing property for the zeros of (say)
2F1
(−n, b
c
; x
)
, 2F1
(−n, b + t
c
; x
)
, 0< t < 1,
and
2F1
(−n, b + 1
c
; x
)
?
It turns out that the interlacing situation is indeed what we might expect and the same method of proof used in Section 2
is applicable.We shall restrict ourselves, to a statement and proof of a generalisation of Theorem 2.2, the corresponding
results for the other Theorems in Section 2 can be proved in a similar way.
Theorem 3.1. Let c > 0 and b + t > c + n − 1, 0< t < 1 and let
Fn(x) = 2F1
(−n, b
c
; x
)
.
Then, the zeros
0<x1 <x2 < · · ·<xn < 1 of Fn(x),
0<q1 <q2 < · · ·<qn < 1 of 2F1
(−n, b + t
c
; x
)
and
0<X1 <X2 < · · ·<Xn < 1 of Fn(b+; x)
are interlaced as follows:
0<X1 <q1 <x1 <X2 <q2 <x2 < · · ·<Xn <qn <xn < 1. (8)
Proof. For c > 0 and b+ t > c+n−1 the polynomial Fn(x) is orthogonal on (0, 1) with respect to the weight function
w1 given by (3) whereas for any ﬁxed t ∈ (0, 1) the weight function associated with the polynomial
2F1
(−n, b + t
c
; x
)
,
K. Driver, K. Jordaan / Journal of Computational and Applied Mathematics 199 (2007) 48–55 55
on the same interval is given by w6 = xc−1(1 − x)b−c−n+t . The ratio of the weight functions is then
w1(x)
w6(x)
= 1
(1 − x)t
which is an increasing function of x ∈ (0, 1). We deduce from Markoff’s Theorem that
qk < xk for each k = 1, 2, . . . , n. (9)
The weight function w2 associated with Fn(b+; x) on (0, 1) is given by (4) and the ratio of the weight functions
w6(x)
w2(x)
= (1 − x)t−1
is an increasing function of x ∈ (0, 1). Therefore, we have
Xk <qk for each k = 1, 2, . . . , n. (10)
We know from Theorem 2.2 that xk <Xk+1 for k = 1, 2, . . . , n − 1, which, together with (9) and (10) means that
0<X1 <q1 <x1 <X2 <q2 <x2 < · · ·<Xn <qn <xn < 1 and the proof of (8) is complete. 
Remark. The interlacing properties of the zeros of contiguous hypergeometric polynomials are equivalent to interlacing
properties for the zeros of Jacobi polynomials P(,)n (x) with the parameters  and  increased or decreased by unity.
In place of the contiguous function relations, one uses the corresponding identities for Jacobi polynomials, see for
example [6, Chapter 16, pp. 263–265].
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