Abstract. For network congestion in the communication among agents, there are often random communication link failures among agents. The convergence performance of the distributed consensus algorithm with link failure become bad, even become diverged, and the rate of convergence of the algorithm become smaller. In this paper, we analyze the pseudo multi-hop distributed consensus algorithm with link failures, and research the relation between convergence performance and the probability of link failures. Simulation results are provided to verify these analytical results.
Introduction
In the past few years, due to broad application in many fields, distributed average consensus problems have attracted much attention [1, 2] .
Convergence rates of the distributed average consensus algorithms are very important, especially for large scale complex topology. In order to accelerate the convergence rate of distributed consensus, in [3] , the pseudo multi-hop distributed consensus algorithm is proposed. The pseudo multi-hop distributed consensus algorithm accelerates dramatically the convergence rate by utilizing the previous information of non-adjacency nodes based on single-hop communication. The convergence rate of the pseudo multi-hop algorithm is much bigger than those of the other algorithms.
For communication noise, time-delay, network congestion and so on, there are often link failure in the communication among agents. While there are link failure among agents, the convergence performance of distributed consensus often becomes bad. While there are link failures among agents, the communication topology can be considered as a random topology. In [4] , the distributed consensus based on the Erodos-Renyi random topology [5] is researched, and it is proved that the distributed consensus can reach a consensus while the probability of links of the random topology is independently identically distributed. In [6] , it is proved that the distributed consensus algorithm can reach a consensus while the probability of links of the random topology meets certain conditions. In [7] , the convergence conditions of distributed consensus with link failures are given based on ergodicity and probability of the link failures.
In the paper, based on random topology, we analyze the convergence performance of the pseudo multi-hop algorithm with link failure, and the relation between the probability of link failure and the convergence performance of distributed consensus algorithms.
Pseudo Multi-hop Distributed Consensus with Link Failure
We introduce some notations and concepts that will be used through this paper. A graph
represents the communication topology in a networked multi-agent system with N agents, where V is a set of vertices, and E is a set of edges. Each edge in the graph is denoted by ) , ( j i . An undirected graph is denoted by 
path is a set of vertices, in which the edge formed by adjacent vertices is an element of the set E . A path is an m-hop path if it has m edges. A graph is connected if any two vertices in the graph can be joined by a path. A graph
, and all elements of the edge set 2 E are two-hop paths of the graph
, and all elements of the edge set m E are m-hop paths of the graph
, where
is strong connected while there is a directed path between any two nodes, and a directed graph is balanced while the in-degree of every node is equal to itself out-degree, i.e.
Supposing that the probability of link failure is independent identically distributed, while there are link failures in the communication among agents, the topology in time k can be considered as
, the corresponding single-hop adjacency matrix and single-hop Laplacian matrix is respectively )
In the paper, we define the m-hop adjacency matrix and m-hop Laplacian matrix of graph
. We define the probabilistic matrix about link failure as
. where, we define
The pseudo multi-hop distributed consensus algorithm [3] with link failure can be written as:
is the state derivative of node i in step k ,  is a constant step size.
Dynamic Analyses for Pseudo Two-hop Consensus Algorithm with Link Failure
From (1) and (2), we can get an equivalent equation
Where 
and
Theorem1. if the super-graph
 denotes the spectral radius of a matrix.), then the mean of nodes in the pseudo multi-hop distributed consensus algorithm with link failure in (3) can reach a average consensus, i.e.
Proof. For an undirected connected graph G , when 
, then the mean of nodes in pseudo multi-hop distributed consensus algorithm can reach an average consensus.
Proof. The proof of this theorem is similar as the proof of the theorom1, where we omitted the proof the this theorem from this paper. Proof. The proof of this theorem is similar as the proof of the theorom1, where we omitted the proof the this theorem from this paper.
Simulations and Analyses
In order to verify the results of the pseudo multi-hop distributed consensus algorithm with link failure, we test it on two different networks listed in figure 1, figure 2 denoted as 1 G and 2 G . Topology 1 G is an undirected connected graph with 25 nodes, and 2 G is a directed strongly connected network with 25 nodes. For the sake of simplicity, we assume the weights figure 4 respectively show the convergence performance of pseudo five-hop algorithm with link failure based on graph 1 G and graph 2 G . Obviously, while the communication topology meet the conditions in the theorem 1, the theorem2 and the theorem 3, the pseudo multi-hop distributed consensus algorithm with link failure can reach an average consensus in mean square sense, and the convergence performance and convergence rate of the pseudo multi-hop distributed consensus algorithm depend on the probability of link failure.
In this paper, when there is link failure among agents, the performance of distributed consensus algorithm degrades. While the communication topology is undirected connected or directed strongly connected, and the super graph and multi-hop topology graph of the communication topology are balanced, we have proved that the mean of nodes' states in pseudo multi-hop distributed consensus algorithm with link failure can reach an average consensus. While the communication topology is directed strongly connected, but the communication topology isn't balanced or the multi-hop topology of the communication topology isn't balanced, the mean of nodes in the pseudo multi-hop distributed consensus algorithm can reach a consensus, but the consensus isn't equal to the average of initial states of nodes. In the meanwhile, we have proved that the pseudo multi-hop distributed consensus algorithm with link failure can reach an average consensus in mean square sense. The simulation results show that the convergence rate of the pseudo multi-hop distributed consensus algorithm depends on the probability of link failures. Based on the undirected communication topology, the convergence performance of the pseudo multi-hop distributed consensus algorithm with link failure is better than the convergence performance of the pseudo multi-hop distributed consensus algorithm with link failure based on directed communication topology.
