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Résumé
L'informatique dans les nuages (cloud computing) est devenu durant les dernières années
un paradigme dominant dans le paysage informatique. Son principe est de fournir des services
décentralisés à la demande, et permet aux clients de payer uniquement pour ce dont ils ont
besoin. La demande croissante pour ce type de service amène les fournisseurs de service clouds
à augmenter la taille de leurs infrastructures à tel point que les consommations d'énergie ainsi
que les coûts associés deviennent très importants.
Chaque fournisseur de service cloud doit répondre à des demandes diﬀérentes. Les gestion-
naires d'infrastructure doivent héberger un ensemble de ces services. C'est pourquoi au cours de
cette thèse, nous nous sommes intéressés à la gestion des ressources eﬃcace en énergie dans les
clouds.
Pour ce faire, nous avons tout d'abord modélisé et étudié le problème de l'allocation de
ressources initiale en fonction des services, en calculant des solutions approchées via des heuris-
tiques, puis en les comparant à la valeur optimale calculée grace à la résolution d'un programme
linéaire associé.
Nous avons ensuite étendu notre modèle de ressources pour nous permettre d'avoir une so-
lution plus globale, en y intégrant de l'hétérogénéité entre les machines et des infrastructures de
refroidissement. Nous avons enﬁn validé notre modèle par simulation.
Les services doivent habituellement faire face à diﬀérentes phases de charge, ainsi qu'à des
pics d'utilisation. C'est pourquoi, nous avons étendu le modèle d'allocation de ressources pour y
intégrer la dynamicité des requêtes et de l'utilisation des ressources, ainsi que la notion de coût
d'allumage, d'extinction des serveurs et le coût de migration des services d'un serveur vers un
autre. Nous avons mis en ÷uvre une infrastructure de cloud simulée, visant à contrôler l'exécution
des diﬀérents services ainsi que le placement de ceux-ci. Ainsi notre approche permet de réduire
la consommation d'énergie globale de l'infrastructure, ainsi que de limiter autant que possible
les dégradations de performance.
v
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Abstract
Cloud computing has become over the last years an important paradigm in the computing
landscape. Its principle is to provide decentralized services and allows client to consume resources
on a pay-as-you-go model. The increasing need for this type of service brings the service providers
to increase the size of their infrastructures, to the extent that energy consumptions as well as
operating costs are becoming important.
Each cloud service provider has to provide for diﬀerent types of requests. Infrastructure
manager then have to host all the types of services together. That's why during this thesis, we
tackled energy eﬃcient resource management in the clouds.
In order to do so, we ﬁrst modeled and studied the initial service allocation problem, by
computing approximated solutions given by heuristics, then comparing it to the optimal solution
computed with a linear program solver.
We then extended the model of resources to allow us to have a more global approach, by inte-
grating the inherent heterogeneity of clusters and the cooling infrastructures. We then validated
our model via simulation.
Usually, the services must face diﬀerent stages of workload, as well as utilization spikes. That's
why we extended the resource allocation model to include dynamicity of requests and resource
usage, as well as the concept of powering on or oﬀ servers, or the cost of migrating a service from
one host to another. We implemented a simulated cloud infrastructure, aiming at controlling the
execution of the services as well as their placement. Thus, our approach enables the reduction
of the global energy consumption of the infrastructure, and limits as much as possible degrading
the performances.
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Chapitre 1
Introduction
1.1 Contexte et Motivation
L'informatique dans les nuages (appelé cloud computing en anglais et dans la suite du
manuscrit) s'est imposé ces dernières années comme un paradigme majeur d'utilisation des in-
frastructures informatiques. Celui-ci répond à des besoins et demandes croissantes en terme de
disponibilité, scalabilité et ﬂexibilité. Les fournisseurs de services de clouds permettent à leur
client de payer directement en fonction de ce qu'ils souhaitent utiliser.
Maintes déﬁnitions de ce qu'est un cloud ont été données au cours des années, et nous retien-
drons celle donnée par Vaquero et al. dans [102], qui traduite de l'anglais est comme suit :
"Les clouds sont un large ensemble de ressources virtualisées facilement utilisables et acces-
sibles (telles que materielles, plateformes de développement et/ou de services). Ces ressources
peuvent être dynamiquement reconﬁgurées pour s'adapter à une charge (ou une échelle) variable,
permettant une utilisation des ressources optimum. Cet ensemble de ressources est en général
exploité via un modèle de paiement à l'usage dans lequel le fournisseur de l'infrastructure donne
des garanties au moyen de contrats de service (appelés Service Level Agreement ou SLA)."
Il existe plusieurs types de clouds qui fournissent un niveau diﬀérent de service à l'utilisateur.
En premier, les clouds de type Software as a Service (SaaS) qui fournissent directement un accès
à distance à des applications. Des services tels que Gmail 1 qui permet un accès à distance à
une application de gestion d'e-mail, et Surveymonkey 2 qui permet un accès à une application de
distribution et analyse de sondages directement sur internet sont considérés comme des clouds
SaaS.
Viennent ensuite les types clouds permettant à l'utilisateur d'avoir accès à des outils pour
coder et déployer des applications de manière rapide et eﬃcace. Ceux-ci sont appelés Platform
as a Service (PaaS). L'AppEngine 3 de Google, Windows Azure 4 de Microsoft et OpenShift de
RedHat en sont des exemples 5.
Enﬁn, le type de clouds qui va majoritairement nous intéresser, est celui des Infrastructure
as a Service (IaaS), qui fournissent l'accès à une infrastructure. Cela se traduira par la location
de serveurs (virtuels ou non) ainsi que les infrastructures sous-jacente comme le stockage ou le
réseau. Rackspace Cloud 6 est un exemple de cloud de type IaaS, ou encore un des plus gros
1. GMail - https ://mail.google.com/
2. SurveyMonkey - htto ://www.surveymonkey.com
3. AppEngine - https ://developers.google.com/appengine/
4. Windows Azure - www.windowsazure.com/
5. OpenShift - https ://openshift.redhat.com/app/
6. RackSpace - http ://www.rackspace.com
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acteurs du secteur Amazon Elastic Cloud Computing (EC2) 7 fournissent de tels services. Il est
intéressant de noter que la plateforme grid5000 [3] propose des services similaire à une infras-
tructure de cloud IaaS, dans la mesure où l'on peut réserver un certain nombre de machines et
les utiliser pour nos expériences en tant que plateforme d'expérimentations. Cependant, grid5000
ne tombera pas dans la classiﬁcation de cloud IaaS puisqu'elle ne respectera pas directement les
considérations de dimensionnement et d'adaptabilité. Grid5000 restera par contre historiquement
une des premières infrastructures permettant la réservation de machines pour une utilisation en
tant qu'infrastructure.
Tout ces services ont pris une importance grandissante ces dernières années, et ont vu leurs
demandes augmenter de facon signiﬁcative à tel point que pour faire face à l'explosion de la
demande les fournisseurs de services doivent se doter de nombreuses machines pour avoir suﬀ-
isamment de puissance de calcul. Ainsi, les infrastructures deviennent telles que la consommation
électrique requise pour faire fonctionner ces parcs de serveurs devient une part importante du
coût total de fonctionnement de ces serveurs. C'est pourquoi, les fournisseurs de clouds s'in-
téressent aux outils et stratégies permettant de réduire leur facture d'électricité et de minimiser
les coûts.
1.1.1 Consommation des Centres de Données
La consommation électrique des centres de données (data centers en anglais) dans le monde
a été estimée pour 2010 entre 1.1% et 1.5% de la consommation électrique globale. Même si
cela parait peu en proportion, cette consommation d'énergie représente plus de 200 milliards
de kilowatt-heure[67]. Les grappes de serveurs (appelées clusters en anglais et par la suite) de
nos jours contiennent un nombre de serveurs de l'ordre de la dizaine pour les plus petits, et de
plusieurs centaines de milliers pour les plus gros [66].
Cette consommation d'énergie est en croissance permanente au ﬁl des années. Elle était
estimée à 12% par an en 2007 par l'U.S Environmental Protection Agency pour atteindre un
coût de l'électricité utilisée par les serveurs des data centers estimé de 7.4 milliards de dollars
[8] et l'équivalent de 16 fois la production du réacteur nucléaire CHOOZ-B-1 de Charleville en
France [7] en 2012.
Si l'on regarde par contre la consommation individuelle des serveurs, nous avons une consom-
mation qui sera en moyenne aux alentours de 50W lorsque la machine n'eﬀectue aucun calcul, et
250W lorsqu'elle est chargée à 100%[34]. Nous pouvons donc avoir des data centers consommant
une puissance instantanée de plusieurs dizaines de mégawatts. Et ceci, sans compter toute l'in-
frastructure nécessaire au fonctionnement des serveurs, comme l'infrastructure de refroidissement
par exemple.
La consommation globale en énergie d'une entreprise possédant beaucoup de serveurs peut
donc devenir très importante. L'exemple d'un des géants d'internet Google en est la preuve.
Google possédait déjà en 2009 plus de 900 000 serveurs, et a rapporté une consommation de 2
675 898 MWh en 2011 [52], ce qui représente, sachant que Google a réduit son empreinte carbone
de moitié entre 2007 et 2011, 1.68 millions de tonnes métrique de CO2. À titre de comparaison,
la centrale nucléaire française de Belleville a produit 18 267 160 MWh pendant l'année 2011[7].
Comme mentionné précédemment, les serveurs de calculs ne sont pas les seuls à consommer
de l'énergie dans les clusters. En eﬀet, pour calculer la consommation énergétique d'un data
center, il faut aussi prendre en compte le refroidissement, l'équipement réseau, l'alimentation
électrique de l'infrastructure. Des études ont été réalisées sur la répartition de la consommation
d'électricité dans les clusters comme montré dans [86, 84].
7. Amazon EC2 - http ://aws.amazon.com/fr/ec2/
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Figure 1.1  Diﬀérentes distributions de l'électricité dans les data centers : Pelley et al.[86] à
gauche et Oracle [84] à droite
Bien que les chiﬀres varient en fonction des diﬀérents data centers, certaines tendances peu-
vent être remarquées. Comme on peut le voir dans la ﬁgure 1.1, les deux portions majoritairement
consommatrices d'électricité sont les serveurs et le refroidissement. Il est bon de noter que ces
deux parties des data centers peuvent être gérées au niveau du système de gestion. Non que cela
ne soit pas possible pour les autres, mais même si on peut réduire l'énergie consommée par l'unité
d'approvisionnement d'électricité en changeant le matériel ou la manière dont il est utilisé, les ac-
tions sur les serveurs par exemple sont plus larges et peuvent être faites de manière automatique
par une application, qui va changer la fréquence d'opération du matériel, voire même éteindre
et allumer les machines. Ainsi, le potentiel d'économies d'énergie au niveau des machines et du
refroidissement est plus grand d'un point de vue applicatif, du fait de leur part importante dans
la distribution de la consommation des data centers.
1.1.2 Pourquoi réduire la consommation
La consommation électrique des data centers n'a cessé de croître ces dernières années, en
suivant la courbe de progression de la performance de calcul [68]. Cependant, de la même manière
que pour les processeurs, nous allons heurter le mur de la consommation. Lorsque le temps était
à la course à la miniaturisation il est apparu que la densité de chaleur générée par le composant
imposait une contrainte forte sur la densité des transistors. Un parallèle peut être fait avec les
clusters et la consommation d'électricité qu'ils génèrent.
Ainsi, les clusters ont augmenté leur nombre de serveurs en même temps que leur puissance.
Ce qui nous amène à faire des projections pour le futur de la consommation des data centers, qui
sont du même ordre que le mur de la miniaturisation des composants. En eﬀet, la miniaturisation
croissante des processeurs a dû ralentir du fait de la dissipation de chaleur insuﬃsante, et a
amené les constructeurs à repenser leurs architectures en augmentant le nombre de processeurs
ou de coeurs. Si on projette la consommation électrique des superordinateurs du top500[98] en
supposant qu'elle croît de façon constante, on arrivera à des clusters d'une consommation de
plusieurs centaines de mégawatts ! Ce qui réprésente la nécessité d'avoir un réacteur nucléaire
pour alimenter un seul des supercalculateurs.
Il est donc nécessaire de réduire cette consommation par des moyens permettant à la fois de
réduire l'électricité demandée, mais aussi de garder un niveau acceptable de performance, car
bien qu'éteindre systématiquement la moitié des serveurs permette de réduire la consommation
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d'énergie, ça n'est évidemment pas une solution viable. Ajoutons à cela l'impact environnemental
des data center. Bien que décentraliser des opérations qui étaient faites localement permette de
réduire la consommation d'énergie et l'empreinte carbone en délocalisant des applications vers
des serveurs globalement plus eﬃcaces énergétiquement parlant, il n'en reste pas moins que
la consommation globale des data centers étaient responsables en 2007 de 116 tonnes métriques
d'équivalent dioxide de carbone (MtCO2) selon un rapport de Greenpeace [62]. Ce même rapport
estime que ces mêmes émissions pourraient doubler d'ici à 2020 pour atteindre 257 MtCO2.
La consommation d'électricité des serveurs n'est en eﬀet pas la seule source d'émission CO2,
il faut aussi prendre en compte le cycle de vie complet d'un serveur, depuis le moment où le
serveur est construit jusqu'à son démantèlement, un serveur sera responsable de plus d'émission
que sa seule consommation d'électricité.
Enﬁn, et c'est peut-être ce qui intéresse le plus les possesseurs de clouds, l'impact sur le coût
total des infrastructures, autrement dit le coût en électricité de l'exploitation d'un data center,
est important. Comme mentionné précédemment, ce coût peut rapidement devenir important,
jusqu'à ce qu'alimenter un data center en électricité sur plusieurs années revienne au même prix
qu'acheter ce même data center.
Que ce soit donc pour des raisons économiques, environnementales ou tout simplement pra-
tiques, il est intéressant, voire dans certains cas nécessaire, de réduire la consommation énergé-
tique des clouds. Cependant, comme nous allons le voir par la suite, cela ne peut pas se faire de
n'importe quelle façon.
1.2 Problématique
La problématique est donc la suivante : comment réduire la consommation d'énergie des
serveurs sans pour autant trop impacter la qualité de service et les performances des applications
qui s'exécutent sur le cloud ? Il existe de nombreux moyens de réduire la facture d'électricité, et
bon nombre peuvent se faire sans impacter la qualité de service. Cependant, en acceptant une
dégradation faible de performance, il est possible de réduire encore plus la puissance consommée
par l'infrastructure.
1.2.1 Comment réduire la consommation
La première question qu'il faut donc se poser est comment réduire la consommation d'énergie.
Diﬀérents moyens sont à notre disposition, certains étant au niveau du fonctionnement de la
machine elle même, et donc à une granularité de phases d'application, alors que d'autres sont à
des niveaux plus hauts, et donc à une granularité d'application entière. Certains sont basés sur
des leviers matériels, alors que d'autres sont purement applicatifs.
Action sur le processeur
Une des méthodes les plus répandues pour controller la consommation d'une application est
celle du Dynamic Voltage and Frequency Scaling (DVFS), qui consiste simplement à changer le
couple fréquence/voltage d'un processeur, aﬁn de le faire tourner moins vite lorsque l'application
qui s'exécute a besoin de moins de CPU. Habituellement, ce phénomène intervient par exemple
lorsqu'une application a ﬁni de calculer et envoie ou reçoit des données. Dans ce cas, nous pouvons
facilement déﬁnir cette phase comme étant capable de s'exécuter à une fréquence plus faible.
Cependant, il n'est pas toujours aussi direct de choisir comment et quand réduire la fréquence du
processeur, car cela nécessite que les applications soient connues, et cela nécessite aussi d'éviter
de faire des mauvais changements. En eﬀet, une mauvaise gestion du DVFS peut amener à ne
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pas économiser d'énergie, voire perdre de l'eﬃcacité énergétique lorsque l'augmentation de temps
pris par une tâche n'est pas compensé par une baisse suﬃsante en consommation de puissance.
Action sur les machines
Des actions sont aussi possibles au niveau des machines. En eﬀet, la manière la plus simple
de réduire la consommation des serveurs est simplement de les éteindre. Cela n'est pourtant
pas aussi simple et direct en pratique. Ainsi, pour pouvoir éteindre un serveur, il faut d'abord
s'assurer qu'il n'est pas utilisé sur le moment, mais aussi que l'on ne vas pas en avoir besoin dans
un futur immédiat, sous peine de se retrouver avec un manque de ressources, et ainsi de ne plus
être capable de satisfaire les demandes des clients. On pourra cependant passer les machines dans
plusieurs états, allant d'allumé à éteint en passant par hibernation ou suspend-to-RAM [39, 29].
Ces diﬀérents états discrets d'une machine correspondent en fait à un diﬀérent sous-ensemble de
composants qui vont rester allumés, aﬁn de répondre plus vite aux nouvelles requêtes des clients.
La composante temporelle joue ici un rôle crucial, puisque chaque action aura une longueur en
temps associée, pendant laquelle elle induira un surcoût et ne sera pas utilisable pour satisfaire
des demandes de clients.
Les actions sur les machines restent cependant des leviers très importants pour économiser
de l'énergie, puisque la majorité de la consommation d'un serveur vient simplement du fait
d'être allumé. Autrement dit, la portion de consommation correspondant au surcoût induit par
l'exécution d'applications sur une machine est inférieure à la portion de consommation induite
par l'état allumé de cette même machine[34].
Action sur l'infrastructure
Les actions sur les machines ont aussi une portée plus grande, car si l'on se place au niveau
d'un cluster, plus le nombre de serveurs allumés est réduit, plus l'infrastructure apparentée peut
économiser de l'énergie. L'exemple le plus probant est celui de l'infrastructure de refroidissement
d'un data center.
Dans un data center, l'infrastructure de refroidissement composée de CRAC (Computer Room
Air Conditionner, qui sert à rafraichir l'air utilisé pour refroidir les serveurs) et de CRAH (Com-
puter Room Air Handler, qui achemine l'air jusqu'aux serveurs) tente de maintenir la température
dans la salle de serveurs à un certain niveau, et si possible de manière homogène. Si l'on veut
éviter les points chauds (ou hotspots), il faudra augmenter la puissance de la ventilation aﬁn
d'homogénéiser la température autant que possible dans la pièce. De la même manière, si la
température moyenne de la pièce augmente, il faudra augmenter la puissance de l'infrastructure
de refroidissement aﬁn de refaire descendre la température au palier souhaité.
Nous voyons bien ici que la température se voit intimement liée à la charge des serveurs. Si
le data center se voit attribué un grand nombre de calculs à eﬀectuer, les serveurs vont tourner à
plein régime, rejettant ainsi de la chaleur dûe à leur consommation d'énergie augmentée, ce qui
va faire monter la température de la pièce et/ou induire des points chauds, l'infrastructure de
refroidissement va tenter de compenser en augmentant sa propre puissance, consommant ainsi
encore plus d'énergie.
Le comportement de l'infrastructure de refroidissement est donc intimement liée à la charge
des serveurs. Il est par conséquent possible d'utiliser ce fait pour induire des économies d'énergie
par une gestion intelligente de la charge de travail pour éviter d'avoir des points chauds, ou
encore positionner la charge de manière à pouvoir éteindre une partie des CRAC/CRAH.
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Action sur les applications
Enﬁn, il est possible d'agir sur la consommation d'énergie au niveau applicatif. Lorsqu'un
gestionnaire de cloud met en place son infrastructure, elle est faite pour répondre à des demandes
d'exécutions d'applications. Ce faisant, le fournisseur de services doit, en respectant les demandes
des clients, faire le lien entre son infrastructure, et les tâches à exécuter. Autrement dit, il doit
faire l'allocation de ces tâches sur les diﬀérents serveurs de l'infrastructure en prenant en compte
les métriques qui lui sont importantes, que ce soit le coût, l'énergie, ou la performance par
exemple.
Cette allocation est un processus décisionnel purement applicatif qui va viser à décider où
exécuter des tâches, mais aussi quand les exécuter et comment. Une distinction est à faire entre
ces trois aspects. En eﬀet, décider de l'endroit de l'exécution d'une tâche va permettre de ne
pas surcharger certaines machines pour éviter des points chauds, ou allouer en priorité sur les
machines qui sont le plus énergétiquement eﬃcaces. Décider de quand exécuter une tâche par
contre va permettre de ne pas forcément exécuter les tâches dans l'ordre d'arrivée, mais plutôt
de tenter d'optimiser le temps d'exécution global de ces tâches. Chacune aura potentiellement
une durée diﬀérente, et réorganiser l'ordre des tâches permettra un temps d'exécution total des
tâches plus court, économisant ainsi de l'énergie. Enﬁn, la décision de comment exécuter les
tâches nous ramène par exemple aux techniques de DVFS, où l'on va décider de la fréquence à
laquelle doit se trouver un serveur.
1.2.2 Problèmes associés
De toutes les actions que nous pouvons entreprendre, toutes sont à utiliser avec parcimonie
car elles ne sont pas sans comporter des désavantages. Ainsi, une mauvaise utilisation des leviers
de réduction de la consommation d'énergie entrainera un eﬀet contre productif qui peut se révéler
très problématique. L'exemple le plus simple serait d'éteindre et de rallumer une machine trop
souvent, faisant de la machine un serveur allumé en permanence mais peu ou pas utilisable, et
par conséquent extrêmement inéﬃcace en terme de performance et d'énergie.
Chacun des leviers possède donc ses propres avantages et défauts, faisant du problème de
la gestion des tâches dans un cloud un processus compliqué. Prenons par exemple le cas du
DVFS, qui permet de réduire grandement la consommation du processeur. L'application d'un
changement de fréquence n'est pas instantanée, et passer d'une fréquence à une autre prend un
peu de temps. Par conséquent, de la même manière que pour les machines, des changements de
fréquence trop rapproché ralentira fortement l'exécution de l'application, entrainant ainsi une
surconsommation. De plus, les changements trop fréquents ne sont pas le seul problème lié au
DVFS, car encore faut-il utiliser la bonne fréquence. Une mauvaise fréquence d'allocation fera
consommer plus au programme, et les plus petites fréquences ne seront pas forcément les plus
eﬃcaces en énergie. Si une application s'exécute en un certain temps à une fréquence donnée,
baisser la fréquence d'exécution peut rallonger le temps d'exécution de l'application à un point
tel que l'énergie consommée sera au ﬁnal plus grande.
Enﬁn, une bonne utilisation du DVFS reposera sur une bonne connaissance de l'application
que l'on veut gérer. Il est en eﬀet possible d'eﬀectuer des actions en fonction des tendances
mesurées des applications, si l'on connait la tâche à exécuter. Nous aurons ainsi de meilleurs
résultats au ﬁnal, puisque l'on sera capable d'aﬀecter à tout instant la bonne fréquence, et
d'anticiper les changements de charge trop rapides.
Cette connaissance s'applique aussi aux autres leviers, puisqu'une bonne utilisation des capa-
cités de refroidissement d'un cluster reposera sur la bonne connaissance de la localisation spatiale
de l'infrastructure, aﬁn de pouvoir prévenir les points chauds à certains endroits, ou encore choisir
des CRAC/CRAH à ne pas modiﬁer pour éviter de trop perturber les ﬂux d'air bien spéciﬁque
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du data center. Un autre exemple est qu'au niveau de l'allocation temporelle, dans le cas où
l'on cherche à choisir quand allouer les tâches, une bonne connaissance de la charge de travail
nous permet d'identiﬁer des phases dans une journée, aﬁn de pouvoir au mieux répondre à la
demande.
Lors de la gestion d'un data center, il est donc intéressant d'utiliser tous les moyens qui sont
à notre disposition, en prenant bien en compte que bien que ces moyens nous permettent des
économies d'énergie, il faut les utiliser avec une bonne connaissance des infrastructures et des
eﬀets sous-jacents à chacun. Chacune des techniques ayant un potentiel pour améliorer l'eﬃcacité
énergétique d'un data center, ainsi qu'ayant potentiellement un eﬀet négatif sur la performance
des tâches.
1.3 De l'allocation statique à la réallocation
Dans cette thèse, nous proposons de réduire la consommation d'énergie en gardant un niveau
acceptable de qualité de service via la gestion de l'allocation des tâches sur les diﬀérents serveurs.
Cela nous permettra de réduire la consommation d'énergie en utilisant les leviers d'allumage
et d'extinction des hôtes, mais aussi de l'allocation des tâches aux endroits les plus eﬃcaces
énergétiquement parlant.
Aﬁn d'allouer les tâches de manière cohérente, nous avons commencé par modéliser le pro-
blème en tant qu'ensemble de contraintes linéaires, modèle qui servira de base pour l'élaboration
d'algorithmes, que des bornes, solutions optimales et approchées, pour la comparaison des per-
formances de ces mêmes algorithmes.
Le problème de l'allocation eﬃcace en énergie présente le problème d'être une optimisation
multi objectifs, qui doit équilibrer la performance des applications d'une part, et la consommation
globale de l'infrastructure d'autre part. Le problème étant que les deux objectifs sont très souvent
antagonistes, et améliorer l'un fera baisser l'autre. Pour tenter de palier à ce problème, nous
proposons de décomposer le problème de l'allocation de tâches en trois problèmes distincts.
Le premier sera le problème borné en énergie ou en puissance électrique, et correspondra aux
cas où l'on veut éviter que l'infrastructure dépasse une certaine demande en électricité, pour des
raisons de coûts ou d'infrastructure. Pour ce problème là, nous supposerons que le fournisseur
de services sait déﬁnir la valeur qu'il ne veut pas dépasser, ou que cette valeur est calculée par
quelqu'un d'autre. Nos algorithmes doivent alors calculer une allocation proche de l'optimal en
respectant la performance des diﬀérentes tâches, tout en respectant la contrainte d'énergie.
Le second problème que nous proposons représente le cas où nous voulons respecter un cer-
tain niveau de performance pour tous les tâches, autrement dit avoir au minimum une certaine
satisfaction de ce qui a été alloué par rapport à ce qui avait été demandé par les tâches. Sous cette
contrainte, les diﬀérents algorithmes vont tenter de trouver une allocation permettant d'optimiser
la consommation d'énergie de l'infrastructure.
Le dernier problème est celui du multi objectifs. Pour celui-ci, nous considérons que l'on
veut économiser de l'énergie, sans avoir de contrainte dure sur celle-ci, mais nous voulons le
faire sans trop atteindre au bon fonctionnement des applications, puisqu'une mauvaise exécution
d'une application aura un impact négatif pour le fournisseur de services[46]. Pour résoudre ce
problème, nous allons optimiser une combinaison linéaire de la performance et de l'énergie.
Une fois les diﬀérents problèmes déﬁnis, nous avons étendu notre modèle à deux aspects. Un
des aspects est lié au fait qu'un cluster appartenant à un cloud n'est que rarement complètement
homogène. Il arrive ainsi souvent que l'on doive remplacer des parties de l'infrastructure pour
maintenance, ou en rajouter pour augmenter la capacité. Cette hétérogénéité nous demande de
connaitre notre infrastructure, pour allouer les tâches sur des serveurs qui n'ont pas forcément
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la même capacité, en plus de la même localisation, et par conséquent pas les mêmes eﬃcacités
énergétiques.
L'autre aspect est celui du refroidissement. Comme vu précédemment dans la ﬁgure 1.1, le
refroidissement prend une part conséquente dans la consommation d'un data center. Si celle-ci
peut paraitre indépendante de l'allocation de tâches, elle n'en reste pas moins liée. Prendre en
compte l'infrastructure de refroidissement nous permet, avec une bonne connaissance des data
centers, d'être capable d'agir dessus en fonction de la charge courante des serveurs gérés par un
certain CRAC/CRAH.
Nous avons donc intégré ces deux aspects dans notre modèle de contraintes ainsi que dans les
diﬀérents algorithmes, aﬁn d'économiser d'avantage d'énergie, et d'être plus proche de la réalité.
La gestion des tâches ne s'arrête cependant pas à la seule allocation statique. En eﬀet, les
charges de travail dans un cloud varient au cours du temps. On peut donc avoir d'une part
un cycle journalier de la charge, avec plus de charge entre 18h et 22h, mais aussi des pics plus
localisés de charge, qui sont diﬃciles à prédire. Dans tous les cas, il faut prendre en compte
cette dynamicité. Pour cela, nous étendrons notre modèle de contraintes linéaires aﬁn de prendre
en compte le temps de migration des tâches, le temps d'allumage et le temps d'extinction des
machines.
Ensuite, nous avons développé des algorithmes et utilisé un simulateur d'une infrastructure
de cloud pour évaluer ces algorithmes, et l'impact de la réduction de l'énergie au niveau de l'allo-
cation des ressources et de la réallocation des tâches. Cette infrastructure nous permettra d'avoir
un gestionnaire autonome de tâches, qui, en séparant en trois parties distinctes la reconﬁgura-
tion des tâches, leur réallocation et la gestion des machines physiques, permettra d'appliquer une
approche globale autonome au problème de la gestion eﬃcace des tâches dans un cloud.
Notre approche a montré qu'il était possible de réduire grandement la consommation d'énergie
par rapport à une approche non eﬃcace en énergie, tout en gardant un niveau de violation de
Service Level Agreement (SLA, qui représente le contrat entre le client et le fournisseur de services
et donc la qualité de service) faible.
1.4 Organistion du manuscrit
La suite de ce mémoire est organisée comme suit :
 Le chapitre 2 présente l'état de l'art en matière de gestion de tâches prenant en compte
l'énergie dans les clouds. Il présente en particulier les diﬀérents leviers matériels et logiciels
utilisables dans des techniques de réduction de la consommation d'énergie. Est présenté
ensuite un ensemble de techniques développées au dessus de ces leviers aﬁn de gérer les
tâches dans un cloud, aﬁn d'analyser ce qui se fait de mieux dans ce domaine et de com-
prendre ce que l'on peut et doit faire pour avoir une meilleure connaissance des systèmes
étudiés.
 Le chapitre 3 présente le système que nous allons étudier et la déﬁnission du problème que
nous allons prendre en compte et tenter de résoudre. Sont présentées ensuite les diﬀérentes
hypothèses que nous posons, aﬁn d'étudier certains eﬀets de manière plus spéciﬁque. Nous
décrivons formellement les diﬀérents problèmes, ainsi que les techniques de résolution des
problèmes que nous allons utiliser dans les chapitres ultérieurs.
 Le chapitre 4 présente le contexte du problème de l'allocation statique des tâches dans un
cloud, ainsi que les hypothèses et les leviers que nous utilisons dans ce contexte précis.
Nous déﬁnissons ensuite l'ensemble de contraintes linéaires et les fonctions objectifs qui
constitueront le programme linéaire modélisant le problème de l'allocation statique. Une
validation par simulation des algorithmes proposés est faite ensuite pour faire émerger les
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forces et faiblesses des algorithmes en terme de performance et d'énergie, ainsi qu'étudier
l'impact de l'hétérogénéité sur ces deux métriques. Nous étudions aussi l'impact que peut
avoir l'infrastructure de refroidissement lorsqu'elle est prise en compte dans l'allocation
de tâches. Enﬁn, nous étudions les relations qu'il peut y avoir entre les diﬀérents aspects
que nous avons rajoutés, comme la relation entre le refroidissement et l'hétérogénéité des
serveurs.
 Le chapitre 5 présente le passage nécessaire de l'allocation statique à l'allocation dynamique.
Y sont présentées les raisons qui font que ce passage est nécessaire, ainsi que les diﬀérentes
contraintes à rajouter au modèle pour pouvoir passer à la dynamicité. Nous évaluons en-
suite cette dynamicité avec une simulation d'un gestionnaire autonome de clouds, plus
particulièrement l'impact de la reconﬁguration de l'allocation eﬀective de chaque tâche,
l'impact des algorithmes de réallocation des tâches, la gestion des machines physiques et
la possibilité de passer à l'échelle du système.
 Le chapitre 6 enﬁn conclut ce manuscrit en résumant nos contributions et en présentant
des axes de recherches possibles pour aﬃner ces travaux et poursuivre les recherches.
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Chapitre 2
Gestion de tâches eﬃcace en énergie
2.1 Introduction
La gestion de tâches est une discipline largement répandue et qui peut être utilisée dans
diﬀérents domaines. Elle intervient lorsque l'on possède un ensemble de tâches à accomplir, et
que ces tâches sont à exécuter sous contraintes. Ces contraintes peuvent être de diﬀérentes sortes.
Elles peuvent être des contraintes temporelles, lorsque les tâches doivent être exécutées dans leur
totalité avant une certaine échéance. Les tâches peuvent être aussi contraintes par des ressources,
quand celles-ci doivent être accomplies avec un budget limité.
Dans le cas qui nous intéresse, en informatique, les tâches sont des processus logiciels qui
s'exécutent sur une infrastructure donnée. Comme toutes les tâches ne sont pas identiques, cer-
taines sont ﬁnies et d'autres inﬁnies par exemple, elles ne sont pas caractérisées par les mêmes
paramètres. Cependant, une caractéristique est commune à toutes les tâches : elles ont toutes
des besoins de ressources, que ce soit de manière explicite lorsque la tâche demande un certain
nombre de machines ou un accès à des ressources déﬁnies, ou implicite lorsque la tâche demande
juste la possibilité de s'exécuter, mais aura quand même une consommation de ressources précise.
Si l'on se place dans le monde de l'informatique mobile, nous avons des tâches qui sont faible-
ment contraintes par le temps, mais fortement contraintes par les ressources qu'elles utilisent,
comme le CPU et la batterie que la tâche utilisera.
On peut aussi se placer dans le monde du HPC, où les tâches doivent être exécutées le plus vite
possible, et sont donc fortement contraintes par le temps pris à l'exécution, sans se préoccuper
de la quantité de ressources utilisées pour arriver au résultat.
Dans un cadre du cloud computing, les tâches peuvent être de diﬀérentes sortes. Elles peuvent
faire partie d'un même ensemble de tâches, dans le cadre d'une grappe de calcul virtuelle. Dans
ce cas, les tâches peuvent être communicantes et, par conséquent être contraintes par l'inter-
dépendance inhérentes aux calculs communicants. Elles peuvent aussi être des services, et devoir
être capable de répondre à des requêtes de clients à tout moment.
Dans cette thèse, nous nous intéresserons à des tâches exécutées dans un environnement de
type cloud. Ces tâches seront inﬁnies, ce qui veut dire que nous ne travaillerons pas dans des con-
traintes temporelles. Nous modélisons en fait un environnement avec des tâches de types services
web par exemple. Un service web doit toujours être en exécution, ce qui change au cours du temps
étant uniquement la charge induite par les requêtes web. Nous serons cependant contraint par
la consommation d'énergie de l'infrastructure, ainsi que la consommation de ressources machine
demandée (CPU, mémoire, bande passante, disque, etc.).
La gestion de ces tâches s'appuira sur diﬀérents leviers (moyens d'actions), et devra résoudre
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plusieurs problèmes diﬀérents. De plus, celle-ci pourra avoir diﬀérentes visées, diﬀérents objectifs,
et par conséquent être de diﬀérente forme. Dans la suite de ce chapitre, nous allons nous attacher
à détailler les moyens d'actions, les problèmes à résoudre, ainsi que les objectifs visés.
2.2 Leviers matériels et logiciels
Aﬁn d'agir sur la consommation d'énergie des machines, nous possédons un ensemble de
moyens bien diﬀérents. Ces moyens sont à diﬀérentes échelles, mais chacun a un impact sur cette
consommation, et des eﬀets souvent négatifs sur les performances. Ainsi, nous avons des leviers
qui vont d'un niveau bas, au niveau processeur ou au niveau machine, à un plus haut niveau, de
cluster ou d'infrastructure. Ces leviers peuvent être aussi bien logiciels, comme la virtualisation
ou l'allocation, que matériels, comme le DVFS.
2.2.1 Dynamic Voltage and Frequency Scaling
Le DVFS est un mécanisme mis en place par les constructeurs de puces, qui permet de
dynamiquement réduire ou augmenter la fréquence d'un composant, ainsi que son voltage. Cela
permet de descendre la fréquence d'un processeur, lorsqu'il est sous utilisé, ou au contraire, de
l'overclocker (augmenter la fréquence au dessus de sa fréquence maximale) lorsqu'il a besoin
d'être plus performant. Ce réglage se fait en réglant un couple voltage/fréquence (appelés "P-
State" pour performance state), dont les valeurs et eﬀets dépendront du processeur utilisé. Le
tableau 2.1 présente un exemple de ces couples et de la consommation de puissance qui leur est
associée.
Les diﬀérents couples voltage/fréquence sont gérés par le système de la machine. C'est le
cas dans les systèmes où sont implémentés des gestionnaires de fréquence CPU que l'on appelle
gouverneur, et dont le but est de gérer la fréquence et le voltage du processeur en fonction
d'une orientation déﬁnie par l'utilisateur, et en fonction de certains paramètres systèmes. Trois
gouverneurs diﬀérents sont implémentés par défaut : performance, powersave et ondemand.
Le gouverneur performance règlera la fréquence toujours au maximum, alors que le powersave
règlera la fréquence toujours au minimum. Le gouverneur ondemand quand à lui règlera la
fréquence au maximum dès que des calculs à eﬀectuer arrivent, pour la réduire petit à petit
quand la charge baisse.
Il faudra noter cependant que bien que souvent un bon nombre de modes soient proposés pour
les processeurs, des études montrent que seuls le plus bas et le plus haut sont les plus importants,
et qu'un troisième mode intermédiaire n'amène qu'une amélioration faible de la solution optimale
dans le cas de la gestion de tâches inﬁnies [88].
Table 2.1  Diﬀérents P-states et leur consommation pour le processeur Intel Pentium M
1.6GHz[33].
P-state Fréquence Voltage Puissance
P0 1.6 GHz 1.484 V 25 Watts
P1 1.4 GHz 1.420 V ≈17 Watts
P2 1.2 GHz 1.276 V ≈13 Watts
P3 1.0 GHz 1.164 V ≈10 Watts
P4 800 MHz 1.036 V ≈8 Watts
P5 600 MHz 0.956 V 6 Watts
Cependant toute action a un coût, et le DVFS n'y échappe pas et peut ralentir l'application.
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Changer de fréquence prend du temps (de l'ordre de la dizaine de microsecondes [28]), et ce
temps est passé sans calcul. Par conséquent, des changements trop fréquents de fréquence vont
avoir un impact très négatif sur les performances. Un impact négatif sur les performances induira
évidemment un mauvais temps de complétion de l'application (si celle-ci se termine), et par con-
séquent une mauvaise consommation d'énergie. Dans notre cas, puisque nous nous intéresserons à
des tâches de type service n'ayant pas de complétion, l'impact négatif sur la performance n'aura
pas d'impact sur la consommation d'énergie, mais aura un impact négatif sur la performance de
l'application, et donc sur la qualité de service. Il est important de noter qu'un autre inconvénient
au DVFS existe. Il peut arriver qu'une application consomme plus en tournant à une fréquence
plus basse. Prenons par exemple une application qui se termine en 10 secondes avec un processeur
qui consomme 100W à fréquence maximale. Nous aurons donc une consommation d'énergie de
1000 Joules. Admettons maintenant que cette même application consomme à fréquence minimale
50W, mais induit un temps de calcul de 30 secondes, nous avons alors une consommation d'én-
ergie de l'application de 1500 Joules. Par contre, si cette application se terminait en 15 secondes
à fréquence minimale, nous aurions une consommation de 750 Joules.
Pour palier au problème de l'augmentation de la consommation d'énergie à basses fréquences,
dans [43] les auteurs déﬁnissent un scheduler (ordonnanceur en français) visant à allouer les
tâches HPC sous contrainte d'un budget d'énergie à ne pas dépasser. Ils utilisent les capacités
apportées par le DVFS pour régler la fréquence des processeurs en fonction de l'échéance et
du ralentissement prédits des tâches. Les résultats observé par simulation sur plus de 4000 pro-
cesseurs montrent que les algorithmes que les auteurs ont déﬁni apportent une augmentation de
performance allant de 20% à 40% pour les tâches en comparaison avec une approche sans DVFS,
tout en respectant la borne sur la consommation d'énergie.
Une vitesse d'exécution réduite n'implique pas forcément une réduction de la
consommation d'énergie. Ce qui implique que de la même manière, réduire la puissance n'im-
plique pas non plus une réduction de la consommation d'énergie. Un bon exemple est décrit
dans [95], où les auteurs présentent et implémentent un algorithme de scheduling basé sur des
évènements pour le gouverneur de processeur. Pour ce faire, les auteurs ont implémenté un sched-
uler qui, plutôt que d'aller chercher les informations sur la charge, va recevoir des événements
en fonction de celle-ci. Ainsi, si la charge était basse et augmente au dessus d'un certain seuil,
l'évenement "chargé" va être envoyé, et le gouverneur va ainsi changer la fréquence du processeur.
La comparaison est faite notamment avec les gouverneurs implémentés dans les kernels Linux
qui sont performance (toujours à la fréquence maximale) et powersave (toujours à la fréquence
minimale) . On peut voir dans les résultats présentés par les auteurs que le gouverneur perfor-
mance exécute le programme en 1h03 avec une puissance de 310W, duquel résulte une énergie
de 329Wh, alors que le gouverneur powersave l'exécute en 3h09 a une puissance de 284W,
résultant une énergie de 895Wh ! Leur algorithme cependant, exécute ce même programme en
1h05 avec une puissance moyenne de 298W, pour une énergie de 324Wh. Cela montre bien qu'il
est nécessaire d'utiliser la gestion de fréquence des processeurs à bon escient. Une fréquence
plus faible n'économisera pas forcément de l'énergie, et le bon choix sera parfois de favoriser la
performance pour économiser de l'énergie avec un temps d'exécution plus court.
Les auteurs dans [60] tentent de palier au problème de l'aﬀectation de la fréquence la plus
eﬃcace en énergie en utilisant une caractérisation de la charge de travail par intervalle, pour
allouer la bonne fréquence et le bon voltage aux tâches, via un gouverneur visant à réduire la
consommation d'énergie en minimisant les pertes en performance, acceptant ainsi des pertes en
performances pour avoir de meilleures économies d'énergie. Pour cela, les auteurs caractérisent
la charge de travail pour chaque noeud (par opposition à une caractérisation par cluster). Ils
déﬁnissent ensuite le gouverneur eﬃcace en énergie ecod, basé sur les moments où le CPU attend
le résultat d'activités hors processeur. Cela permet en eﬀet de pouvoir caractériser la charge en se
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basant sur des mesures, et n'avoir besoin d'aucune connaissance des applications qui s'exécutent
sur le cluster. L'algorithme est ensuite évalué par l'exécution des benchmarks NAS Parallel
Benchmark [13], et les auteurs montrent que des économies d'énergie allant jusqu'à 11% peuvent
être eﬀectuées par rapport au gouverneur ondemand, tout en amenant une perte de performance
plus basse (5.1% d'augmentation du temps de calcul contre 7.9% pour ondemand).
Un autre inconvéniant de taille pour le DVFS est l'impact de la fréquence du DVFS sur le
fonctionnement du processeur. En eﬀet, des études montrent que l'utilisation du DVFS a un
impact négatif sur la ﬁabilité du processeur [107]. Les auteurs montrent analytiquement que
réduire la fréquence à voltage ﬁxe tend à réduire la performability (c'est-à-dire la probabilité de
ﬁnir une application correctement avant échéance lorsqu'il y a des erreurs). De plus, réduire le
voltage à des fréquences réduites augmente le taux d'erreurs dans les processeurs.
L'approche de type DVFS n'est pas seulement limitée aux processeurs. C'est une approche
qui peut être appliquée aussi à d'autres types de matériels. Par exemple, nous pouvons utiliser
une approche similaire au niveau des cartes réseaux. Celle-ci s'appelle l'Adaptative Link Rate
(ALR)[53]. Le principe est le même : augmenter ou baisser la vitesse de la carte (son débit,
faire fonctionner une carte ethernet 1Gbps à 100Mbps ou moins) en fonction des besoins, aﬁn
de limiter la consommation d'énergie. Nous pouvons aussi eﬀectuer le contrôle du voltage et de
la fréquence au niveau des GPUs (Graphics Processing Unit), puisque ceux-ci sont utilisés dans
certaines architectures hybrides CPU/GPU, où certains calculs sont eﬀectués sur le GPU d'une
machine, alors que les autres sont fait sur le CPU. Les GPUs sont de plus traditionnellement
plus performants en terme de performance par watts pour les tâches très parallélisables, en
en faisant des matériels intéressants pour améliorer l'eﬃcacité énergétique des serveurs comme
montré dans [6]. Les auteurs dans [6] montrent de plus qu'identiﬁer les moments où il faut
changer la fréquence et le voltage dans une architecture hybride CPU/GPU, permet d'atteindre
des économies d'énergie de 28% avec seulement une baisse de 1% en performance dans le cas
d'additions et de multiplications de matrices. Enﬁn, nous pouvons penser aux infrastructures
de refroidissement, plus particulièrement aux ventilateurs des climatisations des clusters, qui
peuvent tourner à des vitesses diﬀérentes, en fonction de la température recherchée[27, 20].
Ce genre d'approche est de plus en plus utilisée. Nous verrons de plus en plus de com-
posants avec diﬀérentes vitesses possibles, et nous utiliserons de moins en moins explicitement
ces capacités, car les fonctionnements seront directement intégrés, soit au niveau matériel, soit au
niveau du système d'exploitation. Le but étant de s'approcher le plus possible d'infrastructures
matérielles dites "proportionnelles", c'est-à-dire qui ne consomment qu'une énergie proportion-
nelle à leur charge[19, 90].
2.2.2 Allumage et extinction des machines
Il existe un moyen simple de réduire la consommation d'une machine. Il suﬃt de l'éteindre !
Par éteindre, nous entendrons une extinction totale de la machine, pour amener sa consommation
à 0W, ce qui est rendu possible par des appareils permettant de "désactiver" les prises de courant
[69]. Il faudra bien faire la distinction entre une extinction et une mise en hibernation, qui
sont deux états similaires, mais qui ne consomment pas la même puissance. L'extinction de la
machine désignera l'arrêt total de tous les composants de celle-ci, réduisant la consommation
de puissance à un niveau proche de 0W, alors que ce que nous désignerons comme hibernation
l'arrêt du système à l'exception de certains composants utilisés pour la veille du système, comme
la carte réseau pour l'utilisation du wake on lan (technique consistant à réveiller une machine à
distance par le réseau), le suspend-to-RAM ou le suspend-to-Disk. La ﬁgure 2.1 est un exemple de
diagramme des diﬀérents états d'une machine Linux ainsi que les coûts en temps et en puissance
électrique nécessaire pour passer d'un état à un autre. Les valeurs présentées sont tirées de [39].
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Figure 2.1  Exemple de transition entre états pour une machine Linux équipée d'un AMD
PhenomTM 9500 Quad-Core [39]
Ainsi, nous sommes capables de développer des approches utilisant ce levier, aﬁn de réduire
la consommation d'énergie. Dans [83], une approche utilisant un processus de décision de Markov
est utilisée pour gérer les tâches et l'état (allumé ou éteint) des hôtes, et atteindre l'état optimal
pour la consommation tout en préservant la qualité de service comme le temps d'attente des
tâches.
Cependant, pour réduire la consommation énergétique d'un server à 0W, nous devons prendre
en compte plusieurs facteurs.
Premièrement, nous devons être capables d'éteindre et de rallumer à distance les machines.
En eﬀet, dans les clusters actuels, nous n'avons pas tout le temps cette capacité, car les machines
ne sont pas faites pour être éteintes. Deuxièmement, nous devons prendre en compte le temps pris
pour éteindre et rallumer les diﬀérentes machines. Le temps pris par une machine pour éteindre
et rallumer les hôtes sera autant de temps pendant lequel les machines ne seront pas utilisables et
consommeront de l'énergie. Il faut donc bien prendre en compte le temps d'allumage par exemple,
pour ne pas en avoir besoin sur le moment, et ainsi induire une dégradation dans la qualité de
service de la tâche. Enﬁn, il faudra prendre en compte le coût induit par la consommation de
ressources lors de l'allumage et de l'extinction. C'est le cas lorsque l'on allume une machine,
celle-ci eﬀectue une série de tests matériels et logiciels, en plus du démarrage normal du système
d'exploitation. Cela prend donc du temps, mais aussi coûte de l'énergie, dans la mesure où
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la machine calcule. Ces temps et consommations d'énergie varient bien sûr en fonction de la
machine, du système et des vériﬁcations matérielles qui doivent être faites. Cela peut aller pour
le temps d'allumage, de la vingtaine de secondes dans [72] à un peu plus d'une minute comme
dans [39], voire même de plusieurs dizaines de minutes comme dans [57].
Toutefois, un eﬀet indésirable pourrait apparaître lorsque l'on sollicite trop l'allumage et
l'extinction de matériels. Cela peut en eﬀet induire une augmentation du taux de malfonction de
la machine. Bien que rien n'indique qu'au niveau machine le taux de malfonction des hôtes ait
un lien avec le nombre de démarrage/extinction [57], ce lien pourrait exister, de la même manière
que pour le processeur et le DVFS comme vu dans la section précédente [107].
L'allumage et l'extinction des hôtes physiques est donc un levier important et extrêmement
puissant quand il s'agit de réduire la consommation d'énergie d'un système informatique, mais
celui-ci est à utiliser avec parcimonie, dans la mesure ou une mauvaise prédiction peut induire
de trop fréquents allumages/extinctions, impliquant ainsi un gaspillage de ressource et d'électric-
ité. Il faudra toujours que l'énergie économisée pendant qu'une machine reste éteinte soit plus
importante que celle consommée pendant l'allumage et l'extinction, sous peine d'augmenter la
consommation d'énergie tout en dégradant la qualité de service.
2.2.3 Virtualisation
Au fur et à mesure que les systèmes deviennent de plus en plus complexes, et les architectures
de plus en plus diverses, il apparait clair qu'il faille rendre transparent certains services. Il devient
ainsi nécessaire pour faciliter le développement d'avoir un accès commun à des ressources dif-
férentes. C'est ici qu'intervient ce que l'on appelle la virtualisation. La virtualisation représente
l'idée selon laquelle on rend l'accès identique à plusieurs architectures diﬀérentes. Par exemple,
on peut avoir un accès virtualisé à des processeurs diﬀérents, quel que soit le constructeur de ce
processeur, quelle que soit la méthode d'accès à celui-ci.
La virtualisation peut être appliquée à plusieurs choses. Ainsi, nous pouvons avoir la virtu-
alisation du stockage, avec laquelle l'accès aux ressources de stockage sera transparent, quelque
soit l'endroit où se trouvent eﬀectivement les disques durs, le type de ceux-cis, et quelque soit le
type de ces disques (qu'ils soient de type normal, SSD, mémoire ﬂash...)[97].
Nous pouvons aussi bien avoir une virtualisation de machines, ce que l'on appelle des machines
virtuelles. Cela consiste à donner un accès complet à une infrastructure virtuelle, qui apparaitra
à l'utilisateur comme une machine complète. Cela peut par exemple servir à donner à deux
clients diﬀérents accès chacun à une machine complète, sur une même machine physique. Cela
peut aussi permettre d'avoir une meilleure sécurité, dans le sens où même si l'on donne un accès
administrateur à un utilisateur sur une machine virtuelle, celui-ci ne pourra pas compromettre
l'intégrité physique de la machine hébergeant la machine virtuelle [17].
Les machines virtuelles ont aussi un avantage conséquent qui est celui de la migration. En
eﬀet, les technologies actuelles de virtualisation permettent de migrer une machine virtuelle d'une
machine physique à une autre. Cela peut se faire de deux manières. La première est une méthode
qui consiste à mettre en pause la machine, la migrer et la reprendre une fois la migration terminée.
La deuxième manière permet une migration dite "live". Il est possible de migrer une machine
virtuelle presque sans perturber son fonctionnement, c'est-à-dire sans arrêter son fonctionnement
mais avec une interruption de service minimale pouvant aller de 60ms pour un serveur de jeu
à faible latence à 210ms pour un serveur avec un workload de type SPECweb99[2]. Ce type de
migration permet d'avoir une continuité du service, avec juste une perturbation minimale au
niveau réseau, lors de la dernière partie de la migration [32].
Il existe plusieurs implémentations de la migration "live" de machines virtuelles. L'approche
traditionnelle, qui est celle qui est implémentée dans Xen ou KVM par exemple, est dite en
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pré-copie. Le processus de migration commence par une phase de pré-copie de la mémoire de
travail d'une machine virtuelle, puis va itérativement transférer à nouveau les pages qui ont
été utilisées par la machine virtuelle pendant le transfert précédent, ceci jusqu'à obtention d'un
noyau de pages mémoire suﬃsemment petit, ou jusqu'à ce qu'un nombre prédéﬁni d'itération
ait été eﬀectué. La machine virtuelle est ensuite arrêtée et le noyau de mémoire ﬁnal restant à
transférer est envoyé sur la machine virtuelle destination, qui est démarée à son tour, marquant
la ﬁn de la migration.
D'autres approche ont été étudiées, comme Hines et al. dans [58], où les auteurs présentent
l'implémentation et l'évaluation d'une migration live basée sur la post-copie de la mémoire.
Le principe est ici de transferrer l'état processeur en premier et lancer la machine virtuelle
destination, puis aller chercher sur la machine source les pages mémoires qui font défaut. Cette
technique, contrairement à la pre-copie permet de s'assurer que les pages mémoires d'une machine
virtuelle donnée sont transférées au plus une fois. Par conséquent cette technique permet de
réduire grandement le volume des données à transférer lors d'une migration, mais augmente
aussi les latences d'accès aux données lorsqu'une page mémoire doit être récupérée à distance.
Les auteurs montrent dans leurs expériences avec des applications réelles, que la post-copie,
bien qu'augmentant très fortement l'interruption de service (plus de trois fois dans certains
cas), permet de réduire le nombre de pages transférées de 28% pour le workload le plus lourd
(SPECweb), de plus de 50% pour les autres, allant jusqu'à 72% pour le meilleur. De plus, la post-
copie permet de réduire le temps de migration d'au moins 23% pour le benchmark SPECweb,
et jusqu'à 62% pour une compilation de noyau Linux. Des approches hybrides pre/post-copie
sont aussi envisagées dans le futur par les auteurs, toujours dans le but d'accélérer la migration,
en eﬀectuant une seule itération de pre-copie avant de transférer l'état CPU et de passer à une
étape post-copie.
Enﬁn, les machines virtuelles ont l'avantage de permettre une séparation logique des ressources
de la machine. Par exemple, on pourra allouer deux machines virtuelles sur un même hôte, en
allouant par exemple 70% du CPU à la première machine virtuelle, et les 30% restant à l'autre.
Il apparait donc que la gestion des tâches est facilitée par les technologies de virtualisation, no-
tamment au niveau du provisionnement des tâches. Dans [59], les auteurs utilisent le fait que
les machines virtuelles ne consomment pas tout ce qui leur est attribué pour surprovisionner les
machines physiques, aﬁn de maximiser leur utilisation eﬀective, et ainsi dans l'exemple que les
auteurs prennent, d'économiser 20% de ressources.
Il y a bien sûr des inconvénients à ces techniques de virtualisation. La technique de virtuali-
sation elle même induit une baisse de performances. La gestion transparente des ressources étant
gérée par un intergiciel, celui-ci engendre des coûts de calculs et de gestion des ressources. Ainsi,
un des inconvénients majeurs de la virtualisation est le surcoût associé à celle-ci [37]. Le surcoût
est notamment dû au fait que d'une part l'accès aux ressources matérielles (GPU, disques durs,
etc...) est plus lent du fait de l'intergiciel de virtualisation qui doit faire le lien entre le système
hôte et la machine physique, et du fait que les défauts de page mémoire sont signiﬁcativement
plus coûteux. Ce surcoût dépend d'un nombre de paramètres tels que le programme et l'archi-
tecture matérielle qui est virtualisée, et peut atteindre lorsque le cache est trop petit des valeurs
de ralentissement telles que 17% pour une architecture Intel et 38% pour une architecture AMD
[37].
D'autres inconvénients sont liés à la migration de machines virtuelles. La migration de ma-
chines virtuelles nécessite un système de ﬁchiers partagés qui héberge les images systèmes et
les données disque dur, aﬁn de limiter le volume de données transférées lors de la migration.
Cependant, les données à transférer restent importantes, et nécessitent un travail de la part des
machines source et destination. La migration induit donc une consommation de ressources à
la fois sur l'hôte source et sur l'hôte destination. Il faudra aussi préter attention aux goulots
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d'étranglement au niveau des transferts réseaux qui peuvent apparaître si l'on eﬀectue plusieurs
migrations à la fois, et plus généralement pour tout gros volume de transfert. L'architecture
d'une structure hébergeant une infrastructure virtualisée sera donc importante pour éviter, ou
en tout cas limiter, ce genre de problèmes. Nous pouvons en eﬀet utiliser la topologie du système
pour eﬀectuer des économies d'énergies en limitant les goulots d'étranglement qui peuvent appa-
raître lors de trop nombreuses migrations, ou transferts de données en général [55]. La ﬁgure 2.2
présente les diﬀérentes topologies de data centers étudiées par les auteurs dans [55]. L'infrastruc-
ture Balanced Tree est celle qui donne les meilleures performances énergétiques, mais est aussi
celle qui à le plus de risque de goulot d'étranglement, en particulier le noeud racine. La topologie
Fat Tree par contre donne des résultats corrects en terme de consommation de puissance élec-
trique (29.8kW pour 3456 serveurs), mais possède la caractéristique d'avoir moins de risques de
goulots d'étranglement, chose importante lorsque l'on conçoit un data center dont les machines
virtuelles feront objet de beaucoup de migrations.
Figure 2.2  Diﬀérentes topologies de data center étudiées dans [55]
Enﬁn, cette migration d'une machine physique vers une autre possède un coût non négligeable,
qui entraine une consommation de ressources sur à la fois l'hôte source et destination, ce qui
augmentera la consommation d'énergie pendant la migration. De plus, les dernières phases de
copie de la mémoire lors de la migration, juste avant de terminer celle-ci peuvent entrainer sur
certaines machines une dégradation de la qualité de service. Par exemple, dans [104], les auteurs
étudient le coût de la migration dans les clouds, avec des applications de type services web. Il
apparait que lors de la migration, le temps de réponse peut dans certains cas monter jusqu'à 3
secondes, induisant ainsi des violations de SLA.
Le coût de migration peut être pris en compte dans la décision, aﬁn de ne pas faire de
réallocations de machines virtuelles contre performantes. C'est le cas dans GreenCloud [77], une
architecture de gestion de machines virtuelles. Il y est déﬁni une heuristique de replacement
performante prenant en compte le coût de la migration, le coût de la consommation d'énergie,
(ici modélisé par le nombre de machines allumées), ainsi que le coût de la qualité de services
(modélisé par le nombre de serveurs avec une utilisation supérieure à 90%).
Pour palier à la mauvaise performance des migrations Al-Kiswany et al. présentent dans [10]
VMFlockMS, un service de migration de machines virtuelles performant et passant à l'échelle.
VMFlockMS tire partie de la caractérisation pour eﬀectuer de la co-migration, et tente d'être
performant lors de migrations inter clusters. Le service de migration tire aussi partie du fait
que l'image des machines virtuelles qui sont migrées en même temps, et font partie de la même
application auront une grande similarité, et copier chacune entièrement ne sera pas forcément
nécessaire. De plus, il arrivera souvent des cas où les images sources auront des similitudes avec
des machines déjà disponibles sur le cluster de destination, limitant ainsi le volume nécessaire
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à transférer. Enﬁn, les auteurs transfèrent certaines parties de l'image en premier, les parties
nécessaire au démarrage de la machine virtuelle, aﬁn de pouvoir la démarrer au plus vite, et ainsi
gagner du temps de migration. VMFlockMS est ainsi capable d'accélérer le transfert de machines
virtuelles inter centres de calculs jusqu'à 3.5 fois, ainsi que de réduire la taille transférée à 3%
de la taille initialement transférée par VMFlock.
2.2.4 Allocation en tant que moyen/levier
L'allocation de tâches est aussi un moyen de gérer la consommation d'énergie d'un système.
Ainsi, en plaçant de façon intelligente les tâches, nous pouvons utiliser les infrastructures les
moins gourmandes en électricité.
C'est le cas des techniques dites de consolidation. Le but étant de regrouper la charge de
travail au même endroit pour pouvoir réduire la consommation d'énergie. Consolider les tâches
sur un nombre réduit de machines peut avoir des eﬀets néfastes. Outre le fait que l'on puisse tenter
de consolider sans succès (c'est-à-dire tenter de consolider sur un nombre réduit de machine, mais
ne pas réussir, et donc utiliser trop de machines), il faut aussi prendre en compte les interactions
que peuvent avoir les tâches entre elles lorsqu'elles s'exécutent sur une même machine. Dans [99]
les auteurs montrent en proﬁlant la consommation de ressources d'une tâche qui s'exécute parmi
d'autres, la consommation de ressources et l'énergie consommée par chaque transaction de celle-
ci augmentent comparativement au cas où elle est seule. De plus, l'eﬃcacité énergétique d'une
transaction tend à augmenter aussi si la tâche s'exécute toute seule sur la machine. Les auteurs
montrent ensuite que l'on peut trouver une zone optimale à laquelle chaque tâche s'exécutant sur
la machine consommera le moins d'énergie. Ils proposent ensuite un algorithme de consolidation
basé sur le proﬁl des interactions des tâches, pour déterminer la consolidation optimale ou proche
de l'optimale, ainsi que pour caractériser quels types de charges de travail doivent être combinées.
L'allocation peut aussi être utilisée en tant que levier dans la mesure où une caractérisation
des diﬀérentes ressources matérielles peut faire une diﬀérence importante. Tous les serveurs ne
consomment pas la même puissance pour exécuter la même application, et utiliser le levier de
l'allocation des tâches s'avère donc important. Diﬀérentes techniques peuvent être observées pour
prendre en compte les diﬀérentes consommations à diﬀérents niveau, que ce soit au niveau du
processeur ou au niveau de la machine elle-même.
C'est le cas par exemple de Dupont et al. dans [38], où les auteurs utilisent l'allocation
et la réallocation des machines virtuelles pour mettre en oeuvre un framework (ensemble de
composants logiciels d'une architecture logicielle) ﬂexible et eﬃcace en énergie. Pour ce faire, les
auteurs basent la gestion des clusters par programmation par contraintes sur Entropy [56] aﬁn de
pouvoir être ﬂexible en exprimant les diﬀérents objectifs pour les algorithmes. Ainsi, cela donne la
possibilité d'ajouter ou d'enlever des contraintes pour exprimer les contraintes SLA sans changer
les algorithmes. Les auteurs valident ensuite leur framework par simulation et expérimentations.
Ils montrent que dans un environnement cloud de test, leur approche permet de réduire jusqu'à
18% d'émissions CO2.
2.2.5 Complexiﬁcation de l'allocation de tâches
À la lumière de tous les moyens d'action dont nous disposons, il apparait que l'allocation
de tâches a évolué vers quelque chose de bien plus complexe. Allouer des tâches n'est plus
juste décider où allouer une tâche sur un ensemble de machines, mais c'est aussi la gestion
de ces machines, en prenant en compte la totalité des moyens auxquels nous avons accès après
l'allocation. Il faut maintenant prendre en compte aussi les diﬀérentes fréquences dont on dispose
sur les diﬀérents hôtes, la consommation électrique des ces hôtes, prédire les besoins dans le temps,
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aﬁn d'avoir une provision suﬃsante de machines allumées.
Il faut ajouter à ceci le fait qu'il y a une diﬀérence d'échelle dans les diﬀérents leviers, ce
qui implique une gestion potentiellement diﬀérente de ceux-ci. Par exemple le DVFS s'eﬀectue
au niveau du processeur, alors que l'allumage et l'extinction se fait au niveau des hôtes. Le
refroidissement doit être géré au niveau cluster, alors que la migration se fait au niveau des
hôtes. Nous avons donc une approche multi-niveaux, qui doit prendre en compte tout le spectre
des approches possibles pour réduire la consommation d'énergie, du niveau cluster au niveau
composant.
Cependant, ces nouvelles contraintes rendent le problème de l'allocation de tâches d'autant
plus complexes que certains leviers induisent des eﬀets qui peuvent avoir des interactions antag-
onistes.
Prenons l'exemple du DVFS. Nous voulons baisser la fréquence d'un hôte, ce qui induit une
baisse de la consommation de cette machine. Cependant, nous pouvons facilement imaginer qu'il
y aura d'autres tâches qui auraient pu être exécutées sur cet hôte, à condition que celui-ci tourne
à pleine vitesse, ce qui aurait pu permettre d'éteindre un deuxième hôte, et ainsi de réduire
encore plus la consommation d'énergie du système.
On pourra aussi facilement penser au cas où la consolidation de machines virtuelles sur une
machine physique aura un eﬀet indésirable sur le provisionnement des machines virtuelles (dans le
cas par exemple d'une consolidation trop aggressive des machines virtuelles). Ainsi, si beaucoup
de machines virtuelles sont allouées sur une seule machine physique, il sera diﬃcile d'augmenter la
part de ressource allouée aux machines virtuelles, puisque peu de ressources resteront libres, cela
sans compter sur l'interférence inter machines virtuelles lorsqu'elles sont sur la même machine
physique [81].
Par contre, il est important de noter que même si les diﬀérentes échelles de leviers de réduction
de la consommation d'énergie via gestion des tâches complexiﬁent le problème, ignorer certaines
des interactions ne voudra pas dire que les résultats ne seront pas bons. Si l'on prend les travaux
de Chen et al. dans [31], les auteurs présentent une solution de gestion de data centers comprenant
des composants de gestion de trois niveaux : application, noeud et groupe de noeuds. Ils montrent
par expériences que leur prototype de solution intégrée permet de réduire l'énergie des serveurs
de 35% et celle du refroidissement de 15% sur une expérience de 10h comparé à un placement
statique, et ce sans dégrader la performance des applications.
2.3 Placement de tâches contraint
Le placement de tâches peut être utilisé de diverses manières. En eﬀet, on peut utiliser les
mêmes techniques pour optimiser un système en fonction d'un ou plusieurs objectifs diﬀérents.
Il en va de même pour le type de systèmes, ainsi que ce sur quoi le ou les algorithmes de gestion
vont s'appuyer. Tout dépendra des contraintes que l'on prendra en compte pour la gestion de
notre système.
L'idée sous-jacente est d'avoir une gestion de ressources qui se fera en fonction de certains
critères. Cela peut aller d'un coût monétaire pour maximiser les proﬁts, à l'utilisation d'un certain
type de ressource comme l'utilisation d'énergies renouvelables. Nous pouvons aussi très bien avoir
des considérations internes aux applications qui s'exécutent sur l'infrastructure physique quand
par exemple les tâches sont fortement contraintes en mémoire, ou contraintes en temps par des
échéances.
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2.3.1 Placement contraint en ressources
La gestion de tâches contrainte en ressources que nous appellerons resource-aware, c'est à dire
avec considération de ressources, représente l'idée selon laquelle nous possédons un ensemble de
ressources, par exemple de l'électricité de diﬀérent types, et ces ressources ne sont pas accessibles
de partout, en tous cas pas de la même façon. La gestion de tâches resource-aware donnera
alors à chaque tâches un endroit où s'exécuter, aﬁn par exemple de consommer le plus possible
d'énergie renouvelable. L'idée ici est d'optimiser la consommation d'électricité globale, dans une
direction particulière, qui est celle de l'énergie renouvelable. C'est le cas dans [48], où l'on va
allouer les tâches tirant partie de l'hétérogénéité qui existe entre les diﬀérents clusters d'un cloud
pour allouer des tâches HPC selon diﬀérentes métriques comme les émissions CO2, le coût de
l'électricité, ou l'eﬃcacité des processeurs.
Cependant, ceci n'est qu'un exemple de ce que l'on peut avoir comme situation. Nous pour-
rions tout aussi bien avoir un ensemble de clusters géographiquement distribués, et vouloir ef-
fectuer une gestion de tâches prenant en compte cette localisation, aﬁn de rapprocher autant que
possible une tâche de son utilisateur, pour en améliorer la qualité de service [63]. Ce sera souvent
le cas dans les réseaux de livraison de contenu, où l'on a besoin, du fait du volume des données
à transférer, de réduire autant que possible la distance entre le client et le serveur.
D'une manière générale, le placement de tâches contraint en ressources permet d'entrainer
l'allocation résultante dans une direction précise, en fonction des besoins. Ainsi, l'allocation devra
résoudre les diﬀérents problèmes liés aux diﬀérentes contraintes possibles.
2.3.2 Placement contraint en énergie
Le placement contraint en énergie est en lien avec la gestion de tâches resource-aware, dans
la mesure où l'on peut le déﬁnir comme un placement contraint en ressource, avec comme
ressource l'énergie consommée ou à consommer. La gestion de tâches peut ainsi tenter d'op-
timiser à plusieurs niveaux la consommation d'électricité de l'infrastructure. Nous référons à
cette allocation de tâches comme power-aware ou energy-aware (rappelons que le power-aware
raisonne sur la puissance électrique instantannée, et donc optimise à un instant donné, alors que
l'energy-aware raisonne sur l'énergie consommée sur une durée, donc l'intégrale de la puissance
instantanée). Dans ce cas ci, les techniques mises a notre disposition à tous niveaux sont mises
en oeuvre pour réduire l'énergie consommée par l'ensemble des machines. Nous pourrons utiliser
tous les leviers mis à notre disposition aﬁn de réduire cette consommation.
L'ensemble des techniques d'allocation de tâches power-aware, c'est à dire avec considération
de puissance, n'utilisera pas forcément tous les leviers mis à disposition puisque cela rendra la
gestion des tâches plus compliquée. Cependant, un point commun à toutes ces approches, les
décisions seront basées sur la consommation d'électricité des machines.
À partir de ce constat, nous aurons des approches power-aware à chacun des niveaux. Par
exemple au niveau des composants, nous utiliserons le DVFS pour réduire la consommation
des tâches individuellement. Cela veut dire réduire la fréquence du processeur pour réduire
sa consommation. Certaines approches energy-aware prennent même en compte une possibil-
ité d'overclocking du processeur, dans les cas où accélérer la terminaison d'une tâche réduira
sa consommation d'énergie [42]. Il y a en eﬀet deux moyens de réduire la consommation d'én-
ergie via DVFS. Le premier consiste à utiliser le DVFS pour ﬁnir plus vite la tâche, le second à
ﬁnir au même moment en s'exécutant à une fréquence plus basse, et donc consommer mieux les
ressources.
C'est le cas lorsque l'on eﬀectue une allocation en gérant des groupes de tâches pour un
programme modélisé par un graphe orienté acyclique. Ce sera le cas lorsque nous aurons des
tâches soit communicantes, soit pour modéliser un programme en plusieurs phases. Autrement
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Figure 2.3  Un exemple d'utilisation du DVFS
dit, chaque tâche devra attendre la terminaison de la tâche qui la précède dans le graphe. Avec
ce type de modélisation, il est possible de déﬁnir des algorithmes pour gérer l'allocation de
tâches avec DVFS pour réduire la consommation d'énergie sans pour autant augmenter le temps
de complétion global du programme [105, 71]. Cela sera atteint principalement en réduisant la
fréquence lorsque l'on attend la ﬁn d'une tâche, ou d'une partie de tâche.
Si l'on accepte par contre une perte de performance raisonnable, nous pouvons atteindre une
bien meilleure performance en termes d'énergie, comme dans [96], où les auteurs déﬁnissent des
algorithmes pour l'ordonnancement de tâches représentées par des graphes acycliques orientés aﬁn
d'avoir un compromis entre performance et économies d'énergies, et sont capables en prenant en
compte ces deux métriques d'améliorer signiﬁcativement l'eﬃcacité énergétique de leur système
hétérogène (les machines du cluster n'ont pas toutes les mêmes capacités), tout en gardant une
augmentation de temps d'exécution acceptable.
Nous avons aussi des approches au niveau machine. Dans ce cas là, il convient de gérer le
placement des tâches sur les diﬀérentes machines, en fonction de leur consommation. Il faudra
aussi gérer l'allumage et l'extinction des hôtes, aﬁn de réduire la consommation globale du cluster.
Dans [87] est développé une stratégie d'optimisation basée sur une formulation en programme
linéaire mixte entiers et rationnel (MILP, Mixed Integer Linear Programming), aﬁn de consolider
dynamiquement les services dans un cluster virtuel. Cette approche prend en compte le coût
d'allumage et d'extinction des machines et est utilisée dans le cadre d'un système surdimensionné
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aﬁn de pouvoir subvenir aux besoins des pics de charge, amenant ainsi une réduction de 50% de
l'énergie consommée dans le cluster.
Une approche similaire est développée par Viswanathan et al. dans [103], où les algorithmes
d'allocation de machines virtuelles sont basés sur un modèle empirique (benchmarks sur dif-
férents types d'applications comme orienté CPU, orienté E/S, etc...). Un compromis est fait
entre l'énergie et le makespan(temps entre le début et la ﬁn d'une série de tâches), et arrive ainsi
à économiser 12% d'énergie tout en réduisant le makespan de 18% en moyenne par rapport à une
approche standard de type ﬁrst ﬁt(algorithme glouton où chaque tâche est allouée au premier
hôte sur lequel elle rentre).
Lim et al. dans [75] prennent une approche permettant d'utiliser au maximum les ressources
disponibles aux applications en utilisant les leviers de DVFS et de partage de temps CPU. Leur
application permet d'avoir un budget d'énergie pour chaque diﬀérente application. Cela permet de
pouvoir répondre à des scénarios tels qu'un système surchargé, ou l'utilisation de data center avec
des prix d'électricité variable. Les auteurs valident ensuite leur application avec l'exécution d'un
benchmark imitant l'exécution d'un site web d'application boursière, de benchmarks de la suite
SPEC CPU 2006, ainsi que de traces d'exécution d'une application de messagerie instantanée.
Les résultats apportés améliorent la consommation d'énergie entre 4% et 37% en fonction des
controlleurs et des applications regardés, en comparaison à un système sans gestion.
2.3.3 Placement contraint en coût
La contrainte en coût peut vouloir dire deux choses. Cela peut vouloir dire allouer les tâches
de manière à réduire le coût de maintenance pour le propriétaire de l'infrastructure. Cela peut
aussi vouloir dire gérer de manière à réduire les coûts d'exécution des tâches, aﬁn d'améliorer
la qualité de service. Pour réduire ces coûts, il faut d'abord les comprendre, car ceux-ci peuvent
être compliqués à prendre dans leur globalité. Dans [12], les auteurs tentent d'évaluer l'impact
des data centers en terme de coûts énergétiques et monétaires en évaluant l'énergie consommée
et le matériel utilisé. Ils montrent ainsi que les installations plus larges ont souvent un empreinte
carbone plus faible sur chaque aspect (électricité, infrastructure de refroidissement, serveurs) que
les plus petits data centers, et que les data centers de type conteneur (les serveurs, l'alimentation
et le refroidissement sont dans un conteneur de taille standard) ont une consommation d'énergie
opérationnelle plus faible.
Dans [40] au contraire, l'approche observée est celle de la maximisation du proﬁt pour les
fournisseurs de services, en utilisant les économies d'énergies via l'allocation des requêtes clients.
Cette approche nécessite l'implémentation de politiques pour des workloads (charges de travail)
dynamiques, en prenant en compte notamment les erreurs dues à la prédiction de la charge de
travail. La première politique est une politique qui maximise le revenu en calculant le nombre
optimal de serveurs à allumer, en prenant en compte le coût de changement d'état, ainsi que le
revenu généré par chaque tâche. Une politique basée sur une heuristique appelée QED (Quality
and Eﬃciency Driven) permet de calculer une valeur sous optimale du nombre de serveurs à
allumer pour répondre à la demande. Cette heuristique prend notamment en paramètre une
valeur α permettant de décrire une évaluation empirique de certains paramètres du système,
comme la probabilité que tous les serveurs soient chargés par exemple.
2.3.4 Placement contraint en température
L'aspect thermique est intimement lié à celui de la consommation d'énergie. Ainsi, si l'on
parvient, par le biais de la gestion de tâches à réduire la température des machines, deux choses
vont en découler. Premièrement les machines individuellement consommeront moins d'énergie,
24 CHAPITRE 2. GESTION DE TÂCHES EFFICACE EN ÉNERGIE
puisque la charge processeur sera moins importante, ce qui impliquera une baisse de la consom-
mation due au refroidissement propre à la machine. Deuxièmement, nous aurons un refroidisse-
ment réduit de l'infrastructure complète, et par conséquent un coût de refroidissement moins
important. Enﬁn, plus il y a de chaleur dans les composants, plus ceux-ci consommeront de la
puissance.
La gestion thermal-aware(c'est-à-dire avec considération de température) consiste tout sim-
plement à allouer les tâches de manière à éviter les points chauds dans l'infrastructure. Autrement
dit, il faut équilibrer la chaleur émise par les machines, aﬁn de réduire la chaleur globale du clus-
ter. C'est le cas dans [31], où l'algorithme de placement tente de faire s'exécuter les tâches là où
elles seront exécutées aux endroits refroidis le plus eﬃcacement. Cela permet une réduction de
la consommation d'énergie des serveurs de 35%, ainsi qu'une réduction de la consommation de
l'infrastructure de refroidissement de 15% par rapport à une approche ﬁxée, et ce sans impacter
la performance des applications.
Un exemple de ce genre de technique peut être par exemple les travaux de Banerjee et al[15].
Ceux-ci eﬀectuent un placement de tâches en prenant en compte à la fois le refroidissement, et
la température, obtenant ainsi une réduction de la consommation d'énergie allant jusqu'à 15%
comparé à une approche eﬃcace en énergie sans éteindre les hôtes inutilisés. La réduction de
la consommation d'énergie sera par contre de 9% comparée à une approche eﬃcace en énergie
qui utilise l'extinction des hôtes. Le débit de tâches par unité d'énergie quand à lui voit une
amélioration allant jusqu'à 6.89%.
Dans CoolIT [82], un gestionnaire de charge intelligent, la gestion de la charge des serveurs
et du refroidissement est faite de façon coordonnée pour améliorer l'eﬃcacité globale de l'infras-
tructure, des serveurs et des équipements de refroidissement. La gestion coordonnée fonctionne
ainsi : le composant gérant les machines virtuelles déﬁnit la charge désirée, basée sur la consid-
ération des applications et des considérations d'hétérogénéité. Le composant gérant les CRACs
déﬁnit un budget de puissance pour les serveurs basé sur la vitesse minimale du CRAC sup-
portant cette charge. Les résultats par simulation montrent que des performances plus hautes
peuvent être atteintes avec une telle gestion coordonnée, et une performance de 18% plus haute
peut être atteinte pour une vitesse de CRAC donnée. Ces résultats montrent bien, comme nous
allons le faire par la suite, la nécessité d'avoir une gestion coordonnée entre l'infrastructure de
refroidissement et la gestion des tâches.
Dans [70], les auteurs étudient la gestion de la température dans un centre de données de
cloud HPC. Ils introduisent tout d'abord une nouvelle notion, celle du déséquilibre en chaleur,
qui représente l'idée de la diﬀérence entre la génération de chaleur et son extraction en diﬀérents
points du data center. Les auteurs déﬁnissent ensuite VMAP, une solution de consolidation
eﬃcace en température prenant en compte cette notion de déséquilibre de chaleur. Le but est ici
de maximiser l'utilisation de ressources tout en minimisant la consommation d'énergie du data
center et en optimisant l'extraction de chaleur. Les résultats sont ensuite validés avec des traces
d'exécution d'application HPC. La prise en compte de l'extraction de chaleur et de la charge
induite de la solution VMAP permet d'être 9% plus eﬃcace en énergie qu'une approche de type
best-ﬁt (chaque tâche est allouée là où il restera le moins de place après son allocation), et jusqu'à
35% plus eﬃcace qu'une approche de type cool-job, qui sont deux approches traditionnellement
utilisées dans le domaine.
2.3.5 Placement avec contrainte temporelle
Lorsque l'on introduit la notion de temps dans le placement de tâches, c'est à dire début et
terminaison de celles-ci, nous passons dans ce que l'on appelle le scheduling (ordonnancement en
français). En eﬀet, le scheduling désigne le placement et l'exécution de tâches dans le temps. Cela
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veut dire tout d'abord que nous choisirons non seulement où s'exécuteront les tâches, mais aussi
à quel moment elles s'exécuteront. Cette approche est celle qui est privilégiée dans le monde du
calcul haute performance, du fait de son adéquation avec la ﬁnition des tâches. Dans le monde
du HPC, les tâches représentent souvent des calculs, qui par nature doivent se terminer dans
un temps raisonnable. C'est-à-dire par exemple prédire la météo des jours à venir qui doit être
bien évidemment terminée avant le jour prédit. Cependant, les clusters HPC peuvent héberger
plusieurs simulations ou programmes distincts au même moment. C'est ce qui rend nécessaire
une allocation temporelle en fonction de l'arrivée des diﬀérentes tâches. Ainsi, les deux métriques
à considérer deviennent l'énergie plutôt que la puissance électrique, et le temps d'exécution des
tâches. [49]
Cette approche temporelle implique l'introduction d'un outil particulier qui est la ﬁle d'at-
tente. Lorsque l'on dispose de tâches que l'on peut exécuter à diﬀérentes vitesses, ce qui veut dire
que l'on a la capacité de les retarder ou non, on peut aussi se garder la capacité de les retarder
dans la ﬁle d'attente. Gérer cette ﬁle d'attente sera partie intégrante du scheduling energy-aware.
En eﬀet, il arrivera souvent des cas où en attendant juste un peu qu'une place se libère sur un
hôte nous pourrons éviter d'allumer une machine, ou éviter d'en maintenir une allumée, et par
conséquent réduire la consommation d'énergie du système. Cependant, nous voyons bien ici que
le compromis n'est pas simple : parfois la réduction de l'énergie du système entrainera une aug-
mentation de la durée d'exécution, au détriment donc de l'exécution de la tâche. La ﬁgure 2.4
montre un exemple d'ordonnancement. Nous pouvons y voir qu'exécuter les tâches dans l'ordre
d'arrivée (rouge, verte, bleue) donne un temps d'exécution plus grand, et donc une consommation
d'énergie plus haute que de retarder l'exécution de la tâche verte pour commencer l'exécution de
la tâche bleue au plus tôt.
Le scheduling s'appuie aussi sur la prédiction de l'arrivée des tâches, ou plus généralement
la prédiction de la charge future des serveurs, pour réduire la consommation d'énergie. Il est
eﬀectivement intéressant de tenter de prédire la charge future pour pouvoir anticiper les vari-
ations de charge du système et ainsi répondre en adéquation avec les besoins. Cela implique
que nous pourrons réduire l'énergie de façon plus aggressive quand nous verrons une baisse de
charge arriver, ou faire le contraire lors d'un pic de charge. Dans [22], les auteurs utilisent des
techniques d'apprentissage (machine learning) aﬁn de prédire la charge CPU et la consommation
de puissance des machines, aﬁn d'améliorer la prise de décisions pour le scheduling.
Dans [85], les auteurs introduisent des politiques de gestion de tâches et de machines dont le
choix est basé sur des estimations de la consommation d'énergie des tâches et des machines en
fonction du moment où les tâches vont être exécutées. Ces politiques sont implémentées dans une
infrastructure de réservation pour les tâches, aﬁn de réduire la consommation d'énergie en tirant
partie de la sous utilisation de l'infrastructure pour éteindre les noeuds inutilisés. Les auteurs
montrent ici que les politiques présentées auraient permis de réduire la consommation du site
Grid5000 de Lyon en 2007 de 73800 kWh (toutes les machines étant considérées toujours allumées
et consommant 190W).
2.4 Approches réactives
Contrairement aux approches proactives de placement présentées précédemment, les ap-
proches réactives ne vont pas tenter de réduire la consommation d'énergie en placant les tâches
avant leur exécution, mais plutôt, une fois les tâches en cours d'exécution, décider d'actions pour
accomplir diﬀérents objectifs.
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Figure 2.4  Un exemple d'ordonnancement
2.4.1 Approches virtualisées, provisionning et migration
Bien que beaucoup d'approches soient basées sur la virtualisation des tâches, ou l'utilisa-
tion de systèmes virtualisés plus généralement, certaines approches se focalisent sur un aspect
particulier de la virtualisation. C'est le cas du provisionnement de machines virtuelles. Cette
technique consiste à gérer la création et la provision des machines virtuelles pour répondre aux
diﬀérents besoins des utilisateurs. Ainsi dans [92], l'approche consiste à maximiser l'utilisation
de ressources, c'est-à-dire minimiser les coûts de sur-provisionnement et de re-provisionnement
(les coûts liés au fait que l'on change trop souvent de nombres de machines), tout en réduisant
la consommation d'énergie en éteignant les hôtes. L'approche consiste à inclure chaque tâche qui
arrive dans un groupe de tâches ayant des caractéristiques similaires, ou dans un groupe à part
si elle n'appartient à aucun groupe. Ensuite, chaque tâche est allouée à une machine virtuelle
préalablement décrite en fonction des caractéristiques du groupe. Si une machine virtuelle est
disponible du fait d'une tâche terminée, elle est utilisée pour réduire les coûts de reprovision-
nement. Enﬁn les groupes de machines virtuelles sont provisionnés au plus près de ce qu'elles
avaient requis. Cela est fait en combinaison avec une modélisation de la charge de travail, aﬁn
de mieux proﬁler le comportement des groupes de machines virtuelles. Leur approche permet
d'économiser en moyenne 15% d'énergie, tout en gardant une baisse acceptable de 5% de qualité
de service.
Avec le même objectif dans [80], les auteurs tentent de maximiser l'utilisation des ressources
2.4. APPROCHES RÉACTIVES 27
des machines virtuelles. Un service tournant dans une machine virtuelle ne consommera pas
forcément tout ce qui lui aura été attribué par SLA, et par conséquent, on pourra réduire cette
portion de machine physique allouée à une VM sans impacter sur le fonctionnement du service et
sans que celui-ci ne s'en rende compte. Pour ce faire, les auteurs utilisent un ensemble de règles
pour gérer l'état d'une machine virtuelle, c'est-à-dire si celle-ci est sur-provisionnée (la tâche a
trop de ressources par rapport à ce qu'elle consomme), ou sous-provisionnée (la tâche manque
ou va manquer de ressources).
D'une manière générale, ce type d'approche est particulièrement adapté aux systèmes virtual-
isés. Dans de tels systèmes nous pouvons, comme expliqué précedemment, modiﬁer la localisation
des tâches, par le biais de la migration live (sans interruption de fonctionnement). Nous pouvons
aussi modiﬁer à la volée les ressources accordées aux machines virtuelles, c'est-à-dire modiﬁer
les parts de ressources de la machine qui sont attribuées à une machine virtuelle donnée. Ces
techniques sont d'une manière générale celles observée dans l'approche cloud [102, 77].
Nous pourrons donc réagir, au vu de ces diﬀérents leviers, en fonction soit d'évènements
précis, soit en fonction des diﬀérentes variation du système.
2.4.2 Autonomic/Frameworks
Etant donné que la réduction de la consommation d'énergie peut se faire à plusieurs niveaux,
et doit se faire comme telle, il peut être préférable avoir une approche holistique en déﬁnissant des
frameworks globaux. C'est le cas de Younge et al. dans [106], où les auteurs proposent justement
un framework pour la gestion eﬃcace de clouds aﬁn de réduire la consommation d'énergie. Ce
genre d'approche est nécessairement transversale puisqu'ils proposent une gestion hiérarchique
partant du niveau le plus haut (Green cloud), et descendent jusqu'à l'ordonnancement power- et
thermal-aware, en passant par la conception du data center et le controle des machines virtuelles
du cloud. De cette manière, les économies d'énergies peuvent être atteintes en uniﬁant tous les
niveaux de l'approche. Il faudra cependant bien rester dans certaines lignes de conduites, aﬁn de
toujours minimiser l'impact sur la performance, mais aussi minimiser l'impact inter-niveaux.
Une autre approche, décrite dans le framework GREEN-NET [36], consiste à fournir des outils
pour la récupération des informations de consommation d'énergie et de les présenter aux util-
isateurs, ce qui permet d'inclure ces utilisateurs dans cette décision de réduire la consommation,
tout en mettant en place des mécanismes automatiques pour réduire la consommation d'énergie
en respectant les besoins des utilisateurs.
Les approches autonomes s'inscrivent directement dans le réactif. En eﬀet, même s'il peut
y avoir des notions de planiﬁcation dans le monde autonome, son fonctionnement représente
bien cette réactivité au système, puisqu'il est basé sur une boucle comportant une partie de
surveillance, une partie d'analyse des données de la surveillance, d'une partie de prise de décision
en fonction de l'analyse, et d'une partie d'actions à eﬀectuer, qui seront ensuite surveillée, et
ainsi de suite. La surveillance du système sera donc toujours une étape nécessaire pour pouvoir
eﬀectuer des actions éclairées.
Ces approches autonomes sont souvent multi-niveau. Cela veut dire que chaque étape de
la boucle autonome peut s'eﬀectuer aussi bien au niveau composant qu'au niveau cluster. La
centralité inhérente à ce genre d'approche amène cependant à faire des compromis en fonction
des niveaux. Puisque nous sommes dans un contexte de système large échelle, nous aurons du mal
à gérer à grain ﬁn le niveau composant comme le niveau machine. Cependant, malgré ce problème,
les approches autonomes réactives sont eﬃcaces et permettent la gestion automatique du système
sans intervention humaine. Khargharia et al. [64] adoptent une telle approche pour la gestion
de la performance et de la puissance, pour optimiser la performance par watts tout en gardant
la propriété de passage à l'échelle. Leur approche vise à réduire le gaspillage d'énergie en se
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conformant à des contraintes de performances. Les auteurs utilisent ici une approche permettant à
un gestionnaire autonome niveau cluster de résoudre un problème d'optimisation par contraintes
aﬁn de trouver les états optimaux de serveurs. Des expériences par simulations montrent que
dans un système à plusieurs composants mémoire, des économies d'énergie de 72% en moyenne
peuvent être atteintes avec leur approche dynamique par rapport à une approche statique. De
plus, presque 70% d'économies supplémentaires peuvent être atteintes en utilisant une approche
hiérarchique, c'est-à-dire une gestion à la fois au niveau du cluster et des serveurs.
Dans [44], les auteurs présentent Snooze, un gestionnaire autonome pour les économies d'én-
ergie dans les clouds. Snooze implémente une approche multiniveau pour la gestion des machines
virtuelles. Outre le placement initial de machines virtuelles, Snooze permet notamment de trans-
férer des machines virtuelles d'un hôte vers un autre dans plusieurs cas. Le premier intervient
lorsqu'un hôte est surchargé ou sous-chargé, auxquels cas on va distribuer la charge pour soit
libérer l'hôte, soit le décharger un peu pour préserver la qualité de service. Le second sera péri-
odique, ou le système tentera d'eﬀectuer une consolidation complète pour permettre au gestion-
naire de consommation d'énergie d'éteindre les hôtes inutilisés, après une période d'inactivité.
Les auteurs montrent ensuite par expérimentation sur la plateforme Grid5000 avec 34 machines
que leur système permet d'économiser jusqu'à 67% d'énergie sur des charges de travail réelles,
comparé à une approche sans économies d'énergie.
Rodero et al. dans [93] présentent un gestionnaire autonome de cloud HPC permettant de
gérer à plusieurs niveaux le compromis entre les économies d'énergie, la qualité de service et
la gestion de température, aﬁn de maximiser l'utilisation de ressources de l'infrastructure. Leur
approche réactive utilise des leviers de migration de machines virtuelles, de DVFS ainsi que de
ﬁxation de puissance de CPU pour réagir aux diﬀérentes anomalies thermales. Les auteurs simu-
lent ensuite leur infrastructure en exécutant charges basées sur des traces d'application HPC pour
montrer que l'allocation de machines virtuelles telle que présentée permet d'augmenter l'eﬃcacité
énergétique de 12% et/ou d'optimiser la performance de l'application de 18% en fonction des buts
d'optimisation déﬁnis. En termes de gestion réactive de l'énergie et de la température, utilisée en
conjonction de l'allocation, permet de réduire la consommation d'énergie jusqu'à 9% et jusqu'à
12% de réduction de temps de calcul par rapport à une approche usuelle temperature-aware.
Le framework d'architecture pour clouds eﬃcace en énergie proposé dans [21] introduit des
notions de provisionnement de machines virtuelles, ainsi qu'une allocation et réallocation des
machines virtuelles sur les machines physiques. Les auteurs utilisent la ressource qu'est le CPU
pour consolider dynamiquement les machines virtuelles, et ainsi réduire de manière signiﬁcative
la consommation globale de l'infrastructure. Plus concrètement, les auteurs implémentent une
politique de replacement des machines virtuelles basée sur un double seuil (bas et haut), ainsi
qu'une politique de minimisation du nombre de migration, aﬁn de limiter le nombre de migration,
par exemple depuis un hôte surchargé. Le framework est ensuite évalué selon deux métriques :
la consommation d'énergie totale de l'infrastructure, et le pourcentage de violations de SLA. Les
résultats montrent une économie d'énergie allant jusqu'à 66% en comparaison à une approche
sans migrations, en gardant un niveau de violations de SLA bas (1.1%). Cependant, les auteurs
notent qu'en acceptant une dégradation de performance plus grande il est possible de réduire bien
plus l'énergie consommée. Le choix revenant bien sûr aux fournisseurs de clouds, en fonctions
des contrats de qualité de service négociés préalablement.
Par rapport aux autres approches, les frameworks et approches autonomes transversales se
confronteront souvent aux problèmes décrits en section 2.2.5. Ces approches multi-niveaux au-
ront des problèmes d'interaction entre les diﬀérents moyens d'actions lorsqu'utilisés de façon
concurrente.
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2.5 Synthèse
La gestion de tâches est un problème complexe, multi niveau, et qui nécessite une compréhen-
sion étendue des systèmes que l'on manipule. Si l'on met de côté les problèmes techniques tels
que la mauvaise adéquation qu'il peut y avoir entre les besoins de réduire l'énergie, et le peu de
moyens fournis pour le faire, il subsiste un bon nombre de problèmes complexes et intriqués.
Le parallèle peut être fait avec le monde de l'informatique mobile, où la gestion de l'énergie est
aussi cruciale, et les techniques de réduction de celle-ci similaires. Il faudra cependant diﬀérentier
le monde ﬁlaire avec celui du mobile dans la mesure où dans le mobile, nous aurons une contrainte
"dure" sur la consommation d'énergie, autrement dit la batterie de l'appareil, alors que dans le
monde du cloud, nous aurons une limite plus "douce", puisque cela sera un coût d'une énergie
virtuellement inﬁnie.
Il existe cependant bon nombre de techniques à tous les niveaux qui se révèlent performantes.
Bien que des approches globales existent, à chaque niveau subsiste un manque de prise en compte
de tous les freins que l'on peut rencontrer. Par exemple dans le cadre de la consolidation de
machine virtuelles, les approches se révèlent prometteuses, mais ne prennent souvent pas en
compte tous les problèmes liés à la migration de machines virtuelles. Il apparait dans ce cas un
manque de modèles simples et précis pour modéliser cette migration et les problèmes associés.
Un chemin considérable reste encore à faire pour une approche globale et précise à tous niveaux.
Comme nous avons pu le voir, il existe un nombre important de leviers que nous pouvons
prendre en compte. Certains sont à un niveau composant alors que certains sont à un niveau
d'infrastructure. Il convient donc de choisir les bons leviers pour arriver aux meilleures économies
d'énergie, avec pas ou peu de perte en performance de tâches. Étant donné la complexité du
problème lorsque l'on utilise un trop grand nombre de leviers, nous avons fait le choix de n'en
utiliser que certains. Nous avons notamment choisi de ne pas utiliser le levier du DVFS au proﬁt
de l'extinction des hôtes pour deux raisons principales.
Premièrement, nous nous plaçons dans un contexte de tâches en tant que services, qui sont
des tâches qui n'ont pas de complétion, aﬁn de pouvoir déporter la gestion des requêtes aux
clients exécutant les services. Ainsi, puisque les services n'ont pas de terminaison, le choix du
couple voltage/fréquence peut être considéré comme déjà associé à l'hôte, et positionné sur le
couple le plus eﬃcace en terme de performance par watt. En eﬀet, nous pourrons avec notre
modèle déﬁnir chaque couple comme un hôte diﬀérent. Cela enlève le gain en énergie que l'on
peut gagner en réglant le DVFS en fonction de la charge actuelle, mais cela nous enlève aussi les
interactions négatives qu'il peut y avoir entre l'allocation d'une tâche sur un hôte et la fréquence
à laquelle il est réglé.
Deuxièmement, le choix de privilégier l'allumage et l'extinction des hôtes comme levier princi-
pal d'action est amené par le simple fait que pour la majorité des machines actuelles, une portion
d'au moins 50% de la consommation de la machine vient du simple fait que celle-ci soit allumée.
Ainsi, le plus gros potentiel à priori pour les économies d'énergie vient de cette extinction.
Nous avons pu aussi voir qu'il existe deux catégories de travaux. Ceux qui tentent de réduire
la consommation d'énergie sous contrainte de performance, à savoir sans impacter aucunement
sur celle-ci, et ceux qui tentent de réduire la consommation d'énergie, en minimisant la perte
de performance. Si le premier peut être souhaitable dans une majorité de cas, il n'en reste pas
moins que d'autres cas existent où l'on pourra impacter sur la performance. Le deuxième cas
aura cependant un potentiel de réduction d'énergie bien plus grand, comme on peut facilement
l'imaginer, puisqu'en s'enlevant cette contrainte, les décisions d'allocation de tâches seront plus
libres.
Ensuite, il faut prendre en compte le fait que nous nous placerons dans le monde du cloud,
autrement dit dans un contexte de système distribué à large échelle. Ainsi, il sera d'importance
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maximale d'avoir des algorithmes passant à l'échelle, pour pouvoir être exécutés dans des en-
vironnements comprenant plusieurs milliers de machines virtuelles et physiques. Comme nous
avons pu le voir, certaines des approches calculent la gestion optimale en énergie. Si nous allons
suivre cette approche dans une certaine mesure, à des ﬁns de comparaisons essentiellement, nous
développerons aussi dans la suite un nombre d'algorithmes basés sur des heuristiques permettant
d'arriver à des solutions sous optimales, mais en un temps acceptable. Calculer l'optimal nous
permettra aussi de pouvoir observer les diﬀérents eﬀets que peuvent avoir les diﬀérents aspects
du système sur la consommation d'énergie. Autrement dit, il faudra pouvoir savoir jusqu'où il
est possible de réduire la consommation d'énergie.
Les diﬀérentes caractéristiques du système que l'on va prendre en compte sont notamment
un aspect important qui va diriger la manière dont nous allons eﬀectuer les allocations. Certains
travaux prennent en compte simplement le CPU au niveau des hôtes, alors que d'autres prennent
en compte aussi la mémoire, le disque ou la bande passante. Certains prennent aussi en compte
l'infrastructure globale, notamment les équipements de refroidissement. Il apparait que tous
ces aspects sont importants, et c'est pourquoi prendre en compte un nombre maximum est
important. Nous prendrons pour notre part par la suite deux ressources au niveau d'un hôte
(bien que notre approche soit facilement généralisable à n ressources), le CPU car c'est le plus
important consommateur d'énergie dans les serveurs, mais aussi la mémoire, car il est important
de prendre en compte une ressource de plus pour en observer les interactions, mais aussi car la
mémoire peut facilement être un facteur limitant dans la performance des applications.
Ce faisant, il apparait dans les travaux présentés ci-avant une nécessité de prendre en compte
des systèmes de cloud réels. À l'heure actuelle, il est commun d'avoir des clusters comportant un
ensemble de machines diﬀérentes, que ce soit dû à une amélioration du cluster ou à diﬀérentes
réparations au ﬁl du temps. Ainsi, l'hétérogénéité a une place importante dans le paysage des
clusters, et il est important à prendre en compte, puisque les eﬃcacités énergétiques des diﬀérentes
machines ne sera pas la même, impactant ainsi l'allocaton de tâches.
Un certain nombre des articles présentés précédemment prennent en compte le refroidisse-
ment, soit en tant que tel, soit en eﬀectuant une allocation avec considération de température,
soit en prenant en compte directement les équipements de refroidissement. Il est important,
sinon nécessaire, de prendre en compte le refroidissement dans la gestion de tâches. En eﬀet, le
refroidissement est une part importante de la consommation globale d'un data center (entre 15%
et 30%). De plus, l'allocation de tâches, du fait de la répartition de la charge, aura un eﬀet direct
sur les équipements de refroidissement. C'est pourquoi ce sera un paramètre que nous prendrons
en compte par la suite.
Enﬁn, il apparaît qu'il est nécessaire de prendre en compte la dynamicité du système. La
charge de travail n'est pas constante au ﬁl du temps, et l'adaptibilité du système aux diﬀérents
changements doit fait partie du processus de la gestion des tâches. Ainsi, la gestion de tâche
repose en grande partie sur la capacité du système à pouvoir migrer les machines virtuelles d'un
hôte sur l'autre. Cette migration est coûteuse en ressources, et il est nécessaire de prendre en
compte le coût de migration dans le processus de décision. On évitera notamment d'avoir trop
de migrations concurrentes, ce qui amènerait un surcoût trop important.
Au ﬁnal, il est préférable de tendre vers une approche transversale, multi paramètres, en
utilisant avec parcimonie divers leviers, pour atteindre le plus d'économies d'énergie possible.
Nous tenterons donc par la suite d'eﬀectuer une gestion de tâches prenant en compte dif-
férentes ressources de machines (CPU, RAM), l'hétérogénéité des machines et l'infrastructure
de refroidissement, ainsi que les coûts à la fois en temps et en ressources des migrations de ma-
chines virtuelles. La table 2.2 présente les diﬀérents aspects de certaines des approches présentées
précédemment.
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Chapitre 3
L'allocation de services
L'allocation de tâches peut prendre, comme décrit précédemment, plusieurs formes, et répon-
dre à des problèmes bien diﬀérents. Dans ce chapitre, nous décrirons l'allocation de tâches telle
qu'elle va être utilisée dans notre cadre.
3.1 Quel est le système ?
Dans le cadre de nos travaux, nous nous sommes placés dans un contexte de clouds. C'est-à-
dire un contexte, où nous possédons une infrastructure virtualisée, et les tâches sont contenues à
l'intérieur de machines virtuelles. Chaque tâche étant hébergée par une machine virtuelle, nous
avons donc la capacité au niveau de l'utilisateur, de demander un pourcentage pour chaque
ressource de la machine hôte. De plus, une infrastructure virtualisée implique aussi une possible
migration des machines virtuelles d'une machine physique vers une autre. Au niveau de l'infras-
tructure elle même, nous prendrons un cloud, constitué de plusieurs clusters géographiquement
distribués, un cas qui arrive quand le fournisseur de services, pour oﬀrir une meilleure qualité
d'expérience à ses utilisateurs, va construire des data centers au plus près de ses clients. Par
exemple, on peut avoir un cloud possédant en Europe plusieurs centre de données dans diﬀérents
pays. C'est le cas de Google, qui possède en Europe trois data centers : un à Hamina en Fin-
lande, un à St. Ghislain en Belgique et un dernier à Dublin en Irlande [51]. C'est aussi le cas
des emplacements périphériques des centres d'Amazon pour le service de distribution de contenu
CloudFront, qui possède des data centers à Amsterdam, Dublin, Francfort, Londres, Madrid,
Milan, Paris, Stockholm[11].
Ces data centers étant distribués, potentiellement construits à des moments diﬀérents, n'au-
ront pas tous été dotés des mêmes machines, ni de la même infrastucture de refroidissement. A
l'intérieur d'un data center même, nous pourrons avoir des machines diﬀérentes, dans le sens où
par exemple une augmentation de capacité aura été eﬀectuée, et ainsi le cluster possèdera des
serveurs moins récents que d'autres.
Par conséquent, nous avons une infrastructure de clusters possédant des hôtes homogènes à
l'intérieur du cluster, mais des clusters hétérogènes entre eux. Ce qui veut dire que nous aurons
des capacités de serveurs diﬀérentes sur chaque cluster, mais ce ne sera pas le cas à l'intérieur
du cluster.
Au niveau de la consommation d'énergie inter clusters, nous aurons une consommation dif-
férente des hôtes, dû aux spéciﬁcations matérielles diﬀérentes, mais aussi à l'intérieur d'un même
cluster, au sein d'un même rack, nous aurons des consommations diﬀérentes. Cet eﬀet à été
observé sur grid5000 dans [35], et peut être tout simplement attribué à la chaleur montante
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des serveurs situés en bas du rack, induisant une plus grosse chaleur (et donc consommation)
des serveurs situés en hauteur. En eﬀet, une chaleur plus importante, qu'elle soit induite par
la charge du processeur, ou par l'environnement, induira potentiellement une augmentation de
la vitesse du ventilateur, ce qui amènera une consommation plus importante. De plus, il existe
une variation de consommation de puissance entre les diﬀérents processeurs d'un même modèle
comme montré dans [14], où les auteurs étudient la variabilité de consommation de puissance
entre diﬀérents processeurs Intel Core i5-540M. Leur données montrent une variabilité allant de
7% à 17% en fonction des diﬀérentes applications et des diﬀérentes conﬁgurations de DVFS des
processeurs.
L'infrastructure de refroidissement des diﬀérents data centers est aussi à prendre en compte,
celle-ci consommant une grosse partie de la consommation totale du data center. Ici, l'infras-
tructure de refroidissement sur laquelle nous allons agir est celle qui conditionne et gère les ﬂux
d'air dans les data centers. Nous supposerons donc par la suite que le refroidissement du cluster
se fait par acheminement d'air froid, ce qui n'est pas le cas dans tous les centre de données.
Ainsi, dans un cluster, nous aurons une consommation d'énergie totale dépendant à la fois de
la consommation des serveurs, et de l'infrastructure de refroidissement. Cette infrastructure de
refroidissement, est appelée CRAH/CRAC pour Computer Room Air Handler/Conditionner, le
CRAH étant ce qui amène l'air froid sur les serveurs, et le CRAC étant ce qui refroidit eﬀective-
ment ce qui doit être acheminé. Celle-ci sera dépendante de l'utilisation du cluster. En eﬀet, de
la même manière que pour les serveurs eux-mêmes, une grande utilisation des serveurs amènera
une hausse de température, ce qui aura pour eﬀet d'augmenter la vitesse des ventilateurs pour
le refroidissement aﬁn de maintenir une température basse constante, ce qui amènera à son tour
une plus grande consommation d'énergie.
Nous supposerons que nous pourrons agir sur ces CRAC/CRAH, aﬁn de pouvoir les allumer
ou les éteindre en fonction des besoins. Si le groupe de serveurs directement refroidis par un
CRAC/CRAH n'est pas utilisé, donc éteint, nous éteindrons aussi l'infrastructure de refroidisse-
ment, aﬁn d'avoir une économie d'énergie substantielle. Nous ne prendrons pas en compte la
perturbation des ﬂux d'airs, ce qui est cohérent dans un cadre de certains data centers modu-
laires par exemple. Ceux-ci peuvent être de type conteneurs, où chaque unité, chaque conteneur,
contient à la fois les serveurs, le refroidissement et l'alimentation de manière autosuﬃsante. Cette
supposition peut être aussi cohérente si l'on suppose que l'on est en mesure d'accepter une hausse
dans la température globale de la salle, dûe à la perturbation des ﬂux d'air. Ainsi, lorsque l'on
décidera d'éteindre les CRAC/CRAH, nous pourrions voir une augmentation de la tempéra-
ture moyenne de la salle, mais restant toujours en dessous des températures recommandées par
l'ASHRAE (American Society of Heating, Refrigerating and Air-Conditioning Engineers) [5]. Les
data centers ont plus souvent tendance à être trop refroidis, et les degrés en trop sont les plus
chers. La relation entre la puissance et la température n'étant pas linéaire [45], une augmen-
tation faible de température induira une faible augmentation de consommation de puissance.
Par contre, une augmentation forte de température induira une augmentation proportionnelle-
ment plus forte de consommation. À l'inverse, réduire la température de peu de degrés réduira
grandement la consommation d'énergie, et les degrés suivants réduiront en proportion moins
cette consommation.
Pour plus de clarté, et pour résumer toutes ces suppositions, prenons un exemple montrant
dans quel cadre nous nous trouvons, représenté en ﬁgure 3.1.
Nous avons un fournisseur de services clouds distribuant des services à des utilisateurs en
Europe. Ainsi, ce fournisseur a décidé d'implanter ses serveurs à diﬀérents endroits, aﬁn de
pouvoir mieux servir les diﬀérentes zones géographiques. Cette infrastructure comprend 3 clusters
géographiquement distribués, situés en France, Royaume Uni et Norvège. Pour chaque cluster,
nous avons des spéciﬁcations diﬀérentes pour tous les hôtes. Ici, le cluster du Royaume-Uni
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possède des hôtes avec chacun un processeur de 2.2 GHz et une mémoire RAM de 8 GB, alors
que le cluster de France possède des hôtes avec un processeur de 2.6GHz. Bien que tous les hôtes
d'un même cluster soient identiques au niveau matériel, ils consomment une puissance maximale
diﬀérente (par exemple allant de 150W à 250W pour le cluster de Norvège).
Pour ﬁnir, nous avons les systèmes de refroidissement qui sont utilisés pour refroidir unique-
ment un ensemble déﬁni d'hôtes. Ici pour l'exemple nous avons deux CRAC/CRAH par clusters,
chacuns répartis pour refroidir la moitié des hôtes des clusters. Il faudra noter cependant que les
CRAC/CRAH sont utilisés dans les infrastructures réelles sur bien plus de serveurs.
Figure 3.1  Un exemple de cloud
3.2 Quel est le problème ?
3.2.1 Consommation d'énergie
Si l'on prend exactement la petite infrastructure décrite dans l'exemple en ﬁgure 3.1, les
problèmes de consommation d'énergie n'apparaissent pas forcément. Dans les infrastructures de
cloud réelles, nous avons plusieurs milliers de serveurs à gérer. Cela implique d'une part une
consommation d'énergie très importante, lorsque l'on voit par exemple que le second superordi-
nateur le plus rapide du monde en juin 2012 consomme plus de 12MW [98]. D'autre part, l'impact
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environnemental n'en est que plus grand, autant au niveau du CO2 émit que de l'impact possible
sur l'environnement de certaines techniques de refroidissement, comme la consommation d'eau
induite par le refroidissement à eau. Enﬁn, plus de machines induisent plus de déchets, puisque
les machines ne sont pas totalement recyclables, et ainsi, il est important de pouvoir prendre en
compte le cycle de vie entier des data centers [16].
Le passage à l'échelle induit donc des coûts importants si aucune action n'est entreprise
pour contrer ces eﬀets néfastes. Il y a cependant des eﬀets positifs à considérer lorsque l'on va
économiser de l'énergie. Le premier et probablement le plus important est le gain ﬁnancier. En
eﬀet, une étude a montré que les l'argent dépensé dans l'achat des serveurs des data centers était
en 2008 aux États-Unis comparable à l'argent dépensé pour le refroidissement et l'électricité. De
plus, la tendance indique que le coût en électricité et refroidissement dépassera le coût d'achat des
data centers dans les années suivantes. Ainsi, le potentiel de réduction de la facture d'électricité
via réduction de la consommation d'énergie est important [89].
Un autre eﬀet positif à considérer est l'impact moindre du surdimensionnement des data cen-
ters au niveau coût d'exploitation. En eﬀet, la plupart des clusters sont dimensionnés de manière
à pouvoir soutenir des pics de charge, et ce surdimensionnement coûte cher en fonctionnement.
Ainsi, si l'on implémente des techniques permettant de réduire le nombre de serveurs allumés
en fonction de la charge globale de l'infrastructure, le data center devrait se trouver en théorie
toujours bien dimensionné.
Économiser de l'énergie est donc à la fois une nécessité écologique et un attrait ﬁnancier pour
les entreprises, et bien que divers moyens existent pour réduire la consommation d'énergie des
clusters, il faudra à chaque fois prendre en compte les diﬀérents impacts potentiels (positifs ou
négatifs) induits par la consommation, et par la réduction de cette consommation.
3.2.2 Qualité de service
Les fournisseurs de services cloud doivent par contrat fournir un service de qualité. Si ce n'est
pas le cas, le fournisseur de service pourrait se voir pénalisé ﬁnancièrement par le client avec qui
il avait passé un contrat, si celui-ci n'était pas respecté. Par exemple, un client pourrait négocier
par contrat un temps de réponse du service inférieur à 500ms 95% du temps. Si le fournisseur
n'était pas capable d'eﬀectivement avoir un temps de réponse de la sorte, et était à moins de
500ms seulement 90% du temps, il se verrait obligé par le contrat de qualité de service (via
Service Level Agreement ou SLA en anglais), de payer une pénalité.
Les pénalités de non respect de la qualité de service peuvent ne pas être directes, si par
exemple l'insatisfaction des clients implique une mauvaise réputation de l'entreprise et une perte
de clients potentiels.
Le respect de la qualité est donc un problème très important aux yeux à la fois des clients
mais aussi des fournisseurs, et le non respect de celle-ci peut avoir des conséquences néfastes
diverses pour le fournisseur de service.
Cette qualité de service se traduit souvent au niveau du fournisseur de service en termes de
performances. Ainsi, pour garantir un temps de réponse acceptable pour les services web hébergés
dans un cloud, il faudra que celui-ci ne soit pas surchargé, et par conséquent ne pas arriver dans
un système où une requête arrivant doive rester en attente en raison d'un trop grand nombre de
requêtes. Pour ce faire, il faut que le data center soit bien dimensionné, et il faut que la puissance
de ressource (comme le CPU ou la bande passante) disponible soit suﬃsante.
Ces ressources disponibles auront cependant des eﬀets diﬀérents à considérer. Il y aura souvent
une diﬀérence entre un manque de puissance processeur, et un manque de mémoire. Un manque de
puissance CPU entrainera un ralentissement du programme qui s'y exécute, alors qu'un manque
de mémoire pourra potentiellement entrainer un dysfonctionnement total du programme.
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Toutefois, comme expliqué précédemment, les ressources mises à disposition de l'utilisateur
ont un coût en puissance électrique et par conséquent ﬁnancier. Augmenter la performance des
infrastructures coûte de plus en plus cher, et il est plus diﬃcile d'eﬀectuer des économies d'énergie.
À l'image de l'augmentation de la vitesse des processeurs, qui a longtemps été dirigée par
la "loi de Moore" et s'est vue heurter une barrière dans la miniaturisation, nous observons un
phénomène similaire dans le monde des data centers, et en particulier dans le monde du calcul
haute performance. Il apparait que l'augmentation de la puissance entraine une augmentation
de la consommation d'énergie, ce qui mène à une barrière, celle où une centrale électrique serait
nécessaire pour pouvoir faire fonctionner son data center. Ceci implique, toujours dans le monde
du HPC notamment, que chaque amélioration de performance induit un coût de plus en plus
grand [67].
La qualité de service rendue aux utilisateurs restera donc la préoccupation première des
fournisseurs de services, mais il faut bien prendre en compte le coût de cette qualité de service,
autant dans sa globalité qu'en prenant en compte des paramètres plus spéciﬁques comme l'impact
des ressources sur la qualité de service. Il faudra pour être plus eﬃcace être capable d'accepter
une dégradation faible de la qualité de service pour permettre des gains plus grands dans d'autres
domaines, comme dans le domaine de la consommation d'énergie comme nous le verrons par la
suite.
3.2.3 Energie & Qualité de Service
Comme nous avons pu le voir, les économies d'énergies et la qualité de service sont deux
points importants que nous devons prendre en compte, avec leur proﬁts et leur désavantages.
Le problème est que ces deux buts bien distincts apparaissent antagonistes lorsque l'on veut les
atteindre de façon concurrente. Il existe des relations directes et indirectes entre ceux-ci. C'est
pourquoi lorsque l'on essaye de réduire la consommation d'énergie d'un système, cela amène
souvent à une baisse de performance, et de la même manière lorsque l'on veut avoir une qualité
de service parfaite, il faudra compter sur une consommation d'énergie augmentée.
Comme il faudra dans tous les cas faire des choix, on peut être tenté de réduire la consomma-
tion d'énergie et d'augmenter la qualité de service de manière concurrente, en tentant d'atteindre
un bon compromis. Pourtant, il apparait diﬃcile de décider quel sera le meilleur compromis.
Prenons comme exemple une allocation de tâches où l'on est capable d'atteindre une réduction
de 1kW de la puissance consommée tout en perdant 8% de qualité de service, et une allocation
où l'on atteint 4% de réduction de qualité de service tout en réduisant la consommation de
puissance de 500W. Comment dire quelle allocation devra être préférée ? C'est tout le problème
de l'optimisation multi-objectifs, lorsque ces objectifs sont à la fois antagonistes et diﬀérents en
poids. Il existe pourtant une allocation qui sera plus performante que l'autre dans sa globalité,
mais celle-ci sera dépendante du contexte dans lequel on se trouvera. Si l'on poursuit notre
exemple, on peut facilement imaginer un cloud de services web où une perte de performance
de 8% sera acceptable dans les creux de charge, ce qui fera que la première situation sera la
meilleure. On peut aussi facilement imaginer un cloud faisant tourner des tâches plus orientées
performance et calcul, où la première situation ne sera pas acceptable et nous préfèrerons la
deuxième.
Il convient aussi de parler des possibles paliers existant dans ce genre d'optimisation. Cela
veut dire que lorsque l'on tente de réduire l'énergie, il apparaitra qu'éteindre des CRAC/CRAH
ou à plus petite échelle éteindre des machines fera apparaître des paliers d'énergie modiﬁant la
performance du système.
Prenons une nouvelle fois un exemple. Si notre allocation est orientée vers la consomma-
tion d'énergie, on peut tenter d'éteindre complètement un sous ensemble de machines avec le
38 CHAPITRE 3. L'ALLOCATION DE SERVICES
CRAC/CRAH associé. Cependant, si la demande est trop importante et que l'on ne parvient
pas à réduire la charge suﬃsamment pour éteindre ces infrastructures, nous verrons une réduc-
tion dans la performance qui ne servira que peu à réduire la consommation d'énergie. Cela est
dû au fait qu'une partie importante de la consommation des machines vient seulement du fait
d'être allumée. Par conséquent, si l'on réduit la performance des tâches sans pouvoir éteindre
CRAC/CRAH, l'allocation résultante sera potentiellement ineﬃcace.
À l'inverse, si l'on parvient à réduire la performance de manière à éteindre ce sous ensemble
avec son système de refroidissement, nous gagnerons énormément en énergie. Ce qui voudra dire
que les derniers paliers de réduction de la performance auront été très eﬃcaces en terme de
réduction d'énergie, et que le compromis sera intéressant.
Tous ces points ajoutent à la diﬃculté de pouvoir évaluer la performance d'une allocation, et
de décider de métriques pour cette évaluation. Il conviendra toutefois de prendre en compte le
contexte du problème dans la résolution. En eﬀet, si nous avons un fournisseur de services qui se
trouve dans une contrainte forte en consommation d'électricité, dû par exemple au budget donné
par le fournisseur d'électricité, il faudra pouvoir optimiser la performance tout en satisfaisant
cette contrainte. L'opposé avec une contrainte forte en QoS est aussi possible. Pourtant, si nous
n'avons pas de contraintes, il faudra se conformer aux désirs soit de l'utilisateur soit du fournisseur
pour déﬁnir un compromis valable, et ainsi favoriser soit l'énergie soit la performance.
3.3 Hypothèses
Le problème d'optimisation, comme décrit précédemment, est complexe, vaste et comporte
maintes interactions rendant le problème global extrêmement diﬃcile à résoudre dans les sys-
tèmes large échelle. Trop d'interactions impliquent une masse de calculs trop importante et trop
complexe lorsque l'on veut faire de la gestion optimale.
Il faudra donc réduire le problème global à un sous problème. Pour ce faire, nous avons posé
diﬀérentes hypothèses, qui sont soit simpliﬁcatrices, c'est-à-dire que l'on modiﬁe un aspect du
problème d'allocation pour s'enlever un élément de complexité, mais qui peuvent être aussi des
hypothèses permettant de réduire ou de préciser le cadre et l'étendue de la solution que nous
allons proposer.
3.3.1 Type de tâches
La première hypothèse que nous serons amenés à faire concerne les tâches auxquelles nous
allons nous intéresser. Premièrement, il faudra déﬁnir quel type de tâches nous allons considérer.
Chaque tâche sera exécutée à l'intérieur d'une machine virtuelle. Nous pourrons donc assimiler la
tâche à sa machine virtuelle, sachant que les tâches ne seront pas interdépendantes. De la même
manière, nous ignorerons le surcoût induit par la virtualisation, en l'assimilant à la consommation
de ressources de la tâche.
3.3.2 Services "constants"
Dans nos travaux, nous prendrons en compte majoritairement des tâches qui n'impliquent
que peu de variation de leur besoins en ressources. Concrètement, cela veut dire que sans aller
jusqu'à déﬁnir les tâches comme constantes, nous pourrons les déﬁnir variant peu ou pas dans le
temps.
Cette hypothèse implique qu'au niveau du monitoring du système, les mesures seront précises
à un instant t, et surtout seront valables pendant un certain temps, dans le sens où la variation
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pendant ce temps sera mineure. Ce qui nous permettra aussi de pouvoir dire que les actions que
nous entreprendrons et qui prennent du temps, prendront eﬀet dans un système encore valable.
Si l'on prend par exemple une tâche qui consomme 50% du CPU de son hôte, nous prenons
une décision sur cette base de 50% de consommation, et décidons de migrer cette tâche depuis
son hôte vers un autre, il faudra que quand la migration se termine, la tâche soit toujours avec
une consommation autour de 50%, si les deux machines ont la même capacité de calcul. Par con-
séquent, si cette tâche avait pendant la migration changé fortement de besoins en consommation
CPU, pour plus ou moins, l'allocation résultante n'aurait pas forcément été pertinente.
Cet eﬀet est plus problématique lorsque les besoins augmentent pendant la migration que
lorsqu'ils baissent, car cela peut générer une baisse de qualité de service dans le cas d'une hausse,
ce qui n'est pas le cas lors d'une baisse. En eﬀet, si une tâche demande plus de ressource pendant
la migration, cela va non seulement impacter sa propre allocation, mais aussi la capacité des
autre tâches à demander plus de ressources. Ainsi, une hausse des besoins impactera les autres
tâches de manière négative, ce qui n'est pas le cas lorsque les besoins d'une tâche baissent.
3.3.3 Services inﬁnis
Nous nous plaçons dans un contexte comprenant des tâches de type "services". C'est-à-dire
des tâches qui fournissent un service à des utilisateurs, ce qui est souvent le cas dans les services de
type clouds. Par exemple, une ensemble de machines virtuelles peut contenir une infrastructure
de type service web, base de données, etc... Ainsi, la qualité de service sera modélisée dans ce
cas précis par le temps de réponse donné aux utilisateurs.
Ces services sont considérés comme "inﬁnis". Bien que cela n'ait pas vraiment de signiﬁcation
dans le monde réel, il apparait que ce type de tâches inﬁnies soit en fait les services qui n'ont
pas de terminaison prévue.
Contrairement aux tâches de type calcul haute performance qui se terminent le plus vite
possible, les services n'ont pas de terminaison, et sont là pour fournir un service aux usagers.
Cependant, nous pourrons aussi inclure des tâches non inﬁnies, mais suﬃsamment longues en
exécution pour permettre une action à la même échelle que les services sans terminaison. Cette
échelle de temps peut être de l'ordre de l'heure ou de la journée, en fonction des besoins. Il
faudra donc que ces tâches aient une échelle de temps d'exécution bien plus grande que l'échelle
du temps d'action de la gestion. Par exemple des tâches d'une durée de l'ordre de plusieurs
heures, alors que les actions auront une durée de l'ordre de plusieurs minutes.
Le fait de ne pas avoir de tâches ﬁnies implique aussi un changement au niveau du placement
lui même. Nous ne pourrons ainsi pas faire de scheduling ni d'allocation contrainte dans le temps,
car les tâches ne se ﬁnissent pas, et nous ne pouvons donc pas les arrêter ni les mettre en queue,
puisque le service doit être assuré en tout temps.
De ceci découle aussi les métriques qui seront diﬀérentes que pour les tâches de type calcul
haute performance, dans la mesure où la métrique de performance n'est plus le temps de ﬁn
d'exécution de la tâche mais le temps de réponse pour l'utilisateur. Le temps de réponse présente
pourtant l'avantage d'être plus permissif à un instant donné (au niveau qualité de service),
puisqu'une baisse soudaine de performance n'aura pas le même eﬀet. Par exemple, nous pouvons
déﬁnir que le temps de réponse d'un service est acceptable tant qu'il reste en dessous de 3
secondes. Ainsi, une baisse de performance faisant passer d'un temps de réponse qui double de
0.5 seconde à 1 seconde ne sera pas un mauvais résultat.
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3.3.4 Hétérogénéité
Les clouds sont souvent hébergés dans un ensemble de clusters, souvent géographiquement
distribués (cf : ﬁgure 3.1). Par conséquent, il est diﬃcile que l'infrastructure globale soit par-
faitement homogène. Cela est aussi vrai à l'intérieur d'un même cluster, lorsqu'une augmentation
matérielle est eﬀectuée, nous aurons souvent deux types de machines diﬀérentes. Par conséquent,
dans notre étude, nous prendrons en compte l'hétérogénéité inter cluster du cloud. C'est-à-dire
un ensemble de cluster homogènes, hétérogènes entre eux.
Cela impliquera à notre niveau qu'une application exécutée sur un cluster, ne prendra pas
forcément le même pourcentage de ressource en fonction des hôtes. Cela implique aussi la prise
en compte donc au niveau hôte (et donc cluster) de l'eﬃcacité energétique des machines. Des
nouveaux problèmes émergeront donc de cette prise en compte, dans la mesure où prendre en
compte l'hétérogénéité des clusters nécessite d'abord une connaissance à priori des diﬀérents
clusters, mais nécessite aussi de prendre en compte l'infrastructure dans sa globalité.
En eﬀet, si l'on avait seulement des serveurs homogènes, la prise en compte d'autres paramètres
comme les infrastructures de refroidissement permettrait un classement direct des diﬀérentes ma-
chines en terme d'eﬃcacité énergétique, mais cela devient plus diﬃcile quand on doit prendre en
compte à la fois l'hétérogénéité des machines et des CRAC/CRAH.
Au ﬁnal, nous aurons un modèle comprenant des clusters homogènes, qui sont hétérogènes
entre eux. Ce qui peut trivialement être étendu à une hétérogénéité totale, si l'on s'aﬀranchissait
du paradigme cloud, pour réduire la taille du cluster à un serveur unique. On peut donc se
poser la question de quels sont les avantages d'une telle hypothèse ? Le fait d'avoir des clusters
homogènes est d'une part plus cohérent avec l'approche cloud, et donc avec le monde réel, et
d'autre part comme nous le verrons par la suite amènera une allocation plus performante, du
fait notamment des infrastructures de refroidissement.
3.3.5 Action sur l'infrastructure de refroidissement
La prise en compte au niveau gestion d'infrastructures types cluster des diﬀérentes infrastruc-
tures de refroidissement n'est pas traditionellement pris en compte par les approches usuelles. Il
est souvent diﬃcile dans des clusters actuels d'avoir la possibilité d'agir sur celle-ci. Par exemple,
les CRACs ne sont pas forcément dotés de technologies permettant le contrôle de la variation
de la vitesse de la circulation de l'air. Bien que certaines approches aient implémenté ces tech-
nologies, celles-ci se cantonnent souvent à des algorithmes de gestion simple au niveau cluster,
comme dans [20] où la gestion des ventilateurs réagit à la charge globale des machines du cluster.
Les infrastructures de refroidissement étant grosses consommatrices d'électricité, il est in-
téressant de pouvoir agir dessus. C'est pourquoi nous supposerons que nous pouvons agir sur
l'infrastructure de refroidissement des clusters, aﬁn d'éteindre celles-ci pour économiser de l'én-
ergie.
Nous prendrons une approche similaire à [57] où les auteurs implémentent un algorithme de
gestion de charge simple visant à éteindre une partie du cluster. Leur modèle de refroidissement
comprend comme le notre un ensemble de CRAC/CRAH liés à un ensemble d'hôtes.
Plus précisément, nous prendrons en compte des clusters de type modulaires (de type con-
teneurs par exemple) [61] où nous avons une autosuﬃsance au niveau d'un sous ensemble de
machines du cluster par rapport à son espace, son refroidissement, et son alimentation. Nous
nous plaçons aussi plutôt dans un contexte où nous avons des CRAH dissociés des CRAC avec
ventilateurs variables, ou alors des CRAC/CRAH que nous pouvons éteindre. Soit nous pourrons
éteindre le refroidissement des machines, si leur état nous le permet, soit nous pourrons réduire
la vitesse des ventilateurs au minimum, en assimilant le coût de fonctionnement de base du re-
froidissement (i.e : hors surcoût lié à la vitesse des ventilateurs) aux coûts de base du cluster,
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c'est-à-dire les coûts sur lesquels nous ne pourrons agir (comme l'alimentation ou l'éclairage).
Au ﬁnal, cette hypothèse va restreindre l'éventail de type de clusters que nous étudierons. Par
exemple nous ne pourrons pas prendre en compte des clusters nécessitant un ﬂux d'air bien précis,
qu'il ne faudra pas interrompre sous peine d'empêcher le bon refroidissement de l'infrastructure.
Il faudra souligner le fait que l'allocation de tâches énergétiquement eﬃcace agit aussi indi-
rectement sur le refroidissement du cluster. Ainsi, si l'on alloue des tâches de manière intelligente,
de manière à consommer moins d'énergie au niveau des hôtes, indirectement nous aurons aussi
moins de chaleur générée, et par conséquent moins de besoins en refroidissement.
Il faudra aussi regarder le modèle de la consommation d'énergie, puisque les eﬀets de la
chaleur et de la consommation d'énergie sont d'une part non linéaires, et d'autre part reliés entre
les diﬀérentes parties d'un cluster. Nous verrons par la suite dans la section 4.2.2 quel modèle
nous avons choisi, et pourquoi. Il faut en eﬀet choisir un modèle suﬃsemment simple et pas trop
éloigné de la réalité, aﬁn de prendre des décisions cohérentes. Un modèle simple nous permettra
d'une part à donner une bonne compréhension à ceux qui s'en servent, et d'autre part à former
une base simple à partir de laquelle nous pourrons étendre le modèle.
3.3.6 Reconﬁguration de Machines Virtuelles
Nous nous plaçons dans une approche de type cloud computing, ce qui veut dire que nous
possédons une infrastructure virtualisée. Comme mentionné précédemment, un des avantages de
la virtualisation est la possibilité de réduire ou d'augmenter à la volée ce qui est eﬀectivement
alloué à une tâche (ou plutôt à la machine virtuelle qui la contient) en terme de ressources
machine.
Ainsi, nous avons la capacité de reconﬁgurer les machines virtuelles en prenant des décisions
par rapport à ce que la tâche consomme sur le moment. Cela implique que nous pouvons im-
plémenter des techniques de prédiction de la consommation actuelle des machines virtuelles, et
ainsi maximiser l'utilisation des ressources par les machines virtuelles.
Les tâches sont ainsi déﬁnies comme adaptables, c'est-à-dire qu'une fois que les contrats de
qualité de services ont été négociés, nous pouvons toujours bouger la quantité de ressources
allouées aux tâches, et si la consommation eﬀective de la tâche n'excède pas la quantité eﬀec-
tivement allouée, il n'y aura pas de violation de SLA.
Cela implique aussi une connaissance à priori des clients pour faire une demande précise
concernant les tâches qu'ils ont à exécuter, ce qui peut se révéler problématique dans certains
cas.
3.3.7 Migration de Machines Virtuelles
Dans la même lignée que la reconﬁguration de machines virtuelles, et aussi permis par le
contexte de cloud computing, nous avons la capacité de migrer des machines virtuelles, c'est-
à-dire changer l'exécution d'une machine virtuelle d'un hôte sur un autre. Cette migration est
souvent l'approche de choix pour les services de type cloud, puisque celle-ci va permettre une
consolidation des machines virtuelles sur les diﬀérents hôtes aﬁn d'économiser de l'énergie, et de
maximiser l'utilisation des ressources. Autrement dit, nous permettre de regrouper les machines
virtuelles sur un sous ensemble réduit de machines, aﬁn de pouvoir éteindre les hôtes inutilisés.
De la même manière, nous pourrons faire de l'équilibrage de charge pour limiter les violations
de qualité de service liées à la sur-utilisation de l'infrastructure.
Ainsi, bien que nous puissions gérer plus eﬃcacement notre infrastructure, cette technique sera
à double tranchant. Si les résultats de la migration peuvent être très importants, une mauvaise
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gestion peut aussi les rendre catastrophiques. C'est pourquoi il faudra prendre en compte le coût
intrinsèque à la migration.
Dans nos travaux nous prendrons en compte la migration de machines virtuelles, puisqu'une
grosse partie des économies en dépendent, mais nous prendrons aussi en compte la gestion de
la migration, ainsi que son impact. On peut facilement penser qu'une machine virtuelle qui
migre d'un hôte vers un autre sera consommatrice de ressources à la fois sur l'hôte source et sur
l'hôte destination, et ainsi consommera plus d'électricité que la normale pendant la durée de la
migration.
Nous supposerons enﬁn concernant la migration que l'infrastructure hébergeant les clusters
virtuels que nous avons un système de stockage centralisé, comme un NAS (Network Attached
Storage) local au cluster pour héberger les images des diﬀérents systèmes à l'intérieur des ma-
chines virtuelles. Cela permet au niveau de la migration au sein d'un cluster de n'avoir à transférer
d'une machine sur l'autre que la mémoire locale des machines virtuelles, et ainsi grandement ré-
duire le temps de migration. De plus, la migration est supposée être ce que l'on appelle live, ce
qui veut dire que la migration est faite à la volée, sans interruption de service, juste avec une
mineure interruption au niveau réseau, par opposition à une migration oine qui se fait en 3
phases : interruption, copie, redémarrage. Enﬁn, la migration sera supposée être intracluster.
Bien que celle-ci soit possible inter cluster, elle posera le problème du transfert de données vers
l'extérieur du cluster, qui se font sur des liens bien moins rapides que les liens entre serveurs
d'un même cluster. Une migration inter cluster demanderait aussi de migrer non seulement la
mémoire de travail d'une machine virtuelle, mais aussi l'image du système, puisque l'accès à un
NAS depuis un autre cluster deviendrait trop long et dégraderait trop les performances de la
machine virtuelle.
3.3.8 Extinction/Allumage des hôtes
Une des plus importantes hypothèse concerne la capacité que nous avons d'allumer et d'étein-
dre les machines à distance. Ce genre de technique est en train de se démocratiser dans les clusters
les plus récents. Comme mentionné précédemment, le levier de l'allumage et de l'extinction des
hôtes n'est pas sans comporter ses revers. Il faut en eﬀet prendre en compte les dommages pos-
sibles qu'un trop fréquent redémarrage des hôtes peut apporter aux matériels, et par conséquent
bien faire attention à ne pas trop fréquemment changer l'état des machines.
Nous pouvons cependant intégrer dans nos problèmes cet eﬀet, pour le limiter.
Pour économiser une grande quantité de puissance, nous pouvons éteindre les machines inu-
tilisées. Cela implique une relation proche entre la consolidation des tâches (et par conséquent la
migration des machines virtuelles), et l'extinction des hôtes. Il faudra être proactif pour forcer
l'extinction de certains hôtes, en forcant une reconﬁguration du système pour avoir une exécution
sur un ensemble plus faible de machines.
Enﬁn, il faudra prendre en compte le temps que peut prendre l'allumage et l'extinction des
machines. Lorsque l'on allume une machine, cela prend du temps, pour lancer tous les services
nécessaire au bon fonctionnement du système, mais aussi pour faire des vériﬁcations d'intégrité
sur le matériel, comme des vériﬁcations d'intégrité de la RAM par exemple. Dans les clusters,
le redémarrage des machines est de l'ordre de plusieurs minutes. Il faut noter qu'il existe des
techniques d'extinction partielle des machines, similaire à la mise en veille. C'est le cas des
techniques de suspend-to-RAM où l'état courant du système est stocké dans la RAM et la
majorité des composant de la machine est éteinte. Par contre, bien que ce genre d'état puisse
permettre des allumages et extinctions des machines en des temps de l'ordre de la seconde, ces
états consomment de l'énergie dans la mesure où certaines parties de la machine restent allumées.
Ainsi, avec le temps de démarrage et d'extinction, le problème des trop fréquents redémarrages
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devient plus important. Ainsi, non seulement il faut faire attention à ne pas trop allumer ou
éteindre les hôtes, puisque ceux-ci consomment de l'énergie alors qu'ils sont inutilisables par les
tâches pendant ce temps là, mais aussi car tenter d'éteindre des machines trop tôt peut amener des
situations où la puissance de calcul restante n'est plus suﬃsante pour garantir un certain niveau
de qualité de service. Par exemple prenons 2 tâches qui consomment 40% chacune, ainsi que 2
hôtes. Nous prenons la décision d'éteindre un des deux hôtes en consolidant les 2 tâches sur la
même machine physique. Quand nous commençons à éteindre l'hôte resté vide, nous voyons qu'il
y a une augmentation de la quantité de resssources consommée par les tâches jusqu'à 50%. Dans
ce cas précis, nous voyons bien que la machine restée allumée est utilisée à sa capacité maximale,
mais que la machine éteinte n'est pas encore prête à être rallumée, empêchant ainsi les tâches
d'augmenter plus leur ressources utilisée, ce qui amènera des problèmes en terme de qualité de
service. Pour palier à ce problème, il conviendra de ne pas trop consolider aggressivement, aﬁn
de laisser de la marge de manoeuvre pour l'augmentation possible des ressources.
Le même problème existe pour l'allumage trop tôt des machines, où dans ce cas nous aurons
une surconsommation de puissance dûe au fait qu'un allumage de trop d'hôtes aura été fait par
rapport à la charge demandée par les applications.
La prise en compte du temps de migration sera donc un problème très important, puisqu'en
fonction de la variation de la charge, nous pourrons avoir des très bons résultats avec une bonne
gestion, ou des résultats contre productifs avec des mauvaises décisions.
3.4 Les diﬀérents problèmes
Maintenant que toutes les hypothèses nécessaires ont été posées, il faut s'intéresser à la
déﬁnition du, ou plutôt dans notre cas, des problèmes. Le problème de l'allocation de services
eﬃcace en énergie est un problème, qui nécessite d'eﬀectuer une optimisation multicritères. Il
faut en eﬀet bien voir que réduire la consommation d'énergie se fait souvent au détriment de la
performance des tâches. De la même manière, augmenter la performance des services résultera
dans la majorité des cas en une augmentation de la consommation d'énergie.
Alors comment faire pour réduire la consommation d'énergie, tout en augmentant la per-
formance des tâches ? La solution que nous avons choisi ne réside pas dans la résolution de ce
problème précis, mais commence par une transformation de ce problème en trois sous problèmes
distincts. La raison principale étant qu'il est diﬃcile de calculer le compromis optimal en un
temps raisonnable, dû à la nature complexe du problème, et qu'il est diﬃcile en utilisant des
heuristiques de classer les allocations résultantes, c'est-à-dire qu'il est diﬃcile de comparer une
perte/gain d'énergie et un gain/perte de performance.
Nous allons donc réduire le problème de l'allocation de tâches eﬃcace en énergie en 3 sous
problèmes bien distincts.
3.4.1 Optimiser l'énergie à qualité de service minimale : Bounded-
Yield
Le premier sous problème que nous déﬁnissons consiste à eﬀectuer une allocation de ressources
en ﬁxant une qualité de service, c'est-à-dire ﬁxer une quantité de performance à atteindre, tout
en réduisant la consommation d'énergie.
Nous réduisons ainsi le problème à un problème mono objectif, l'objectif étant la réduction
de la consommation d'énergie de l'infrastructure, en ajoutant une nouvelle contrainte : tous les
services doivent avoir au minimum une certaine qualité de service.
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Au ﬁnal, c'est exactement ce qui pourrait arriver si l'on était dans un cloud possédant des
contrats de qualité de service (ou SLA) avec ses clients. Un client se verra garantir 95% du
temps ce qu'il avait demandé par exemple, et le fournisseur de services clouds optimisera et
gèrera les tâches de manière à réduire ses coûts, notamment en réduisant la consommation de
son infrastructure.
Cette nouvelle déﬁnition du problème implique, comme mentionné précédemment une réduc-
tion du problème multi objectif à un problème mono objectif, réduisant ainsi de façon signiﬁcative
le temps de calcul d'une solution. Par la suite, nous appellerons ce problème BoundedYield.
3.4.2 Optimiser la performance à puissance maximale : Bounded-
Power
De la même manière que l'on transforme le problème multi objectif en optimisation de l'én-
ergie sous contrainte de performance, on peut facilement imaginer le problème opposé. Celui-ci
sera nommé BoundedPower. Il faut par exemple prendre en compte la situation où un proprié-
taire d'un data center serait confronté à un problème de limitation de l'infrastructure fournissant
l'électricité au data center. Il peut arriver une situation où l'infrastructure d'acheminement d'élèc-
tricité jusqu'au data center nécessite d'imposer une limite de consommation d'élèctricité.
On peut aussi facilement imaginer une tariﬁcation diﬀérente en fonction d'un certain budget
de puissance, et ainsi vouloir tenter de rester en deçà de cette limite.
C'est ce qui nous amène à déﬁnir le deuxième problème. Ici, il sera question de contraindre
l'allocation en terme de puissance consommée par le cluster, tout en optimisant la performance.
Nous aurons donc des situations où par exemple un fournisseur de services ne voudra pas
que son infrastructure dépasse les 10 kW de consommation, tout en maximisant la performance
des tâches s'exécutant dans son infrastructure. Nous voudrons dans ce cas donner le plus de
satisfaction aux tâches qui s'exécutent sur le système, tout en veillant à rester en dessous d'une
certaine contrainte de puissance.
Cette modélisation a les mêmes implications que le problème contraint en performance et
permet aussi de réduire le problème à une optimisation mono objectif.
3.4.3 Réduire l'énergie et augmenter la performance : MixedObjec-
tive
Le dernier type de situation pouvant survenir concerne le cas où un fournisseur de services,
bien que n'ayant pas de contraintes spéciﬁques ni en énergie, ni en performance, veut réduire
la consommation d'énergie de son infrastructure, tout en optimisant la performance des tâches
exécutées.
Ici, comme les deux problèmes précédents, nous tenterons de réduire en utilisant une valeur
de compromis, une métrique, le problème à une résolution mono objectif. Nous appellerons ce
problème MixedObjective par la suite.
Cependant, au contraire des deux problèmes précédents, nous garderons ici une part de multi
objectif en tentant d'optimiser le compromis. En fait, même s'il est pertinent d'avoir ce genre
d'approche, il faudra bien faire attention au genre de compromis que l'on veut faire. Il convient
alors de discuter de la valeur d'une métrique par rapport à une autre.
Ainsi, est-il plus intéressant de perdre 2% de performance pour économiser 200W, ou perdre
4% de performance pour économiser 500W? La réponse dépendra souvent du contexte, dans quel
type de système l'on va se placer, avec quel type d'infrastructure. Il sera ainsi diﬃcile de juger
de la qualité du compromis atteint.
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De plus, le choix de la valeur du compromis sera problématique. En eﬀet, contrairement aux
optimisations précédentes, le choix de cette valeur de compromis sera contraignante à plusieurs
égards. Qui devra choisir cette valeur ? Est-ce le fournisseur, qui a une connaissance forte de son
infrastructure ? Ou est-ce le client, qui lui aura une idée précise de ce qu'il attend, et de ce qu'il
sera prêt à sacriﬁer comme performance ?
Enﬁn, il faut déﬁnir comment ﬁxer cette valeur ainsi que ce qu'elle représentera. On voudra
rechercher une valeur représentant quelque chose de concret, comme pouvoir dire "favoriser au-
tant les économies d'énergie que la performance". Dans notre cas, la quantiﬁcation de l'énergie
et celle des performances sera diﬀérente, réduisant ainsi l'interprétation de cette valeur de com-
promis.
Ce problème restera tout de même pertinent dans le sens où aussi bien le client que le
fournisseur peuvent vouloir réduire leurs coûts, sacriﬁant ainsi un peu de performances pour
réduire de l'énergie et économiser de l'argent pour le fournisseur, ainsi que pour le client qui
payera moins cher pour des tâches exécutées de manière plus souple.
3.5 Techniques de Résolution
Maintenant que les problèmes que nous allons étudier sont posés, il convient de parler des
techniques de résolution de ces problèmes, puisque nous pouvons résoudre les problèmes de
plusieurs manières, et les contraintes posées par ces méthodes vont en partie déﬁnir leur qualité.
3.5.1 Optimal
La première intuition lors de la résolution d'un problème est celle de tenter d'être capable de
calculer la solution optimale de celui-ci. En eﬀet, si cela est possible, nous choisirons toujours
de prendre une solution optimale. De plus, s'il est diﬃcile de calculer la solution optimale, et
que nous ne pouvons la calculer que dans certains cas, il sera toujours intéressant de l'avoir,
notamment pour être capables de comparer les diﬀérentes solutions apportées, et ainsi juger de
leur eﬃcacité.
Dans notre cas, pour résoudre de façon optimale le problème, nous utiliserons une résolution
par programmation linéaire. Cela veut dire que dans un premier temps, nous devrons modéliser
le problème comme un ensemble d'équations linéaires représentant des contraintes, puis nous
déﬁnirons les objectifs en fonction des diﬀérents problèmes, nous serons alors capables en utilisant
un programme de résolution de calculer la solution optimale, à partir des paramètres d'entrée et
sous contraintes.
Il s'avère que la manière dont nous déﬁnissons le problème nous amène à avoir un ensemble
de contraintes contenant à la fois des entiers et des nombres rationnels. Il est plus complexe de
calculer une solution à un problème contenant des entiers, car l'espace de recherche de celui-ci
n'est plus continu mais discret.
3.5.2 Complexité du problème
La formulation linéaire contenant des entiers dans notre cas est justiﬁée par plusieurs variables
binaires qui représenteront par exemple l'état allumé ou éteint d'un matériel. Or, un problème
d'optimisation mixte entiers et rationnels est connu pour être plus complexe qu'en rationnel.
Plus spéciﬁquement, le problème de l'allocation de tâches peut être considéré comme un prob-
lème de bin packing, c'est-à-dire consistant à placer des volumes (ici les tâches) dans des con-
teneurs (ici les hôtes). Le problème de bin-packing est un problème d'optimisation NP-complet,
ainsi, notre problème d'allocation de ressources eﬃcace en énergie, tel que décrit précédemment,
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est une extension du problème de bin packing. Par conséquent, le problème de l'allocation eﬃcace
en énergie est aussi NP-complet[47].
Cela veut dire que le calcul des solutions pour ce problème sera en temps exponentiel dans le
pire cas. Il faudra donc utiliser, pour le résoudre de façon utilisable, des algorithmes d'approxi-
mations heuristiques, permettant de calculer une solution rapidement, avec l'espoir que celle-ci
soit proche de l'optimal. Nous pouvons voir avec la ﬁgure 3.2, qui représente le temps de calcul
moyen de l'optimal pour des instances allant de 4 machines et 8 services à 8 machines et 16
services. Nous pouvons y voir clairement l'augmentation du temps de calcul lié à l'explosion de
l'ensemble des combinaisons possibles.
Figure 3.2  Temps de calcul moyen de l'optimal pour une instance en fonction de la taille du
problème, la taille étant en nombre d'hôtes(H) et nombre de tâches(J)
3.5.3 Borne rationelle
Lorsque l'on développe des heuristiques et autres algorithmes d'approximation pour résoudre
un problème, il faut pouvoir juger de la qualité des résultats fournis par ces approches, et il faut
pouvoir les comparer. Pour ce faire, l'approche habituelle est celle consistant à se comparer à la
solution optimale. Si l'on peut juger de la distance moyenne d'un algorithme à l'optimal, on peut
être capable de répondre aux deux questions : "cet algorithme est-il eﬃcace ?" et "cet algorithme
est-il plus eﬃcace qu'un autre ?".
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Dans notre cas, il est possible au vu des techniques de résolution existantes de trouver la
solution optimale en un temps raisonnable, mais seulement pour des petites instances. Comme
mentionné précédemment, il est possible pour des instances petites et de taille moyenne de
calculer la solution optimale et ainsi s'y comparer. On peut alors se demander si comparer des
algorithmes sur la base unique des petits problèmes ne serait pas suﬃsant ?
Il est en eﬀet intéressant de comparer les résultats des algorithmes aux valeurs optimales,
mais cela ne suﬃt pas. Il faudrait présupposer qu'il n'y a aucun eﬀet induit par le passage à
l'échelle. C'est-à-dire que lorsque l'on augmente la taille des instances, les eﬀets et les diﬀérents
cas sont strictements les mêmes. Seulement cela n'apparait pas être le cas. Par exemple les petites
instances de notre problème ont un espace de combinaison possible restreint, ce qui restreint
l'action possible par les algorithmes, alors qu'une instance large possèdera un large espace de
combinaison possible, ce qui induit une plus grande facilité à s'approcher des bonnes solutions,
puisqu'il y a plus de choix possibles. Ainsi, comme nous le verrons par la suite dans le chapitre
4, on pourra facilement avoir un algorithme qui fonctionnera bien mieux à large échelle, dans la
mesure où plus de choix lui est proposé, et qu'il y a plus de possibilités que lorsque l'instance est
petite, et ainsi plus de capacité d'avoir des bons résultats.
Pour palier à ce problème, l'expression linéaire des contraintes de notre problème nous permet
de calculer la solution rationnelle optimale, qui correspond au passage des variable binaires ou
entières en variables rationnelles. Cette borne rationnelle est une borne supérieure à la valeur
optimale, puisque des variables rationnelles sont plus permissives et autorisent l'allocation de
fractions de services, ou l'allumage de portions de serveurs. Cette borne rationnelle est intéres-
sante à calculer justement parce qu'elle est une borne supérieure sur la solution optimale, et
qu'elle se calcule en temps polynomial.
Cependant, la solution fournie par la borne rationnelle n'est pas une solution valide. En
passant de variables entières à des variables rationnelles, nous nous retrouverons avec une solution
comprenant des impossibilité réelles. Par exemple, si nous avons une variable entière qui déﬁnit
l'état allumé ou éteint d'un hôte, celle-ci passera rationnelle, et ainsi nous pourrons très bien avoir
une solution comprenant des hôtes à moitié allumés, ce qui n'est pas cohérent avec la réalité.
Pourtant, pour les grandes instances, nous pourrons, même s'il n'est pas vraiment possible de
juger de la distance entre la borne rationnelle et la solution optimale, comparer les algorithmes
entre eux en comparant leur distances respectives ainsi qu'à la borne rationnelle.
3.5.4 Algorithmes d'approximation
Pour terminer, nous devons déﬁnir les heuristiques et comment nous allons implémenter des
algorithmes d'approximation aﬁn d'étudier les eﬀets des diﬀérents types d'allocation que nous
pouvons avoir. Commençons par déﬁnir les diﬀérents types d'algorithmes que nous serons amenés
à utiliser. Les diﬀérents algorithmes que nous serons amenés à manipuler sont des algorithmes
dits de bin-packing, qui consistent à placer des volumes dans des conteneurs, aﬁn de minimiser le
nombre de conteneurs utilisés. Nous utiliserons ce type d'algorithmes car le problème d'allocation
de services sur des serveurs se réduit directement à un problème de bin-packing. Les serveurs
étant les conteneurs, et les services étant des volumes pour lesquels chaque ressource correspond
à une dimension. Le but étant d'avoir une allocation eﬃcace, autrement dit d'avoir tous les
services alloués sur un nombre réduit de serveurs. La diﬀérence étant que l'on peut compresser
les valeurs en diminuant la qualité de service allouée aux services.
First Fit
L'algorithme de type First Fit est un algorithme glouton très connu et très simple, qui consiste
tout simplement à allouer chaque volume dans le premier conteneur sur lequel le volume va
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rentrer. L'algorithme 1 présente en pseudo code l'algorithme First Fit. On notera ici qu'il est
possible que l'algorithme First Fit, de type glouton, puisse échouer.
Si l'on regarde la manière dont est alloué chaque volume, on peut voir qu'il arrive des cas où
l'on ne trouvera pas de conteneur pouvant contenir le ou les volumes restant à allouer, amenant
ainsi l'algorithme à échouer. Cela ne voudra pourtant pas dire qu'il n'est pas possible de trouver
une allocation permettant à tous les volumes d'être alloués. L'algorithme dit de First Fit fait
Algorithm 1 L'algorithme First Fit
Require: Liste de conteneurs triée
for all v ∈ volumes do
for all c ∈ conteneurs do
if c peut contenir v then
Allouer v sur c
else if Tous les conteneurs n'ont pas été examinés then
Passer au conteneur suivant
else
ECHEC
end if
end for
end for
partie de la grande famille des heuristiques gloutonnes que nous appellerons *-Fit. Celle-ci
fonctionne de la même manière que le First Fit, et va tenter d'allouer chaque volume l'un après
l'autre, de manière à ce que ceux-ci soient conformes à la règle selon laquelle ils doivent avoir étés
alloués. Par exemple, nous avons pour l'algorithme First Fit la règle disant que chaque volume
doit être alloué sur le premier conteneur où il rentre. Pour l'algorithme de type Best Fit par
contre, nous avons chaque volume devant être alloué sur le conteneur dont l'utilisation sera la
plus grande après allocation, ou autrement dit, là où l'espace pouvant contenir le volume est le
plus petit.
La famille des *-Fit contient aussi des algorithmes tels que Worst Fit, Better Fit, ainsi que
tout autre algorithme fonctionnant de la même manière.
De ce fait, nous avons la capacité de connaitre les tendances et le fonctionnement de l'algo-
rithme First Fit par exemple. L'algorithme est suﬃsamment connu pour pouvoir avoir connais-
sance du temps qu'il prend, mais aussi des tendances d'allocation de tels algorithmes. Il faudra
bien comprendre qu'un algorithme naif tel que First Fit ne va pas avoir de bonnes performances,
du simple fait qu'il sera très dépendant de l'ordre dans lequel on aﬀectera les volumes. En fait,
il sera aussi dépendant de l'ordre dans lequel on va choisir les conteneurs, tout simplement car il
ne prendra pas en compte ni l'utilisation courante des conteneurs, ni la taille des volumes, car il
essaiera de trouver une allocation où chaque volume va sur le premier conteneur trouvé.
Ainsi, aﬁn d'évaluer le résultat d'une allocation First Fit, il faudra comprendre que l'eﬀet de
consolidation apporté par un algorithme First Fit sera présent, mais que celui-ci sera dans la
majorité des cas relativement loin de la consolidation optimale.
Nous pourrons donc comparer d'autres algorithmes à ceux de type *-Fit, tout en gardant à
l'esprit la manière, simple, dont ils fonctionnent.
Pour prendre en compte la consommation de puissance dans les diﬀérents algorithmes de
type *-Fit, aﬁn de les rendre un peu plus eﬃcaces énergétiquement parlant, il faudra agir sur
deux points non pris en compte par l'algorithme *-Fit de base. Premièrement comme mentionné
précédemment, il faudra prendre en compte l'ordre des volumes.
Comme des études précédentes l'ont montrés (par exemple dans [100]), l'ordre d'allocation des
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volumes joue un rôle crucial dans le succès de l'allocation d'une part (allouer les volumes les plus
gros en premier résulte généralement en une augmentation du taux de succès d'un algorithme),
mais aussi dans le taux de consolidation d'autre part (c'est-à-dire à quel point les volumes sont
regroupés sur un petit sous-ensemble de conteneurs). De fait, si nous avons des algorithmes qui
ont plus de succès, et qui allouent sur un nombre plus petits d'hôtes, nous aurons comme eﬀet
collatéral une consommation de puissance plus faible.
Deuxièmement, il faudra prendre en compte l'ordre d'allocation des hôtes pour diminuer
l'énergie. Cela étant, même si nous ne nous plaçons pas dans un contexte d'hôtes homogènes
(autrement dit de conteneurs de taille égale), puisque nous sommes sur un même cluster ici, les
machines sont considérées toujours comme hétérogènes en énergie. Ainsi, il devient important
d'allouer les tâches sur les hôtes les plus eﬃcaces énergétiquement.
De ces diﬀérentes manières, nous pourrons améliorer de façon simple les algorithmes gloutons
de type *-Fit, pour les faire devenir plus pertinents vis-à-vis de la consommation d'énergie, tout
en gardant leurs fonctionnements primaires, et en étant ainsi capables de garder une comparaison
éclairée (cf. section 4.3).
Round Robin
L'algorithme de type Round Robin, est un autre algorithme au fonctionnement connu. Il
consiste tout simplement à tenter d'allouer chaque volume dans un conteneur diﬀérent.
L'algorithme Round Robin peut échouer s'il ne trouve plus la place d'allouer les volumes
restants. Son fonctionnement est simple, comme nous pouvons le voir en 2
Algorithm 2 L'algorithme Round Robin
c_depart = 1
for all v ∈ volumes do
for all c ∈ conteneurs en commençant par c_dEpart do
if c peut contenir v then
Allouer v sur c
c_depart = c+ 1
else
Passer au conteneur suivant
end if
if c = c_depart then
ECHEC
end if
end for
end for
L'algorithme Round Robin est un algorithme réputé pour être équitable. Eﬀectivement, dans
la mesure où celui-ci tente d'allouer chaque volume à un conteneur diﬀérent, nous sommes en
mesure de garantir une équité dans l'attribution des volumes.
De fait, on peut donc se poser la question de savoir si ce genre d'algorithme est eﬃcace
énergétiquement parlant. La réponse sera bien évidemment que, tel quel, les algorithmes de type
Round Robin ne sont que peu eﬃcaces énergétiquement parlant. On pense bien qu'allouer une
tâche à chaque hôte n'est pas le meilleur moyen de réduire le nombre d'hôtes utilisés, et par
conséquent la puissance consommée. Par contre, nous aurons souvent une qualité de service
excellente, puisque si l'algorithme réussit, nous aurons chaque tâche allouée avec au moins ce
qu'elle avait requis, et de plus, une interférence inter tâche minimisée, puisque chaque tâche sera
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sur son hôte avec un nombre minimum d'autres tâches.
Il apparaitra donc que dès que nous aurons plus de tâches que d'hôtes, nous aurons tous les
hôtes allumés, consommant ainsi le plus d'énergie. Ainsi, nous pourrons tout de même imaginer
des moyens aﬁn de réduire l'énergie du système. Par exemple en agissant sur le nombre (et
le choix) des hôtes proposés à l'algorithme, nous pourrons injecter des concepts d'économies
d'énergie dans un algorithme qui ne l'est pas, le rendant ainsi un peu plus eﬃcace.
Nous pourrons ainsi avoir un algorithme basé sur le round robin qui aura pour but d'allouer
les tâches aux hôtes en tentant de choisir un nombre minimum d'hôtes, permettant ainsi une
bonne eﬃcacité énergétique (cf. section 4.3).
Vector Packing
Les algorithmes de type vector packing sont une extension des algorithmes dits de bin pack-
ing à plusieurs dimensions. Si le bin packing est à une dimension, il correspond au fait d'aﬀecter
des segments à l'intérieur d'un conteneur (un autre segment plus grand). De la même manière, le
bin packing à 2 dimensions tentera d'allouer des surfaces dans d'autres surfaces. Pour 3 dimen-
sions nous parlerons donc de volumes. En généralisant, le vector packing désignera les algorithmes
permettant d'aﬀecter des vecteurs dans des conteneurs. Dans notre cas si nous prenons deux di-
mensions, le CPU et la RAM, nous aurons à allouer des tâches représentées par des vecteurs
(cpu, mem) dans des hôtes représentés par des vecteurs (capacité_CPU, capacité_MEM).
On peut donc se demander pourquoi nous ferons la distinction entre les algorithmes gloutons
de type ﬁrst ﬁt et les algorithmes de vector packing. La raison première se situe dans le choix des
tâches à allouer. Souvent, on appellera un algorithme de vector packing un algorithme possédant
une heuristique de choix à la fois des hôtes, mais aussi des tâches. Comme nous nous placerons
dans un contexte multi dimensionnel, nous aurons des choix à faire à la fois dans les tâches,
(c'est-à-dire quelle tâche choisir à quel moment de l'allocation, par exemple prendre une tâche à
forte contrainte mémoire ou non), dans les hôtes, et pourquoi pas dans les diﬀérents clusters.
Dans nos travaux, nous nous intéresserons à un algorithme de vector packing en particulier
décrit dans [73], basé sur une allocation qui permet à chaque tâche de contrebalancer le déséquili-
bre en consommation de ressource à un instant donné de l'exécution de l'algorithme, qui a prouvé
donner des bons résultats autant dans le taux de succès que dans l'allocation résultante. Nous
l'avons adapté à l'économie de manière simple dans un premier temps, en lui faisant choisir les
hôtes les plus eﬃcaces en premier.
Le principe est décrit en pseudo algorithme en 3. Celui-ci correspond à celui utilisé dans
l'algorithme EAResAlloc
La ﬁgure 3.3 illustre les diﬀérents fonctionnements des diﬀérents algorithmes d'approximation.
Nous voyons que l'algorithme FirstFit alloue les tâches dans l'ordre, l'algorithme RoundRobin
alloue une tâche sur chaque hôte, et l'algorithme VectorPacking alloue en contrebalançant le
déséquilibre de ressource à chaque instant de l'allocation.
L'importance des tris
On remarquera que chaque algorithme peut de base être amélioré en incorporant un tri, que
ce soit au niveau des tâches ou des hôtes, aﬁn d'avoir des meilleures performances. Ces tris ont
beaucoup d'importance, car ils vont faire la diﬀérence entre un algorithme FirstFit naïf et un
algorithme un peu plus intelligent. Nous aurons par exemple le tri des tâches en prenant en
premier ceux qui ont les plus grosses demandes en ressources, ce qui aura pour eﬀet d'améliorer à
la fois le taux de succès de l'algorithme, c'est-à-dire qu'il va moins souvent échouer, mais aussi de
résulter en de meilleures allocations. Les tris permettant de commencer par les grosses demandes
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Algorithm 3 L'algorithme Vector Packing
Trier les volumes selon une relation d'ordre prédéﬁnie
Séparer les volumes en 2 listes :
Liste 1 = volumes ayant une dimension d1 plus importante que la dimension d2
Liste 2 = volumes ayant une dimension d2 plus importante que la dimension d1
Trier les conteneurs
for all c ∈ conteneurs do
while Un volume peut être alloué sur c do
Choisir la liste permettant de contrebalancer le déséquilibre d'utilisation de ressource
courant du conteneur
Choisir le premier volume dans cette liste qui rentre sur c
end while
if Il reste des volumes à allouer then
if conteneur_suivant existe then
h← conteneut_suivant
else
ECHEC
end if
else
SUCCES
end if
end for
Tri Minimum Yield
Rigide en premier 0.828970
Fluide en premier 0.821400
Table 3.1  Diﬀérence de résultat pour l'algorithme First Fit selon diﬀérents tris de tâches
en ressources auront le plus souvent de meilleurs résultats que ceux commençant par les plus
petites demandes [100].
Le tableau 3.1 montre un exemple de l'impact que peuvent avoir les diﬀérents tris de tâches
sur certains algorithmes.
De la même manière, nous pouvons agir sur les tris des hôtes. Ici, nous parlerons plutôt de
capacité (en terme de taille, et ainsi de qualité de services), ou d'eﬃcacité (par exemple eﬃcacité
énergétique). Si l'on prend le cas de l'eﬃcacité énergétique, qui va nous intéresser dans le cadre
d'un mono cluster homogène en capacité, mais hétérogène en puissance, nous pourrons voir
comme dans le tableau 3.2 l'importance que peut revêtir le choix d'hôtes eﬃcaces en premier.
Par conséquent, le tri des hôtes sera une étape simple, mais eﬃcace dans le chemin vers les
économies d'énergie. Il faudra que pour chaque algorithme ces diﬀérents tris soient présents,
mais aussi pris en compte dans les résultats.
Tri Puissance consommée (Watts)
Petit Cmax en premier 2980.47
Grand Cmax en premier 3608.25
Table 3.2  Importance du tri des hôtes sur la consommation d'énergie
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Figure 3.3  Exemple d'allocation des diﬀérents algorithmes d'approximation
Chapitre 4
Allocation statique
Le problème de l'allocation de tâches étant complexe, nous avons choisi de le séparer en
deux problèmes distincts, en prenant pour commencer l'allocation statique, où nous allouons les
tâches avant leur exécution, et l'allocation dynamique, qui décrira ce qu'il se passe après, pendant
l'exécution des tâches.
4.1 Description
4.1.1 Contexte
Comme mentionné précédemment, la gestion de tâches nous permet de gérer à plusieurs
niveaux les tâches s'exécutant sur notre infrastructure, mais aussi de se placer dans un contexte
temporel ou non. Lorsque l'on va alors parler de l'allocation statique des tâches, nous nous
plaçons en amont de l'exécution des tâches. Cela peut correspondre au moment où l'on démarre
les serveurs, par exemple après une maintenance des serveurs : avant le début de l'exécution des
tâches, on peut planiﬁer, c'est-à-dire décider où et comment nous allons exécuter les tâches.
Par conséquent, cela présupposera une connaissance suﬃsante des tâches à exécuter aﬁn de
pouvoir prendre des décisions cohérentes. Par exemple, nous pourrons déﬁnir les besoins d'une
tâche en prenant en compte l'exécution des jours précédents.
De plus, il faudra comme mentionné précédemment que les tâches soient suﬃsamment stables
pour que l'allocation, qui n'est faite qu'une fois pour l'exécution, soit eﬃcace.
Ainsi, réduire le problème à l'allocation statique nécessite une déﬁnition du problème des
tâches en tant que besoins prédéﬁnis avant l'exécution de la tâche.
Nous pouvons prendre l'allocation statique comme une pseudo allocation dynamique, c'est-
à-dire que nous pouvons faire une allocation de toutes les tâches depuis un système vide et de
manière périodique. Pour cela, il faudra supposer que la période de réallocation soit suﬃsamment
grande pour pouvoir négliger les coûts de migration. De la même manière ici, nous pourrions
avoir des migrations de tâches, mais celles-ci seraient considérées comme instantanées, dans la
mesure où la durée de migration est grandement inférieure à la durée totale des tâches.
Ainsi nous aurons un système où notre but sera de faire une allocation eﬃcace des tâches,
dont les besoins seront bien déﬁnis, des tâches sur les machines, tout en étant en accord avec
les contraintes ﬁxées. Nous relacherons ensuite certaines de ces contraintes dans les chapitres
suivants.
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4.1.2 Hypothèses
Ayant restreint le problème à une allocation statique, nous pouvons nous poser la question de
la validité des hypothèses posées précédemment dans le chapitre 3. En eﬀet, certaines hypothèses
tiennent exactement dans la manière dont nous les avons posées, mais d'autres doivent être
modiﬁées quelque peu, voire supprimées en fonction. Il faudra aussi bien penser que l'allocation
statique nécessite que les hypothèses et les données des diﬀérents problèmes soient valides pour
la durée de l'allocation statique.
C'est le cas par exemple de l'hypothèse de la migration, qui ici est présumée instantanée. Nous
ignorerons ainsi les eﬀets de la migration, comme le temps qu'elle met, ainsi que son coût, car
l'allocation statique présuppose une durée suﬃsamment longue d'exécution pour nous permettre
d'ignorer les eﬀets négatifs de cette hypothèse.
L'hypothèse concernant le type de tâches que nous prenons en compte doit être relachée pour
devenir des tâches de type service uniquement, ou des tâches de calculs suﬃsamment longues mais
ﬁnies qui peuvent être allouées de manière statique de façon cohérente, c'est-à-dire suﬃsamment
longues pour permettre les autre hypothèses, mais aussi suﬃsamment stables pour que l'allocation
soit valide tout au long de l'exécution. Cela est aussi en relation avec l'hypothèse présumant que
les tâches sont suﬃsamment constantes pour que l'allocation soit valide pendant la durée de
l'exécution. Ainsi, cette hypothèse tient ici, dans la mesure où une allocation statique nécessite
des tâches constantes.
Nous présumerons aussi que l'allumage et l'extinction des hôtes est possible, mais sans eﬀets
négatifs. De la même manière que pour la migration, nous supposerons que les hôtes inutil-
isés seront éteints et les hôtes utilisés seront allumés, mais que les eﬀets négatifs liés à l'al-
lumage/extinction des hôtes, tels que le temps d'allumage, sont ignorés, du fait de la diﬀérence
d'échelle de temps.
De la même manière que pour l'allumage et l'extinction des hôtes, nous présumerons que
l'allumage et l'extinction des infrastructures de refroidissement se fait une fois que l'allocation
est faite, et qu'une fois éteint, nous n'aurons pas à les rallumer avant la prochaine allocation.
Enﬁn, nous supposerons que nous avons à l'intérieur d'un cluster des hôtes homogènes en
puissance de calcul, mais hétérogènes en consommation d'électricité.
4.1.3 Leviers utilisables
Regardons maintenant les leviers que nous pourrons ou devrons utiliser lors de l'allocation
statique.
Le levier de la virtualisation est bien sûr un choix évident, dans la mesure où nos besoins de
tâches et leur allocation seront exprimés en pourcentage de l'hôte sur lequel elles sont allouées.
Cette fonctionalité est rendue possible par la virtualisation, et bien que nous ne prendrons pas
en compte la migration pour l'allocation statique, nous utiliserons le levier de la virtualisation
pour eﬀectuer notre allocation.
Nous n'utiliserons par contre pas la technique de DVFS, car celle-ci comme mentionné
précédemment possède des inconvénients. De plus, si l'on met le DVFS en relation avec l'hy-
pothèse d'hétérogénéité des hôtes, nous pourrions déﬁnir les diﬀérents états de DVFS comme
des hôtes exclusifs. Cependant, bien que la gestion du DVFS présente des avantages, ne pas
l'utiliser ici est surtout dû au fait que nous n'aurons pas pour l'allocation statique de gestion-
naire de tâches, qui permettrait de déﬁnir à la volée la fréquence à laquelle doivent s'exécuter les
tâches. Enﬁn, nous avons aussi l'échelle diﬀérente de temps entre les tâches qui sont suﬃsamment
longues pour pouvoir ne pas prendre en compte les temps d'allumage et d'extinction des hôtes,
et la micro gestion nécessaire pour faire un DVFS eﬃcace, faisant que nous ne prendrons pas en
compte ce levier, pour éviter les eﬀets indésirables entre l'allocation et la gestion des fréquences.
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Enﬁn, l'allumage et l'extinction des machines est au coeur de l'eﬃcacité des algorithmes. Une
grosse partie des économies d'énergie que nous allons faire sera due au fait que nous pourrons
éteindre les hôtes inutilisés, ce qui implique que ce levier sera donc important à prendre en
compte.
4.2 Programme Linéaire
Aﬁn de bien étudier le système, et de pouvoir trouver l'allocation optimale, nous devons tout
d'abord modéliser le problème de manière formelle. Pour cela, nous allons utiliser la program-
mation linéaire.
La programmation linéaire est un outil utilisé dans l'optimisation qui permet de décrire un
problème comme un ensemble de contraintes linéaires. Elle permet d'utiliser des méthodes de
résolutions comme par exemple la méthode du simplex, aﬁn de calculer la solution optimale
au problème décrit. Puisque les méthodes d'optimisation ont une complexité équivalente, nous
avons choisi d'utiliser celle-ci qui présente l'avantage de n'utiliser qu'un ensemble de contraintes
linéaires.
Le formalisme de la programmation linéaire a l'avantage de décrire un problème de manière
simple à l'aide de contraintes linéaires.
L'ensemble de contrainte linéaire peut contenir à la fois des variables entières, et des variables
rationnelles. Les variables entières augmentant la diﬃculté de trouver la solution optimale.
Dans cette section, nous allons décrire le programme linéaire décrivant notre problème. C'est-
à-dire décrire l'ensemble des contraintes linéaires nous permettant de décrire et borner notre
problème. Cet ensemble de contraintes sera ensuite utilisé notamment comme entrée d'un solveur
linéaire pour calculer les solutions optimales et rationnelles. La solution optimale prendra bien
plus de temps à calculer mais sera ﬁdèle au modèle, alors que la solution rationnelle sera une
solution approchée qui se calculera en temps polynomial.
Dans notre cas, nous aurons un problème mixte entier et rationnel, car pour décrire l'état
allumé ou éteint d'un hôte, nous ne pourrons pas utiliser une variable rationnelle (une machine
ne peut être à moitié allumée).
4.2.1 Ensemble de contraintes
Aﬁn de décrire les contraintes permettant de traduire les hypothèses en un programme
linéaire, commençons par déﬁnir les variables et notations, qui seront récapitulées dans le tableau
4.1. Rappelons ici que nous nous plaçons dans le contexte d'un cluster de calcul et que l'on néglige
les infrastructure connexes comme par exemple les infrastructures réseau.
Un cloud est composé de K clusters, chaque cluster comportant Hk hôtes. Nous prendrons
en compte pour les hôtes deux types de ressources. La première sera ﬂuide, c'est-à-dire que nous
pourrons la modiﬁer sans nuire à l'intégrité du programme (comme le CPU ou la bande passante
dans certains cas), et la seconde sera rigide, ce qui veut dire que nous ne pourrons pas allouer un
montant inférieur à ce que la tâche requiert (comme la RAM, l'espace disque). Ici, bien que nous
puissions prendre en compte de multiples ressources, nous ne prendrons, pour simpliﬁer qu'une
ressource de chaque type, le CPU (exprimé en Millions d'Instructions Par Secondes ou MIPS)
comme ressource ﬂuide et la RAM (exprimée en Mégaoctets ou Gigaoctets) comme ressource
rigide. Des travaux existants ont déjà eﬀectué l'extension à plusieurs ressources de chaque type
[100].
Le but de l'allocation sera de placer les J tâches sur les H hôtes, sous les contraintes que
nous allons déﬁnir.
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Nous déﬁnissons donc les variables suivantes :
∀j, h ejh ∈ {0, 1} (4.1)
∀h ph ∈ {0, 1} (4.2)
∀h, k bhk ∈ {0, 1} (4.3)
∀j, h αjh ∈ Q (4.4)
∀j, k rjk ∈ Q (4.5)
∀j, k mjk ∈ Q (4.6)
La tâche est représentée par j, l'hôte est représenté par h et le cluster est représenté par k.
ejh est une variable binaire qui permet de décrire le mapping de la tâche j sur l'hôte h. Si
ejh = 1 la tâche j est allouée à l'hôte h.
ph est aussi une variable binaire qui permet de décrire l'état de l'hôte h. Si ph = 1 l'hôte h
est allumé, si ph = 0, l'hôte h est éteint.
bhk est une variable binaire permettant de décrire l'appartenance d'un hôte h à un cluster k.
Cela veut dire que si bhk = 1 l'hôte h appartient au cluster k. Cette variable ne sera pas une
variable du programme linéaire, mais une valeur d'entrée. En eﬀet, nous saurons à l'avance quel
hôte appartient à quel cluster, et cela ne fera pas partie des décisions prises par le programme
de décision.
Les variables rationnelles rjk et mjk représentent le montant en pourcentage de ressource
ﬂuide (respectivement rigide) que la tâche j requiert sur le cluster k. Ici, nous aurons donc rjk
représentant le pourcentage de CPU que la tâche j demande sur le cluster k, et de la même
manière mjk le pourcentage mémoire requis par la tâche j sur les machines du cluster k. Il
convient ici de rappeler que nous sommes contraints par l'hypothèse d'homogénéité intra cluster,
ce qui veut dire qu'une tâche aura le même pourcentage sur toutes les machines d'un même
cluster, mais que cette valeur sera diﬀérente entre les diﬀérents clusters du cloud.
Enﬁn, nous avons la variable αjh représentant le montant de ressource ﬂuide eﬀectivement
alloué à la tâche j sur l'hôte h. Notons ici que nous n'aurons pas de variable similaire pour la
mémoire, celle-ci étant considérée rigide, et par conséquent ne pouvant pas diﬀérer de mjk.
∀j
H∑
h=1
ejh = 1 (4.7)
La première contrainte que nous allons prendre en compte est représentée par l'équation 4.7.
Celle-ci concerne la matrice e de l'exécution des tâches sur leurs hôtes. Ici, quelque soit la tâche
j, la somme des valeurs du vecteur ej doit être égale à 1. Ce qui veut dire que quelque soit la
tâche, celle-ci doit être allouée à un seul et unique hôte, et donc qu'une tâche ne peut pas être
allouée à plusieurs hôtes en même temps.
∀h
K∑
k=1
bhk = 1 (4.8)
L'équation 4.8 donne une contrainte sur l'appartenance d'un hôte à un cluster. Un hôte ne peut
appartenir qu'à un seul et unique cluster, ce qui implique que nos clusters sont des ensembles
d'hôtes disjoints. Comme mentionné précedemment, la variable bhk est une entrée du système et
n'inﬂue pas sur la décision. Par conséquent, cette contrainte servira juste à garder la consistance
du système.
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Variable Paramètre d'entrée Type Description
J oui Entier Nombre de tâches
H oui Entier Nombre d'hôtes total
Hk oui Entier Nombre d'hôtes du cluster k
K oui Entier Nombre de clusters
L oui Entier Nombre d'équipements de refroidissement
Cminh oui Entier Consommation en watts de l'hôte h lorsqu'il
est inactif mais allumé
Cmaxh oui Entier Consommation en watts de l'hôte h lorsqu'il
est chargé à 100%
ejh non Binaire La tâche j est sur l'hôte h
ph non Binaire L'hôte h est allumé (=1) ou éteint (=0)
bhk oui Binaire L'hôte h appartient au cluster k
cekl non Binaire L'équipement de refroidissement l du
cluster k est allumé
chl oui Binaire l'hôte h est refroidi par l'équipement
de refroidissement l
αjh non Rationnel Fraction de CPU alloué à j sur l'hôte h
rjk oui Rationnel Fraction de CPU demandé par la tâche j
sur le cluster k
mjk oui Rationnel Fraction de RAM requis par la tâche j
sur le cluster k
Table 4.1  Résumé des notations
∀j, h αjh ≤
K∑
k=1
(rjk × bhk) (4.9)
La contrainte 4.9 déﬁnit la limite supérieure de ce que l'on pourra allouer aux tâches j sur les
diﬀérents hôtes des clusters. Une tâche j ne pourra pas se voir allouer sur un hôte h du cluster
k plus que le pourcentage de ressource ﬂuide qu'elle avait demandé sur les hôtes de ce cluster.
∀j, h 0 ≤ αjh ≤ ejh (4.10)
De la même manière la contrainte 4.10 pose aussi une borne supérieure sur l'allocation maximale
des tâches sur les hôtes, à savoir que celles-ci ne peuvent dépasser 100% de l'hôte. De plus, cette
équation contraint aussi de manière à ce qu'une tâche j ne puisse consommer des ressources que
sur l'hôte sur lequel elle est allouée. Si la tâche j est allouée sur l'hôte h, alors ejh = 1, et ainsi
nous avons αjh ≤ 1, sinon nous avons αjh ≤ 0, soit 0.
∀h
J∑
j=1
αjh ≤ ph (4.11)
Prenons ensuite la contrainte 4.11. Cette contrainte sert à dire qu'une tâche ne peut consommer
des ressources seulement sur un hôte allumé. Cela veut aussi dire que l'on ne pourra évidemment
pas avoir de tâches consommant des ressources sur un hôte éteint.
∀h ph ≤
J∑
j=1
ejh (4.12)
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La suite logique est donc la contrainte 4.12, qui déﬁnit qu'un hôte allumé implique qu'au moins
une tâche s'exécute dessus. Avec de telles contraintes, il est intéressant de noter que l'allumage
et l'extinction des hôtes est considéré comme instantané.
∀h, k
J∑
j=1
(ejh × bhk ×mjk) ≤ ph (4.13)
Enﬁn, la contrainte 4.13 déﬁnit de la même manière que la contrainte 4.9, la consommation de
ressource rigide (ici la RAM) de la tâche j sur l'hôte h du cluster k. Plus précisément, cette
équation déﬁnit que si une tâche s'exécute sur un hôte, celui-ci est allumé et la tâche consomme
le pourcentage de mémoire qu'elle avait requis sur cet hôte.
Toutes ces contraintes linéaires posent la base du modèle pour l'allocation de tâches sur un
ensemble de clusters homogènes. Ici, nous avons étendu les contraintes déﬁnies dans [100], pour y
intégrer l'hétérogénéité inter cluster, ainsi que la notion même de clusters. Il nous faut maintenant
intégrer à ce modèle les infrastructures de refroidissement.
Pour ce faire, il convient tout d'abord de rappeler le modèle de refroidissement que nous
avons choisi et sa consommation. Dans les clouds, et plus généralement dans le monde des
infrastructure de calculs type cluster, les conﬁgurations spatiales des machines, ainsi que les
machines elles mêmes, sont diverses et variées. Si souvent les conditions environnementales sont
diﬀérentes, que ce soit pour la place ou pour la circulation de l'air, chaque cluster répond à des
contraintes et besoins précis. Ainsi, il est diﬃcile de déﬁnir un modèle cohérent et suﬃsamment
générique pour satisfaire les besoins d'un grand nombre de clusters. Nous aurons par exemple
des clusters refroidis à l'air à l'aide de ventilation, alors que d'autres le seront à l'aide de l'eau.
Nous aurons des clusters avec des ﬂux d'air global bien précis, alors que d'autres seront déﬁnis
en partie indépendants.
Pourtant, des approximations peuvent être faites, aﬁn d'uniﬁer certaines de ces diﬀérentes.
Commençons par prendre le modèle énergétique du refroidissement. Celui-ci est dicté par la
formule de dissipation de la chaleur, qui n'est pas linéaire comme on peut voir dans [27]. Il
faudra donc dans notre cas faire la première approximation qui sera de déﬁnir un modèle linéaire
de consommation de l'infrastructure de refroidissement.
Ensuite, il convient de parler de la manière dont est refroidi un cluster. Par exemple, est-ce
que celui-ci possède un refroidisseur général, ou chaque module possède son propre système de
refroidissement ? Dans notre cas nous déﬁnirons les clusters comme des ensemble de machines
organisées par armoires. Chaque armoire de machines se verra attribuer une infrastructure de
refroidissement qui servira à refroidir uniquement ces machines. Il faut préciser que dans une in-
frastructure réelle, nous aurons des interactions entre les diﬀérents systèmes de refroidissement,
et que l'air froid rejeté ou non par ceux-ci aura un impact sur la température des autres armoires.
Cependant, cette interaction est minime dans beaucoup de clusters. De plus, nous voyons une
popularisation des systèmes de type modulaires, dans lesquels chaque module est un container
indépendant, possédant à la fois ses machines, son alimentation et son refroidissement. Un par-
allèle étant à faire avec les clusters ayant un unique module de climatisation, qui va servir à
refroidir l'air, et de multiples modules d'acheminement, qui serviront à acheminer l'air froid vers
les machines, et/ou à en retirer l'air chaud. Dans ces cas là, le module de conditionnement sera
considéré comme un surcoût inévitable sur lequel nous ne pourrons pas agir, alors que les module
d'acheminement donneront la possibilité d'être éteints.
Ainsi donc, nous pourrons représenter notre infrastructure comme un ensemble de clusters
modulaires. Chaque refroidissement sera déﬁni en fonction du fonctionnement ou non d'au moins
une de ses machines.
Au niveau du programme linéaire, nous avons chaque infrastructure de refroidissement (qui
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sera dans certains cas uniquement l'infrastructure d'acheminement du froid), qui peut être
éteinte ou allumée en fonction de la charge des machines. De plus, nous supposerons que chaque
équipement de refroidissement est identique à l'intérieur du cluster, mais diﬀère entre les clusters.
∀k, l cekl ∈ {0, 1} (4.14)
∀h, l chl ∈ {0, 1} (4.15)
Aﬁn de compléter l'ensemble de contraintes, nous déﬁnissons des nouvelles notations pour l'infras-
tructure de refroidissement. Nous aurons l ∈ L, l représentant un équipement de refroidissement,
et L le nombre total de ces équipements. Nous déﬁnissons ainsi les variables binaires cekl et chl
(contraintes 4.14 et 4.15). La variable cekl permet de déﬁnir l'état de l'équipement de refroidisse-
ment l sur le cluster k, c'est-à-dire cekl = 0 si celui-ci est éteint, cekl = 1 si il est allumé. La
variable chl, qui est quant à elle un paramètre de l'instance, permet de déﬁnir que l'hôte h est
refroidi par l'équipement de refroidissement l.
∀k, l
H∑
h=1
(ph × chl × bhk) ≥ cekl (4.16)
La contrainte 4.16 permet de décrire le fait que si aucun hôte refroidi par l'équipement l n'est
allumé, alors l'équipement de refroidissement l est éteint.
∀h, k, l ph × chl × bhk ≤ cekl (4.17)
La contrainte 4.17 permet de déﬁnir que si au moins un hôte refroidi par l'équipement de re-
froidissement l est allumé, alors cet équipement est allumé.
À partir de ces équations, nous sommes capables de calculer la consommation du refroidisse-
ment d'un cluster k : Ccoolk . Pour cela, nous appellerons C
ce
k la consommation d'énergie des
infrastructures de refroidissement du cluster k. La consommation d'énergie de l'ensemble des
infrastructures de refroidissement du cluster k sera donc :
Ccoolk = C
ce
k ×
L∑
l=1
(cekl) (4.18)
4.2.2 Objectif
Maintenant que l'ensemble de contraintes est bien déﬁni, il reste à décider de la métrique
que nous voulons utiliser pour déﬁnir l'objectif qui va décider de l'orientation de l'optimisation.
Nous devons donc déﬁnir une fonction objectif pour chaque problèmes diﬀérents. Nous n'aurons
évidemment pas le même objectif lorsque l'on voudra atteindre une certaine performance des
tâches, et lorsque l'on voudra limiter la consommation électrique de l'infrastructure.
Performance
La première fonction objectif à déﬁnir nous demande de déﬁnir une métrique de performance.
Pendant longtemps dans le domaine du calcul haute performance, la métrique dominante à été
la performance. Le but du calcul haute performance était bien évidemment d'eﬀectuer un calcul
dans le moins de temps possible. Ainsi, il existe un bon nombre de métriques pour déﬁnir la
performance d'une tâche, que ce soit des métriques de performance uniquement, comme le nombre
de millions d'instructions par secondes (MIPS), ou des métriques de qualité de service, comme
le temps de réponse.
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Dans notre cas, nous choisirons une métrique déﬁnie par Stillwell et al. dans [101], appelée
le yield, qui déﬁnit le pourcentage de satisfaction de la tâche. Le yield, est défnit par le ratio
entre ce que la tâche avait demandé, et ce qui lui a été eﬀectivement alloué. Ainsi, nous avons
une métrique représentant la performance des tâches, relativement à ce qu'ils avaient demandé.
À partir de cette métrique, nous pouvons déﬁnir une fonction objectif pour nous permettre
d'optimiser la performance. Nous déﬁnissons donc le yield minimum Y dans l'équation 4.19 :
∀j,
∑
h
αjh
rjk
≥ Y (4.19)
Cette fonction objectif nous permettra d'avoir à la fois la performance et l'équité, bien que
privilégiant l'équité entre les tâches plutôt que leurs performances respectives. Ici, l'objectif sera
de maximiser le yield mimimum, aﬁn d'avoir le yield de la tâche la moins bien allouée le plus
haut possible, et d'éviter d'avoir une majorité de tâches avec une allocation proche de ce qu'ils
avaient requis, et une minorité avec une mauvaise allocation, ce qui se passerait si par exemple
nous avions choisi d'utiliser le yield moyen. Nous pourrons ﬁxer une limite sur la performance en
déﬁnissant une borne sur le yield minimum, aﬁn de traduire un SLA déﬁnissant une satisfaction
minimale que les tâches doivent avoir. Cette limite sera déﬁnie par l'équation Y >= Y bound, et
décrira le problème que nous appellerons BoundedYield.
Consommation d'énergie
La consommation d'énergie est aussi une métrique que nous devons avoir, que ce soit pour
mesurer l'eﬃcacité d'une allocation ou pour déﬁnir l'orientation de l'optimisation. Ainsi, nous
déﬁnirons d'abord la consommation d'un hôte. Comme mentionné précédemment, nous déﬁnis-
sons la consommation d'un hôte comme proportionnelle à la consommation de son CPU. En eﬀet,
la consommation d'une machine va varier en fonction de la charge de celle-ci, et l'augmentation
de la charge va induire une augmentation de la vitesse du ventilateur. Par contre, les modules
comme le disque dur, ou la mémoire en général ne seront pas impactés par la charge du CPU.
Ainsi, même si le modèle de consommation d'énergie n'est pas précis à 100%, nous pourrons
avoir une estimation relativement précise de la consommation d'une machine, comme corroboré
dans [91]. De ce fait, nous déﬁnissons cette consommation en 2 parties. Tout d'abord une partie
statique, qui représentera la somme des consommation dont on ne peut se passer, comme par
exemple l'alimentation, la consommation minimale du CPU, etc... Ensuite, nous aurons la partie
dynamique, qui représentera tout le surcoût induit par la charge du processeur. Nous aurons
donc la puissance consommée par un hôte représentée en l'équation 4.20 par sa partie statique,
plus la partie dynamique en fonction de la charge CPU. On remarquera par ailleurs qu'avec ce
modèle, un hôte éteint ne consommera rien.
Eh = C
min
h ph + (C
max
h − Cminh )
∑
j
αjh (4.20)
Nous pouvons maintenant déﬁnir la consommation en puissance d'un cloud par la somme des
consommations des hôtes, en y ajoutant le refroidissement (équation 4.21).
E =
∑
h
Cminh ph +
∑
h
(Cmaxh − Cminh )∑
j
αjh
+∑
k
Ccoolk (4.21)
La consommation en puissance d'une infrastructure de cloud sera donc donnée par E. En
regardant du côté de la fonction objectif, nous pouvons utiliser directement E comme métrique
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à minimiser. Si nous parlons de réduire la consommation d'énergie d'un cloud, il faudra min-
imiser E. Si nous devons par contre ﬁxer une limite sur cette énergie, cas que nous nommerons
BoundedPower, nous n'aurons qu'à déﬁnir cette limite par E = limite.
Compromis
Le troisième problème discuté précédemment était celui du compromis. Un compromis mal
géré peut amener à des situations mauvaises, lorsque par exemple on minimise E, si l'on gère mal
le compromis on peut être amené à éteindre l'ensemble des hôtes, ce qui n'est pas une allocation
valide. Que faire donc quand on n'a pas de borne sur aucune des deux métriques, et que l'on
donne autant de valeur à l'énergie qu'à la performance ? C'est à cela que servira la métrique que
nous appellerons Z et que nous devrons maximiser. Autrement dit, maximiser Z équivaudra à
tenter de trouver le meilleur compromis entre l'augmentation de performance et la réduction de
consommation d'énergie. Nous déﬁnirons cette métrique comme une combinaison linéaire entre
la performance et l'énergie, c'est-à-dire optimiser Z = λY + (1− λ)(1/E), avec une valeur de λ
comprise entre 0 et 1.
Cette déﬁnition répond bien au principe d'avoir une métrique permettant de favoriser plus
ou moins la performance ou les économies d'énergie. Cependant, elle possède telle qu'elle des
inconvénients majeurs.
Premièrement, le choix de la valeur de λ est problématique. Comme mentionné précédemment,
comment choisir la valeur de λ ? Quelle valeur est pertinente ? Comment avoir le compromis
"optimal" entre la performance et l'énergie et surtout qu'est ce que cela veut dire ? Ce problème
est malheureusement complexe et nécessite une réﬂexion de fond sur la valeur d'une allocation.
Comment décider si une allocation est bonne, ou plutôt comment choisir entre un système qui
arrive à avoir 80% de performances pour 3kW de consommation de puissance, et entre un autre
qui aura 75% de performance pour 2.8kW de puissance ? La réponse facile serait de dire que cela
dépend de ce que le fournisseur de service veut, ou de ce que le client veut. Mais justement dans
le cas où le fournisseur de services n'a pas de contraintes sévères ni sur la performance ni sur
l'énergie, il est cohérent d'adopter une approche hybride.
De plus, bien que mettre une valeur pour λ proche de 1 déﬁnisse la priorité de l'allocation en
faveur de la performance, le compromis résultant de l'allocation avec un tel λ n'est pas déﬁni,
puisque nous ne pourrons quantiﬁer le montant de performance gagné par rapport aux économies
d'énergie perdues.
Ensuite, l'utilisation d'une telle valeur n'oﬀre aucune garantie quand au fait que la solution
soit un optimum de Pareto. Cependant, nous pouvons corriger ce problème en calculant la solution
au problème d'allocation borné en puissance (respectivement en performance) avec la valeur
résultante de la puissance (respectivement du yield) de l'allocation de Z.
Enﬁn, nous nous retrouvons devant un problème qui concerne les ordres de grandeur des
diﬀérentes composantes de Z. Nous avons d'une part le yield qui est compris entre 0 et 1, et
une consommation de puissance d'une infrastructure, qui est elle théoriquement comprise entre
0 (toutes les machines sont éteintes) et Emax (toutes les machines sont allumées et consomment
Cmax de puissance). Il faudra donc normaliser E pour pouvoir avoir des ordres de grandeur
comparables et ainsi avoir une plus grande facilité dans le choix de la valeur de compromis pour
la combinaison linéaire Z. Une solution facile serait de diviser E par Emax aﬁn d'être sûrs d'avoir
une valeur comprise entre 0 et 1. Nous aurons donc la formule Z = λY+(1−λ)(1−E/Emax). Cette
solution est simple et nous apporte ce que l'on veut, cependant elle possède des désavantages,
comme par exemple le fait que la valeur minimale calculée par E/Emax ne sera en pratique pas
0, mais sera au moins égale à la somme des consommations induites par les tâches sur les hôtes
les plus eﬃcaces, divisé par Emax. De ce fait, puisque E/Emax n'est pas compris entre 0 et 1
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en pratique, nous n'aurons pas le même eﬀet de λ sur la composante yield, et sur la composante
énergie.
Nous voyons bien ici que nous retombons au ﬁnal sur un problème d'allocation, puisque pour
trouver l'énergie minimale eﬀective que nous pourrons avoir au sein d'une allocation, il faudra
en trouver le résultat optimal, ce qui pose les mêmes problèmes de complexité. Nous pouvons
par contre nous approcher un peu en tentant de calculer le nombre minimal d'hôtes que nous
devrons en théorie utiliser, et par exemple utiliser le calcul de la borne rationnelle pour cela (cf :
3.5.3). Cependant, même en étant plus précis sur ces calculs, nous sommes toujours confrontés
aux problèmes posés par un compromis entre de la performance et de l'énergie, à la diﬀérence
d'impact et de signiﬁcation des deux composantes, et au choix de la valeur de compromis.
Bien que ce problème possède des désavantages, il peut être intéressant de le calculer. Que
ce soit parce que l'on n'a pas de préférence sur la performance et l'énergie, et que l'on tente
au ﬁl d'itérations successives d'arriver à une bonne valeur de compromis, ou que ce soit pour
en extraire une borne pour re résoudre un problème borné en énergie ou performance ensuite,
il restera utile dans certains cas de calculer des allocations dans le but de maximiser Z. Ce
problème sera appelé MixedObjective par la suite.
4.3 Algorithmes
Aﬁn de résoudre les diﬀérents problèmes, il faudra bien sûr adapter chaque type d'algorithmes
pour eﬀectuer des allocation cohérentes en fonction du problème. Ainsi, nous devrons déﬁnir les
diﬀérentes orientations des algorithmes pour chaque problème.
Algorithmes gloutons
Nous déﬁnissons d'abord des algorithmes de type gloutons, c'est à dire des algorithmes qui
calculent une allocation étape par étape, sans revenir sur leur choix aﬁn d'avoir un optimum
local.
Pour résoudre les diﬀérents problèmes, nous prendrons dans un premier temps le cas où nous
n'avons qu'un seul cluster qui comporte des machines homogènes mais hétérogènes en énergie,
et nous ne prendrons pas en compte le refroidissement.
Dans le cas du problèmeBoundedYield, nous déﬁnissons tout d'abord l'algorithmeGreedy-
_BoundedYield_1 qui est un algorithme de type First Fit, qui allouera les tâches dans l'ordre
des plus gros besoins mémoire (i.e : le tri des tâches se fait par mj descendant). L'algorithme
Greedy_BoundedYield_2 est aussi un algorithme First Fit, mais celui-ci triera les tâches par
besoins CPU descendant. Les algorithmes que nous appellerons,Greedy_BoundedYield_3 et
Greedy_BoundedYield_4 sont respectivement les versions best ﬁt des algorithmes Greedy-
_BoundedYield_1 et Greedy_BoundedYield_2.
Pour calculer la solution au problème borné en puissance, nous déﬁnirons les algorithmes
Greedy_BoundedPower_1 etGreedy_BoundedPower_2 qui fonctionneront de la même
manière que les algorithmes de même numéro que pour le problème BoundedYield, au niveau
des tris des tâches et des hôtes. Au départ, ces algorithmes tenteront d'allouer tous les tâches avec
un yield Y = 1. Ensuite nous tenterons de réduire de manière itérative (par pas de 1%) les valeurs
de αjh (tant que celles-ci sont non nulles) de toutes les tâches dans un ordre suivant un round
robin. Cette étape sera répétée jusqu'à ce que toutes les tâches puissent être allouées et que l'al-
location arrive à une puissance consommée en deça de la borne. Bien évidemment, si une tâche se
voit allouer un yield de 0 avant que ces conditions soient remplies, nous considérons donc que l'al-
location échoue. De la même manière que pour le problème borné en performance, nous aurons les
algorithmes Greedy_BoundedPower_3 et Greedy_BoundedPower_4 qui représentent
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les versions Best Fit des algorithmes Greedy_BoundedPower_1 et Greedy_Bounded-
Power_2.
Enﬁn, pour le problèmeMixedObjectives, les algorithmesGreedy_MixedObjective_1
et Greedy_MixedObjective_2 qui vont être utilisés pour résoudre ce problème sont basés
sur les algorithmes précédents qui solutionnent le problème BoundedPower. Nous calculerons
d'abord la valeur HZ = max(1, d(1−λ)× (
∑
j αj)e), qui nous donnera une estimation théorique
du nombre d'hôtes nécessaire pour allouer les tâches avec cette valeur de λ. La borne en énergie
est ensuite calculée en utilisant les HZ premiers hôtes (possédant les plus petit Cmax). Nous
utiliserons ensuite cette borne pour résoudre le problème BoundedPower en utilisant un des
algorithmes associés à ce problème. L'idée ici étant de calculer en premier le nombre théorique
d'hôtes nécessaire pour allouer les tâches, aﬁn de tenter de réduire la consommation d'énergie sur
un nombre déjà réduit d'hôtes, et ainsi avoir plus de chance de trouver une allocation consommant
en dessous de la borne.
Algorithmes de vector packing
Dans cette section, nous introduirons plus en détails la manière dont nous utilisons les tech-
niques de vector packing aﬁn de résoudre les diﬀérents problèmes.
Nous prendrons tout d'abord, pour le problème monocluster, l'algorithme de vector packing
décrit précédemment, que nous allons modiﬁer aﬁn de tenter d'y intégrer des considérations de
performances et d'énergie. Actuellement, cet algorithme tente d'allouer dans le moins d'hôtes
possible les tâches en fonction de leur quantité de ressources demandées. Ainsi, cet algorithme
ne prendra pas en compte dans ses calculs la consommation d'énergie des machines ciblées, et les
économies qui peuvent résulter des allocations seront dues aux bonnes performances de l'algo-
rithme. En eﬀet, si celui-ci arrive à allouer sur seulement une moitié d'hôtes, l'autre moitié pourra
être éteinte pour économiser de l'énergie. On pourrait donc voir la réduction de la consomma-
tion de puissance comme un eﬀet collatéral de l'allocation via cet algorithme, et non comme un
objectif à part entière.
Aﬁn de réduire la consommation d'énergie via un tel algorithme, nous devons changer l'ob-
jectif actuel, qui est la quantité de ressources (ou le pourcentage par rapport à cette quantité),
pour y intégrer des considérations à la fois de performance et d'énergie.
Nous introduisons donc une métrique que nous appellerons le yield energy-aware représenté
par Y Ejh qui nous servira de métrique objectif pour l'allocation de tâches dans l'algorithme
EAResAlloc. Cette métrique que nous avons développé et étudié dans [24, 23] vise à palier à
l'antagonisme entre la performance et l'énergie. Y Ejh est déﬁni comme suit :
Y Ejh =
(Yjh)
1−β
(Ejh)β
=
[∑H
h=1(
αjh
αj
)
]1−β
[
γδCjh + (1− γ)(Ah(1−
∑J
j′=1,j′ 6=j(αj′h)))
]β (4.22)
La partie Yjh représente le yield de la tâche j, alors que la partie Ejh représentera la consom-
mation en puissance résultante de l'allocation. Le paramètre β premet de déﬁnir le compromis
entre la performance et l'énergie consommée. δCjh représente le surcoût en puissance induit par
la tâche sur l'hôte.
Nous déﬁnirons Ah comme "l'attractivité" d'un hôte, c'est-à-dire une valeur qui permet de
déterminer si allouer une tâche sera plus eﬃcace énergétiquement parlant sur une machine ou
sur une autre. Le facteur Ah(1−
∑J
j′=1,j′ 6=j(αj′h)) nous servira à controler la consolidation plus
ou moins importante des tâches sur les hôtes attractifs. Pour commencer, nous avons utilisé une
valeur de Ah = Cmax pour privilégier les hôtes eﬃcaces lorsqu'ils sont chargés.
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Enﬁn, le paramètre γ visera à choisir et faire un compromis entre le placement (c'est-à-dire
choisir l'hôte le plus eﬃcace) et la consolidation (c'est-à-dire trouver un placement sur un nombre
réduit de machines).
L'heuristique utilisant la métrique Y Ejh sera donc un algorithme de vector packing, qui
tentera de maximiser cette même métrique, en eﬀectuant un placement avec l'algorithme décrit
précédemment avec l'algorithme 3. Elle visera à réaliser un placement suivant 3 buts :
 maximiser la performance via le yield.
 placer les tâches sur les machines eﬃcaces.
 consolider les tâches sur un nombre reduit d'hôtes aﬁn d'éteindre ceux qui sont inutilisés.
Nous déﬁnissons donc un algorithme qui sera décliné en trois algorithmes visant à résoudre
les trois diﬀérents problèmes.
Pour le problème BoundedPower, nous eﬀectuerons avec l'algorithme EAResAlloc_-
Bound_E une recherche dichotomique sur le paramètre β, avec comme contrainte que la puis-
sance résultante de l'allocation ne dépasse pas Ebound, la borne sur la puissance que le système
ne doit pas dépasser.
Pour le problème BoundedYield, nous allouerons les ressources avec l'algorithme EARe-
sAlloc_Bound_Y qui aura pour objectif une borne sur la performance Y bound et une valeur
de β = 0.
Enﬁn, le problème mixte MixedObjective sera résolu par l'algorithme EAResAlloc_-
Mixed en utilisant la métrique Y Ejh telle quelle, puisqu'elle a été construite de manière à
résoudre cette approche bicritère. Nous prendrons donc une valeur de β = λ, faisant ainsi corre-
spondre le paramètre de compromis λ de Z avec β.
Pour chaque problème, nous utiliserons une valeur de γ = min(HJ , 1), ce qui veut dire que
plus γ est proche de 1, plus nous tenterons de consolider, et inversement, plus γ sera proche de
0, plus nous tendrons à privilégier le choix des machines eﬃcaces.
Solution optimale et borne sur l'optimal
Étant donné que les trois diﬀérents problèmes découlent du problème de l'allocation de tâche
en tant que problème de bin packing, ceux-ci sont aussi des problèmes NP-complets, et ainsi leur
formulation en tant que problème linéaire mixte entier et rationnels ne peut pas être résolue en
temps polynomial. Nous ne pourrons donc calculer les solutions optimales que pour les petits
problèmes, c'est-à-dire les problèmes avec un nombre réduit de tâches et d'hôtes.
Dans nos expérimentations, nous calculerons donc la solution optimale seulement pour les
problèmes possédant moins de 6 hôtes et 16 tâches, celles-ci ont dans nos expériences eu un temps
d'exécution de l'ordre de 3 minutes dans les pires cas. Nous appellerons dans ce qui suivra la
résolution du programme linéaire de façon optimaleMILP (Mixed Integer Linear Programming).
Cependant, puisqu'il n'est pas suﬃsant de calculer les résultats d'algorithmes sur des instances
petites, dans la mesure où le système étudié est un système large échelle, nous voudrons aussi
pouvoir comparer les algorithmes avec une borne haute. Ainsi, nous prendrons comme valeur
de comparaison la borne rationnelle (c'est-à-dire en considérant que toutes les variables sont
rationnelles), qui est une borne supérieure à la solution optimale. Cette solution s'appellera
LPBOUND, et peut être calculée en temps polynomial.
Nous avons utilisé dans un premier temps le solveur open source GLPK[50] pour calculer
MILP et LPBOUND. Il existe d'autres solveurs comme ILOG CPLEX[1], et Gurobi[54], qui
nous permettent de calculer ces valeurs. Nous avons changé de solveur par la suite, pour passer de
GLPK à Gurobi, d'une part pour sa performance, et d'autre part pour sa simplicité d'utilisation.
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4.4 Validation expérimentale
4.4.1 Méthodologie monocluster
Aﬁn de valider les modèles et algorithmes, ainsi que d'étudier les diﬀérents impacts et com-
portements du système, une validation et une étude expérimentale est nécessaire. Pour ce faire,
nous avons développé un programme écrit en C++ de plus de 6000 lignes de code nous permettant
de simuler une allocation selon diﬀérents algorithmes, systèmes et infrastructures. Ce programme
nous permet simplement de déﬁnir en entrée l'état du système, c'est-à-dire déﬁnir les machines
du cluster avec leur consommation Cmin, Cmax, spéciﬁer les diﬀérentes tâches avec αj , mj , et
enﬁn spéciﬁer le problème et l'algorithme d'allocation. Nous récupérons en sortie l'allocation ré-
sultante, c'est à dire le mapping des tâches sur les hôtes, ainsi que leur valeur d'allocation (quel
pourcentage ont été alloués pour les ressources ﬂuides). De ces allocations, nous récupérons dif-
férentes statistiques sur le système, comme le yield minimum, moyen, la consommation d'énergie,
le temps de calcul des algorithmes, etc.
Aﬁn de conduire ces expérimentations, nous avons dû prendre des valeurs représentatives
de certains aspects de systèmes réels, pour pouvoir ainsi avoir des valeurs en cohérence par
rapport aux systèmes réels. Pour ce faire, nous avons récupéré des valeurs représentatives de
Cmin et Cmax en récupérant des informations de consommation sur Grid5000, particulièrement
sur le site de Lyon [78]. Nous avons choisi de prendre des valeurs de 120W de consommation de
puissance lorsque les machines sont allumées, avec un écart-type de 20, et une valeur de 190W
de consommation lorsque les machines sont chargées au maximum, avec un écart-type de 30.
Ainsi, nous aurons des valeurs de Cmin entre 100W et 140W, et des valeurs de Cmax entre
160W et 220W. Ces valeurs seront calculées dans notre simulateur par une loi uniforme entre ces
intervalles, le nombre des échantillons ne permettant pas de déterminer avec précision cette loi.
Dans les instances que nous avons générées, pour les diﬀérentes tâches, nous avons choisi,
comme mentionné précédemment, de prendre uniquement deux types de ressources : une ﬂuide
qui est l'utilisation CPU, et une rigide qui est l'occupation mémoire. Ainsi, pour générer les dif-
férentes valeurs de la consommation CPU sur une machine référence (aﬁn de pouvoir transformer
par la suite cette valeur pour les diﬀérentes machines dans le cas de l'hétérogénéité), nous avons
choisi de prendre une distribution normale avec une moyenne de 0.33 (cette valeur en particulier
est expliquée par la suite), et un écart-type de 0.5. Bien évidemment, nous avons tronqué les
valeurs inférieures ou égales à 0 (une tâche consomme des ressources CPU) et celles supérieures
à 1 (une tâche ne peut consommer plus de ressources que ce qu'un hôte peut oﬀrir). Ce faisant,
nous avons dû ensuite artiﬁciellement re-échelonner les valeurs pour arriver à la moyenne déﬁnie
précédemment. Nous avons choisi ce modèle simple de génération de tâches, car nous voulions
avoir d'une part un contrôle sur la part relative que l'ensemble des tâches demanderaient, et
ensuite car il n'existait pas de modèle pour les besoins CPU exprimés en pourcentage d'hôtes,
et qui permettait d'avoir une distribution suﬃsamment hétérogène des besoins CPU des hôtes.
Cette approche est similaire à celle prise par Stillwell et al. dans [101].
Pour les besoins mémoire des tâches, nous avons choisi de prendre une distribution Pareto
d'ordre 6, avec ceux-ci déﬁnis entre 2% et 95%, puisque dans beaucoup de systèmes, seulement
une petite partie de tâches consommeront une large partie de besoins mémoire. C'est le cas
lorsque l'on a par exemple une architecture de type 3 tiers de serveurs web, où nous aurons dans
ce cas les tâches de type base de données qui consommeront plus de mémoire que les tâches de
type serveur HTTP.
Bien que ce soit parfois le cas dans les systèmes réels, nous considèrerons le cas général où
les besoins mémoire et CPU sont indépendants, c'est-à-dire que les tâches ayant de gros besoins
CPU n'auront pas automatiquement des gros besoins mémoire, et vice-versa.
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Nous avons ainsi des méthodes de génération d'hôtes et de tâches. Ce qui veut dire que nous
sommes capables de générer un système. Il faudra maintenant choisir la taille du système. Comme
mentionné précédemment, la taille de l'infrastructure étudiée est importante, dans la mesure où
d'une part cela va conditionner la présence ou non de la solution optimale dans les résultats,
et d'autre part que nous n'avons pas de garantie que les systèmes se comportent de la même
manière avec des changements d'échelle. Nous devrons donc expérimenter sur plusieurs tailles de
système, aﬁn de voir si les algorithmes passent à l'échelle, et si cette échelle a une importance
sur les résultats.
Pour ce faire, nous aurons à choisir deux paramètres : le nombre d'hôtes et le nombre de
tâches. Le nombre d'hôtes et le nombre de tâches seront reliés, dans la mesure où puisque nous
avons déﬁnis des distributions spéciﬁques pour la génération aléatoire des tâches, le nombre de
tâches va agir sur la charge globale théorique du système. Dans notre cas, nous avons déﬁni une
génération de tâches avec une moyenne de 0.33, ce qui voudra dire que si nous prenons autant de
tâches que d'hôtes, nous aurons un système chargé à 33% de sa capacité. Ainsi, il est intéressant
de pouvoir expérimenter sur la charge relative des systèmes, et donc de voir l'impact sur les
systèmes surchargés, ou sous-chargés.
Nous prendrons donc des valeurs pour le nombre de tâches égale à une, deux ou trois fois
le nombre d'hôtes, ce qui équivaudra à une charge théorique de l'infrastructure de 33%, 66% et
99%. Nous aurons donc J = {H, 2H, 3H}, avec H faisant varier le système de petites instances
à grandes instances, H = {4, 8, 16, 32, 64}. Il est intéressant de noter que dans les instances
surchargées (à 99% et même moins), il est possible que l'on ne puisse pas trouver d'allocation
valide, du fait de la forme des tâches, notamment de leurs besoins en ressource rigide.
Pour chacune de ces combinaisons (H,J), nous allons générer selon la méthode décrite
précédemment 100 instances. Pour chacune de ces instances, nous allons résoudre le problème
d'allocation pour les trois diﬀérents problèmes. Nous générons aussi aléatoirement les bornes
contraignantes pour les problèmes qui en ont besoin, aﬁn de pouvoir observer aussi l'eﬀet
des diﬀérentes bornes sur les diﬀérents algorithmes. Pour le problème BoundedYield, nous
générons une borne qui sera exprimée en pourcentage du yield maximum théorique que l'on
peut obtenir (c'est-à-dire sans prendre en compte l'allocation, juste les besoins par rapport aux
capacités). Nous prendrons cette borne entre 50% et 100% de ce maximum théorique exprimé
par max(1,
∑
i αi
H ). De la même manière, pour le problème BoundedPower, nous prendrons un
pourcentage du maximum de puissance consommable par le système, c'est-à-dire entre 50% et
100% de
∑
h C
max. Enﬁn, pour le problème mixte MixedObjective, puisque nous ne pouvons
pas nous permettre de prendre à chaque résolution le spectre entier de valeurs de λ, nous pren-
drons 3 valeurs représentatives de λ qui seront 0.2 (allocation axée sur les économies d'énergie),
0.5 (allocation équilibrée) et 0.8 (allocation axée plutôt sur la performance).
Pour chaque résolution de problème, nous calculons un ensemble de valeurs nous permettant
d'évaluer la performance relative de l'allocation. Ces valeurs comprendront au moins l'énergie
du système E, le yield minimum Y , le temps de calcul. Nous ajouterons à cela le taux d'échec
des algorithmes, qui représente le pourcentage de fois où l'algorithme a manqué de trouver une
solution viable. Il faut noter que comme nous ne vériﬁons pas la faisabilité des instances générées,
il sera possible d'avoir des cas où la solution optimale est un échec. Cependant bien sur, la grande
majorité des instance a une solution puisque nous ne sommes pas dans des systèmes extrêmement
contraints.
4.4.2 Résultats monocluster
Nous avons eﬀectué les diﬀérentes expérimentations décrites en 4.4.1, et en avons tiré diﬀérents
résultats que nous allons présenter dans cette section.
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BoundedYield
Commençons tout d'abord par le problème d'optimisation de la consommation d'énergie sous
contrainte de performance. Considérons tout d'abord les petites instances, puisque c'est pour
celles-ci que nous aurons le plus d'informations, notamment la résolution optimale de chaque
problème.
Figure 4.1  Puissance moyenne et écart type consommés par les instances résultants de l'exé-
cution des algorithmes pour 4 hôtes et 4 tâches
La ﬁgure 4.1 nous présente la puissance consommée moyenne (avec écart-type) pour chaque
algorithme lorsque l'on possède 4 hôtes et 4 tâches. On peut voir ici ce qui avait été mentionné
précédemment, c'est-à-dire le fait que tous les algorithmes ont des performances similaires en
moyenne, avec un écart type plus petit pour l'algorithme MILP (qui est l'optimal), qui sera
forcément plus consistant et meilleur que les autres. On remarque aussi que la valeur calculée
par LPBOUND excède la performance de la valeur optimale, puisqu'elle nous donne toujours
une allocation inatteignable, mais nous sert de borne supérieure sur la valeur optimale.
En concordance avec la ﬁgure 4.1, la ﬁgure 4.2 nous montre le nombre moyen d'hôtes utilisés
par les diﬀérents algorithmes lorsque nous avons H = 4. Seulement environ 40% des hôtes sont
utilisés, avec plus de 50% de réduction de puissance (comparé au cas sans consolidation des
tâches). Evidemment, dans ce scénario, le système est loin d'être surchargé, et eﬀectuer des
économies d'énergie est facile. Néanmoins, ces résultats nous montrent l'importance d'avoir des
algorithmes prenant en compte la puissance consommée. De plus, même des algorithmes simples
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Figure 4.2  Nombre d'hôtes moyens utilisés pour les instances de 4 tâches et 4 hôtes
Table 4.2  Energy consumed for each algorithms
Algorithme Puissance (Watts) Distance à la borne
LPBOUND 1908 0%
EARESALLOC_BOUND_Y 2090 +9.5%
GREEDY_YIELDBOUND_1 2199 +15.2%
GREEDY_YIELDBOUND_2 2145 +12.4%
GREEDY_YIELDBOUND_3 2203 +15.4%
GREEDY_YIELDBOUND_4 2143 +12.3%
peuvent dans certains cas aboutir à des économies d'énergie signiﬁcatives. Par ailleurs, de la
même manière que pour la ﬁgure 4.1, nous voyons que les résultats donnés par LPBOUND sont
inférieurs à une utilisation de 25% des hôtes, ce qui veut dire que dans certains cas, l'allocation
résultante n'utilisera qu'une fraction d'une seule machine.
L'aggrégation des résultats de toutes les instances nous donne le tableau 4.2. Nous pouvons
y voir la consommation d'énergie moyenne calculée sur s'ensemble des instances, ainsi que la le
pourcentage de performance relative comparé à LPBOUND. Nous voyons ici que l'algorithme
EaResAlloc_Bound_Y est le plus performant, bien que ce soit de peu.
Aﬁn de pouvoir y voir plus clair dans les eﬀets en jeu dans ce cas là, la ﬁgure 4.3 nous
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Figure 4.3  Energie consommée par les instances résultantes de chaques algorithmes, pour
chaque taille d'instance. L'optimal (MILP) n'est calculé que pour des instances de 4 hôtes
présente l'énergie moyenne consommée par chaque algorithme, regroupée par nombre d'hôtes en
jeu dans les instances. Nous n'aurons les résultats pour MILP seulement pour les instances où
H = 4, pour des raisons de temps de calcul expliquées précédemment. Comme on pouvait s'y
attendre, les plus faibles économies d'énergies sont données par MILP et LPBOUND. Pour
des petites instances (i.e : 8 hôtes et moins), toutes les heuristiques nous donnent des résultats
similaires, comme nous l'avons vu précédemment pour 4 hôtes. Cependant, un écart se creuse
lorsque les instances sont avec H = 16 et plus avec EaResAlloc_Bound_Y pour atteindre le
plus gros écart dans les plus grosses instances (H = 64). Dans de telles instances, nous aurons une
consommation de puissance moyenne de 5900W . De plus, EaResAlloc_Bound_Y se trouve
en moyenne à seulement 6% de LPBOUND, alors que le meilleur des algorithmes gloutons,
Greedy_BoundedYield_4, se trouve à un écart de 10%. Au vu des écarts donc entre le
moins bon et le meilleur des algorithmes, ainsi qu'entre le meilleur des algorithmes et la borne
rationnelle sur l'optimale, nous pouvons donc conclure que les algorithmes proposés donnent
dans l'absolu de bons résultats.
Nous pouvons remarquer que les algorithmes Greedy_BoundedYield_2 et Greedy_-
BoundedYield_4 ont des résultats meilleurs que Greedy_BoundedYield_1 et Greedy_-
BoundedYield_3, car comme mentionné précédemment, le tri des tâches qui permet l'alloca-
tion des tâches les plus grosses en premier donnent majoritairement des meilleures performances.
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Figure 4.4  Temps d'exécution moyen des diﬀérents algorithmes pour des instances de 64 hôtes
et 192 tâches
Il est important de préciser que dans la ﬁgure 4.3, les instances avec tous les nombres de
tâches sont regroupées, c'est à dire qu'il n'y a pas de distinction entre J = H, J = 2H et
J = 3H. On pourrait alors se demander si les résultats pourraient diﬀérer entre les diﬀérents
ratios hôtes/tâches. En examinant ces mêmes résultats pour les diﬀérents nombres de tâches, on
s'aperçoit que comme on pouvait s'y attendre, les algorithmes ont des meilleures performances
pour les systèmes peu contraints (J = H), et tendent à se rapprocher de la borne rationnelle
lorsque l'on augmente le ratio tâches/hôtes, et dans ces cas là, il y a moins de marge de manoeuvre
pour les économies d'énergie, puisque rappelons le, lorsque l'on a J = H (respectivement J = 2H
et J = 3H), cela représente une charge CPU de 33% du système en moyenne (respectivement
66% et 99%) en prenant juste en compte les besoins des tâches.
Cependant, l'ordre de performance des diﬀérents algorithmes n'est pas altéré quelque soit le
nombre de tâches que l'on prend par rapport au nombre d'hôtes. Les résultats donnés en ﬁgure
4.3 restent donc valides.
Il nous reste maintenant, pour le problème BoundedYield, à évaluer la performance des
algorithmes en matière d'utilisabilité. C'est-à-dire évaluer d'une part le temps de calcul des
algorithmes, puisqu'on ne peut pas utiliser un algorithme qui prend trop de temps à trouver une
solution, et d'autre part le pourcentage d'échec à trouver une solution, car on ne peut pas non
plus utiliser un algorithme qui échoue trop souvent et est n'est donc pas ﬁable.
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Figure 4.5  Pourcentage d'échec des algorithmes
Le temps de calcul pris par les diﬀérents algorithmes est aﬃché en ﬁgure 4.4, pour les plus
grosses instances (i.e : H = 64 et J = 3H = 192). On peut y voir que le temps de calcul est très
bas, à part pour les solutions données par LPBOUND qui prennent en moyenne plus de 12 secon-
des. Les temps de calculs vont de 67 millisecondes en moyenne pour EAResAlloc_Bound_Y
à 1 milliseconde pour les algorithmes gloutons. Nous avons poussé les expériences pour EAR-
esAlloc_Bound_Y jusqu'à des instances de 500 hôtes et 1500 tâches, et avons obtenu des
solutions en moyenne aux alentours d'une seconde (ce qui correspond au temps de résolution
moyenne de la solution optimale MILP avec 4 machines et 12 tâches). Par conséquent, les algo-
rithmes pour résoudre ce problème sont suﬃsamment rapides et scalables pour être utilisés. Les
algorithmes gloutons ont une complexité en nlog(n) alors que les algorithmes de vector packing
ont une complexité quadratique.
Le pourcentage moyen d'échec des algorithmes est donné en ﬁgure 4.5. Nous pouvons y
voir que l'algorithme EAResAlloc_Bound_Y échoue dans un peu plus que 3% des cas,
alors que l'algorithme glouton qui échoue le plus (Greedy_BoundedYield_1) a un taux
d'échec d'environs 12%. En comparaison, l'algorithme glouton qui échoue le moins souvent est
l'algorithme Greedy_BoundedYield_4, et possède un taux d'échec d'environ 8%. Comme
on pourrait le deviner, la majorité de ces échecs vient des instances où J = 3H, puisque ce sont
les systèmes les plus constraints (sans compter que certaines ne seront même pas faisables). On
peut voir par ailleurs que MILP semble échouer plus que EAResAlloc_Bound_Y, la raison
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Figure 4.6  Pourcentage d'échec en fonction de la dureté de la borne
étant que MILP est uniquement calculé sur les instances avec 4 hôtes.
Une fois que nous avons pu regarder la performance des algorithmes au regard du taux d'échec,
il est important de noter que, puisque nous générons aléatoirement les bornes, certaines seront
plus dures que d'autres. Pour étudier ce phénomène, la ﬁgure 4.6 nous montre le pourcentage
d'échec en fonction de ce que nous appellerons la "dureté de la borne", qui déﬁnit le pourcentage
relatif entre la borne du yield qui a été spéciﬁée, et la borne maximale qui peut être atteinte,
qui sera dans le cas de ce problème 1.0. Cela veut dire par exemple qu'une dureté de borne
de 90% représente une allocation où l'on doit atteindre au moins 90% du maximum théorique
atteignable. Comme mentionné précédemment, nous ne générons que des valeurs de bornes entre
50% et 100%, d'où les valeurs d'abscisse de la ﬁgure 4.6. Chaque point représenté sur cette ﬁgure
représente la somme des valeurs à l'intérieur de l'intervalle correspondante, et la somme de toutes
les intervalles nous donne les valeurs représentées dans la ﬁgure 4.5.
Nous pouvons voir sur cette ﬁgure que, comme on pouvait s'y attendre, plus la dureté de la
borne est importante, plus le taux d'échec des algorithmes est important. On y voir que pour
les bornes entre 90% et 100% du maximum atteignable, les algorithmes gloutons échouent tous
pour environ 3% de la totalité des instances (ce qui amène que 25% des instances échouées par
l'algorithme Greedy_BoundedYield_1 le sont entre 90% et 100%). Nous pouvons voir ici
que l'algorithme EaResAlloc_Bound_Y est plus robuste que les algorithmes gloutons, et
que le gros de la diﬀérence de résultats se fait justement lorsque la borne est dure.
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BoundedPower
Maintenant que nous avons étudié les résultats pour le problème du BoundedYield, il
faut faire de même pour le problème BoundedPower. Notons que pour ce problème, il y a
une diﬀérence fondamentale avec le problème précédent. Pour le problème BoundedPower,
la borne sur la consommation de puissance va décider du nombre d'hôtes maximum qu'il sera
possible d'utiliser pour l'allocation.
Figure 4.7  Mean minimum yield for 4 hosts and 4 tâches
La ﬁgure 4.7 nous montre la performance des algorithmes pour 4 hôtes et 4 tâches. Con-
trairement à ce que nous avions vu pour le problème BoundedYield, les diﬀérences entre les
algorithmes sont bien marquées. Cela est dû en majeure partie au fait que les algorithmes glou-
tons font la résolution de ce problème en deux étapes : faire une allocation, puis à partir de cette
allocation tenter de réduire l'énergie en dessous de la borne. Ce qui se passe résulte donc de ce
constat, et cette manière de faire va résulter pour les algorithmes gloutons à de fortes réduc-
tions dans le yield minimum. Ainsi, ces algorithmes vont avoir des performances allant aussi bas
qu'une distance de 20% en moyenne des solutions optimales. En contraste, l'algorithme EaR-
esAlloc_Bound_E montre des performances correctes, bien qu'en dessous de l'optimal sur
certaines instances. La raison principale étant que l'heuristique de EaResAlloc_Bound_E
tente de placer eﬃcacement les tâches, et à la fois de les consolider, et ainsi, sur de telles instances,
le résultat est parfois une consolidation supérieure au placement, donnant donc des résultats nous
empêchant de se rapprocher de l'optimal.
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Figure 4.8  Mean minimum yield for 4 hosts and 12 tâches
L'augmentation du ratio tâches/hôtes tend à diminuer plus encore la performance des algo-
rithmes gloutons, comme on peut le voir en ﬁgure 4.8, où nous avons J = 3H. Dans ce cas là, la
performance diminue jusqu'à 40% de la solution optimale. Cette augmentation du ratio diminue
aussi les performances de l'algorithme EaResAlloc_Bound_E, puisqu'il n'y aura souvent que
peu voire pas de place pour consolider les tâches, et cela fera donc diminuer fortement le yield
minimum. Notons aussi que cet algorithme possède le plus grand écart type, ce qui veut dire
qu'il y a une plus grande variabilité des résultats, à cause du nombre d'échecs des allocations.
Intéressons-nous maintenant aux résultats regroupant l'ensemble des instances, comme le
montre la ﬁgure 4.10. Les meilleurs résultats sont évidemment pour MILP et LPBOUND.
Nous pouvons voir que l'algorithme EaResAlloc_Bound_E donne en moyenne les meilleurs
résultats, c'est-à-dire le meilleur yield minimum, parmi les heuristiques.
Bien que celui-ci ait montré des mauvaises performances dans les scénarios avec peu d'hôtes
et un nombre relatif de tâches plus grand (cf : ﬁgure 4.8), dans des instances moins contraintes
en ressources, nous aurons des performances plutôt bonnes.
Pour mieux comprendre ce qui se passe et comprendre la diﬀérence entre EaResAlloc_-
Bound_E et les algorithmes gloutons, prenons la ﬁgure 4.9 qui nous montre le nombre d'hôtes
utilisés pour des instances avec H = 64 machines et J = 2H = 128 tâches. Nous y voyons que
EaResAlloc_Bound_E utilise en moyenne bien plus d'hôtes que les algorithmes gloutons. Ce
qui s'explique par d'une part par le fait que EaResAlloc_Bound_E tente d'avoir une bonne
4.4. VALIDATION EXPÉRIMENTALE 75
Figure 4.9  Number of hosts used for 64 hosts and 128 tâches
consolidation mais aussi un minimum yield assez haut, ce qui amène un plus grand nombre
d'hôtes, et d'autres part parce que les algorithmes gloutons favorisent la consolidation, ce qui se
fait souvent au détriment du yield des tâches, mais donne un nombre d'hôtes plus faible.
Comme pour le problème précédent, intéressons nous maintenant au temps de calcul et au
taux d'échec des algorithmes pour le problème BoundedYield. La ﬁgure 4.13 nous montre
le temps de calcul des algorithmes pour 64 hotes et 192 tâches. Comme nous pouvons le voir,
l'algorithme EaResAlloc_Bound_E prend beaucoup plus de temps que les algorithmes glou-
tons. Cela est dû au fait que cet algorithme eﬀectue plusieurs allocations en tentant de trouver
la meilleure allocation eﬃcace en énergie (deux recherches dichotomiques sont en jeu). Ainsi,
calculer une solution pour des instances de 500 hôtes et 1500 tâches prend un peu plus d'une
minute.
La ﬁgure 4.11 nous montre la valeur du taux d'échec des algorithmes. Comme nous pouvions
nous en douter avec le grand écart type de EaResAlloc_Bound_E, celui-ci possède le plus
gros taux d'échec, aux environs de 13%. La raison étant que l'algorithme ne favorise pas assez la
consolidation des tâches, menant l'allocation à des échecs dans les cas où les instances ont une
forte charge de tâches.
Comme précédemment pour la ﬁgure 4.6, la ﬁgure 4.12 représente le taux d'échec des algo-
rithmes, regroupé par intervalles de dureté de borne. Contrairement à la ﬁgure 4.6, les valeurs
basses représentent les bornes les plus contraignantes, puisque les valeurs générées sont en pour-
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Figure 4.10  Yield minimum donné par les algorithmes en fonction du nombre d'hôtes
centage de la consommation d'énergie maximale (
∑
h(C
max
h )). Par exemple, une borne de 60%
voudra dire que le système ne doit pas dépasser 0.6 ×∑h(Cmaxh ), ce qui sera diﬃcile à faire,
surtout dans les scénarios fortement chargés en demande de ressources.
Nous pouvons voir sur la ﬁgure 4.12 que tous les algorithmes échouent à peu près aussi souvent
pour des bornes entre 50% et 70%, et que l'algorithme EaResAlloc_Bound_E échoue deux
fois plus pour ces valeurs. Cependant, si le taux d'échec diminue de manière signiﬁcative pour
les bornes supérieures à 70%, l'algorithme EaResAlloc_Bound_E possède toujours un taux
d'échec non négligeable. La plupart de ces échecs sont dûs, comme mentionné précédemment,
au déséquilibre de la consolidation des tâches eﬀectué par cet algorithme pour les instances avec
J = 3H.
MixedObjective
Le dernier problème est le plus épineux à étudier. Le problème MixedObjective tente de
diminuer la consommation d'énergie tout en augmentant la puissance de calcul, ou plus exacte-
ment, tenter de diminuer la consommation d'énergie sans trop diminuer la performance. Le coeur
du problème tient dans ce "sans trop", puisque nous avons un problème de quantiﬁcation multi
objectifs. De plus, les diﬀérents algorithmes n'optimisent pas la même métrique (par exemple,
EaResAlloc_Mixed optimise sa propre métrique, alors que LPBOUND etMILP optimisent
Z).
Comme nous allons le voir par la suite, il est tout de même intéressant de calculer ces solutions,
et de voir comment se comportent les algorithmes dans les diﬀérentes situations, en fonction
notamment des diﬀérentes valeurs de λ.
La ﬁgure 4.14 nous présente les résultats des algorithmes pour λ = 0.20, qui correspond au
cas où nous favorisons la réduction de la consommation d'énergie par rapport à la performance
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Figure 4.11  Taux d'échec des algorithmes
des services. Sur cette ﬁgure les diﬀérents groupes de points, qui correspondent aux diﬀérents
nombres d'hôtes, et qui font des "paliers" de consommation d'énergie entre les diﬀérents groupes
de points. On notera que les groupes de points à un yield proche de 1 correspondent à des instances
où nous avons J = H, alors que les groupes de points proche d'un yield de 0.4 correspondent à
des instances où l'on a J = 2H.
On notera que multiplier le nombre d'hôtes par 2 ne veut pas nécessairement dire multiplier
la consommation d'énergie par 2 pour les diﬀérents algorithmes. Nous pouvons voir ici que
d'une part l'algorithme EaResAlloc_Mixed donne en général une plus grande consommation
d'énergie que l'algorithme Greedy_Mixed_1 par exemple, mais aussi d'autre part que le
minimum yield est aussi meilleur. Etant donné que nous voulons, en choisissant λ = 0.20 favoriser
le minimum yield, une plus importante consommation d'énergie importera moins, puisque nous
serons plus proche de notre but.
Le cas où nous n'avons aucune préférence entre la performance et la consommation d'énergie
est montré en ﬁgure 4.15, qui représenté le cas où λ = 0.5. Dans ce cas là, nous pouvons voir que
l'algorithme EaResAlloc_Mixed a vu ses performances diminuer par rapport à l'expérience
précédente. La plus raison la plus probable étant que, comme mentionné précédemment, la valeur
de λ n'a pas le même impact sur le yield minimum que sur la consommation d'énergie. Il en
résultera ici que cette valeur de λ n'a pas un eﬀet suﬃsant sur la composante d'énergie. Autrement
dit, l'impact de λ sur le yield minimum n'est pas proportionnel à celui sur la consommation
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Figure 4.12  Taux d'échec total des algorithmes en fonction de la dureté de la borne
d'énergie. Ainsi, l'impact sur le yield va avoir de l'importance alors que celui sur l'énergie n'en
aura que peu, et par conséquent nous aurons un yield diminué avec une énergie seulement peu
réduite.
Ce résultat nous donne l'intuition qu'il peut y avoir un (ou plusieurs) point(s) d'inﬂexion(s)
autour duquel diminuer une partie de la métrique se fait avec peu d'eﬀets sur l'autre partie de
cette même métrique.
La ﬁgure 4.16 nous montre le cas où λ = 0.8. Dans cette expérience nous voulons réduire
la consommation d'énergie, quitte à perdre fortement en performance. En eﬀet, en regardant
les résultats, la perte en performance est grande, à tel point que la plupart des valeurs de yield
minimum sont en dessous de 0.5. Par contre, contrairement aux deux expériences précédentes,
les diminutions en terme de consommation de puissance sont aussi signiﬁcatives.
Au ﬁnal, le paramètre β (qui sert de valeur de compromis dans la métrique utilisée par
EAResAlloc) de la métrique n'est pas relié de la même manière aux diﬀérentes composantes de
la métrique que le paramètre λ. C'est pourquoi ces résultats ne montrent pas les comportements
auxquels nous aurions pu nous attendre en fonction des valeurs de λ. Pour atteindre les économies
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Figure 4.13  Temps d'exécution des algorithmes pour des instances de 60=4 machines et 192
tâches
d'énergies escomptées avec λ = 0.8, il est possible qu'il faille par exemple choisir une valeur de
β = 0.9, la relation entre les deux paramètres n'étant pas déﬁnie.
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Figure 4.14  Yield minimum en fonction de l'énergie consommée pour λ = 0.2, le cas où la
consommation d'énergie est favorisée
Figure 4.17  Consommation d'énergie résultante de l'allocation par les diﬀérents algorithmes
pour chaque taille d'instance
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Figure 4.15  Yield minimum en fonction de l'énergie consommée pour λ = 0.5, le cas où
performance et énergie sont équilibrés
Figure 4.18  Yield minimum résultant de l'allocation par les diﬀérents algorithmes pour chaque
taille d'instance
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Figure 4.16  Yield minimum en fonction de l'énergie consommée pour λ = 0.8, le cas où la
performance est favorisée
Les ﬁgures 4.17 et 4.18 représentent respectivement la puissance moyenne consommée et le
minimum yield moyen pour chaque algorithme, regroupée en fonction du nombre d'hôtes des
instances. Nous pouvons y voir que l'algorithme Greedy_Mixed_1, qui est plutôt focalisé
sur les économies d'énergie, nous donne en moyenne les meilleures consommation d'énergie. En
contrepartie, ce même algorithme donnera les pires résultats en terme de yield minimum.
L'algorithme EaResAlloc_Mixed fait quant à lui au contraire la plus grande consomma-
tion de puissance en moyenne pour le meilleur yield minimum, démontrant ainsi de la diﬃculté
de comparer des résultats d'allocation bi-critères.
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Figure 4.19  Temps d'exécution des algorithmes pour des instances de 64 machines et 192
tâches
La ﬁgure 4.19 nous montre le temps d'exécutions des algorithmes pour H = 64 hôtes et
J = 3H = 192 tâches. Nous pouvons y voir ici que l'algorithme EaResAlloc_Mixed calcule
les solutions en moyenne en moins d'une seconde. Evidemment, cela est toujours moins rapide
que les algorithmes gloutons qui calculent une solution avec un temps de l'ordre de plusieurs
millisecondes, mais cela reste largement acceptable.
4.4.3 Passage au multicluster
Les expériences précédentes nous ont montré d'une part l'importance du choix de l'algorithme
dans la résolution des problèmes, mais aussi que certains algorithmes, même simples, peuvent
donner des résultats très bons, notamment dans les problèmes contraints en puissance ou en
performance.
Seulement ces résultats ne prennent en compte qu'un cluster unique composé d'hôtes ho-
mogènes. Pour passer à un cloud multi clusters il faudra donc changer le fait que les hôtes
soient homogènes, pour introduire le fait que les hôtes soient diﬀérents, et expérimenter sur ces
nouveaux paramètres.
Prenons tout d'abord la méthodologie d'expérimentation. Puisque le problème devient plus
complexe à mesure que l'on rajoute des paramètres à l'intérieur, nous avons choisi de simpliﬁer
les algorithmes. Les expériences précédentes ont montré l'utilité d'avoir une métrique et un
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algorithme personnalisé et eﬃcace pour résoudre les diﬀérents problèmes. Nous nous baserons
donc sur cet algorithme, mais nous enlèverons les interactions trop complexes liées au multi
objectif, c'est-à-dire γ = 1 pour l'algorithme EAResAlloc.
Rappelons ensuite que nous avions utilisé pour la génération des services monocluster une
machine de référence, aﬁn de pouvoir déﬁnir les besoins sur une autre machine en fonction.
Par exemple, si un service demande 50% de CPU sur un serveur de référence à 1 GHz, alors il
demandera 25% de CPU sur un serveur à 2 GHz.
Puisque nous envisageons de rajouter ensuite l'impact du refroidissement, il est intéressant
de ne garder que les choses dont nous connaissons le fonctionnement. C'est pourquoi nous avons
choisi d'utiliser des algorithmes gloutons qui fonctionnent de manière diﬀérente (Round Robin et
First Fit), non pas pour leurs performances respectives, mais pour leurs fonctionnements antag-
onistes qui servira de base à notre algorithme eﬃcace, qui lui sera basé sur la même technique
de vector packing que EaResAlloc.
Nous n'utiliserons donc par la suite que ces trois algorithmes avec diﬀérentes variations sur
les tris, ou sur la manière dont on va allouer les tâches, pour étudier les eﬀets de chaque type
d'allocation sur les diﬀérents systèmes.
Nous avons bien sûr modiﬁé chacun pour prendre en compte ce qui nous intéresse. Pour
l'algorithme FirstFit, pour le problème BoundedYield, l'allocation se fait avec des tâches
qui ont un yield égal à la borne. Aﬁn d'améliorer les performances de cette allocation, les tâches
avec les plus hauts besoins rigides sont allouées en premier, sur les hôtes avec les plus petits
Cmax. Pour le problème BoundedPower, l'algorithme fonctionne de la même manière, mais
en eﬀectuant une recherche dichotomique sur le plus haut minimum yield atteignable.
Pour l'algorithme RoundRobin et le problème BoundedYield, l'allocation se fait normale-
ment, à un yield égal à la borne. Pour le problème BoundedPower, l'allocation se fait aussi
à la manière du round robin (une tâche par hôte de manière circulaire), mais en réduisant le
yield du système résultant de l'allocation précédente si celle-ci est considérée comme surchargée,
ou réduisant le nombre d'hôtes disponibles pour l'allocation si elle ne l'est pas, le tout jusqu'à
atteindre la borne de puissance.
Comme mentionné précédemment, l'algorithme VectorPacking (VP) fonctionnera comme
décrit pour EaResAlloc. Les solutions optimales et bornes sur l'optimalMILP et LPBOUND
seront calculées de la même manière que précédemment, si ce n'est que le solveur utilisé ne sera
plus GLPK mais Gurobi.
Pour la méthodologie de génération des instances, nous avons gardé la même, sauf que les
hôtes ont des consommation allant de 50W à 80W pour Cmin, et de 100W à 200W pour Cmax, ces
paramètres de génération étant basés sur des chiﬀres disponibles sur le site de specPOWER [34].
Les hôtes de chaque cluster sont générés pour avoir des capacités entre 1.5 GHz et 4 GHz pour
le CPU, et entre 4Go et 16Go pour la RAM, selon . Les tâches changent aussi pour suivre une
distribution normale allant jusqu'à 2000 MIPS, ce qui correspond à 40% du plus gros hôte. Enﬁn,
après avoir vériﬁé les performances des diﬀérents algorithmes, nous ne prendrons des résultats
que sur des grosses instances, ici 400 machines pour 1000 hôtes.
La première expérience vise à évaluer les performances des algorithmes décrits précédemment
dans le cas où nous avons 6 hôtes et 16 tâches, aﬁn d'avoir les valeurs optimales. C'est ce que
montrent les ﬁgures 4.20 et 4.21. Comme on pouvait s'y attendre en regardant la ﬁgure 4.20, l'al-
gorithme RoundRobin possède les pires performances en termes d'énergie consommée, puisque
celui-ci tente de disperser les tâches autant que possible. Cependant, comme nous pouvons le voir
sur la ﬁgure 4.21, cela n'amène pas de meilleurs résultats en terme de yield minimum, puisque
cette tendance à allouer les tâches sur le plus grand nombre d'hôtes peut amener à ne pas être
capable de satisfaire la contrainte en puissance, et ainsi mener à des diminutions en performances.
Nous pouvons aussi voir sur ces ﬁgures que l'algorithme VectorPacking est celui qui pos-
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Figure 4.20  Consommation de puissance résultant des allocations calculées par les diﬀérents
algorithmes
Problème Algorithme Moyenne Valeur mesurée
BoundedPower
VP 0.851953
Minimum Yield
VP_GLOBAL_H 0.914844
BoundedYield
VP 26887
Puissance électrique
VP_GLOBAL_H 25876
Table 4.3  Résultats pour l'expérience sur l'hétérogénéité
sède les meilleures performances, en étant à une distance de 15% de la borne optimale au niveau
de la puissance. Cet algorithme étant le plus performant, il est celui que nous choisirons pour les
expériences suivantes avec diﬀérents paramètres et stratégies d'allocation.
Introduisons maintenant l'hétérogénéité dans les expériences et étudions son impact sur
le yield minimum pour le problème BoundedPower et sur la puissance consommée pour
le problème BoundedYield. L'algorithme VP modiﬁé pour y introduire des considérations
d'hétérogénéité telle qu'un tri en fonction des diﬀérentes capacités de ressources sera nommé
VP_Global_H. Celui-ci tente d'allouer les tâches sur les hôtes qui ont le plus haut ratio ca-
pacité en ressource d'un hôte/Cmax. Comme nous pouvons le voir dans la table 4.3, prendre en
compte la nature hétérogène de l'infrastructure de manière simple peut améliorer le minimum
yield jusqu'à 7% en moyenne. En regardant du côté de la puissance, la version hétérogène de VP
nous donne environs 4% en moyenne d'économies d'énergies. Dans les deux cas, ces modiﬁcations
viennent aussi avec une baisse dans l'écart type des résultats, ce qui veut dire une augmentation
de consistance dans les résultats.
Par la suite, nous ne regarderons plus les résultats de FirstFit et RoundRobin et nous
nous concentrerons seulement sur l'algorithme VectorPack et ses variations.
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Figure 4.21  Yield minimum résultant de l'allocation par les diﬀérents algorithmes
4.4.4 Ajout du refroidissement
Nous introduisons à présent l'infrastructure de refroidissement dans les expériences. Comme
celle-ci est modélisée, chaque cluster aura un certain nombre de CRAC/CRAH, et ceux-ci seront
liés à une partition des hôtes de ce cluster. Chaque équipement de refroidissement consom-
mera évidemment de l'énergie, en fonction de si au moins un de ses hôtes est allumé. Nous
génèrerons aléatoirement la consommation des CRAC/CRAH pour être entre 15% et 30% de
la consommation totale des hôtes du cluster. Nous choisissons ces valeurs car comme montré
dans le chapitre 1 en ﬁgure 1.1, l'infrastructure de refroidissement compte pour entre 15% et
30% de la consommation de l'infrastructure totale. La valeur en proportion de la taille du clus-
ter, même si elle n'est pas totalement exacte, nous permet d'avoir des valeurs de consommation
des CRAC/CRAH cohérentes. La prochaine expérience concerne donc l'introduction des infras-
tructures de refroidissement dans l'allocation de tâches. Cette fois-ci, nous enlevons l'hypothèse
d'hétérogénéité pour y rajouter celle du refroidissement, aﬁn de ne pas parasiter pour le moment
les résultats. Comme précédemment, nous avons changé l'algorithme VP pour y introduire d'une
part des considérations de refroidissement en allouant en groupe sur les hôtes reliés au même
équipement de refroidissement. Nous appelons cet algorithme VP_COOL. L'autre variation de
VP, que nous appellerons VP_CMAX_OVER_COOL tentera quand à elle d'allouer sur les
hôtes qui ont le meilleur ratio Cmax sur l'énergie consommée par l'équipement de refroidissement.
Comme nous pouvons le voir dans la ﬁgure 4.22, l'algorithme VP_COOL a les meilleurs ré-
sultats en terme d'énergie pour le problème BoundedYield, alors que VP_CMAX_OVER_-
COOL a les mêmes résultats que VP, ce qui est dû au fait que les expériences sont ici faites sur
un seul cluster, et que par conséquent tous les équipements de refroidissement consomment la
même puissance. Pour le problème BoundedPower, représenté en ﬁgure 4.23, nous avons des
résultats similaires. Prendre en compte le refroidissement amène des améliorations en terme de
performances et de consommation d'énergie.
Nous pouvons au ﬁnal voir sur les ﬁgures 4.22 et 4.23 que nous pouvons gagner environ 2%
de yield minimum en moyenne, ainsi que réduire la consommation d'énergie jusqu'à 11%. Cela
est dû au fait que dans le cas du problème BoundedYield nous allouons en prenant en compte
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Figure 4.22  Expérience sur le refroidissement : BoundedYield
la consommation des CRAC/CRAH, et donc économisons de l'énergie. D'autre part, pour le
problème BoundedPower, comme allouer en fonction des infrastructures de refroidissement
permet de réduire la consommation d'énergie, cela donne plus de marge de manoeuvre aux
algorithmes, et permet par conséquent d'avoir de meilleurs résultats. Ainsi, prendre en compte
le contexte dans lequel vont s'exécuter les diﬀérente tâches permet aux algorithmes de trouver
des allocations eﬃcaces.
Maintenant que nous avons pu voir l'impact de la prise en compte de l'hétérogénéité et de
l'infrastructure de refroidissement de manière indépendante, il faut à présent vériﬁer de leur ef-
fet combiné. Pour ce faire, nous avons encore une fois décliné VP, aﬁn de lui faire prendre en
compte à la fois l'hétérogénéité et le refroidissement. Ainsi, nous aurons deux nouvelles décli-
naisons : VP_H_Cool et VP_H_Power. Le premier tente d'allouer en prenant en compte à
la fois l'hétérogénéité et la puissance consommée par le refroidissement des machines, alors que
le deuxième tente de prendre en compte l'hétérogénéité et la puissance totale inhérente à une
machine.
La ﬁgure 4.24 nous montre la puissance consommée de tous les algorithmes, dans les cas où
nous avons à la fois hétérogénéité et infrastructure de refroidissement. Comme nous pouvons le
voir, les algorithmes qui nous donnent les meilleurs résultats sont ceux qui prennent les deux
hypothèses en compte. Il y a une diﬀérence de presque 28% entre l'algorithme qui possède les
pires résultats, et celui qui a les meilleurs.
Cependant, ces résultats ont un revers de médaille, puisque comme nous pouvons le voir sur
la ﬁgure 4.25, ils viennent avec un coût. En eﬀet, cette économie d'énergie vient avec une perte
de performance de presque 12%.
On peut par contre remarquer sur la ﬁgure 4.25 que l'algorithme possédant le meilleur yield
minimum est aussi celui qui donne les résultats les plus consistants, c'est-à-dire où l'écart type
est le plus faible. La raison principale vient du fait qu'essayer d'allouer les diﬀérentes tâches sur
les hôtes les plus eﬃcaces limite notre capacité à garder les tâches elles-mêmes eﬃcaces. C'est
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Figure 4.23  Expérience sur le refroidissement : BoundedPower
pourquoi il est encore une fois diﬃcile de conclure sur quel algorithme nous donne globalement
les meilleures performances en terme de compromis. Par contre, avoir des algorithmes autant
préférenciels dans un domaine, nous permet d'être capable d'utiliser l'algorithme le plus adapté
à la situation, et théoriquement être capable de réduire la consommation d'énergie de 28% pour
le problème BoundedYield, mais aussi être capable d'augmenter le yield de 16% pour l'autre
problème.
Pour ﬁnir, nous regarderons les diﬀérents temps de calculs en fonction du nombre de tâches
dans le système (à chaque fois avec un nombre d'hôte correspondant à environ 40% du nombre
de tâches). C'est ce que montre la ﬁgure 4.26. Nous pouvons y voir que comme précédemment,
les algorithmes gloutons allouent les tâches le plus rapidement (1000 tâches sur 400 hôtes en
moins d'un quart de seconde). L'algorithme de vector packing quant à lui prend beaucoup plus
de temps, mais reste toujours dans le domaine de l'acceptable.
4.5 Discussion, Conclusion, Ouverture
Les expériences précédentes ont bien montré une chose : il est important d'intégrer dans les
algorithmes de gestion de tâches des considérations, même simplistes, de consommation d'én-
ergie. Nous avons pu le voir, intégrer de telles considérations permet d'une part de réduire la
consommation, mais aussi d'autre part les coûts. Cependant, puisque les diﬀérents buts sont
antagonistes, souvent des économies en consommation d'énergies vont se répercuter sur la per-
formance des tâches. Il faut donc être prudent vis-à-vis des choix que l'on fait, puisque ceux-ci
vont directement conditionner la performance relative du système à l'arrivée.
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Figure 4.24  Expérience sur l'hétérogénéité et le refroidissement combinés : BoundedYield
4.5.1 Discussion sur les choix
Nous avons fait à ce propos de nombreux choix et hypothèses, induites ou non par les en-
seignements des expériences précédentes, certains ayant plus de conséquences que d'autres.
Non-utilisation du DVFS
Tout d'abord nous avons choisi de n'utiliser principalement que le levier de l'allumage et de
l'extinction des hôtes pour économiser de l'énergie. Ce n'est pas le seul, et d'autres travaux ont
montrés qu'il était possible de réduire la consommation du système par le biais par exemple
du DVFS [105]. Seulement, même si nos expériences ne le montrent pas directement, ce levier
peut souvent être en opposition à une consolidation eﬃcace, puisque vis-à-vis de notre modèle,
une allocation à une fréquence plus basse amène une capacité des hôtes plus petite, et par
conséquent des tâches qui vont avoir moins de place, et donc utiliser plus de machines. Il est
intéressant cependant de noter que le modèle est facilement extensible au DVFS, comme nous
pouvons le voir dans [88].
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Figure 4.25  Expérience sur l'hétérogénéité et le refroidissement combinés : BoundedPower
Choix de la métrique de performance
Ensuite, les diﬀérentes fonctions objectif ont aussi fait l'objet de choix. Par exemple la
métrique du yield minimum, qui est une métrique permettant de montrer à la fois la perfor-
mance et l'équité, est celle que nous avons choisi. Pourtant, nous aurions tout aussi bien pu
choisir d'optimiser le débit de tâches, en optimisant la somme des yields :
∑
i
∑
h
αih
αi
. Cepen-
dant, cette métrique était plus adaptée à des systèmes qui tentent de faire le plus de tâches
possibles sur une période donnée, et donc en contradiction avec certains objectifs, notamment
garder une solution équitable. De la même manière, nous avions considéré évaluer l'impact des
algorithmes sur le yield moyen.
Nous n'avons pas utilisé ces métriques pour des raisons évidentes d'équité. On imagine bien
que faire une allocation augmentant au maximum le débit des tâches va tendre à favoriser les
tâches courtes au détriment des longues. De même, faire une allocation optimisant le yield moyen,
peut amener à creuser un écart important entre la tâche la moins bien allouée et la mieux allouée.
On pourrait alors se demander si ces types d'allocations n'étaient pas à faire avec un SLA, une
valeur minimale en dessous de laquelle on ne doit pas allouer les tâches, mais cette valeur au
ﬁnal se compare facilement au minimum yield, qui lui est une métrique capturant eﬃcacement
à la fois la notion de performance et d'équité.
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Figure 4.26  Temps d'exécution des algorithmes
Choix du modèle de consommation d'énergie
Nous avons aussi fait des choix dans les autres fonctions objectif. Comme mentionné précédem-
ment en section 4.2.1, nous avons choisi un système réducteur de la consommation d'énergie des
hôtes, mais aussi des CRAC/CRAH. Cependant, seule la nature de la fonction, réduite à une
expression linéaire, impacte les résultats. Changer pour un modèle plus précis dans le sens où
nous ajoutons la nature polynomiale du calcul de la puissance et non juste en ajoutant une
composante constante ou linéaire représentant une partie supplémentaire de la machine, nous
enlève l'avantage de rester complètement dans une expression purement linéaire du problème,
et nous enlève ainsi la capacité d'eﬀectuer la résolution par solveur de programme linéaire et
par conséquent de faire des comparaison avec l'allocation optimale, ou la borne rationnelle sur
l'optimal. Il faut noter qu'il est possible d'aﬃner cet objectif en faisant par exemple du linéaire
par morceaux aﬁn d'être plus proche de la réalité. Nous avons cependant choisi de nous limiter
au modèle linéaire par souci de simplicité d'une part, et d'autre part car il nous a paru plus
important de nous concentrer sur d'autres problèmes comme le problème de la prise en compte
globale de l'infrastructure, ou comme nous le verrons plus tard la prise en compte du coût induit
par la migration lorsque nous passerons en dynamique.
Choix de la métrique de compromis
Le choix de la métrique de Z est peut être le plus épineux, dans la mesure où même si l'on
peut anticiper le comportement de la métrique en fonction du choix de celle-ci, il sera quand
même diﬃcile de juger des résultats. C'est ce qui est par exemple arrivé lorsque nous avons
déﬁni cette métrique, au niveau du calcul de Emax, la valeur utilisée pour normaliser la partie
exprimant l'énergie et qui exprime l'énergie maximale qui peut être consommée par un système.
La formulation Emax =
∑
h C
max n'est qu'une possibilité, nous aurions pu calculer une valeur
telle que Emax =
∑d2∑i(αi)e
h (C
max
h ), qui représenterait une borne supérieure sur le cas où on
allouerai 2 fois chaque tâches, après avoir trié les machines par Cmax décroissant, et ainsi éviter
certains cas d'allocations "naïves" dans lesquels la composante d'énergie disparait complètement.
Cependant, les problèmes vis-à-vis de cette partie de la métrique ne viennent de Emax que pour
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les allocations où par exemple nous avons 1 seule tâche dans un très grand nombre d'hôtes. Si
l'on prend l'exemple où nous avons 1 seule tâche à allouer parmis 100 hôtes avec Cmin = 50 et
Cmax = 100, avec l'expression de Emax =
∑
h C
max
h nous aurons donc E
max = 100×100 = 10000.
Pourtant, l'allocation la pire possible consommera une puissance d'un seul hôte, soit 100W. La
partie représentant l'énergie dans Z sera (1 − λ)(E/Emax) = (1 − λ)(100/10000), ce qui rend
diﬃcile le compromis puisque la partie concernant l'énergie est trop petite par rapport à celle de
la performance.
L'autre partie du problème vient surtout du fait de la normalisation des consommations
d'énergie vis-à-vis de la performance qui est comprise entre 0 et 1. La nature aﬃne de l'expression
de la consommation d'un hôte pose problème, puisque d'une manière générale, diviser par Emax
entrainera une valeur de la composante d'énergie d'un ordre moins important que la composante
performance. Ceci est directement relié avec le choix de la valeur de λ, et son impact. Nous avons
pu voir pour les expériences sur le problème MixedObjective que nous avions un impact fort
de λ, mais cet impact n'était pas forcément ce à quoi on pouvait s'attendre. Nous avons pu voir
que pour une grande partie de l'intervalle [0, 1] de λ, il n'y avait que peu ou pas d'eﬀets sur la
composante d'énergie de Z. Les économies d'énergies signiﬁcatives n'interviennent qu'à partir
de λ ∈ [0.7, 1]. Ce qui remet en question l'application directe de la métrique décrite dans 4.3 et
utilisée par EaResAlloc_Mixed, où nous avions utilisé une valeur de β = λ. C'est pour cette
raison que les résultats aux valeurs de λ = 0.5 sont aussi peu concluantes. Il serait donc plus
avisé de décrire un yield energy aware Y E de la forme de Z, aﬁn de pouvoir garder d'une part
la formulation linéaire de Z, mais aussi de pouvoir faire correspondre directement β et λ pour
s'approcher plus facilement des eﬀets recherchés sur l'allocation de tâches.
On peut donc se questionner sur l'utilité d'avoir un éventail de valeur pour λ entre 0 et 1.
Cependant, puisque le choix de la valeur de λ est problématique, il sera opportun, quel qu'en
soit l'intervalle, de laisser l'ajustement du λ à un algorithme, qui pourra par exemple ajuster
cette valeur en fonction des allocations eﬀectuées. Il ne sert donc à rien de se limiter à certaines
valeurs de λ et il sera plus intéressant de pouvoir choisir un éventail de valeur plus large.
4.5.2 Discussion sur les compromis
Cette partie d'expérimentation montre bien aussi, on ne le répètera jamais assez, l'utilité et
les dangers de faire des compromis d'un côté, pour gagner de l'autre. Nous voyons bien qu'il
est intéressant d'économiser de l'énergie, en sacriﬁant un peu de performances, alors qu'il sera
souvent risqué de pousser un peu plus la réduction de la consommation d'énergie, car cela pourra
amener des pertes bien trop importantes en performances, si cela n'est pas fait comme il faut.
C'est ce que nous avons pu voir dans l'expérience montrée en ﬁgures 4.18 et 4.17, où l'on voit bien
l'impact que peuvent avoir des tendances diﬀérentes des algorithmes à l'optimisation, puisque
certains algorithmes ont trop tendance à favoriser la réduction de la consommation d'énergie
au détriment de la performance, alors que d'autres algorithmes auront plutôt tendance à trop
favoriser la performance, au risque de ne pas trouver d'allocation valide.
Cependant, le compromis énergie/performance n'est pas le seul à entrer en compte. Lorsque
l'on ajoute des constraintes transversales comme l'hétérogénéité, nous avons pu observer des
comportements nécessitant de prendre en compte ces contraintes, aﬁn de pouvoir capitaliser
sur ceux-ci pour faire des économies d'énergie à moindre coût. Ce faisant, nous avons pu nous
rendre compte que l'hétérogénéité des hôtes n'avait pas un eﬀet allant dans le sens de l'eﬀet des
infrastructures de refroidissement, c'est-à-dire que dans certains cas, favoriser une allocation de
tâche sur l'hôte ayant la plus grande capacité de calcul et la meilleure eﬃcacité énergétique peut
être moins bonne que d'allouer cette tâche sur un hôte moins eﬃcace qui permettra d'éteindre
un équipement de refroidissement.
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Puisque l'hétérogénéité n'a pas le même eﬀet sur l'allocation des tâches que l'infrastructure
de refroidissement, il apparait que dans certains cas, ces deux eﬀets seront antagonistes. Ainsi, il
sera plus eﬃcace de se concentrer sur une des deux contraintes, souvent celle qui amènera le plus
d'économies d'énergie. Cependant, certaines typologies d'instances, comme par exemple celles
qui sont surchargées, nécessiterons un traitement particulier, car il faudra pour celles-ci ne pas
se concentrer sur l'extinction d'un CRAC/CRAH, puisqu'il sera souvent impossible de respecter
la borne sur la performance tout en éteignant un CRAC entier.
Cela montre encore une fois la diﬃculté de trouver un compromis, lorsque l'on ajoute des con-
traintes supplémentaires, celles-ci sont interdépendantes, et amènent à des situations diﬀérentes.
Cependant, comme nous l'avons montré, avec des algorithmes simples, il sera intéressant d'utiliser
une batterie d'algorithmes simples, à utiliser dans diﬀérents cas, pour arriver à des allocations
performantes.
4.5.3 Conclusion
Dans ce chapitre, nous avons déﬁni le problème de l'allocation de services eﬃcace en én-
ergie dans un cadre statique. Pour cela, nous avons utilisé une modélisation par un ensemble de
contraintes linéaires, ce qui nous a permis d'avoir un modèle facilement extensible d'une part
à l'hétérogénéité qu'il existe à l'intérieur d'un cluster, et entre les clusters, et d'autre part la
gestion des infrastructures de refroidissement. À partir de ce modèle, nous avons séparé le prob-
lème de l'allocation en trois problèmes distincts, le problème borné en performance, où l'on tente
de minimiser la consommation d'énergie en respectant une performance minimum sur les ser-
vice. Ensuite le problème borné en consommation d'énergie, où ici le but était de maximiser la
performance, sous contrainte de consommation de puissance. Enﬁn, le problème du compromis,
qui intervient lorsque l'on n'a ni contrainte en puissance, ni en performance, et où l'on tente de
maximiser la performance en réduisant la consommation d'énergie.
Nous avons ensuite déﬁni diﬀérents algorithmes pour répondre aux diﬀérents problèmes et
prendre en compte certains aspects du problème. Nous avons montré que prendre en compte
l'énergie permettait des économies d'énergie signiﬁcatives sous contrainte de performance. Nous
avons par la suite étudié l'eﬀet que pouvait avoir l'hétérogénéité sur ces diﬀérentes métriques,
ainsi que les CRAC/CRAH sur la consommation d'énergie. Il en ressort que prendre ces aspects
en compte nous permet de mieux appréhender le système étudié, et d'eﬀectuer des allocations
plus précises. Certains problèmes discutés précédemment sont cependant soulevés, comme l'an-
tagonisme qu'il peut exister entre la prise en compte du refroidissement et la prise en compte de
l'hétérogénéité. Il apparait notamment que selon le système étudié, et surtout la part de consom-
mation de puissance que prend un CRAC/CRAH par rapport à la consommation des hôtes, il
faudra favoriser soit l'allocation sur les machines eﬃcaces, soit l'allocation permettant d'éteindre
un équipement de refroidissement.
Nous avons pu tirer un certain nombre d'enseignements des diﬀérentes expériences que nous
avons conduit, concernant les diﬀérents choix qu'il est possible de faire lors de l'allocation de
tâches. Premièrement, nous avons vu que l'ordre d'allocation des machines virtuelles ainsi que
l'ordre des hôtes sur lesquels nous allouons était important. En eﬀet, les expériences montrent
qu'il est plus intéressant d'allouer les tâches avec les plus gros besoins en premier, aﬁn d'aug-
menter le taux de succès des algorithmes. De plus, en fonction des caractéristiques des hôtes, il
est plus intéressant d'allouer sur les machines ayant le plus petit Cmaxh en premier, tout simple-
ment car cela permettra de choisir a priori les hôtes les plus eﬃcaces énergétiquement parlant en
premier. Cependant, dans les expériences que nous avons faites précédemment, nous avons pu
constater qu'allouer en fonction du surtoût induit par l'exécution des tâches peut être intéres-
sant aussi. Cela dit, il dépendra surtout du rapport entre Cmaxh et C
max
h −Cminh , ce qui déﬁnira
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l'importance relative des paramètres, et permettra un choix entre les deux.
De plus, concernant l'hétérogénéité et le refroidissement, s'il est important de prendre les deux
en compte, il faudra prendre aussi en compte la propension du système à être capable d'éteindre
des équipements de refroidissement. Si le cluster ne possède que peu de ceux-ci par exemple, il ne
sera pas judicieux de tenter de les éteindre, puisque cela n'arrivera que peu souvent. Par contre,
si le cluster est large, il faudra prendre en compte le refroidissement en priorité aﬁn d'économiser
de l'énergie. Cela étant dit, il sera donc bon de prendre en compte la ﬁnalité des actions sur le
refroidissement, à savoir si l'on réussit à éteindre ou non un CRAH, aﬁn de pouvoir par exemple
refaire une allocation sur seulement les hôtes liés au CRAH que l'on laissera allumés.
En pratique, au niveau du data center lui même, il pourra être intéressant de prendre en
compte ces diﬀérents eﬀets pour construire son data center. Avoir un large data center composé
de plusieurs clusters modulaires autosuﬃsants sera une bonne étape dans ce sens par exemple.
Cela nécessitera aussi de déﬁnir et de fournir les infrastructures nécessaires aux algorithmes de
placement pour pouvoir avoir des résultats encore meilleurs.
Il ressort enﬁn des expériences par simulations que nous avons eﬀectué, qu'une bonne prise
en compte des diﬀérents aspects dans les deux problèmes mono objectif (BoundedYield et
BoundedPower) permet à nos algorithmes d'avoir des bons résultats, comparé à des algo-
rithmes gloutons tels que FirstFit. Pour le problème MixedObjective par contre, le prob-
lème est comme mentionné précédemment plus épineux, et les résultats sont souvent trop mitigés
pour pouvoir en tirer des conclusions. Cependant, ces travaux ouvrent diﬀérentes perspectives
de recherche dans diﬀérentes directions.
4.5.4 Ouverture
Il est encore possible, et nécessaire, d'augmenter le modèle pour être au plus près du com-
portement des infrastructures réelles. Beaucoup de chemin reste à faire, tant au niveau des hôtes,
de l'infrastructure, qu'au niveau des tâches. En eﬀet, même si nous laissons de côté le fait que
nous présupposons avoir connaissance à priori des demandes de tâches, sous la forme par exemple
de SLA, il reste évident que ces tâches peuvent avoir des contraintes supplémentaires.
Par exemple, nous avons montré qu'il était plus intéressant de faire une allocation globale,
plutôt que de faire une allocation par cluster. Cela posera un problème si nous prenons en compte
l'allocation de tâches interdépendantes. Dans le cas où deux tâches ont besoin l'une de l'autre
pour fonctionner, nous serons souvent devant le problème d'une forte réduction de la performance
si celles-ci ne sont pas sur le même cluster. Il faudra donc allouer les tâches en tant que groupes
pour palier à ce problème, ce qui peut être géré par l'algorithme d'allocation.
L'algorithme d'allocation en tant que tel est aussi améliorable dans le sens où, comme nous
avons pu le voir, la trop forte consolidation de EaResAlloc_BoundPower peut porter préju-
dice dans certains cas, puisqu'elle pourra amener à ne pas être capable de respecter la borne, et
ainsi amener à des performances laissant à désirer, autant au niveau des performances lorsque
l'on va trop consolider au détriment des performances, qu'au niveau de la ﬁabilité de l'algorithme,
lorsque l'on échouera trop souvent.
D'une manière générale, il sera intéressant d'augmenter d'une part les contraintes, et d'autre
par la gestion de ces contraintes par les algorithmes. Dans tous les cas, l'allocation de tâches
statique est considérée comme initiale, et peut être considérée comme périodique, mais cette
allocation sera à faire dans un environnement virtualisé, reposant notamment sur la migration
possible des tâches. Cette migration est problématique, puisque même en posant des améliora-
tions à l'infrastructure comme une gestion centralisée des images des machines virtuelles, le temps
de la migration sera d'importance maximale. En eﬀet pour être capable d'allouer et surtout de
réallouer les tâches avec une période suﬃsamment courte pour pouvoir réagir aux diﬀérentes
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variations du système, il faudra bien prendre en compte le surcoût de la migration. C'est à
cet endroit que nous voyons les limites de l'approche statique, et que nous devons passer à la
réallocation dynamique pour pouvoir mieux gérer un système.
Il serait aussi bon de rajouter des types de ressources que vont consommer les tâches dans
les expérimentations que nous avons fait. Nous avons fait le choix de n'utiliser seulement une
ressource ﬂuide, le CPU, et une ressource rigide, la RAM. Pourtant, comme mentionné précédem-
ment, le modèle est généralisable à un ensemble de ressource rigides et ressources ﬂuides. Il
conviendrait ainsi d'expérimenter en rajoutant deux ressources communément utilisées dans la
déﬁnition des tâches, la consommation en disque dur en tant que ressource rigide, et la consom-
mation en bande passante en tant que ressource ﬂuide. Nous pourrions ainsi voir si les résultats
sont les mêmes d'une part, mais aussi si des adaptations du modèle doivent être faites aﬁn
d'améliorer la performance globale des allocations.
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Chapitre 5
De l'Allocation Statique Vers la
Réallocation
Nous avons vu dans le chapitre précédent comment allouer de manière eﬃcace des tâches
sur des machines aﬁn de réduire la consommation d'énergie et d'optimiser la performance. Nous
avons aussi soulevé le problème que cette allocation est statique, et par conséquent adaptée
aux charges peu variables au cours du temps. Seulement dans le monde du cloud computing,
il est souvent intéressant d'être capable de réagir à la demande à un instant donné. Pour ce
faire, il faudra utiliser la migration (live, c'est-à-dire sans interruption de service) fournie par
l'infrastructure de virtualisation.
Seulement, comme nous allons le voir, cette migration n'est pas sans poser des problèmes
qu'il va falloir résoudre pour pouvoir utiliser ce type d'approche.
5.1 Passer du statique au dynamique
La dynamicité en général pose la question de la gestion du temps dans le modèle. Si l'on prend
un exemple simple d'une machine qui doit s'allumer et s'éteindre, lorsque l'on est en statique
avec des temps suﬃsamment grands, on peut se permettre de négliger le temps d'allumage. Cela
devient de moins en moins le cas lorsque l'on réduit l'intervalle de temps entre deux allocations.
5.1.1 Pourquoi ?
Aﬁn de mieux comprendre les raisons derrière l'importance non seulement de prendre en
compte la dynamicité du système, mais aussi de la modéliser de façon cohérente, reprenons l'ex-
emple d'une machine qui doit s'allumer et s'éteindre. Lorsque nous étions en allocation statique,
le temps entre les diﬀérentes allocations était suﬃsamment grand pour pouvoir négliger le temps
d'allumage et d'extinction des hôtes. Si l'on doit allouer et réallouer dynamiquement les tâches,
il faut prendre en compte ce temps d'allumage et d'extinction, car pendant ceux-ci, les machines
seront inutilisables, mais consommeront des ressources. Cette consommation de ressource est
inévitable lorsque l'on éteint des machines que l'on va devoir plus tard rallumer quand la charge
aura changé.
En plus d'être inutilisables pendant un certain laps de temps, il faudra changer la façon dont
on approche la gestion des machines, puisque éteindre et rallumer trop souvent un hôte induira
un surcoût de consommation que nous pourrions éviter. Il ne faut donc plus se limiter à éteindre
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les hôtes lorsque ceux-ci sont inutilisés, mais en garder certains allumés même lorsqu'ils sont peu
chargés aﬁn de pouvoir amortir un changement dans les demandes des tâches.
Le problème n'est pas seulement au niveau de l'allumage et de l'extinction des hôtes, mais il
est aussi, et surtout, au niveau de la migration induite par la réallocation. On pourrait penser qu'il
suﬃt d'eﬀectuer des allocations successives lorsque les demandes des tâches du système dévient
suﬃsamment des demandes utilisées lors de l'allocation précédente. Seulement la migration d'une
machine virtuelle depuis une machine physique vers une autre prend non seulement du temps,
mais consomme aussi des ressources, à la fois sur la machine source que sur la machine destination,
mais aussi sur l'infrastructure réseau. Rappelons-le, la migration des machines virtuelles telle que
déﬁnie dans Xen[18] ou KVM[65] par exemple fonctionne en transferant la mémoire depuis la
machine physique source vers la machine physique destination. Pendant le transfert, la machine
virtuelle source fonctionne toujours, ce qui amène à avoir une partie de la mémoire qui a changé
pendant le transfert. Un nouveau transfert de ce qui a été changé est fait, et l'on répète ces deux
opérations un certain nombre de fois ou jusqu'à avoir un noyau suﬃsamment réduit de mémoire
restante. À ce moment, la machine virtuelle source est stoppée, la mémoire restante transférée,
et la machine virtuelle destination démarre.
On peut déduire de ce fonctionnement que la migration de machine virtuelle met une pression
importante sur l'infrastructure réseau. Ainsi, si l'on prenait la solution consistant à faire des
allocations successives complètes, on aurait souvent un grand nombre de migrations, ce qui
induit un goulot d'étranglement au niveau de l'infrastructure réseau, et qui va ralentir fortement
la complétion de l'allocation, à tel point qu'il peut arriver des situations où l'allocation se termine
dans un système où les besoins des tâches ont changé entre le début et la ﬁn de la migration,
nécessitant ainsi une nouvelle allocation.
Pour prendre en compte la dynamicité du système, nous devons donc prendre en compte le
fait que la migration consomme des ressources, et surtout plutôt que des allocations successives de
toutes les tâches, il faudra faire des allocations successives en prenant en compte l'état courant du
système. Plutôt que d'allouer des tâches, il faudra les réallouer, c'est-à-dire migrer une machine
virtuelle d'une source vers une destination.
Si nous prenons enﬁn le point de vue énergétique de la migration, la migration d'une machine
virtuelle va consommer de l'énergie sur le réseau, ce qui peut-être considéré comme un surcoût
constant fonction de la taille de la machine virtuelle, mais aussi des ressources sur à la fois la
machine source et la machine destination. En eﬀet, le transfert de données consomme à la fois
des ressources CPU et réseau sur les machines physiques, mais aussi des ressources CPU pour
initialiser la machine virtuelle destination et pour arrêter la machine virtuelle source.
Au vu de ces diﬀérents problèmes apportés par la migration et par la dynamicité en général,
il faut étendre le modèle présenté dans les chapitres précédents, pour y intégrer les eﬀets décrits
ci-dessus.
À l'instar du modèle statique, le passage à la dynamicité va demander une gestion un peu
diﬀérente de la qualité de service. Si dans le chapitre 4, nous étions concentrés sur l'augmen-
tation de la performance globale des tâches pour l'allocation initiale, nous allons devoir ici, du
fait de la variabilité des tâches et de la dynamicité du système, prendre en compte non plus une
maximisation de performance pour les tâches, mais une minimisation du gaspillage de ressources,
c'est-à-dire que nous voudrons eﬀectuer des allocations au plus près de ce que la tâche consomme
réellement. Il faudra donc eﬀectuer des allocations permettant de toujours satisfaire les tâches,
quelque soit les ressources qu'elles consomment. Nous utiliserons donc des Service Level Agree-
ments (SLA) pour déterminer si une tâche est satisfaite ou non, et nous allouerons les tâches en
fonction de ces SLA.
Le parallèle entre SLA et borne sur le yield a été fait dans la partie précédente, et il convient
de le répéter ici. Si nous considérons que les besoins en ressource d'une tâche forment ce qui a été
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accepté pour accord entre le client et le fournisseur de service, une allocation en dessous de cette
borne constitue une violation de SLA. Dans la partie précédente, nous considérions qu'une telle
violation impliquait forcément un rejet de l'allocation dans le cas du problème BoundedYield,
c'est-à-dire que si nous ne pouvions trouver une allocation nous permettant d'avoir au minimum
x% de satisfaction pour chacune des tâches, l'algorithme utilisé pour l'allocation n'avait pas
trouvé une solution satisfaisante. Ici, puisque nous avons plusieurs allocations et réallocations
successives, nous allons pouvoir changer cette valeur x, même si celle-ci n'a pas trouvé de solu-
tion. Ce qui veut dire que si nous ne trouvons pas de solution satisfaisante, nous considérerons
l'allocation résultante comme non satisfaisante et appliquerons les pénalités correspondantes, et
nous passerons tout de même à l'allocation suivante. Une description de la déﬁnition des SLA est
donné plus tard en partie 5.3.1, ainsi qu'une explication plus détaillée des diﬀérences du modèle
de SLA en statique et dynamique en partie 5.1.2.
5.1.2 Extension du modèle
La première chose pour introduire de la dynamique dans le système est d'introduire une
notion de temps. Nous possédons une infrastructure de cloud qui doit être gérée par une entité
centralisée appelée gestionnaire autonome (ou autonomic manager). Ce gestionnaire autonome
va réagir aux diﬀérents états du système en eﬀectuant un certain nombre d'actions. Pour ceci,
nous déﬁnissons le gestionnaire autonome comme suivant la très répandue boucle autonome de
contrôle appelée MAPE-K, montrée en ﬁgure 5.1. LeM veut direMonitoring, pour la surveillance
des diﬀérentes métriques pertinentes de notre infrastructure. Le A veut dire Analyze puisqu'on
va analyser les données du monitoring, alors que le P veut dire Plan, pour planiﬁer les actions
proactives à eﬀectuer sur le système. Le E est pour Execute, qui représente l'exécution des
actions déﬁnies. Enﬁn, le tout s'axe autour du K, pour Knoweledge, qui représente la base de
connaissance alimentée par le monitoring et l'exécution, sur laquelle s'appuie l'analyse.
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Figure 5.1  Boucle autonomique MAPE-K
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Ce fonctionnement en boucle autonome nous permet non pas de déﬁnir du temps à propre-
ment parler, mais des intervalles de temps, certes arbitraires, pendant lesquels on eﬀectuera une
révolution complète de cette boucle. Le temps ne sera donc pas déﬁni en secondes, ou minutes,
mais en intervalle de temps, ou timesteps, pour nous permettre de déﬁnir un comportement sur
un intervalle de temps, sans avoir de déﬁnition précise du comportement réelle de l'infrastruc-
ture. En eﬀet, il est diﬃcile de prédire à l'avance le temps de migration d'une machine virtuelle,
comme il est diﬃcile de prédire le temps de démarrage ou d'extinction d'un serveur. Cependant,
déﬁnir des intervalles de temps nous permet d'avoir une valeur que l'on peut régler, mais aussi de
partir sur une borne supérieure dans les temps, si nous déﬁnissons la migration comme prenant
le même temps que l'extinction d'un hôte.
Nous devons donc déﬁnir trois choses : le comportement de la migration, de l'allumage d'un
hôte, et de son extinction.
Commençons par l'allumage et l'extinction d'un hôte. Ces actions prennent du temps d'une
part comme nous l'avons vu précédemment, mais consomment aussi des ressources machines
d'autre part. Nous déﬁnissons donc l'allumage et l'extinction comme prenant respectivement
startup_time et shutdown_time (les deux valeurs déﬁnies à 1 pour le moment), et consommant
la totalité des ressources de la machine pendant ce temps. C'est ce que montre les ﬁgures 5.2
et 5.3. La ﬁgure 5.2 nous montre le modèle pour l'allumage d'un hôte. Lorsque l'on prend la
décision d'allumer une machine, entre le timestep t et t+1, la machine ainsi choisie sera allumée
et consommera de l'énergie comme si elle était chargée à 100%, mais ne sera pas utilisable pour
allouer des tâches. Elle sera ﬁnalement utilisable pour l'allocation seulement à partir de t+2 (si
la durée de migration est déﬁnie à 1 timestep). De la même manière, la ﬁgure 5.3 nous montre
le modèle pour l'extinction d'une machine. Comme pour l'allumage, une fois la décision prise, la
machine sera inutilisable et chargée à 100%, et sera seulement utilisable au timestep t+2.
t t+1 t+2 
PM1 PM1 
Decision:  
Power on PM1! 
not available for VMs, 
but consuming full energy 
level (Emax). Possibility to 
allocate VMs to this PM 
already. 
Fully operational. 
VM	  1	  
Figure 5.2  Modèle d'allumage d'une machine physique
Au vu de notre modèle de consommation de puissance, cela veut dire qu'un hôte qui s'allume
ou qui s'éteint consommera 100% de la puissance CPU. Pendant ce temps, la machine est inu-
tilisable, c'est-à-dire que l'on ne peut pas y aﬀecter de tâches. Cela veut aussi dire qu'il y a de
l'inertie dans l'allumage ou l'extinction des hôtes, dans le sens où si l'on décide d'éteindre une
machine à tort, et que l'on veut la rallumer, il faudra un timestep pour qu'elle s'éteigne, et un
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t t+1 t+2 
PM1 PM1 
Decision:   
Power off PM1! 
Precondition:  No VMs 
are executing on PM1 
not available for 
VMs, 
but consuming full 
energy level (Emax) 
PM1 powered off 
Figure 5.3  Modèle d'extinction d'une machine physique
timestep pour qu'elle se rallume, et nous ne pourrons donc l'utiliser qu'à partir de 2 timesteps
plus tard. De plus, pendant ces deux timesteps, la machine aura été allumée au maximum de sa
charge, et donc aura consommé le maximum d'énergie possible.
Nous devons à présent choisir le modèle de migration, ou plus précisément le modèle de coût de
la migration dans notre cloud. Comme mentionné précédemment, la migration est problématique
car elle consomme des ressources à la fois sur l'hôte source et destination, mais aussi prend du
temps. Or, du fait de son fonctionnement, surtout pour les migrations de type pré copie, le temps
de migration ainsi que le volume transferré et donc une partie des ressources consommées seront
déterminé par un ensemble de caractéristiques inhérentes à la machine virtuelle et à l'application
s'exécutant à l'intérieur.
Un certain nombre de travaux ont été eﬀectués pour tenter de modéliser la migration de ma-
chines virtuelles. C'est le cas par exemple de Breitgand et al. dans [26], où les auteurs déﬁnissent
un modèle de migration pour les migrations qui utilisent une partie de la bande passante allouée
aux machines virtuelles. Ce modèle dépend donc d'une variable qui est la partie de bande pas-
sante appartenant au service, et implique par conséquent une interdépendance entre les variables
à optimiser pour la performance, comme la bande passante, et la performance perdue pendant
la migration.
D'autres travaux ont modélisé la performance de la migration de machines virtuelles comme
dépendant de la taille de la machine virtuelle, le taux d'invalidation des pages mémoires, et la
bande passante du lien réseau de la machine physique [76, 9]. Les auteurs dans [76] déﬁnissent
ensuite la consommation énergétique issue de la migration d'une machine virtuelle. Cependant,
bien que ces modèles soient relativement précis pour déﬁnir le coût d'une migration, il apparaît
qu'il soit diﬃcile de connaitre ces paramètres. En eﬀet, le taux d'invalidation des pages dépendra
fortement du type d'application s'exécutant à l'intérieur de la machine virtuelle, et un système
comme celui auquel nous nous intéressons, qui n'a pas de connaissance à priori des applications,
ne pourra pas prédire avec certitude ce paramètre, et donc l'eﬀet de la migration. De plus, ces
modèles sont ﬁables pour peu de migrations concurrentes, car un grand nombrede migrations
concurrentes aura pour eﬀet de déclencher la ﬁn de la migration, l'étape stop-and-copy, et bornera
donc la migration.
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D'autres travaux tels que [30], utilisent une approche stochastique pour modéliser la migra-
tion, dans le cadre notamment d'applications temps réelle douce.
Dans la majorité des travaux cependant, notamment ceux portant sur les économies d'énergie
dans les clouds, une approche simpliﬁée est utilisée, en prenant en compte la migration comme
un coût. C'est le cas par exemple dans [31], où les auteurs utilisent le coût en transfer réseau de
la machine virtuelle, modélisé en tant que taille de celle-ci, pour donner un poids à la migration.
Dans [38] par contre, les auteurs utilisent plutôt le nombre de migrations pour tenter d'en limiter
le nombre. Dans [87] enﬁn, les auteurs donnent un coût énergétique aux migrations, pour ensuite
tenter de limiter l'énergie sous contrainte de performance.
Nous pouvons ainsi le voir, la migration peut être prise en compte de maintes manières,
et il apparait cohérent de la prendre en compte. Par contre, il est diﬃcile de modéliser avec
précision la migration dans un système où l'on ne connait pas avec exactitude les applications.
C'est pourquoi nous avons choisi un modèle de migration pessimiste basé sur un temps arbitraire
certe, mais souvent supérieur à la réalité.
Prenons maintenant le modèle choisi pour déﬁnir la migration. Celui-ci doit se conformer à
deux contraintes : les tâches qui migrent doivent consommer des ressources à la fois sur la machine
physique source et destination, et la migration doit prendre du temps. Ainsi, nous déﬁnirons une
tâche qui migre comme montré par la ﬁgure 5.4. Lorsqu'une tâche migre, elle consommera le
même montant de ressource sur l'hôte source et destination, le montant de ressource alloué par
l'algorithme d'allocation/réallocation, et ce pendant migration_time timesteps (déﬁni à 1 pour
commencer). De la même manière que pour l'allumage et l'extinction des hôtes, il y aura une
certaine inertie et surconsommation liée à la migration, il faudra donc faire attention à ne pas
faire de migration non nécessaire.
t t+1 
VM	  1	   VM	  1	  
PM1 PM1 PM2 PM2 
VM	  1	   VM	  1	  
PM1 PM2 
Decision:  
Migrate VM1 from 
PM1 to PM2! 
Figure 5.4  Modèle de la migration d'une machine virtuelle
Pour résumer les actions possibles, prenons comme représenté dans la ﬁgure 5.5 un cloud
composé de 2 machines physiques (H1, H2) et 2 machines virtuelles(VM1, VM2). À l'intervalle
t les deux machines virtuelles sont allouées sur H1, alors que H2 est éteint. Àu passage de
l'intervalle t à t + 1 les besoins ont augmenté et nécessitent l'allumage d'un deuxième hôte, H2
qui est en allumage. Àu début de l'intervalle t+2, H2 a ﬁni de s'allumer et est utilisable, on peut
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donc commencer la migration de VM1 depuis H1 vers H2. On remarquera la consommation de
ressources identique sur les deux hôtes. À l'intervalle t+ 3 la migration a ﬁni et chaque VM est
sur un hôte diﬀérent. À l'intervalle t+4 les besoins de la tâche VM1 ont diminué et nous voulons
économiser de l'énergie, nous faisons donc migrer la tâche VM1 depuis H2 vers H1. À l'intervalle
t + 5 enﬁn, la migration est ﬁnie et nous commençons à éteindre l'hôte H2, qui aura ﬁni de
s'éteindre à la ﬁn de t+5. On notera ici que la prise des décisions d'allumage/extinction/migration
se fait à la limite entre deux timesteps. Cela veut dire que la décision se fera sur les mesures
prises à la ﬁn du timestep qui vient de ﬁnir, et sur la conaissance de l'état du système au timestep
suivant, c'est-à-dire quelles migrations sont ﬁnies, et quels hôtes sont disponibles.
t	   t+1	  
PM1	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  oﬀ	  
	  	  	  	  	  PM2	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t+2	  
PM2	  
	  
PM1	  
t+3	  
PM2	  
	  
PM1	   PM1	   PM2	  
	  
PM1	   	  	  	  	  	  PM2	  
Powering	  oﬀ	  
t+4	   t+5	  
VM 2 
VM 1 
C
P
U 
M
E
M 
C
P
U 
M
E
M 
migration_time = 1 
startup_time = 1 
shutdown_time = 1 
Figure 5.5  Conﬁguration possible d'un cloud sur 6 timesteps
5.2 Nouvel ensemble de contraintes
Maintenant que nous avons déﬁni les diﬀérents aspects nécessaires à déﬁnir la réallocation dy-
namique dans le cloud, il faut à présent intégrer ces diﬀérents concepts dans le modèle d'ensemble
de contraintes. Pour ce faire, nous déﬁnissons un ensemble de quatre variables binaires représen-
tant l'allumage, l'extinction des hôtes, et la migration depuis et vers un hôte. Ces variables sont
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déﬁnies binaires et non rationnelles car nous ne pouvons pas avoir un hôte à moitié en train
de s'allumer ou de s'éteindre, de la même manière qu'une tâche ne peut être en partie en train
de migrer. Rappelons que nous ne considérerons pas ici ni l'hétérogénéité des machines, ni les
infrastructures de refroidissement, aﬁn d'être capable de mieux observer les eﬀets du temps pris
par les migrations et les actions sur les machines.
t ∈ T : l'intervalle ou timestep t .
poweroff th : l'hôte h est en train de s'éteindre au timestep t.
poweronth : l'hôte h est en train de s'allumer au timestep t.
migratefromtjh : la tâche j migre depuis l'hôte h au timestep t
migratetotjh : la tâche j migre vers l'hôte h au timestep t
pth : l'hôte h est allumé à l'instant t
etjh : la tâche j est exécutée sur l'hôte h au timestep t
αtjh : fraction de CPU alloué à la tâche j sur l'hôte h au timestep t
Les variables αtjh, e
t
jh et p
t
h sont des extensions des variables αjh, ejh et ph déﬁnies en 4.2.1.
∀t∀h pth ≥ poweroff th (5.1)
La contrainte 5.1 déﬁnit le fait que si un hôte est éteint, alors il n'est pas en train de s'éteindre.
∀t∀h pth ≥ poweronth (5.2)
La contrainte 5.2 déﬁnit de la même manière que précédemment que si un hôte est éteint, alors
il n'est pas en train de s'allumer.
∀t∀h pth − poweroff th ≤
∑
j
etjh (5.3)
La contrainte 5.3 déﬁnit que si aucune tâche n'est sur l'hôte h alors soit celui-ci est allumé et en
train de s'éteindre, soit celui-ci est déjà éteint.
∀t∀h poweroff th + poweronth ≤ 1 (5.4)
La contrainte 5.4 décrit le fait qu'un hôte ne peut pas être à la fois en train de s'éteindre et de
s'allumer.
∀t∀j∀h 1− etjh ≥ poweroff th (5.5)
La contrainte 5.5 déﬁnit que si au moins une tâche est en train de s'exécuter sur un hôte, alors
celui-ci n'est pas en train de s'éteindre.
∀t∀j∀h 1− etjh ≥ poweronth (5.6)
De la même manière que pour la contrainte 5.5, la contrainte 5.6 déﬁnit qu'une tâche qui s'exécute
sur un hôte implique que celui-ci n'est pas en train de s'allumer.
∀t∀h pth ≤ 1− poweront+1h (5.7)
La contrainte 5.7 déﬁnit que si un hôte était allumé à l'instant t, alors il ne peut pas être en
train de s'allumer à l'instant t+ 1.
∀t∀h pt+1h − poweront+1h ≤ pth (5.8)
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La contrainte 5.8 décrit que si un hôte était éteint à l'instant t, et qu'il s'allume à t+ 1, h sera
en train de s'allumer (et par conséquent allumé) à t+ 1.
∀t∀j
∑
h
migrefromtjh ≤ 1 (5.9)
∀t∀j
∑
h
migretotjh ≤ 1 (5.10)
Les contraintes 5.9 et 5.10 déﬁnissent qu'une tâche migre depuis et vers au plus un hôte.
∀t
∑
j
∑
h
migrefromtjh =
∑
j
∑
h
migretotjh (5.11)
La contrainte 5.11 décrit qu'il y a autant de migration source que de migration destination.
Notons que cette contrainte est induite par les contraintes précédentes, et est donc juste présente
pour la lisibilité du modèle.
∀t∀j
∑
h
etjh = 1 +
∑
h
migrefromtjh (5.12)
∀t∀j
∑
h
etjh = 1 +
∑
h
migretotjh (5.13)
Les contraintes 5.12 et 5.13 déﬁnissent qu'une tâche est sur 1 seul hôte si elle ne migre pas, et
sur 2 si elle est en train de migrer. Notons ici que cette contrainte remplace la contrainte 4.7 qui
déﬁnissait précédemment qu'une tâche était sur un seul hôte.
∀t∀j∀h etjh −migrefromtjh = et+1jh −migretot+1jh (5.14)
La contrainte 5.14 déﬁnit plusieurs choses. Tout d'abord le fait que si une tâche est sur h à
l'instant t, et qu'elle migre depuis h, alors elle n'est plus sur h au timestep t+1. Elle déﬁnit aussi
que si une tâche est sur h à l'instant t et qu'elle ne migre pas, alors elle est toujours sur h au
timestep t+1. Ensuite la contrainte déﬁnit que si une tâche n'est pas sur un hôte h à l'instant t
et qu'elle était en train de migrer vers h, alors celle-ci est sur h à l'instant t+1. Cette contrainte
nous empêche d'avoir à la fois migrefromtjh = 1 et e
t
jh = 0, de même que migreto
t
jh = 1 et
etjh = 0, c'est-à-dire migrer une tâche depuis ou vers un hôte sur lequel elle n'est pas. Enﬁn, cette
contrainte empêche la migration d'une tâche depuis un hôte vers ce même hôte. Bien que cette
contrainte ne soit pas nécessaire, elle est un eﬀet collatéral et n'est pas gênante dans la mesure
où il n'y a à priori pas de cas où il sera opportun d'eﬀectuer une migration depuis un hôte vers
lui même.
∀t∀h∀h 6= h′ αtjh + (1−migratefromtjh) ≥ αtjh′ − (1−migratetotjh′) (5.15)
∀t∀h∀h 6= h′ αtjh + (1−migratetotjh) ≥ αtjh′ − (1−migratefromtjh′) (5.16)
Les contraintes 5.15 et 5.16 déﬁnissent respectivement que αtjh ≥ αtjh′ si la tâche j migre depuis
l'hôte h vers l'hôte h′, et que αtjh ≥ αtjh′ si la tâche j migre vers l'hôte h depuis l'hôte h′.
Cela équivaut au ﬁnal à avoir αtjh = α
t
jh′ lorsque l'on a une migration de la tâche j. Autrement
dit, le modèle implique que si on a des hôtes homogènes, alors nous voulons avoir la même
consommation de ressource à la fois sur l'hôte source et destination.
Il est important de noter que le modèle de consommation des ressources par les tâches qui
migrent, déﬁni par les contraintes 5.15 et 5.16, contraint les deux parties d'une tâche qui migre
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à consommer le même montant de ressources, comme nous l'avons déﬁni dans notre modèle.
Cependant, si il s'avère que ce modèle n'est que peu proche de la réalité, nous pouvons modiﬁer
les contraintes de manière à avoir αsource = ηαdestination.
Aﬁn de déﬁnir le fait qu'un hôte qui s'allume ou qui s'éteint consomme des ressources, il faut
modiﬁer la consommation d'un hôte à un timestep t comme suit avec l'équation 5.17 :
∀h∀t Eth = Cminh pth + (Cmaxh − Cminh )
∑
j
αjh
+poweroff th × (Cmaxh − Cminh )
+poweronth × (Cmaxh − Cminh )
(5.17)
Logiquement, la consommation instantanée du système au timestep t sera :
∀t Et =
∑
h
Eth (5.18)
Enﬁn, la consommation d'énergie du système sur la durée sera la somme des consommations aux
instant t.
Le yield minimum ne fait aussi plus sens tel que déﬁnit précédemment, il faut donc le modiﬁer.
L'équation 5.19 déﬁnit le yield minimum à l'instant t comme précédemment pour une tâche qui
ne migre pas, et comme la moyenne des yields de la tâche sur l'hôte source et destination si elle
migre.
∀j∀t
∑
h
αtjh
rjk × (1 +migrefromtjh +migretotjh)
≥ Y t (5.19)
Si on veut limiter par exemple le nombre de migrations qu'il peut y avoir à un instant t,
on peut le contraindre simplement en rajoutant une contrainte telle que la contrainte 5.20, qui
déﬁnit le nombre maximum de migration à ne pas dépasser à chaque instant t.
∀t
∑
j
∑
h
migrefromtjh ≤MAX_MIGRATIONS (5.20)
Il faut enﬁn ajouter la notion de violation de SLA telle que déﬁnie précédemment, c'est-à-dire
que lorsqu'une tâche ne se voit pas allouer suﬃsamment de ressources par rapport à ce qu'elle
utilise, elle sera considérée en violation de SLA. Il est important de noter que la violation de
SLA déﬁnie ainsi est moins continue que le yield. Si le yield dénote un taux de satisfaction, par
exemple lorsque l'on alloue 50% ou 60% de ce qu'une tâche avait demandé, la violation de SLA
est quand à elle plus binaire, soit il y a violation, soit il n'y a pas violation. Ainsi, par la suite,
puisque nous tenterons de minimiser le nombre de violations de SLA, nous pouvons rajouter une
telle contrainte dans le modèle. Rappelons d'abord que selon la contrainte 5.21, le yield minimum
à l'instant t Y t doit être supérieur à la borne Y tbound, aﬁn d'éviter d'avoir une tâche avec une
satisfaction proche de 0%, car une violation de 1% par rapport au SLA n'est pas la même chose
qu'une tâche arrêtée et ne doit donc pas être traitée comme telle.
∀t Y tbound ≤ Y t (5.21)
Considérons à présent l'expression de la borne Y tbound à l'instant t dans l'équation 5.22.
∀t Y tbound = Y tSLA −margin (5.22)
La valeur Y tbound reste donc la borne à ne pas dépasser par les allocations, une limite dure.
L'introduction de la valeur Y tSLA, qui représente le SLA, une valeur que l'on peut dépasser,
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autrement dit une limite molle, mais en dessous de laquelle l'allocation de la tâche sera considérée
en violation. Enﬁn, margin représente à quel point une tâche peut être en violation. Prenons
un exemple avec des valeurs de Y tSLA = 70%, avec margin = 20%. Nous aurons donc une valeur
de Y tbound = 50%, ce qui veut dire que nous ne pourrons allouer une tâche en dessous de 50%
de ce qu'elle avait requis, mais qu'une allocation entre 50% et 70% sera considérée comme une
violation de SLA.
Soit une nouvelle variable binaire vtj qui représente une violation de la tâche j à l'instant t.
∀t∀j Y tSLA − Y tj < vj (5.23)
La contrainte 5.23 déﬁnit la violation de SLA, c'est-a-dire que lorsque le yield de la tâche j Y tj
est inférieur à Y tSLA, la tâche j est en violation de SLA.
Nous pouvons donc ajouter une contrainte sur le nombre maximum de violationsMAX_V IO-
LATIONS de SLA que l'on peut avoir dans une allocation à chaque timestep avec la contrainte
5.24.
∀t
∑
j
vj <=MAX_V IOLATIONS (5.24)
Pour conclure, il faut noter que, du fait du fonctionnement des solveurs vis-à-vis des con-
traintes, une solution optimale calculée à partir de cet ensemble de contraintes ne sera optimale
que par rapport à cet ensemble de contrainte. Il est donc diﬃcile de comparer les solutions
optimales et approchées calculées par les diﬀérents algorithmes. En eﬀet, si l'on prend un exem-
ple avecMAX_V IOLATIONS = 100, la solution optimale en énergie sera avec exactement un
nombre de violations égal à 100, qui sera en fait une solution optimale avec exactement ce nombre
de violations, et non pas une solution optimale en énergie, ce qui pourra diﬀérer des algorithmes
approximés qui auront eux par exemple moins de violations mais une énergie consommée plus
grande. De la même manière, si l'on avait changé l'objectif à minimiser le nombre de violations,
la solution optimale n'aurait pas tenu compte de l'énergie et aurait donné une solution non
énergétiquement eﬃcace, mais sans violation. Notons au passage que nous observerons un eﬀet
similaire avec la contrainte 5.20 sur le nombre de migrations.
Le calcul de l'optimal n'est donc pas cohérent avec la manière dont va s'utiliser l'infrastructure
de simulation déﬁnie en 5.3, qui correspond au cas où Y bound = Y tSLA et margin = 0.
C'est pourquoi nous n'allons pas utiliser de calcul de résultats optimaux dans les diﬀérentes
expériences. Ce modèle restera cependant une modélisation de la réalité, et nous pourrons de
plus nous en servir comme validation des allocations, c'est-à-dire à savoir si une allocation sera
valide car elle se conforme à chacune des contraintes, et ainsi détecter rapidement l'éventualité
d'une allocation défectueuse.
5.3 Simulations
Maintenant que le modèle est déﬁni, nous pouvons à présent utiliser ce modèle pour en
étudier les impacts. Pour ce faire, nous allons déﬁnir l'environnement de simulation. Les travaux,
présentés dans [25] et que nous présentons ici ont été eﬀectués conjointement avec Michael Maurer
et Ivona Brandi¢ de la Vienna University of Technology, dans le cadre de l'action COST IC0804
[4].
5.3.1 Environnement de simulation
Pour déﬁnir l'environnement de simulation, il faut commencer par déﬁnir où nous nous plaçons
dans la boucle autonomique MAPE-K déﬁnie précédemment. Puisque nous nous concentrons sur
108 CHAPITRE 5. DE L'ALLOCATION STATIQUE VERS LA RÉALLOCATION
Service Level Agreement (SLA)
CPU ≥ 1024 MIPS
MEM ≥ 512 MB
Storage ≥ 2 GB
TX ≥ 5 MBps
RX ≥ 10 MBps
Table 5.1  Déﬁnition d'un SLA
la partie allocation et réallocation de ressources, notre approche se situera dans les parties analyse
et planiﬁcation. Nous supposerons donc que la partie exécution et monitoring seront gérées dans
le simulateur, mais ne seront pas étudiées.
Nous devons donc dans les parties analyse et planiﬁcation déﬁnir quelles seront les actions à
prendre pour être eﬃcaces à la fois du côté de la qualité de service, ici modélisée par des SLA
qui seront décrits ci-après, et à la fois le côté consommation d'énergie de l'infrastructure.
Concrètement, nous allons déﬁnir des actions réactives et proactives pour atteindre ces buts.
Reconﬁguration de machines virtuelles
La première action sera la reconﬁguration des machines virtuelles. Elle tentera de provisionner
au plus proche des besoins des tâches pour réduire autant que possible le gaspillage de ressources
dû à une surprovision. Les provisions ainsi déﬁnies seront utilisées ensuite par l'algorithme de
réallocation comme les bornes sur la performance déﬁnies précédemment : Y tbound.
Cette reconﬁguration devra aussi s'acquitter d'autres objectifs qui seront de minimiser les
violations de SLA. Si nous cherchons à réduire l'intervalle entre ce qui est attribué à une tâche et
ce qu'elle avait demandé, il apparait que des variations brusques dans les demandes entraineront
une violation de SLA. Nous avons donc deux objectifs antagonistes : réduire le gaspillage dans
les ressources attribuées, et avoir de la marge de manoeuvre pour éviter les violations de SLA.
Un autre objectif lié à la réduction ou non des ressources allouées à une tâche sera de minimiser
le nombre de réallocation de machines virtuelles. En eﬀet, si le système est relativement stable,
c'est-à-dire si nous ne reconﬁgurons pas souvent les machines virtuelles, nous n'aurons pas besoin
de bouger les machines virtuelles.
Il faut alors se poser la question de comment est déﬁnie une violation de SLA. Comme
introduit dans [79], la distinction est faite entre ce qui est demandé par la tâche, ce qui est fourni
au service par le système, et ce que le service consomme réellement. Ce qui est demandé par la
tâche, le SLA lui même est comme le montre le tableau 5.1 un ensemble de contraintes sur les
diﬀérentes ressources proposées dans la déﬁnition des ressources d'une machine virtuelle. Ce qui
est attribué à la tâche correspond à ce qui sera eﬀectivement alloué la tâche par l'algorithme de
décision du gestionnaire de tâches, soit αtjh. Cette valeur sera bien sûr supérieure ou égale à ce
que le service va eﬀectivement consommer. Enﬁn, ce que la tâche consomme réellement est une
portion de ce qu'elle avait demandé. Une tâche peut demander par exemple 1000MIPS mais n'en
consommer la majorité du temps que la moitié. Cette valeur devra donc toujours être inférieure
ou égale à ce que la tâche avait demandé (Y tSLA).
Nous pouvons à présent déﬁnir ce que nous appelons une violation de SLA. Une violation
de SLA aura lieu lorsque la tâche tentera de consommer plus de ressources que ce qui lui a été
attribué. Cela veut dire que si l'on alloue à la tâche moins que ce qu'il avait demandé, celui-ci ne
sera en violation de SLA seulement si il tente de consommer plus que son allocation. Prenons un
exemple. Nous avons une tâche qui demande 1000 MIPS de CPU. À un instant donné, est alloué
à celle-ci 1200 MIPS. Ici, nous ne pourrons pas avoir de violation de SLA, puisque même si la VM
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consomme son maximum, c'est-à-dire 1000 MIPS, ce sera toujours moins que les 1200 alloués. Si
par contre à un autre moment, la VM se voit alloué 800 MIPS mais tente d'en consommer 900,
il y aura à ce moment là une violation de SLA. Enﬁn, si nous allouons 600 MIPS à cette même
machine virtuelle, mais qu'elle n'a besoin que de 500, nous n'aurons pas de violation de SLA.
0%
TT_low=60%
TT_high=80%
100%
Region -1
Region 0
Region +1
tv
t1   t2   t3   t4   t5   t6
Figure 5.6  Principe des seuils pour l'approche par règles
Aﬁn de gérer proactivement le provisionnement des machines virtuelles sur les machines
physiques, nous utiliserons une approche basée sur des règles et des seuils de menace (ou threat
thresholds, TT ). Nous déﬁnirons pour chaque SLA deux TTs, un TT haut et un TT bas. Ceux-ci
serviront à déﬁnir l'orientation que doit prendre le provisionning des machines virtuelles. Comme
l'illustre la ﬁgure 5.6, si nous avons une utilisation des ressources supérieure au TT haut, la
ressource en question est sous-provisionnée, et donc peut tendre à manquer. Si au contraire,
nous avons une ressource utilisée en dessous du TT bas, c'est l'eﬀet inverse, c'est-à-dire que
trop de ressources ont été allouées par rapport à ce qu'elle consomme. Entre les deux seuils, la
ressource est considérée comme bien provisionnée.
Pour chacune des deux régions +1 et −1 sont déﬁnies des règles de transformation : une pour
augmenter l'allocation de ressource dans le cas +1, et une pour la diminuer dans l'autre cas. Ces
règles sont déﬁnies comme suit :
1 IF
2 utilisationr > TT rhigh AND utilisation
r
prdite > TT
r
high
3 THEN
4 Aﬀecter provisionr à utilisé
r
valeur_cible(ressource) pour les politiques avec beaucoup de ressources
disponibles.
5 Aﬀecter provisionr à min( utilisé
r
valeurcible(r)
, SLOr∗(1+/100)) pour les politiques avec peu de ressources
disponibles.
Figure 5.7  Schéma de la règle pour augmenter la provision d'une ressource r
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1 IF
2 utilisationr < TT rlow AND utilisation
r
prdite < TT
r
low
3 THEN
4 Aﬀecter provisionr à max( utilisé
r
valeur_cible(r) , provision_minimale
r).
Figure 5.8  Schéma de la règle pour diminuer la provision d'une ressource r
Gestion des machines physiques
La seconde action proactive et réactive que le gestionnaire de tâches va entreprendre est celle
de la gestion des machines physiques, c'est-à-dire la gestion de l'allumage et de l'extinction des
hôtes. Pour ce faire, il faut tenter de répondre à la question : combien pouvons nous éteindre
de machines physiques sans pour autant impacter les SLA des tâches. Ainsi, nous avons implé-
menté une stratégie d'extinction des hôtes permettant itérativement d'éteindre un certain nombre
d'hôtes parmi les machines physiques que l'on peut éteindre, c'est-à-dire celles qui peuvent être
vides (i.e : qui n'ont pas de machines virtuelles allouées).
À un instant donné, nous déciderons d'éteindre une portion de ces hôtes vides telle que :
Nombre de machines physique à éteindre =
Nombre de machines physique vide
a
Ainsi, lorsque le nombre de machine physique à éteindre restera constant, cette formule per-
mettra d'éteindre toutes les machines physiques sauf une, qui restera pour faire tampon en cas de
pic de charge. Cette technique permettra d'arrêter toutes ces machines sauf une en t = dloga 1ne
timesteps. Cela permettra d'éteindre des machines en peu de temps, mais de manière à en garder
certaines en cas de variation brusque des demandes du système.
Pour l'allumage des machines, nous fonctionnerons de manière similaire à la gestion de la
reconﬁguration avec des règles et des seuils. Nous surveillons ainsi les valeurs moyennes d'util-
isations de chaque ressources. Si au moins une dépasse un seuil (TT ressourcePM ), nous allumerons
des machines autant de machines qu'il faudra pour faire redescendre la moyenne en dessous du
seuil correspondant. Par exemple, si l'utilisation moyenne de CPU dépasse notre seuil de 80%
pour arriver jusqu'à 90% il faudra allumer autant d'hôtes que nécessaire pour que la nouvelle
moyenne redescende en dessous de 80%. Nous choisirons bien évidemment les hôtes à allumer les
plus eﬃcaces énergétiquement parlant.
Réallocation des machines virtuelles
La dernière action que nous pouvons prendre est celle de la réallocation des machines virtuelles.
Si nous faisons une allocation initiale et que les besoins des tâches changent, il faut réallouer les
machines potentiellement diﬀéremment. Nous avons donc implémenté diﬀérents algorithmes de
réallocation de machines virtuelles. Ces algorithmes calculent un ensemble de migration pour
passer d'un état donné vers un autre en tentant d'économiser de l'énergie.
FirstFit Le premier algorithme que nous avons développé est un algorithme basé sur le
principe du FirstFit. À la diﬀérence du FirstFit classique, cet algorithme doit tenter de faire
une réallocation de machines virtuelles, et ainsi ne peut pas simplement faire une allocation des
tâches sur les premiers hôtes. Il faut donc l'adapter de manière à conserver un comportement
similaire au FirstFit, mais dans ce nouveau contexte.
La première allocation se fera comme décrit dans le chapitre 4. Pour les réallocations qui
suivront, l'allocation se fera en deux étapes. La première sera de trouver l'hôte le plus chargé
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parmi les hôtes non vides, pour ensuite distribuer une certaine portion de sa charge à la manière
d'un algorithme FirstFit, c'est-à-dire pour chaque tâches sur le premier hôte sur lequel il
rentre. La seconde étape consistera à prendre l'hôte le moins chargé qui n'est pas destination
d'une migration de tâche, et de distribuer la charge de cet hôte tâche de manière FirstFit.
RoundRobin Le second algorithme développé est basé sur le comportement de l'algorithme
RoundRobin décrit précédemment. La première allocation se fera de la même manière. Pour les
réallocations, de la même manière que pour le ﬁrst ﬁt, nous prenons l'hôte le plus chargé pour en
distribuer la charge à la manière d'un RoundRobin. Ensuite, une machine virtuelle sera choisie
sur chaque hôtes pour migrer vers une machine physique vide. Le but étant ici d'avoir à la fois
une composante de consolidation et d'équilibrage de charge. Cet algorithme n'aura pas de bonnes
performances en terme de consommation d'énergie, mais il nous servira de comparaison pour les
autres algorithmes, puisqu'il aura un comportement facilement prédictible.
C'est ﬁnalement l'avantage des deux algorithmes FirstFit et RoundRobin, qui sont des
algorithmes bien connus, de pouvoir conserver un comportement que l'on connait, prédictible
et simple, aﬁn de pouvoir avoir une base de comparaison sur un comportement spéciﬁque, la
consolidation pour le FirstFit et l'équilibrage pour le RoundRobin.
MonteCarlo Nous avons ensuite développé un algorithme basé sur le fonctionnement de
la méthode de Monte Carlo, qui est une technique probabiliste utilisée pour calculer des valeurs
numériques. Dans notre cas, nous eﬀectuerons une première allocation en RoundRobin, aﬁn
d'avoir un système équilibré, ce qui permettra de converger plus vite vers une bonne solution.
Pour les réallocations, l'algorithme calcule la valeur de l'allocation courante, c'est-à-dire une
valeur basée sur un certain nombre de paramètres qui en augmentent ou diminuent la valeur.
Ces paramètres visent à eﬀectuer les modiﬁcations de valeur suivantes :
 Augmenter le coût pour chaque tâche qui migre.
 Augmenter le coût pour chaque hôte considéré comme surchargé.
 Diminuer le coût pour chaque hôte qui est vide, ou qui sera vide au timestep suivant.
Le poids de chaque paramètre peut être modiﬁé pour changer son impact. Dans nos expériences,
nous avons choisi des valeurs de 1 pour les tâches qui migrent, 4 pour les hôtes surchargés, -10
pour les machines physiques qui sont ou seront vides, et enﬁn 90% pour une machine considérée
comme étant surchargée.
Cela veut dire que par exemple, si nous avons une instance de 3 hôtes, avec une machine
virtuelle consommant 50% de CPU migrant depuis l'hôte 1 vers l'hôte 2, la valeur de l'instance
sera de 1 × 1 + 4 × 0 + (−10 × 2) = −19. L'algorithme calcule ensuite diﬀérentes réallocations
choisies aléatoirement par un ensemble de migrations. Si la valeur d'une allocation est inférieure
à celle précédente, nous gardons cette nouvelle allocation. Cette étape est répétée un nombre
déﬁni de fois, 100 fois dans notre cas, aﬁn de faire émerger le meilleur ensemble de migration à
eﬀectuer pour la prochaine itération.
Nous avons choisi d'implémenter un algorithme suivant une méthode de Monte Carlo, car cela
nous permettait de pouvoir donner des poids diﬀérents à certaines actions comme la migration
ou l'allumage d'un hôte. Ainsi, nous pouvons modiﬁer facilement l'algorithme pour pouvoir
converger vers un certain type de solutions, comme une solution avec peu de migration si les
migrations ont un fort poids.
VectorPacking Enﬁn, le dernier algorithme déﬁni est l'algorithme basé sur le VectorPack-
ing comme décrit précédemment en section 4.3. Pour la première allocation, nous eﬀectuons une
allocation en utilisons l'algorithme VectorPacking décrit en 4.3. Pour les réallocations ensuite,
l'algorithme va tenter de consolider autant que possible en utilisant la même heuristique que pour
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l'allocation initiale. Pour cela, on va eﬀectuer un ensemble de migrations en partant des tâches
les plus volumineuses, séparées en deux listes de manière à contrebalancer le déséquilibre sur les
hôtes destination. Ensuite, il y aura une étape d'équilibrage depuis les machines physiques les plus
chargées vers celles qui le sont le moins et qui ne seront pas vides dans l'itération suivante. Ainsi,
l'algorithme tente de consolider les VM dans le plus petit sous ensemble de machines physiques,
pour ensuite équilibrer la charge parmi les machines choisies. Cet algorithme a montré dans les
expériences précédentes sur l'allocation statique (cf : section 4.4.2) sec ses bons résultats et son
eﬃcacité en terme de consommation d'énergie, c'est pourquoi nous avons conservé un algorithme
au comportement similaire.
5.4 Evaluation et expérimentations
Maintenant que nous avons déﬁni l'environnement de simulation utilisé, nous pouvons passer
à l'évaluation du système et des eﬀets des diﬀérents aspects de celui-ci sur la qualité de service
et la consommation d'énergie. Pour cela, il faut commencer par décrire la méthodologie utilisée
pour les expériences, comme nous allons le faire dans la suite.
5.4.1 Méthodologie
Nous avons séparé les expériences en 4 expériences distinctes. La première, décrite en section
5.4.2 va nous servir à déterminer le gain potentiel que seules les techniques de reconﬁguration
de machines virtuelles peuvent apporter. La seconde, en partie 5.4.3 sera orientée sur la per-
formance en terme de consommation des diﬀérents algorithmes décrits ci-dessus. Ensuite, la
troisième expérimentation nous servira à étudier de plus près l'impact des diﬀérents paramètres
de l'infrastructure de test pour seulement les deux meilleurs algorithmes issus de l'expérience
précédente. Enﬁn, la dernière expérimentation en 5.4.5 visera à évaluer le passage à l'échelle de
tels algorithmes, aﬁn d'étudier si de tels algorithmes peuvent réellement être utilisés dans un
système large échelle réel.
Pour toutes les expériences, nous avons choisi de simuler 100 machines physiques avec une
capacité de 1.1GHz de CPU et 4GB de mémoire vive. Chaque hôte consomme entre 20W à vide
(Cmin) et 100W lorsqu'ils sont totalement chargés. Nous avons aussi déﬁni 100 machines virtuelles
à l'intérieur du système, chacune demandant à t = 0, 500MHz de CPU et 500MB de mémoire.
Nous avons déﬁni autant de machines virtuelles que de machines physique pour deux raisons :
la première étant pour mieux avoir l'eﬀet de la gestion des machines physiques, puisque l'on va
en éteindre un certain nombre, la seconde étant pour nous donner plus de marge de manoeuvre,
et être dans le cas où l'infrastructure est construite aﬁn de résister aux pics de charges. Pour
toutes ces machines virtuelles, nous avons utilisé diﬀérents workloads, deux synthétiques et un
basé sur des mesures réelles d'une application de bioinformatique présentée en [41] (qui sera
abbrévié BOKU par la suite). Pour les workloads synthétiques, la distinction est faite au niveau
de leur volatilité, c'est-à-dire à quel point ils changent vite. Le workload LIGHT à une volatilité
faible, jusqu'à 10% de changement d'un timestep sur l'autre. Le workloadMEDIUM_HEAVY,
qui varie beaucoup plus, peut varier jusqu'à 50% entre les diﬀérentes itérations de la boucle
autonomique. Les détails de la génération de ces diﬀérents workloads peuvent être trouvés en
[80]. Un exemple peut être trouvé en ﬁgure 5.9. Nous avons évalué les diﬀérents algorithmes sur
100 itérations, et nous avons choisi une valeur de a = 2 pour la stratégie d'extinction des hôtes,
c'est-à-dire que nous allons éteindre la moitié des hôtes vides à chaque timestep.
Enﬁn, pour pouvoir étudier les diﬀérents eﬀets avec précision et par souci de simpliﬁcation,
nous ne travaillerons ici que sur un seul cluster homogène (même si le modèle et l'infrastructure
de simulation nous permettrai d'avoir de l'hétérogénéité), sans équipement de refroidissement.
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Figure 5.9  Exemple de workloads : LIGHT (à gauche), MEDIUM_HEAVY (au milieu) et
BOKU (à droite)
5.4.2 Impact de la reconﬁguration de machines virtuelles
Les premières expériences portent sur l'eﬀet de la reconﬁguration des machines virtuelles seule
sur la consommation d'énergie du système. Pour ce faire, nous avons exécuté les quatres diﬀérents
algorithmes avec une seule volatilité de workloads (ici nous avons choisi MEDIUM_HEAVY
pour sa volatilité plus grande), et un ensemble ﬁxe de paires de seuils de menace. Les diﬀérents
paramètres de l'évaluation peuvent être retrouvés dans le tableau 5.2.
Paramètre Valeurs dans l'évaluation
Workloads MEDIUM_HEAVY volatility
Reconﬁguration de VM allumée/éteinte
TTs pour la reconﬁguration de VM [20%, 40%]
Algorithmes de réallocation RoundRobin, FirstFit, MonteCarlo, VectorPacking
ttcpuPM 0.8
ttmemoryPM 0.8
Table 5.2  Diﬀérents paramètres à évaluer pour l'expérience 1
La ﬁgure 5.10 montre l'énergie totale consommée sur la durée des 100 timesteps. Nous ne
montrons ici qu'un seul des résultats sans reconﬁguration de machines virtuelles puisque chacun
des 4 résultats avec les diﬀérents algorithmes ont donné la même consommation d'énergie. En ef-
fet, chacun des algorithmes nous donne l'optimal de 2 machines virtuelles par machines physique,
du fait des besoins initiaux de 500MHz et 500GB, et puisque nous n'avons pas de reconﬁgura-
tion de VM ce qui est alloué ne change pas au fur et à mesure de l'expérience. Par contre, si
l'on regarde la diﬀérence entre avec et sans reconﬁguration pour l'algorithme le plus performant
(FirstFit), la diﬀérence s'accentue jusqu'à 61.6% de diﬀérence. Cela est dû à la faible valeur de
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Figure 5.10  Consommation d'énergie pour l'expérience 1
Cmin par rapport à Cmax dans nos expériences, ce qui permet de meilleures performances pour
les machines sous utilisées, qui ne consomment réellement que peu par rapport à leur besoins.
Cela est dû au modèle de consommation d'énergie : si seulement une portion faible vient du fait
que la machine soit allumée, la majeure partie vient de l'utilisation induite par les tâches, ce qui
implique qu'une machine peu chargée sera encore relativement eﬃcace.
Cependant, ce gain de consommation d'énergie n'est pas sans coût en terme de violation de
SLA, comme le montre la ﬁgure 5.11. Ces résultats en terme de SLA sont dûs au fait notamment
que les algorithmes de réallocation s'attendent à une reconﬁguration du système, mais celui-ci
varie trop vite, ce qui amène des situations où les tâches sont trop consolidées, et ne peuvent
donc pas migrer à temps. Cependant, on remarquera que l'algorithme FirstFit, qui était le plus
performant en énergie, est ici le moins performant en terme de violations de SLA.
5.4.3 Évaluation des algorithmes de réallocation
Aﬁn de pouvoir évaluer la performance des algorithmes de réallocation, nous avons exécuté les
4 algorithmes cette fois-ci avec la reconﬁguration de machines virtuelles. Cependant, nous avons
comme précédemment utilisé une seule paire de seuils de menace. Nous avons évalué les algo-
rithmes sur 3 workloads diﬀérents, une faible(LIGHT) et moyenne-haute (MEDIUM_HEAVY)
volatilité dans les besoins des VMs, et le workload basé sur des mesures d'application bioinfor-
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Figure 5.11  Pourcentage de violations de SLA pour l'expérience 1
matique (BOKU). Les diﬀérents paramètres sont montrés dans le tableau 5.3.
Paramètres Valeurs dans l'évaluation
Workloads testés LIGHT, MEDIUM_HEAVY, BOKU
Reconﬁguration de VM Oui
TTs pour la reconﬁguration de VM [20%, 40%]
Algorithmes de réallocation RoundRobin, FirstFit, MonteCarlo, VectorPacking
ttcpu 0.8
ttmemory 0.8
Table 5.3  Diﬀérents paramètres d'entrée pour l'évaluation de la seconde expérience
La ﬁgure 5.12 nous montre l'énergie totale consommée par les machines sur les 100 timesteps
de l'expérience pour les trois diﬀérents workloads. Comme le montre cette ﬁgure, pour le work-
load de faible volatilité, l'algorithme MonteCarlo donne les meilleures performances, suivi de
près par l'algorithme VectorPacking et FirstFit. L'algorithme RoundRobin comme nous
pouvions nous y attendre n'a pas de bonnes performances en terme de consommation d'énergie,
puisque celui-ci consomme environ deux fois plus d'énergie en répartissant fortement les machines
virtuelles sur les machines physiques.
Si l'on s'intéresse à un workload plus volatile, MEDIUM_HEAVY, nous pouvons voir que
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l'algorithme FirstFit donne les meilleurs résultats, allant jusqu'à 37% de consommation d'én-
ergie en moins per rapport au RoundRobin. Enﬁn, pour le workload BOKU, qui demande
beaucoup plus de ressources, notamment CPU, que les autres workloads, les résultats sont simi-
laire au workload LIGHT, seulement avec une consommation d'énergie globalement plus haute.
Figure 5.12  Consommation d'énergie des algorithmes en fonction des diﬀérents workloads
La raison derrière ces diﬀérences est montrée en partie par la ﬁgure 5.14, qui montre le
nombre d'hôtes moyens allumés lors de l'expérience. Comme nous pouvons le voir, l'algorithme
RoundRobin va tenter d'équilibrer les machines virtuelles sur chaque machine physique, em-
pêchant ainsi le gestionnaire autonomique d'éteindre les hôtes vides. L'algorithme qui donne
les meilleurs résultats, VectorPacking, est fait pour tenter de consolider fortement les ma-
chines virtuelles, tout en équilibrant si possible sur les machines physiques qui restent allumées.
Il faut noter cependant qu'excepté pour le FirstFit et le RoundRobin, le nombre de machines
physique allumées augmente au fur et à mesure que les besoins des VM deviennent plus volatiles.
Cela peut s'expliquer par le fait que l'algorithme FirstFit est moins proactif que les autres,
nous amenant aux problèmes que nous allons voir par la suite dans la ﬁgure 5.13.
La ﬁgure 5.13 montre le pourcentage de violation pour l'ensemble de l'infrastructure cloud
pour chaque algorithme. Seuls les workloads LIGHT et MEDIUM_HIGH sont représentés,
puisque le workload BOKU est peu volatile, et n'a pas donné de violation.
Comme nous pouvons le voir, l'algorithme RoundRobin a le moins de violations de SLA,
puisqu'il utilise toutes les machines physiques. Ainsi, on peut en déduire que la majorité des
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Figure 5.13  Pourcentage de violation de SLA des machines virtuelles en fonction des diﬀérents
workloads
violations de SLA est générée par la reconﬁguration, qui entraine une impossibilité par exemple
d'augmenter l'aﬀectation des machines virtuelles. Les algorithmes VectorPacking et Monte-
Carlo ont un nombre de violations de SLA d'environs 4% et 8%. Enﬁn, l'algorithme FirstFit,
qui avait les meilleurs résultats pour le workload à faible volatilité, donne des résultats plus
mauvais que les autres puisqu'il arrive jusqu'à 16% de violations de SLA.
Aﬁn de regarder de plus près les performances des algorithmes, il faudra donc prendre en
compte à la fois la consommation d'énergie mais aussi les baisses de performances en terme
de qualité de service associées, qui seront induites par la reconﬁguration de machines virtuelles.
L'exemple parfait en est le workloadMEDIUM_HEAVY avec l'algorithme FirstFit, qui donne
des bons résultats en terme de consommation d'énergie, mais qui amène jusqu'à 16% de violations
de SLA. En regardant de manière plus globale, on pourra donc voir qu'on a une diﬀérence
d'environs 60kW entre les algorithmes MonteCarlo etFirstFit pour environs 8 points de
diﬀérence en terme de violations de SLA.
5.4.4 Evaluation des seuils de menaces
La prochaine étape dans l'évaluation de nos algorithmes est d'évaluer les diﬀérentes paires de
seuils que nous utilisons : une qui sert à la gestion des machines physiques (basée sur la consom-
mation moyenne de CPU et d'utilisation mémoire sur l'ensemble des hôtes), que nous appellerons
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Figure 5.14  Nombre moyen d'hôtes allumés
PM-TTs. L'autre type nous sert à la reconﬁguration des machines virtuelles, comme expliqué en
5.3.1, que nous appellerons VM-TTs. Nous évaluerons les deux types en prenant les deux algo-
rithmes qui ont donné les meilleurs résultats dans l'expérimentation d'avant : VectorPacking
et MonteCarlo, et ce pour le workload MEDIUM_HEAVY.
Numéro de scénario 1 2 3 4 5 6
PM-TTs[CPU,Memory] [80%, 80%] [80%, 80%] [60%, 80%] [60%, 80%] [60%, 60%] [60%, 60%]
VM-TTs[TTlow, TThigh] [20%, 40%] [50%, 75%] [20%, 40%] [50%, 75%] [20%, 40%] [50%, 75%]
Table 5.4  Scénarios pour l'expérience sur les seuils
Nous allons analyser trois diﬀérentes paires de PM-TTs [CPU,MEM] : [80%,80%], [60%,80%]
et [60%,60%]. Nous utiliserons des TTs plus prudents pour le CPU dans un des cas, car cette
ressource tend à ﬂuctuer plus que la mémoire dans les applications réelles. Cela veut dire que
nous voudrons une consommation moyenne des ressources sur un hôte de 60% pour le CPU au
lieu de 80%, ce qui aura pour eﬀet, puisque le CPU varie plus vite que la mémoire, de déclencher
des allumages et extinctions d'hôtes d'une manière plus conservative. Pour ce qui est des seuils
des machines virtuelles, nous utiliserons l'intervalle standard [50%,75%] issue de [80] et qui a
prouvé être un bon réglage en général, et qui sera ajouté au VM-TT [20%,40%] utilisé dans
l'expérience précédente, qui est quand à lui plus prudent. Cela veut dire que nous mettrons le
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seuil haut pour le CPU plus bas que celui de la mémoire. Les VM-TT plus bas auront pour eﬀet
de déclencher l'état surchargé plus tôt, et ainsi potentiellement éviter que la consommation des
services soit plus haute que la provision, puisque l'état surchargé déclenchera une augmentation
de la provision. Un résumé des paramètres peut être trouvé dans le tableau 5.4.
Figure 5.15  Consommation d'énergie pour la variation des diﬀérents seuils de VM et de PM
Les ﬁgures 5.15 et 5.16 nous montrent que l'algorithmeMonteCarlo est quasiment toujours
le meilleur en terme à la fois de consommation d'énergie et de violations de SLA. Cependant,
celui-ci, comme nous le verrons par la suite, prend trop de temps à calculer les solutions. Pour
les scénarios 2, 4 et 6, la diﬀérence en faveur de l'algorithme MonteCarlo est très grande
pour la consommation d'énergie. Ainsi, sans surprise, les scénarios où la consommation d'énergie
est la plus faible sont aussi ceux qui possèdent les plus grands nombres de violations de SLA.
Inversement, les scénarios possédant les plus hautes consommations d'énergie ont aussi les plus
faibles violations de SLA.
De manière générale, les scénarios numéros pair et impairs nous montrent un comportement
similaire, ce qui veut dire que les VM-TTs ont un impact plus grand sur les diﬀérents résultats
que les PM-TTs. De plus, nous pouvons voir que baisser les valeurs des PM-TTs augmentent la
consommation d'énergie sans pour autant avoir un impact favorable sur les violations de SLA
dans certains cas.
Enﬁn, les bons résultats de l'algorithme MonteCarlo peuvent aussi être expliqués en re-
gardant le nombre de machines physiques qui ont été allumées ou éteintes. L'algorithme Vec-
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torPacking éteint au moins autant, souvent plus, de machines physiques que l'algorithme
MonteCarlo, et dépense ainsi moins d'énergie à éteindre les machines qui ont été allumées
inutilement que le VectorPacking.
Figure 5.16  Pourcentage de violations de SLA pour les diﬀérents seuils de VM et de PM
5.4.5 Passage à l'échelle
La ﬁgure 5.17 montre le temps de calcul des algorithmes de réallocation pour 100, 200, 400
et 800 machines virtuelles. Ces mesures ont été eﬀectuées sur un processeur Intel i7 2600K (un
seul coeur a cependant été utilisé). Ces temps d'exécutions comportent à la fois le temps de
calcul de la reconﬁguration des VMs mais aussi le temps de calcul de la réallocation du système.
Comme nous pouvons le voir, l'algorithme MonteCarlo prend environs six fois plus de temps
à calculer à chaque timestep pour 100 machines virtuelles, alors que les autres se terminent en
un temps raisonnable (de l'ordre de la demi seconde pour 100 machines virtuelles avec le surcoût
lié à la reconﬁguration). De plus, l'algorithme MonteCarlo passe mal à l'échelle pour deux
raisons. La première est qu'il doit calculer un certain nombre de fois la solution (100 fois dans nos
expériences), prenant ainsi de plus en plus de temps à calculer l'ensemble des 100 solutions. La
seconde raison vient du fait qu'avec l'augmentation du nombre de machines virtuelles et physique,
pour arriver à une solution proche optimale à chaque timestep, l'algorithme doit augmenter le
nombre d'itérations sur le calcul de solutions intermédiaires. En eﬀet, plus on va augmenter le
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nombre de VM et d'hôtes, plus le nombre de combinaisons possible va être grand, et plus la
chance de trouver au hasard une bonne solution sera faible, nous amenant à des améliorations
de résultats de plus en plus sporadiques. Ainsi, à mesure que la taille des instance augmente,
la qualité moyenne de la solution va baisser. Cependant, il faudrait prendre en compte que
les algorithmes du type de MonteCarlo peuvent être parallélisés. À l'instar des algorithmes
comme FirstFit ouVectorPacking qui convergeront toujours vers la même solution depuis les
mêmes paramètres, l'algorithmeMonteCarlo qui est basé sur des processus aléatoires donnera
des résultats potentiellement diﬀérents. Ainsi, on peut facilement paralléliser de tels algorithmes
en faisant calculer des solutions sur plusieurs machines, puis récupérer la meilleure. Si une telle
solution est choisie, il faudra prendre en compte les ressources consommées par l'algorithme, et
donc le surcoût énergétique induit par cette technique, ce qui peut se révéler être ineﬃcace dans
beaucoup de cas, puisque l'on a aucune garantie sur la qualité de la solution, ni sur l'amélioration
que cela peut apporter.
Figure 5.17  Temps d'exécution des algorithmes pour 100 VMs
En conclusion, la ﬁgure 5.17 nous montre que l'algorithme MonteCarlo n'est pas scalable,
contrairement aux 3 autres algorithmes dont le temps croit de manière acceptable, avec un temps
aux alentours de 5 secondes pour 800 machines virtuelles.
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5.4.6 Conclusion, Discussion, Ouverture
Conclusion
Dans cette partie, nous avons décrit les améliorations nécessaires au modèle pour passer d'un
modèle statique à un modèle dynamique. Nous avons donc déﬁni un ensemble de contraintes
permettant d'étendre le modèle linéaire statique à la dynamicité. Ainsi, nous avons ajouté trois
nouveaux aspects : les coûts à la fois en ressource mais aussi en temps de l'allumage des hôtes,
de l'extinction des hôtes, et de la migration des machines virtuelles. Les diﬀérentes contraintes
linéaires de notre nouveau modèle nous ont permi de déﬁnir des nouvelles orientations, à la fois
au niveau de l'objectif, mais aussi au niveau des algorithmes.
Au niveau des algorithmes, il nous a fallu passer d'un paradigme d'allocation de tâches, à un
paradigme de réallocation de tâches. Cela veut dire que nous ne décidons non plus quel service
allouer à quel hôte, mais quel service doit migrer, et vers où. Au niveau des objectifs par contre,
ceux-ci n'ont pas changé. Même si nous n'avons pas pris en compte le problème du compromis
entre l'énergie et la performance, il est apparu que nous pouvions utiliser diﬀérents objectifs en
plus de l'objectif du problème BoundedYield. Grâce aux contraintes linéaires supplémentaires,
nous avons par exemple pu déﬁnir plus précisément ce qu'est une violation de SLA, mais aussi
eu la possibilité limiter le nombre de migration qu'il doit y avoir pendant un timestep.
Ce faisant, nous avons proposé une infrastructure de gestion basée sur une boucle autonomique
permettant d'eﬀectuer autant les reconﬁgurations de machines virtuelles, que les reconﬁgurations
nécessaire au passage d'un état vers un autre. Ces actions sont faites en vue des changements
dans les besoins du système, et en prévision du temps pris par les diﬀérentes étapes de migration
et par l'allumage et l'extinction des hôtes.
Cette approche multi-niveau nous a permis de séparer les trois parties que sont la recon-
ﬁguration de machines virtuelles, la gestion de machines physique et la migration de machines
virtuelles. Nous avons montré que la reconﬁguration de machines virtuelle seule permet de réduire
grandement la consommation d'énergie, en comparaison avec une approche ne tenant pas compte
de l'énergie. De plus, si l'on considère les algorithmes qui passent à l'échelle, on peut améliorer
les économies d'énergie jusqu'à 37% dans le meilleur cas en gardant un taux de violation nul
pour le workload bioinformatique, moins de 4% pour le workload synthétique à faible volatilité,
et moins de 8% pour le workload synthétique à plus grande volatilité.
Discussion
En pratique, les diﬀérentes expériences nous ont montrés que les mêmes recommandations
pour le choix de l'ordre d'allocation sur les hôtes tenaient toujours, à savoir aﬀecter sur les hôtes
les moins consommateurs au maximum. Par contre, vis-à-vis de la métrique de violation de SLA,
il apparaît plus propice de tenter de bouger les tâches les plus petites en premier. En eﬀet, du fait
du surcoôt dû à la migration, il y aura moins de surcoût induit, par conséquent le système amènera
moins de violations de SLA. Cela pose par conséquent la question sur la validité de la métrique
qu'est la violation de SLA. En eﬀet, si celle-ci est intéressante pour modéliser une certaine qualité
de service, sa nature binaire empêche au niveau de la performance des services d'avoir un regard
concret sur l'eﬀet de telle ou telle allocation. Par exemple une tâche qui s'exécute à 50% de
ce qu'elle avait demandé ne tournera pas bien, alors qu'une qui s'exécute à 99% du SLA aura
seulement un léger ralentissement. Pourtant les deux compteront comme une violation de SLA.
D'un point de vue plus pratique au niveau du système de gestion des tâches dans le cloud,
il apparaît important que le réallocateur de tâches doive avoir conscience des tendances globales
d'utilisation des ressources du cluster. La raison en est simple, il sera important de faire un
compromis entre la consolidation d'un côté, et l'équilibrage de l'autre. Si le cluster est en train
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de se charger, il sera potentiellement plus judicieux de faire une faible consolidation avec un
équilibrage plus important, alors qu'à l'inverse, si le système est en train de se décharger, il sera
plus important de faire de la consolidation.
De plus, en termes de communication entre le gestionnaire et l'allocateur, il est important
d'avoir une allocation en deux phases. La première qui tente de consolider selon la manière
présentée, et la seconde qui équilibre la charge sur les hôtes conservés, c'est-à-dire ceux qui n'ont
pas été choisi pour s'éteindre au prochain timestep. Cela pour éviter autant que possible d'avoir
des hôtes tampons qui seront allumés sans utilisation de leur capacité de calcul.
Il est aussi intéressant d'étudier la possibilité de "ﬁxer" une tâche sur un hôte. Que ce soit
parce que celle-ci a une forte variabilité ou tout simplement parce qu'elle est volumineuse, migrer
ce genre de tâches à problème nous enlève la capacité de prédire avec une précision suﬃsante
l'état prochain du système, et amène des mauvaises allocations.
Enﬁn, il est de la plus haute importance de contrôler à quel point on veut consolider le
système. Par exemple, une solution simple et pratique serait de limiter le nombre de machines
virtuelles que l'on peut avoir sur un même hôte, et ce, en fonction du nombre de coeurs de cet
hôte. Cela aurait pour eﬀet de réduire les interactions néfastes entre les machines virtuelles qui
s'exécutent, et limiterait aussi le risque de violation. Il y a moins de risques d'avoir des violations
de SLA sur un hôte avec 2 VMs que sur un hôte avec 15 VMs. De plus, trop de consolidation
entraine un nombre accru de violations pendant la durée des migrations. Cela représente un
point d'inﬂexion dans l'économie d'énergie par rapport à la qualité de service. Par conséquent,
le surcoût en énergie d'une consolidation plus faible vaudra largement la réduction en nombre de
violations qui y sera associée. Trouver ce point d'inﬂexion peut se révéler compliqué, mais d'une
manière générale, il sera préférable de moins charger les machines par rapport à une allocation
statique.
Cependant, ces travaux reposent sur un nombre d'hypothèse dont il est bon de discuter. La
première est celle du modèle de migration, ou plus généralement de l'intégration de la composante
dynamique dans le modèle. On peut ainsi raisonnablement se poser la question de la validité du
modèle de migration. Est-il cohérent d'avoir la même portion de ressource à la fois sur l'hôte
source et sur l'hôte destination ? La manière dont est implémentée la migration dans Xen par
exemple semble suggérer que ce ne soit pas tout à fait le cas, mais cette même implémentation
suggère bien une surconsommation. Le modèle tel qu'implémenté dans nos travaux prend donc
un cas conservatif, puisqu'on va à priori surévaluer dans la majorité des cas la consommation
générée par la migration.
De plus, le temps induit par la migration n'est pas borné, c'est-à-dire que nous ne pouvons
prédire combien de temps une certaine machine va migrer. Cette migration va prendre d'autant
plus de temps qu'un goulot d'étranglement va se créer au niveau de l'infrastructure réseau. Ainsi,
bien que notre infrastructure nous permette de ne pas déﬁnir une borne de temps précise pour
les valeurs des timesteps, on pourra toujours borner ce temps, si tant est que nous intégrons
dans notre infrastructure de cloud et dans nos algorithmes un nombre maximum de migrations.
Cependant, une telle limitation n'est pas forcément nécessaire. Un bon algorithme de réallocation
tentera de migrer le moins possible, ou plutôt tentera de ﬁxer certaines tâches, à priori les plus
lourdes, sur les hôtes aﬁn de limiter autant que possible les migrations coûteuses, et ainsi limiter
l'eﬀet de goulot d'étranglement mentionné précédemment.
L'hétérogénéité peut aussi potentiellement amener des problèmes. Au niveau inter-cluster
d'une part, puisque les liens réseaux inter-clusters sont moins performants que intra-cluster,
mais aussi parce qu'on ne pourra pas utiliser l'image de la machine virtuelle sur un NAS dans
un cluster diﬀérent de celui vers lequel la machine virtuelle va migrer. Ensuite, on peut se poser
la question de l'eﬀet que peut avoir l'hétérogénéité sur les résultats. En eﬀet, peut-être qu'avoir
un hôte ayant des plus grandes capacités que d'autes peut potentiellement réduire le coût relatif
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de la migration vers et depuis cet hôte. Bien que cette hétérogénéité n'ait pas été testée dans
nos expériences, notre infrastructure de tests a été faite de manière à gérer ce genre de cas.
Par contre, nous avons choisi de ne pas l'intégrer aux expériences pour simpliﬁer l'extraction de
résultats, qui sont déjà suﬃsamment interdépendants.
Ouverture
On peut aussi discuter de comment améliorer les algorithmes. L'algorithme VectorPack-
ing, comme nous avons pu le voir dans les expériences, tend à consolider de manière trop forte les
tâches. Ainsi, une amélioration pourrait être de paramétrer l'algorithme aﬁn de le rendre moins
aggressif en terme de consolidation, plus souple. Ainsi, nous aurions un système moins contraint,
et ainsi moins de violations de SLA dûs au manque de ressources. Une autre amélioration des
algorithme consisterait à pouvoir prédire le nombre d'hôtes à éteindre. De la même manière, il
serait intéressant aussi d'intégrer la stratégie d'extinction des hôtes dans l'algorithme de réallo-
cation. Intégrer de telles considérations permettrait de pouvoir prédire quels hôtes vont rester
allumés sur les t prochains timesteps, et ainsi potentiellement les utiliser. De ce fait, on pourrait
réduire le taux de violation de SLA, sans pour autant impacter la consommation d'énergie.
Il serait intéressant d'apporter l'hétérogénéité et le refroidissement au modèle. Au niveau du
refroidissement, on peut facilement imaginer qu'allumer et éteindre un CRAC/CRAH prenne
du temps, et qu'il faille aussi intégrer ce temps au modèle. Cela amènerait nous amènerait par
ailleurs à devoir prendre en compte les diﬀérences entre les diﬀérents temps (allumage d'un hôte,
migration d'une machine virtuelle, etc.). Nous avons ainsi choisi de prendre un temps identique
entre l'allumage et l'extinction des hôtes et de la migration des machines virtuelles. Cependant,
cette hypothèse, bien que pratique, n'est pas ﬁdèle au monde réel, et il faudra donc étudier l'eﬀet
des diﬀérents temps que prennent les diﬀérentes actions possibles sur l'infrastructure. Cette
étude et prise en compte nous permettrai d'aller plus loin avec la prise en compte notamment
de l'hétérogénéité sur plusieurs clusters, comme présentée dans le chapitre 4. Le gros problème
de la prise en compte d'un cloud composé de plusieurs clusters, est que la migration pose un
gros problème inter cluster. En eﬀet, nous n'avons pas de stockage centralisé entre les clusters,
et il faut migrer non seulement la mémoire de travail mais aussi l'image en système en entier ! Il
faudra donc prendre en compte la migration inter cluster, qui est possible, en changeant le temps
de migration en fonction du temps où l'on va, ainsi que favoriser les migrations intra cluster, qui
seront bien plus rapides que les migrations inter cluster.
Enﬁn, le nombre d'hôte qu'il manque dans le cas d'un système sur-utilisé peut-être intéressant
à calculer. Cela permettra une meilleure correspondance entre la partie gestion de machines
physique et la partie réallocation, et surtout cela permettra d'être plus proactif et précis dans
l'allumage des hôtes. Cependant, il est important de noter que calculer le nombre exact de
machines à allumer est diﬃcile puisque dépendant d'une l'allocation, et il faudra surtout faire
attention à ne pas sur-provisionner le nombre de machines à allumer en étant trop proactifs.
Chapitre 6
Conclusion
6.1 Conclusion
Le cloud computing est en pleine expansion et tend à s'imposer comme un des paradigmes
dominants dans le paysage informatique. Les infrastructures proposant des services de cloud
computing deviennent donc de plus en plus nombreuses, et de plus en plus grosses pour répondre
à cette demande croissante de services décentralisés. Cette augmentation amène bien évidemment
divers problèmes, dont celui de la consommation d'énergie, ou celui de l'utilisation eﬃcace des
ressources. Il faut donc concevoir des techniques et outils aﬁn de répondre à ces nouveaux besoins
de gestion.
Dans cette thèse, nous avons tenté de résoudre certains aspects du problème en nous con-
centrant sur la gestion des tâches, plus particulièrement sur l'allocation et la réallocation des
tâches. Nous avons introduit dans le chapitre 4 un modèle linéaire d'allocation de tâches statique
basé sur un ensemble de contraintes linéaires. Ce modèle est basé sur les leviers proposés par
la virtualisation et la migration des machines virtuelles et possède l'avantage de pouvoir d'une
manière simple et relativement directe décrire l'existant, tout en étant facilement extensible et
généralisable à d'autres ressources.
Le modèle ainsi déﬁni nous a permis d'étudier les diﬀérents phénomènes impliqué dans les
allocations, ainsi que les diﬀérentes interactions entre les paramètres. Nous avons donc pu déﬁnir
un modèle multi objectifs, avec des objectifs antagonistes, que nous avons ensuite séparé en trois
problèmes distincts : optimiser la performance à puissance électrique ﬁxe, optimiser la puissance
sous un minimum de performance à atteindre, et enﬁn optimiser les deux objectifs de manière
concurrente avec une combinaison linéaire des deux. Ce faisant, nous avons déﬁni diﬀérents
algorithmes basés sur des heuristiques nous permettant de calculer des solutions proches de
l'optimal en des temps raisonnables.
Nous avons ensuite étendu notre modèle pour y intégrer la prise en compte de l'hétérogénéité
d'une part, et des infrastructures de refroidissement d'autre part. L'intégration de l'aspect
hétérogénéité nous a permis d'être capable de passer d'un contexte de cloud monocluster à
un contexte multicluster, et ainsi d'être plus proche de la réalité. L'aspect infrastructure de
refroidissement est importante quand à elle puisque les infrastructure de refroidissement sont
grosses consommatrices d'énergie, et participent ainsi de manière importante aux coûts opéra-
tionnels des centres de serveurs. Nous avons pu voir avec les expériences que nous avons conduites
que ces diﬀérents aspects agissent sur la qualité des solutions, et que prendre en compte en amont
des considérations d'hétérogénéité et de refroidissement amène de meilleurs résultats.
Nous avons pu voir qu'ajouter la prise en compte de l'hétérogénéité amenait une augmentation
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du yield minimum allant jusqu'à 7% pour le problème BoundedPower par rapport à la non
prise en compte de cette hétérogénéité. De la même manière pour le problème BoundedYield,
nous avons pu observer une diminution de la consommation d'énergie de 4%.
Nous avons pu aussi voir lors de l'introduction des équipements de refroidissement, que pren-
dre en compte dans l'algorithme de placement dans le problème BoundedYield amène une
amélioration de la consommation d'énergie allant jusqu'à 11%. Pour le problème Bounded-
Power par contre, une amélioration du minimum yield de 2% à pu être observée par rapport à
la non prise en compte du refroidissement.
Enﬁn, nous avons observé l'impact de ces deux aspects sur les résultats, en prenant en compte
un seul des aspects, les deux, ou aucun. Nous avons pu ainsi observer un écart allant jusqu'à
28% en consommation d'énergie entre le moins bon (VP_CMAX_OVER_COOL, qui prend
en compte uniquement le refroidissement) et le meilleur algorithme (VP_H_POWER, qui
prend en compte l'hétérogénéité et le refroidissement). Ces deux algorithmes montrent aussi
les meilleures et pires performances pour le problème BoundedPower, aﬃchant un écart de
performance de 16% de yield minimum entre le meilleur (VP_CMAX_OVER_COOL) et le
pire (VP_H_POWER).
Dans le chapitre 5, nous avons ensuite étendu le modèle d'allocation statique, pour y introduire
des considérations dynamique. Nous avons notamment introduit des considérations de temps de
migration, de temps d'allumage et de temps d'extinction des hôtes, ainsi que les consommations
de ressources qui y sont associées. La migration live des machines virtuelles et l'allumage et
l'extinction des hôtes sont les pierres angulaires de la majorité des approches de gestion de
tâches dans les clouds, et les coûts induits par la migration par exemple, sont importants et ne
peuvent pas être ignorés longtemps. Ces considérations sont pourtant souvent ignorées ou trop
simpliﬁées dans les travaux similaires [87, 101].
Nous sommes donc passé du statique au dynamique en étendant l'ensemble de contraintes à de
nouvelles contraintes, et en étendant les variables pour y ajouter une nouvelle dimension, notant
au passage l'explosion du nombre de variables et de contraintes même pour des petites instances.
Par exemple, résoudre un système linéaire avec 3 tâches, 2 hôtes sur 4 timesteps reviendra à
résoudre un système avec plus de 300 contraintes et 150 variables. Nous avons ensuite implémenté
une infrastructure de simulation de cloud aﬁn de tester la gestion de ces tâches dynamique via
un gestionnaire autonome.
Comme nous avons pu le voir en section 5.3, l'infrastructure multi niveaux gérée de manière
automatique a permi de réduire la consommation d'énergie allant de 11% jusqu'à 37% dans
le meilleur des cas en ne prenant en compte que les algorithmes qui passent à l'échelle. Ces
économies d'énergies ont pu être eﬀectuées en gardant un taux de violations de SLA bas, allant
de 0% pour des workloads stables à 8% dans le cas de workloads avec une grande volatilité.
6.2 Discussion et Perspectives
Durant les recherches que nous avons mené au cours de cette thèse, nous avons émis nombre
d'hypothèses, soulevé des points nécessitant discussion et ouvert bon nombre de directions de
recherche. Ces points se déclinent en trois catégories : d'abord l'adaptation possible du modèle à
des infrastructures ou situations, ensuite l'extension du modèle à de nouveaux environnements,
et enﬁn la validation du modèle actuel et la relaxation de certaines hypothèses.
6.2.1 Adaptabilité du modèle
Le premier point concerne l'adaptation du modèle déﬁni dans les chapitres précédents. Ce
modèle pose la question de savoir pourquoi nous n'avons pas utilisé les techniques de DVFS,
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qui est une des techniques les plus répandues lorsque l'on s'intéresse aux économies d'énergies.
Nous avons mentionné précédemment que les changements de fréquences avaient parfois un eﬀet
antagoniste avec les eﬀets de l'allocation d'un pourcentage de ressources. En eﬀet, pour être
eﬃcace, le DVFS doit être à l'échelle de l'application, c'est-à-dire doit réagir aux diﬀérents
changements de celle-ci, et cela peut aller à l'encontre d'une allocation, qui alloue comme dans
notre cas des ressources selon une certaine fréquence sur une période donnée. De plus, même si
l'on ne prend pas en compte les eﬀets négatifs que peut avoir le DVFS sur certaines parties d'une
machine, nous pouvons l'utiliser. Il faut aussi souligner qu'il existe des couples voltage/fréquence
optimaux en terme de performance et d'énergie qui pourrait nous permettre d'avoir les hôtes
toujours réglés sur cette fréquence.
Alors comment intégrer le DVFS à nos travaux ? On peut tout d'abord supposer que toutes
les machines ont été réglées à leur couple optimal, et itérer à partir de là. Mais cette solution,
bien que valide dans une certaine mesure, n'est que peu satisfaisante, puisqu'elle présuppose une
connaissance des applications sous-jacentes ainsi qu'une connaissance de l'infrastructure.
Une piste serait donc d'intégrer le DVFS à l'intérieur du modèle, en prenant les diﬀérents
états de la fréquence d'un processeur comme des hôtes diﬀérents. Il faudrait alors rajouter une
contrainte d'exclusivité entre les diﬀérents hôtes, ou plutôt entre les diﬀérentes fréquences d'un
même hôte. Nous aurions ainsi une allocation qui serait en théorie eﬀectuée sur un hôte s'exé-
cutant à sa fréquence optimale. Cette approche est intéressante à utiliser puisqu'elle amènera
encore plus d'économies d'énergies sans pour autant pénaliser la performance, elle sera pourtant
au coût d'un temps de calcul signiﬁcativement plus important, du fait de la recherche supplémen-
taire du couple adéquat. Pourtant, utiliser de la sorte le DVFS nous empêchera de l'utiliser à un
niveau plus bas, celui de l'application elle même, et amènera probablement moins d'économies
d'énergies qu'une telle approche. La meilleure utilisation possible du DVFS se fera au niveau
de l'application, puisqu'on pourrait potentiellement réagir à chaque changement de charge de
l'application en attribuant le couple fréquence voltage approprié. Utiliser le DVFS à un niveau
plus haut, et par conséquent sur un temps plus grand puisque c'est le gestionnaire qui va déﬁnir
le couple pour la durée de l'allocation, amènera donc un couple sous optimal sur la durée de
l'allocation, et donc une consommation d'énergie plus grande. Restera à déterminer si avoir un
gestionnaire de ressource indépendant d'un scheduler processeur avec DVFS est plus ou moins
intéressant en terme d'énergie et de performance qu'avoir une approche complètement intégrée.
Nous pourrions aussi rajouter la gestion de la fréquence au niveau du gestionnnaire de cloud
tel que présenté dans le chapitre 5, au niveau de la reconﬁguration des machines virtuelles.
Par exemple, nous pourrions avoir des règles de la même manière que pour la gestion de la
reconﬁguration de machines virtuelles eﬀectuant des réductions ou augmentation de la fréquence
du processeur en fonction du nombre de tâches sur la machine et de la charge de cette machine. Il
faudra cependant prendre garde à utiliser de telle technique de manière conservative, c'est-à-dire
modérément aggressive sur les décisions de changement de fréquence, et il faudra décider de la
précédence entre la reconﬁguration et le changement de fréquence, aﬁn de savoir si le système
va d'abord chercher à baisser la fréquence ou à augmenter l'allocation, ou les deux à la fois.
Cette technique simple pourrait nous permettre de réduire la consommation de puissance des
allocations dans certains états (choisis par expérimentations préalables) des machines.
Enﬁn, nous pourrions regarder du coté du power clamping/capping [94]. Ces nouvelles tech-
niques introduites notamment dans les familles de processeur Sandy Bridge d'Intel, permettent de
déﬁnir des bornes de puissance à être consommée par le processeur, celui-ci s'assurant matérielle-
ment que cette borne soit respectée. Ce type de technique serait amené à remplacer ou à être en
complément du DVFS. Cependant, la grande majorité des processeurs dans les serveurs actuels
ne possèdent pas ce genre de technique, et il faudra un certain temps pour avoir une diﬀusion
de cette technique. Nous pouvons par contre remarquer que le power capping similaire à notre
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modèle dans le cas du problème BoundedPower, et que nous pourrions l'y adapter à priori de
manière eﬃcace.
Le modèle que nous avons déﬁni est aussi facilement adaptable et de manière directe à cer-
taines des nouvelles architectures dont l'état d'allumage des processeurs (ou coeurs) [74] peut
être contrôlé pendant l'exécution d'une application. Ainsi, si l'on considère une machine physique
comme un microcluster, le modèle s'applique de manière directe. On pourrait ainsi consolider les
machines virtuelles sur un sous-ensemble réduit de coeurs pour éteindre les autres, si l'on pose
comme hypothèse que nous séparons la mémoire de manière exclusive entre les coeurs. Mais cela
est le moindre des problèmes. Il faudra modiﬁer le modèle de la consommation d'énergie, car si
l'on éteint un coeur alors que les autres sont toujours allumés, la machine physique est toujours
allumée et la consommation d'énergie n'est pas réduite à 0. Pour palier à ce problème, on peut
penser à une infrastructure de décision hiérarchique comprenant une composante décisionnelle
sur chaque machine physique, qui fera une allocation energy-aware selon le même modèle, mais
à l'échelle des processeurs. Ainsi, une premiere allocation pour décider quelles tâches vont sur
quelles machines serait eﬀectuée, en prenant la capacité en ressources d'une machine physique
comme la somme des capacités de ses coeurs, et une seconde réarrangerait les tâches sur la ma-
chine pour tenter d'en éteindre des coeurs. Cependant, ce genre d'approche demande de se poser
d'autant plus la question de l'impact qu'ont des machines virtuelles sur un même coeur, puisque
l'on sait déjà que des machines virtuelles allouées sur la même machine physique s'impactent
entre elles [81].
6.2.2 Extension du modèle
Outre l'adaptation de notre modèle avec des changements mineurs pour se conformer à des
paradigmes et infrastructures diﬀérents, il est possible d'étendre le modèle pour prendre en
compte de nouveaux aspects, et relâcher certaines hypothèses.
Par exemple, de la même manière que pour les coeurs des processeurs qu'il serait possible
d'éteindre indépendament les uns des autres, on peut généraliser cet aspect à l'extinction de
toute partie, si tant est que cela est possible, d'une machine physique. Pour la mémoire, celle-ci
est considérée ici comme une ressource rigide, et par conséquent l'ajout d'un coût en fonction de
combien de mémoire est consommée est relativement direct. Ainsi, le compromis qui doit être
fait avec la perte de performance à lieu à une échelle bien plus petite que celle de l'allumage d'un
hôte.
Une telle généralisation par contre, mettrait l'accent sur une proportionnalité énergétique
plus grande, et les algorithmes proposés ici pourraient avoir des résultats moindre. Ainsi, les
algorithmes que nous avons implémentés ont des performances basées sur l'hypothèse que la ma-
jorité de la consommation d'énergie d'une machine vient du fait d'être allumée. Cependant, si l'on
suppose que toute partie peut être éteinte, cette diﬀérence faiblit grandement, et la consolidation,
qui est la force par exemple de l'algorithme VectorPack n'aurait pas autant d'importance, ce
qui amènerait des performances moindre. La majorité des économies d'énergies viendrait dans ce
cas de la reconﬁguration des machines virtuelles, et il faudrait prendre garde à ne pas tenter de
faire une trop grande consolidation, aﬁn de ne pas nuire à la reconﬁguration. En eﬀet, une bonne
reconﬁguration nécessite de la marge de manoeuvre, idéalement une seule tâche sur un hôte.
Cette généralisation de l'état peut être à une échelle plus petite en relachant l'hypothèse
de l'état binaire allumé/éteint des hôtes. Il est possible de mettre les machines dans un état
d'hibernation, qui se situe entre l'état allumé et éteint. Le passage de l'état hibernation à l'état
allumé est bien plus rapide que le passage d'éteint à allumé. Les contraintes de non exécution
de tâches sur un hôte en hibernation restent les mêmes, mais le réallumage est plus rapide et la
machine consomme de l'électricité. On peut étendre ceci à plus d'état plus ou moins profonds
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de sommeil, mais le principe reste le même. Il faut prendre en compte cet eﬀet et étendre le
modèle à ces nouveaux états. On peut donc déﬁnir, un nombre de timesteps pour l'allumage et
l'extinction des hôtes, ainsi que pour tous les états intermédiaires. On peut donc imaginer qu'il
faille 1 timestep pour passer de l'état d'hibernation à l'état allumé, alors qu'il en faut 3 depuis
l'extinction totale. Cela pourra se faire avec une modiﬁcation des contraintes linéaires au niveau
du modèle, pour intégrer les états d'une part, et la durée en tant que paramètre d'autre part.
Rajouter des états pour l'infrastructure peut se faire aussi au niveau du cooling, qui consom-
mera plus ou moins d'énergie en fonction de l'utilisation globale des hôtes associés. Du fait de la
nature quadratique de la consommation du refroidissement, on peut facilement penser qu'étendre
le coût de l'infrastructure de refroidissement à un coût linéaire comme celui du processeur peut
ne pas être suﬃsant. On pourrait donc imaginer passer à un modèle de coût linéaire par morceau,
aﬁn de rester toujours en contrainte linéaire, et ainsi passer à un modèle plus proche de la réal-
ité. Par exemple on peut imaginer qu'un CRAC/CRAH consomme P = utilisation× a watts en
dessous de 50% de charge, et P = utilisation× 2a watts au dessus. Cette extension simple nous
permet une amélioration majeure, qui est de prévenir les points chauds dans le cluster.
Comme mentionné dans la partie 5.3.1, il faut faire le parallèle entre le yield et les SLA. Nous
avons choisi pour notre modèle d'utiliser le yield minimum pour des raisons d'équité. Nous avons
ensuite adapté le modèle pour y intégrer des considérations de SLA. Il faudra cependant améliorer
le modèle pour pouvoir passer à la fois aux considérations de minimisation des violations de SLA
et d'équité. Le modèle actuel de violations de SLA est binaire, soit il y a une violation de SLA,
soit non. On peut ainsi minimiser les violations tout en n'étant pas équitable, dans le cas d'une
allocation où on alloue toutes les tâches sans violation de SLA, sauf une seule qui est proche de
0% de ce qu'elle avait requis, on aura alors un nombre minimum de violations mais une allocation
qui ne peut pas être considérée comme bonne. Il faut ainsi intégrer une marge de manoeuvre
dans les violations de SLA. Seulement la manière dont nous avons intégré les violations de SLA
ne suﬃt pas, puisqu'il faudrait intégrer à quel point un SLA est dépassé, et pas seulement si il
est dépassé, puisque 1% d'allocation en dessous de ce qui était requis n'aura pas le même eﬀet
sur la qualité d'expérience de l'utilisateur que d'allouer a 50% en dessous.
6.2.3 Etudes supplémentaires
Enﬁn, le dernier point de recherches supplémentaires concerne les expériences que nous avons
faites, et les diﬀérentes études que nous pouvons faire.
Quel objectif pour les économies d'énergies ?
La première direction dans ce contexte est celle de l'étude de la diﬀérence entre puissance et
énergie. En eﬀet, si l'on assimilait la puissance à l'énergie dans le chapitre 4, du fait de l'hypothèse
des tâches inﬁnies, lorsque nous avons supprimé cette hypothèse pour passer à une réallocation
dynamique, nous somme passés dans des considérations d'énergie, où l'énergie est la somme des
puissances consommées à chaque timesteps. Ainsi, dans le cadre du problème borné en puissance,
on peut se poser la question de savoir si il est plus intéressant de raisonner en terme d'énergie
ou de puissance, à savoir s'il est plus intéressant d'optimiser l'énergie sur chaque timesteps, ou
plutôt d'optimiser l'énergie globale.
Si l'on prend le problème de puissance pour des considérations matérielles de consommation
d'électricité, à savoir on veut éviter que l'infrastructure dépasse une consommation donnée, la
question ne se pose pas puisqu'il faut raisonner par timesteps aﬁn de ne jamais dépasser cette
limite. Par contre, si le but est de ne pas dépasser une certaine puissance pour budgétiser la
consommation, ou tout simplement de réduire la consommation d'énergie, la question se pose.
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Par conséquent, bien que les deux solutions soient viables, une étude sur ces phénomènes
peut nous amener des éléments de réponse pour modiﬁer l'infrastructure de cloud pour prendre
en compte ces deux aspects. Il est probable que raisonner de manière globale sur la durée de
l'exécution donnera de meilleurs résultats, mais ce sera si et seulement si on a une connaissance
parfaite des demandes des tâches. Ainsi, si les résultats seront meilleurs, cela sera probablement
au prix d'une plus grande variabilité dans les résultats de ce fait, alors qu'optimiser par timestep
donnera des résultats à priori plus stable. C'est en fait tout le problème de la prédiction. Si la
prédiction est suﬃsamment ﬁable, on préferera raisonner en connaissance du futur, alors que si
la charge de travail est trop variable, on préfèrera raisonner sur le présent. Dans tous les cas, il
apparait nécessaire d'implémenter ces deux aspects (à la fois dans les algorithmes et les seuils)
aﬁn de raisonner dans le meilleur environnement possible.
Inﬂuence des diﬀérents temps d'action
Ensuite, l'étude du temps de migration sera intéressante. Le temps de migration est au coeur
des problèmes liés à la réallocation des machines virtuelles. Tester l'inﬂuence du temps de mi-
gration, avec l'inﬂuence du comportement de la machine virtuelle et de l'implémentation de la
migration, est nécessaire pour adapter les algorithmes, aﬁn de pouvoir modiﬁer les algorithmes de
décision de manière adéquate. Il sera intéressant de voir à quel point un temps long de migration
rend les algorithmes moins bons, et comment ne pas migrer certaines machines sous certaines
contraintes (si elle est trop demandeuse de RAM par exemple) améliorera les résultats dans ces
cas là.
Etude du surprovisionnement
Les machines virtuelles doivent aussi faire l'objet d'une étude plus minutieuse. Nous avons
supposé qu'il n'y avait pas d'erreur dans les mesures de consommation, et que le client connaissait
ses besoins. Nous avons ensuite un peu relâché cette hypothèse en réduisant l'allocation en dessous
de ce que la tâche avait requis pour être au plus près de ce qu'elle avait consommé. Cependant,
il est intéressant de voir comment ces diﬀérences inﬂuencent le système et les résultats, comment
elles peuvent être rattrapées par le système. Il faut un algorithme de décision capable d'absorber
cette marge d'erreur via notamment les seuils déﬁnis en partie 5.3.1.
De la même manière, il est intéressant d'étudier le surprovisionnement que l'on peut faire
pendant l'allocation de tâche. Par exemple, lorsque l'on tente d'allouer un ensemble de tâches,
et que l'allocation résultante fait dépasser d'1% une seule tâche, l'allocation échoue. Pourtant, il
peut être intéressant de garder cette allocation en dépit du fait qu'elle soit considérée mauvaise,
en rajoutant le taux d'erreur possible.
Expérimentations en environnement réel
Enﬁn, il faudra eﬀectuer des expérimentations en situation réelle. Bien que non présentes
dans ce manuscrit, nous allons eﬀectuer des expérimentations implémentant certains scénarios
décrits dans les chapitres précédents en situation réelle à l'aide de gestionnaire de clouds tels
que Snooze[44], qui est très compatible au niveau fonctionnement avec notre approche, et ainsi
avoir une validation expérimentale des résultats présentés précédemment, notamment vis-à-vis
des temps de migration et d'allumage/extinction des hôtes, et du fonctionnement en timesteps
en général. Pour ce faire, il faudra s'abstraire du fonctionnement par surcharge/souscharge de
Snooze pour en faire une gestion par période de temps.
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