Abstract. Let ZN be the number of self-avoiding paths of length N starting from the origin on the infinite cluster obtained after performing Bernoulli percolation on Z d with parameter p > pc(Z d ). The object of this paper is to study the connective constant of the dilute lattice lim sup N→∞ Z 1/N N , which is a non-random quantity. We want to investigate if the inequality lim sup N→∞ (ZN )
Introduction
In this paper we continue a study initiated in [19] concerning self-avoiding walk on the infinite percolation cluster obtained after performing supercritical percolation on Z d . This problem has been studied extensively in the physics litterature, using non-rigorous methods (see [3] for the first paper on the subject, and [4, 13, 14, 1] for later contributions), but its understanding from a mathematical point view remains very weak, the main reason being that self-avoiding walk on Z d is, in many respects already a big challenge for mathematician (see [22] for a review).
Our starting point is to assume that some of the properties of the walk, such as the replica overlap (i.e. the mean proportion of edges shared by two independent trajectories) and the end-to-end distance can be deduced from the asymptotic behavior of the partition function Z N , which is simply the number of open self-avoiding path of length N from the origin. This belief is somehow ascertained by both the physics literature (e.g. see [8] ) and analogies with rigorous results obtained for directed polymers in a random environment [5] , but has not yet been brought on rigorous ground (and we will not do it in this paper). Hence our main object of study will be the growth rate lim sup N →∞ (Z N ) 1/N .
In [19] we have aproved the existence of a quenched connective constant for the percolation cluster, or in other words, that the upper growth-rate of Z N is not a random variable. We also proved that in two dimension, this upper-growth rate is always strictly smaller than the growth rate of the expected value, underlining a localization phenomenon. Our aim in this paper is to show that there is a phase where localization occur also in high dimension: that when d is large and p is close to the percolation threshold, Z N does not grow as fast as its mean value. Our result apparently contradicts some of the prediction made in the litterature. For instance in [13] , [4] and many pait is claimed that disorder never modifies the behavior of the trajectories above the percolation threshold. The reason for this contradiction might be that some author may have considered the "annealed model" (where averaging with respect to the percolation cluster is performed) which is mathematically trivial.
On the other-hand our result agrees with the predictions present in [8] . Furthermore according to Le Doussal and Machta [8] , this localization phenomenon does not occur for small dilution, i.e. when p is close to one. This means that there is a non-trivial transition in p separating a phase where trajectories are delocalized from one where the are delocalized. On the mathematical level, this remains a challenging conjecture.
Model and results.
We consider S N the set of self-avoiding path of length N starting from the origin in Z d which is equipped with its usual lattice structure. The notation | · | denotes the graph distance in Z d . We can define an analogous quantity Z N,x by counting open self-avoiding path starting from x ∈ Z d instead of the origin. Of course Z N,x is equal to zero for large N if x lies in a finite cluster of open edges. For the reason, we focus only on the supercritical regime of percolation p > p c (p c denoting the percolation threshold) where a.s. there is a unique infinite connected component of open edges (see e.g. the first chapters of [11] for an introduction to percolation). We call C the unique infinite percolation cluster.
In [19] , we introduced the notion of connective constant for the dilute lattice. Recall that
Here | · | denote the cardinal of a set and we will keep this notation throughout the paper as it brings no confusion. does not depend on x and is P-a.s. constant. We call this limit the quenched connective constant of the dilute lattice and denote it by µ d (p). It satisfies the inequality
where
is the connective constant of Z d . We call
the annealed connective constant.
Moreover, the ratio between quenched and annealed connective constant
is a non-decreasing function of p on (p c , 1].
In particular there exists p
c . Remark 1.2. The notion of connective constant for non-transitive graphs has also recently been studied in a non-random setup ; in [12] a universal lower-bound is given for the for the connective constant of d-regular graphs.
Whether the inequality (1.5) is strict or not is related, at least on a heuristic level to trajectorial properties of the self-avoiding walk on C. The Self-Avoiding Walk of length N on C is the process defined on S N by the probability law
The general idea is that if Z N behaves asymptotically like its expected value, it means that the environment is spatially averaging so that the self-avoiding walk in the inhomogeneous medium keeps the features of self-avoiding walk on Z d (see e.g. [10, 22] for conjectures and mathematically proved results). On the other hand if Z N ≪ E[Z N ], and a fortiori if the two quantities have a different behavior on the exponential scale (i.e. if µ d (p) < pµ d (1)) one should observe localization of the trajectories under π ω N (see [5] and references therein for the case directed polymers, and [8] for physicists prediction).
An important issue is then to decide whether a genuine phase transition occurs at p (2) c i.e. if p (2) c / ∈ {p c , 1}. In [19] , we proved that in dimension 2, the inequality (1.5) is always strict for all values of p < 1 so that there is no phase transition (p (2) c = 1). Le Doussal and Machta [8] believe that this is the case also for d = 3, and we agree with this conjecture although it should be difficult to prove with available tools (see the introduction of [19] for more discussions). On the contrary, when d 4, the same authors conjectured that for small edge dilution, the disorder is irrelevant: in other words that for p close to one
c < 1. Note that the conjectures in [8] are not formulated for the connective constant but in terms of trajectorial properties.
In this paper we focus on the question: is p (2) c > p c in general? We give a positive answer to this question in high dimension. The strategy we adopt to prove such a result presents some similarities with the one we used in [18] to solve an analogous question for the problem of oriented percolation: we prove an asymptotic lower bound on p (2) c which is larger than the asymptotic development in (2d) −1 of p c .
The asymptotic development for the percolation threshold up to the third order has been computed by Hara and Slade [15] using the lace expansion. They proved that
See also [16] for a related result and a bibliography on this topic.
Let us present now our main result Theorem 1.3. Given ε > 0, when d is large enough and
As a consequence when d is large enough,
c > p c .
1.2.
Ideas behind the proof and interpretation of the result. Our method to obtain a lower bound on p
relies on three ideas: the first one is to consider the size biased measure where the probability of a given environment is proportional to P(ω)Z N (ω). This gives us a nice characterization of the strong disorder regime p < p (2) c : see Lemma 2.1.
The second idea is to use a special construction of the size biased measure sometimes referred to as the spine construction. It says that the environment under the size-biased law can be obtained by opening a self avoiding path of length N chosen uniformly at random (the spine), and opening every other edges in Z d independently with probability p: see Lemma 2.2 Finally, and this is the most important step, we use this spine construction to show that additions of edges around the spines can generate a lot of open paths, showing that the size-biased measure and the original one are very different when p is small (Proposition 2.3).
All these three ideas were used in an earlier work concerning oriented percolation [18] , and the way to proceed for the two first step is exactly identical. However, here the final step is much more involved and requires some heavy-machinery for several reasons: the possibility of interaction between the walk and its past, the modification of the length when adding "bridges on the walk" etc... At first sight, after reading our proof, one could think that the asymptotic lower-bound we find for p (2) c is larger than p c for accidental reasons and that it might not be satisfied for some other type of high dimensional lattice. This is however not the case: the fundamental reason for the difference between the two is that the contribution of "square of open edges" (i.e. of regions where four edges forming a square are open) is more important under the size-biased measure than under the original one. In the high dimensional limit, the contribution of these open square gives the leading asymptotic term for (Z N ) 1/N . Thus our result can be expected to be true for percolation models in the mean-field limit (see for instance [18] where the same result holds for directed percolation essentially for the same reasons). We believe that p (2) c > p c in all dimensions but we currently have no argument to justify it for finite d. Note finally that we did not try to explicit what d large enough in Theorem 1.3 means. The reason for that is that quantitative estimates would be quite hard to derive and in any case, very suboptimal.
2.
Decomposing the proof of Theorem 1.3 2.1. The size biasing. The size biazing technique consist in studying the process under a new measure, which gives a larger probability to environments ω for which the partition function Z N is larger. We introduce W N the renormalized partition function
Note that the inequality (1.5) is strict if and only if W N decays exponentially fast.
We define P the size biased-law, which is absolutely continuous with respect to P and whose derivative is
The exponential decay of W N (ω) under P corresponds more or less to its exponential growth under P. This the content of the following Lemma.
Lemma 2.1. If there is a constant c satisfying
3)
Proof. The result and proof are similar to Proposition 4.2 in [18] , and we include the proof here just for the sake of completeness. The inequality µ d (p) < pµ d is equivalent to the almost sure exponential decay of W N .
Assume that (2.3) holds. Then from the definition of P we have
The Markov inequality implies that P[W N e cN ] e −cN , and hence by the Borel-Cantelli Lemma, we have lim sup
2.2. The spine method. The size biased measure can be obtained from the original one by opening all the edges along a randomly chosen self avoiding path. Similar constructions have been used for quite a while for the study of branching structure (see [20] ) or directed polymers [2] .
Given a path S ∈ S N and an environment ω we define the environment ω(S, ω) with spine S by
Then set
Lemma 2.2. The law of Z N (ω) under P, is the same as the law of Z N (S, ω) under π N ×P.
Proof. See e.g. [2] Lemma 1.
2.3.
A lower bound on path counting. The most important step, and whose proof will be the focus of all the rest of the paper is to show that as soon as p (2d) −1 , with large probability, a lot of paths are open. The idea is to use the spine as a backbone to construct a lot of open paths with large probability. This result combined with the two Lemmata 2.1 and 2.2 easily yields Theorem 1.3.
Proof of Theorem 1.3 from Proposition 2.3. According to Lemma 2.2 and Lemma 2.1, the Theorem reduces to prove that there exists c such that
From the Proposition 2.3, and the fact that (cf. the definition of the connective constant)
(2.10) We use the following asymptotic expansion in d of µ d from [17] 11) to get that, for d large enough, the inequality (2.10) is satisfied if
(2.12)
3. Strategy of proof for Proposition 2.3 3.1. Bridges over the spine. Our strategy is to have a lower bound is to look only at paths that uses either edges of the spine or make very short excursions out of it (we will call these excursions bridges). We first have to restrict ourselves to a set of good spines S and show that most spines are good. Then we show that when a spine is good, with large probability, we have a lot of open bridges, which allows to have a lot of open paths.
(a) (b) (c) Let us introduce some notation. We set X n := S n − S n−1 to be the n-th increment of S, U N to be the set of indices when the spine makes a U-turn, 1) and T N the set of indices around which S does not bend
Let I = {x ∈ Z d | |x| = 1 } to be the set of nearest neighbors of the origin. We have to consider three types of bridges (figure 1): (a) The edges (S n−1 , S n−1 + X n+1 ) and (S n−1 + X n+1 , S n+1 ) are ω open for some n / ∈ T n . We call this an (a)-bridge over S n . (b) The edge (S n , S n−3 ) is open for some n ∈ U n , we call this a (b)-bridge linking S n to S n−3 . (c) The edges (S n−1 , S n−1 + e), (S n−1 + e, S n + e) and (S n + e, S n ) are open for some e ∈ I \ {X n , −X n−1 , X n+1 }, we call this a (c)-bridge over the edge (S n−1 , S n ) (the restriction of the direction e is there because we do not want our bridge to use edges of the spine). To a bridge we can associate a square of open edges in ω which is composed of 2, 3, or 1 edges of the spine and the rest forms the bridge (see Figure 1) . We call the vertices of that are at the end of two edges of the bridge the free sites (there is one free site for an (a)-bridge and two for a (c)-bridge and none for a (b)-bridge).
It can be remarked that if we have n a bridges of type (a), n b bridges of type (b) and n c bridges of type (c) such that the corresponding squares do not share edges nor free sites like on figure 2 where n b = 4 and n a = n c = 3 (see on figure 3 examples of configurations where bridges do overlap), then it is possible to construct Figure 2 (we have to use the same number of (b) and (c) because these type of bridges modify the total length of the path and we want the length to be equal to N ). Obviously different choices for the set of bridges give a different path. Thus our work will be focused on proving that with an overwhelmingly large probability we can construct a lot of bridges with squares that overlap only on spine sites.
The typical value of the number of bridges of type (a), (b) and (c) at the first order is not difficult to derive at the heuristic level if we accept that in high dimension the spine behaves like a simple random walk: given n / ∈ T N (and in large dimension the proportion of indices not in T N tend to one), the probability of a bridge of type (a) being open is (2d) −2 so that the typical number of bridges of type (a) is [(2d) −2 + o(d −2 )]N . For bridges type (b) we notice that the probability of making a U -turn for the self-avoiding walk should be roughly the same as for the simple random walk where it is asymptotically equivalent to 1/2d when d is large. We can construct a path of length N (continuous line) by using some of the bridges and in particular the same number of bridges of type (b) and (c). The unused bridges and unused parts of the spine are left as dashed lines. This construction is possible as soon as the squares formed by the bridges do not overlap i.e. do not share edges or free sites in common (no that we allow different squares to share some spine sites).
that each bridge is composed of three edges and has a probability (2d) −3 of being open, we get a similar asymptotic for the number of (c)-bridges. Hence from (3.3) one should have typically
However, to make this rigorous, we have to show that on the complement of a set of exponentially small probability, we can construct large sets of bridges that do not overlap with each other. Thus we would have that (3.4) holds with large probability.
3.2. Good spines and good ω. The remainder of the paper is devoted to that purpose. We can separate the proof of Proposition 2.3 in two steps. The first step is to reduce to a set of good spines for our construction, on which were there are lots of spaces to construct bridges that do not overlap. We have to show that the set of good spine has a large probability.
(4) (5) (6) Figure 3 . Here we represent some kind of situations were bridges cannot be used because they overlap with the spine or with another bridge. We will have to be careful in our construction to avoid these kind of situation.
The second step is to show that, given a good spine, the probability of being able to construct a lot of non-overlapping bridges is large. Introducing these two results requires some notation.
Set V 1 N resp. V 2 N to be the set of time for which the spine never comes back at a distance one (resp. two) after more than one (resp. two)step, in both directions.
Note that when N is larger than 6 we have V 2 N ⊂ V 1 N . Given ε > 0, we define A ε,N = A the set of good spines
Then, we divide Proposition 2.3 into two results. 
The remainder of the paper is divided in two Section, each of which is devoted to the proof of one of the above propositions.
Proof of Proposition 3.2
By monotonicity it is sufficient to prove the result for p = (2d) −1 . Hence in this whole section P = P (2d) −1 .
The strategy is exactly the one exposed above: we want to show that with a large probability there are a lot of bridges of each type and that moreover they are located at the right places. We start with the bridges of type (b). We define B N as a subset of the n such that there is an open bridge of type (b) linking S n and S n−3 , more precisely
where the second condition has to be checked only if n − 2 ∈ U N (otherwise (S n−2 , S n−5 ) is not an edge in Z d ). This condition "(S n−2 , S n−5 ) is closed for ω" is present so that all the bridges in our set are well separated to avoid a situation such as (5) on Figure 3 where the two consecutive open bridges cannot be used simultaneously. We show that when the spine is good, |B N | cannot be much smaller than N/(2d)
Proof. Given the spine, |B N | depends only on the state of the edges {(S n , S n−3 ) n∈U N }. Furthermore changing the state of one edge changes |B N | by at most one. Thus |B N | is a 1-Lipshitz function of {0, 1} |U N | equipped with the Hamming distance. Thus we can apply McDiarmid's inequality (see [21] or [6] ) and get that for all positive x
3) The result then follows by choosing
We just have to check that x is larger than some constant times N . We do so by noticing that as |U N | ∈
(from the assumption S ∈ A), and that for n ∈ U n , P(n ∈ B N ) is either equal to (2d) −1 (1 − (2d) −1 ) or (2d) −1 and hence
if d is large enough. Now, we deal with bridges of type (a). For reasons exposed earlier we do not want our bridges to overlap with briges of type (b) and thus we have to choose their location carefully. We define first a set A 0 N where we can build the bridges. We call
5) the condition [n, n + 3] ∩ U N = ∅ is there to avoid interaction of bridges of type (a) over n, with n ∈ A 0 N with bridges of type (b) (like case (2) in Figure 3 ). Then for n ∈ A 0 N , let χ n be the variable which denotes if the bridge of length two that goes over n is open: χ n := 1{(S n−1 , S n−1 + X n+1 ) and (S n+1 , S n−1 + X n+1 ) are open for ω }. Again the condition χ n−1 = 0 is there to avoid interaction between different bridges (here two bridges of type (a)). We prove Lemma 4.2. For any fixed ε, for large enough d, there exists c(d, ε) such that for all N large enough, for all S ∈ A
Proof. Given the spine, we claim that the (χ n ) n∈A 0 N are IID Bernoulli of parameter (2d) −2 . The only thing to check it that there is no over overlap between the different bridges over n, n ∈ A 0 N . For an edge to be used by two distinct bridges of type (b), it must be for two bridges over S n and S n+2 . For an overlap to occur we need that the free sites of the two bridges to be the same i.e. S n+1 + X n+3 = S n−1 + X n+1 , or equivalently X n = −X n+3 . This implies |S n−1 − S n+3 | = 2, and thus (n − 1) / ∈ V 2 N and hence n / ∈ A 0 N . For this reason, bridges over S n , n ∈ A 0 N are edge disjoint. Given the spine S, |A N | is a 1-Lipshitz function of (χ n ) n∈A 0 N for the Hamming distance on {0, 1} |A 0 N | . Thus applying McDiarmid's inequality [21] (as the χ n are IID)
9) The result then follows by choosing
It remains to check that this x is proportional to N by giving a lower bound on E[|A N |]. By independence of the χ n , given the spine, for n ∈ A 0 12) which is enough to conclude.
Finally we treat the case of bridges of type (c). We do not want these bridges to overlap with eachother nor with bridges of type (b) and (a) and thus we must be careful about their location. Define as before a set C 0 N where we allow construction of bridges.
The condition {n, n + 1} ⊂ V 2 N is present because we do not want our bridges to overlap with some other distant bridge (of type (a) or (c) see (1) or (4) of figure 3), it also guarantees that the bridges over (S n , S n+1 ) does not use edges or sites on the spine. The condition [n + 1, n + 3] ∩ U N = ∅ is there to avoid interaction with bridges of type (a).
However a bridge over the edge (S n , S n+1 ) and another bridge over the edge (S n+1 , S n+2 ) may overlap. We want to avoid this and set our definition of the set of good bridges accordingly. For n set ξ n the event that there exists an open bridge over (S n , S n+1 ) (recall that I is the set of nearest neighbor in Z d ) ξ n := 1{∃e ∈ I \ {−X n−1 , −X n , X n+1 , X n+2 , X n+3 } (S n , S n + e), (S n + e, S n+1 + e) and (S n+1 + e, S n ) are open}. (4.14) Note that the possibilities for the direction e have been reduced to avoid overlap with bridges of type (a) . Define then the set of good bridges (recall (4.6))
(4.15) The condition ξ n−1 = χ n = χ n+1 = 0 is there to ensure that any open bridge that is selected does not overlap with one previously chosen in C N or A N . We want to prove 
Proof. A computation similar to (4.11) shows that for a fixed ε, when the spine S belongs to A and d large enough |C
is not straight-forward to compute as it depends on the local configuration of the spine but one can easily get a bound on it. Notice that by definition χ n and χ n+1 are independent of eachother and of (ξ n , ξ n−1 ). For ξ n and ξ n−1 to be one simultaneously, there are two possibilities, either 5 edges forming two joint bridges are open: there are at most (2d) possibilities for this to occur, each one of probability (2d) −5 ; or two disjoint bridges are open using a total of 6 edges, there are at most (2d) 2 option for choosing the bridges and the probability of both being open is (2d) −6 and hence using union bound for all these events we have
(4.17) As a consequence we have
when d is large enough, and
(4.19) Given S, set E S to be the set of edges whose state might have an effect on C N , that is
(4.20)
As changing the state of one edge can only affect the state of finitely many bridges, |C N | is a Lipchitz function of {0, 1} E S (ω restricted to E S ) with Lipchitz constant K d . Hence by McDiarmid's concentration inequality
Hence the result is proved by using the inequality for
and remarking that |E S | 4dN .
Proof of Proposition 3.2 from Lemmata 4.1, 4.2 and 4.3. First we check that
It is sufficient for this to exhibit an injective map from
where P(A) is the set of subsets of A, to
The definition of the injection is rather straight-forward: to each (α, β, γ) is associates the paths that uses the edge of the spines everywhere except where the bridges in α, β, γ are located (recall Figure 2) . Because of the condition |β| = |γ| the length of the obtained path is indeed N .
What there is to prove is that this construction is indeed possible, i.e. that it is possible to use simultaneously all theses bridges and that the obtained path is self-avoiding (see Figure 3 for possible complications). Recall that when a bridge is open, it corresponds to a square of open edges for ω and that free sites are sites of those square that do not belong to any of the square's spine edges (there is one free site for each bridge of type a and two free site for each bridges of type b).
To prove that our injection is well defined, we have to show is that two of these square never have an edge in common and that the free sites of a given square do not belong to another square nor to the spine. The reader can check that these assumptions are guaranteed by our definitions of A N , B N and C N . The fact that free sites do not belong to the spine is guaranteed by the fact that for n in A N , (n − 1) / ∈ V 1 N , and for n ∈ C N , (n, n + 1) / ∈ V 1 N . We leave to the reader to check that there is no edge overlap thanks to our assumptions as this would be rather tedious to develop this point here.
Now we combine the inequality (4.22) with the results of the three Lemmata: when S ∈ A, with probability larger than 1 − 3e −c(ε,d) , we have |A N | , |B N |, |C N | (1 − 5ε)N/(2d) 2 =: d N , and hence (4.22) implies that for some appropriate constant c
provided that N large enough. Let us now prove that (4.22) holds.
Proof of Proposition 3.1
The overall strategy to prove the proposition is to prove the exponential decay (in N ) of some bad events for walks that are Markovian and then prove that these Markovian walks are a good enough approximation of the self-avoiding walk (which is not Markovian). Let us introduce notation for the Markovian approximation
Recall that π N to be the law of the self-avoiding walk of size N . Set π 1 to be the law of the non-backtracking walk, that is the walk for which at each step S n+1 is chosen uniformly at random among the neighbors of S n except that the choice S n−1 is not allowed. Set π 2 N the uniform law on path of length N with no backtrack and no loops of length 4 i.e. on
and π 2 the Markovian nearest-neighbor walk that at each step, jumps to a random neighbor chosen uniformly at random in
Under π 1 , (S n ) n∈[0,N ] is distributed uniformly at random among trajectories with no backtrack. However, under π 2 , it is not true that (S n ) n∈[0,N ] is distributed uniformly on S 4 N . On the contrary (this is easy to check), each trajectory (S n ) n∈[0,N ] has a probability proportional to (recall (3.1))
We will use π 1 and π 2 N as approximations of π N . The number of non-backtracking paths of length N is equal to 2d(2d − 1) N −1 . From [9] , (see also [17] ) the number of paths of length N with no four loops |S 4 N | satisfies
where asymptotic is taken for N → ∞ and µ N 4,d is a constant. Furthermore, the asymptotic development of µ 4,d in d is given by
Thus, considering the asymptotic development of the connective constant µ d (2.11), one gets that there exists a constant C such that for d large enough and N N 0 (d)
We want to show first that under π N the number of U-turns up to step N is roughly N/2d (like for the simple random walk), and that |V N 1 | is at most twice of the same order. We also show that |T N | is small (recall (3.2)) 
Proof. The case of T N is the simplest. Set G n := 1 Xn=X n−1 . Then under π 1 the G n are IID Bernoulli variables of parameter p = 1/(2d − 1) and |T n | = N n=1 G n . Hence from Cramer's Theorem (see e.g. [7] Exercise 2.2.23) one gets that for any x > 1/(2d − 1) and any ε > 0
Hence the result follows (with e.g.
and (5.5).
The case of U N requires a bit more care. We decompose |U N | into a sum of two terms. Set (2d−1) 2 (this is because H n is independent of (S k ) k n−2 ). Thus using Cramer's Theorem one gets that for any x < r(d) and any ε > 0 small enough, for large N
where h r(d) is defined by (5.8).
For some fixed small δ, one can get for large d that
Hence choosing ε small enough and using that
2 N /N < x we have for N marge enough
Finally we can conclude (with e.g. c(d, δ) = δ 2 /(32d)) by using (5.5) and
14)
The other bound for |U N | could be treated similarly but we will see that this is not needed.
For the other inequality , let us define two sets whose union equals to 
Recall that
Hence to our purpose it is sufficient to have a good bound on the numerator. Let us define (τ n ) n 0 a sequence of stopping time by τ 0 = 0 and
They are the time at which S comes to a neighborhood of its non-immediate past. We want to show that
Under π 1 , τ N is a stopping time so that by the strong Markov property, a.s. on the event "(S n ) n∈[0,τ N ] is self avoiding", 20) This is because at least one out of the (2d − 1) available options for S τ N +1 breaks selfavoidance. Hence
Iterating this inequality N times gives (5.19).
As a consequence of (5.19) we have
Then, combining this result with (5.17) and (5.5) we obtain
Choosing ε = (1 + δ)/(2d) for a fixed δ, we get that for d large enough (5.16) holds. This gives also the bound for upper-deviation of
The only statement that we need to complete the proof of Proposition 3.1 is that with large probability |V 2 N |/N is equivalent to one when the asymptotic in d is concerned. This is considerably more complicated than for |V 1 N | because in this case π 1 is not a fine enough approximation of the measure to get a conclusion. 
Proof. For the same reasons as in the proof of Proposition 5.1 (see (5.16 ) and the few lines above it), we define
and focus on proving that
(for a different constant C).
We first want to prove a result concerning the measure π 2 . The reason why we do our proof for π 2 and not for π 2 N is that having a Markovian walks is a useful tool for the proof. The plan is then to transform it into a result for π 2 N , and finally to use (5.5) to conclude. To this purpose we define τ 2 N by τ 2 0 = 0, and
27) Approximately, τ 2 is the sequence of time at which S comes at distance two of its nonimmediate past (it is not exactly right because of the extra conditions n τ 2 N + 2 and {n, n − 1} ∩ W 1 N = ∅). We want to prove that
The idea is again to use the Markov property similarly as what we did to prove (5.19). Given a self-avoiding trajectory (S n ) n∈[0,τ 2 N ] , one can choose some m < τ 2 N − 2 such that There is at least one way to reach S m in two steps from S τ N . We have to check that such a combination of two step is authorized for π 2 , and in fact because S m / ∈ {S τ 2 N , S τ 2 N −2 }, it is sufficient to check the first step is not a backtrack and does not form a loop of length four. Because τ N − 1 / ∈ W 1 N , a step going to a neighbor of S m cannot be a backtrack, and as τ N / ∈ W 1 N it cannot create a loop of length four in the first step anyway. As there are at most (2d− 1) possibilities for each step, we deduce that the possibility of reaching S m in two is at least (2d−1) −2 . Averaging over all the possibilities for (S n ) n∈[0,τ 2 N ] , we deduce that
(5.29)
We obtain (5.28) by iteration of (5.29).
Now, because of the conditions {n, n − 1} ∩ W 1 N = ∅ and n τ 2 N + 2 in (5.27) the sequences (τ 2 N ) is not the generalized inverse of (|W 2 N |). However (5.28) combined with additional results can still be useful to get a bound on the tail distribution of |W 2 N |. Set
This is because if n ∈ W 2 N , either it is equal to one of the (
(5.32)
We want to get a bound on the right hand side for ε = 5C/d, and we know that the second term is small from (5.16). We will use (5.28) to bound the first term. Notice that for N large enough where π(f ) denotes the expectation of f under the probability measure π. We know that the second term of the above equation decays exponentially fast. We focus on showing that the first term does not increase so fast as to counterbalance it. From (5.2) we have The second factor is not too hard to bound from below, using Jensen's inequality
and the expectation π 2 (|U N −1 |) is not difficult to approximate: for n ∈ [3, N − 1] we have π 2 (n ∈ U N −1 ) 1 2d−2 , because there are at least 2d − 2 choices for S n (at most 2 are forbidden) and at most one for which n ∈ U N is satisfied. Hence
The first one is is a bit more delicate to control. 
