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Abstract
This paper developed and implemented estimating equation based estima-
tion methods for a Missing Not At Random (MNAR) model, in particular esti-
mator based on Influence Functions (IFs) in the Block Parallel Missing Data
graphical model. Experiments show that estimators based on Influence Func-
tion (IF) make a significant improvement over more common Inverse-Probability
Weighted (IPW) estimators, especially in models contain more than two vari-
ables. Though performance of Efficient Influence Function(EIF) estimator is
not so good and due to the complexity it is currently limited to model with only
two variables, we believe a generalized version for models with more variables
will still be valuable.
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In practice, the data generating process is not always fully observed. Miss-
ing data is ubiquitous in practical data analysis problems. This problem is
especially serious when variables are censored systematically, as it would lead
to biased estimation if observations with missing entries are simply ignored or
discarded. Standard assumptions about the mechanism of missingness include
assuming missingness is completely independent of observed and unobserved
data, which is known as Missing Completely At Random (MCAR) model, or
assuming it is independent of unobserved data given observed data, which is
known as Missing At Random (MAR) model. But these models are insufficient
when missingness depends on values that are themselves unobserved, known
as Missing Not At Random (MNAR), which is a frequent situation in real world
data. Karthika Mohan and Judea Pearl have described an MNAR model which
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provides a simple condition for the target distribution to be identified [1,2] and
for a special case of two-variable model, Lin Liu and Jamie Robins have pro-
vided the corresponding estimator characterized by Influence Functions (IFs).
In this paper, the IF based estimator is extended to model with arbitrary num-
ber of variables, and implemented on synthetic data to testify its correctness
and compare the efficiency with other estimators such as Inverse-Probability
Weighted (IPW) estimator.
The rest of this paper is organized as follows: Chapter 2 will discuss Block
Parallel Missing Data graphical model of missing data and estimators based
on it. Chapter 3 will provide the IF estimator of this model, and Chapter 4
will reach to the most efficient one that attains the semi-parametric efficiency
bounds. Simulation result on models with different number of variables is
shown in Chapter 5, and Chapter 6 is conclusion on the whole work.
2
Chapter 2
The Block Parallel Missing Data
Graphical Model
2.1 Graphical Model Methods for Miss-
ing Data
Causal inference is concerned with expressing causal effects of an interven-
tion operation as functionals of the observed data distribution.It often helps to
view missing data problems through a causal lense by considering this prob-
lem as computing distributions of variables, had they been counterfactually
observed, from actual data, where variables are possibly censored. A Directed
Acyclic Graph (DAG) which represents constraints in a causal model can be
3
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used to represent constraints in the mechanism of missingness as well, with
these constraints potentially allowing identification of the full data distribu-
tion.
2.2 Directed Acyclic Graph
A DAG is a graph G with vertices in set V represent random variables con-
nected by directed edges in set E, where no directed cycle is allowed. To be
clear about the statement some terms are introduced here: in a graph G with
a set of vertices V, parents of vertex V is paG(V ) ≡ {U ∈ V|U → V }, children
of vertex V is chG(V ) ≡ {U ∈ V|V → U}, descendents of vertex V is deG(V ) ≡
{U ∈ V|V → · · · → U}, ancestors of vertex V is anG(V ) ≡ {U ∈ V|U → · · · → V },
non-descendants of vertex V is ndG(V ) ≡ V\ deG(V ).
A statistical model of a DAG G is set of distributions p(V) on random vari-
ables such that p(V) =
∏
V ∈V p (V | paG(V )). Causal model of a DAG is similar
set of distributions on counterfactual variables. Given random variable Y ∈ V
and A ∈ V\{Y }, p(Y (a)) represents the distribution of counterfactual random
variables Y (a), which is the distribution of Y in a hypothetical situation where
variable A were intervened and set to be value a [3].
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2.3 Missing Data Graphical Models
For missing data problems with k variables, there are two sets of variables:
L(1) = {L(1)1 , L
(1)
2 , · · · , L
(1)
k } and R = {R1, R2, · · · , Rk}, representing target ran-
dom variables and indicators of their missingness respectively. Each random
variables in set L(1) is potentially missing with corresponding observed proxy
variable Li, defined as Li ≡ L(1)i if Ri = 1, and Li ≡ “?” if Ri = 0, where Ri ∈ R is
corresponding indicator random variable. In missing data problems, the goal
is to estimate the target distribution p(L(1)), based on observed distribution
P (L,R). It is equivalent to estimating distribution p(L) in a counterfactual
situation where all indicators R ∈ R were set to be one. The corresponding
missing data graph is a DAG that
• every observed variables Li ∈ L has and only has two parents L(1)i and Ri
• missingness indicators R have to outgoing edge toward counterfactual
variables L(1)
• observed variables L have no outgoing edge
5
CHAPTER 2. THE BLOCK PARALLEL MISSING DATA GRAPHICAL
MODEL
2.4 Identification and the Block Paral-
lel Missing Data graphical model
The distribution p(L(1)) is said to be identified if could be written as a func-
tion of observed data distribution P (L,R). One condition of the distribution to
be identified is that it can be decomposed into admissible factorization, which
is an ordered factorization, or a sum of such factorizations such that every




j ) satisfies L
(1)
i ⊥⊥ (Rj, Ri)|L
(1)
j . Then each factor pi can
be identified as observed distribution p(Li|Lj, Rj = 1, Ri = 1). This condition





in certain identifiable models. Mohan, Tian, and Pearl [4] gave
a more general, necessary and sufficient condition for identifying p(L(1)) in a
DAG G which is there is with no edge between missingness indicators and no
edge between counterfactual target variables and missingness indicator of it-
self: Ri → Rj /∈ E, ∀i, j ∈ {1, 2, · · · , k};L(1)i → Ri /∈ E,∀i ∈ {1, 2, · · · , k}. In
this model shown in Figure 2.1, by the Markov property of DAG each Ri is
independent of L(1)i and other missingness indicators R−i given all the other
L
(1)













i+1, · · · , L
(1)
k }, and similar for R−i. Without further nota-
tion Pr(Ri = 1| · ) and Pr( · |Ri = 1) will be short-written as Pr(Ri| · ) and
Pr( · |Ri) respectively. The same notation will be used for the remaining part of
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this paper. Then p(L(1)) could be identified as
p(L(1)) =




) = (∏R) Pr(L,R)∏
i Pr (Ri|L−i,R−i)
(2.1)
And for arbitrary function h(L(1)), expectation E(h(L(1))) could be estimated

























It is called Inverse-Probability Weighted (IPW) estimation which is a consis-
tent estimator of the function h(L(1)) if all the model Pr(Ri|L−i,R−i = 1; θi), i ∈


















Figure 2.1: the Block Parallel Missing Data graphical model with k variables
A simple example of Block Parallel Missing Data graphical model with two
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variables is shown in Figure 2.2, where the following conditional indepen-
dences exist: R1 ⊥⊥ (L(1)1 , R2)|L
(1)
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(1)
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Pr(R1, R2) Pr(L1, L2|R1, R2)
Pr (R1|R2, L2) Pr (R2|R1, L1)
(2.3)
And for arbitrary function h(L1, L2), expectation E(h(L(1)1 , L
(1)
2 )) could be es-
timated by taking the empirical average:
E(h(L(1)1 , L
(1)
2 )) = E
{
h (L1, L2)
R1R2 Pr(L1, L2|R1, R2)








Pr (R1j|R2j, L2j) Pr (R2j|R1j, L1j)
(2.4)
8














Let Z = {L,R}, Z1, · · · , Zn be i.i.d. samples from a general class of probabil-
ity densities p(Z; θ) parameterized by θT = (βT , ηT ), where β ∈ Rq denotes the
set of target parameters, and η denotes a possible infinite dimensional set of
nuisance parameters. This type of model is called semi-parametric model, as
it has both a parametric component β and a non-parametric one η. The goal of
statistical inference in semi-parametric models is to find “the best” estimator of
β in this model, denoted by β̂. Regular Asymptotically Linear (RAL) estimators
are considered with the form
√




φ (Zi) + op(1),
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where op(1) is a term that converges in probability to zero as n goes to infinity
and φ(.) ∈ Rq is an Influence Function (IF) with mean zero and finite variance.
There is a bijective correspondence between RAL estimators and IFs as RAL
estimators are consistent and asymptotically normal with the variance of the
estimator given by its IF:
√





For the interested parameter β = h(L(1)) where h(·) is an arbitrary function,
from equation (2.1) it can be identified as








Denote full data influence function for β as IF (L(1),R) and the score func-
tions as Sθ(L,R). Then the relationship between IF and Sθ is [5]










Denote full data influence function for β as IF (L(1),R) and the score func-
tions as Sθ(L,R). Then the relationship between IF and Sθ is [5]
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Without any further restriction, the nonparametric influence function IF ∗



















































The Efficient Influence Function
In the previous section, IF ∗ is derived without any restriction. But actu-
ally Block Parallel Missing Data Graph Model is not saturated, as conditional
independence between R imply a constraint on the observed data distribution
here [6]. Thus there exists a group of IFs that satisfies equation (3.3), and the
IF with smallest variance will provide the most efficient estimation. In fact, IFs
provide a geometric view of the behavior of RAL estimators. Consider a Hilbert
spaceH of all mean zero q-dimensional functions, equipped with an inner prod-





Define a parametric submodel to be a subset of densities in the semi-parametric




, where γT ∈ Rr such that the subset con-
tains the density p(Z; θ0) in the semi-parametric model evaluated at the true
parameter values θ0. The nuisance tangent space Λ in the semi-parametric
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model is defined to be the linear subspace generated by the nuisance score vec-
tor Sη (z, θ0): Λ = {Bq×rSη (Z, θ0) for all Bq×r} where Sη (z, θ0) = ∂ log pZ(z,θ)∂η
∣∣∣r×1
θ=θ0
and Bq×r is all q × r matrices. The space Λ is important because it is known
that all IFs lie in the orthogonal complement Λ⊥ of Λ with respect toH [5]. Out
of all IFs in Λ⊥ there exists a unique IF which is orthogonal to observed data
tangent space so it has smallest variance matrix. It is called Efficient Influence
Function (EIF).
For a two-variable model the EIF is given by Lin Liu as follows (see Ap-
pendix B).
EIF obs = IF ∗ − E
{





g (R1, L1R1, R2, L2R2) · g (R1, L1R1, R2, L2R2)T
}]−1
· g (R1, L1R1, R2, L2R2)
(4.1)
where g(R1, R1L1, R2, R2L2) is the vector that lies in the orthogonal tangent
space with an arbitrary constant scalar g0:
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g (R1, R1L1, R2, R2L2) =
R1R2
{
(1− πR2 (L1)) (1− E [πR1 (L2) |L1])
πR2 (L1)E [πR1 (L2) |L1]
+
(1− πR1 (L2)) (1− E [πR2 (L1) |L2])
πR1 (L2)E [πR2 (L1) |L2]
− (1− πR1 (L2)) (1− πR2 (L1))
πR1 (L2) πR2 (L1)
}
· g0
− (1−R1)(R2) {E [πR2 (L1) |L2]}
−1 {1− E [πR2 (L1) |L2]} · g0
−R1(1−R2) {E [πR1 (L2) |L1]}
−1 {1− E [πR1 (L2) |L1]} · g0





In this chapter estimators based on IFs are evaluated on synthetic data,
generated by parametric bootstrap with 100 replicates. In the following sec-
tions there are simulations with two, three, and six variables respectively,
evaluated by total error, standard error, width of 95% confidence interval with
bootstrap, and median of variance of IF (for IPW estimator, it is the variance of
equation (3.1)). Here Pr (Ri|L−i,R−i) is estimated by logistic regression which
is the correctly specified parametric model in the data generating process, and
other expectations are estimated by nonparametric kernel regression. To verify
the generality of estimation method in all simulations variables are generated
dependent to each other and target parameter is a non-linear function of vari-
ables.
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5.1 Two Variables Simulation
In Simulation 1 a two-variable model is implemented, with around 33% of
the data are fully observed, 50% of the data are observed with one variable and
10% are fully censored. The true parameter that we are interested in is 3.
Table 5.1: Result of estimators in two-variable model
Estimator Data
size





IPW 200 3.02 0.28 0.28 25.87 1.18
500 3.01 0.19 0.19 25.11 0.73
1000 2.99 0.12 0.12 24.54 0.41
IF 200 3.02 0.28 0.28 15.51 1.16
500 3.0 0.19 0.19 14.83 0.7
1000 2.99 0.12 0.12 14.48 0.36
EIF 200 3.12 0.39 0.37 15.08 1.44
500 3.2 0.32 0.25 14.71 0.97
1000 3.18 0.24 0.15 14.36 0.54
17
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Figure 5.1: Total error and variance of IFs in two-variable model
5.2 Three Variables Simulation
In Simulation 2, a three-variable model is implemented, with around 36% of
the data are fully observed and 42% of the data are observed with two variable.
The true parameter that we are interested in is 10.
18
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Table 5.2: Result of estimators in three-variable model
Estimator Data
size





IPW 500 11.68 3.38 2.94 277.72 11.49
1000 11.24 3.0 2.73 258.47 10.64
1500 11.14 2.43 2.15 273.34 8.88
IF 500 9.78 0.84 0.81 110.94 2.86
1000 9.7 0.62 0.54 99.86 2.22
1500 9.81 0.44 0.4 105.16 1.67
Figure 5.2: Total error and variance of IFs in three-variable model
5.3 Six Variables Simulation
In Simulation 3, a six-variable model is implemented, with around 25% of
the data are fully observed and 40% of the data are observed with five variable.
The true parameter that we are interested in is 8.
19
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Table 5.3: Result of estimators in six-variable model
Estimator Data
size





IPW 1000 9.42 3.71 3.43 250.82 12.42
2000 9.14 2.72 2.47 231.46 9.08
3000 8.9 2.34 2.17 237.37 7.99
IF 1000 7.7 1.37 1.33 214.42 3.8
2000 7.73 0.72 0.67 188.49 2.54
3000 7.76 0.59 0.53 192.51 1.38
Figure 5.3: Total error and variance of IFs in six-variable model
5.4 Summary
It shows that in terms of accuracy the performance of IPW estimator and
IF estimator are quite similar in two-variable model, but the advantage of IF
estimator shows more clear when number of variables increases. That is rea-
sonable if we notice that the fully observing rate is going down when more
20
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variables come into model, as IPW estimator only uses information from data
that are fully observed, while IF estimator takes extra information from data
that only one variable is censored.
In a two-variables model the total error of estimator based on EIF is un-
expectedly larger than estimator based on IF and IPW. It may come from the
noise when fitting a regression model E[Pr(R2 = 1|L1)|L2], where the dependent
variable Pr(R2 = 1|L1) itself is fitted from a regression model as well. Variance
of EIF does be smaller than variance of If and IPW, but the improvement of
EIF over IF is not so significant compared with the improvement of IF over
IPW. Though its performance is not ideal in this model, EIF estimator may
still be valuable in models with more variables, considering the fact its taking
use of information from observations with all possible situations of missing-





In this paper estimators based on Influence Function are deduced for the
Block Parallel Missing Data graphical model with an arbitrary number of vari-
ables, as well as the estimator based on the Efficient Influence Function with
two variables. In comparison with ordinary Inverse-Probability Weighted es-
timators, synthetic data experiment has verified the significant advantage of
estimators based on Influence Function, in terms of accuracy and variance of
estimators, especially in model with more variables. Followup work would en-





According to equation (3.3):
















corresponding to Pr(R1|L−1,R−1; θ1):
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APPENDIX A. DERIVATION OF NONPARAMETRIC INFLUENCE
FUNCTION












· S (R1|R−1,L−1; θ1) |R−1,L−1
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And similarly the part corresponding to Pr(Ri|L−i,R−i; θi) is
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Derivation of Efficient Influence
Function in two-variables model
To find all the other influence functions constrained by the conditional inde-
pendencies induced from the missing data graph, we can try to find the space
of functions Γ orthogonal to the observed data tangent space formed by the
score functions Γobs. The complete data tangent space of the score function of
equation (??) can be written as
Γfull = {SL1,L2(L1, L2) + SL2(R1|L2) + SL1(R2|L1);
E[SL1,L2(L1, L2)] = 0,E[SL2(R1|L2)] = 0,E[SL1(R2|L1)] = 0}.
(B.1)
And the corresponding observed data tangent space of the score function is just
to regress the complete data score function with respect to the observed data
27
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(R1, L1R1, R2, L2R2):
Γobs = {E[SL1,L2(L1, L2) + SL2(R1|L2) + SL1(R2|L1)|R1, R2, L1R1, L2R2];
E[SL1,L2(L1, L2)] = 0,E[SL2(R1|L2)] = 0,E[SL1(R2|L1] = 0}
(B.2)
Hence we can further write down the functions in the observed score tangent
space. For convenience denote Pr(R1 = 1|L2, R2 = 1) as πR1(L2), and similarly
Pr(R2 = 1|L1, R1 = 1) as πR2(L1).
28
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Sobs(R1, R1L1, R2, R2L2)
=E[SL1,L2(L1, L2) + SR1,L2(R1|L2) + SR2,L1(R2|L1)|R1, R2, L1R1, L2R2]
=R1R2[SL1,L2(L1, L2) + SR1,L2(R1|L2) + SR2,L1(R2|L1)]
+R1(1−R2)[E[SL1,L2(L1, L2)|R1 = 1, L1, R2 = 0] + E[SR1,L2(R1|L2)|R1 = 1, L1, R2 = 0]
+ SR2,L1(R2|L1)]
+ (1−R1)R2[E[SL1,L2(L1, L2)|R1 = 0, R2 = 1, L2] + SR1,L2(R1|L2)
+ E[SR2,L1(R2|L1)|R1 = 0, R2 = 1, L2]
+ (1−R1)(1−R2)[E[SL1,L2(L1, L2)|R1 = 0, R2 = 0] + E[SR1,L2(R1|L2)|R1 = 0, R2 = 0]
+ E[SR2,L1(R2|L1)|R1 = 0, R2 = 0]
=R1R2{SL1,L2(L1, L2) + [R1 − πR1(L2)]hL2(L2) + [R2 − πR2(L1)]hL1(L1)}
+ (1−R1)R2{E[SL1,L2(L1, L2)|R1 = 0, R2 = 1, L2] + [R1 − πR1(L2)]hL2(L2)
+ E[[R2 − πR2(L1)]hL1(L1)|R1 = 0, R2 = 1, L2}
+R1(1−R2){E[SL1,L2(L1, L2)|R1 = 1, L1, R2 = 0]
+ E[[R1 − πR1(L2)]hL2(L2)|R1 = 1, L1, R2 = 0] + [R2 − πR2(L1)]hL1(L1)}
+ (1−R1)(1−R2){E[SL1,L2(L1, L2)|R1 = 0, R2 = 0]
+ E[[R1 − πR1(L2)]hL2(L2)|R1 = 0, R2 = 0]
+ E[[R2 − πR2(L1)]hL1(L1)|R1 = 0, R2 = 0]}
(B.3)
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Lemma 1. The observed data orthogonal complement Γ,obs,1 against the ob-
served data tangent space Γobs is equivalent to the observed data orthogonal
complement Γ,obs,2 against the full data tangent space Γfull.
Proof.
E{g(R1L1, R1, R2L2, R2)Sobs(R1L1, R1, R2L2, R2)}
=E{g(R1L1, R1, R2L2, R2)E[Sfull(L1, R1, L2, R2)|R1L1, R1, R2L2, R2]}
=E{E[g(R1L1, R1, R2L2, R2)Sfull(L1, R1, L2, R2)|R1L1, R1, R2L2, R2]}
=E{g(R1L1, R1, R2L2, R2)Sfull(L1, R1, L2, R2)}.
where the first equality follows from Lemma 2
Lemma 2. The observed data tangent space Γobs is the projection of the full
data tangent space Γfull onto the observed data, i.e. with an abuse of notation
Γobs = E[Γfull|O], denoting the observed data vector as O.




and E(Sfull) = 0. As a consequence, we also have E{E(Sfull|O)} = E(Sfull) = 0.
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To derive Γ, it is easier to derive the Γ for each term of equation B.3 and then
find the intersection among the spaces. The orthogonal complement against
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the observed score tangent space due to Pr(R1 = 1|L2, R2) is
0 =E[R1R2(1− Pr(R1 = 1|L2, R2))hL2(L2)gL1,L2(L1, L2)]
+ E[R1(1−R2)E[(1− Pr(R1 = 1|L2, R2))hL2(L2)|R1 = 1, L1, R2 = 0] · gL1(L1)]
− E[(1−R1)R2 Pr(R1 = 1|L2, R2)hL2(L2)gL2(L2)]
− E[(1−R1)(1−R2)E[Pr(R1 = 1|L2, R2)hL2(L2)|R1 = 0, R2 = 0]g0]
=E[R1R2(1− Pr(R1 = 1|L2, R2))hL2(L2)gL1,L2(L1, L2)]
+ E[R1(1−R2)(1− Pr(R1 = 1|L2, R2))hL2(L2)gL1(L1)]
− E[(1−R1)R2 Pr(R1 = 1|L2, R2)hL2(L2)gL2(L2)]
− E[(1−R1)(1−R2) Pr(R1 = 1|L2, R2)hL2(L2)g0]
=E[πR1(L2)πR2(L1)(1− πR1(L2))hL2(L2)gL1,L2(L1, L2)]
+ E[πR1(L2)(1− πR2(L1))(1− πR1(L2))hL2(L2)gL1(L1)]
− E[(1− πR1(L2))πR2(L1)πR1(L2)hL2(L2)gL2(L2)]
− E[(1− πR1(L2))(1− πR2(L1))πR1(L2)hL2(L2)g0]
where the second equality follows from the duality between observed tangent
space and full tangent space as in Lemma 2, and the third equality holds by
using the Tower’s law for iterative expectation. Thus we can obtain the first
constraint:
E[πR2(L1){gL1,L2(L1, L2)− gL2(L2)}+ (1−πR2(L1)){gL1(L1)− g0}|R2, L2] = 0 (B.4)
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Similarly we can obtain another constraint by symmetry:
E[πR1(L2){gL1,L2(L1, L2)− gL1(L1)}+ (1−πR1(L2)){gL2(L2)− g0}|R1, L1] = 0 (B.5)
We also obtain the third constraint by finding the orthogonal complement with
respect to E[SL1,L2(L1, L2)|R1, L1R1, R2, L2R2]:
E[SL1,L2(L1, L2){πR1(L2)πR2(L1)gL1,L2(L1, L2) + πR1(L2)(1− πR2(L1))gL1(L1)
+ (1− πR1(L2))πR2(L1)gL2(L2) + (1− πR1(L2))(1− πR2(L1))g0}] = 0
⇔E[πR1(L2)πR2(L1)gL1,L2(L1, L2) + πR1(L2)(1− πR2(L1))gL1(L1)
+ (1− πR1(L2))πR2(L1)gL2(L2) + (1− πR1(L2))(1− πR2(L1))g0|L1, L2] = 0
(B.6)
Additionally, we also need the functions in Γobs, to have expectation zero by the
definition of influence function:
E[πR1(L2)πR2(L1)gL1,L2(L1, L2) + πR1(L2)(1− πR2(L1))gL1(L1)+
(1− πR1(L2))πR2(L1)gL2(L2) + (1− πR1(L2))(1− πR2(L1))g0] = 0
(B.7)
After simplifying the above constraints, we are able to obtain the follow-
ing simplified constraints which reveals that the degree of freedom of Block
Parallel Missing Data graphical model is one.
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gL2(L2) = −{E[πR2(L1)|L2]}−1{1− E[πR2(L1)|L2]} · g0 (B.8)
gL1(L1) = −{E[πR1(L2)|L1]}−1{1− E[πR1(L2)|L1]} · g0 (B.9)










In other words, as long as we determine the value of g0, assuming that we also
have access to the knowledge of πR1(L2) and πR2(L1), we can further determine
the function g(R1, R1L1, R2, R2L2).
Proposition 1. Given IF ∗ derived in equation (3.4), the efficient observed data
influence function EIF obs is
EIF obs = IF ∗ − Π[IF ∗|g(R1, L1R1, R2, L2R2)] (B.11)
where Π(·) denotes the projection operator.
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Proof.








+ 2(1− πR1(L2))(1− πR2(L1))Ψ(L1)Ψ(L2)



















. Denote g∗0 = E{IF ∗ ·
g(R1, L1R1, R2, L2R2)
T} · [E{g(R1, L1R1, R2, L2R2) · g(R1, L1R1, R2, L2R2)T}]−1 · g−10
for short-hand notation,
E[IF ∗ × gT ] = (i) + (ii) + (iii)
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{πR1(L2)(1− πR2(L1))Ψ(L1) + πR2(L1)(1− πR1(L2)Ψ(L2)








E{(1− πR1(L2))(Ψ(L2)− 1)|L1}|R1 = 1, R2 = 1].
Then
















It is equivalent to
EIF obs = IF ∗ − E
{





g (R1, L1R1, R2, L2R2) · g (R1, L1R1, R2, L2R2)T
}]−1
· g (R1, L1R1, R2, L2R2)
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