In this brief letter, we investigate the usefulness of such unidirectional/acyclic approximations within the context of Granger causality and vector auto-regressive processes (VAR). Subsequently, biological significance of the various parameters in a VAR (1) model that can give rise to acyclic approximations is elucidated. In this respect, synthetic two-gene networks modeled as VAR (1) with and without auto-regulatory feedback are investigated. The choice of VAR (1) is especially encouraged by (i) its close connection with the formulation of Granger causality (Granger, 1969; Hamilton, 1994) ; (ii) recent simulation studies presented by the authors and (iii) its prevalence in modeling genetic networks . We show that such unidirectional/acyclic approximations reflected by discrepancy in pvalues as proposed by may provide biologically meaningful results under the assumptions of (a) equal transcriptional noise variance, reflected by the variance of the noise terms in VAR (1) . and (b) equal strength of auto-regulatory feedback, reflected by the magnitude of the diagonal elements in VAR (1) .
The results presented encourage cautious interpretation of the results of Granger causality (Granger, 1969; Hamilton, 1994) and its variants in acyclic representation of transcriptional networks inferred from their expression profiles.
Synthetic two-gene network modeled as VAR (1)
…………………. (1) In (1) . The parameter ( ) represents optimal auto-regressive length, ( = 1) for VAR (1) . Following (Hamilton, 1994 Ch. 11.2) Granger cause t x is rejected if the ratio of the mean-squared errors is greater than those determined from F-distribution at a given significance level . A detailed discussion can be found elsewhere (Hamilton, 1994 (2) In (2), the diagonal elements are set to zero i.e. ) 0 , ( 22 11 = , the off-diagonal elements are chosen such that ) 0 , ( 21 12 > , and the transcriptional noise variance is chosen such that )
It is important to note that for these choice of parameters (2) represents a bi-directional causal relationship.
Covariance Stationary:
The resulting model is covariance stationary provided the roots of the reverse characteristic polynomial (Hamilton, 1994) ………………... (3) do not lie inside the unit circle. i.e. (4) and (5) (6) From (2) 
Existence of (8) and (9) is guaranteed by the covariance stationary constraint (3). Substituting (8) and (9) in (6) (10) is dependent on the transcriptional coupling strength as well as the transcriptional noise variance. Thus significant discrepancy in p-values can be due discrepancies in the former and/or latter. Therefore, any inference on uni-directional causal approximation by direct comparison of p-values from the observed expression data can result in spurious conclusions. Two cases are discussed below to illustrate this crucial point. The reversal in the direction of uni-directional causal relationship for equal and unequal transcriptional noise variance for the same network structure is elucidated. Fig. 1 . Distribution of the p-values from F-test for cases (i) and (ii), with equal (a) and unequal (b) transcriptional noise variance. The distribution of the p-values corresponding to y t x t is considerably lesser than those of x t y t in the case of equal noise variance (a). However, these results are completely reversed in the case of unequal noise variance (b). It is important to note that the transcriptional coupling strengths, hence the network structure is unchanged across these two cases.
Case (i) Consider the bi-directional two-gene network (2) were 89% and 28% respectively. Unlike Case (i), the discrepancy in the p-values do not reflect the discrepancy in the transcriptional coupling strengths.
It might not be possible to determine which VAR parameters contribute to the discrepancy in the p-values in the case of experimental settings. This in turn can lead to spurious uni-directional causal representation between the given pair of genes.
Model 2 Synthetic two gene network with auto-regulatory feedback and equal transcriptional coupling strength

……………………… (11)
The diagonal elements ) 0 , ( 
Covariance Stationary:
The resulting model is covariance stationary provided the roots of the reverse characteristic polynomial (Hamilton, 1994) ………………. (12) do not lie inside the unit circle. i.e. (15) From (11) > . Substituting (18) in (16) and (17) and Substituting (19) in (15) we obtain the constraint (Speed, 2003) across the arrays prior to the modeling. Normalization is an important preliminary step and useful in minimizing bias in gene expression due to non-biological factors. In order to determine whether ) ( t t x y → , i.e. whether y t Granger causes x t , we follow the step-wise procedure below.
FUNDING
1. Determine the mean-squared forecast error in predicting x t using its own past i.e.
x t-1 . This is represented by s 0 in the manuscript. 2. Determine the mean-squared forecast error in predicting x t using the past of x t as well as y t , i.e. x t-1 as well as y t-1 . This is represented by s 1 in the manuscript. 
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