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ON FUNCTORS ENUMERATING STRUCTURES
DINO ROSSEGGER
Abstract. We study a new notion of reduction between structures called enumerable functors
related to the recently investigated notion of computable functors. Our main result shows that
enumerable functors and effective interpretability with the equivalence relation computable are
equivalent. We also obtain results on the relation between enumerable and computable functors.
1. Introduction
In computable structure theory we study the algorithmic complexity of mathematical struc-
tures. One goal in this field is to compare structures, or classes of structures with respect to their
computability theoretic properties. This is usually achieved by using reductions. Several different
notions of reduction between structures are known, most notably Muchnik reducibility, Medvedev
reducibility, computable functors, Σ-definability, and effective interpretability. The first three no-
tions are computational, while the other two are syntactic, based on the model theoretic notion
of interpretability. The study of computable functors was recently intiated by R. Miller, Poo-
nen, Schoutens, and Shlapentokh [MPSS15]. They are a strengthening of Medvedev reducibility.
Harrison-Trainor, Melnikov, R. Miller, and Montalbán [HTMMM17] showed that computable func-
tors are equivalent to effective interpretability first studied by Montalbán [Mon12]. In [HTMM16],
Harrison-Trainor, R. Miller, and Montalbán proved a similar result for Baire measurable functors
and infinitary interpretability. Σ-definability was introduced by Ershov [Ers] and has since been
heavily studied by Russian researchers [Kal09; Puz09; MK08; Stu07; Stu08; Stu13]. Effective
interpretability is equivalent to Σ-definability without parameters [Mon12].
Between classes of structures the most notable notions are computable embeddings, Turing
computable embeddings, uniform transformations, HKSS interpretations and reduction by effec-
tive bi-interpretability. Turing computable embeddings [KMB07] are an analogue of Medvedev
reducibility for classes of structures, while computable embeddings [CCKM04] use enumeration re-
ducibility, a well studied notion of reducibility in computability theory. Uniform transformations
are based on computable functors and reduction by effective bi-interpretability [Mon14] on effective
interpretations. It was shown in [HTMMM17] that these two notions are equivalent. Effective
bi-interpretability is closely related to HKSS interpretations [HKSS02]. Hirschfeldt, Khoussainov,
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Shore, and Slinko [HKSS02] gave interpretations of graphs in several classes of structures. It
turns out that with minor modifications of these interpretations one can obtain effective interpre-
tations [Mon14; Ros15]. As computable functors are a strengthening of Medvedev reducibility,
uniform transformations are a strengthening of Turing computable embeddings.
In this paper we study enumerable functors. Enumerable functors are a strengthening of com-
putable embeddings. We prove that enumerable functors are at least as strong as computable
functors and show that they are equivalent to a restricted version of effective interpretability if we
focus on structures with universe ω. We obtain similar results for the related notions on classes of
structures. The question if our notions are strictly stronger is still open.
1.1. Notation. Our computability theoretic notation is standard, see [Soa16] for background.
Structures are in computable relational languages and have countable universe; we use calligraphic
letters A,B, . . . to denote structures and the matching upper case letters A,B, . . . for their uni-
verses. If the context requires we write RAi to denote the interpretation of the i
th relation symbol
in the language L in A. We identify structures by their atomic diagram. The atomic diagram of
a structure A is the set of atomic sentences and negations of atomic sentences true of A under a
fixed Gödel numbering. If we want to emphasize that we are talking about the atomic diagram of
A we write D(A). A structure A is computable if its atomic diagram is computable. We usually
write A˜, Aˆ for isomorphic copies of A.
We denote categories by fraktal letters C,D, . . . . We write A ∈ C to say that A is an object of
C and f ∈ C means that f is an arrow in C. We introduce all further category theoretic definitions
when needed.
1.2. Enumerable functors. Recall the notion of a functor between categories. In our setting the
categories are classes of countable structures, i.e., collections of structures closed under isomorphism
with isomorphisms as arrows.
Definition 1. A functor from C to D is a map F that assigns to each structure A ∈ C a structure
F (A) ∈ D, and assigns to each arrow f ∶ A → B ∈ C a morphism F (f) ∶ F (A) → F (B) ∈ D so that
the following two properties hold.
(i) F (idA) = idF (A) for every A ∈ C, and
(ii) F (f ○ g) = F (f) ○ F (g) for all morphisms f, g ∈ C.
We abuse notation and write F ∶ A → B for a functor F between the isomorphism classes of A
and B. The isomorphism class of A denoted by Iso(A) has as objects
{A˜ ∣ A˜ = ω ∧ A˜ ≅ A}
and as arrows all the isomorphisms between copies of A. Enumeration reducibility is a well studied
notion in classic computability theory that has also been studied in the context of computable
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structure theory, see [SS17] for a survey. For A,B ⊆ ω, B is enumeration reducible to A if there is
an enumeration operator, i.e., a c.e. set Ψ of pairs (α, b) where α is a finite subset of ω and b ∈ ω,
such that
B = {b ∣ (∃α ⊆ A)(α, b) ∈ Ψ} .
We may write B as ΨA because B is unique given Ψ and A. Using an enumeration operator and a
Turing operator we now define enumerable functors.
Definition 2. An enumerable functor is a functor F ∶ C→D together with an enumeration operator
Ψ and a Turing operator Φ∗ such that
(i) for every A ∈ C, ΨA = F (A),
(ii) for every morphism f ∶ A → B ∈ C, ΦA⊕f⊕B∗ = F (f).
As for computable functors we often identify enumerable functors with their pair (Ψ,Φ∗) of oper-
ators.
This effective version of functors is inspired by computable embeddings, investigated in [CCKM04].
There, a computable embedding from a class C to a class D is an enumeration operator Ψ as de-
fined in (i) of Definition 2 and the property that A ≅ B if and only if ΨA ≅ ΨB. Our definition is
stronger than this, since we additionally require isomorphisms F (f) ∶ F (A) → F (B) to be uniformly
computable from A⊕ f ⊕B.
The authors of [CCKM04] showed that substructures are preserved by computable embeddings.
The same observation can be made for enumerable functors. The proof is exactly the same, for
sake of completeness we state it here.
Proposition 1. [Substructure preservation] Let F ∶ C → D be an enumerable functor witnessed by
(Ψ,Φ∗). If A1,A ∈ C and A1 ⊆ A, then F (A1) ⊆ F (A).
Proof. Assume A1 ⊆ A. If ϕ ∈D(F (A1)), then there is a finite set of formulas α ⊆D(A1) such that
(α,ϕ) ∈ Ψ and since D(A1) ⊆D(A), ϕ ∈D(F (A)). 
As part of this article is concerned with the relationship between enumerable functors and com-
putable functors we recall the notion of a computable functor first investigated in [MPSS15].
Definition 3. A computable functor is a functor F ∶ C →D together with two Turing operators Φ
and Φ∗ such that
(i) for every A ∈ C, ΦA = F (A),
(ii) for every morphism f ∶ A → B ∈ C, ΦA⊕f⊕B∗ = F (f).
We often identify a computable functor with its pair (Φ,Φ∗) of Turing operators witnessing its
computability.
The following notions originated in [HTMMM17].
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Definition 4. A functor F ∶ C → D is effectively (naturally) isomorphic to a functor G ∶ C → D if
there is a Turing functional Λ such that for every A ∈ C, ΛA is an isomorphism from F (A) to G(A)
and the following diagram commutes for every A,B ∈ C and every morphism h ∶ A → B:
F (A) G(A)
F (B) G(B)
ΛA
ΛB
F (h) G(h)
Note that in the above definition it does not matter whether F and G are both computable
functors or enumerable functors. Hence, it is legal to say that an enumerable functor is effectively
isomorphic to an computable functor. Intuitively, two functors are effectively naturally isomorphic
if they are equivalent up to computable isomorphism. Using this idea one can generalize the idea
of an inverse.
Let F ∶ C → D and G ∶ D → C be functors such that G ○ F and F ○G are effectively isomorphic
to the identity functors idC and idD respectively. Let ΛC be the Turing functional witnessing the
effective isomorphism between G ○ F and the identity functor idC, i.e., for any A ∈ C, ΛAC ∶ A →
G(F (A)). Define ΛD similarly, i.e., ΛBD ∶ B → F (G(B)) for any B ∈ D. Then there are maps
Λ
F (A)
D
∶ F (A) → F (G(F (A))) and F (ΛA
C
) ∶ F (A) → F (G(F (A))). If these two maps, and the
similarly defined maps for D, agree for every A ∈ C and B ∈ D, then we say that F and G are
pseudo-inverses.
Definition 5. Two structures A and B are enumerably bi-transformable if there exist enumerable
functors F ∶ A → B and G ∶ B → A which are pseudo-inverses.
Harrison-Trainor, Melnikov, R. Miller, and Montalbán [HTMMM17] defined computably bi-
transformable which is analogous to our definition except that it uses computable functors.
1.3. Reduction between classes.
Definition 6. A class C is uniformly enumerably transformally reducible, or u.e.t. reducible, to a
class D if there exists a subclass D′ ⊆D, enumerable functors F ∶ C →D′ and G ∶D′ → C, and F, G
are pseudo-inverses. We say that a class is complete for u.e.t. reducibility if for every computable
language L, the class of L-structures u.e.t. reduces to it.
The authors of [HTMMM17] gave an analogous definition using computable functors called
reduction by uniform transformation. In this paper we call it reduction by uniform computable
transformations, or short reduction by u.c.t. to distinguish it from reduction by uniform enumerable
transformation. It is obtained by swapping the enumerable functors in the definition by computable
functors.
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2. On the relation between enumerable and computable functors
Kalimullin and Greenberg independently showed that if a class is computably embeddable in
another class, then it is also Turing computably embeddable, see [KMB07, Proposition 1.4]. Using
a similar procedure to the one given in their proof one can construct a computable functor from an
enumerable functor.
Theorem 2. Let F ∶ C → D be an enumerable functor, then there is a computable functor G
effectively isomorphic to F .
Proof. Let F be witnessed by (Ψ,Φ∗). Given some A ∈ C, let B = F (A) = ΨA. We first show that
there is a Turing functional Φ′ transforming every such A into a structure B˜ isomorphic to B, i.e.,
Φ′A = B˜.
Let ⟨⋅, ⋅⟩ ∶ ω × ω → ω be the standard computable pairing function. The universe of B˜ is
B˜ = {⟨b, s⟩ ∣ b ∈ B ∧ s = µx[b = b ∈ ΨAx ].
Here Ψx is the approximation of Ψ at stage x of the enumeration. B˜ is computable relative to A
as computing membership can be done by enumerating Ψ until stage s and checking if s is the first
step such that b = b ∈ ΨAs . For each Ri with arity ri in the language of D define R
B˜
i as
(⟨x1, s1⟩, . . . , ⟨xri , sri⟩) ∈ RB˜i ⇔ Ri(x1, . . . , xri) ∈ ΨA,
(⟨x1, s1⟩, . . . , ⟨xri , sri⟩) /∈ RB˜i ⇔ ¬Ri(x1, . . . , xri) ∈ ΨA.
Since for all relations Ri and all tuples (⟨x1, s1⟩, . . . , ⟨xri , sri⟩) ∈ B˜ri , either Ri(x1, . . . , xri) ∈ ΨA or
¬Ri(x1, . . . , xri) ∈ ΨA and B˜ is computable from A, B˜ ≤T A. Furthermore the computation of B˜
from A is uniform, hence there is a Turing functional Φ′ that given A ∈ C as oracle computes B˜.
Set G(A) = B˜, then Φ′ is the first partial witness of computability of G.
For A ∈ C let θA ∶ F (A) → G(A) be defined by x → ⟨x, s⟩. θA is uniformly computable from A
and is an isomorphism between F (A) and G(A) by construction of G(A). For the second partial
witness consider f ∶ A → A˜ ∈ C, then F (f) ∶ F (A) → F (A˜). Set G(f) = θA˜ ○ F (f) ○ (θA)−1. As θA,
θA˜ are uniformly computable from A, respectively A˜ in C and F (f) is uniformly computable from
A⊕ f ⊕ A˜, there is a Turing operator, say Φ′∗, such that
Φ′A⊕f⊕A˜∗ = G(f).
It follows that Φ′∗ qualifies as the second partial witness of computability of G. G is a functor as
for A ∈ C, G(idA) = θA ○ F (idA) ○ (θA)−1 = θA ○ (θA)−1 = idG(A) and for f ∶A → A˜, g ∶ A˜ → Aˆ ∈ C,
G(g ○ f) = θAˆ ○ F (g ○ f) ○ (θA)−1 = θAˆ ○ F (g) ○ (θA˜)−1 ○ θA˜ ○ F (f) ○ (θA)−1 = G(g) ○G(f).
As argued above, the function θA, which induces the isomorphism between F (A) and G(A) is
uniformly computable in C from A. Hence, there is a Turing functional Λ such that ΛA = θA. It
witnesses the effective isomorphism between F and G. 
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A similar result as Theorem 2 holds for enumerable bi-transformability and computable bi--
transformability.
Theorem 3. Let A,B be enumerably bi-transformable, then they are also computably bi-transform-
able.
Proof. Let F ∶ Iso(A) → Iso(B), G ∶ Iso(B) → Iso(A) be enumerable functors witnessing the
enumerable bi-transformability between A,B. By Theorem 2 there are computable functors
F ′ ∶ Iso(A) → Iso(B) and G′ ∶ Iso(B)→ Iso(A).
Furthermore there are Turing operators Θ and Ω inducing the effective isomorphisms between F
and F ′ and G and G′ respectively, i.e.,
ΘA˜ ∶ F (A˜)→ F ′(A˜) and ΩB˜ ∶ G(B˜) → G′(B˜).
Recall the Turing operators ΛA and ΛB witnessing that F and G are pseudo-inverses. For any
A˜ ∈ Iso(A) and B˜ ∈ Iso(B),
ΛA˜A ∶ A˜ → G(F (A˜)) and ΛB˜B ∶ B˜ → F (G(B˜)).
Observe that the isomorphisms computed by Ω given B˜ ∈ Iso(B) as oracle are uniformly computable
in Iso(A) because Iso(B) is uniformly computable in Iso(A) since F ′ is a computable functor, and
that the analogous statement holds for Θ. Consider the following diagram for any A˜ ∈ Iso(A).
A˜
F (A˜)
G(F (A˜))
F ′(A˜) G′(F ′(A˜))
G′(F (A˜))
F
G
F ′ G′
ΘA˜
ΩF (A˜)
G′(ΘA˜)
ΛA˜A
Note that ΘA˜ ∶ F (A˜) → F ′(A˜) ∈ D and hence G′(ΘA˜) is an isomorphism from G′(F (A˜)) to
G′(F ′(A˜)). Analogous diagrams can be drawn for any B˜ ∈ Iso(B˜). We therefore define ΓA˜A and ΓB˜B
as
ΓA˜A = G
′(ΘA˜) ○ΩF (A˜) ○ΛA˜A and ΓB˜B = F ′(ΩB˜) ○ΘG(B˜) ○ΛB˜B.
It is easy to see from the above diagram that they induce the wanted isomorphisms ΓA˜A ∶ A →
G′(F ′(A˜)), respectively ΓB˜B ∶ B → F ′(G′(B˜)) for all A˜ ∈ Iso(A) and all B˜ ∈ Iso(B). Since all
functions in their definition are uniformly computable in A, respectively B, ΓA, ΓB witness that
G′ ○ F ′ and F ′ ○ G′ are effectively isomorphic to the identity functors idC, respectively idD. It
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remains to show that Γ
F ′(A˜)
B = F
′(ΓA˜A) and Γ
G′(B˜)
A = G
′(ΓB˜B). We will prove the first statement, the
proof of the second statement is analogous.
First recall that by the construction of F ′,G′ in Theorem 2, for any isomorphism f ∶ A˜ → Aˆ
between two copies A˜, Aˆ of A and for any isomorphism g ∶ B˜ → Bˆ between two copies B˜, Bˆ of B
F ′(f) = ΘAˆ ○ F (f) ○ (ΘA˜)−1 and G′(g) = ΩBˆ ○G(g) ○ (ΩB˜)−1
because F,F ′ and G,G′ are effectively isomorphic. Now, let A˜ ∈ Iso(A), then
G′(ΘA˜) = ΩF ′(A˜) ○G(ΘA˜) ○ (ΩF (A˜))−1.
Therefore ΓA˜A = Ω
F ′(A˜)
○G(ΘA) ○ΛA˜A and
F ′(ΓA˜A) = F ′(ΩF
′(A˜)) ○ F ′(G(ΘA˜)) ○ F ′(ΛA˜A).
Furthermore, F ′(ΛA˜A) = ΘG(F (A˜)) ○ F (ΛA˜A) ○ (ΘA˜)−1. It follows that
F ′(ΓA˜A) = F ′(ΩF
′(A˜)) ○ F ′(G(ΘA˜)) ○ΘG(F (A˜)) ○ F (ΛA˜A) ○ (ΘA˜)−1.
Notice that F ′(G(ΘA˜)) = ΘG(F ′(A˜)) ○ F (G(ΘA˜)) ○ (ΘG(F (A˜)))−1, hence
F ′(ΓA˜A) = F ′(ΩF
′(A˜)) ○ΘG(F ′(A˜)) ○ F (G(ΘA˜)) ○ F (ΛA˜A) ○ (ΘA˜)−1.
Consider Γ
F ′(A˜)
B = F
′(ΩF ′(A˜)) ○ ΘG(F ′(A˜)) ○ ΛF
′(A˜)
B and recall that ΛB witnesses the effective
isomorphism between idIso(B) and F ○ G. As F
′(A˜) and F (A˜) are both in Iso(B) we have by
Definition 4 that Λ
F ′(A˜)
B ○Θ
A˜ = F (G(ΘA˜)) ○ΛF (A˜)B and thus
Λ
F ′(A˜)
B = F (G(ΘA˜)) ○Λ
F (A˜)
B ○ (ΘA˜)−1.
Because Λ
F (A˜)
B = F (ΛA˜A)
Γ
F ′(A˜)
B = F
′(ΩF ′(A˜)) ○ΘG(F ′(A)) ○ F (G(ΘA˜)) ○ F (ΛA˜A) ○ (ΘA˜)
−1
= F ′(ΓA˜A).
By the same argument G′(ΓB˜B) = Γ
G′(B˜)
A for all B˜ ∈ Iso(B). It follows that F ′ and G′ are pseudo-
inverses. 
By adapting the proof of Theorem 3 we get the same result for u.e.t. reduction.
Corollary 4. Let C be uniformly enumerably transformally reducible to D, then C is uniformly
computably transformally reducible to D.
3. Enumerable Functors and Effective Interpretability
The main goal of this section is to prove the following theorem, exhibiting an equivalence between
enumerable functors and a restricted version of effective interpetability.
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Theorem 5. A structure A is effectively interpretable in B with ∼ computable if and only if there
is an enumerable functor F ∶ Iso(B)→ Iso(A).
We prove Theorem 5 constructively and furthermore show that given a functor F , the functor
IF obtained by using the procedures we give in the proof is effectively isomorphic to F .
Proposition 6. Let F ∶ Iso(B)→ Iso(A) be an enumerable functor. Then F and IF are effectively
isomorphic.
We also prove statements analogous to Theorem 5 for enumerable bi-transformability and ef-
fective bi-interpretability, and reducibility by uniform enumerable transformations and reducibility
via effective bi-interpretability.
The authors of [HTMMM17] proved similar results for computable functors and effective inter-
pretability.
Before we give the proofs we recall some definitions.
3.1. Effective Interpretability.
Definition 7. A relation R is uniformly intrinsically computable, short u.r.i. computable, in A if
there is Turing operator Φ such that ΦA˜ = RA˜ for any A˜ ∈ Iso(A).
A relation R is uniformly intrinsically computably enumerable, short u.r.i.c.e., in A if there is a
Turing operator Φ such that RA˜ = range(ΦA˜) for any A˜ ∈ Iso(A).
We say that a relation is Σc1-definable in the language L if it is definable by a Σ1 computable
infinitary formula without parameters in L. A relation is ∆c1-definable if it and its corelation are
definable by a Σc1 formula. That a relation R is Σ
c
1-definable (∆
c
1-definable) in a structure A is
strongly connected to it being u.r.i.c.e. (u.r.i. computable). Ash, Knight, and Slaman [AKS93],
building on work by Ash, Knight, Manasse, and Slaman [AKMS89] and Chisholm [Chi90], proved
that a relation R is u.r.i.c.e. (u.r.i. computable) in A iff it is Σc1-definable (∆
c
1-definable) in A.
In [Mon12] Montalbán studied the algorithmic complexity of sequences of relations. Following
his definition, a sequence of relations (Ri)i∈ω is u.r.i. computable in A if the set ⊕i∈ωRi is u.r.i.
computable in A. By the work of Ash, Knight, and Slaman this is the case iff ⊕i∈ωRi is ∆c1-definable.
Thus, a sequence of relations (Ri)i∈ω is ∆c1-definable if ⊕i∈ωRi is.
Definition 8. A structure A = (A,PA0 , PA1 ,⋯) is effectively interpretable in B if there exists a
∆c1-definable sequence of relations (in B) (DomBA,∼,R0,R1,⋯) such that
(i) DomBA ⊆ B
<ω,
(ii) ∼ is an equivalence relation on DomBA,
(iii) Ri ⊆ (B<ω)aRi is closed under ∼ within DomBA,
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and there exists a function fBA ∶ Dom
B
A → A, the effective interpretation of A in B, which induces
an isomorphism:
(DomBA,R0,R1,⋯)/∼ ≅ (A,PA0 , PA1 ,⋯)
We use the definition from [HTMMM17], in the literature [Mon12; Mon14], effective interpretabil-
ity is sometimes defined differently with DomBA required to be Σ
c
1-definable instead of ∆
c
1-definable.
These two definitions are equivalent; in our proof of Proposition 9 we demonstrate how to transform
an effective interpretation where DomBA is Σ
c
1-definable into one where it is ∆
c
1-definable.
In Theorem 2 we do not only use effective interpretability but we also require the equivalence
relation in the definition to be computable. The following proposition shows that this is justified.
Proposition 7. Let (Ri)i∈ω be ∆c1-definable in A and let X be a computable set. Then (X,R1,R2, . . . )
is ∆c1-definable in A.
Proof. Let (Ri)i∈ω be ∆c1-definable in A and let X be a computable set, say it is computed by ϕe,
and let Φ be the Turing operator witnessing that (Ri)i∈ω is u.r.i. computable. Now define a new
operator by
Φ′S(⟨i, x⟩) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ΦS(⟨i − 1, x⟩) i > 1
ϕe(x) otherwise
.
Clearly, Φ′ is a computable operator and witnesses that the sequence (X,R1,R2, . . . ) is u.r.i. com-
putable in A. 
Several possibilities to define an equivalence between structures based on effective interpretations
exist. One is the notion of Σ-equivalence investigated in [Stu13], where two structures are Σ-
equivalent if they are Σ-definable in each other. We will look at a stronger notion, effective bi-
interpretability, which additionally requires the composition of the interpretations to be computable
in the respective structures. This was first studied by Montalbán [Mon14].
Definition 9. Two structures A and B are effectively bi-interpretable if there are effective inter-
pretations of one in the other such that the compositions
fAB ○ f˜
B
A ∶ Dom
DomBA
B → B and f
B
A ○ f˜
A
B ∶ Dom
DomAB
A →A
are uniformly relatively intrinsically computable in B and A respectively. (Here the function f˜BA ∶
(DomBA)<ω →A<ω is the canonic extension of fBA ∶ DomBA → A mapping Dom
DomB
A
B to Dom
A
B .)
In line with the definition of f˜BA in Definition 9, for a function f ∶ A → B, f˜ is the canonic
extension of f to tuples, i.e.,
f˜ ∶ A<ω → B<ω with f˜((x1, . . . )) = (f(x1), . . . ).
As for computable and enumerable functors one gets a method of reduction of classes of structures
based on effective bi-interpretability [Mon14].
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Definition 10. A class C is reducible to D via effective bi-interpretability if there are ∆c1-formulas
such that for every A ∈ C, there is a B ∈ D such that A and B are effectively bi-interpretable using
those formulas and the formulas are independent of the choice of A,B. A class C is complete for
effective bi-interpretability, if for every computable language L, the class of L-structures is reducible
to C via effective bi-interpretability.
3.2. Proof of Theorem 5 and Proposition 6. We prove the two directions of the equivalence
in Theorem 5 separately in Proposition 8 and Proposition 9.
Proposition 8. If A is effectively interpretable in B with ∼ computable, then there is an enumerable
functor F ∶ Iso(B)→ Iso(A).
Proof. Let A be effectively interpretable in B and ∼ computable using the same notation as in
Definition 8. We will construct F by giving two witnesses (Ψ,Φ∗) for it.
By assumption the languages LA and LB are computable. Hence the set DLB ⊆ ω
<ω of all
possible finite atomic diagrams in LB is computable. For (DomBA,R1, . . . ), let their defining Σc1
formulas be (ϕDomB
A
, ϕ¬DomB
A
, ϕR1 , ϕ¬R1 , . . . ); notice that we also use ϕ¬Ri , the defining formula of
the complement of Ri. Fix a computable bijection σ ∶ ω → ω<ω and define the function h ∶ ω<ω → ω
by
(1) h(y) = µx[σ(x) ∼ y] = µx ≤ σ−1(y)[σ(x) ∼ y].
Intuitively hmaps any tuple y to a fixed presentation of it under ∼. We use the minimal presentation
in the order induced by σ to make h computable. We now build Ψ using h in the following way.
(2) (α,x = x) ∈ Ψ⇔ ∃y x = h(y) ∧α ∈ DLB ∧ α ⊧ ϕDomB
A
(y)
Let pi be the arity of the relation Pi, then
(α,Pi(x1, . . . , xpi)) ∈ Ψ⇔ ∃y1, . . . , ypi
⎛
⎝ ⋀i∈{1...pi}
xi = h(yi)
⎞
⎠ ∧α ∈ DLB ∧α ⊧ ϕRi(y1, . . . , ypi)(3)
(α,¬Pi(x1, . . . , xpi)) ∈ Ψ⇔ ∃y1, . . . , ypi
⎛
⎝ ⋀i∈{1...pi}
xi = h(yi)
⎞
⎠ ∧α ∈ DLB ∧α ⊧ ϕ¬Ri(y1, . . . , ypi)(4)
Notice that the problem of deciding whether a finite structure in a computable language is a model
of a Σc1-formula is c.e. It follows that Ψ defined by equations (2) to (4) is c.e.
We now show that for B˜ ∈ Iso(B), its image ΨB˜ is in the isomorphism class of A. Define
(DomB˜A,∼,RB˜1 , . . . ) in the obvious way using the formulas of the effective interpretation of A in
B. Say g is an isomorphism from B to B˜, then (DomBA,RB1 , . . . )/∼ ≅g˜ (DomB˜A,RB˜1 , . . . )/∼. Recall
the function h used in the definition of Ψ. Let the function ξB˜ ∶ (DomB˜A,RB˜1 , . . . )/∼ → ΨB˜ be the
canonical restriction of h to the quotient of the domain, i.e., ξB˜([y]∼) = h(y). It follows from
equation (1) that ξB˜ is well defined. We will show that ξB˜
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● ξB˜ is 1 − 1 because by equation (1) if h(y) = h(x) then x ∼ y. Hence, [y]∼ = [x]∼.
● ξB˜ is onto because by equation (2) if x ∈ Ψ
B˜, then ∃y ∈ DomB˜A such that x = h(y).
It follows that ξB˜ is bijective. By equations (3) and (4) ξB˜ is an homomorphism and therefore by
the above arguments also an isomorphism. Hence, ΨB˜ ∈ Iso(A) as ξB˜ ○ g˜○(fBA)−1 is an isomorphism
from A to ΨB˜. Notice that ξB˜ is computable from B˜ and that the computation is uniform.
We now build Φ∗. Assume B˜ ≅f Bˆ; we use the extension of f ∶ ω → ω, f˜ ∶ ω<ω → ω<ω and set
F (f) = ξBˆ ○ f˜ ○ ξ−1B˜ . Because ξBˆ, and ξ
−1
B˜
are uniformly computable in Iso(B) and f˜ is uniformly
computable from f , there is a Turing operator Φ∗ such that Φ
B˜⊕f⊕Bˆ
∗ = F (f). Furthermore, F (f) is
a bijection because so are the functions it is composed of. Moreover, F (B˜) ≅ξ
Bˆ
○f˜○ξ−1
B˜
F (Bˆ) because
for Q ∈ (DomBA,R1,¬R1, . . . ), B˜ ⊧ ϕQ(x) if and only if Bˆ ⊧ ϕQ(f˜(x)). 
Proposition 9. If there is an enumerable functor F ∶ Iso(B) → Iso(A), then A is effectively
interpretable in B with the restriction that ∼ is computable.
Proof. Assume F is witnessed by (Ψ,Φ∗). We will first provide definitions of DomBA and relations
Ri which are Σ
c
1-definable in B. We then use these to build an interpretation having the desired
properties, i.e., the sequence of relations is ∆c1-definable and the equivalence relation is computable.
We apply the standard argument that the definition of effective interpretability which requires
DomBA to be Σ
c
1-definable is equivalent to the definition we use.
In what follows we write B↾A for the substructure of B induced by the restriction of its universe
to elements in the set A. Similarly B↾a is the substructure of B induced by the restriction of its
universe to elements in the tuple a.
The Σc1-definable interpretation made of Dom
B
A,∼ and the sequence of relations (R1, . . . ) are
defined as follows.
DomBA: The domain is a subset of ω
<ω
× ω such that
(a, i) ∈ DomBA ⇔ i = i ∈ ΨB↾a .
Since Ψ is c.e. and the restriction of B to a is computable relative to B, DomBA is uniformly
r.i.c.e. and therefore also Σc1-definable in B.
∼: For all (a, i), (b, j) ∈ ω<ω × ω,
(a, i) ∼ (b, j)⇔ i = j.
By definition ∼ is computable, reflexive, symmetric, and transitive.
Ri: Let Pi have arity pi. Then for all (a1, x1), . . . , (api , xpi) ∈ DomBA we define Ri as follows.
((a1, x1), . . . , (api , xpi)) ∈ Ri ⇔ Pi(x1, . . . , xpi) ∈ ΨB
((a1, x1), . . . , (api , xpi)) /∈ Ri ⇔ ¬Pi(x1, . . . , xpi) ∈ ΨB
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For (a1, x1), . . . , (api , xpi) ∈ DomBA either Pi(x1, . . . , xn) or ¬Pi(x1, . . . , xn) is in ΨB and
DomBA is Σ
c
1-definable. Therefore Ri is also Σ
c
1-definable uniformly in i.
Because ∼ is computable the restriction to the domain is trivially Σc1-definable. Hence, also the
sequence (DomBA,∼,R1, . . . ) is Σc1-definable.
Claim 9.1. The equivalence relation ∼ is compatible with the definition of Ri, i.e., if for all
(a1, k1), . . . , (api , kpi), (b1, l1), . . . , (bpi , lpi) ∈ DomBA, (a1, k1) ∼ (b1, l1), . . . , (api , kpi) ∼ (bpi , lpi),
then ((a1, k1), . . . , (api , kpi)) ∈ Ri iff ((b1, l1), . . . (bpi , lpi)) ∈ Ri.
Proof. The claim follows from the definitions of Ri and ∼ because for i ∈ {1, . . . , pi}, (ai, ki) ∼ (bi, li)
if and only ki is equal to li. 
Consider the function f ∶ (DomBA,R1, . . . )/∼ → F (B) defined as f([(a,x)]∼) = x. We claim that
(DomBA,R1, . . . )/∼ ≅f F (B). The function f is a bijection by the definition of DomBA and ∼. It
follows from the definition of Ri and Claim 9.1 that f is an isomorphism. We defined everything
needed for an effective interpretation with the exception that (DomBA,∼,R1, . . . ) is not ∆c1-definable.
We now define a sequence of relations (Dom∗BA,∼∗,R∗1 , . . . ) ∆c1-definable in B such that the
structure (Dom∗BA,R∗1 , . . . )/∼∗ is isomorphic to (DomBA,R1, . . . )/∼. This sequence of relations is an
effective interpretation of A in B.
Dom∗BA: Since the original domain Dom
B
A is Σ
c
1-definable, every element (a, i) satisfies a finitary
existential formula ∃yϕj(a, i, y) in the infinite disjunction defining DomBA where j is the
index of the formula in some computable enumeration. The new domain Dom∗BA is a subset
of ω<ω × ω × ω<ω × ω defined as follows.
(a, i, y, j) ∈ Dom∗BA ⇔B ⊧ ϕj(a, i, y)
Dom∗BA is clearly uniformly r.i. computable and thus ∆
c
1-definable in the language of B.
∼∗: For all (a, i, y, j), (b, k, z, l) ∈ ω<ω × ω × ω<ω × ω
(a, i, y, j) ∼∗ (b, k, z, l)⇔ a = b ∧ i = k.
This is by definition a computable equivalence relation.
R∗i : As above let Pi have arity pi. Then for all (a1, k1, y1, j1), . . . , (api , kpi , ypi , jpi) ∈ Dom∗
B
A,
R∗i is defined as follows.
((a1, k1, y1, j1), . . . , (api , kpi , ypi , jpi)) ∈ R∗i ⇔ Pi(k1, . . . , kpi) ∈ ΨD(B)
((a1, k1, y1, j1), . . . , (api , kpi , ypi , jpi)) /∈ R∗i ⇔ ¬Pi(k1, . . . , kpi) ∈ ΨD(B)
By the same arguments as for Ri, R
∗
i is uniformly relatively intrinsically computable from
B and therefore ∆c1-definable in the language of B.
The sequence of relations (Dom∗BA,∼∗,R∗1 , . . . ) is ∆c1-definable by an argument similar to the argu-
ment that the sequence (DomBA,∼,R1, . . . ) is Σc1-definable.
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Claim 9.2. The equivalence relation ∼∗ is compatible with the definition of Ri.
Proof. The claim follows from an argument analogous to that given in Claim 9.1. 
Define f∗ ∶ (Dom∗BA,R∗1 , . . . )/∼∗ → (DomBA,R1, . . . )/∼ as f∗([(a,x, y, j)]∼∗) = [(a,x)]∼. It is
not hard to see that f∗ is well defined on the quotient structure (Dom∗BA,R∗1 , . . . )/∼∗ and induces
an isomorphism between it and (DomBA,R1, . . . )/∼. Therefore (Dom∗BA,R∗1 , . . . )/∼∗ is isomorphic
to F (B) by f ○ f∗. Since (Dom∗BA,R∗1 , . . . ) is ∆c1-definable and ∼∗ is computable, the theorem
follows. 
Proof of Proposition 6. Let F ∶ B → A be an enumerable functor, (DomBA,R1, . . . )/∼ be the effective
interpretation one gets by applying the procedure described in Proposition 9 to F , and let ζB be
the effective interpretation, i.e., using the definition given in the proof, ζB = f ○ f∗. The function
ζB is computable relative to B using projection.
We now transform the interpretation back to an enumerable functor using the procedure de-
scribed in the proof of Proposition 8. We get a functor IF ∶ B → A, such that IF (B) ≅ξB
(DomBA,R1, . . . )/∼ by the ξB defined in the proof of Proposition 8. The following diagram shows
the relation between two presentations B˜, Bˆ ∈ Iso(B) isomorphic by h under the two functors.
F (B˜)B˜
Bˆ F (Bˆ)
(DomBˆA,RBˆ1 , . . . )/∼
(DomB˜A,RB˜1 , . . . )/∼
IF (B˜)
IF (Bˆ)
F
F
IF
IF
h F (h)
ζBˆ
IF (h)
ξBˆ
ζB˜ξB˜
By the above diagram for every presentation B˜ of B, IF (B˜) and F (B˜) are isomorphic by ξ−1
B˜
○ ζB˜.
Also the squares as given in Definition 4 for any two presentations B˜, Bˆ can be seen to commute by
the above diagram. Hence, IF and F are naturally isomorphic. Since the functions ξB and ζB are
both uniformly computable in Iso(B), IF and F are effectively isomorphic. 
3.3. Enumerable bi-transformability and u.e.t. reductions.
Theorem 10. A and B are enumerably bi-transformable iff they are effectively bi-interpretable with
the restriction that the equivalence relations ∼ of the interpretations are computable.
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Using the proof of Proposition 8 and Proposition 9 the proof of this theorem is similar to the proof
of the statement that computable bi-transformability and effective bi-interpretability are equiva-
lent [HTMMM17, Theorem 1.9]. We therefore omit it here and refer the reader to [HTMMM17,
Section 4] for a detailed proof.
Since the proof given in [HTMMM17] is uniform we get that the same holds for reduction by
uniform enumerable transformation and reduction by effective bi-interpretability if we assume that
the structures in the classes have universe ω.
Corollary 11. C is uniformly enumerably transformally reducible to D iff C is reducible by effective
bi-interpretability to D with the restriction that the equivalence relations ∼ of the interpretations
are computable.
4. Conclusion and open questions
It follows from our results in Section 1.2 that enumerable functors and u.e.t. reduction preserve all
properties preserved by computable functors and u.c.t. reduction. Reduction by uniform computable
transformations is already a very strong notion of reduction. Montalbán [Mon14] showed that bi-
interpretability preserves many computability theoretic properties of structures. Using this result
and the equivalence to computable functors proven in [HTMMM17] we get that computable functors
preserve the same properties.
It is still open whether the converse of the implications proved in Section 1.2 hold, i.e., if the
existence of a computable functor between two structures also implies the existence of an enumerable
functor. In light of this we propose the following questions.
Question 1. Are there structures A and B such that there is a computable functor F ∶ Iso(A) →
Iso(B) but no enumerable functor?
Question 2. Are there computably bi-transformable structures A and B which are not enumerably
bi-transformable?
Question 3. Are there classes of structures C and D such that C is u.c.t. reducible to D but not
u.e.t. reducible?
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