The pointwise gradient estimate for weak solution pairs to the stationary Stokes system with Dini-BM O coefficients is established via the Havin-Maz'ya-Wolff type nonlinear potential of the nonhomogeneous term. In addition, we present a pointwise bound for the weak solutions under no extra regularity assumption on the coefficients.
Introduction.
In this paper, the following generalized stationary Stokes problem
in Ω , u = 0 on ∂Ω ,
is considered in a bounded domain Ω ⊂ R n (n ≥ 2), where F ∈ L 2 (Ω , R n×n ) is a given exterior force and the coefficient A = A kl ij with 1 ≤ i, j, k, l ≤ n is assumed to be uniformly elliptic and bounded, i.e., there exist constants 0 < λ ≤ 1 ≤ Λ < ∞ such that λ |ξ| 2 ≤ A(x) ξ , ξ , A(x) ξ , η ≤ Λ |ξ||η| (1.2)
for almost every x ∈ Ω and every ξ, η ∈ R n×n , where ·, · denotes the standard inner product in R n×n . More precise regularity assumptions on the vector field A will be postponed in this section.
Potential theory plays an essential role in the regularity theory of partial differential equations. During the last decade considerable attentions have been paid to the investigation of the pointwise potential type estimates for both the solutions and their gradients to non-Newtonian field model whose nonhomogeneous term is a function or a more general measure, due to these pointwise estimates provide a unified approach to get the norm bounds for solutions in a wide range of functions spaces. As a consequence of these results, some regularity properties for these solutions can be established, such as Hölder continuity, Calderón-Zygmund estimates and so on. The pioneering works on this subject originate from Kilpeläinen and Malý [13, 14] , who proved the pointwise estimates for solutions to the nonlinear equations of p-Laplace type via the Wolff type nonlinear potentials. Here the Havin-Maz'yaWolff potential was introduced by Maz'ya and Havin [20] and the relevant fundamental contributions were attributed to Hedberg and Wolff [12] . Later Trudinger and Wang [22] provided these estimates in terms of a different method. Besides, some important results have been achieved by Labutin [18] concerning the Wolff type potential estimates related to fully nonlinear Hessian type operators. With respect to the pointwise bounds for solutions to the p-Laplace system, we refer the reader to [4] . The study of this subject has received an impulse by Mingione [21] , who showed that the pointwise gradient estimates for solutions to the quasilinear equations of Laplace type employing the linear Riesz potentials, exactly as it happens for the Poisson equation via representation formulas. Subsequently, Duzaar, Kuusi and Mingione [7, 8, 9, 15, 16, 17] obtained the similar pointwise bounds also hold for the gradient of solutions to the nonlinear equations and systems via the Wolff type nonlinear potentials.
In contrast, much less effort has been devoted to the pointwise potential estimates for both the solutions and their gradients to Newtonian fluid to our knowledge, so we are naturally led to consider such estimates for (1.1). For the sake of stating our main results, we need to present some definitions, notations and assumptions. Let us begin with the definition of the weak solution pair to problem (1.1) .
is called a weak solution of the Stokes systems
and solves (1.1) in the distribution sense, i.e.,
for any divergence free test function φ ∈ W 1,2 0,σ (Ω, R n ) . Meanwhile, if u is such a weak solution and π ∈ L 2 (Ω) stands for an associated pressure of u, which satisfieŝ
is called a weak solution pair of (1.1).
Next, we introduce the definition of the truncated Havin-Maz'ya-Wolff potential. Throughout this paper we assume that A has a small BM O semi-norm and satisfies the Dini-BM O regularity. More precisely, Definition 1.3. We say that the vector field A is (δ, R)-vanishing for some δ, R > 0, if
Br(x0)
where
A(x) dx denotes the matrix whose entries are the integral averages for the corresponding entries of A over B r (x 0 ) . Besides, we impose a decay property on A, which is called that Dini-BM O regularity if
for any R > 0, where q = q(λ, Λ, n) > 2 is given in (2.17) .
In what follows C denotes a constant whose value may be different from line to line, and only the relevant dependence is specified. Now we are in position to state our main result of this paper. The first result infers that the gradient of weak solution Du and its pressure π to the stationary Stokes system (1.1) with Dini-BM O coefficients can be controlled by an unconventional Havin-Maz'ya-Wolff type nonlinear potential of the nonhomogeneous term F. Theorem 1.4. (Nonlinear potential gradient estimate) Let (u, π) be a weak solution pair of (1.1) with F ∈ L 2 (Ω , R n×n ) and A satisfying (1.2), (1.3) and (1.4) for some δ = δ(n, λ, Λ) > 0 and R > 0.
Then there exist a positive constant C = C(n, λ, Λ) and a positive radius R 0 = R 0 (n, λ, Λ, d(·)) such that the pointwise estimate
(1.5) holds for almost all x 0 ∈ Ω and every B 2R (x 0 ) ⊂ Ω with R ≤ R 0 .
In analogy with the proof of Theorem 1.4 , we can establish a pointwise bound for the weak solution u in terms of the Havin-Maz'ya-Wolff potential of F, while no extra regularity assumption other than (1.2) is to be assumed on the coefficients. 
and A satisfying (1.2). Then there exists a positive constant C = C(n, λ, Λ) such that the pointwise estimate
holds for almost all x 0 ∈ Ω and every B 2R (x 0 ) ⊂ Ω.
The remainder of this paper is organized as follows. Section 2 contains some preliminary results, the comparison systems and the relevant comparison estimates. In the last section, we complete the proof of Theorem 1.4 and 1.5 .
Preliminaries and comparison estimates.
In this section, we first collect some auxiliary results which will be useful in the sequel. Furthermore, we introduce the comparison systems and investigate the relevant comparison estimates.
Preliminary results
Let us begin with the following two technical lemmas.
where the positive constant C = C (diam(Ω), n, p). Particularly, if Ω = B R (x 0 ), then C depends only on n and p.
The next result is regarding to a self-improving property of reverse Hölder inequality.
Assume that there exist constants 0 < τ < 1, γ > 1
for every 0 < t ≤ 1, where the positive constant C = C(C 0 , n, τ, t).
We end this section by providing the following basic estimate, which will be utilized frequently to discuss the oscillation estimates. Let E be a measurable subset in
Comparison systems and estimates.
This subsection is devoted to compare the weak solution pair of (1.1) to that of desired problem for which we have known regularity results. From now on, we consider the following localized problem, homogeneous problem and desired problem, respectively.
where π v is an associated pressure of v.
where π w is an associated pressure of w. Note that the definitions of the weak solution pairs to problem (2.2) , (2.3) and (2.4) can be similarly determined as Definition 1.1 .
Now we proceed by establishing a comparison estimate regarding to Du and Dv , as well as the associated pressures π and π v .
for almost all x 0 ∈ Ω and every B 2R (x 0 ) ⊂ Ω, where the positive constant C = C(n, λ, Λ).
Proof. Let (u, π) and (v, π v ) be the weak solution pairs to (2.2) and (2.3) respectively, then
We can select u−v as a divergence free test function for (2.7). Thus by virtue of the uniform ellipticity condition (1.2) and Young's inequality, we obtain
Applying Poincaré's inequality, we deduce (2.6), that is
On the other hand, let ϕ ∈ W 1,2 0 (B 2R (x 0 ), R n ) be a test function of (2.7) then we havê
More precisely, selecting the above ϕ be a solution of the auxiliary problem
). By virtue of Lemma 2.2 to reveal that the associated pressure is determined uniquely up to a constant, so we can find a weak solution pair
Then the existence of such a solution to auxiliary problem (2.11) is ensured by Lemma 2.1 and we obtain 12) where the positive constant c 1 depends only on n. Substituting such ϕ into equality (2.10) and combining Young's inequality with (2.12) yield that
We can choose the positive constant τ 2 sufficiently small such that c
2 and utilize the boundedness of A and (2.9), one infers that
where C = C(n, λ, Λ). Hence, a combination of (2.9) and (2.13) concludes (2.5). The proof of Lemma 2.4 is completed.
The second part of this subsection will be turned to derive the comparison estimate for ∇v and the associated pressure π v to (2.3) with ∇w and the associated pressure π w to (2.4) .
Lemma 2.5. Let (v, π v ) be a weak solution pair to (2.3), then there exist a weak solution pair (w, π w ) to (2.4) and an exponent q = q(n, λ, Λ) > 2 such that
14)
15) Selecting v−w as a divergence free test function of (2.15), then a combination of the uniform ellipticity condition (1.2) and Young's inequality yields that 
holds. Then it follows from Lemma 2.3 that
where C = C(n, λ, Λ). Applying Hölder's inequality, (2.18), the boundedness of A and (1.3) to last term on the right side of (2.16), we derive
Furthermore, it remains to be estimated ffl
as a test function of (2.15) , that is to say
(2.20) More precisely, selecting the above φ be a solution of the auxiliary problem
2 (x 0 )). Lemma 2.2 indicates that the associated pressure is determined uniquely up to a constant, so we can find a weak solution pair (w, π w ) to (2.4) such that´B 3R 2 (x0) π v − π w dx = 0. Then the existence of such a solution to auxiliary problem (2.21) is ensured by Lemma 2.1 and we have ∇φ 
where C = C(n, λ, Λ). Hence, a combination of (2.19) and (2.23) yields (2.14). The proof of Lemma 2.5 is completed.
Ultimately, by virtue of Lemma 2.4 , Lemma 2.5 with Hölder's inequality, we can directly obtain the comparison with Du, π and Dw, π w as follows. Lemma 2.6. Let (u, π) be a weak solution pair to (2.2), then there exist a weak solution pair (w, π w ) to (2.4) and an exponent q = q(n, λ, Λ) > 2 such that
Proof of main theorems.
In this section, we first prove the pointwise gradient estimate in Theorem 1.4 . Before proceeding further, we introduce the following Campanato-type decay estimate for the gradient of solution to (2.4) (cf. [5, 6] ) .
Lemma 3.1. Let w be the weak solution to (2.4) , then there exist positive constants α = α(n, λ, Λ) and C = C(n, λ, Λ) such that
for every 0 < σ ≤ 1 and every concentric ball B σR ⊂ B R ⊂ Ω.
We now turn our attention to the Campanato-type decay estimate of Du, which is the main ingredient to carry on the proof of Theorem 1.4 . Lemma 3.2. Let β ∈ (0, 1) and (u, π) be a weak solution pair to (1.1) with F ∈ L 2 (Ω, R n×n ). There exist the positive constants σ = σ(n, λ, Λ, β) ∈ 0,
for any B R (x 0 ) ⊂ Ω with 0 < R ≤ R 1 , where
Proof. In order to prove this technical lemma, we first utilize Hölder's inequality and (2.1), one obtains that
for any 0 < σ ≤ 1. To estimate the last term on the right side of (3.
be a test function of (2.4), i.e.,
More precisely, selecting the above ψ be a solution of the auxiliary problem
π w − π w BσR(x0) dx = 0. Then Lemma 2.1 infers there exists a solution to auxiliary problem (3.5) such that
where the positive constant c 3 depends only on n. Substituting such ψ into equality (3.4) and combining Young's inequality with (3.6) and the boundedness of A yield that
Setting the positive constant ε sufficiently small such that c 2 3 ε ≤ 1 2 , we deduce that
Inserting (3.7) into (3.3) and utilizing Lemma 3.1 , we derive
Next, estimating the last term on the right side of (3.8), we apply the following Caccioppoli inequality
which can refer to [6] . By virtue of Sobolev embedding Theorem and (3.9), we have
for any p ∈ [2, +∞). Thus, a combination of Lemma 2.3 and Hölder's inequality yields that
Inserting (3.10) into (3.8), then it follows from Hölder's inequality, (2.1) and Lemma 2.6 that
for any 0 < σ ≤ 1, where the positive constants C = C(n, λ, Λ) and C σ = C(σ, n, λ, Λ). Obviously, (3.11) is equivalent to
for any 0 < σ ≤ 2 BMO (·) and q = q(n, λ, Λ) > 2, then there exist the positive constants δ = δ(n, λ, Λ) and
for any R ≤ R 1 . Finally, selecting σ small enough such that Cσ α ≤ β for any β ∈ (0, 1), we can conclude the desired decay estimate (3.2) for any B R (x 0 ) ⊂ Ω with 0 < R ≤ R 1 .
Now we give the proof of Theorem 1.4 .
Proof of Theorem 1.4. Without loss of generality, we may assume that
otherwise (1.5) is obviously established. We first take R 0 ≤ R 1 , where the radius R 1 has been determined in Lemma 3.2 . Meanwhile, fixing β = 1 4 and selecting the corresponding σ = σ(n, λ, Λ) ∈ 0, 1 2 , which are given by Lemma 3.2 . After a direct calculation, we have
for any k ∈ N. Similarly,
In terms of (3.2), we deduce
Du dx , (3.14)
where C = C(n, λ, Λ). It follows from (2.1) to estimate the integral term involving F of (3.14) that
d̺.
Note that [A]
2 BMO (R) is a non-decreasing function with respect to R, then we derive
Now we choose the radius R 0 and δ > 0 such that
for any R ≤ R 0 . Then the first term on the right side of (3.15) can be absorbed by the left side that
Next, we turn our attention to the estimate of the last term on the right side of (3.16) . A combination of (3.16) and (2.1) yields that
we claim that
for any k ∈ N. The proof of this claim is based on induction. Using (2.1), we have the following estimate for the case of k = 0.
Let us suppose that (3.18) is true for all k ≤ k 0 , and we need to verify the case of k = k 0 + 1. In terms of (3.17), we get
Du dx ,
Applying the fact that
We now further restrict the value of R 0 such that
By virtue of the fact that d(·) is non-deceasing, we have
for any R ≤ R 0 . Then the above estimates infer that
Hence, the claim (3.18) holds whenever k ∈ N. Passing to the limit as k → ∞ in (3.16) and utilizing (3.18), (3.19), (2.1) and the definition of M , we deduce
In the sequel, let k → ∞ in (3.12) and (3.13), meanwhile applying the Lebesgue differentiation Theorem and (3.20), we conclude
for almost every x 0 ∈ Ω. As a consequence of the above inequalities, we derive the potential gradient estimate
holds for almost every x 0 ∈ Ω and every B 2R (x 0 ) ⊂ Ω with R ≤ R 0 , where the positive constant C = C(n, λ, Λ) and the positive radius R 0 = R 0 (n, λ, Λ, d(·)). This completes the proof of Theorem 1.4 .
Subsequently, we will be devoted to the proof of Theorem 1.5 with respect to the zero order pointwise estimate. Note that we only need to impose the uniformly elliptic and bounded assumptions on the vector field A from now on. On the other hand, utilizing (3.21) and [11, Theorem 7.7] , we obtain the decay estimate for v as follows
for any σ ∈ (0, 1] and some γ = γ(n, λ, Λ) > 0.
Next, we aim to derive a Campanato-type decay estimate for the weak solution u to (1.1). 
where C = C(n, λ, Λ) and C σ = C(n, λ, Λ, σ). Hence, we get the following Campanato-type decay estimate with respect to u Therefore, we can deduce the desired zero order pointwise estimate (1.6), which completes the proof of Theorem 1.5 .
