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Lancé en 1998, le moteur de rechercheGoogleclasse les pages grâce à la combinaison de plusieurs facteurs dont le
principal porte le nom dePageRank. Plus précisément, le classement des pages est fait en utilisant un indicenumérique
(le «PageRank») calculé pour chaque page. Nous allons montrer qu’ilest possible de décomposer le PageRank en deux
parties distinctes, que nous appellerons PageRank interne et PageRankexter e. Ces deux PageRank jouent des rôles
fondamentalement différents, et leur introduction permet de mieux comprendre comment fonctionne le PageRank à
l’intérieur et à l’extérieur d’un site. Une première application est un algorithme local d’estimation du PageRank des
pages d’un site. Nous allons également mettre en évidence des résultats qan itatifs sur la possibilité pour un site de
«doper» son propre PageRank.
Keywords: PageRank, graphe du web, flot, chaînes de Markov
1 Introduction
Soit G = (V,E) un graphe orienté fortement connexe apériodique sans boucle, etS = (S1, . . . ,Sk) une
partition deG non triviale. SiG représente une partie du graphe du web,S peut par exemple être un
découpage en «sites» de ce graphe (un élément deS regroupe les page d’un même site).d+(v) étant le
degré sortant d’une pagev deV, on considère la matriceA deV dansV définie par :






si i pointe versj
0 sinon
D’après la théorie de Markov sur les processus stochastiquesans mémoire[SC96], il existe une unique
distribution de probabilitéP surV vérifiant :





Matriciellement, ce résultat peut s’écrire :
P = AtP, (2)
At étant la matrice transposée deA.
Cette distributionP est par définition le PageRank associé au grapheG. Introduit par [PBMW98] en
1998, le concept de PageRank a été popularisé par le moteur derech rcheGoogle[Goo98]. L’objet de
cette article est de décomposer le PageRank en deux parties distinctes, que nous appellerons PageRank
entrant interne et PageRank entrant externe. Comme nous allons le voir, ces deux PageRank jouent des
rôles fondamentalement différents, et leur introduction permet de mieux comprendre comment fonctionne le
PageRank à l’intérieur et à l’extérieur d’un site. Une application directe est un algorithme local d’estimation
du PageRank des pages d’un site.
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Remarque : Le graphe du web n’est pas un graphe fortement connexe. Cependant, il existe de nom-
breuses techniques pour se ramener à un tel graphe, dont la liste non exhaustive suit :
– [PBMW98] propose de compenser le caractère sous-stochastique de la matriceA en renormalisant le
vecteurP à chaque itération.
– [Hav99] rendA explicitement stochastique en éliminant itérativement les pages sans lien.
– Le facteur d’amortissement, introduit par [BP98] est utilisé parGooglesur un graphe dont les feuilles
ont été enlevées (sans itérer le procédé) et sont réinjectées après convergence deP. Ce procédé consiste
à remplacer la matriceA pard.A+ 1−d|V| 1.1
t , où1 est le vecteur ne contenant que des 1. On obtient ainsi
un graphe fortement connexe pondéré (une pondération non-uiforme ne change rien à l’algorithme,
l’essentiel étant de conserver une matrice stochastique).
– Enfin, [Abi01] rajoute une page virtuelle dezapqui pointe et est pointée par toute page.
Dans la suite de cet article sauf dans 2.3, 4.2 et 4.3, nous suppo erons que le graphe correspondant à la
matriceA est fortement connexe apériodique et sans boucle. PageRankdésignera donc sans ambiguïté le
vecteur de probabilitéP vérifiantP = AtP.
2 PageRank interne, PageRank externe
2.1 Notations
Pourv dansV, nous noteronsS(v) l’élément deS qui contientv. Nous allons également définir la fonction





On pose égalementAS = (av,wδS (v,w))v,w∈V , matrice diagonale par blocs selonS .
Nous définirons le degré interned+i (resp. degré externed
+
e ) d’un sommetv comme son degré sortant
mesuré sur le graphe induit parS(v) (resp.{v}∪ (V \S(v))).
Nous allons maintenant introduire différents PageRank, calculés à partir du PageRank surG notéP et
défini par la relation (2) :
– Le PageRank entrant internePei (resp. entrant externePee) d’une pagev est la probabilité de venir env




Pee = (A−AS )
tP = P−Pei, puisqueA
tP = P (4)






d+(v) ). Matriciellement, cela donne :
Psi = (AS1).×P
Pse = ((A−AS )1).×P,
où .× désigne le produit terme à terme.
2.2 Lois de conservation
Nous allons écrire les lois de conservation des PageRank. Tout d’abord, d’après les définitions, on a :
P = Pee+Pei = Pse+Psi (5)
Plus intéressantes sont les lois de conservation externe eti terne. En effet, àS∈ S fixé, on constate que
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La relation (9) indique qu’un site distribue autant de PageRank (sortant externe) qu’il en reçoit (entrant
externe). Si l’on voit le PageRank comme un flot de surfeurs aléatoires, il y a donc une conservation du flot
assoccié au PageRank externe sur le graphe quotientG/S (voir la figure 1). C’est en partant de ce constat
que nous allons déduire un calcul de PageRank intra-sites etinter-sites.
Remarque : S’inspirant de l’interprétation ci-dessus, il existe une pr uve plus simple de (9), obtenue en
formalisant rigoureusement le PageRank en termes de théorie des flots. On peut en effet voir le PageRank
comme un flot stationnaire. Le flot est conservé en tout sommetet donc aussi en tout ensemble de sommets,
d’où la relation (9).
2.3 Facteur d’amortissement et flot
Jusqu’à la prochaine section, nous supposerons toujours que le graphe est sans feuille, mais nous n’im-
poserons plus qu’il soit fortement connexe apériodique.
Comme il a été dit, le facteur d’amortissement consiste à substit er à la matriceA la matriced.A+ 1−d|V| 11
t .
Aux transitions classiques (d.A) s’ajoutent maintenant des transitions dites dezap, censées modéliser l’ac-
tion de se déplacer n’importe où sur le web en un coup sans cliquer (Bookmarks, adresse tapée à la main,
utilisation d’un moteur de recherche. . . ). Plutôt que de séparer le flot dezapen flot interne et externe, il
apparaît plus intéressant d’introduire les notions de PageR nk induit, notéPind et de PageRank dissipéPdis.
Nous allons donc avoir six définitions correspondant à troistypes de flot :
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Flot entrant sortant
interne Pei = dAtSP Psi = d(AS1).×P
externe Pee= d(A−AS )tP Pse= d((A−AS )1).×P
dezap Pind = 1−d|V| 1 Pdis = (1−d)P
FIG . 2: Les différents flots dans un PageRank aveczap
Si l’on considère que, par convention, l’intégralité du flotdezapest un flot de type «externe»†, l’équation







où encore en abrégé
Pee(S)+Pind(S) = Pse(S)+Pdis(S) (11)
Stabilité du PageRank : L’équation (11) permet de mettre en évidence la stabilité duflot «classique» au
niveau d’un site. En effet, commePind(S) = (1−d)
|S|
|V| etPdis(S) = (1−d)P(S), on en déduit que si un site
a un PageRankP(S) supérieur (resp. inférieur) à la moyenne (qui est de|S||V| pour un site de taille|S|), alors
Pes(S) est inférieur (resp. supérieur) àPee(S). Plus clairement, un site «riche» en PageRank sera systémati-
quement «avare» en donnant moins qu’il ne reçoit (horszap), et réciproquement. Grâce à l’amortissement,
on voit apparaître une rétro-action qui empêche les phénomèes de sur-amplification que nous verrons en
4.2.
3 Calcul local de l’importance globale
3.1 Relation entre PageRank externe et PageRank
Les relations (3) et (4)nous permettent d’écrireAt
S
.P = P−Pee, d’où
P = (Id −AtS )
−1Pee (12)
où Id est la matrice identité surV.
Notons que(Id −At
S
) est inversible sous nos hypothèses. En effet, comme G est fortement connexe,
il existe forcément des liens entre sites différents. La matrice AS est donc strictement inférieur àA, i.e.




Connaissant le PageRank extérieurPee auquel il est soumis, il est donc en théorie possible de déduire le
PageRank de toutes les pages d’un site donnéSavec la seule connaissance locale des liens internes au site.
Remarque : (Id −At
S
)−1 = ∑∞k=0(AtS )
k est une matrice diagonale par blocs suivantS . Elle peut s’inter-
préter sur chaque site comme étant la matrice de transition de tous les chemins internes possibles.
3.2 Matrice du PageRank externe
Il s’agit ici de traduire l’intuition de la figure 1 par une relation de conservation ne faisant intervenir que
Pe. D’après les relations (4) et (12), on peut écrire :
Pee= (A−AS )
tP = (A−AS )
t(Id −AtS )
−1Pee (13)
On obtient alors la matrice de transition du PageRank externe, notéeAe :
† C’est en toute rigueur faux si on considère qu’il est possible dezappersur une page interne au site. On peut malgré tout supposer
qu’on colorie toutes les transitions dezapde sorte à pouvoir les considérer comme externes dans tous les cas.
Aspects locaux de l’importance globale des pages web
Ate = (A−AS )
t(Id −AtS )
−1
Montrons queAe est stochastique,i.e.vérifions que la somme des entrées d’une colonne deAte vaut 1. On








































La somme de chaque colonne deAtM−M est nulle etAte est donc stochastique par ses colonnes comme
At .
3.3 Algorithme semi-distribué de calcul de PageRank
Les équations (12) et (13) nous permettent d’implémenter unalgorithme semi-distribué calculant le Pa-
geRank :




– Les coefficient deAe sont confiés à un organisme central.










Vérifions que le PageRankP′ ainsi obtenu est bien égal, à un facteur de normalisation près, au PageRank
P du grapheG. On constate que
AtP′ = At(Id −AtS )
−1P′e



























La valeur propre dominante deA étant simple, on a bienP = P′, après normalisation.
3.4 Estimation du PageRank d’un site
La question se pose de savoir si un site web peut, à partir des seules données locales dont il dispose,
estimer l’importance de ses pages. Nous allons voir qu’il est po sible, à un facteur de normalisation prêt,
d’avoir une estimation du PageRank. Cela est important pourun moteur de recherche local qui pourra ainsi
estimer l’importance des pages du site comme s’il avait une vision globale du graphe du web. D’après (12),
il suffit d’estimer le PageRank entrant externe. Or, d’après[PBMW98], le PageRank est une modélisation du
comportement statistique des surfeurs naviguant sur le web. Il st donc naturel d’estimer le PageRank d’une
page donnée par le nombre de hits par unité de temps que cette page reçoit en moyenne. Plus spécifiquement,
le PageRank entrant externe devrait être proportionnel au débit moyen de hits provenant de l’extérieur du
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site. Chaque site peut donc avoir à un facteur près une estimation du rang entrant externe de ses pages en
analysant les fichiers de logs de son serveur web.
Il suffit ensuite de calculerP= (Id−At
S
)−1Peepour le bloc correspondant au site. Remarquons d’ailleurs
que si l’on possède une estimation dePee, il n’est pas nécessaire d’inverser explicitement la matrice(Id −
At
S
). Il suffit de résoudre l’équationP = At
S
P+ Pee sur S de manière itérative par une méthode de type
Jacobi, en choisissant un vecteurP0 initial (uniforme ou égal à la précédente estimation du PageR nk) et en




Le rayon spectral deAS étant strictement inférieur à 1, un théorème de point fixe nous assure une conver-
gence géométrique. Qui plus est, les résultats empiriques rappo tés dans [PBMW98] indiquent une conver-
gence rapide en pratique de ce genre d’algorithme appliqué au web.
Remarque : Des méthodes bien connues des numériciens permettent d’accélérer encore la convergence
pour ce genre de problème, comme par exemple la méthode de Gauss-Seidel ou l’emploi d’un facteur de
relaxation[AK98]. Lors de la réalisation effective de notre algorithme, ce sera a priori ce genre de méthodes
qui sera mise en œuvre.
Une alternative plus simple consisterait à estimer l’importance des pages du site par leur fréquentation.
Cependant, cette méthode a le défaut de sous-estimer l’importance des pages peu fréquentées et des nou-
velles pages. D’autre part, pour être plus proche de la définition du PageRank dans notre méthode, on
pourrait aussi estimer le PageRank entrant externe d’une pag r le nombre de référeurs externes réperto-
riés dans les fichiers de logs pour cette page (le degré entrant d’une page donne souvent une bonne idée de
son PageRank).
Notre méthode permet de plus de moduler manuellement l’estimation des PageRank : l’administrateur
du site peut pour son estimation augmenter arbitrairement le PageRank externe de certaines pages qui lui
paraissent plus importantes que ce que reflètent les fichiersde logs.
4 Altérations locales du PageRank
Notre façon de décomposer le PageRank permet de proposer quelques résultats sur la possibilité pour un
site de contrôler son propre PageRank. Tout vient du fait quel’on peut en première approximation, supposer
que si un siteSa peu de pouvoir sur le PageRank externe qu’il reçoitPee, il en est autrement du PageRank
interne, qui ne dépend comme nous l’avons vu que dePee t du graphe restreint au site.
4.1 Facteur d’amplification
Soit Sun site,P(S) := ∑v∈SP(v) et Pee(S) := ∑v∈SPee(v). On peut définir le coefficient d’amplification
deSparα(S) = P(S)Pee(S) . Ce facteur dépend à la fois deSet dePee, mais la connaissance deSnous fournit un
encadrement deα(S).
En effet, si on appelleω = minv∈S di(v)d(v) et Ω = maxv∈S
di(v)







Preuve : Pour tout vecteur élémentaireev, v∈ S, on a‖AS (ev)‖1 =
di(v)
d(v) , d’où l’on déduit par additivité
ω‖(X)‖1 ≤ ‖ASX‖1 ≤ Ω‖X‖1 pour tout vecteurX positif défini sur le siteS.
La première partie de (14) s’obtient alors ainsi :



























et la deuxième se trouve de la même manière.
On voit quelles peuvent être les conséquences d’un tel système d’amplification : un site peut augmenter
arbitrairement son amplification. Dans le cas limite où aucune page ne pointe vers l’extérieur‡, on a un
phénomène de «court-circuit». On retrouve alors le fait bien connu que si il existe des sous-parties fortement
connexes, celles-ci vont absorber tout le PageRank qu’elles reçoivent jusqu’à l’assécher.
Heureusement, nous allons voir que dans une certaine mesurel’ajout d’un facteur d’amortissement per-
met d’atténuer cet effet.
4.2 Amortissement et amplification
Nous nous plaçons à nouveau dans les hypothèses de 2.3. En particulier, la matrice de transition est du
type d.A+ 1−d|V| 11
t ; les résultats précédents restent valables en remplaçantA par dA et Pee par le Page-
Rank reçu totalPee+Pind. Le nouvel encadrement des valeurs possibles du nouveau facte r d’amplification












































la borne inférieure se trouve de la même manière.
Il n’est pas impossiblea priori pour un site d’avoirω = Ω = 0 (site sans lien interne) ouω = Ω = 1
(site sans lien externe). Le facteur d’amplification varie donc entre 1 et 11−d . La valeur empirique pourd
étant autour de 0,85, on en déduit que suivant sa politique d’hyperliens, un site de|S| pages recevant un
PageRank entrant externe «classique» fixé peut voir son PageRank total fluctuer jusqu’à un facteur203 . . .
4.3 Amplification d’une page donnée
Quand un internaute lance une requête surGoogle, le résultat lui est renvoyé sous forme de pages web
triées suivant de multiples critères, dont l’un est le PageRank. Si un site veut se faire connaître, l’important
n’est pas tant d’avoir un fort PageRank total que de concentrer ce PageRank sur quelques pages, voire une
seule. La question que l’on se pose est donc : étant donné un site S de taillen+ 1 et un flot entrantPee,
comment maximiser le PageRank d’une page fixéev0 ∈ S? En fait, le problème n’est pas compliqué une
‡ Un site réel n’est pas tenu de respecter les hypothèses de cetarti le. En particulier, beaucoup de sites commerciaux ne laissent pas
de sortie à leurs visiteurs.
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fois que l’on a vu que la structure optimale est celle en rayons, ù toutes les pages fillesv 6= v0 pointent et








le cas d’égalité étant atteint siPee(S) = Pee(v0).
L’équation (16) met en évidence quelques stratégies pour améliorer son classement dansGoogle. Par
exemple :
– Si le propriétaire d’un site en rayons sans retour (v0 pointe vers les pages filles sans être pointé par




– La stratégie en rayons assure pourv0 un PageRank au moins égal au PageRank moyen1|V| même siPee
est nul.
– Pour 1≪ n ≤ |V| (un site générant automatiquement des pages en rayon), le rapport P(v0)Pmoyen est de
l’ordre de d1+dn.
5 Conclusion
Nous venons de définir un découpage du flot de PageRank suivantne notion de site. Cette méthode
ouvre la voie à tout un éventail de techniques de calcul en local du PageRank. Par exemple, une variante de
l’algorithme semi-distribué de calcul de PageRank beaucoup moins coûteuse en ressources que l’algorithme
proposé dans cet article consisterait à simplifier l’étape d’inversion de matrice. Il suffirait de condenser le
PageRank externe en un unique PageRank par site que l’on pourrait facilement calculer en redirigeant tous
les liens venant de l’extérieur sur une unique page du site (la page d’accueil par exemple). L’inversion de
(1−As)−1 devient alors facile à calculer, etAe est de taille bien inférieure àA puisque équivalente à une
matrice stochastique sur le graphe quotient par site.
La décomposition du flot a permis également d’analyser finemet les stratégies que pourrait employer un
concepteur de site de manière à maximiser le PageRank de ses pag . Une certaine versatilité du PageRank
a été mise en évidence au passage, qui semble indiquer que le PageRank tel qu’il est défini dans les articles
de recherche est peu résistant à des stratégies non coopératives. Il nous semble en revanche quePee fournit
des informations plus fiables, à la condition d’être capablede trouver une véritable partition en sites, et non
de se contenter d’une partition en serveur.
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