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a b s t r a c t
We investigate the class of general linear methods of order p and stage order q = p for the
numerical solution of Volterra integral equations of the second kind. Construction of highly
stablemethods based on the Schur criterion is described and examples ofmethods of order
one and two which have good stability properties with respect to the basic test equation
and the convolution one are given.
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1. Introduction
In this paper we investigate general linear methods (GLMs) for the numerical solution of Volterra integral equations of
the second kind
y(t) = g(t)+
∫ t
t0
k
(
t, τ , y(τ )
)
dτ , t ∈ [t0, T ]. (1.1)
Here, the functions g(t), k(t, τ , y) are assumed to be sufficiently smooth to guarantee the existence and the uniqueness of
the solution (see [1]). The behavior of solutions to (1.1) and some of its special cases is discussed in [1–3]. Let tn = t0 + nh,
n = 0, 1, . . . ,N , Nh = T − t0, be a given uniform grid. Then to formulate numerical methods for (1.1) it is convenient to
rewrite this equation for t ∈ [tn, tn+1] in the form
y(t) = F [n](t)+ Φ[n+1](t) (1.2)
with the lag term F [n](t) defined by
F [n](t) = g(t)+
∫ tn
t0
k(t, τ , y(τ ))dτ
and the increment termΦ[n+1](t) defined by
Φ[n+1](t) =
∫ t
tn
k(t, τ , y(τ ))dτ ,
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where we have suppressed the dependence of F [n](t) andΦ[n+1](t) on y(t). We consider the class of GLMs for (1.2) defined
by 
Y [n+1]i =
s∑
j=1
aij
(
F [n]h (tn,j)+ Φ[n+1]h (tn,j)
)
+
r∑
j=1
uijy
[n]
j , i = 1, 2, . . . , s,
y[n+1]i =
s∑
j=1
bij
(
F [n]h (tn,j)+ Φ[n+1]h (tn,j)
)
+
r∑
j=1
vijy
[n]
j , i = 1, 2, . . . , r,
(1.3)
n = 1, 2, . . . ,N − 1, where s is the number of internal stages and r is the number of external stages which propagate
from step to step, tn,j = tn + cjh, j = 1, 2, . . . , s, and F [n]h (tn,j), Φ[n+1]h (tn,j) are approximations of sufficiently high order to
F [n](tn,j), Φ[n+1](tn,j). These approximations depend on Y νl and Y
[n+1]
l , compare formulas (1.4) and (1.5). The methods (1.3)
aremodelled onGLMs for ordinary differential equations, compare [4,5,16]. Similar formulation ofGLMs for Volterra integro-
differential equationswith delay termswas proposed in [6].We refer to themonograph [1] for the overviewof classical linear
multistep methods and Runge–Kutta methods for Volterra integral and integro-differential equations including equations
with weakly singular kernels.
It is assumed here (similarly to in [7,8]) that
Y [n+1]i = y(tn + cih)+ O(hq+1), i = 1, 2, . . . , s
and, assuming the solution has derivatives up to order r , that y[n] approximates the Nordsieck vector z(t, h) defined by
z(t, h) =

y(t)
h
1!y
′(t)
...
hr−1
(r − 1)!y
(r−1)(t)

at the point t = tn, i.e.,
y[n]i =
hi−1
(i− 1)!y
(i−1)(tn)+ O(hp+1), i = 1, 2, . . . , r.
The integer q is called the stage order and p the order of themethod (1.3). It is also assumed that the approximations F [n]h (tn,j)
andΦ[n+1]h (tn,j) to F [n](tn,j) andΦ[n+1](tn,j) take the following forms
F [n]h (tn,j) = g(tn,j)+ h
n∑
ν=1
s∑
l=1
blk(tn,j, tν−1,l, Y [ν]l ), (1.4)
and
Φ
[n+1]
h (tn,j) = h
s∑
l=1
wj,lk(tn,j, tn,l, Y
[n+1]
l ), (1.5)
with the weights bl and wjl precomputed in advance. Observe that these formulas employ only the values of the function k
at the points tν,l and not at the gridpoints tν .
Introducing the notation
Y [n+1] =
Y
[n+1]
1
...
Y [n+1]s
 , y[n] =
y
[n]
1
...
y[n]r
 , F [n+1]h (tn,c) =
F
[n+1]
h (tn,1)
...
F [n+1]h (tn,s)
 , Φ[n]h (tn,c) =
Φ
[n]
h (tn,1)
...
Φ
[n]
h (tn,s)
 ,
and
A =
[
aij
]
∈ Rs×s, U =
[
uij
]
∈ Rs×r , B =
[
bij
]
∈ Rr×s, V =
[
vij
]
∈ Rr×r ,
the method (1.3) can be rewritten in a more compact vector formY
[n+1] = A
(
F [n]h (tn,c)+ Φ[n+1]h (tn,c)
)
+ Uy[n],
y[n+1] = B
(
F [n]h (tn,c)+ Φ[n+1]h (tn,c)
)
+ Vy[n],
(1.6)
n = 0, 1, . . . ,N − 1. This form will be convenient to analyze stability properties of (1.3) with respect to the basic and the
convolution test equations.
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These methods will be represented by the abscissa vector c = [c1, . . . , cs]T ∈ Rs and the partitioned matrix of its
coefficients[
A U
B V
]
.
Moreover, the quadrature formulas (1.4) and (1.5) are specified by the vector and matrix of weights
b =
b1...
bs
 ∈ Rs and W =
w11 · · · w1s... . . . ...
ws1 · · · wss
 ∈ Rs×s.
2. Preconsistency, consistency, zero-stability and convergence
In the construction of a newmethod, one has to care about someminimal accuracy and stability requirements as well as
the convergence behavior. In this section we investigate these properties. First of all, we require that the components of the
internal stage vector Y [n] satisfy
Y [n+1]i = y(tn + cih)+ O(h2), i = 1, 2, . . . , s,
and that for the external stage the following relations hold
y[n+1]r =
hr−1
(r − 1)!y
(r−1)(tn+1)+ O(h2), r = 1, 2,
and
y[n+1]r = O(h2), r ≥ 3.
Substituting the exact solution of (1.1) in (1.3), expanding y(tn + cih), i = 1, 2, . . . , s, and y(k)(tn+1), k = 0, 1, . . . , r − 1,
about tn and neglecting the terms of order higher than two, we get
y(tn)+ cihy′(tn) =
s∑
j=1
aijy(tn)+ h
s∑
j=1
aijcjy′(tn)+ ui1y(tn)+ hui2y′(tn)+ O(h2), i = 1, 2, . . . , s,
y(tn)+ hy′(tn) =
s∑
j=1
b1jy(tn)+ h
s∑
j=1
b1jcjy′(tn)+ v11y(tn)+ hv12y′(tn)+ O(h2),
hy′(tn) =
s∑
j=1
b2jy(tn)+ h
s∑
j=1
b2jcjy′(tn)+ v21y(tn)+ hv22y′(tn)+ O(h2),
s∑
j=1
bkjy(tn)+ h
s∑
j=1
bkjcjy′(tn)+ vk1y(tn)+ hvk2y′(tn) = O(h2), k = 3, 4, . . . , r.
Comparing O(1) and O(h) terms in the previous relations we find respectively
s∑
j=1
aij + ui1 = 1, i = 1, 2, . . . , s,
s∑
j=1
b1j + v11 = 1,
s∑
j=1
bkj + vk1 = 0, k = 2, . . . , r,
and
s∑
j=1
aijcj + ui2 = ci, i = 1, 2, . . . , s,
s∑
j=1
b1jcj + v12 = 1,
s∑
j=1
b2jcj + v22 = 1,
s∑
j=1
bkjcj + vk2 = 0 k = 3, 4, . . . , r.
Hence, by defining the r-vectors
q0 =
[
1 0 0 · · · 0]T , q1 = [0 1 0 · · · 0]T ,
and the s-dimensional unit vector e = [1, . . . , 1]T , we are now in the position to give the following definitions:
Definition 2.1. The GLM (1.6) is preconsistent if
Ae+ Uq0 = e, and Be+ Vq0 = q0.
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Definition 2.2. The GLM (1.6) is consistent if it is preconsistent and
Bc + Vq1 = q0 + q1.
Definition 2.3. The GLM (1.6) is stage consistent if
Ac + Uq1 = c.
In order to find the minimal stability conditions for GLM (1.6), we study the stability of the difference system in the limit as
h tends to zero. This leads to
y[n+1] = Vy[n] = V n+1y[0], n = 0, 1, . . . ,
which motivates the following
Definition 2.4. The GLM (1.3) is zero-stable if there exists a constant K such that
‖V n‖ ≤ K , (2.1)
for all n = 0, 1, . . ..
It is well known that condition (2.1) is equivalent to the following criterion.
Theorem 2.1. A GLM (1.6) is zero-stable if the minimal polynomial of the coefficient matrix V has no zeros with magnitude
greater than one and all zeros with magnitude equal to one are simple.
In order to investigate the convergence of GLM (1.3) we assume that there exists a starting procedure
S : (0,∞)→ Rr ,
which associates with every stepsize h > 0 a starting vector y[0] = y[0](h) ∈ Rr , such that
lim
h→0 S(h) = limh→0 y
[0](h) = z(t0, 0), (2.2)
where z(t, h) is the Nordsieck vector defined in Section 1.Wewill then investigate the conditions underwhich the sequence
of vectors y[n], computed using n steps of GLM (1.3) with stepsize h such that nh = t − t0, converges to z(t, h) for any fixed
t ∈ [t0, T ]. We introduce the following definition
Definition 2.5. The GLM (1.3)–(1.5) is convergent if, for any initial value problem (1.1) such that the kernel k satisfies the
Lipschitz condition with respect to y, there exists a starting procedure S satisfying (2.2), such that the sequence of vectors
y[n], computed using n steps of GLM (1.3) with y[0] = S(h) and h = (t − t0)/n, converges to z(t, h) for any t ∈ [t0, T ]. Here
z(t, h) is the Nordsieck vector defined in Section 1 for the solution y of (1.1).
Let1k(t, s, y, Y ) = k(t, s, y)− k(t, s, Y ). Following [1,9] we assume that
|1k(t, s, y, Y )−1k(τ , s, y, Y )| ≤ L∗|t − τ ||y− Y |. (2.3)
Notice that, as pointed out in [1] (pag. 121), this additional Lipschitz condition on k is not too restrictive on the class of kernels
to be considered because it includes, for example, all the kernels whose derivative with respect to t satisfies a Lipschitz
condition in y.
Furthermore, assume that there exists k ∈ N such that
V kBe = 0. (2.4)
In the next theorem we establish that the zero-stability and consistency are sufficient conditions for convergence.
Theorem 2.2. A zero-stable and consistent GLM (1.3)–(1.5), satisfying (2.4) is convergent (as h→ 0, n→∞, nh = t − t0) for
all VIEs of the form (1.1) for which (2.3) holds.
Proof. The substitution of the real solution of (1.1) into (1.3)–(1.5) leads to
y(tn + cih) =
s∑
j=1
aij
[
g(tnj)+ h
n∑
ν=1
s∑
l=1
blk(tnj, tν−1,l, y(tν−1 + clh))+ h
s∑
l=1
wjlk(tnj, tnl, y(tn + clh))
]
+
r∑
j=1
uij
hj−1
(j− 1)!y
(j−1)(tn)+ ξi(h), (2.5)
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i = 1, 2, . . . , s and
hi−1
(i− 1)!y
(i−1)(tn+1) =
s∑
j=1
bij
[
g(tnj)+ h
n∑
ν=1
s∑
l=1
blk(tnj, tν−1,l, y(tν−1 + clh))+ h
s∑
l=1
wjlk(tnj, tnl, y(tn + clh))
]
+
r∑
j=1
vij
hj−1
(j− 1)!y
(j−1)(tn)+ hηi(h),
i = 1, 2, . . . , r , where ξi(h) = O(h) for the preconsistency condition Ae+ Uq0 = e and ηi(h) = O(h) for the preconsistency
and consistency conditions Be+ Vq0 = q0 and Bc + Vq1 = q0 + q1, respectively. Introducing the notations
e[n+1]i =
hi−1
(i− 1)!y
(i−1)(tn+1)− y[n+1]i , i = 1, 2, . . . , r,

[n+1]
i = y(tn + cih)− Y [n+1]i , i = 1, 2, . . . , s,
and
ω
[n+1]
i = h
s∑
j=1
bij
n∑
ν=1
s∑
l=1
bl
(
k(tnj, tν−1,l, y(tν−1 + clh))− k(tnj, tν−1,l, Y [ν]l )
)
+ h
s∑
j=1
bij
s∑
l=1
wjl
(
k(tnj, tnl, y(tn + clh))− k(tnj, tnl, Y [n+1]l )
)
+ hηi(h), (2.6)
we obtain
e[n+1] = Ve[n] + ω[n+1], (2.7)
where e[n+1] is composed of e[n+1]i , i = 1, 2, . . . , r . The solution of the difference equation (2.7) is
e[n] = V ne[0] +
n∑
k=1
V n−kω[k], (2.8)
where we assume that e[0], the starting error in the external stage vector, satisfies (2.2). For simplicity of exposition assume
k = 1 and consider the t-entry of the vector Vω[k]:
(
Vω[k]
)
t =
r∑
i=1
vt,iω
[k]
i = h
r∑
i=1
vt,iηi(h)+ h
r∑
i=1
vt,i
s∑
j=1
bij
k−1∑
ν=1
s∑
l=1
bl(1k(tk−1,j, tν−1,l, y(tν−1 + clh), Y [ν]l ))
+ h
r∑
i=1
vt,i
s∑
j=1
bij
s∑
l=1
wjl(1k(tk−1,j, tk−1,l, y(tk−1 + clh), Y [k]l )). (2.9)
Because VBe = 0, the quantity
h
r∑
i=1
vt,i
s∑
j=1
bij
k−1∑
ν=1
s∑
l=1
bl1k(tk−1, tν−1,l, y(tν−1 + clh), Y [ν]l )
is zero, and may therefore be subtracted from the right hand side of (2.9). From (2.3), we then obtain
‖Vω[k]‖ ≤ h2L∗‖V‖‖B‖‖c‖‖ebT‖
k−1∑
ν=1
‖[ν]‖ + hL‖V‖‖B‖‖W‖‖[k]‖ + h‖V‖‖η(h)‖, (2.10)
where L is the Lipschitz constant of the kernel k and η(h) ∈ Rr is composed from the ηi(h), i = 1, 2, . . . , r . Moreover, from
(2.6) we have:
‖ω[k]‖ ≤ hL‖B‖‖c‖‖ebT‖
k−1∑
ν=1
‖[ν]‖ + hL‖B‖‖W‖‖[k]‖ + h‖η(h)‖. (2.11)
Now, from (2.8) we obtain
‖e[n]‖ ≤ ‖V n‖‖e[0]‖ + ‖ω[n]‖ +
n−1∑
k=1
‖V n−k−1‖‖Vω[k]‖ (2.12)
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and by using the relations (2.10) and (2.11) we get
‖e[n]‖ ≤ ‖V n‖‖e[0]‖ + hL‖B‖‖c‖‖ebT‖
n−1∑
ν=1
‖[ν]‖ + hL‖B‖‖W‖‖[n]‖ + h‖η(h)‖
+
n−1∑
k=1
‖V n−k−1‖
(
h2L∗‖V‖‖B‖‖c‖‖ebT‖
k−1∑
ν=1
‖[ν]‖ + hL‖V‖‖B‖‖W‖‖[k]‖ + h‖V‖‖η(h)‖
)
.
According to the Definition 2.4 of zero-stable GLMmethod, the norm of V i is bounded (for all i ∈ N) by a constant K , hence
we have
‖e[n]‖ ≤ K‖e[0]‖ + hL‖B‖‖c‖‖ebT‖
n−1∑
ν=1
‖[ν]‖ + hL‖B‖‖W‖‖[n]‖
+ h‖η(h)‖ + K 2h2L∗‖B‖‖c‖‖ebT‖
n−1∑
k=1
k−1∑
ν=1
‖[ν]‖ + hK 2L‖B‖‖W‖
n−1∑
ν=1
‖[ν]‖ + nhK 2‖η(h)‖.
Now, observing that
n−1∑
k=1
k−1∑
ν=1
‖ν‖ ≤ n
n∑
ν=1
‖ν‖
and that nh is constant, there exist two constants D0, D1 such that
‖e[n]‖ ≤ K‖e[0]‖ + hD0
n∑
ν=1
‖[ν]‖ + (h+ D1)‖η(h)‖. (2.13)
Let us now consider the stage error n+1. Subtracting the relation for Y [n] in (1.3)–(1.5) from that of y(tn + ch) in (2.5) and
passing to the norms, we get
‖[n+1]‖ ≤ hL‖A‖
(
‖ebT‖
n∑
ν=1
‖[ν]‖ + ‖W‖‖[n+1]‖
)
+ ‖U‖‖e[n]‖ + ‖ξ(h)‖,
where the vector ξ(h) ∈ Rs, is composed from the ξi(h), i = 1, 2, . . . , s. Assume that h0 is a stepsize such that h0L‖A‖‖W‖ <
1. Then for h < h0 we have
‖[n+1]‖ ≤ hL‖eb
T‖‖A‖
1− hL‖A‖‖W‖
n∑
ν=1
‖[ν]‖ + ‖U‖
1− hL‖A‖‖W‖‖e
[n]‖ + ‖ξ(h)‖
1− hL‖A‖‖W‖ . (2.14)
By substituting the expression (2.13) for e[n] in (2.14), it follows that
‖[n+1]‖ ≤ hL‖A‖
1− hL‖A‖‖W‖‖eb
T‖
n∑
ν=1
‖[ν]‖ + ‖ξ(h)‖
1− hL‖A‖‖W‖
+ ‖U‖
1− hL‖A‖‖W‖
(
K‖e[0]‖ + hD0
n∑
ν=1
‖[ν]‖ + (h+ D1)‖η(h)‖
)
.
Hence there exist four positive constants C0, C1, C2 and C3 such that
‖[n+1]‖ ≤ C0‖e[0]‖ + hC1
n∑
ν=1
‖[ν]‖ + (h+ D1)C2‖η(h)‖ + C3‖ξ(h)‖.
Thus, it is always possible to find a constant C such that
‖[n+1]‖ ≤ hC
n∑
ν=1
‖[ν]‖ + δ(h),
where δ(h) tends to zero as h tends to zero. Since nh = t − t0, by using the discrete Gronwall-type inequality ([1], p.40) we
have
‖[n]‖ ≤ δ(h)eC(t−t0). (2.15)
Now, from (2.13) there exists a positive constant C such that
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‖e[n]‖ ≤ hC
n∑
ν=1
‖[ν]‖ + δ(h),
where δ(h) tends to zero for h tending to zero. The convergence comes straightforwardly from (2.15). In the case k > 1
(2.12) becomes
‖e[n]‖ ≤ ‖V n‖‖e[0]‖ +
n∑
j−k+1
‖V n−j‖‖ω[j]‖ +
n−k∑
k=1
‖V n−k−k‖‖V kω[k]‖
and the thesis can be similarly obtained. 
3. Derivation of order conditions
In this section we derive order and stage order conditions for the method (1.3) assuming that the order p, stage order q,
the number of external stages r and the number of internal stages s are related by
p = q = r − 1 = s.
To formulate these conditions we assume that the components of the input vector for the next step y[n]i satisfy
y[n]i = hi−1y(i−1)(tn)+ O(hp+1), i = 1, 2, . . . , r, (3.1)
compare Section 1. We then request that
Y [n+1]i = y(tn + cih)+ O(hp+1), i = 1, 2, . . . , s, (3.2)
and that
y[n+1]i = hi−1y(i−1)(tn+1)+ O(hp+1), i = 1, 2, . . . , r. (3.3)
We also assume that the quadrature formulas F [n]h (tn,j) andΦ
[n+1]
h (tn,j) defined by (1.4) and (1.5) satisfy
F [n]h (tn,j) = F [n](tn,j)+ O(hp+1), j = 1, 2, . . . , s, (3.4)
and
Φ
[n+1]
h (tn,j) = Φ[n+1](tn,j)+ O(hp+1), j = 1, 2, . . . , s. (3.5)
We have the following theorem.
Theorem 3.1. Assume that y[n] satisfies (3.1) and F [n]h (tn,j) andΦ
[n+1]
h (tn,j) defined by (1.4) and (1.5) satisfy (3.4) and (3.5). Then
the GLM (1.3) with p = q = r − 1 = s satisfies (3.2) and (3.3) if and only if
s∑
j=1
aijckj + ui,k+1 = cki , i = 1, 2, . . . , s, (3.6)
and
s∑
j=1
bijckj + vi,k+1 =
( k
i− 1
)
i = 1, 2, . . . , r, (3.7)
k = 0, 1, . . . , p.
Proof. Substituting (3.1), (3.2), (3.3) into (1.3) and using (3.4) and (3.5) we obtain
y(tn + cih) =
s∑
j=1
aijy(tn + cjh)+
r∑
j=1
uij
hj−1
(j− 1)!y
(j−1)(tn)+ O(hp+1),
and
hi−1
(i− 1)!y
(i−1)(tn+1) =
s∑
j=1
bijy(tn + cjh)+
r∑
j=1
vij
hj−1
(j− 1)!y
(j−1)(tn)+ O(hp+1).
Expanding y(tn + cih), y(tn + cjh) and y(i−1)(tn+1) as Taylor series about the point tn leads to
p∑
k=0
cki
k! h
ky(k)(tn) =
p∑
k=0
s∑
j=1
aijckj
k! h
ky(k)(tn)+
p∑
k=0
ui,k+1
k! h
ky(k)(tn)+ O(hp+1),
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and
p∑
k=0
( k
i− 1
)
hky(k)(tn) =
p∑
k=0
s∑
j=1
bijckj
k! h
ky(k)(tn)+
p∑
k=0
vi,k+1
k! h
ky(k)(tn)+ O(hp+1).
Comparing the corresponding terms in the above relations we obtain stage order conditions (3.6) and order conditions (3.7).

We will analyze next the conditions which should be imposed on the quadrature rules (1.4) and (1.5) to satisfy the
accuracy requirements (3.4) and (3.5). We have the following theorem.
Theorem 3.2. Assume that p = s and that the function k(t, τ , y) is sufficiently smooth. Then (3.4) and (3.5) are satisfied if
s∑
l=1
blckl =
1
k+ 1 , k = 0, 1, . . . , s, (3.8)
and
s∑
l=1
wjlckl =
ck+1j
k+ 1 , k = 0, 1, . . . , s− 1, j = 1, 2, . . . , s. (3.9)
Proof. The conditions (3.4) and (3.5) will be satisfied if∫ tν
tν−1
p(τ )dτ = h
s∑
l=1
blp(tν−1 + clh)+ O(hs+2),
ν = 1, 2, . . . , n, and∫ tn+cjh
tn
p(τ )dτ = h
s∑
l=1
wjlp(tn + clh)+ O(hs+1),
j = 1, 2, . . . , s, for sufficiently smooth functions p(τ ). Putting τ = tν−1 + ηh, ν = 1, 2, . . . , n, and τ = tn + ηh, these
conditions can be rewritten in the form∫ 1
0
p(tν−1 + ηh)dη =
s∑
l=1
blp(tν−1 + clh)+ O(hs+1),
and ∫ cj
0
p(tn + ηh)dη =
s∑
l=1
wjlp(tn + clh)+ O(hs).
Expanding p(tν−1 + ηh) and p(tν−1 + clh) in the first of the above relations as Taylor series about tν−1 and comparing the
corresponding terms up to order s in the resulting expansionswe obtain the system (3.8). Expanding p(tn+ηh) and p(tn+clh)
in the second of the above relations into Taylor series about tn and comparing the corresponding terms up to the order s− 1
in the resulting expansions we obtain the system (3.9). This completes the proof. 
Introducing the notation
e = [1 1 · · · 1]T ∈ Rs, C = [e c · · · cs] ∈ Rs×r ,
P =

1 1 1 · · · 1
0 1 2 · · ·
( s
1
)
0 0 1 · · ·
( s
2
)
...
...
...
. . .
...
0 0 0 · · ·
( s
s
)

∈ Rr×r ,
where P is the Pascal matrix, the stage order and order conditions (3.6) and (3.7) can be written in a compact form
AC + U = C, (3.10)
and
BC + V = P. (3.11)
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Here, cν stands for componentwise multiplication. Similarly, putting
t =
[
1
1
2
· · · 1
s+ 1
]T
∈ Rr , C˜ =
[
c
c2
2
· · · c
s
s
]
∈ Rs×s,
the conditions (3.8) and (3.9) take the form
bTC = tT , (3.12)
and
WĈ = C˜ . (3.13)
where
Ĉ = [e c · · · cs−1] ∈ Rs×s.
4. Stability analysis with respect to the basic test equation
Applying the method (1.6) with F [n]h (tn,c) andΦ
[n+1]
h (tn,c) defined by (1.4) and (1.5) to the basic test equation
y(t) = 1+ λ
∫ t
0
y(τ )dτ , t ≥ 0, (4.1)
where λ ∈ C , we obtain
Y [n+1] = A
(
e+ zQ
n∑
ν=1
Y [ν] + zWY [n+1]
)
+ Uy[n],
y[n+1] = B
(
e+ zQ
n∑
ν=1
Y [ν] + zWY [n+1]
)
+ Vy[n],
(4.2)
n = 0, 1, . . .. Here, z = hλ, and
Q =
b
T
...
bT
 ∈ Rs×s.
Introducing the notation
Z [n] =
n∑
ν=1
Y [ν]
we obtain
Y [n+1] = A
(
e+ zQZ [n] + zWY [n+1]
)
+ Uy[n],
y[n+1] = B
(
e+ zQZ [n] + zWY [n+1]
)
+ Vy[n],
Z [n+1] = Z [n] + Y [n+1],
n = 0, 1, . . .. This relation can be written in matrix form[I − zAW 0 0
−zBW I 0
−I 0 I
]Y [n+1]y[n+1]
Z [n+1]
 = [0 U zAQ0 V zBQ
0 0 I
]Y [n]y[n]
Z [n]
+ [AeBe
0
]
. (4.3)
The stability properties of GLM (1.3) with respect to (4.1) are governed by the stability matrix defined by
M(z) =
[I − zAW 0 0
−zBW I 0
−I 0 I
]−1 [0 U zAQ
0 V zBQ
0 0 I
]
.
Observe that the dimension of this matrix is 2s + r . We also define the corresponding stability function p(w, z) of (1.3) as
the characteristic polynomial ofM(z), i.e.,
p(w, z) = det(wI −M(z)).
Let us recall that a polynomial with roots in the unit disk in the complex plane with only simple roots on the boundary is
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called a simple von Neumann polynomial [10]. The regionA of absolute stability of themethod (1.3) is defined in a standard
way as
A = {z ∈ C : p(w, z) is a simple von Neumann polynomial} .
The method (1.3) for (1.1) is said to be A-stable if its region of absolute stability A includes the negative half plane. In this
paper we aremainly concernedwith the construction of methods which are A-stable and have large regions of stability with
respect to the convolution test equation considered in the next section.
Since the stability function p(w, z) is a characteristic polynomial of the matrix M(z), the non-defective multiple
eigenvalues on the unit circle would also be acceptable, compare also the discussion in [11].
5. Stability analysis with respect to the convolution test equation
In this sectionwewill derive the recurrence relations resulting fromapplying theGLM (1.3)with the quadrature formulas
defined by (1.4) and (1.5) to the convolution test equation of the form
y(t) = 1+
∫ t
0
(
λ+ µ(t − τ)
)
y(τ )dτ , t ≥ 0, (5.1)
where λ and µ are real parameters. It can be verified that the solution to this equation is bounded if λ ≤ 0 and µ ≤ 0 and
we will investigate if this property is inherited by the numerical method applied to (5.1).
The quadrature formulas F [n]h (tn,j) andΦ
[n+1]
h (tn,j) applied to this equation take the form
F [n]h (tn,j) = 1+ hλ
n∑
ν=1
s∑
l=1
blY
[ν]
l + h2µ
n∑
ν=1
s∑
l=1
bl(n− ν + 1)Y [ν]l + h2µ
n∑
ν=1
s∑
l=1
bl(cj − cl)Y [ν]l ,
and
Φ
[n+1]
h (tn,j) = hλ
s∑
l=1
wjlY
[n+1]
l + h2µ
s∑
l=1
wjl(cj − cl)Y [n+1]l .
Introducing the notation x = hλ, y = h2µ,
Qc = diag(c)Q − Qdiag(c), Wc = diag(c)W −Wdiag(c),
where the matrices Q andW are defined in Section 4 and in Section 1, these relations can be written in vector form
F [n]h (tn,c) = e+ x
n∑
ν=1
QY [ν] + y
n∑
ν=1
(n− ν + 1)QY [ν] + y
n∑
ν=1
QcY [ν], (5.2)
and
Φ
[n+1]
h (tn,c) = xWY [n+1] + yWcY [n+1]. (5.3)
Substituting (5.2) and (5.3) into (1.6) we obtain
Y [n+1] = A
(
e+ xQ
n∑
ν=1
Y [ν] + yQ
n∑
ν=1
(n− ν + 1)Y [ν] + yQc
n∑
ν=1
Y [ν] + xWY [n+1] + yWcY [n+1]
)
+ Uy[n],
y[n+1] = B
(
e+ xQ
n∑
ν=1
Y [ν] + yQ
n∑
ν=1
(n− ν + 1)Y [ν] + yQc
n∑
ν=1
Y [ν] + xWY [n+1] + yWcY [n+1]
)
+ Vy[n],
(5.4)
n = 0, 1, . . .. Putting
Z [n] =
n∑
ν=1
Y [ν], T [n] =
n∑
ν=1
(n− ν + 1)Y [ν],
and using (5.4) we obtain the following recurrence relations for Y [n], y[n], Z [n] and T [n]
Y [n+1] = A
(
e+ (xQ + yQc)Z [n] + yQT [n] + (xW + yWc)Y [n+1]
)
+ Uy[n],
y[n+1] = B
(
e+ (xQ + yQc)Z [n] + yQT [n] + (xW + yWc)Y [n+1]
)
+ Vy[n],
Z [n+1] = Z [n] + Y [n+1],
T [n+1] = T [n] + Z [n] + Y [n+1].
Collecting the terms with index n+ 1 on the left hand side and the remaining terms on the right hand side we get
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(I − xAW − yAWc)Y [n+1] = Uy[n] + (xAQ + yAQc)Z [n] + yAQT [n] + Ae,
y[n+1] − (xBW + yBWc)Y [n+1] = Vy[n] + (xBQ + yBQc)Z [n] + yBQT [n] + Be,
Z [n+1] − Y [n+1] = Z [n],
T [n+1] − Y [n+1] = T [n] + Z [n].
To analyze stability properties of GLM (1.3) with respect to (5.1) it is convenient to reformulate these relations in the matrix
form I − xAW − yAWc 0 0 0−xBW − yBWc I 0 0−I 0 I 0
−I 0 0 I


Y [n+1]
y[n+1]
Z [n+1]
T [n+1]
 =
0 U xAQ + yAQc yAQ0 V xBQ + yBQc yBQ0 0 I 0
0 0 I I


Y [n]
y[n]
Z [n]
T [n]
+
AeBe0
0
 . (5.5)
The stability properties of GLM (1.3) with F [n]h (tn,j) andΦ
[n+1]
h (tn,j) defined by (1.4) and (1.5) are determined by the stability
matrixM(x, y) of dimension 3s+ r
M(x, y) =
I − xAW − yAWc 0 0 0−xBW − yBWc I 0 0−I 0 I 0
−I 0 0 I

−1 0 U xAQ + yAQc yAQ0 V xBQ + yBQc yBQ0 0 I 0
0 0 I I

and the corresponding stability function p(w, x, y) defined by
p(w, x, y) = det(wI −M(x, y)).
Following [12] we can define the region V of stability of the GLM (1.3), with quadrature formulas (1.4) and (1.5), as
V = {(x, y) ∈ R2 : p(w, x, y) is a von simple Neumann polynomial} .
This method is said to be V0-stable if its region of stability includes the set {(x, y) : x < 0 and y ≤ 0}.
The requirement of V0-stability is very demanding and so far only a fewmethods which are V0-stable have been found in
the literature. These are Runge–Kutta–Bel’tyukov methods of order one constructed in [12] and methods of order one and
two constructed in [11] from the class of Volterra–Runge–Kutta methods introduced in [13]. Althoughwe plan to undertake
a systematic search for V0-stable methods in the class of GLM formulas in our future work, in this paper we present only
examples of GLM methods (1.3) which are A-stable and have large regions of stability with respect to (5.1).
6. Examples of methods with one stage
In this section we investigate GLMs (1.3) with p = q = r − 1 = s = 1 of the following form[
A U
B V
]
=
 η u11 u12b11 v11 v12
b21 v21 v22
 ,
with the abscissa c1 = c and the weights b1 = b andw11 = ω of the quadrature formulas (1.4) and (1.5).
Solving the stage order and order conditions (3.10), (3.11), and taking into account the condition (2.4) with k = 1 we
obtain a two-parameter family of methods[
A U
B V
]
=
 η 1− η c (1− η)1 0 1− c
0 0 1
 ,
and computing the quadrature weights from the conditions (3.12), (3.13), we obtain b = 1 and ω = c.
The stability polynomial p(w, z) of this family of methods with respect to the basic test equation (4.1) is
p(w, z) = w(w − 1)
(
(cηz − 1)w2 + (1+ cz + ηz − 2cηz)w + (1− η − c + cη)z
)
,
and the stability polynomial p(w, x, y)with respect to the convolution test equation (5.1) is
p(w, x, y) = w(w − 1)
(
(cηx− 1)w3 + (2+ ηx+ cx− 3cηx+ ηy)w2
+ (3cηx− 2cx+ x− 1+ y− ηy− 2ηx)w + (η + c − 1− ηc)x
)
.
It can be verified using the Schur criterion [14,15] applied to the polynomial p(w, z)/(w(w − 1)) that these methods are
A-stable if and only if η ≥ 1/2, c ≥ 1/2 and c ≥ (3 − 2η)/2 (see Fig. 1). It can be also verified using the Schur criterion
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Fig. 1. A-stable GLMs (1.3) with p = q = r − 1 = s = 1 in the (c , η)-plane.
applied to the polynomial p(w, x, y)/(w(w−1)) that these methods are not V0-stable for any value of the parameters c and
η. For example, the method corresponding to c = 1/2 and η = 1, that is[
A U
B V
]
=
 1 0 01 0 12
0 0 1
 ,
has the maximal region of stability with respect to (5.1), this region is given by{
(x, y) ∈ R2 : x ≤ 0 and − 4 ≤ y ≤ 0} .
7. Examples of methods with two stages
In this section we investigate GLMs (1.3) with p = q = r − 1 = s = 2 of the following form
[
A U
B V
]
=

η 0 u11 u12 u13
a21 η u21 u22 u23
b11 b12 v11 v12 1− v11 − v12
b21 b22 v21 v22 1− v21 − v22
b31 b32 v31 v32 1− v31 − v32
 ,
with the abscissa vector c = [c1, c2]T , and the vector b = [b1, b2]T and thematrix [wij]2i,j=1 which determine the quadrature
formulas (1.4) and (1.5). Solving stage order and order conditions (3.10), (3.11) and the Eqs. (3.12) and (3.13), which
determine the quadrature formulas (1.4) and (1.5), leads to the five-parameter family of GLMs (1.3) depending on c1, η,
a21, v11, v21 and v31. For these methods the abscissa c2 is given by
c2 = 2− 3c13(1− 2c1) , c1 6=
1
2
,
and we have found that a preferable choice to have good stability properties with respect to (4.1) and (5.1) is c1 = 13 which
leads to c2 = 1.
The stability polynomial p(w, z)with respect to (4.1) of the resulting family of methods takes the form
p(w, z) = w2(w − 1)
(
p0(z)w4 − p1(z)w3 + p2(z)w2 − p3(z)w + p4(z)
)
,
where p0(z), p1(z), p2(z) and p3(z) are quadratic polynomials with respect to z and p4(z) is a linear polynomial.We compute
next a21 and v21 to force the additional root w = 0 of p(w, z) and the parameter v31 so that the spectrum σ(V ) of the
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Fig. 2. A-stable GLMs (1.3) with p = q = r − 1 = s = 2 in the (v11 , η)-plane.
coefficient matrix V is equal to σ(V ) = {1, 0, 0}. The coefficient matrices of the resulting two-parameter family of GLMs
take now the form
A =
 η 02(9− 19η − 20v11 + 20ηv11)
9− 13v11 η
 ,
U =
 1− η
1− η
3
1− η
9
9(1− η − 3v11 + 3ηv11)
13v11 − 9
9− 9η + v11 − ηv11
3(9− 13v11)
7(9− 9η − 11v11 + 11ηv11)
9(9− 13v11)
 ,
B =

9(1− 3v11)
14
5+ 13v11
14
−9(44+ 57v11)
266
368+ 247v11
266
−27(3+ 19v11)
266
13(3+ 19v11)
266
 , V =

v11
3− 2v11
7
4− 5v11
7
2+ 19v11
19
15− 38v11
133
104− 95v11
133
3+ 19v11
19
−2(3+ 19v11)
133
118− 95v11
133
 ,
and
c =
[1
3
1
]
, b =
341
4
 , W =
 512 − 1123
4
1
4
 .
We have performed an extensive computer search in the parameter space (v11, η) looking for methods which are A-
stable. This search was based on the Schur criterion [14,15] applied to the polynomial
p˜(w, z) = p0(z)w3 − p1(z)w2 + p2(z)w − p3(z)
of degree three. The results of this search are presented in Fig. 2 for−1 ≤ v11 ≤ 3 (horizontal axis) and 0 ≤ η ≤ 8 (vertical
axis).
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Fig. 3. Stability region with respect to the convolution test equation (5.1) of the GLM corresponding to v11 = 2 and η = 3 in the (x, y)-plane.
It can be verified that for these methods the polynomial p(w, x, y)which determines stability properties with respect to
the test equation (5.1) takes the form
p(w, x, y) = w2(w − 1)2
(
p0(x, y)w5 − p1(x, y)w4 + p2(x, y)w3 − p3(x, y)w2 + p4(x, y)w − p5(x, y)
)
where pi(x, y), i = 0, . . . , 5, are polynomials in x and y of degree at most two.
We verified that the double rootw = 1 has algebraicmultiplicity equal to 2, and geometricmultiplicity equal to 1. In [11]
a similar issue is solved by proving that the block of the Jordan canonical form corresponding to the eigenvalue ofmagnitude
1 does not affect the stability of the method, because, in the stability relation it always multiplies a vector that equals 0. This
Jordan block does not seem to affect the stability of the method considered above and we have confirmed experimentally
that this method is convergent and attains the expected order of accuracy.
We performed extensive computer searches based on the Schur criterion applied to p(w, x, y)/(w2(w − 1)2) looking
for methods which are V0-stable but so far without success. The experience we have gained in these searches led us to a
conjecture that such methods do not exist in this class of GLMs, even if we allow the full coefficient matrix A = [aij]2i,j=1. In
our future work we plan to resume the search for V0-stable methods in a more general class of GLMs, where the quadrature
formulas (1.4) and (1.5) are allowed to depend on the values yν−1 and yν , ν = 1, 2, . . . , n, at the gridpoints tν−1 and tν in
(1.4), and yn and yn+1 at the gridpoints tn and tn+1 in (1.5) in addition to Y [ν], ν = 1, 2, . . . , n, and Y [n+1].
We have also used the Schur criterion applied to p(w, x, y)/(w2(w − 1)2) to search for methods with large regions of
stability with respect to (5.1). For the GLM corresponding to v11 = 2 and η = 3 with coefficients
[
A U
B V
]
=

3 0 −2 − 23 − 29
− 12417 3 9017 2251 − 182153
− 4514 3114 2 − 17 − 67
− 711133 431133 4019 − 61133 − 86133
− 1107266 533266 4119 − 82133 − 72133

this region is plotted in Fig. 3 with x on the horizontal axis and y on the vertical axis.
We performed numerical examples on several test problems from literature (see for example [1]) using several GLMs
derived in this paper and they confirm that these methods converge and attain the expected order of accuracy.
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8. Concluding remarks
In this paper we introduced a class of general linear methods for VIEs. The main feature of this class of methods is the
high order of the internal stages, that is obtained using the new idea of precomputing quadrature weights for both lag
and increment terms. We investigated these methods looking for formulas having some desirable stability properties. We
found examples of A-stable methods of order 1 and 2 with large regions with respect to the convolution test equation. The
construction of V0-stable methods is still an open problem which will be attempted in future work. We suspect that such
methods do not exist within the class of methods considered in this paper and we plan to investigate more a general class
of methods corresponding to different approximations of the lag term (1.4) and increment term (1.5).
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