Abstract. We offer a complete resolution of a conjecture by Lions-Perthame-Tadmor mentioned in their celebrated work (1994, [34]). We prove the optimal regularizing effect to W s,p loc with the best exponent s, of the entropy solution for scalar conservation laws in higher dimension. In addition, we prove t(divf (u)) ∈ M 1 loc , which was conjectured by Jabin (2010, [29]). Here we follow a new approach to understand the regularity issues in multi-dimensional scalar conservation laws.
Introduction
We study the regularity for the solution of the following scalar conservation laws
In this article we answer the following conjectures in higher dimension.
• In 1994, [34] Lions-Perthame-Tadmor conjectured that if the flux f satisfies a non degenerate condition (1.4) , then the entropy solution u of (1.1) belongs to W s,1 loc , for s < α, where α as in (1.4).
• Jabin (2010), [29] conjectured
for any C 2 flux f , satisfying (1.4) , where u is the entropy solution for (1.1).
u ∈ W s,1 , s < α, where α as in (1.4) , is the best regularity result one can obtain for the theory scalar conservation laws in higher dimension. We give independent proofs of both the conjectures in higher dimension. We say that a flux f ∈ C 2 satisfies the "non degenerate condition" if the following holds:
∃α ∈ (0, 1], ∃ C ≥ 0, meas{|v| < R 0 , |τ + f (v) · ξ| < δ} < Cδ α , for δ ∈ (0, 1), (τ, ξ) ∈ R × R d with τ 2 + |ξ| 2 = 1, R 0 > 0.
(1.4)
Before we describe our main results firstly we do a brief survey of the known principal regularity results on the theory of scalar conservation laws. In one dimension, the conjecture was proved by Perthame-Golse (2013, [24] ). De Lellis-Westdickenberg (2003, [14] ) gave an example in one dimension to show that u(·, t) / ∈ W α+ ,1 loc (R), > 0, which together with [24] resolves the conjecture in one dimension. In multi-dimension Lions-Perthame-Tadmor (1994, [34] ) proved that the entropy solution of (1.1) belongs to W s,1 loc (R d ) for s < α α+2 if flux f satisfies (1.4). In 2002, Jabin-Perthame [26] raised the regularity of the solution to W s,r (R d ) for s < 1/3, r < 3/2 if f satisfies (1.4) with α = 1. Later in 2007, Tadmor-Tao [44] improved the regularity upto W s,1 loc (R d ) for s < α 2α+1 by a new averaging lemma which applies to a wider class of equations. For the multi-dimensional setting the actual conjecture remained open for few decades. In this present article we settle this. In [21] , we provide a generic example in higher dimension to show that u(·, t) / ∈ W α+ ,1 loc (R d ), > 0, ∀t > 0. This together with the present work provide complete resolution of the conjecture in higher dimension. Furthermore we also prove that the entropy solution u of (1.1) is in B s,1,1 , for s < α, α as in (1.4), hence u(·, t) ∈ B s,1,κ , for all 1 ≤ κ ≤ ∞, t > 0.
In one dimension, due to Lax-Oleȋnik formula [32, 38] , one gets a regularizing effect from u 0 ∈ L ∞ (R) to u(·, t) ∈ BV loc (R) for uniformly convex flux. Unfortunately, for d > 1, u 0 ∈ L ∞ (R d ) to u(·, t) ∈ BV loc (R d ) does not hold for any flux f ∈ C 2 , even if f satisfies (1.4), which has been concluded in [21] by a generic counter example. Hence, in general, the entropy solution for the scalar conservation laws (1.1) may not be in BV loc . On the contrary, (1.3) explains divf (u) ∈ M 1 loc . This was an open problem for a longer period of time in higher dimension. In this paper we give an answer to this for general flux f , satisfying (1.4) with an optimal bound 1/t. Jabin (2010, [29] ) proved that if (1.3) holds then u ∈ W s,1 loc for s < α. In one-dimension, BV loc of f (u) is already available and we refer [4, 10, 37] (see Remark 1.3 for general flux) for more details.
An important tool to obtain regularizing effect is "Velocity Averaging Lemma" [6, 17, 27, 39, 44] which has been applied to conservation laws [18, 23, 24, 26, 34, 35] . Also it is widely applicable to other set of equations [28, 29, 36] as well. A rich variety of tools are available in one dimension that is why the regularity theory for scalar conservation laws or related model is more or less completely understood in one dimension, we refer [1, 2, 3, 5, 8, 19, 20, 22] for further studies. In higher dimension fine structure of the solution has been studied in [11, 12, 15, 16, 30, 42, 43] . For more detailed theories on scalar conservation laws we cite an incomplete list of references [7, 9, 13, 25, 40, 41, 45] and the references therein.
Novelty of our method is that we follow the characteristics which make sense if the solution is continuous in an open set. Our effort has been largely devoted to understand the characteristics regions and the shock regions, so that we can treat them separately while calculating the M 1 loc estimate of (div(f (u))). Then we see the area of the domain and the time bound 1/t in the estimation. Thereafter from the flux condition (1.4) one can invert a.e. to obtain the optimal W s,p bound for the entropy solution, with s < α. We also conclude that the bounds in the Theorems 1.3, Theorems 1.2 and Theorems 1.1 are optimal which are 1/t α , 1/t α and 1/t respectively, for s < α, t > 0.
We say u satisfies Kružkov entropy condition for the scalar conservation laws (
with φ ≥ 0 and k ∈ R. Our main Theorems deal with the entropy solution in Kružkov sense [31] .
, the kinetic solution [34] and Kružkov [31] solution coincides. We refer section 2 for the definitions mentioned in the following Theorems. In section 3, we prove the following main Theorems.
Then the entropy solution of (1.1) enjoys the following regularity
where the constant C depends only on ||u 0 || ∞ , f and the area of the compact domain.
R → R d be C 2 and assume that it satisfies (1.4). Then the entropy solution of (1.1) belongs to B s,1,θ loc , for s < α, 1 ≤ θ ≤ ∞. Furthermore for s < α, 6) where the constant C depends only on ||u 0 || ∞ , f and the area of the compact domain.
R → R d be C 2 and assume that it satisfies (1.4). Then the entropy solution of (1.1) belongs to W s,1 loc , for s < α. Furthermore for s < α,
where the constant C depends only on ||u 0 || L 1 ∩L ∞ , f and the area of the compact domain. [5] , [21] .
Our main aim of the paper is two fold. We first present a proof of (1.5), then we give a independent proof of (1.6) from which (1.7) follows. Here is the outline of proof of our main Theorems:
Step 1: Due to the finite speed of propagation, without loss of generality we start with a compactly supported data
Then we approximate that by piecewise constant functions.
Step2 : One can make sense of the characteristics if the solution is continuous in an open set Ω (see [15, 42] ).
Step 3: Then we use the piecewise continuous structure (in the sense of Definition 2.5) of the solution when the data consists of finitely many constants to calculate the estimate (1.5) for the entropy solution. That is the shock surfaces are no where dense when the data consists of finitely many pieces.
Step 4: Next we calculate the B s,1,1 -semi norm and get the upper bound in terms of L 1 ∩L ∞ norm of piecewise constant data and area of the compact domain.
Step 5: The solution for piecewise constant data converges to the entropy solution for the original data we started with and the bound does not depend on the approximation. Hence we conclude the results due to the semi-continuity property of corresponding semi-norms.
Plan of the paper: In subsection 3.1 we give a proof of Theorem 1.1 in two dimension and for higher dimension we prove in subsection 3.2. For the proof of Theorem 1.2 in all dimension we refer subsection 3.3.
Preliminaries
Before going to the further development of the paper we give some well known definitions and embeddings relevant to our work (see for instance [33] ):
Let Ω be an open set of R d , then
Definition 2.5. We say a function h :
Well known embeddings:
Proof of main Theorems
[Note: Currently the proof is incomplete as we are using the following lemma 3.2 which is not true in general. ]
The following lemma is evident from the theory of Kružkov entropy solution.
is the entropy solution of (1.1) with piecewise constant initial data (finitely many pieces) defined as follows
where R > 0 and
is a piecewise continuous function as in definition 2.5.
is an open set and u is the entropy solution of (1.1) with u 0 as in (3.8) (i.e. the data consists of finitely many pieces). Suppose u is continuous on Ω × {T }, then the classical characteristic exists at each point of Ω × {T } and characteristics come down to {t = 0}.
Remark 3.1. The proof still works if a weaken version of lemma 3.2 holds: "Under the assumptions of lemma 3.2, suppose u is continuous on Ω × {T }, then the classical characteristic exists at each point of Ω × {T } and characteristics come down to {t = t 1 }, for some t 1 < T ". In that case bounds in the Theorems 1.3, Theorems 1.2 and Theorems 1.1 would
Also assume that supports of u n , u are contained in a compact set.
for all n and some compact set K, then
Proof. See Appendix.
Proof of Theorem 1.1 in two dimension
Proof of Theorem 1.1. Since we want to show the local estimates and solution has finite speed of propagation it is enough to work with compact support data u 0 . We divide the proof into 4 steps.
Let t > 0 be fixed and Ω = (
Step 1: First we approximate u 0 by a piecewise constant functions u n 0 where
Step 2: Suppose the entropy solution u(x, t) is continuous in an open set D. From lemma 3.2 we know that full characteristic exists upto time t > 0 at each point in D. Define z(x) for each x ∈ D as the point where the characteristic from (x, t) hits R 2 × {0}. Hence z(x) + f (u(x))t = x holds. Now from step 1 we know that u n 0 are piecewise constant. By lemma 3.1 the entropy solution u n (x, t) of (1.1) for initial data u n 0 is piecewise continuous in Ω. Now in each region where u n is continuous, z(x) is well defined.
Step 3: Now we will show that the estimate (1.5) holds for each u n 0 . For notational simplicity we omit n in u n 0 .
Now consider the initial data u 0 (x) = u 0 ij for x = (x 1 , x 2 ) ∈ A ij where
where h > 0 is the mesh size. Let u(x 1 , x 2 , t) be the entropy solution of (1.1) with the above piecewise constant initial data u 0 . Claim 1: Let D be an open set of Ω where u(x, t) is continuous and x 0 , y 0 ∈ D such that the line segment joining them,
is nothing to show. Now it remains to prove the case when z(L i ) is a line segment and contained in ∂A j+1k ∩ ∂A jk . Notice that since u is continuous in a neighbourhood of L i . The characteristics from this line segment L i , do not intersect with any other characteristic in time (0, t). Hence in a neighbourhood of L i the solution coincides with the entropy solution to the following Riemann problem
Note that the entropy solutionū of the above Riemann problem is constant in x 2 -variable, i.e.ū(x 1 , x 2 , t) =ū(x 1 , y 2 , t) for a.e. t > 0, and (x 1 , x 2 ), (x 1 , y 2 ) ∈ R 2 . Let x = (x 1 , x 2 ) and supposez(x) denotes the point where the characteristic from (x, t) hits R 2 × {0}. Since
hold and which implies that |z(x 1 , x 2 )−z(x 1 , y 2 )| = |x 2 −y 2 | andz 1 (x 1 , x 2 ) =z 1 (x 1 , y 2 ). Due to that factū and u coincides in a neighbourhood we getz(
2 ). By previous observation we get |z( 
In this case γ 1 and γ 2 divide Ω into three parts and u is continuous in each part. x 1 , x 3 are points in one of the parts and the line joining them lies in the same part.
is the point on the joining line such that z(θx 3 + (1 − θ)x 1 ) lies on one A jk for 0 < θ < θ 0 and z(θx 3 + (1 − θ)x 1 ) lies on another A j k for θ 0 < θ < 1.
It concludes the result, i.e. |z(
Similarly we can show for the case when {z(θx 0 + (1 − θ)y 0 , θ ∈ (θ i , θ i+1 )} is a line segment and contained in ∂A jk+1 ∩ ∂A jk .
Clubbing all these we get |z(
Since all these x i 's lie on a straight line, we get z(x 0 ) − z(y 0 )| ≤ |x 0 − y 0 |. Hence the claim.
From step 2 we know that the discontinuity set, S of u(x, t) is countable (possibly infinite) union of Lipschitz curves which is nowhere dense in R 2 × {t}. Then there is a neighbourhood, N (for > 0) of this set S such that 
For any φ ∈ C ∞ c (Ω) consider
then we have = I 1 + I 2 where
∂φ(x 1 , x 2 ) ∂x 1 dx 1 dx 2 and
Notice that on the line segment between (a + k (x 2 ), x 2 ) and (a − k+1 (x 2 ), x 2 ) the entropy solution u(x 1 , x 2 , t) is continuous and z(x 1 , x 2 ) is Lipschitz with Lipschitz constant 1. Hence we can z 1 (x 1 , x 2 ) ) and get
In each segment integrating by parts we get
Similarly on the line segment between (x 1 , b
) the entropy solution u(x 1 , x 2 , t) is continuous and z(x 1 , x 2 ) is Lipschitz with Lipschitz constant 1. Hence we can write x 2 ) ) and by similar calculation we get
Hence we get
Now taking modulus on both the side and using the Lipschitz continuity of z we conclude
After rearranging the terms we can write
Now we do the following simplification of the first term in the right hand side of the (3.10), (3.11)
where C depends on the domain. Note that from the definition of ω
| and from the definition N it is clear
)|dx 2 ≤ |N |, which together with (3.12) give us
Similarly we can show
Next we do the following simplification of the second term in the right hand side of the (3.10), (3.11)
Notice for each m there are some k, l such that
, by this we mean that this holds for one of the ± combinations. Also note that x 2 → ω ± k (x 2 ) and x 1 → ± l (x 1 ) have opposite orientation if they represent same γ m . Hence we get
where η is the normal vector on ∂(Ω \ N ). By our choice of N we have η(γ 2m−1 (s)) = −η(γ 2m (s)). This gives
where C = C( u 0 ∞ , t). Note that
Clubbing (3.15), (3.16) and (3.17) we get
By (3.9), (3.10), (3.11) and (3.13), (3.14), (3.18), we get
Consider the following set corresponding to the pair (γ 2m , γ 2m−1 )
where ρ m,1 , ρ m,2 are defined as
with γ 2m = (γ 1 2m , γ 2 2m ) and γ 2m−1 = (γ 1 2m−1 , γ 2 2m−1 ). It is easy to see that
Proof of the claim 2: Note that it is enough to check for m 1 , m 2 such that γ m 1 and γ m 2 are part of the same connected component of Ω \ N . We have 
This implies
Finally we get
Now letting → 0 + and by Monotone Convergence Theorem we get
where C = C(Ω, α, 2, f ).
Step 4: Finally we get for each piecewise approximate data u n
Note that this estimate does not depend on n. Also from L 1 -contraction property we get
Hence we conclude the Theorem 1.1 in dimension 2, due to lemma 3.3.
Proofs of Theorem 1.1 in more than two dimension
Proof. Here we follow the same line of thought as in subsection 3.1, though for the sake of completeness we give a rigorous proof here. Note that first two steps in previous case (section 3.1) was independent of dimension, thus those steps are same in more than two dimension. So here we prove the step 3 and step 4 in higher dimension (d > 2). For definition of z(x) we refer section 3.1. Also u n 0 is the piecewise constant approximation of u 0 and u n 0 → u 0 in L 1 loc . u n is the entropy solution of (1.1) with initial data u n 0 . Here also for notational brevity we omit n in u n . Now consider the initial data u 0 (x) = u 0
where h > 0 is the mesh size. Let u(x, t) be the entropy solution of (1.1) with the above piecewise constant initial data u 0 (finitely many pieces). Multi dimensional version of Claim 1 in subsection 3.1: Let D be an open set of Ω where u(x, t) is continuous and x 0 , y 0 ∈ D such that the line segment joining them,
∂A β l , then there is nothing to show.
Case (3):
Now it is remaining to prove for the case when L z i is a straight line and contained in
∂A β l . Since in a neighbourhood of L i , u is continuous then it follows that the characteristics originating from L i do not intersect with any other characteristics in time (0, t). Note that
A β j can be expressed as a part of a k-dimensional affine plane
Letū(x, t) be the entropy solution of (1.1) with initial dataū 0 defined as
denotes the point where the characteristics from (x, t) hits R d ×{0}. Therefore
Then it is easy to see that u,ū agree on L i × {t}. Due to the factū is constant in
By previous observation |z(x i ) −z(x)| ≤ |x i −x| which shows that |z(
Clubing all these we get |z(
Define for i = 1, · · · , d,
Then we have I = d i=1 I i , where
Notice that on the line segment between ω + i,k (x i ) and ω − i,k+1 (x i ) the entropy solution u(x, t) is continuous and z(x) is Lipschitz with Lipschitz constant 1. Hence we can write f i (u(x, t)) = 1 t (x i − z i (x)) and integrating by parts we get
where δ i,k (x i ) is defined as
Taking modulus both side we get
After rearranging the terms one can write
Now we can do the following simplification of the above integrals
Note that |a
which gives us
Now define for i = 1, · · · , d, 
where η(Ψ m (y)) is the outward normal vector at Ψ m (y). By our choice of N we have η(Ψ 2m−1 (s)) = −η(Ψ 2m (s)). This gives
where C = C( u 0 ∞ , t). Observe that
Clubbing (3.27), (3.28) and (3.29), we get
By (3.24), (3.25) and (3.26), (3.30), we get
Consider the following set corresponding to the pair (Γ 2m , Γ 2m−1 )
where ρ m,i 's are defined as
It is easy to see that
where
Proof of the above claim: Note that it is enough to check for m 1 , m 2 such that Γ m 1 and Γ m 2 are part of same connected component of Ω \ N . We have This implies
Now we apply Monotone Convergence Theorem to get
where C = C(Ω, α, d, f ). Finally we get for each piecewise approximate data u n
loc . Hence for more than two dimension we conclude the Theorem 1.1 due to lemma 3.3.
Remark 3.2. Note that from the proof of Theorem 1.1 it is clear that
It is well know that if
where C depends on dimension only.
Proof of Theorem 1.2 in all dimension
is the initial data. Without loss of generality we assume that u 0 has compact support. Let Ω = (A 1 , B 1 ) × · · · × (A d , B d ) . Let u n 0 be the piecewise constant approximation of u 0 such that u n 0 → u 0 in L 1 loc and u n 0 ∞ ≤ u 0 ∞ holds. Suppose u n is the entropy solution of (1.1) for initial data u n 0 . From L 1 -contraction property we get
Hence u n (·, t) → u(·, t) in L 1 loc . Now we are interested to calculate the Besov semi-norms of u n and obtain a uniform bound. Let x i and A i be as in (3.22) , (3.23) . Note that u n is piecewise continuous and in order to calculate |u n (., 1)| B s,1,1 , for s < α we will utilize this piecewise continuous structure of u n (x, t) (since u n 0 consists of finitely many pieces). Let ∆ h i = u(x + he i , t) − u(x, t) for h > 0 and i = 1, · · · , d. Then
where the first inequality comes from the condition (1. where
Note that P ∪ Q = Ω 1 . Let x ∈ Ω and h ∈ (0, L). Since s < α, we have Since u n → u in L 1 (Ω) as n → ∞. Hence by lemma 3.3 we concludes the result.
Proof of Theorem 1.3. This directly follows from Theorem 1.2 and the fact that B s,1,1 coincides with W s,1 .
Proof of lemma 3.3. (i) Suppose K ⊂ R d is the compact set containing supports of u n , u. Hence u n − u L 1 (K) → 0. Define
This implies I k ≤ lim inf (ii) To show this result let's consider φ ∈ C ∞ c with φ ∞ ≤ 1, then
This implies
This completes the proof.
