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ABSTRACT
In all networks, link or route capacities fluctuate for multiple rea-
sons, e.g., fading and multi-path effects on wireless channels, inter-
ference and contending users on a shared medium, varying loads in
WAN routers, impedance changes on power-line channels. These
fluctuations severely impact packet delays. In this paper, we study
delays in time-varying networks. Intuitively, we expect that for
a given average service rate, an increased service rate variability
yields larger delays. We find that this is not always the case. Us-
ing a queuing model that includes time-varying service rates, we
show that for certain arrival rates, a queue with larger service rate
variance offers smaller average delays than a queue with the same
average service rate and lower service rate variance. We also verify
these findings on a wireless testbed. We then study the conditions
under which using simultaneously two independent paths helps
in terms of delays, for example, in hybrid networks where the two
paths use different physical layer technologies. We show that using
two paths is not always better, in particular for low arrival rates.
We also show that the optimal traffic splitting between the two
paths depends on the arrival rate.
CCS CONCEPTS
• Networks → Network performance modeling; Network
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1 INTRODUCTION
The demand for high-throughput connectivity is increasing at a
very fast pace. This has led to the publication of new standards for
high throughput, such as 802.11n and 802.11ac for WiFi, LTE for
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cellular networks, and IEEE 1901 for power-line communications
(PLC). However, the throughput that these technologies offer indi-
vidually is arguably close to reaching a maximum. For this reason,
the next natural step to increase throughput is to simultaneously
use multiple technologies. This is well illustrated by the standard-
ization of hybrid networks by the IEEE 1905 working group [3],
and by the development of multipath TCP (MPTCP) [27], in partic-
ular with WiFi and LTE. When the technologies employed do not
interfere, having several technologies rather than a single one is in
principle always beneficial in terms of throughput. But throughput
is rarely the only metric that needs to be optimized, and hybrid
networks open interesting perspectives in terms of delays, power
consumption, reliability. In this paper, we focus on delays. Delays
in today’s networks are of paramount importance and are acknowl-
edged to remain fundamental in tomorrow’s networks, as illustrated
by the standardization efforts towards ultra-reliable low-latency
communications (URLLC) in wireless networks [4].
The time variability of the service rate has a strong impact on the
delays: If the service rate of a link (i.e., the link capacity) decreases,
packets accumulate in the queue of the network interface, which
increases the delays. Because of varying signals (fading, multi-path
effects, etc.), WiFi typically presents a behavior with time-varying
service rates. This is illustrated by Figure 1 (left), where we show
the instantaneous physical rate, obtained by the modulation and
coding scheme (MCS) index employed, averaged over ten packets,
in a 25 seconds WiFi trace, with no other traffic. Clearly, the MCS
index is not constant; it varies between (mostly) four areas with two
dominant states, a high-rate state (about 80 Mb/s) and a low-rate
state (about 60 Mb/s). These service rate variations with high-rate
and low-rate states can be observed in many other contexts, e.g.,
when several users employ the same channel and interfere with
each other: If Alice is streaming a video or downloading a file
with WiFi or LTE and no other user is active, Alice has a high
throughput: she is in a high-rate state. If another user Bob is active
(e.g., he is surfing the Web), Alice’s throughput decreases: she is in
a low-rate state. This can also be observed on WAN routes if one
WAN router alternates between high-traffic loads (low-rate state)
and low-traffic loads (high-rate state); or in data-centers where
servers typically alternate between high-rate and low-rate states,
that can be caused by a higher load of the server, but also by many
external reasons such as garbage collection, network interrupts, or
background work [12]; or at home with PLC, because switching on
and off appliances changes the electrical impedance and can cause
link-capacity drops [30].
In Section 2, we describe a model that captures the variability
of the service rate and that enables us to study the impact on
delays of this variability, in two different settings: (i) For a given
arrival rate, we want to choose between two paths (for example,
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Figure 1: Left: physical rate of WiFi, averaged over ten pack-
ets. Right: sample path of the service rate.
two routes in a WAN or two technologies in a LAN, e.g., WiFi and
LTE or WiFi and PLC). Increasing the average service rate clearly
decreases the average delays. To isolate the effect of time variability,
we hence assume that the two paths have the same average service
rate, but different variances of the service rate, and we want to
find which path yields the smallest average delays. (ii) We next
study the second setting where two paths, potentially with different
average service rates, can be used simultaneously, and traffic be split
between them. In Section 4, this setting is described and its analysis
is provided. We prove that the optimal load balance depends on the
arrival rates, and that for low arrival rates, it is better to use only
one path. We validate our analyses with experiments on a wireless
testbed in Section 5. We discuss related work in Section 6 and give
concluding remarks in Section 7.
2 QUEUE MODEL AND BACKGROUNDWITH
TIME-VARYING SERVICE RATES
We model a network interface by a queue with i.i.d. exponentially-
distributed arrivals with rate parameter λ. The server operates in
two different regimes: A low-rate state in which the packets are
sent (or the jobs are completed) with exponential service rate µl ,
and a high-rate state in which the packets are sent with exponential
service rate µh , with 0 < µl < µh . From now on, we simply write
low state and high state for low-rate state and high-rate state. The
sojourn times in low and high states are exponentially distributed,
with parameter αl when in low state and αh when in high state.
The service model is thus a continuous-time Markov chain, with
a sample path illustrated in Figure 1 (right). If (Q(t), S(t)) denotes
the number of packets and the state of the server at time t , and if
r ((q1, s1), (q2, s2)) denotes the transition rates from state (q1, s1) to
state (q2, s2), then the only non-zero transition rates are
r ((q, s), (q + 1, s)) = λ, for all q ≥ 0, s ∈ {h, l},
r ((q, s), (q − 1, s)) = µs , for all q ≥ 1, s ∈ {h, l},
r ((q,h), (q, l)) = αh , for all q ≥ 0,
r ((q, l), (q,h)) = αl , for all q ≥ 0.
This model with heterogeneous time-varying service rates was
studied as early as 1971 by Yechiali and Naor [32]. However, the
expression of the average delays is quite complex; it involves com-
puting the root of a cubic equation (see also in Appendix). Even
though it can be computed in principle, its explicit expression is
very complex (it would take dozens of line to write it explicitly),
and few works give analytical results that can be intuitively under-
stood. Ross conjectured in 1978 that increased variability leads to
increased averaged delays [29]. Variability was expressed by the
sole parameter α = αh + αl . A lower α means longer sojourn times
in the “high” and “low” states: It leads to a higher heterogeneity of
the service rates, i.e., a larger variability. In contrast, with very short
sojourn times in each of the states (i.e., very frequent transitions
and large α ), the queue with heterogeneous service rates performs
close to a homogeneous M/M/1 queue with an averaged service
rate [13]. Ross’ conjecture was proven in 1981 by Rolski [28] in the
particular case µh = µl , with different arrival rates in high and low
states: The average delay in this scenario is a decreasing function
of α . The general case, with different service rates (µh , µl ), was
studied in 2006 by Gupta et al. [13]. They show that the average
queue size is always monotonic in α , but not always decreasing.
In our setting where the arrival rate is the same in both states,
the average queue size, hence, the average delay is a decreasing
function of α , as conjectured by Ross.
3 ANALYSIS OF A QUEUEWITH
TIME-VARYING SERVICE RATES
We consider two queues that follow themodel described in Section 2,
with respective parameters µl,i , µh,i , αl,i , and αh,i for i = 1, 2. In
the remaining of the paper, we only study average delay, and some-
times refer to it simply as delay; delay of Queue i as a function
of the arrival rate λ is denoted by Di (λ). We want to compare
the two queues and to find out which one yields the lowest de-
lay, when they have the same average service rate and arrival
rate. Intuitively, we expect that a larger variability should yield
larger delays. This is what happens for an M/G/1 queue, where
variability is expressed by the variance of the service times: The
well-known Pollaczek–Khinchine formula states indeed that when
the two queues have the same average service rate µˆ and the same
arrival rate λ ∈ [0, µˆ), the queue with the largest delays is always
the queue with the largest variance of the service times. Our model
with heterogeneous time-varying service rates is different: In an
M/G/1 queue, the service times are i.i.d., contrary to our model
where they are drawn from two different exponential distributions,
depending on the state (low or high) the system is in. We show in
this section that, although this is often the case, larger variability
does not always yield larger delays; we also show that for certain
values of µl,i , µh,i , αl,i , and αh,i , the queue with the largest delays
is not the same for all arrival rates λ.
Let Ri denote the random variable for the service rate, taking
values in {µl,i , µh,i } and distributed according to the stationary
distribution of the process illustrated in Figure 1 (right). The average
service rate of Queue i for i ∈ {1, 2} is given by
µˆi = E [Ri ] =
µh,i/αh,i + µl,i/αl,i
1/αh,i + 1/αl,i
=
αl,i µh,i + αh,i µl,i
αh,i + αl,i
,
For Queue i to be stable, we must have λ < µˆi [32]. In this section,
we are interested in studying how the variability of the service rates,
rather than the average service rate itself, affects the average delays.
Indeed, it is obvious that for a fixed level of variability, an increased
average service rate yields lower delays. For this reason, we assume
in this section that the two queues have the same average service
rate, i.e., µˆ1 = µˆ2  µˆ. In particular, the two queues have the same
stability region λ ∈ [0, µˆ). Previous work has studied the effect
on the delays of the parameter αi  αh,i + αl,i when µh and µl
are fixed [13, 16, 28]. For this reason, we assume in this section
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that α1 = α2  α and our goal is to study the effect of the other
parameters. We express variability by the varianceVi of the service
rate of Queue i , which can be written as
Vi = Var [Ri ] =
αl,i µ
2
h,i + αh,i µ
2
l,i
αh,i + αl,i
− µˆ2. (1)
Note that Vi = 0 iff Queue i is homogeneous (µh,i = µl,i ).
The delay for Queue i for i ∈ {1, 2} is determined by five pa-
rameters: µh,i , µl,i , αh,i , αl,i , and λ. When µˆ and α are fixed, there
are still three degrees of freedom, and the delay depends both on
the service rates (µ’s) and on the transition rates (α ’s). The first
natural question that we want to answer is what happens when
the varianceV is fixed (i.e.,V1 = V2). Theorem 3.1 shows that deter-
mining which queue has the largest delays now only depends on
the service rates and not on the transition rates, and that the best
queue is the same for all arrival rates. The proofs of the theorems
of this section are given in Appendix.
Theorem 3.1. Let us assume that µˆ1 = µˆ2 and α1 = α2. For
i ∈ {1, 2}, let
πi = µh,i µl,i . (2)
If V1 = V2, then for all arrival rates λ ∈ (0, µˆ), D1(λ) ≥ D2(λ)
iff π1 ≤ π2, with equality iff π1 = π2. Conversely, if π1 = π2, then for
all arrival rates λ ∈ (0, µˆ), D1(λ) ≥ D2(λ) iff V1 ≥ V2, with equality
iff V1 = V2.
With µˆ and α fixed, the delay for Queue i is fully determined
by Vi (defined by (1)), πi (defined by (2)), and λ. We now want
to determine the queue with the lowest delays when neither the
variance V nor the product of the two service rates π are fixed,
i.e., when V1 , V2 and π1 , π2. Theorem 3.1 shows that for all
arrival rates λ, the average delay is an increasing function of Vi
when π1 = π2, and a decreasing function of πi when V1 = V2. For
this reason, we expect that the average delay increases when Vi
increases and πi decreases, and that it decreases whenVi decreases
and πi increases. Theorem 3.2 shows that this is indeed true.
Theorem 3.2. Let us assume that µˆ1 = µˆ2 and α1 = α2. IfV1 > V2
and π1 < π2, then for all arrival rates λ ∈ (0, µˆ),D1(λ) > D2(λ). Con-
versely, if V1 < V2 and π1 > π2, then for all arrival rates λ ∈ (0, µˆ),
D1(λ) < D2(λ).
When µh is fixed (µh,1 = µh,2), Vi is a decreasing function of
µl,i and πi is an increasing function of µl,i . (Note that because µˆ
and µh are fixed, increasing µl,i requires increasing the sojourn
times in the low state.) A corollary of Theorem 3.2 is consequently
that if µh,1 = µh,2, the delay is an increasing function of Vi (and a
decreasing function of µl,i ).
The situation becomes more complex when both Vi and πi de-
crease, or both Vi and πi increase. For certain values of Vi and πi ,
one queue yields lower delays for all arrival rates, and in that case,
we show that this must be the queue with the lowest variance Vi .
However, we show that for certain values of Vi and πi (precise
conditions are given in Appendix), determining which queue yields
lower delays depends on the arrival rate λ. In particular, for certain
arrival rates, the queue with the lowest delays is the queue with
the largest variance Vi (Corollary 3.4).
Theorem 3.3. Let us assume that µˆ1 = µˆ2 and α1 = α2.
• There are values of Vi and πi such that D1(λ) − D2(λ) changes sign
in (0, µˆ).
• If for all arrival rates λ ∈ (0, µˆ), D1(λ) , D2(λ), then for all
λ ∈ (0, µˆ), D1(λ) > D2(λ) iff V1 > V2.
Corollary 3.4. For certain values of Vi and πi , there is
λ0 ∈ (0, µˆ) such that for all arrival rates λ ∈ (0, λ0), V1 > V2 and
D1(λ) < D2(λ), or V1 < V2 and D1(λ) > D2(λ).
In Section 5, we present numerical and testbed evidences that
show that by using the queue with the largest variance, the delay
gain provided can be significant.
The next step is to understand why the queue with the lowest
variance can sometimes yield larger delays. We make the following
conjecture, that appears to hold numerically.
Conjecture 3.5. Let us assume that µˆ1 = µˆ2 and α1 = α2.
If V1 > V2 and µl,1 < µl,2, then for all arrival rates λ ∈ (0, µˆ),
D1(λ) > D2(λ). Conversely, if V1 < V2 and µl,1 > µl,2, then for all
arrival rates λ ∈ (0, µˆ), D1(λ) < D2(λ).
This would mean that a necessary condition for the queue with
the largest variance to yield the smallest delays would be to have
its service rate in the low state (µl,i ) be larger than that of the
queue with the lowest variance. (Note that this is not a sufficient
condition.) Therefore, in low state, the size of the queue with
the smallest variance would increase faster than the size of the
queue with the largest variance, which can cause larger average
delays despite a smaller variance. This conjecture has another di-
rect consequence: If αh,1 = αh,2  αh and αl,1 = αl,2  αl , then
for all λ ∈ (0, µˆ), D1(λ) > D2(λ) iff V1 > V2: If we fix the transi-
tion rates αh and αl , then the average delay is an increasing func-
tion of the variance. If αh and αl are fixed, we can already prove
that if αl µh,i ≥ αhµl,i , then V1 ≥ V2 iff π1 ≤ π2 (see Lemma A.7
in Appendix), and it follows therefore from Theorem 3.2 that for
all λ ∈ (0, µˆ) D1(λ) > D2(λ) iff V1 > V2. This is in particular the
case if αl ≥ αh , i.e., if the queues spend more time in the high state.
Note that if α1 , α2, it is possible to have D1(λ) < D2(λ) with
V1 > V2 and µl,1 < µl,2 (e.g., when α1 is large and α2 is small).
4 TWO PATHS USED SIMULTANEOUSLY
We now move to the second setting, where two paths, potentially
with different average service rates, can be used simultaneously.
We first describe the model for two simultaneous paths, and then
we analyze the average delay theoretically and numerically.
4.1 Model for Simultaneous Paths
The model for our scenario where two paths can be used simul-
taneously is illustrated in Figure 2. As described in Section 2, the
pλ
Path 1
(1 − p)λ Path 2
λ
µh,1
µl,1
µh,2
µl,2
Figure 2: Model for two paths used simultaneously.
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service rate of Queue i for i ∈ {1, 2} is modelled by low and high
states, with respective service rates µl,i and µh,i (µh,i > µl,i > 0).
Packets arrive in the system as a Poisson process with rate parame-
ter λ, and are routed to the queues based on a Bernoulli trial: With
probability p, a packet goes to Queue 1, with probability 1 − p, it
goes to Queue 2. As opposed to most works that study queues in
parallel [14, 17, 18], we assume that the routing decision is made
without knowledge of the current size of the queues. Several rea-
sons justify this choice. First, it might be impossible to obtain the
size of the internal queue of a network interface (e.g., most PLC
devices do not give such an information). Second, even when it is
possible, it can be quite complex in practice. For example, in Open-
WRT (the system that we use in our experiments of Section 5), the
networking stack consists in three different queues [2]; accessing
each of them on a packet-per-packet basis might cause significant
overload. Third, to reduce the overhead due to MAC protocols, re-
cent technologies employ frame aggregation. This is for example
the case in IEEE 802.11n and 802.11ac, the most recent standards
for WiFi, and in IEEE 1901, the most recent standard for PLC. This
means that a queue might be non-empty while the channel is idle,
which makes the model where the routing decision is based solely
on queue size inadequate. Protocols that send feedback for (almost)
every packet, such as MPTCP, offer the possibility to use indirect
information on the queues, such as the round-trip time. However,
this information is delayed, whereas classic models assume imme-
diate information. In addition, feedback cannot be employed for a
protocol such as UDP, whereas UDP might be preferred for delay-
sensitive applications [20]. In Section 5, we compare experimentally
the delays obtained with our model with UDP and those obtained
with TCP/MPTCP.
One purpose of our analysis is to study the effect on delays
of the parameter p, i.e., of the traffic splitting between the two
paths. We want to find the value of p, denoted in the following by
p∗, that yields the smallest average delay. When the packets are
routed to the queues by using a Bernoulli trial, the two queues are
independent, with respective arrival rates pλ and (1 − p)λ. With
Ni (λi ) being the average size of Queue i as a function of the arrival
rate λi at Queue i , the average total delay as a function of the
splitting probability p is simply, using Little’s law,
D(p) = Nt (p)/λ, (3)
where Nt (p) is the total average queue length as a function of the
splitting probability p ∈ [0, 1] and reads
Nt (p)  N1(pλ) + N2((1 − p)λ). (4)
For a given λ, minimizing the average total size of the queues and
minimizing the average delay is thus equivalent.
Remember that µˆi is the average service rate of Queue i (in
this section, we can have µˆ1 , µˆ2). The natural static splitting
probability (i.e., constant for all arrival rates λ) to use is
plim =
µˆ1
µˆ1 + µˆ2
. (5)
It is easy to show that plim is the optimal static p, as it is the only
static value of p that maintains the two queues stable for all arrival
rates λ < µˆ1 + µˆ2. If λ ≥ µˆ1 + µˆ2, no p maintains both queues stable.
We now study the optimal splitting probability p∗(λ), potentially
different for each arrival rate λ ∈ (0, µˆ1 + µˆ2).
4.2 Analysis of Optimal Splitting Probability
We start by noting that Ni is a strictly convex function of λi [23].
From (3), we know that, for a given λ, working with the average
delaysD and with the average total queue size Nt is equivalent, and
that the delay is minimized when Nt (p) given by (4) is minimized.
When λ is given, Nt is minimized, either when p = 0 or p = 1, or
when
N ′t (p) = λN ′1(pλ) − λN ′2((1 − p)λ) = 0. (6)
Let us assume first that N ′1(0) < N ′2(0). Because N1(λ) has a
vertical asymptote for λ = µˆ1, N ′1(λ) → ∞ when λ → µˆ1, i.e., there
is a λ0 ∈ (0, µˆ1) such that N ′1(λ0) = N ′2(0). Because N1 is strictly
convex and consequently N ′1 is strictly increasing, λ0 is unique.
Then for all λ ≤ λ0, N ′t (p) ≤ 0 for all p ∈ [0, 1], i.e., Nt (p) is de-
creasing and p∗(λ) = 1. For λ ∈ (λ0, µˆ1 + µˆ2), (6) has a solution
in (0,1) because N ′t (0) = λ(N ′1(0) − N ′2(λ)) < λ(N ′1(0) − N ′2(0)) < 0
and N ′t (1) = λ(N ′1(λ) − N ′2(0)) > 0, and because N ′t (plim) is finite.
This solution is unique because N1 and N2, and thus Nt , are strictly
convex. For a given λ ∈ [λ0, µˆ1 + µˆ2), p∗(λ) is then the unique
solution of
N ′1(p∗λ) = N ′2((1 − p∗)λ). (7)
The optimal splitting probabiliyp∗(λ) is therefore the function equal
to 1 for each λ ∈ (0, λ0], and that associates to each λ ∈ (λ0, µˆ1 + µˆ2)
the solution of (7). Note that limλ→µˆ1+µˆ2 p∗(λ) = plim.
If N ′2(0) < N ′1(0), everything is similar, except that p∗(λ) = 0 for
λ ∈ (0, λ0]. We have thus shown the following theorem.
Theorem 4.1. If N ′1(0) , N ′2(0), there is a λ0 ∈ (0, µˆ1 + µˆ2) such
that for all λ ∈ (0, λ0], using a single queue yields smaller average
delays than any traffic splitting between the two queues.
For homogeneous service rates (i.e., when µh,i = µl,i = µˆi ),
N ′1(0) = N ′2(0) iff the queues are identical (µˆ1 = µˆ2). For heteroge-
neous service rates, we can show with the notations of Section 3
that
N ′i (0) =
αi µˆi + πi +Vi
µˆi (αi µˆi + πi ) .
Although two non-identical queues can in theory have same value
N ′i (0), the set of parameters that meet N ′1(0) = N ′2(0) has measure
zero in the space of possible parameters for Queues 1 and 2. For
this reason, two non-identical queues with parameters chosen at
random are very unlikely to have N ′1(0) = N ′2(0).
We first assume homogeneous service rates (µh,i = µl,i = µˆi ) for
both queues. Without loss of generality, we assume that Queue 1
is the queue with largest average service rate, i.e., µˆ1 > µˆ2. In the
homogeneous case, we can obtain an explicit expression for p∗(λ).
We know that Ni (λ) = λ/(µi − λ), and a simple computation gives
λ0 = µˆ1 −
√
µˆ1 µˆ2. (8)
Then, using (7), p∗ is given for λ ∈ (0, µˆ1 + µˆ2) by
p∗(λ) = 1 if λ ∈ (0, λ0],
p∗(λ) = µˆ1(λ − 2µˆ2) + (µˆ1 + µˆ2 − λ)
√
µˆ1 µˆ2
λ(µˆ1 − µˆ2) if λ ∈ (λ0, µˆ1 + µˆ2).
When the service rates are heterogeneous (µh,i , µl,i ), the
expression for Ni is too complex to provide an explicit expression
of p∗. However, we have proven (Theorem 4.1) that there exists a
λ0 > 0 such that when λ ≤ λ0, p∗(λ) = 0 or p∗(λ) = 1: For low
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Figure 3: Optimal splitting p∗ as a func-
tion of the arrival rate λ.
0 10 20 30
arrival rate λ (Mb/s)
1
5
9
13
d
el
ay
ra
ti
o
µh,2 = 5, µl,2 = 5
µh,2 = 6, µl,2 = 4
µh,2 = 7, µl,2 = 3
0 10 20 30
arrival rate λ (Mb/s)
0
20
40
60
80
d
el
ay
d
iff
er
en
ce
(m
s)
µh,2 = 5, µl,2 = 5
µh,2 = 6, µl,2 = 4
µh,2 = 7, µl,2 = 3
Figure 4: Ratio D(plim)/D(p∗) (left) and difference D(plim) − D(p∗) (right) of the
delays with static (plim) and optimal (p∗) splitting.
arrival rates, it is better in terms of delays to use only one path. In
addition, p∗ can be computed numerically using (7).
4.3 Numerical Results
In this section, we show numerically that in time-varying networks,
the choice of p has a strong impact on the delays. In particular, we
compare the delays obtained with p∗(λ) and with plim. Queue 1
has an average service rate µˆ1 = 30Mb/s, and Queue 2 an aver-
age service rate µˆ2 = 5Mb/s. Packets have size 1 400 B, so that
µˆ1 = 2 678 packets/s and µˆ2 = 446 packets/s. Queue 1 has homoge-
neous service rates (µh,1 = µl,1), and we study how the variability
of Queue 2 affects delays. We set αh,2 = αl,2 = 1 transition/s, and
we use three different sets of values for µh,2 and µl,2 with same
average service rate µˆ2: µh,2 = µl,2 = 5Mb/s; µh,2 = 6Mb/s and
µl,2 = 4Mb/s; µh,2 = 7Mb/s and µl,2 = 3Mb/s.
Figure 3 shows the optimal splitting p∗ for the three sets of
values for µh,2 and µl,2. When µh,2 = µl,2 = 5Mb/s, both queues
are homogeneous, and, as shown above, it is optimal to send all the
traffic on Queue 1 when λ < λ0 with λ0 ≈ 17.8Mb/s given by (8).
We see on Figure 3 that the effect of the variability (µh,2 , µl,2)
on λ0 is quite small. However, the impact of the variability on the
delays is very large. We show the ratio (Figure 4, left) and difference
(Figure 4, right) of the packet delays when the traffic is split either
with probability p∗(λ) for an arrival rate λ, or with probability
plim ≈ 0.86 for all arrival rates. For example, when µh,2 = 7Mb/s
and µl,2 = 3Mb/s and for an arrival rate λ = 19Mb/s, p∗ = 1, and
the delay obtained by sending everything on Queue 1 is about 1 ms;
when traffic is split with probability plim, the delay is 2.8 ms. For
higher arrival rates, the delay ratio can be up to 13: For λ = 29Mb/s,
the delay withp∗ is 3.9 ms, and the delay obtained withplim is 51 ms.
Section 5.3 presents evidence of this behavior on a wireless testbed.
In our analysis, we do not take reordering into account. A careful
study of reordering is out of the scope of this paper and is left for
future work, but reordering is likely to further increase the rate λ0
before which using a single queue is preferable. Indeed, sending
at a low rate on the second queue might harm delays (because an
additional delay is required for packets to be ordered) more than
the gains it offers.
5 EXPERIMENTAL RESULTS
We now show numerical and testbed results that support our anal-
yses. We first illustrate the impact on delays of the service rate
variability in a set of uncontrolled experiments. Next, in a set of
controlled experiments, we show that, as unveiled by the analysis of
Section 3, smaller variance sometimes yields larger delays. Finally,
we show how the traffic splitting between two paths impacts delays
and we show that, as proven in Section 4, using a single path is
better for low arrival rates.
5.1 Variability Impacts Delays
We first illustrate the impact that variability has on delays in wire-
less networks. We carry an experiment between two nodes with
two WiFi interfaces (Atheros AR9280) and one antenna per inter-
face. The nodes are APU1D boards with an OpenWrt distribution
patched for MPTCP [1] and ath9k wireless drivers. They are syn-
chronized with the PTP protocol that offers a precision of a few
microseconds (minimum delays are of the order of the millisecond).
The two nodes are approximately 15 meters apart in two differ-
ent offices, with two walls between them. Both WiFi interfaces
use the 802.11n protocol; the first WiFi interface operates in the
2.4 GHz band, the second interface operates in the 5 GHz band,
with a 20 MHz band for each. Lower frequencies are known to be
less attenuated by walls than higher frequencies, and we observe
that the maximum instantaneous rate between the two nodes is
about 35 Mb/s in the 5 GHz band, whereas it is about 45 Mb/s in
the 2.4 GHz band. However, in the building where the experiments
take place, the 2.4 GHz band is also used by the WiFi network of
the university, whereas no other node uses the 5 GHz band. When
other nodes use the university WiFi network, the throughput on
the 2.4 GHz link decreases. Consequently, the variability is larger
in the 2.4 GHz band.
We run our experiments on a weekday, when the WiFi network
of the university is more loaded. We send UDP traffic during 30 sec-
onds at various rates with iperf, first in the 2.4 GHz band, then in
the 5 GHz band, and we measure the one-way delay of the packets
by using tcpdump on each interface. The experiment is repeated
five times for each interface and each rate, and we present aver-
aged results. Figure 5 (left) shows the receiving rate; the average
throughput achieved in the 2.4 GHz band (about 38 Mb/s) is slightly
higher than that achieved in the 5 GHz band, but it is below the
maximum instantaneous throughput of 45 MB/s. This shows that
the variability in the 2.4 GHz band is indeed quite large. In contrast,
the throughput achieved in the 5 GHz is close to its maximum in-
stantaneous throughput. Figure 5 (right) shows the average packet
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Figure 5: Throughput achieved (left), delays (top right), and jitter (bottom right) on a testbed with 2.4 GHz and 5 GHz WiFi.
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Figure 7: Experimental receiving rate for the two queues on a wireless testbed,
with finite and infinite queues. Left: All arrival rates. Right: Zoom on some ar-
rival rates.
delay (top) and jitter (bottom). Even though the average through-
put is slightly higher in the 2.4 GHz band, delay and jitter both are
smaller in the 5 GHz band (delay is up to 4.5x smaller when the
arrival rate is 24 Mb/s). This illustrates that, as expected, variability
has a high impact on the delays. Here, a larger variance yields larger
delays. We now show that this is not always the case, as unveiled
by the analysis of Section 3.
5.2 Larger Variance Can Imply Smaller Delays
In contrast to the experiments of Section 5.1, where we did not have
control over the sources of variability, we want in the following to
be able to control the parameters µh,i , µl,i , αh,i , and αl,i , in order
to compare the experimental results with the analytical results. This
is achieved with WiFi by setting the modulation and coding scheme
(MCS) used by the interface. The ath9k driver enables us to set the
MCS to the desired value. To avoid external sources of variability,
we run all the experiments of this section in the 5 GHz band, not
used by any other user. The analysis assumes infinite queues. In
practice, the queues of the network interfaces are finite. We run
our experiments in two modes: Either packets are queued in an
infinite queue at the application level, by using the Click Modular
Router [19]; or we use the default finite queues of the network
interfaces.
We use the following values, with the service rates (µ) in pack-
ets/s, and the transition rates (α ) in transitions/s: µh,1 = 4 196
(MCS 5, about 46 Mb/s), µl,1 = 1 562 (MCS 2, about 17.5 Mb/s),
µh,2 = 4 687 (MCS 6, about 52 Mb/s), µl,2 = 2 089 (MCS 3, about
23 Mb/s), αh,1 = 2.92, αl,1 = 7.01, αh,2 = 4.84, and αl,2 = 5.16.
These values are chosen randomly among some for which the
smaller delays are achieved by the queue with larger variance for
certain arrival rates, as shown by Corollary 3.4. More precisely,
we choose values such that (18) in Appendix is verified. We have
µˆ1 = µˆ2 = 38.4Mb/s,V1 = 1.33× 106, andV2 = 1.67× 106: Queue 1
is the queue with smallest variance. The theoretical delay difference
D1 − D2 obtained from (9) in Appendix is shown in Figure 6. For
arrival rates lower than about 30 Mb/s, the queue with smallest
delays is Queue 2, the queue with largest variance.
We carry experiments with the two nodes described in Sec-
tion 5.1, now in the same office. We send UDP traffic during 20 s
on each queue and at various rates, and we measure the packet
delays. Sending traffic on Queue i means that the WiFi interface
switches between the MCS that corresponds to µh,i and µl,i , with
exponentially-distributed sojourn times with respective parameters
αh,i and αl,i . For all the experiments in Section 5, no assumption
is made on the distribution of the service times of the packets, and
only the average service rate is set; as opposed to the analytical
part where they were assumed to be exponentially distributed, the
service times depend on the wireless interface and their distribu-
tion is unknown. For the packet arrivals, we set the average arrival
rate and we try exponential and deterministic distributions, but the
choice has no effect on the delays. The results are shown with a
deterministic distribution (i.e., the inter-arrival times between pack-
ets are constant). The experiments are repeated five times and we
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Figure 8: Optimal splitting probability p∗(λ).
present averaged results. We first check that the average receiving
rate is the same for both queues, which is the case (see Figure 7,
left). As expected, it converges to approximately µˆ = 38.4 Mb/s
for the infinite queues. The experimental average delay-difference
is shown in Figure 6. It matches very well the analytical results,
which shows that the queue with largest variance can indeed offer
the smallest delays for certain arrival rates. This also shows that
the best queue in terms of delays depends on the arrival rate λ.
We note that the delay difference is, as expected, larger when the
queues are infinite, and is significant for certain arrival rates: When
λ = 22.4Mb/s, the delay is 3x larger when using Queue 1, the queue
with smallest variance (8.7 ms vs. 2.9 ms).
When the queues are finite, some packets are discarded when the
queues are too long. In this case, variability has two consequences:
larger delays and lower receiving rate. Delays can be observed in
Figure 6: For example, when the arrival rate is around 23 Mb/s,
Queue 1, the queue with the smallest variance, has a larger average
delay (7.7 ms vs. 3.1 ms). For low arrival rates, Queue 1 not only
has larger delays, but it also has lower receiving rates. This can be
observed in Figure 7 (right), that shows a zoom on some arrival
rates of Figure 7 (left). When the arrival rate is around 25 Mb/s,
Queue 1 has a receiving rate of 24 Mb/s, vs. 25 Mb/s for Queue 2.
When the arrival rate is around 35 Mb/s, the order gets reversed:
Queue 1 has smaller delays and a higher receiving rate.
5.3 Simultaneous Paths in a Hybrid Network
We now study experimentally the impact of the parameter p de-
scribed in Section 4. Our hybrid network consists in Queue 1, a
WiFi interface in the 5 GHz band, and Queue 2, a WiFi interface
in the 2.4 GHz band. In this section, to avoid external sources of
variability, especially in the 2.4 GHz band used by the WiFi network
of the university, we run all the experiments at night. We consider
a simple and realistic case where the two queues have different
average service rates. Queue 1 has homogeneous service rates:
µh,1 = µl,1 = 5 000 packets/s (MCS 7, about 56 Mb/s). Queue 2
has variable service rates: µh,2 = 2 053 (MCS 3, about 23 Mb/s)
and µl,2 = 1 071 (MCS 1, about 12 Mb/s). The transition rates for
Queue 2 are αh,2 = αl,2 = 3 transitions/s. We send UDP traffic
during 20 seconds for various arrival rates λ and for all probabili-
ties p between 0 and 1, with 0.05 increments. The experiments are
repeated three times for each λ and p. Figure 8 shows the theoret-
ical and experimental values for p∗. For the infinite queues, the
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Figure 9: Ratio D(plim)/D(p∗) of the delays obtained with the
static probability plim and with the optimal splitting p∗.
experimental p∗ is found for each arrival rate as the p that yields
the smallest average delays. For the finite queues, there might be
packet losses as shown in Section 5.2, and we measure both the
splitting probability p that yields the smallest average delays and
the splitting probability p that yields the maximal received through-
put (we note that the two are equal, except when the arrival rate
is very close to the saturation rate). The experimental values are
close to the theoretical ones. The optimal static p, as defined by (5),
is plim ≈ 0.75. Figure 9 shows the ratio of the delays obtained with
plim over the delays obtained with p∗(λ). For certain arrival rates,
the negative impact of a static splitting probability is quite strong:
With infinite queues, for λ = 64Mb/s, the delay is 6 ms with p = p∗,
whereas it is 25 ms with p = plim. The impact is strong with finite
queues as well: For λ = 48 Mb/s, the delay is 2 ms with p = p∗,
whereas it is 9 ms with p = plim.
In contrast, when we set µh,2 = µl,2 = 1 562 (MCS 2, about
17.5 Mb/s), i.e., when the two queues have homogeneous service
rates, using plim instead of p∗ has a small effect on delays: The
maximum delay-ratio is around 1.5x for analytical and experimental
results, and the difference is always less than a millisecond (the
results are not shown due to lack of space).
Finally, we compare the results obtained with our model with
the results obtained with single-path TCP (referred as TCP) and
multipath TCP (referred as MPTCP). Because TCP and MPTCP are
by default designed for favoring throughput, we do some modifi-
cations in order to favor delays, which reduces the delay at low
throughput from about 2 ms to about 0.7 ms. This is the same value
as with UDP traffic. We keep using µh,1 = µl,1 = 5 000, µh,2 = 2 053,
µl,2 = 1 071, and αh,2 = αl,2 = 3. TCP is used on Queue 1 only,
the queue with higher average service rate (about 50 Mb/s with
TCP). For MPTCP, the default scheduler is used. For each rate, the
experiment is repeated five times and we present averaged results.
Figure 10 shows the probability that traffic with MPTCP is sent on
Queue 1, along with p∗ found experimentally with UDP traffic. For
low arrival rates, MPTCP sends more traffic on the second queue
when compared to p∗, the optimal splitting in our model. Figure 11
shows the delays obtained with the different protocols. UDP is
shown for reference, but a fair comparison with TCP or MPTCP is
difficult, because the performance of TCP/MPTCP in terms of de-
lays is very dependent on the configuration (scheduler, congestion
window, slow start, etc.). It is more interesting to compare TCP and
Mobihoc ’18, June 26–29, 2018, Los Angeles, CA, USA Sébastien Henri, Seva Shneer, and Patrick Thiran
20 40 60 80
arrival rate λ (Mb/s)
0.6
0.7
0.8
0.9
1.0
p
ro
b
ab
il
it
y
to
se
n
d
on
Q
u
eu
e
1
MPTCP
UDP (p∗)
Figure 10: Probability to send on Queue 1.
MPTCP, because they use the same configurations. For low arrival
rates, TCP (i.e., single-path) yields slightly smaller delays, whereas
MPTCP reduces the delays for higher arrival rates. This confirms
our analysis and previous experiments: For low arrival rates, it is
better in terms of delays to use a single path.
6 RELATEDWORK
Queueing Models. Time-varying queueing models were first stud-
ied in 1956 by Clarke [10]. The model described in Section 2 was
introduced and solved for the first time by Yechiali and Naor [32].
It was then studied with more general assumptions [15] or solved
with different techniques [24, 26]. These works give powerful tools
to derive numerical results, but only a few give intuitive insights
and fundamental properties of the delays generated by this queue
model. The works that do so study the effect on delays of the tran-
sition rates α [13, 16, 28, 29]. Other works have studied M/G/1 or
MAP/G/1 queues with correlated service times [5, 21, 25]; they find
recursive equations for the delays and solve them numerically, but
they do not give intuitive insights and fundamental properties of
the average delays. To the best of our knowledge, our work is the
first that shows that with the same average service rate, a largest
variance can yield lower average delays.
A model with two queues in parallel was introduced in 1958 by
Haight [14]. A large number of works study models that assume
identical servers with homogeneous service rates (µh = µl ), when
the packets are routed based on the current queue sizes [6, 31].
These models were extended to support non-identical servers, still
with homogeneous service rates [17, 22]. They show that the opti-
mal decision is threshold-based, i.e., packets are routed to the fastest
queue, unless the queue-size difference is above some threshold. To
the best of our knowledge, this paper is the first work that studies
queues in parallel with heterogeneous time-varying services rates.
Here, we assume that packets are routed based on a Bernoulli trial.
Only a few models study Bernoulli routing, either with identical
servers and homogeneous service rates [7], or by only looking at
the case where the parameter p is the same for all arrival rates [17].
Delays in Hybrid Networks. With the recent development of hy-
brid networks, much attention has been recently given on knowing
if multipath, in particular MPTCP, could help reduce delays. When
the characteristics of the two paths are very different, in particular
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Figure 11: Delays obtained with TCP, MPTCP, and UDP (p∗).
in terms of RTT (e.g., with LTE and WiFi), MPTCP is found to in-
crease slightly the delays [8, 9]. When the characteristics of the two
paths are close, MPTCP can reduce delays significantly [33]. In this
paper, we find in addition that it depends on the arrival rates: For
low arrival rates, it is usually better to use a single path, whereas it
is better to use two paths for larger arrival rates. Finally, MPTCP
can also be used to improve performance by sending redundant
messages on the two paths [11]. This reduces the delays, but at the
cost of higher utilization. This model with redundant messages is
out of the scope of our paper.
7 CONCLUSION
In this paper, we have studied delays in time-varying networks
such as wireless networks with varying signals and concurrent
users, data centers with high-rate and low-rate periods, etc. The
variability of the service rate severely impacts packet delays, as
illustrated by the experiments we carried on a wireless testbed.
Based on a queue model with heterogeneous time-varying service
rates, we have shown that for a given average service rate, the queue
that offers the smallest delays is not necessarily the same for all
arrival rates, and that the queuewith the largest variance sometimes
yields the smallest delays. These results obtained with the time-
varying queuing model of Section 2 are supported by experiments
carried out on a wireless testbed, which have shown that the delay
gain provided by using the queue with the largest variance can
be significant. We have then studied the conditions under which
using simultaneously two independent paths (for example, two
different technologies in hybrid networks, e.g., WiFi and LTE or
WiFi and PLC) reduces the delays, compared to using a single path.
We have shown through analysis and testbed experiments that the
optimal splitting between the two paths depends on the arrival rate,
and that for low arrival rates, using a single path is usually better
than using two. Numerically and experimentally, we have shown
that the larger the variability, the higher the impact of the splitting
decision on the delays.
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A APPENDIX
A.1 Proofs of Section 3
We studywhich queue has the largest average delays, i.e., the sign of
D1 − D2. From Little’s law, we know that working with the average
delays Di and with the average queue size Ni is equivalent, because
Ni = λDi , hence, D1−D2 and N1−N2 have same sign. The average
queue size of a queue with heterogeneous service rates is given
by Yechiali and Naor [32]. After some manipulations, it can be
rewritten for Queue i for i ∈ {1, 2} and for any λ < µˆi as
Ni (λ) = λ
µˆi − λ +
λ
αi (µˆi − λ) fi (λ)Vi , (9)
where we use the notations of Section 3 and where
fi (λ) = 1 − zi (λ)
µˆi − λzi (λ)
with zi (λ) defined as the only root in (0,1) of
дi (z) = αiz(µˆi − λz) − (1 − z)(µh,i − λz)(µl,i − λz). (10)
We also define σi = µh,i + µl,i and
M =
π2 − π1
σ2 − σ1 . (11)
We start with useful lemmas. Remember that α1 = α2 = α and
µˆ1 = µˆ2 = µˆ.
Lemma A.1. zi (λ) is a decreasing function of λ in (0, µˆ).
Proof. zi is the only root of дi (z) in (0,1). We write дi (z, λ)
for the function дi , making its dependency on λ explicit. Let
ϵ > 0. After some manipulations using дi (zi , λ) = 0, we have
дi (zi , λ + ϵ) = ϵziki (z, ϵ), where
ki (z, ϵ) = σi − (α + ϵ + 2λ + σi )zi + (ϵ + 2λ)z2i .
If ki (zi , 0) > 0, then for ϵ > 0 small enough, ki (zi , ϵ) > 0, and
дi (zi , λ + ϵ) = ϵzik(zi , ϵ) > 0, i.e., increasing λ increases дi around
zi , and thus increasing λ decreases the root zi , because дi is in-
creasing near zi as дi (0) = −πi < 0 and дi (1) = α(µˆ − λ) > 0. Now,
ki (zi , 0) = (1 − zi )(σi − 2λzi ) − αzi , which for zi ∈ (0, 1) has same
sign as
Qi 
k(zi , 0)
1 − zi = (σi − 2λzi ) −
αzi
1 − zi
= (σi − 2λzi ) −
(µh,i − λzi )(µl,i − λzi )
µˆ − λzi ,
where for the last equality we used (10) and дi (zi , λ) = 0. If
µh,i = µl,i , then µh,i = µˆ and we have Qi = µˆ − λzi > 0. Other-
wise, necessarily µh,i > µˆ and µl,i < µˆ. Then
Qi = (µh,i − λzi ) + (µl,i − λzi ) −
(µh,i − λzi )(µl,i − λzi )
µˆ − λzi
= (µh,i − λzi )
(
1 − µl,i − λzi
µˆ − λzi
)
+ (µl,i − λzi ).
Using (10) again, we know that µl,i − λzi > 0. Also, µl,i < µˆ,
consequently k(zi , 0) > 0, which concludes the proof. □
Lemma A.2. If σ1 = σ2 and π1 = π2, then д1 = д2. If σ1 = σ2 and
π1 , π2, the only root of д1(z) − д2(z) is 1. If σ1 , σ2, the only roots
of д1(z) − д2(z) are 1 andM/λ.
Proof. This follows directly from (10). □
Lemma A.3. If there is no root of д1(z)−д2(z) in (0,1), then z1 > z2
iff either π1 > π2, or π1 = π2 and σ1 < σ2.
Proof. If д1(z) − д2(z) has no root in (0,1) and because, дi is
increasing near zi , we have z1 > z2 iff ∀z ∈ (0, 1), д1(z) < д2(z).
If π1 , π2, д1(z) < д2(z) iff π1 > π2, because дi (0) = −πi . If
π1 = π2, we have д1 − д2 = λz(1 − z)(σ1 − σ2), i.e., д1(z) < д2(z)
iff σ1 < σ2. □
Lemma A.4. For all λ ∈ (0, µˆ), f1(λ) < f2(λ) iff z1 > z2.
Proof. Easy computation with λ < µˆ and 0 < zi < 1. □
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Lemma A.5. (V1−V2)(π1−π2) < 0 iff either σ1 = σ2, or µˆ/M < 1.
Also, V1 = V2 iff eitherM = µˆ, or σ1 = σ2 and π1 = π2.
Proof. After some manipulations, we can rewrite
Vi = µˆσi − πi − µˆ2, (12)
and the cases of equality become clear. It is also clear with simple
manipulations that ifV1 < V2 and π1 > π2, orV1 > V2 and π1 < π2,
then µˆ/M < 1.
Reciprocally, if µˆ/M < 1, then either µˆ < M and M > 0, or
µˆ > M andM < 0. In the first case, we have
µˆ <
π2 − π1
σ2 − σ1 . (13)
Either σ1 > σ2 and we have π1 > π2 (becauseM > 0) and V1 < V2
(because of (13)) and thus (V1 −V2)(π1 −π2) < 0; or σ1 < σ2 and we
have similarly π1 < π2 and V1 > V2. Similar manipulations show
the result in the second case. □
Lemma A.6. If V1 , V2, there exists a λm ∈ [0, µˆ) such that for all
λ ∈ (λm , µˆ), N1(λ) > N2(λ) iff V1 > V2.
Proof. We have
f1(µˆ)
f2(µˆ) = 1, (14)
consequently there is a λm ∈ [0, µˆ) such that for all
λ ∈ (λm , µˆ),
1 − f1(λ)f2(λ)  < V1−V22 , which shows that for λ ∈ (λm , µˆ),
N1(λ) − N2(λ) has same sign as V1 −V2. □
Lemma A.7. Let βi = αl,i/α . If β1 = β2  β and if
βαh,i ≥ (1 − β)αl,i , then V1 ≥ V2 iff π1 ≤ π2.
Proof. Let vi = µh,i − µl,i . We have after easy computations
Vi = β(1 − β)v2i , thus V1 > V2 iff v1 > v2. After computations, we
get πi = µˆ2 + (1 − 2β)µˆvi − β(1 − β)v2i , hence
π1 − π2 = −(v1 −v2)(β(1 − β)(v1 +v2) − (1 − 2β)µˆ).
If
β(1 − β)(v1 +v2) ≥ (1 − 2β)µˆ, (15)
then V1 ≥ V2 iff π1 ≤ π2. After simplifications, we see that (15)
is equivalent to β(µh,1 + µh,2) > µˆ. This is true if, for i ∈ {1, 2},
βαh,i ≥ (1 − β)αl,i , which concludes the proof. □
We can now prove the theorems.
Proof of Theorem 3.1. From (9), we write
N1(λ) − N2(λ) = λ
α(µˆ − λ) (f1(λ)V1 − f2(λ)V2) , (16)
IfV1 = V2 then from Lemma A.5,M = µˆ, or σ1 = σ2 and π1 = π2.
If π1 = π2, then σ1 = σ2 and thus д1 = д2 and N1 = N2. Otherwise,
M = µˆ and because λ < µˆ, Lemma A.2 shows that there is no root
of д1 − д2 in (0,1), and thus Lemma A.3 and A.4 along with (16)
show that N1 > N2 iff π1 < π2.
If π1 = π2, then V1 = V2 is equivalent to σ1 = σ2 because
of (12). If σ1 = σ2, we have proved N1 = N2. If V1 , V2, then
σ1 , σ2 andM = 0, consequently there is no root of д1 − д2 in (0,1)
(Lemma A.2), and thus from Lemmas A.3 and A.4, f1(λ) > f2(λ) for
all λ ∈ (0, µˆ) iff σ1 > σ2, which happens iff V1 > V2. Thus N1 > N2
iff V1 > V2. □
Proof of Theorem 3.2. From Lemma A.5, (V1−V2)(π1−π2)<0
iff σ1 = σ2 or µˆ/M < 1. In both cases, Lemma A.2 shows that there
is no root of д1 − д2 in (0,1), and consequently, from Lemmas A.3
and A.4, f1(λ) > f2(λ) for all λ ∈ (0, µˆ) iff π1 < π2, which happens
iff V1 > V2. Thus for all λ ∈ (0, µˆ), N1(λ) > N2(λ) iff V1 > V2. □
Theorem 3.3 and Corollary 3.4 are direct consequences of the
following theorem.
Theorem A.8. (1) If for all λ ∈ (0, µˆ), N1(λ) , N2(λ), then for
all λ ∈ (0, µˆ), N1(λ) > N2(λ) iff V1 > V2.
(2) If
(V1 −V2)(π1 − π2) > 0. (17)
and 1 − V2V1
 < 1 − π2 + α µˆπ1 + α µˆ
  B0, (18)
then N1(λ) − N2(λ) changes sign in (0, µˆ), and there is a λ0 ∈ (0, µˆ)
such that for all λ < λ0, V1 > V2 and N1(λ) < N2(λ), or V1 < V2 and
N1(λ) > N2(λ).
(3) If (17) is verified and
max(V1,V2)
min(V1,V2) > 1 +
max(π1,π2)
α µˆ
, (19)
then for all λ ∈ (0, µˆ), N1(λ) , N2(λ).
Proof. (1) This follows directly from Lemma A.6.
(2) A simple computation using (10) with λ = 0 shows that
zi (0) = πi
πi + α µˆ
and f1(0)
f2(0) =
π2 + α µˆ
π1 + α µˆ
.
So, when λ is close to 0, the difference N1(λ) −N2(λ) has same sign
as f1(0)V1 − f2(0)V2, i.e., it has same sign as
Q 
f1(0)
f2(0) −
V2
V1
=
π2 + α µˆ
π1 + α µˆ
− V2
V1
.
If (17) and (18) hold, Q > 0 iff V1 < V2: When λ is close to 0,
N1(λ) > N2(λ) iff V1 < V2. From Lemma A.6, we know that when
λ is close to µˆ, N1(λ) > N2(λ) iff V1 > V2, which means that
N1−N2 changes sign in (0, µˆ). In addition, if λ0 is the first λ ∈ (0, µˆ)
where N1 − N2 changes sign, then for all λ ∈ (0, λ0), V1 > V2 and
N1(λ) < N2(λ), or V1 < V2 and N1(λ) > N2(λ).
(3) With simple manipulations, it is easy to see that (19) is equiva-
lent to the inequality f1(0)f2(µˆ) ≤
V2
V1 ≤
f1(µˆ)
f2(0) being false. Lemmas A.1
and A.4 prove that fi is an increasing function of λ, (19) con-
sequently implies that for all λ ∈ (0, µˆ),
1 − V2V1  > 1 − f1(λ)f2(λ) , i.e.,
N1(λ) − N2(λ) always has same sign as V1 −V2. □
A.2 Additional Remarks on the Bounds
When (17) is verified but neither (18) nor (19) are, then numerical
results show that both cases can happen: Either for all λ ∈ (0, µˆ),
N1(λ) , N2(λ) (and in that case, N1(λ) > N2(λ) iff V1 ≥ V2); or
N1(λ) − N2(λ) changes sign. In that case, N1 − N2 changes sign at
least twice in (0, µˆ). One open question is to determine the precise
bound B as a function of πi , α , and µˆ, such that N1(λ) , N2(λ)
for all λ ∈ (0, µˆ) iff
1 − V2V1  > B. For that, one needs to find the
extrema of f1(λ)/f2(λ) in (0, µˆ). We conjecture that B is close to
B0 defined in (18). In fact, numerically, it seems that
1 − V2V1  > 2B0
already ensures that for all λ ∈ (0, µˆ), N1(λ) , N2(λ).
