Assuming the grand Riemann hypothesis, we investigate the distribution of the lowlying zeros of the L-functions L(s, ψ), where ψ is a character of the ideal class group of the imaginary quadratic field Q( 
Introduction
In the recent paper by H. Iwaniec, W. Luo, and P. Sarnak [ILS] , the density of zeros near s = 1/2 (i.e., the critical point) of L-functions of families of automorphic forms has been studied thoroughly. The numerous quantitative results of [ILS] give strong evidence for a philosophy and general conjectures proposed by N. Katz and Sarnak [KS1] , [KS2] . According to the Katz-Sarnak philosophy, the low-lying zeros of all Lfunctions from a natural family F (when we order them by conductors) are governed by a symmetry group G(F ) associated with F . Lots of relevant symmetries were anticipated and explained in the book [KS1] . More recent results by E. Royer [R] provide further evidence for these general conjectures.
This paper builds on [ILS] . We consider the imaginary quadratic field K = In particular, for the trivial character ψ 0 we have the zeta function of K , These properties follow at once from the integral representation due to E. Hecke [H] , If ψ is not real (not a genus character), then f ψ is a cusp form of weight one, level D, and nebentypus χ D ; that is, f ψ ∈ S 1 ( 0 (D), χ D ) and f ψ is primitive (a newform).
Throughout we assume the Riemann hypothesis for all L(s, ψ). Accordingly, we denote the nontrivial zeros of L(s, ψ) by
(1.8)
They appear in complex conjugate pairs by virtue of the functional equation (1.5). Let φ(x) be a smooth function on R which is even and whose Fourier transform φ(y) = to the central point s = 1/2. Therefore we consider the average
(1.13)
In other words, we count all the zeros of 14) which is the zeta function of the Hilbert class field L/K . Our sum B(D; φ) corresponds in [ILS] to the sum B * k (N ; φ) over the zeros of L(s, f ) with f running over primitive cusp forms of weight k (even), level N (squarefree), and trivial nebentypus. In our case, k = 1, N = D, and the nebentypus (the central character) is χ D . There are substantial differences between the above cases, which can be noticed instantly. First, the number of forms f being used in
(1.15) (which is quite large), while the number of forms f ψ being used in B(D; φ) satisfies
by (1.4) and the Riemann hypothesis for L(s, χ D ). Moreover, J.-P. Serre [S] conjectures that almost the whole space S 1 ( 0 (D), χ D ) (for D prime at any rate) is spanned by f ψ (the dihedral Galois representations), the complementary subspace having dimension bounded by O (D ε ) , that is,
if D is prime ≡ 3 (mod 4) (see the unconditional estimates by W. Duke [D] ). Therefore our family of L-functions is quite small relative to the conductor. Not only does the smaller family offer a more challenging problem and a closer look at the zeros of an individual L-function, but above all it obeys a distinct law with regard to the distribution of zeros near the central point. We believe in the following.
DENSITY CONJECTURE
For any φ that is even and smooth such thatφ has compact support,
, where the density function is given by
In contrast, the corresponding density for the family of L-functions for cusp forms of weight k 2 is shown in [ILS] to be
if |x| < 2, and probably W (O)(x) applies everywhere. Here δ 0 (x) denotes the Dirac distribution at x = 0. There is another contrast between the two cases which is relevant for the above distinct densities; namely, the symmetric square L-function associated to any cusp form f ∈ S k ( 0 (N )), k 2, is entire, while in our case the symmetric square L-functions associated to dihedral representations have a pole at s = 1 (a double pole if ψ is real, and a simple pole otherwise). As explained in [KS1] , the density function W (Sp)(x) is associated with the scaling limit of symplectic groups Sp(2n). By the Plancherel theorem, we have 20) whereŴ (Sp) is the Fourier transform of W (Sp) in the sense of distributions; explicitly,Ŵ
where η(y) is the characteristic function of the segment |y| 1, or more appropriately, 
We present heuristic arguments that support the Euler primes conjecture. Moreover, using the Riemann hypothesis for Dirichlet L-functions, we establish the formula (1.25) for almost all odd discriminants −D, providedφ has support in (−4/3, 4/3). In particular, we obtain the following.
THEOREM 1.2
Suppose that φ is even and smooth such thatφ is supported in (−ϑ, ϑ) with 0 < ϑ < 4/3. Let 3, and let D be any set of squarefree numbers D ≡ 3 (mod 4) with 26) where the implied constant depends only on ϑ and the test function φ.
It turns out that the symplectic density W (Sp)(x) is not perfect. More precise results are given by a density W (x, χ D ) which varies slightly with the discriminant −D (see Prop. 10.1). The refined density W (x, χ D ) has four constituents given by (3.2), (4.2), (5.7), and (9.5). We give asymptotic expansions of these constituents in (3.4), (4.6), (5.13), and (9.9), respectively. From the leading terms of these expansions, we gather that
By Proposition 10.1 and Proposition 11.1 (take δ = 1/2 max (0, ϑ −1/3)), we deduce the following.
Suppose that φ is even and smooth such thatφ is supported in (−ϑ, ϑ) with 0 < ϑ < 4/3. Then for any 3 we have
where β = max(3ϑ − 1/3, (3ϑ +1)/6), the implied constant depending only on ε and the function φ. Here and hereafter restricts the summation to squarefree integers congruent to 3 (mod 4).
By (1.27), we find two extra asymptotic terms for the above functional with respect to the refined measure
Note that for special discriminants we may have
has a lot of small prime ideals of degree one. Since there is a large selection of the test functions φ(x) 0 such thatφ(0) >φ(1) (any nonnegative and not identically zero Schwartz function on R is good), our observations suggest that for the special discriminants described above the corresponding dihedral L-functions have a slight surplus of zeros near the central point s = 1/2.
Remarks. In retrospect, of course, one could absorb the extra terms on the right-hand side of (1.30) into the main integral by an adjustment in scaling of the zeros; precisely,
. Similarly, one could absorb more terms from the asymptotic expansions (3.6), (4.7), (5.14), and (9.11), but this is only a technical matter.
Explicit formula
Let G(s) be a holomorphic function in the vertical strip −1 Re s 2 such that
By contour integration of G(s) (s, ψ)/ (s, ψ), and using the functional equation
we deduce that
(2.6)
if p = ∞, and
Here F(y) is the inverse Mellin transform of G(s),
Equation (2.7) is called the explicit formula (à la Riemann). We specialize to
where φ is the test function from the introduction. In this case,
and (2.7) becomes
where
Note that the local terms P p (φ; ψ) with p = ∞ or deg p = 2 do not depend on the class group character ψ. We write P ∞ (φ) in place of P ∞ (φ; ψ). Let P 2 (φ) denote the contribution to the explicit formula of all primes of degree two. The prime ideals of degree two are principal; p = ( p) with N p = p 2 and χ D ( p) = −1, so 16) where p denotes the prime factor of q. All the prime ideals of degree one (ramified or split primes) contribute
Therefore (2.13) becomes the following.
PROPOSITION 2.1 Let φ be even and smooth such thatφ has compact support on R. Then for any ψ ∈ C (K ) we have
Averaging (2.18) over the class group characters, we obtain
19)
and p denotes the norm of p (so deg p = 1). Next we express P 1 (φ) in terms of rational numbers. First we extract from (2.20) the partial sum over the prime powers that are principal ideals generated by rational integers, say, P 0 (φ). Note that if p ν = (m) and deg p = 1, then p = p, p|D, and ν is even. Conversely, if p|D and ν is even, then p ν is principal rational. Therefore
We denote by P(φ) the remaining part of (2.20), that is, the partial sum restricted by p ν = (α) with α not rational. The ring of integers of K = Q(
is the free Z-module generated by 1 and ω = 1/2(1 + √ −D), so this ring O = Z + ωZ consists of numbers of type
Since O has two units ±1, every principal ideal p ν = (α) which is not rational has the unique generator (2.22) with n > 0. If deg p = 1, then m is determined by N p ν = p ν up to the sign (m = 0 if and only if p ν = D). Therefore we have
where m, n run over integers,
Adding (2.21) to (2.23), we obtain by (2.19) the following explicit formula for the average of D(φ; ψ).
PROPOSITION 2.2
Let φ be even and smooth such thatφ has compact support on R. Then 
Evaluation of P ∞ (φ)
First we write (2.15) as the functional
where the density function is given by
Next we develop an asymptotic expansion for W ∞ (x) by applying the power series
(Combine (8.363.1), (8.365.2), (8.373.1) of [GR] .) Actually, we use the approximation by the partial sum with a < A up to the error term O(|s| A ), where A is a positive integer and the implied constant depends only on A if Re s 0. We get
Hence we derive by
the asymptotic expansion
Note thatφ (a) (0) = 0 if a is odd.
In particular, for A = 2 we get from (3.4) and (3.6) the following approximations:
(3.8)
Evaluation of P 0 (φ)
We can write (2.21) as the functional
Here ζ D (s) denotes the partial Euler product for ζ (s) restricted to primes dividing D. Next we develop an asymptotic expansion for W 0 (x). Define the real numbers γ a (D) as the coefficients in the power series of
In particular, for a = 0 we get
For any a 0 we have
Let A be a positive integer. By the truncated expansion
where the implied constant depends only on A if Re s 0, we get
Hence we derive the asymptotic expansion
In particular, for A = 2 we get from (4.6) and (4.7) the following approximations:
(4.9)
Evaluation of P 2 (φ)
For notational simplicity we write χ = χ D . Put
where Q(s, χ) is given by the infinite product 
where p denotes the prime divisor of q. Now, writingφ(y) as the Fourier transform of φ(x), we derive by (2.16) and (5.4)
Hence the first term −(1/2)φ(0) appears as half of the residue of −φ(s)s −1 at s = 0.
(Use the fact that φ(s) is even.) We write (5.5) as the functional 6) where the density function is given by
Next we develop an asymptotic expansion for W 2 (x). Define the real numbers β a (D) as the coefficients in the power series of U (s)/U (s) at s = 1. By differentiating (5.1), we derive
where γ a are the coefficients in the expansion
γ a (D) are given by (4.3), and
Hence, by the Riemann hypothesis for L(s, χ), one can show that
where the implied constant depends only on a. Let A be a positive integer. We have 12) where the error term is derived by the Riemann hypothesis for L(s, χ) and the implied constant depends only on A if Re s 0 (see (5.8) -(5.11)). Introducing (5.12) into (5.7), we get
Next, introducing (5.13) into (5.6), we get
(5.14) In particular, for A = 2 we get from (5.13) and (5.14) the following approximations:
(5.16)
The density theorem limited
Inserting (3.8), (4.9), and (5.16) into (2.24), we get
Here several terms cancel out, giving
Moreover, by trivial estimation of (2.23), we derive
Actually, the sum (2.23) is void if 4X D. Hence and by the lower bound for the class number (1.16), formula (6.1) reduces to
for any A 0, the implied constant depending on A and the test function φ. This formula is meaningful if X D(log D) A . In particular, we obtain the following.
THEOREM 6.1 If φ is even and smooth such thatφ is supported in
where σ (χ ) is given by (6.2) and the implied constant depends only on the function φ.
A partition of P(φ)
Ifφ has support beyond [−1, 1], then the sum P(φ) does yield a significant contribution to the distribution of low-lying zeros. Of course, P(φ) must kill 2h(−D) −1 φ(log D/4πi) (the contribution of the pole of ζ K (s) at s = 1), yet it does not match this term precisely; there is a secondary term that is bounded but not small. However, extracting the two significant terms for P(φ) is a hard problem. In this section we divide the sum P(φ) into two parts according to a heuristic principle (the idea of an asymptotic sieve in [B] ) for general sums over primes. The first part is evaluated in Section 8 precisely enough to give us the two main terms in questions, while the second part is expected to be small (because of cancellation of terms due to the sign change of the involved Möbius function). We write P(φ) in terms of F rather thanφ (see (2.12), (2.13)),
where m, n run over integers, n > 0. Recall thatφ(y) is even and assumed to be supported in |y| log X/ log D. These conditions assert that F(y) satisfies the symmetry equation
and that F(y) is supported in X −1 y X . Furthermore, recall that G(s) stands for the Mellin transform of F(y),
Since φ(x) is a Schwartz function, we have for t real,
Fix Y subject to 1 Y X . We later choose Y depending on D and X to get optimal results. Now we split ( ) = ( ) + ( ), where
and ( ) is the complementary sum. Accordingly, P(φ) = P (φ) + P (φ), where
F( ) ( ) (7.6) and P (φ) is the complementary sum.
Evaluation of P (φ)
Assuming that the cutoff parameter Y is relatively small, we are able to evaluate (approximately) the partial sum
by using the Riemann hypothesis for
. Splitting the summation in m into residue classes a (mod 2d), we arrange (8.1) as follows:
By the Euler-Maclaurin formula
where the error term is derived from the bounds 0 {(x − a)/(2d)} < 1 and
The leading term for n (d, a) does not depend on a; hence
where ν n (d) denotes the number of solutions to a 2 + Dn 2 ≡ 0 (mod 4d) in a (mod 2d). This is a multiplicative function in d such that
By the Riemann hypothesis for
where v(n) is the corresponding complete series. This is also given by the infinite product
Inserting (8.4) into (8.2), we deduce that
Writing F(y) as the inverse Mellin transform of G(s) (see (2.10)), we get
where V (s) is given by the Dirichlet series
which converges absolutely for Re s > 1. By (8.3) and (8.5), we find that
where ζ d (s) is the local zeta function. This is also given by the infinite product
which yields analytic continuation of V (s) to Re s 1/2. As a matter of fact, V (s) has analytic continuation to Re s > −1/2. To see this, we write
where A(s, χ) is given by the infinite product Remarks. There is a technical (yet worth mentioning) distinction between the present case and the three former ones. Here we consider the Dirichlet series V (s) rather than its logarithmic derivative. The point is that we relax primes of the original summation in the explicit formula by application of the partial von Mangoldt function ( ) (the sieve idea).
Now we move the integration in (8.8) to the line Re s = 1/2 (the bound (7.4) secures the convergence), getting
where R 0 (φ) comes from the residue at s = 1, which is
Then R 1/2 (φ) comes from the half-residue at s = 1/2, which is 16) and R 1 (φ) comes as the principal value of the integral on the line s = 1/2 + it, which is
We can compute the above residues precisely. First we find by (8.11) that
, and by (1.4), this becomes
Next, by V (0) = ζ (0) = −1/2, we derive
This is a holomorphic function in Re s > −1/4. Next we replace (it) in (8.17) by
Changing the variable t = 2π x/ log D, we arrive at the functional
with the density function given by
which can also be written as
Next we develop an asymptotic expansion for W 1 (x). Define the real numbers κ a (D) as the coefficients in the power series for K (s) at s = 0; that is, define κ a (D) = K (a) (0)/a!. We have κ 0 (D) = K (0) = 2V (0) = 2ζ (0) = −1 by (9.1) and (8.11). Next we compute
and by (8.11) we derive (V /V )(0) = (ζ /ζ )(0) − γ (χ), where γ (χ ) is given by (5.10). Finally, putting the values ( / )(1) = −γ , ( / )(1/2) = −γ − 2 log 2, and (ζ /ζ )(0) = log 2 π, we conclude that
where σ (χ ) is given by (6.2). Using the Riemann hypothesis for L(s, χ ), one can show that for any a 0,
where the implied constant depends only on a. Let A be a positive integer. We have
where the error term (for 0 Re s 1/4) is derived from the Riemann hypothesis for L(s, χ ) (see (8.12)), the implied constant depending only on A. Applying (9.8) to (9.4), we get the asymptotic expansion
For a 1 we have
Now, inserting (9.9) into (9.3), we derive by (9.10) the asymptotic expansion
(9.11)
In particular, for A = 2 we get from (9.9) and (9.11) the following approximations:
Preview of results
To complete the evaluation of B(D; φ), it remains to estimate the sum P (φ) which is complementary to P (φ) (see (7.6)). We recall that P (φ) depends on D, so for clarity from now on we refine this notation by writing P (D; φ). Therefore we have
where ( ), the residual part of ( ) so to speak, is
Of course, this depends on the cutoff parameter Y ; nevertheless, we do not display Y in the notation P (D; φ) because at the end we choose Y to be a function of D.
Since Y is relatively large (see (10.4)), we believe that P (D; φ) is negligible. Before estimating P (D; φ) on average with respect to D (in Sec. 11), we sum up the results obtained so far for individual discriminants. We find that the first term of (5.6) cancels out with R 1/2 (φ) (see (8.19) For the error term in (10.3), the optimal cutoff parameter is Y = X 1/3 , giving O(D −1/2 X 1/3+ε ), which is negligible if ϑ < 3/2. However, this choice is not good for the remaining term, P (D; φ). We choose
so the error term in (10.3) is small if ϑ < 1 + δ.
Estimation of the remainder term
We begin by considering general sums of type
where m, n run over integers, n > 0, and λ are arbitrary complex numbers for L < 2L with L 2. In particular, for
we get E(D) = P (D; φ), but this is not exactly a correct choice because we do not allow λ in (11.1) to depend on D. However, this is a minor problem that we resolve after completing the work with general sums E (D) . Our goal is to estimate the second power moment
Next we are going to relax the equation m 2 + h = 4 and express S f by character sums to various moduli. First, squaring out, we get
Now we are going to separate 1 , 2 by applying Mellin's transform. Before this transformation, we introduce a redundant factor g(l 1 /L)g( 2 /L), where g is a smooth function supported in [1/2, 3] such that g(x) = 1 if 1 x 2. Then we write
where the kernel function f b (u, v) is determined by Mellin's inversion. Using (11.5), one derives by partial integration that f b (u, v) satisfies the bound
with T = L M −2 . We obtain
By the Cauchy-Schwarz inequality and the estimate (11.12), we arrive at (11.13) where
(11.14)
For the forthcoming estimations we are going to replace the additive characters by the multiplicative ones. First we return to the congruence 1 ≡ 2 (mod b),
Let c = (b, 1 ) = (b, 2 ) and b = cd, say. After dividing by c, we detect the resulting congruence by the characters χ (mod d), getting
(11.15)
From this point on we require a good estimate for every sum for any > 0, the implied constant depending only on . The arguments are standard but not immediate, so we give a sketch of the proof of (11.18).
Let ξ(x) be the continuous function on R + such that ξ(x) = 1 if L +1 ≤ x ≤ 2L, ξ(x) = 0 if x ≤ L or x ≥ 2L + 1, and ξ(x) linear otherwise. Note that the Mellin transform of ξ(x) satisfieš
.
For the proof of (11.18), we can assume that L is an integer. Then we have Next (11.10) yields Now we are ready to derive the following result. Since the number of partial sums in question is O(log ), this completes the proof of (11.21).
Recall that the sum P (D; φ) is void if ϑ < 1. The estimate (11.21) is interesting if 0 < δ < 1/2 and ϑ < 1 + (2/3)δ; it implies that for almost all D,
where α > 0. Moreover, on average (11.21) yields useful estimates for |P (D; φ)| with respect to a quite small set of discriminants. Indeed, by Cauchy's inequality, we get the following. 
