Abstract. To calculate R, the regulator of a pure cubic field Q(\Jd), a complete period of Voronoi's continued fraction algorithm over Q(\JD) is usually generated.
1. Introduction. In several previous papers [3] , [10] , [12] , [13] the problem of the distribution of pure cubic fields with class number one has been studied. The main difficulty in obtaining numerical results has always been (and still is) the amount of time needed to calculate the regulator of such a field. The regulator of Qi\/D) is usually much larger than that of QisjD). For example, the largest regulator of Qi\/D), for all D < 2 x 10s, occurs for D = 196771 [11] and is 1291.32, while, for D = 199109, the regulator of Qis/D) is 455713.75.
The only primes p such that ß(Vp) can nave class number one are those which have the form 3r -1 [5] . In [12] the case of p = 8 (mod 9) was investigated for all p < 2 x 105. The problem of dealing with Qiyjp) for the primes p = 2, 5 (mod 9) is more difficult as their regulators tend to be about three times larger than those for 2(Vp) when p = 8 (mod 9) because their discriminants are nine times larger. In order to deal with this problem it was necessary to find a method which increased the speed of regulator calculation for these fields.
In quadratic fields continued fractions are used to determine the regulators; see [9] , [11] . Also, instead of going through the entire period of the continued fraction for \JD, it is sufficient to go no more than about one-half the period in order to calculate the regulator. In this paper we show that for certain pure cubic fields it is only necessary to go about one third of the way through the period of Voronoi's continued fraction algorithm for \/D to find the regulator of Qi\jD). We also present some computational results concerning pure cubic fields with class number one. If D ^ ±1 (mod 9), then [1, 5, 6 ] is a basis of the ring of integers Q [8] of (2(6) , and the discriminant A of (2(5) is -27a2b2. If D = ± 1 (mod 9), then [1, S, ß] , where ß = (1 + ad + ¿>ô)/3, is a basis of ß [5] and A = -3a2b2. Thus, if JCj, x2, x3 G Z and (x¡ + x28 + x38)/a G ß [5] , then a = 1 whenD £ ± 1 (mod 9) (Dedekind type 1 field) and a = 3,xx= ax2= bx3 (mod 3) when D = ± 1 (mod 9) (Dedekind type 2 field).
If a G ß(5), then a = (jct + x26 + x35)/jc4, where xv x2, x3, x4 G Z. Define the conjugates of a as a = (Xj + x2u8 + x3co2S)/x4, a" = (x¡ + x2co2ô + x3co5)/x4, where co is a fixed primitive cube root of unity. We define the norm of a to be A(a) = a a'a". When a G Q [8] , N(a) G Z. If e G ß [5] and A(e) = ± 1, then e is a «n/r of (2(5) and e = ±eJJ, for some n &Z, where e0 is the fundamental unit of (2(5). We assume e0 > 1 and define the regulator R of ß(5) to be R = log e0. Lemma 2. Let xlt x2, x3 GZ and a = (x¡ + x28 + x35)/a G ß [5] . If t\S and f3|Af(a), then t\(xl, x2, x3).
Proof. If s is a prime divisor of 5 and* s"\ \t, then s3" I A^(a) and a = 0 (mod 33"). Thus, a = 0 (mod [r] ) and the result follows.
Lemma 3. Let d = d1d2, where dx, d2 G Z, dl \a, and d2 \b. If d2 \N(a) when a = (xl + x28 + Xj8)la G Q [8] , then d\xv dx \x2, d2 \x3.
Proof. Follows easily on noting that d\ab, d is square-free, and a37V(a) = x\ + ab2x\ + a2bx\ -3abxlx2x3.
Our final result of this section is Lemma 4. Let a = (x, + x28 + x38)la G Q [8] , where jcp x2, x3 EZ and (xv x2, x3)\o. If 27iA(a), r G Z, |r| < A(a), and ra = N(a)y, where y G ß [5] , rnen r = 0.
Proof. Let 7 = (g¡ + £25 + g38)/a. We must have rjc,-= N(a)g¡ (i = 1, 2, 3) and, since (xv x2, x3)\a, we get N(a)\or. If a = 1, we have N(a)\r; hence, r = 0.
•We denote by pa\ \a the fact that pa\a and pa+1<ïa.
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In [8] Voronoi presented a method of finding a chain of relative minima when 0j =(1,0, 1) is a relative minimum of R. This technique is simply a means of finding in any such lattice a relative minimum 0^ adjacent to (1,0,1). Here we shall concern ourselves with finding ®g * 9g such that 9g > 1. Let Rj = R and let 0^} « $(l) be the However, in many cases we need not go so far as the point where Af(0r) = 1 in the calculation of the 0"'s in order to find e0. In fact, for D = p, 3p, 9p (p = 2, 5 (mod 9)), we will show that we can find e0 by using a certain special relative minimum of R. This relative minimum is the first relative minimum 0fe « 0k in the chain starting with 0j = (1, 0, 1) such that A(0k) = 3 or 9; that is, such that a\ = 3\ek\ or a\ = 9|efc|. In the next section we will show how this can be done, but we first require the following simple results concerning relative minima. Proof. Since 0 > 1, there must be some nonnegative integer n such that e»0<<p<e"0 + 1.
If we put 0 = eo"0, we have 1 < 0 < e0 and N(\p) = N((j>). By definition of 0, we must have 0 < 0; hence, n = 0 and 0 < e0.
By Lemma 1, 03/V(0) G ß [5] and N(<p3/N(<p)) = 1; hence, e£ = (p3/N(<¡>) for some n. Since 0'0" < 1, we have 0 > A(0) and 03/7V(0) > 1 ; thus, n > 0. Since A(0) > 1 and 03/Ar(0) < e3,, we can only have n = 1 or 2. If x = e^O, where 1 < X < e0, then Af(x) IS and er0 = x3/^ix)-Since r can only be 1 or 2 and 0 < x by definition of 0, by Lemma 5 we must have n = 1.
4. The Main Results. In order to prove the results given in this section we require Lemma 7. Ifxv x2, x3 G Z, a = xx + x28 + x38, \a\ < tl, \a'\ < t2, then 3|*j|, 35|x2|,35|jc3| < tx + 2t2.
Proof. Since 3Xj = a + a + a", 38x2 = a + co2a + coa", 35x3= a + coa' + co2a", we have 3^1, 35b{2|, 35|jc3| < |a| + |a'| + |a"| = |a| + 2|a'| < r, + 2r2.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use We now give a theorem which is analogous to the well-known result that if (x, y) = 1 and x2 -Dy2 = N, where |A| < \JD, then x/y must be a convergent in the continued fraction expansion of \/D. Theorem 1. Let R have [1, 5, 5] as a basis and suppose a = xx + x28 + x38 > 0, where xv x2, x3&Z and ixv x2, x3) = 1. If Nia) < \JD, then A («a) must be a relative minimum of R.
Proof. If A is not a relative minimum of R there must exist T G R such that if y « r, then 0 < y < a and 77" < a'a". Let p = A(a)7/a. If P « p, then P G R. Further, 0 < p < A^(a) and p'p" = Ip'l2 < Nia)2 ; thus, if p = r, + r25 + r35 (rv r2, r3 G Z), by Lemma 7, we have \rx I < A(a), ô |r21< Nia), 5 |r3 \ < Nia). Now 5 > 5 > A(a) and therefore r3= r2 = 0. By Lemma 4, it follows that p = 0, which contradicts the assumption that 7 =£ 0; hence, A is a relative minimum of R.
Corollary
If D t ± 1 (mod 9), D > 93 = 729 and 0fc « 0k is the least relative minimum such that 0k > 1, A(0fe) ¥= 1, and A(0fc) 19, then e0 = 03./A(0k). Proof. As in Theorem 1, if A is not a relative minimum of R, there must exist 7 G ß [5] such that 0 < 7 < a and 77" < a'a". Put p = N(ayyla G ß [5] . If p = (rj + r25 + r35)/o, then, since 0 < p <N(a) and Ip'l < A(a), we have \rx\, 8\r2\, 8\r3\ < oNia). Since N(p) = Nia)2Niy), we see by Lemma 2, that n | (rv r2, r3); also, Nip/ri) = 32Tm2nNiy) and m\rlt mx\r2, m2 |r3,by Lemma 3. Put rx =mntl, r2 = mxnt2, r3 = m2nt3; we have 5|r2| < o3Tm2n, 8\t3\ < o3Tm1n. Proof. Put 0 = 0k/n when t = 0, 1 and put 0 = 0k/3n when r = 2. By Lemma 2, 0 G ß [5] ; also, #(0) = 3"nz2n (v = 0, 2, 1 when t = 0, 1, 2 respectively).
If 0 = (/, +/25 +f28)/a, pß\ifvf2, f3) and pP*:o, then p3 |5, which is not possible as S is cube-free; thus, by the theorem ^ « 0 is a relative minimum of R.
Since 0k0k < 1, we have N(0k) < 0k and, consequently, 0 > 1. Further, Ni\p)\S and Af(0) i= 1; thus, 0k < 0 by definition of 0k. By Lemma 6, it follows that e0 = 03/A(0k).
We see now that the restriction that D exceed 729 in the corollary of Theorem 1 can be replaced by the restriction that D > 27. Barrucand and Cohn [1] , [2] have shown that if D = p, 3p, 9p, where p = 2, 5 (mod 9) and p is a prime, then N(u) = 3 always has a solution with a G ß [5] . Thus, from Theorem 2, we see that if D > 27, then A (« a) must be a relative minimum of R and this means that there must exist 0k G R as specified in the corollary. Hence, in the above cases, we can use Voronoi's algorithm to search for the least 0k such that A(0k) = ak/kk| is 3 or 9. We then have e = 93k/Ni9k) or k-l
R=\oge0=3
log 0k -log Ni9k) = 3 £ log 0« -log(a2/kk|). i=i when n = 1. Also for two D values Dv D2 of about the same size such that Dx = ± 1 (mod 9) and D2 ^ ± 1 (mod 9), we expect that A2 > 9At and the regulator tends to be 3 times longer for D2 than for Dx.
In Table 1 By making use of the results of Section 4 we were able to triple the speed of our regulator program when D = p, 3p, 9p (p = 2, 5 (mod 9)). This program was used to calculate the regulator for Qi\Jp) when p = 2, 5 (mod 9) and p < 2 x 10s.
The class numbers of all these fields were subsequently calculated by making use of the Euler product method mentioned in [3] .
Denote by Sa b(x) the set of all rational primes of the form a + bt which are less than or equal to x, and denote by Hx(a, b; x) (H2ia, b; x)) the number of primes in Sa bix) such that the class number of ß(Vp) iQ(y/p)) for p G Sa bix) is one. Let 7r(o, b; x) = \Sa bix)\. In Table 2 we present some values of 7r(a, b; x), H2ia, b; x), and H2ia, b; x)/nia, b; x) for b = 9 and a = 2,5. For some numerical results and references concerning Hx(a, b; x) see Lakein [6] . Further references can be found in [10] .
In Figures 1, 2 , 3 below we show how the ratio H2(a, b; x)/ir(a, b; x) varies as x increases to 2 x 10s. The results illustrated in Figure 3 have been discussed in [12] . Figures 1 and 2 seem to reveal a difference between the behavior of H2 (2, 9; jc) and that of //"2(5, 9; x). Why this difference should exist is not understood. It may be that H2i2, 9; x)/rr(2, 9; x) is slowly increasing in the mean and that //2(5, 9; x)lit(5, 9; x) is slowly decreasing so that ultimately this initial distinction will disappear for very large x. In any event it would certainly appear that both of these ratios are decreasing sufficiently slowly to be consistent with the belief that there exists an infinitude of each type of field having class number one. 
