Abstract Pairwise constraint propagation studies the problem of propagating the scarce pairwise constraints across the entire dataset. Effective propagation algorithms have previously been designed based on the graph-based semi-supervised learning framework. Therefore, these previous constraint propagation methods rely critically on a good similarity measure over the data points. Improper or noisy similarity measurements may dramatically degrade the performance of the constraint propagation algorithms. In this paper, we make attempt to exploit the available pairwise constraints to learn a new set of similarities, which are consistent with the supervisory information in the pairwise constraints, before propagating these initial constraints. Our method is a local learning algorithm. More specifically, we compute the similarities at each data point through simultaneously minimizing the local reconstruction error and local constraint error. The proposed method has been tested in the constrained clustering tasks on eight real-life datasets and then shown to achieve significant improvements with respect to the state of the arts.
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Introduction
Prior knowledge on whether two objects belong to the same cluster or not are expressed respectively in terms of must-link constraints and cannot-link constraints, the pairwise constraints [2, 19] . Generally, it is hard to infer instance labels only from pairwise constraints, especially for multi-class data. This means that pairwise constraints are weaker and thus more general than the explicit labels of data.
Pairwise constraints have been widely used in the context of clustering with side information [1, 7, 8, 23] , where it has been shown that the presence of appropriate pairwise constraints can often improve the performance. For instance, one way to deal with pairwise constraints is to trivially set the similarities between the constrained data to 1 and 0 for mustlink and cannot-link constraints, respectively [7] . In general, while it is possible to infer pairwise constraints from domain knowledge or user feedback, in practice, the availability of such pairwise constraints is scarce. Thus, it can not achieve much more performance improvement to only adjust the similarities between constrained data.
One more effective approach is to propagate such scarce pairwise constraints across all the data points for fully utilizing the information inherent in the available pairwise constraints. The problem of pairwise constraint propagation differs from that of label propagation and is more challenging in the following aspects: (a) unlike class labels for data, pairwise constraints in general do not provide explicit class information; (b) it is in general not possible to infer class label directly from the pairwise constraints which simply state whether a pair of data belong to the same class or not; and (c) for a dataset of size n, there are potentially O(n 2 ) pairwise constraints that can be inferred through constraint propagation, while there are only O(n) class labels that need to be inferred for the data in label propagation.
Due to the scarcity of the available pairwise constraints, the problem of pairwise constraint propagation can be viewed as a kind of semi-supervised learning (SSL) problem. People wish to resort the massive unconstrained data to help propagate the scarce pairwise constraints, in other words, to solve the challenging problem of pairwise constraint propagation based on the traditional graph-based SSL framework. For instance, Lu and Ip propose an exhaustive and efficient constraint propagation method (E 2 CP), which decomposes the constraint propagation problem as a series of independent label propagation (SSL) subproblems [14] .
The basic assumption behind most of the graph-based algorithms is the so-called similar assumption, which states that two objects are likely to have the same properties if they are similar with each other. Therefore, to the graph-based methods, it is very important to firstly construct a similarity graph, which is used to reflect the similar/dissimilar relationships between instances. For instance, the E 2 CP needs the constructed graph to tell which two data points are similar and which two are not similar. Similar objects will share the same propagated constraint settings with respect to other objects, while dissimilar objects will have different propagated constraint settings. Thus, the performance of constraint propagation algorithms based on SSL framework heavily depends on the similarity measurements between instances.
In the traditional graph-based methods, the choice to the computation manner of the similarity measurements is usually trivial. For instance, it is common to use the gaussian function to compute the similarity between two data points. One better manner is to apply the domain knowledge to compute the similarity, such as the spatial pyramid matching (SPM) kernel [9] and spatial markov kernel (SMK) [13, 15] in the computer vision area. However, the similar/dissimilar relationships between data points reflected by the computed similarity measurements may not necessarily correspond to the real categories of the data. More specifically, two data points with the higher similarity may not have the same class label, i.e., may not have the must-link constraint relationship, and vice versa. These practical issues may all be due to that the traditional similarity measurement computation mainly works in a completely unsupervised setting and does not take any prior knowledge into consideration. The current methods use the graph constructed through the unsupervised manner to propagate the supervised information about the category relationships between objects, which is incorporated in the pairwise constraints. Since the graph construction manner in the traditional graph-based semi-supervised learning is unsupervised, the performance of constraint propagation methods based on the SSL framework, such as E 2 CP, may suffer from the improper similarity measurements.
To overcome the above issue, in this paper, we make attempt to exploit the available pairwise constraints to learn better similarity measurements between objects before propagating these initial pairwise constraints. With the help of the pairwise constraints, the graph construction process will be no longer unsupervised, but supervised. Therefore, in some extent, the learnt similarity measurements will be consistent with the category information reflected by the pairwise constraints. At the same time, the proposed similarity learning method also takes the original similarity measurements into account because the supervisory information provided by the initial pairwise constraints is still scarce. The proposed approach is a local similarity learning method, that is, we compute a set of new similarity measurements for each object in the dataset. More specifically, at each object, we simultaneously minimize the local reconstruction error and the local constraint error. Each similarity learning subproblem at each data point can be formulated as a convex quadratic programming problem, which can be solved efficiently. Once all of the similarity learning subproblems are computed, we can form a new similarity graph with the new similarity measurements.
The learnt similarity measurements are consistent with the real category relationships of the data, therefore, the following constraint propagation process can benefit from these new similarity measurements. To evaluate the effectiveness of the proposed method, we select eight real-life datasets for constrained clustering tasks. The experimental results have shown that the proposed method can achieve significant improvements with respect to the state of the arts.
The remainder of this paper is organized as follows. Section 2 analyzes related works. In Section 3, we present the proposed similarity learning method with the available pairwise constraints and then the details of pairwise constraint propagation using the learnt similarity graph. In Section 4, our method is evaluated on eight real-life datasets. Finally, Section 5 gives the conclusions drawn from the results.
Related works
Pairwise constraints have been widely used in the context of clustering with side information [1, 7, 8, 23] , where it has been shown that the presence of appropriate pairwise constraints can often improve the performance. One way to deal with pairwise constraints is to trivially set the similarities between the constrained data to 1 and 0 for must-link and cannot-link constraints, respectively [7] . In [22] , Wang and Davidson proposed a flexible constrained spectral clustering algorithm, which can be solved in polynomial time and also allows soft constraints. However, their method is only valid for two-class problems, and is not applicable to multi-class problems. Another work of Wang and Davidson in [21] suffers from the same limitation.
In [10] , a spectral kernel learning framework is proposed for the constrained clustering task (CCSKL). Similar to our work, this method learns a new similarity measurements of the data with the pairwise constraints. However, this method differs from our work in the following aspects: (a) the CCSKL is a global similarity learning method, while our work is a locally learning method; (b) the CCSKL does not propagate the scarce pairwise constraints among the data points, while our work applies the learnt similarity measurements to further propagate the initial scarce pairwise constraints; and (c) the experimental results show that our work significantly outperforms the CCSKL, especially, the CCSKL can not benefit from the increasing number of the constraints, while our work achieves a unanimous and obvious improvement in the performance as the number of initial pairwise constraints increases.
The above methods do not propagate the constraint information from the constrained data to other data. In contrast, in [12] , the pairwise constraints are propagated to unconstrained data using the Gaussian process. However, as noted in [12] , this method makes certain assumptions for constraint propagation especially with respect to two-class problems. Although an heuristic approach for multi-class problems is also discussed, it incurs a large time cost. In [11] , pairwise constraint propagation is formulated as a semidefinite programming (SDP) problem. Although this optimization-based method is not limited to two-class problems, it leads to extremely large time cost for solving SDP and is not particularly scalable to large datasets. In [14] , an exhaustive and efficient pairwise constraint propagation method is developed based on semi-supervised learning. Their work provides a tractable framework that shows how pairwise constraints are propagated independently and then accumulated into a conciliatory closed-form solution. However, the method proposed by Lu and Ip only utilizes the original similarity graph predefined on the dataset to make the constraint propagation. This method may suffer from the improper similarity measurements because the original similarity graph does not explore any supervisory information in its construction and thus may be inconsistent with the ground-truth.
Learning the similarities for pairwise constraint propagation
In this section, we first give the problem formulation, followed by the details of the proposed similarity learning with the pairwise constraints and the constraint propagation using the learnt similarity graph.
Problem formulation
Given a dataset of n objects X = {x 1 , . . . , x n } and two sets of pairwise constraints, denoted respectively by M = {(x i , x j )} where x i and x j should be in the same class and C = {(x i , x j )} where x i and x j should be in different classes, the goal of pairwise constraint propagation is to propagate these pairwise constraints across the entire dataset.
To propagate the initial pairwise constraints on X , we first represent the two types of pairwise constraints, i.e. the M and C, with a single matrix Y = {Y ij } n×n :
Given X and Y , the problem of pairwise constraint propagation would be to find a matrix F = {F ij } n×n so that for any pair instances (x i , x j ) ∈ X × X , the element F ij can be used to predict the pairwise constraint relationship between x i and x j , i.e., F ij > 0 means that x i and x j should be must-link while F ij < 0 means that x i and x j should be cannot-link.
Let G = (V, K) be an undirected, weighted graph prior defined on the dataset, i.e., V = X . The similarity (kernel) matrix K is defined as K = [κ ij ] n×n , where κ ij is the similarity measurement between x i and x j on an (inner product) feature space. We can write
where φ is an (implicit) mapping from X to the feature space. For modeling the local neighborhood relationships between the data points, we construct a k-
For simplicity, we use Y i = (Y i (x j )) to denote the initial pairwise constraints between x i and each x j ∈ N k (x i ). Obviously, the elements of Y i come from the i-th column (or row) of Y , which are actually the prior pairwise constraints setting between x i and the other data points.
Learning the similarities with pairwise constraints
Instead of using the prior defined similarity graph directly, various graph construction methods have been proposed to apply the neighborhood information of each data point to reconstruct a new similarity graph. For example, the Linear Neighborhood Propagation assumes that all of these neighborhoods are linear [20] , that is, each data point can be optimally reconstructed using a linear combination of its neighbors on the feature space.
For each data point x i ∈ X , we want to determine a new set of similarity measurements, w i , between x i and the other data points. For x j ∈ N k (x i ), we simply set w i (x j ) = 0. For x j ∈ N k (x i ), we can compute w i (x j ) through minimizing the following cost function, i.e. the "local reconstruction error" defined on x i :
r i measures the linear reconstruction error of x i with its k-nearest neighbors N k (x i ), where w i (x j ) is the contribution of x j ∈ N k (x i ) to the linear reconstruction of x i . Intuitively, the more similar x j ∈ N k (x i ) is to x i , the more correlated these two data points are, and then the larger contribution w i (x j ) will be. Thus, we can use w i (x j ) as the new similarity measurement between x i and x j ∈ N k (x i ). In the following, for simplicity, we use w i to denote the 1 × k vector, w i = (w i (x j )) 1×k , that stores the similarity weights between x i and x j ∈ N k (x i ). Similar to linear neighborhood propagation, we further assume that j w i (x j ) = 1 and
The objective function defined in (2) can be transformed into the following compact form
where G i is the local Gram matrix around
We can directly compute the entries of G i using the kernel matrix K. That is
According to the definition of K, we have
However, the above similarity learning process only considers the prior computed similarity measurements, but does not take any supervisory information, e.g. the pairwise constraints, into consideration. As discussed previously, we hope to use the computed w i at x i to represent the learnt similarity measurements between x i and the other data points. Besides that w i should minimize the "local reconstruction error", w i should also be consistent with the initial pairwise constraints. This is a kind of supervised learning inspired by the idea of exploiting the initial pairwise constraint relationships among the data points for similarity learning.
Intuitively, due to each
should be closer to 1, which means that (x i , x j ) tends to have the biggest similarity. In contrast, if (x i , x j ) ∈ C, then w i (x j ) should be closer to 0, which means that (x i , x j ) tends to have the smallest similarity. Let
and h i (x j ) = 0 otherwise. The above intuition can be expressed as minimizing the following cost function, i.e. the "local constraint error" defined on x i :
where • denotes element-wise product between two vectors. The above analysis suggests the following optimization problem:
where λ is an optimization parameter and μ is the regularization parameter. In our experiments below, we set λ = 0.1 and μ = 0.1. Moreover, the objective function in (6) can be reformulated as
in which
where I is the identity matrix and diag(H i • H i ) is a diagonal matrix with the j -th diagonal element being the j -th element of the vector H i •H i . Therefore, the problem (6) is equivalent to
where the constant term c is dropped. Our formulation for similarity learning is a standard quadratic programming problem with k variables [3] . In our experiments, we fix k = 10, and thus for each x i ∈ X the (9) is a small-scale optimization problem. For a dataset of size n, the time complexity of our similarity learning process is therefore O(n). Also note that A is symmetric and positive definite. Therefore this quadratic programming problem is convex and can be optimally solved efficiently.
In summary, in the similarity learning step, for each x i ∈ X , we solve the (9) to compute the similarity measurements about x i , i.e. the w i . Once all of the w i for each x i are computed, we will construct a new similarity matrix W by setting
In other words, W forms the edge weights of the learnt similarity graph.
Pairwise constraint propagation with the learnt similarities
In this section, we present the details of pairwise constraint propagation process using our learnt similarities. In fact, the learnt similarity graph can be used to combine with any existing constraint propagation algorithm to propagate the initial pairwise constraints across all the data points. In this paper, we adopt the exhaustive and efficient constraint propagation (E 2 CP) method described in [14] , which decomposes the problem of pairwise constraint propagation into a series of two-class label propagation subproblems and then makes use of semi-supervised learning to solve each propagation subproblem [24, 25] . We set W ii = 0 for 1 ≤ i ≤ n to avoid self-reinforcement, and set W = (W T + W )/2 to ensure that W is symmetric. The normalized graph Laplacian L of the learnt similarity graph is defined as [4] . A standard way to compute the constraint propagation result F is to minimize the loss between F and Y , and at the same time minimize the regularization of F on X [14] . As shown in Fig. 1 , the E 2 CP algorithm includes the propagation processes respectively along the vertical and the horizontal direction of the pairwise constraint matrix defined in (1). The vertical propagation results F v can be computed by solving the following optimization problem:
where η is an optimization parameter, tr(Z) stands for the trace of a matrix Z and · F is the Frobenius norm. The closed-form results of the vertical pairwise constraint propagation F v is:
In addition, the horizontal propagation results F h can be computed by solving the following optimization problem:
and the results of horizontal pairwise constraint propagation F h is:
In [14] , Lu and Ip state that if only considering constraint propagation along one direction, i.e. either vertically or horizontally, it is possible that a column (or a row) contains no pairwise constraints, such as the fifth column (row) described in Fig. 1 . This problem can be dealt with by performing the pairwise constraint propagation process twice, first along the vertical direction, and then along the horizontal direction. If we use the vertical results F v as the initial constraints in the horizontal propagation, the final closed-form solution can be obtained:
The LSCP algorithm
The overall procedure of the proposed method is summarized in Algorithm 1, which we call learning similarity for constraint propagation (LSCP).
Experimental results
In this section, we evaluate the performances of our LSCP by applying to constrained clustering on eight real-life datasets. In the following, we first describe how to incorporate the constraint propagation results into the clustering process. Then we describe the experimental setup, including the performance measure and the parameter selection. Finally we compare our LSCP with other five methods on the four image datasets and four UCI datasets, respectively.
Application of constraint propagation to constrained clustering
Once we have obtained the constraint propagation result F , we can consider F ij as the confidence score of the pairwise constraint between x i and x j . To incorporate F into the subsequent clustering process, as in [5, 14] , we adjust the learnt similarities between the data points according to the following similarity refinement formula
The above refinement can increase the similarity between x i and x j when F ij > 0 and decrease it when F ij < 0. Let W be the refined similarity matrix according to (12) . We adopt the spectral clustering algorithm [18] with W to form final clusters.
Experimental setup
For comparison, the results of four notable and most related algorithms, Kamvar et al.'s spectral learning (SL) [7] , Lu and Carreira-Perpinan's affinity propagation (AP) [12] , Li and Liu's constrained clustering by spectral kernel learning [10] (CCSKL) and Lu and Ip's exhaustive and efficient constraint propagation (E 2 CP) [14] , are also reported. In addition, we use the normalized cuts (NCuts) [17] , which is effectively a spectral clustering algorithm but without considering pairwise constraints, as the baseline method. In order to evaluate these algorithms, we compare the clustering results with the available ground-truth data labels, and employ the adjusted Rand (AR) index as the performance measure [6] . The AR index measures the pairwise agreement between the computed clustering and the ground-truth clustering, and takes a value in the range [−1, 1]. The larger is the adjusted Rand index, the better is a clustering result. To evaluate the algorithms under different settings of pairwise constraints, we exploit the ground-truth data labels and generate a varying number of pairwise constraints randomly for each dataset. That is, we randomly choose a pair of data points from each dataset. If they have the same class labels, we generate a must-link constraint, otherwise a cannot-link constraint. In the following experiments, we run these algorithms 20 times with random initializations, and report the averaged AR index.
Because these algorithms are all graph-based, we adopt the same k-NN similarity graph construction for all the algorithms to ensure a fair comparison. We empirically select λ = 0.1, μ = 0.1, η = 0.25 and k = 10 in our experiments (we also analyze the influence of related parameters in our LSCP and other methods in Section 4.5). To get the original similarity measurements on each dataset, the spatial Markov kernel [13] is defined on the Scene datasets to exploit the spatial information, while the Gaussian kernel is used for the other three image datasets and the UCI datasets as in [10, 12] . All the algorithms are implemented in Matlab, running on a 2.33 GHz and 32GB RAM PC. For our LSCP, we use the standard QP solver quadprog in MATLAB to solve the QP problem.
Results on image datasets
In this experiment, we test the algorithms on four image datasets, USPS, 1 MNIST, 2 CMU PIE database (PIE), and a scene category dataset (Scene) [16] . USPS and MNIST contain images of handwritten digits from 0 to 9 of sizes 16 × 16 and 28 × 28, respectively. There are 7291 training instances and 2007 test instances in USPS. MNIST has a training set of 60,000 instances and a test set of 10,000 instances. As in [10] , for USPS, we use the total 9298 images from 0 to 9 digits, and for MNIST, we select a subset containing 5139 images from 0 to 4 digits in its test set. PIE contains 41,368 images of 68 people, each person under 13 different poses, 43 different illumination conditions, and with 4 different expressions. For PIE, we choose a subset from the first 10 individuals, which only includes five near frontal poses (C05, C07, C09, C27, C29) and all the images under different illuminations and expressions, thus there are 170 images for each individual and totally 1,700 images. We down-sample each image in PIE to 32×32 pixels. Scene dataset contains 8 scene categories, including four man-made scenes and four natural scenes (see Fig. 2 ). The total number of images in Scene is 2,688. [13] for the construction of the similarity graph. We summarize the description of the above four image datasets in Table 1 .
In the experiments, we compare the clustering performance of the six algorithms using different number of pairwise constraints. The clustering results on the four image datasets are shown in Fig. 3 , from which we can find that our LSCP generally performs the best among the six related methods. After incorporating the pairwise constraints into clustering, the improvement achieved by our LSCP is very significant compared with NCuts, the baseline unconstrained method. The effectiveness of our approach, which firstly applies the initial pairwise constraints to learn a better similarity measurement and then propagates the initial pairwise constraints using the learnt graph, is verified by the fact that LSCP consistently obtains better results. As the number of constraints grows, the performance of our LSCP improves more significantly than that of the AP, SL and CCSKL. In contrast, AP and SL perform unsatisfactorily, and in some cases, their performances have been degraded to that of NCuts. As to CCSKL, while it also outperforms NCuts, but the most serious limitation of CCSKL is that its performance cannot benefit from the increasing number of the constraints. Especially, in some cases, more constraints even decrease the performance of CCSKL. Our LSCP is based on E 2 CP, and therefore like the E 2 CP, our LSCP achieves a unanimous and obvious improvement in the performance on all the four image datasets as the number of initial pairwise constraints increases. Moreover, due to the fact that our LSCP can apply the initial supervisory information, i.e. the pairwise constraints, to learn a new and better similarity measurement among the data points, our LSCP can get the better results than E 2 CP on each image dataset. In addition, in Fig. 4 , we compare our LSCP with the other two similarity learning methods, i.e. the linear neighborhood propagation (LNP) [20] , which is a local similarity learning method, and constrained clustering by spectral kernel learning (CCSKL) [10] , which is a global similarity learning method. Specifically, we firstly apply LNP and CCSKL to learn a similarity graph and then adopt E 2 CP as the basic constraint propagation method to propagate the pairwise constraints using the learnt similarity graphs by LNP and CCSKL, respectively. We respectively denote these constrained clustering results as LNP+PCP and CCSKL+PCP. From Fig. 4 , we can see that our LSCP still consistently and significantly outperforms LNP+PCP and CCSKL+PCP on each image dataset. Like the CCSKL, CCSKL+PCP cannot improve its performance as the number of pairwise constraints increases. Moreover, in some cases, CCSKL+PCP even performs worse than CCSKL. As to LNP+PCP, although it can also benefit from the increasing of the number of constraints, but because the similarity graph learning process of LNP only considers the "local reconstruction error", but does not takes any supervisory information, e.g. the pairwise constraints, into consideration, the performances of our LSCP are still significantly better than the LNP+PCP on each image dataset. We also compare the three similarity graph learning methods, i.e. LNP, CCSKL and our LSCP, on the Scene image dataset by applying them to NCuts, SL and AP, which are all graph-based methods. We firstly learn a similarity graph and then respectively perform NCuts, SL and AP on the learnt similarity graph. The clustering results are shown in Fig. 5 . From Fig. 5 , we can find that our graph learning method LSCP consistently improve the performance of the three graph based algorithms, i.e. NCuts, SL and AP. The three graph learning methods all achieve better results than the original NCuts. And to SL, LNP and our LSCP not only outperform SL, but also improve the performance more significantly as the number of constraints grows. When using the similarity graph learned by our LSCP, AP can also achieve better performance. The results in Fig. 5 illustrate the importance of learning a better similarity graph for improving the performance of the graph based methods.
To help visualize the effect of our LSCP which exploits the pairwise constraints for final constrained clustering, we show the distance matrices of the low-dimensional data representations obtained by NCuts, SL, AP, CCSKL, E 2 CP and LSCP in Fig. 6 . We can find that the block structure of the distance matrices of the data representations obtained by LSCP on each image dataset is significantly more obvious, as compared to those of the data representations obtained by the other five methods. This means that after refining the similarities among the data by LSCP, each cluster associated with the new data representation becomes more compact and the different clusters become more separated.
It should be noted that the pairwise constraints used here are actually very sparse. For example, the total number of pairwise constraints that can potentially be defined for the USPS dataset with n = 9298 is 43,221,753, i.e. (n 2 −n)/2. In our experiments, for example, the used 2,400 pairwise constraints represent only about 0.0056 % of the total number of pairwise constraints that can be defined for the entire USPS dataset.
We also look at the time complexity of our LSCP on the different scale image datasets. For example, with 2,400 pairwise constraints, to learn the similarity graph on the Scene dataset (with 2,688 data points), our LSCP will take about 7.26 seconds; on the MNIST dataset (with 5,193 data points), our LSCP will take about 14.52 seconds; and on the USPS dataset (with 9,298 data points), our LSCP will take about 30.7 seconds. It can be viewed that the time complexity of our similarity learning process is O(n) and our LSCP is a linear algorithm. 
Results on UCI datasets
We further conduct experiments on four UCI datasets, which are described in Table 2 . The clustering results are shown in Fig. 7 . Again, we can find that our LSCP performs the best. SL, AP and CCSKL that also consider the constraint information, have inconsistent performance on the four datasets. Especially, AP on Wine and Glass (or SL on Ionosphere) even does not perform better than NCuts. In addition, when the number of pairwise constraints grows, we can find a unanimous and obvious improvement in the performance of our LSCP on all the four datasets, but AP, SL and CCSKL do not present this trend in constrained clustering. In particular, on Ionosphere, more pairwise constraints even decrease the performance of SL and CCSKL. Similar to the situation on the image datasets, although the performances of E 2 CP also benefits from the increasing number of constraints, however because of the fact that it only makes use of the original and noisy similarity graph defined on the dataset, our LSCP that can apply the pairwise constraints to learn a better similarity graph consistently outperforms E 2 CP on each UCI dataset. To summarize, since the pairwise constraints can be exploited most effectively by our LSCP, its performance is the best.
The influence of parameters
We analyze the influence of parameters in our LSCP and other related methods in this section. In particular, we conduct experiments with different settings of k (the number of the nearest neighbors) for NCuts, SL, AP, E 2 CP, CCSKL and our LSCP on the Scene image dataset. We also conduct experiments with different settings of λ, μ and η for our LSCP on the Scene image dataset. Firstly, we perform experiments with different k values and show the results of the six related methods in Table 3 , where we apply 2, 400 initial pairwise constraints and fix η = 0.25 for E 2 CP and our LSCP, and λ = 0.1 and μ = 0.1 for our LSCP. It can be seen that among the five methods that consider the constraint information, our LSCP is the most stable method for different settings of k. NCuts, SL, AP, CCSKL and our LSCP all achieve the best results when k = 10, while E 2 CP achieves the best result when k = 20. However, when k = 20, our LSCP still outperforms E 2 CP.
Finally, we report the performance of our LSCP with respect to different values of three optimization parameters λ, μ and η on the Scene image dataset in Table 4 , where we use 2, 400 initial pairwise constraints and fix k = 10. In the first row, we fix μ = 0.1 and η = 0.25, and change the value of λ from 0.1 to 1.0. In the second row, we fix λ = 0.1 and η = 0.25, and change the value of μ from 0.1 to 1.0. In the third row, we fix λ = 0.1 and μ = 0.1, and change the value of η from 0.1 to 1.0. It can be seen that our LSCP consistently performs very stable under different settings of λ, μ and η. 
Conclusions
In this paper, we have proposed a novel local similarity learning approach, which can exploit the supervisory information encapsulated in pairwise constraints, including must-link and cannot-link constraints, to learn a better similarity measurements between the instances. Our method is a locally learning algorithm, that is, we compute a new set of similarity measurements at each data point through simultaneously minimizing the local reconstruction error and the local constraint error. The learnt similarity graph is further used to propagate the initial sparse pairwise constraints across the entire dataset. Experimental results on a variety of real-life datasets have demonstrated the superiority of our proposed algorithm over the state-of-the-art techniques. Especially, from the experiments, it can be seen that the pairwise constraint propagation with the learnt similarity graph significantly outperforms the propagation with the original similarity graph, because the latter may suffer from the improper and noisy similarity measurements. 
