In recent years, facial expression recognition (FER) has become an attractive research area, which besides the fundamental challenges, it poses, finds application in areas, such as human-computer interaction, clinical psychology, lie detection, pain assessment, and neurology. Generally the approaches to FER consist of three main steps: face detection, feature extraction and expression recognition. The recognition accuracy of FER hinges immensely on the relevance of the selected features in representing the target expressions. In this article, we present a person and gender independent 3D facial expression recognition method, using maximum relevance minimum redundancy geometrical features. The aim is to detect a compact set of features that sufficiently represents the most discriminative features between the target classes. Multi-class one-against-one SVM classifier was employed to recognize the seven facial expressions; neutral, happy, sad, angry, fear, disgust, and surprise. The average recognition accuracy of 92.2% was recorded. Furthermore, inter database homogeneity was investigated between two independent databases the BU-3DFE and UPM-3DFE the results showed a strong homogeneity between the two databases.
Introduction
Facial expression recognition (FER) refers to the study of facial changes elicited as a result of relative changes in the shape and positions of the main facial components, such as eyebrows, eyelids, nose, lips, cheeks, and chin. Other subtle changes caused by contraction of facial muscles causing wrinkles or bulges are also considered. The subject has been researched for decades since the pioneer study of Darwin et al. [1] . The further study by Ekman on facial action coding system [2] in which relative facial muscle movements are described by action units, inspired many researchers to work on facial expression analysis, understanding, and recognition [3] [4] [5] [6] [7] [8] [9] [10] .
The earlier study on the subject was dominated by 2-dimensional (2D) based techniques and recorded impressive results, as presented in [6, 11, 12] . However, illumination changes and pose variation are two challenges that *Correspondence: gs25285@mutiara.upm.edu.my Department of Computer and Communication Systems Engineering, Universiti Putra Malaysia, 43400 UPM Serdang, Selangor, Malaysia remained unsolved by 2D modalities. With the current advancement in 3D technology, which leads to faster and cheaper 3D acquiring equipment, many 3D facial expression databases have emerged. The BU-3DFE database of Binghamton University has been the most patronized recently by researchers [8] [9] [10] 13] . The first study on the database by Wang et al. [14] used primitive features from the seven regions of the face as features. Using linear discriminate analysis (LDA) classifier they reported a mean recognition rate of 83.6%. Tie Yun and Ling Guan [15] using the same database extracted 3D Gabor features and reported an average recognition accuracy of 85.39%. Xiaoli et al. [8] used a 28 geometrical feature set to recognize seven basic expressions and recorded a recognition rate of 90.2% using the PNN classifier. Hao and Thomas used 96 lines and their slopes [9] to recognize six basic expressions and recorded a mean recognition rate of 87.1% using the SVM classifier. Soyel and Hassan classified the seven fundamental expressions [10] using six distance measures and reported a mean recognition accuracy of 91.3%. Berretti et al. [13] used SIFT features detected from http://asp.eurasipjournals.com/content/2012/1/213 the depth image to recognize the seven facial expressions. They reported an average recognition rate of 78.43% using the SVM classifier. Tekguc et al. [16] used the NSGA-II feature extraction technique to classify the seven facial expressions and reported an average recognition rate of 88.1% using the PNN classifier.
There are basically two unequivocal approaches for the analysis of facial expressions. The message based method, bases its expression recognition on finding what underlies the displayed expression. Its' main target is to interpret the displayed expression into one of the six universally accepted expressions, i.e.; happy, sad, angry, fear, disgust, and surprise. Conversely, the sign based method tries to detect and describe the relative positions and shapes of the main facial components, such as eyes, brows, and mouth, while leaving the interpretation of the shown expression to a high level of decision making [17] .
In this study, we propose a message based facial expression recognition system using geometrical features. The selection of these features was guided by MPEG-4 and FACS [2, 18] . To strengthen these features; we adopted the mRMR algorithm to select the top most relevant and non-redundant features. The selected features are finally passed to the multi-class SVM classifier for appropriate categorization. In the second part of the experiment, we tested the inter database homogeneity. A hybrid database was formed by pooling an equal number of samples from the two databases, BU-3DFE and UPM-3DFE.
The general framework of the proposed approach is shown in Figure 1 ; switch S1 is only closed in the second segment of the experiment. The rest of the article is organized as follows, in Section 'Database description' , we present the databases used. Feature detection is presented in Section 'Feature extraction' . Selection of the most relevant features using mRMR is carried out in Section 'Feature dimensionality reduction' , while Section 'Expression classification' presents the expression classification. Section 'Results and discussion' gives discussion of the results. Finally, the conclusion follows in Section 'Conclusion' .
Database description
The BU-3DFE database developed by Li et al. at the Binghamton University was specifically designed to foster research in the field of human behavioral studies. It consisted of 100 subjects drawn from different ancestral and ethnic backgrounds, including White, East Asian, Hispanic Latino Blacks, and Indians. Out of the 100 subjects, 44 are males while 56 are females. Each subject was required to portray among other expressions, the six basic expressions happy, sad, angry, fear, disgust, and surprise. The expressions were shown at four different intensity levels. Included in the database is a set of 83 manually annotated feature points placed on the cropped face model, as shown in Figure 2a [19] .
The UPM-3DFE database was recently developed in our laboratory. It contains facial images of 50 persons. The subjects were drawn from different ancestral and ethnic backgrounds, such as Africans, Arabs, Malays, Chinese, Indians, and Persians. Among the 50 subjects recorded, 30 are males while the remaining 20 are females. Each subject was asked to portray the six basic expressions happy, sad, angry, fear, disgust, and surprise. Included in the database are 32 manually annotated land marks conspicuously placed on fiducial points of the cropped face mesh model, as shown in Figure 2b .
The 3D Flexscan (V2.6) system was used in acquiring our 3D facial images. The system consists of two high vision cameras placed at a distance of 30 inches apart with a projector mounted between them. The projector projects different binary patterns onto the subject's face, while the two cameras captures the pattern as deformed by the subject's facial components. Using the stereo photometry technique, the system automatically determines http://asp.eurasipjournals.com/content/2012/1/213 correspondences between the images captured by the two cameras and merges them into a single 3D face model, with a resolution of 25 to 35 K polygons per model. The whole exercise is controlled and coordinated by a computer system.
We manually identified and annotated 32 expressive sensitive points on each face mesh in the database. To have a more reliable landmark localization, two different persons annotated the database independently. The final landmark points were determined by averaging the two manually labeled face meshes. These feature points are intended to be used as ground-truth reference.
Feature extraction
In many pattern recognition applications, feature selection focuses on identifying the most significant features that have relevance to the interpretation of the target classes. A properly selected feature set, not only leads to higher classification accuracy, but also results in a faster computation and reduction in storage capacity.
Given n feature sets, the task of feature selection unit is to systematically determine relationships between these feature points that can accurately lead to the interpretation of each of the target expressions. In this work, from the 83 given points, we manually identified 46 distance vectors and 27 angles, whose changes usher the recognition of the seven facial expressions considered. Figure 3a ,b depict the identified distance vectors and angles, respectively.
Distance vectors
Since each of the facial mesh models were obtained independently and the sizes of the face components differ from one individual to another and at different orientations, before any meaningful comparison can be made possible between them, the features from such meshes need to be aligned to a common coordinate system and normalized to a communal scale so that objective measurement is feasible [20] . To achieve this, we applied the following steps.
(I) A common subset of 29 feature points was extracted from each database, with each vertex having x, y, z coordinates. Let each feature point be represented by ß, then the total feature points per face mesh can be given as:
for i = 1, 2, . . . , 29.
(II) Due to relative rigidity of the nose to expression changes, a point in the nose neighborhood was assigned to be the origin of the communal coordinate system; this point was given by the 16th point of the subset matrix, that is ß(16, :).
(III) To convert each subset into the communal coordinate system, the ß(16, :) coordinate was subtracted from each entry of the matrix ß(i). The transformed matrix is now given by β
(IV) To transform all the feature points into a standard scale each β i was normalized. The normalization was achieved by dividing the point with the distance between the two inner corners of the eyes (ß 10 − ß 9 ), http://asp.eurasipjournals.com/content/2012/1/213
Figure 3b. The normalized points were assigned as β .
The feature points β i are now in a communal coordinate system and in a standard scale, this procedure helps in canceling out all inter personnel variation, and thus, the feature points β i are at now ready for any objective measurements or comparison.
Distance calculation
The distance d i between any two given points β k and β j where a line is defined, is determined as the Euclidean norm or length of the vectors defining it [21] . It is given in 3D as:
Where, k and j are end points of the line segment under consideration. The determined distances d i are further combined to instigate a more meaningful description of the face component's expression contribution.
Stretching of right eyebrow,
Stretching of left eyebrow,
Pulling in of left and right brows,
Vertical movement of inner brows,
Vertical movement of outer brows,
Openness of right eye,
Openness of left eye,
Average eye width,
Openness of the moth,
Stretching of the mouth,
Vertical movement of mouth corners,
Vertical movement of upper lip,
Stretching of upper lip,
Mouth width,
Stretching of lower lip,
Vertical movement of lower jaw,
Having calculated all the relevant distances δ i we now form a distance vector D as shown below.
Angles calculation
In Euclidean geometry, the angle θ between any two lines is defined as the cosine-inverse times the dot product of the slopes of two vectors, divided by the product of their absolute magnitude or length [21] .
where S j and S k are the slopes of the vectors on which ends of the angle arc straddled, and s j and s k are their respective lengths. Using Figure 2b , the slopes of the distances where angles are formed are determined as follows in Table 1 :
Having calculated all the relevant slopes, then using Equation (22), we determine all the angles from θ 1 to θ 27 and form angle vectors represented by φ, as follows:
Note that from Figure 2b ; a 1 = θ 1 , a 2 = θ 2 up to a 27 = θ 27
for i = 1, 2, . . . , N, where N is the number of face models. http://asp.eurasipjournals.com/content/2012/1/213 Table 1 Calculated slopes To consolidate the discriminative power of these two schemes, we form extended feature vector F t that concatenated both the distance vector D i and angle vectors φ i , as shown below
Feature dimensionality reduction
Dimensionality reduction (DR) techniques are data preprocessing steps that aim to find a suitable low dimensional representation of the original data, that accurately and sufficiently represents the original data. DR has been a successful paradigm for automatically identifying and selecting the latent features, while removing the redundant ones [22] . Mathematically, the data reduction problem can be explained as follows: given an n-dimensional feature vector P = (p 1 , p 2 , . . . , p n ), the objective of DR is to find a representation in lower dimension Q = (q 1 , q 2 , . . . , q m ), where, m < n, which sufficiently represents the original data P. Basically there are two modalities to DR: (i) supervised based technique, which utilizes both the training data and the target label information to learn the lower dimensional representation, it then selects a subset from the existing feature set. examples of the supervised methods are maximum margin criteria (MMC), maximum relevance minimum redundancy (mRMR) and linear discriminate analysis (LDA), (ii) the unsupervised technique, however, transform the existing features by rotating and projecting them onto a minimal number of axes without using the target labels. Example of the unsupervised method is, the principal components analysis (PCA). In this study, we utilized the maximum relevance minimum redundancy mRMR algorithm, which reduces the features' dimensions by selecting the most relevant features while removing the redundant ones.
Due to the fact that the human face is symmetrical in nature, some of the extracted features look duplicated, and are thus redundant. Moreover, the average recognition accuracy of a system does not always increase with the higher number of features, rather, the classification accuracy increases until a certain number of features is reached and then starts declining. Especially in cases where there is a limited number of data or samples [13] . To circumvent this, we invoked the maximum relevance minimum redundancy (mRMR) model to aid in selecting the most relevant features in terms of class discrimination and the most compact or non-redundant features to represent the face mesh models. Given n number of features for classification, the goal of mRMR is to determine m subset of features that will accurately identify the target labels using mutual information between them [23, 24] . The mutual information estimation between two given discrete random variables x and y is determined in terms of their individualistic probabilities P(x), P(y) and their joint probability P(x, y), as shown in Equation (25) .
where x is the feature from set of selected features X, and y is a class label from the set of target prototypes Y. For two features that are highly dependent on each other, removing any one of them will not bring about much change in the class discriminative power of the feature. In the study of [23] the dependency between a feature variable x i and the class label y was maximized using Equation (26) , while using Equation (27) they minimized the dependency of pair features x i and x j . This constraint is used to filter out only mutually exclusive features.
min Rd(X), Rd = 1 m 2
Finally, a sub set X m , m < n was selected from the main feature set X n that maximized Equation (28). In practice, the high search space of m subset features in R m space, calls for an incremental search method to find a nearoptimal features as represented by Equation (29). This method is adopted in this study.
max
Expression classification
The reduced features are now ready to be classified into their appropriate categories. To achieve this, we designed a multi-class SVM classifier to categorize these vectors into their appropriate groups.
Support vector machine
SVM is basically designed to solve two class recognition problems. The goal is to finding a hyperplane with maximum margin that linearly separates the given instances into two distinct clusters. For classification task of more than two classes, the basic SVM need to be extended using either of the two methods One versus one, which classify between each pair of labels or one versus all where the classification is between each class and the all remaining classes. In this study, we adopted one versus one strategy to classify the seven expressions considered. Training the SVM: before the SVM could solve even the simplest classification task, it has to be train, the training is achieve by showing the answers for every given example to the machine. To this end, We fragmented the experiment into two segments. In the first segment, we randomly selected sixty meshes from BU-3DFE database. The purpose of the random selection is to evade gender and person dependencies. The 60 samples were then divided into 10 parts, with 9 parts used as training set, while the remaining 1 part was used as testing set. Prior to commencing the training, the extracted features belonging to training set are first normalized, using Equation (30)
where, x i is the reduced feature vector of dimension i, μ i is the mean along the feature i, and σ i is standard deviation along feature i dimension.
We then constructed and trained 1/2N(N − 1) unique pair SVM classifiers. To produce the classification results, the test feature vectors, however, were tested against all the trained SVM models. The majority voting scheme is finally employed to predict the class of ensemble outputs, using the strategy of the winner takes all [25, 26] . In each round of the experiment, 21 unique SVM classifiers are trained to classify the seven basic expressions. To ensure person in dependency, the intersection between the training and testing sets was always curbed to zero, meaning that any subject belonging to the testing set will not appear in the training set. Using ten-fold cross validation, the experiment is repeated 10 times so that each of the 10 subset is tested at least once. Since average recognition accuracy varies from experiment to experiment, to increase the reliability of the experiment and get a more stable recognition result, the experiment was run 100 times. Finally, the results were averaged. At the end of each round of the test cycle, all classifiers are reset and retrained in the next cycle.
In the second segment of the experiment, we created a hybrid database of sixty subjects; 30 subjects were drawn from BU-3DFE while the remaining 50% were drawn from UPM-3DFE. The purpose of this experiment is to investigate the inter database homogeneity. This will allow experiments requiring samples larger than one can draw from a single database, to easily be made possible by simply pooling from similar databases to satisfy the sample size requirement. Following this, the same procedures used in the first segment of the experiment were repeated.
Results and discussion
At the end of the first experiment, we achieved an average recognition accuracy of 92.2%; for the seven facial expression targeted neutral, happy, sad, angry, fear, disgust, and surprise with the highest recognition of 98.7 and 97.6% coming from the surprise and happy expressions, respectively, while the lowest recognition of 85.5 and 86.8% came from sad and angry, respectively. Details of the classification results is as shown in Table 2 . The higher recognition performance of surprise and happy can be attributed to the strong and unique features of these expressions with regard to facial surface deformation, such as extreme opening of eyes and mouth, in the case of surprise and extreme bulging of checks and stretching of lips in the case of happy. In contrast, the poor performance of the sad and angry can be linked to their high similarity with the neutral expression, as such distinguishing between these expressions is highly a challenging task. A comparison of this result with some state-of-the-art methods [10, 15] is shown in Figure 4 . It can be seen from the results that the proposed method outperforms the other methods in almost all the expression classes considered. This increase in performance can be attributed to the use of mRMR in selecting the most significant features. In the second segment of the experiment, we recorded an average recognition performance of 88.9%, which is marginally less than the result in the first segment. Table 3 depicts the confusion matrix for the result.
Conclusion
In this article, we proposed a 3D facial expression recognition using maximum relevance and minimum redundancy face geometry features. We fragment the experiment into two segments. In the first segment, we made use of the BU-3DFE database and multi-class SMV classifier; we achieved a mean classification rate of 92.2%, showing a consistence improved performance in all the expression classes as compared to the some related studies. In the second segment, we investigated the inter database homogeneity by forming a hybrid face database drawn from the BU-3DFE and UPM-3DFE. We performed facial expression recognition using the same setup as in the first segment. The performance recorded here is slightly less than that of the first segment with the average recognition rate of 88.9%; this short fall can be attributed to the different landmark methods used in labeling the two databases.
