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a b s t r a c t
This paper investigates an m-point boundary value problem with nonlinear boundary
conditions at resonance on infinite intervals. By establishing a general continuation
theorem, the existence and uniqueness of unbounded solutions is obtained on the basis
of a suitable homotopy, Leray–Schauder degree properties and a priori estimate. This
paper provides a newmethod to solve boundary value problems with nonlinear boundary
conditions at resonance on infinite intervals.
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1. Introduction
This paper is to establish the existence and uniqueness of unbounded solutions for the followingm-point boundary value
problem (BVP) with nonlinear boundary conditions at resonance on infinite intervals
x′′(t)+ f (t, x(t), x′(t)) = 0, t ∈ (0,∞),
θ(x′(0)) =
m−2
i=1
aiθ(x′(ξi)), x′(∞) = lim
t→∞ x
′(t) = 0, (1.1)
where θ : R→ R is a strictly increasing and continuous function and ai ∈ (0, 1] withm−2i=1 ai = 1, 0 < ξ1 < ξ2 < · · · <
ξm−2 ≤ 1 are given.
We note that (1.1) is always at resonance in the sense that the associatedm-point boundary value problem
−x′′(t) = 0, t ∈ (0,∞),
θ(x′(0)) =
m−2
i=1
aiθ(x′(ξi)), x′(∞) = 0
has x(t) = ρ as a nontrivial solution, where ρ ∈ R is an arbitrary constant.
Boundary value problems on infinite intervals, arising from the study of radially solutions of nonlinear elliptic equation
and various physical phenomena [1], have received extensive attention [2–10], however, the problems at resonance are
rarely reported except for a few special cases [8], [10] and most papers focused on boundary value problems at resonance
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on finite intervals. Lian et al. [8] set up the solvability and uniqueness of the following three-point BVP at resonance on
infinite intervals
x′′(t) = f (t, x(t), x′(t)), t ∈ (0,∞),
x(0) = x(η), x′(∞) = 0
by the coincidence degree theory, where η ∈ (0,+∞), f : [0,∞)×R×R→ R is continuous. Kosmatov [10], by applying
the coincidence degree theory, established twoexistence theorems for the followingmulti-point BVP at resonance on infinite
intervals
(p(t)x′(t))′ = f (t, x(t), x′(t)), a.e. t ∈ (0,∞),
x′(0) = 0,
n
i=1
kix(Ti) = x(∞), or x(0) = 0,
n
i=1
kix(Ti) = x(∞),
where p ∈ C[0,∞)∩C1(0,∞)with p(t) > 0 for all t > 0 and f : [0,∞)×R×R is Carathéodory with respect to L1[0,∞).
As far as we know, no results are available for the existence and uniqueness of solutions for amulti-point boundary value
problem with nonlinear boundary conditions at resonance on infinite intervals. Inspired by the above works and some
known results on nonlinear boundary value problems at resonance on finite intervals [11–15], this paper is to establish
the existence and uniqueness of unbounded solutions of BVP (1.1). To solve this interesting and important problem and
overcome difficulties caused by resonance on infinite intervals, we establish a continuation theorem, then we obtain the
existence and uniqueness of unbounded solutions to BVP (1.1) under some weaker conditions. The main techniques are a
priori estimate, homotopy and Leray–Schauder degree.
2. Preliminaries and lemmas
Throughout this paper, we suppose that the nonlinear term f : [0,∞)× R× R→ R satisfies the following conditions:
(a) for each (s, r) ∈ R× R, the function f (·, s, r) is measurable on [0,∞);
(b) for a.e. t ∈ [0,∞), the function f (t, ·, ·) is continuous on R× R;
(c) for each R > 0, there exist a Lebesgue integrable function ρR : [0,∞)→ [0,∞) with ρR(t) > 0, t ∈ (0,∞) such that
|f (t, (1+ t)s, r)| ≤ ρR(t),
for a.e. t ∈ [0,∞) and all (s, r) ∈ R× R with |s| ≤ R, |r| ≤ R.
Let
C1∞[0,∞) =

x : [0,∞)→ R | x, x′ is continuous and lim
t→∞
x(t)
1+ t = 0, limt→∞ x
′(t) = 0

.
For any x ∈ C1∞[0,∞), define ∥x∥1∞ = max{supt∈[0,∞) | x(t)1+t |, supt∈[0,∞) |x′(t)|}. Then C1∞[0,∞) is a Banach space with the
norm ∥ · ∥1∞, see [9].
To formulate our continuation theorem, for λ ∈ [0, 1], we consider the family of the following BVP
x′′(t)+ λf (t, x(t), x′(t)) = 0, t ∈ (0,∞),
B(x, λ) = 0, x′(∞) = 0, (2.1)
where B : C1∞[0,∞)× [0, 1] → R is an operator as follows:
B(x, λ) = λ

θ(x′(0))−
m−2
i=1
aiθ(x′(ξi))

+ (1− λ)

x′(0)−
m−2
i=1
aix′(ξi)

. (2.2)
We also define Ψ : C1∞[0,∞)× [0, 1] → C1∞[0,∞) as follows:
Ψ (x, λ)(t) = x(0)+ θ

λ
 ∞
0
f (τ , x(τ ), x′(τ ))dτ

−
m−2
i=1
aiθ

λ
 ∞
ξi
f (τ , x(τ ), x′(τ ))dτ

+ (1− λ)
m−2
i=1
ai
 ξi
0
f (τ , x(τ ), x′(τ ))dτ +
 t
0

λ
 ∞
s
f (τ , x(τ ), x′(τ ))dτ

ds. (2.3)
Now we will show that Ψ : C1∞[0,∞) × [0, 1] → C1∞[0,∞) is well defined. For any x ∈ C1∞[0,∞), there is a constant
M > 0 such that | x(t)1+t | ≤ M and |x′(t)| ≤ M . Since f satisfies (a)–(c), for any t ∈ [0,∞) ∞
t
f (τ , x(τ ), x′(τ ))dτ
 =  ∞
t
f

τ , (1+ τ) x(τ )
1+ τ , x
′(τ )

dτ
 ≤  ∞
0
ρM(τ )dτ <∞. (2.4)
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Then 0 ≤ C0 = maxλ∈[0,1] |h(λ)| <∞, where
h(λ) = x(0)+ θ

λ
 ∞
0
f (τ , x(τ ), x′(τ ))dτ

−
m−2
i=1
aiθ

λ
 ∞
ξi
f (τ , x(τ ), x′(τ ))dτ

+ (1− λ)
m−2
i=1
ai
 ξi
0
f (τ , x(τ ), x′(τ ))dτ . (2.5)
Because f satisfies (c) and (2.4), we obtain that
lim
t→∞
λ
 t
0
∞
s f (τ , x(τ ), x
′(τ ))dτds
1+ t
 ≤ limt→∞
 t
0
∞
s |f (τ , x(τ ), x′(τ ))|dτds
1+ t
≤ lim
t→∞
 t
0
∞
s ρM(τ )dτds
1+ t
= lim
t→∞
 ∞
t
ρM(τ )dτ
= 0. (2.6)
By (2.3), (2.5) and (2.6), for any λ ∈ [0, 1], we obtain that
lim
t→∞
Ψ (x, λ)(t)1+ t
 = limt→∞
h(λ)+ λ
 t
0
∞
s f (τ , x(τ ), x
′(τ ))dτds
1+ t

≤ lim
t→∞
C0
1+ t + limt→∞
λ
 t
0
∞
s f (τ , x(τ ), x
′(τ ))dτds
1+ t

= 0. (2.7)
and
lim
t→∞ |Ψ
′(x, λ)(t)| = lim
t→∞
λ  ∞
t
f (τ , x(τ ), x′(τ ))dτ
 = 0. (2.8)
It follows from (2.7) and (2.8) that Ψ : C1∞[0,∞)× [0, 1] → C1∞[0,∞) is well defined.
Define a function F : R→ R as follows:
F(ρ) =
m−2
i=1
 ξi
0
f (t, ρ, 0)dt, ∀ρ ∈ R. (2.9)
Lemma 2.1 ([16]). Let Ω be one bounded open set in a real Banach space E. If Ψ : Ω¯ × [0, 1] → E is continuous and for each
fixed λ ∈ [0, 1],Ψ (·, λ) : Ω¯ → E is a compact operator. Further, the continuity of Ψ at λ ∈ [0, 1] is uniform with respect to
x ∈ Ω¯ . Then Ψ : Ω¯ × [0, 1] → E is completely continuous.
Lemma 2.2 ([9]). Let D ⊂ C1∞[0,∞). Then D is relatively compact in C1∞[0,∞) if the following conditions hold:
(i) D is bounded in C1∞[0,∞);
(ii) the functions belonging to {y | y(t) = x(t)1+t , x ∈ D} and {z | z(t) = x′(t), x ∈ D} are locally equicontinuous on [0,∞);
(iii) the functions from {y | y(t) = x(t)1+t , x ∈ D} and {z | z(t) = x′(t), x ∈ D} are equiconvergent at ∞, that is, for any ε > 0
there exists T (ε) > 0 such that
|y(t)− y(∞)| < ε, |z(t)− z(∞)| < ε,
for all t > T (ε) and x ∈ D.
Lemma 2.3. The operator Ψ : C1∞[0,∞)× [0, 1] → C1∞[0,∞) is continuous.
Proof. Suppose x0, xn ∈ C1∞[0,∞), λ0, λn ∈ [0, 1] (n = 1, 2, . . .)with
∥xn − x0∥1∞ → 0, |λn − λ0| → 0, as n →∞. (2.10)
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Then there exists a constantM > 0 such that ∥xn∥1∞ ≤ M (n = 0, 1, . . .). Let L =
∞
0 ρM(τ )dτ > 0. From our assumptions
on f and ρM it follows thatλn  ∞
0
f (τ , xn(τ ), x′n(τ ))dτ
 = λn  ∞
0
f (τ , (1+ τ) xn(τ )
1+ τ , x
′
n(τ ))dτ

≤
 ∞
0
ρM(τ )dτ = L <∞, (n = 0, 1, . . .).
Since θ is uniformly continuous on [−L, L], for any ε > 0, there exists δ > 0 such that ζ1, ζ2 ∈ [−L, L] with |ζ1 − ζ2| < δ
implies that
|θ(ζ1)− θ(ζ2)| < ε8 . (2.11)
The fact that ρM(t) is a Lebesgue integrable function on [0,∞) implies that for the above δ > 0, there exists a sufficiently
large constant A1 > 0 such that ∞
A1
ρM(τ )dτ <
δ
6
. (2.12)
For a.e. t ∈ [0, A1], f (t, u, v) is continuous on (u, v) ∈ [−(1 + A1)M, (1 + A1)M] × [−M,M], so for the above δ > 0,
there is 0 < σ < min{ ε8 , δ1+L } such that for a.e. t ∈ [0, A1], uj ∈ [−(1 + A1)M, (1 + A1)M], vj ∈ [−M,M] (j = 1, 2) with|u1 − u2| < σ and |v1 − v2| < σ , one has
|f (t, u1, v1)− f (t, u2, v2)| < δ3A1 . (2.13)
It follows from the definition of the norm ∥ · ∥1∞ that
xn(t) ∈ [−(1+ A1)M, (1+ A1)M], x′n(t) ∈ [−M,M], for t ∈ [0, A1], n = 0, 1, . . . .
It is easy to see from (2.10) that xn(t)1+t → x0(t)1+t , x′n(t) → x′0(t) (n → ∞) uniformly for t ∈ [0, A1]. Therefore, for the above
σ > 0, there exists a natural number n0 > 1 such that for any n > n0 xn(t)1+ t − x0(t)1+ t
 < σ1+ A1 , |x′n(t)− x′0(t)| < σ, |λn − λ0| < σ, for t ∈ [0, A1].
That is
|xn(t)− x0(t)| < σ, |x′n(t)− x′0(t)| < σ, |λn − λ0| < σ, for t ∈ [0, A1], n > n0. (2.14)
Then (2.13) and (2.14) shows that for a.e. t ∈ [0, A1] and n > n0, we obtain
|f (t, xn(t), x′n(t))− f (t, x0(t), x′0(t))| <
δ
3A1
. (2.15)
According to (2.12), (2.14) and (2.15), for n > n0λn  ∞
0
f (τ , xn(τ ), x′n(τ ))dτ − λ0
 ∞
0
f (τ , x0(τ ), x′0(τ ))dτ

≤
 ∞
0
|λnf (τ , xn(τ ), x′n(τ ))− λ0f (τ , x0(τ ), x′0(τ ))|dτ
≤ |λn − λ0|
 ∞
0
|f (τ , xn(τ ), x′n(τ ))|dτ + λ0
 ∞
0
|f (τ , xn(τ ), x′n(τ ))− f (τ , x0(τ ), x′0(τ ))|dτ
≤ |λn − λ0|
 ∞
0
ρM(τ )dτ + 2
 ∞
A1
ρM(τ )dτ +
 A1
0
|f (τ , xn(τ ), x′n(τ ))− f (τ , x0(τ ), x′0(τ ))|dτ
<
δ
3
+ δ
3
+ δ
3
= δ. (2.16)
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Thus by (2.11) and (2.16) we find that for n > n0, i = 1, 2, . . . ,m− 2, s ∈ [0,∞) ∞
0
(f (τ , xn(τ ), x′n(τ ))− f (τ , x0(τ ), x′0(τ )))dτ
 < δ < ε8 ,θ λn  ∞
0
f (τ , xn(τ ), x′n(τ ))dτ

− θ

λ0
 ∞
0
f (τ , x0(τ ), x′0(τ ))dτ
 < ε8 ,θ λn  ∞
ξi
f (τ , xn(τ ), x′n(τ ))dτ

− θ

λ0
 ∞
ξi
f (τ , x0(τ ), x′0(τ ))dτ
 < ε8 .
(2.17)
Notice that
m−2
i=1 ai = 1 and the choice of σ , then by (2.3) and (2.14) (2.17) and some computation, it is easy to obtain
that for n > n0
sup
t∈[0,∞)
Ψ (xn, λn)(t)− Ψ (x0, λ0)(t)1+ t

≤ |xn(0)− x0(0)| +
θ λn  ∞
0
f (τ , xn(τ ), x′n(τ ))dτ

− θ

λ0
 ∞
0
f (τ , x0(τ ), x′0(τ ))dτ

+
θ λn  ∞
ξi
f (τ , xn(τ ), x′n(τ ))dτ

− θ

λ0
 ∞
ξi
f (τ , x0(τ ), x′0(τ ))dτ

+ 2
 ∞
0
f (τ , xn(τ ), x′n(τ ))− f (τ , x0(τ ), x′0(τ )) dτ + 2|λn − λ0|  ∞
0
|f (τ , x0(τ ), x′0(τ ))|dτ
+ sup
t∈[0,∞)
1
1+ t
 t
0
λn  ∞
s
f (τ , xn(τ ), x′n(τ ))dτ − λ0
 ∞
s
f (τ , x0(τ ), x′0(τ ))dτ
 ds
< ε. (2.18)
Moreover, by (2.17), for any t ∈ [0,∞)
|Ψ ′(xn, λn)(t)− Ψ ′(x0, λ0)(t)| =
λn  ∞
t
f (τ , xn(τ ), x′n(τ ))dτ − λ0
 ∞
t
f (τ , x0(τ ), x′0(τ ))dτ

→ 0, as n →∞.
That means that for any ε > 0, if n > n0, then
sup
t∈[0,∞)
|Ψ ′(xn, λn)(t)− Ψ ′(x0, λ0)(t)| < ε. (2.19)
Then by (2.18) and (2.19), we obtain that
∥Ψ (xn, λn)− Ψ (x0, λ0)∥1∞ → 0, as n →∞.
That shows that Ψ : C1∞[0,∞)× [0, 1] → C1∞[0,∞) is continuous. 
Lemma 2.4. For any fixed λ ∈ [0, 1], Ψ (·, λ) : C1∞[0,∞)→ C1∞[0,∞) is a compact operator.
Proof. Let λ ∈ [0, 1] be fixed and Ω be any bounded set in C1∞[0,∞). Then there exists a constant M > 0 such that
∥x∥1∞ ≤ M for any x ∈ Ω . From our assumptions we know that λ
∞
0 ρM(τ )dτ ≤
∞
0 ρM(τ )dτ <∞ for any λ ∈ [0, 1]. So
C0 = maxλ∈[0,1] |h(λ)| <∞, where h(λ) is given in (2.5). The nonlinear term f satisfies (a)–(c), so for any λ ∈ [0, 1]
sup
t∈[0,∞)
sup
x∈Ω
λ  t0 ∞s f (τ , x(τ ), x′(τ ))dτds
1+ t ≤ supt∈[0,∞) supx∈Ω
λ
 t
0
∞
s |f (τ , x(τ ), x′(τ ))|dτds
1+ t
≤ sup
t∈[0,∞)
 t
0
∞
0 ρM(τ )dτds
1+ t
≤
 ∞
0
ρM(τ )dτ
< ∞.
As a result, by (2.3) and the above inequality, we obtain that for any fixed λ ∈ [0, 1]
sup
t∈[0,∞)
sup
x∈Ω
Ψ (x, λ)(t)1+ t
 ≤ sup
t∈[0,∞)
sup
x∈Ω
|h(λ)| +
λ  t0 ∞s f (τ , x(τ ), x′(τ ))dτds
1+ t
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≤ C0 + sup
t∈[0,∞)
sup
x∈Ω
λ  t0 ∞s f (τ , x(τ ), x′(τ ))dτds
1+ t
< ∞, (2.20)
Arguing as above, it is easy to obtain that
sup
t∈[0,∞)
sup
x∈Ω
|Ψ ′(x, λ)(t)| = sup
t∈[0,∞)
sup
x∈Ω
λ  ∞
t
f (τ , x(τ ), x′(τ ))dτ

≤
 ∞
0
ρM(τ )dτ
< ∞. (2.21)
According to (2.20) and (2.21), it is immediate to obtain that
∥Ψ (x, λ)∥1∞ <∞, for any x ∈ Ω.
That is, Ψ (Ω, λ) is uniformly bounded for any fixed λ ∈ [0, 1].
Next we show that {y | y(t) = Ψ (x,λ)(t)1+t , x ∈ Ω} and {z | z(t) = Ψ ′(x, λ)(t), x ∈ Ω} are locally equicontinuous on[0,∞).
We still denote L = ∞0 ρM(τ )dτ < ∞. For any σ1 > 0 according to the absolute continuity of integral, there exists
δ1 > 0 such that t1, t2 ∈ [0,∞), t1 < t2, |t1 − t2| < δ1 implies that t2
t1
ρM(τ )dτ < σ1,
which deduces thatλ  ∞
t1
f (τ , x(τ ), x′(τ ))dτ − λ
 ∞
t2
f (τ , x(τ ), x′(τ ))dτ
 ≤  t2
t1
|f (τ , x(τ ), x′(τ ))|dτ
≤
 t2
t1
ρM(τ )dτ
< σ1. (2.22)
Then for any T > 0 and t1, t2 ∈ [0, T ],
1
1+ t1
λ  t2
t1
 ∞
s
f (τ , x(τ ), x′(τ ))dτds
 ≤ L|t1 − t2|. (2.23)
and λ  t20 ∞s f (τ , x(τ ), x′(τ ))dτds · |t1 − t2|
(1+ t1)(1+ t2) ≤
t2|t1 − t2|
(1+ t1)(1+ t2)
 ∞
0
|f (τ , x(τ ), x′(τ ))|dτ
≤ L|t1 − t2|. (2.24)
Choose δ = min{δ1, ε3L , ε3C0 }. Then for any t1, t2 ∈ [0, T ], t1 < t2, |t1 − t2| < δ, by (2.3) and (2.5), (2.22)–(2.24), we obtain
that for any fixed λ ∈ [0, 1]Ψ (x, λ)(t1)1+ t1 − Ψ (x, λ)(t2)1+ t2
 =
h(λ)

1
1+ t1 −
1
1+ t2

+ λ
 t1
0
∞
s f (τ , x(τ ), x
′(τ ))dτds
1+ t1
− λ
 t2
0
∞
s f (τ , x(τ ), x
′(τ ))dτds
1+ t2

≤ |C0(t1 − t2)| + 11+ t1
λ  t2
t1
 ∞
s
f (τ , x(τ ), x′(τ ))dτds

+
λ  t20 ∞s f (τ , x(τ ), x′(τ ))dτds · |t1 − t2|
(1+ t1)(1+ t2)
<
ε
3
+ ε
3
+ ε
3
= ε, (2.25)
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and
|Ψ ′(x, λ)(t1)− Ψ ′(x, λ)(t2)| =
λ  ∞
t1
f (τ , x(τ ), x′(τ ))dτ − λ
 ∞
t2
f (τ , x(τ ), x′(τ ))dτ

< ε. (2.26)
Since T is arbitrary, the functions belonging to {y | y(t) = Ψ (x,λ)(t)1+t , x ∈ Ω} and {z | z(t) = Ψ ′(x, λ)(t), x ∈ Ω} are
locally equicontinuous on [0,∞).
Finally we show that {y | y(t) = Ψ (x,λ)(t)1+t , x ∈ Ω} and {z | z(t) = Ψ ′(x, λ)(t), x ∈ Ω} are equiconvergent at∞. Like the
proof of (2.7) and (2.8), we acquire that
lim
s→∞
Ψ (x, λ)(s)1+ s
 = 0, lims→∞ |Ψ ′(x, λ)(s)| = 0, for x ∈ Ω, λ ∈ [0, 1].
Therefore,
lim
t→∞ supx∈Ω
Ψ (x, λ)1+ t
 ≤ limt→∞ supx∈Ω C01+ t + limt→∞ supx∈Ω
λ  t0 ∞s f (τ , x(τ ), x′(τ ))dτds
1+ t
≤ lim
t→∞ supx∈Ω
 t
0
∞
s |f (τ , x(τ ), x′(τ ))|dτds
1+ t
≤ lim
t→∞
 t
0
∞
s ρM(τ )dτds
1+ t
= lim
t→∞
 ∞
t
ρM(τ )dτ
= 0,
and
lim
t→∞ supx∈Ω
|Ψ ′(x, λ)(t)| ≤ lim
t→∞ supx∈Ω
 ∞
t
|f (τ , x(τ ), x′(τ ))|dτ
≤ lim
t→∞
 ∞
t
ρM(τ )dτ
= 0.
Thus, for any given ε > 0, there corresponds T (ε) > 0 such that for any t ≥ T (ε), x ∈ Ω , one hasΨ (x, λ)(t)1+ t − lims→∞ Ψ (x, λ)(s)1+ s
 < ε and |Ψ ′(x, λ)(t)− lims→∞Ψ ′(x, λ)(s)| < ε.
This means that {y | y(t) = Ψ (x,λ)(t)1+t , x ∈ Ω} and {z | z(t) = Ψ ′(x, λ)(t), x ∈ Ω} are equiconvergent at∞.
From the above proof we know that all conditions of Lemma 2.2 are satisfied. Hence, Ψ (·, λ) : C1∞[0,∞)→ C1∞[0,∞)
is a compact operator. 
Lemma 2.5. For any bounded set Ω ⊂ C1∞[0,∞), the operator Ψ : Ω¯ × [0, 1] → C1∞[0,∞) is completely continuous.
Proof. For any bounded setΩ ⊂ C1∞[0,∞), from the proof of (2.18) and (2.19), it is easy to see that for any x ∈ Ω,Ψ (x, ·) :
[0, 1] → C1∞[0,∞) is continuous. Moreover the continuity of Ψ at λ is uniform with respect to x ∈ Ω because that f
satisfies (a)–(c). Then by Lemmas 2.3 and 2.4, it is easy to know that all conditions of Lemma 2.1 are satisfied. Therefore,
Ψ : Ω¯ × [0, 1] → C1∞[0,∞) is completely continuous. 
3. Continuation theorem and existence results
The Brouwer and Leray–Schauder degree shall be denoted by degB and degLS respectively.
Theorem 3.1. Let Ω ⊂ C1∞[0,∞) be a bounded open set and set Ω0 = Ω ∩ R. Assume that the following three conditions are
satisfied:
(i) for each λ ∈ (0, 1), problem (2.1) has no solution x ∈ ∂Ω;
(ii) the equation F(ρ) = 0 has no solution with ρ ∈ ∂Ω ∩ R;
(iii) the Brouwer degree degB(F ,Ω0, 0) ≠ 0.
Then BVP (1.1) has at least one solution inΩ .
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Proof. Suppose that x is a solution to BVP (2.1) for some λ ∈ (0, 1]. By integrating the equation in (2.1) and using x′(∞) = 0,
one obtains that
x′(t) = λ
 ∞
t
f (τ , x(τ ), x′(τ ))dτ . (3.1)
Notice that
m−2
i=1 ai = 1. Evaluating x′(t) from (3.1) and substituting it into B(x, λ) = 0, one has
θ

λ
 ∞
0
f (τ , x(τ ), x′(τ ))dτ

−
m−2
i=1
aiθ

λ
 ∞
ξi
f (τ , x(τ ), x′(τ ))dτ

+ (1− λ)
m−2
i=1
ai
 ξi
0
f (τ , x(τ ), x′(τ ))dτ = 0. (3.2)
Then it is easy to see from (2.3), (3.1) and (3.2) that x satisfies
x(t) = Ψ (x, λ)(t), t ∈ [0,∞). (3.3)
Conversely, suppose that for some λ ∈ (0, 1], x ∈ C1[0,∞) satisfies (3.3). We first see from (2.3) and (3.3), by evaluating
t = 0, that (3.2) is satisfied. Next by differentiating (3.3), we obtain that (3.1) is satisfied. Let t →∞ in (3.1), then x′(∞) = 0
is gained. Finally by (3.3) evaluated at t = 0, one obtains that x satisfies B(x, λ) = 0.
Also, (3.1) implies that x′(t) is absolutely continuous on [0,∞). By differentiation, one obtains
x′′(t) = −λf (τ , x(τ ), x′(τ )), t ∈ [0,∞).
Accordingly, for λ ∈ (0, 1], we have proved that x ∈ C2[0,∞) is a solution of BVP (2.1) if and only if x(t) ∈ C[0,∞) is a
solution of (3.3).
Now if there is a function x ∈ ∂Ω satisfying BVP (1.1), then we complete Theorem 3.1. Accordingly, assume that BVP
(1.1) has no solution on ∂Ω . Now from our assumption (i) it follows that
x ≠ Ψ (x, λ), for all x ∈ ∂Ω and λ ∈ (0, 1].
Next we assert that x ≠ Ψ (x, 0) for all x ∈ ∂Ω . Otherwise, let x ∈ ∂Ω be satisfy that x = Ψ (x, 0). Then it follows from (2.3)
that
x(t) = Ψ (x, 0)(t) = x(0)+
m−1
i=1
ai
 ξi
0
f (τ , x(τ ), x′(τ ))dτ .
The above equality deduces x′(t) = 0 and x(t) = ρ, where ρ ∈ ∂Ω ∩R is a constant. We have known that x(t) = ρ, ρ ∈ R
is a solution of the following BVP:
−x′′(t) = 0, t ∈ (0,∞),
θ(x′(0)) =
m−2
i=1
aiθ(x′(ξi)), x′(∞) = 0,
that is, x(t) = ρ satisfies (3.3) for λ = 0. Thus
ρ = x(0)+
m−2
i=1
ai
 ξi
0
f (τ , ρ, 0)dτ = ρ + F(ρ), (3.4)
which deduces F(ρ) = 0 that contradicts assumption (ii). Consequently we obtain
x ≠ Ψ (x, λ), for all x ∈ ∂Ω and λ ∈ [0, 1].
By Lemma 2.5, Ψ : Ω¯ × [0, 1] → C1∞[0,∞) is completely continuous. Finally we use the homotopy invariance property
of Leray–Schauder degree to get that
deg
LS
(I − Ψ (·, 1),Ω, 0) = deg
LS
(I − Ψ (·, 0),Ω, 0)
= deg
B
(I − Ψ (·, 0)|R,Ω0, 0)
= deg
B
(F ,Ω0, 0)
≠ 0.
Therefore, the mapping Ψ1 ≡ Ψ (·, 1) : C1∞[0,∞) → C1∞[0,∞) has at least one fixed point in Ω . Hence, BVP (1.1) has at
least one solution inΩ . This completes the proof of Theorem 3.1. 
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Theorem 3.2. Suppose that f : [0,∞)× R× R→ R satisfies (a)–(c). Moreover, the following conditions are satisfied.
(A1) there exist nonnegative functions d1(t), d2(t), r(t) with (1+ t)d1(t), d2(t), r(t) ∈ L1[0,∞) such that
|f (t, u, v)| ≤ d1(t)|u| + d2(t)|v| + r(t),
for a.e. t ∈ [0,∞) and all u, v ∈ R;
(A2) there exist constants Γ > 0, A ≥ 0, B ≥ 0 and u0 > 0 such that
|f (t, u, v)| ≥ Γ |u| − A|v| − B,
for all t ∈ [0,∞), u, v ∈ R with |u| > u0;
(A3) there exists a constant R > max{u0, BΓ } such that f (t, ρ, 0)f (t,−ρ, 0) < 0 for all ρ > R, t ∈ [0,∞);
(A4) Suppose that ∥d2∥L1[0,∞) < 1 and the functionΦ : [0,∞)→ [0,∞) defined by
Φ(z) =
∞
0 (1+ t)d1(t)dt · z
1− ∥d2∥L1[0,∞)
+ ∥r∥L1[0,∞)
1− ∥d2∥L1[0,∞)
+ B+ Az
Γ
satisfies
lim sup
z→∞
Φ(z)
z
< 1.
(A5) θ : R→ R is a strictly increasing and continuous function.
Then BVP (1.1) has at least one solution x ∈ C1∞[0,∞).
Proof. We consider the family of BVP (2.1), i.e. the following BVP
x′′(t)+ λf (t, x(t), x′(t)) = 0, t ∈ (0,∞), λ ∈ [0, 1],
B(x, λ) = 0, x′(∞) = 0. (3.5)
We shall show that the family of BVP (3.5) satisfies all conditions of Theorem 3.1 to conclude that BVP (1.1) has at least one
solution in C1∞[0,∞).
Let x ∈ C1∞[0,∞) be a solution to BVP (3.5) for some λ ∈ (0, 1]. Then by integrating the equation in (3.5) from t to∞,
t ∈ [0,∞), using x′(∞) = 0 and assumption (A1), we obtain that for any t ∈ [0,∞)
|x′(t)| ≤
 ∞
0
(d1(t)|x(t)| + d2(t)|x′(t)| + r(t))dt
≤
 ∞
0
((1+ t)d1(t)∥x∥1∞ + d2(t)|x′(t)|)dt + ∥r∥L1[0,∞)
≤
 ∞
0
(1+ t)d1(t)dt · ∥x∥1∞ + ∥d2∥L1[0,∞) maxt∈[0,∞) |x
′(t)| + ∥r∥L1[0,∞).
That is
max
t∈[0,∞)
|x′(t)| ≤
 ∞
0
(1+ t)d1(t)dt · ∥x∥1∞ + ∥d2∥L1[0,∞) maxt∈[0,∞) |x
′(t)| + ∥r∥L1[0,∞).
Thus
max
t∈[0,∞)
|x′(t)| ≤
∞
0 (1+ t)d1(t)dt · ∥x∥1∞ + ∥r∥L1[0,∞)
1− ∥d2∥L1[0,∞)
. (3.6)
By (A1), for x ∈ C1∞[0,∞) and any t ∈ [0,∞) ∞
t
|f (τ , x(τ ), x′(τ ))| dτ ≤
 ∞
0
(1+ τ)d1(τ )dτ + ∥d2∥L1[0,∞)

∥x∥1∞ + ∥r∥L1[0,∞) <∞.
By integrating the Eq. (3.5) from t to∞ and using x′(∞) = 0, we obtain that
x′(t) = λ
 ∞
t
f (τ , x(τ ), x′(τ ))dτ .
Then B(x, λ) = 0 becomes
θ

λ
 ∞
0
f (τ , x(τ ), x′(τ ))dτ

−
m−2
i=1
aiθ

λ
 ∞
ξi
f (τ , x(τ ), x′(τ ))dτ

+ (1− λ)
m−2
i=1
ai
 ξi
0
f (τ , x(τ ), x′(τ ))dτ = 0. (3.7)
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We claim that there exists a τ0 ∈ [0,∞) such that f (τ0, x(τ0), x′(τ0)) = 0. In fact, if it is not true, without loss of
generality, we assume that f (τ , x(τ ), x′(τ )) > 0 for all τ ∈ [0,∞). Let
Iλ =
m−2
i=1
aiθ

λ
 ∞
ξi
f (τ , x(τ ), x′(τ ))dτ

.
Since f (τ , x(τ ), x′(τ )) > 0 for all τ ∈ [0,∞), the following two equalities hold: ∞
ξm−2
f (τ , x(τ ), x′(τ ))dτ = min
 ∞
ξi
f (τ , x(τ ), x′(τ ))dτ : i = 1, 2, . . . ,m− 2

and  ∞
ξ1
f (τ , x(τ ), x′(τ ))dτ = max
 ∞
ξi
f (τ , x(τ ), x′(τ ))dτ : i = 1, 2, . . . ,m− 2

.
Then
θ

λ
 ∞
ξm−2
f (τ , x(τ ), x′(τ ))dτ

≤ Iλ ≤ θ

λ
 ∞
ξ1
f (τ , x(τ ), x′(τ ))dτ

.
Considering the continuous nonincreasing function S(t) = θ(λ ∞t f (τ , x(τ ), x′(τ ))dτ), we obtain that S(ξm−2) ≤ Iλ ≤
S(ξ1). Therefore, there exists tλ ∈ [ξ1, ξm−2] such that Iλ = S(tλ), i.e.
m−2
i=1
aiθ

λ
 ∞
ξi
f (τ , x(τ ), x′(τ ))dτ

= θ

λ
 ∞
tλ
f (τ , x(τ ), x′(τ ))dτ

.
Similarly there exists η0 ∈ [ξ1, ξm−2] such that
m−2
i=1
ai
 ξi
0
f (τ , x(τ ), x′(τ ))dτ =
 η0
0
f (τ , x(τ ), x′(τ ))dτ .
By the above two equalities, for λ ∈ (0, 1], (3.7) can be rewritten as
θ

λ
 ∞
0
f (τ , x(τ ), x′(τ ))dτ

− θ

λ
 ∞
tλ
f (τ , x(τ ), x′(τ ))dτ

+ (1− λ)
 η0
0
f (τ , x(τ ), x′(τ ))dτ = 0. (3.8)
Since (1− λ)  η00 f (τ , x(τ ), x′(τ ))dτ ≥ 0, by (3.8), one has
θ

λ
 ∞
0
f (τ , x(τ ), x′(τ ))dτ

≤ θ

λ
 ∞
tλ
f (τ , x(τ ), x′(τ ))dτ

.
Let θ−1 denote the inverse mapping of θ . Because θ−1 is increasing and f (τ , x(τ ), x′(τ )) > 0 for any τ ∈ [0,∞), we derive
that  ∞
0
f (τ , x(τ ), x′(τ ))dτ ≤
 ∞
tλ
f (τ , x(τ ), x′(τ ))dτ <
 ∞
0
f (τ , x(τ ), x′(τ ))dτ ,
which is a contradiction. Consequently, there must exist τ0 ∈ [0,∞) such that f (τ0, x(τ0), x′(τ0)) = 0.
Taking τ1 = min{τ ∈ [0,∞) | f (τ , x(τ ), x′(τ )) = 0}. Obviously τ1 ≤ τ0.
We claim that τ1 ≤ ξm−2. Otherwise, τ1 > ξm−2 holds. Without loss of generality, we suppose that f (τ , x(τ ), x′(τ )) > 0
for all τ ∈ [0, τ1). For η0 ∈ [ξ1, ξm−2], we have η0
0
f (τ , x(τ ), x′(τ ))dτ > 0. (3.9)
Note that θ is strictly increasing from R to R and tλ ∈ [ξ1, ξm−2], so for λ ∈ (0, 1]
θ

λ
 ∞
0
f (τ , x(τ ), x′(τ ))dτ

> θ

λ
 ∞
tλ
f (τ , x(τ ), x′(τ ))dτ

. (3.10)
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From (3.9) and (3.10) it follows that
θ

λ
 ∞
0
f (τ , x(τ ), x′(τ ))dτ

− θ

λ
 ∞
tλ
f (τ , x(τ ), x′(τ ))dτ

+ (1− λ)
 η0
0
f (τ , x(τ ), x′(τ ))dτ > 0,
which contradicts with (3.8). Therefore, τ1 ≤ ξm−2 < 1.
Now we suppose |x(τ1)| > u0. This together with our assumption (A2) gives
|x(τ1)| ≤ B+ A|x
′(τ1)|
Γ
. (3.11)
For t ∈ [0,∞), we have
x(t) = x(τ1)+
 t
τ1
x′(s)ds.
Therefore, it follows from (3.6) and (3.11) that for any t ≥ τ1
sup
t∈[0,∞)
 x(t)1+ t
 ≤ sup
t∈[0,∞)
|x(τ1)|
1+ t + supt∈[0,∞)
1
1+ t
 t
τ1
|x′(s)|ds
≤ |x(τ1)| + max
s∈[0,∞)
|x′(s)|,
and for any t < τ1
sup
t∈[0,∞)
 x(t)1+ t
 ≤ |x(τ1)| + sup
t∈[0,∞)
τ1 − t1+ t
 maxs∈[0,∞) |x′(s)|
≤ |x(τ1)| + τ1 max
s∈[0,∞)
|x′(s)|.
By virtue of the above two inequalities, (3.6), (3.11) and τ1 ≤ ξm−2 ≤ 1, we derive that
sup
t∈[0,∞)
 x(t)1+ t
 ≤ B+ A maxt∈[0,∞) |x
′(t)|
Γ
+max{1, τ1}
∞
0 (1+ t)d1(t)dt · ∥x∥1∞ + ∥r∥L1[0,∞)
1− ∥d2∥L1[0,∞)
≤
B+ A max
t∈[0,∞)
|x′(t)|
Γ
+
∞
0 (1+ t)d1(t)dt · ∥x∥1∞ + ∥r∥L1[0,∞)
1− ∥d2∥L1[0,∞)
. (3.12)
The definition of ∥ · ∥1∞ together with (3.6) and (3.12) follows that
∥x∥1∞ ≤
B+ A∥x∥1∞
Γ
+
∞
0 (1+ t)d1(t)dt · ∥x∥1∞ + ∥r∥L1[0,∞)
1− ∥d2∥L1[0,∞)
= Φ(∥x∥1∞). (3.13)
If |x(τ1)| ≤ u0, like the proof of the case |x(τ1)| > u0, it is easy to prove that
sup
t∈[0,∞)
 x(t)1+ t
 ≤ u0 + maxt∈[0,∞) |x′(t)|.
Then by (3.6),
∥x∥1∞ ≤ u0 +
∞
0 (1+ t)d1(t)dt · ∥x∥1∞ + ∥r∥L1[0,∞)
1− ∥d2∥L1[0,∞)
. (3.14)
It follows from (3.13) and (3.14) that
∥x∥1∞ ≤ u0 + Φ(∥x∥1∞). (3.15)
From our assumption lim supz→∞
Φ(z)
z < 1 and (3.15) it follows that there exists a constant C > 0 independent of
λ ∈ (0, 1] such that
∥x∥1∞ ≤ C .
1688 B. Liu et al. / Computers and Mathematics with Applications 64 (2012) 1677–1690
Up tonow,wehave shown that forλ ∈ (0, 1], if x ∈ C1∞[0,∞) is a solution of (3.5), equivalently the equation x = Ψ (x, λ),
then
∥x∥1∞ ≤ C,
where C is a constant independent of λ ∈ (0, 1].
Taking R0 > max{R, C}, where R is as in our assumption (A3), such that for λ ∈ (0, 1], the family of (3.5), or equivalently
the equation x = Ψ (x, λ), has no solution on the boundary of the bounded open setΩ = B(0, R0) ⊂ C1∞[0,∞). Accordingly,
we see that the family of (3.5) satisfies condition (i) of Theorem 3.1.
Assumption (A3) shows that |f (t, ρ, 0)| > 0 for all |ρ| > R and all t ∈ [0,∞). Hence, by (2.9),
F(ρ) =
m−2
i=1
ai
 ξi
0
f (t, ρ, 0)dt (3.16)
is either strictly positive or strictly negative for all ρ with |ρ| > R. Consequently, the equation F(ρ) = 0 has no solution for
ρ ∈ ∂Ω ∩ R. This means that condition (ii) of Theorem 3.1 is satisfied.
Finally assumption (A3) and (3.16) show that F(R0) and F(−R0) have opposite signs. It follows immediately that Brower
degree degB(F ,Ω0, 0) ≠ 0. That is, condition (iii) of Theorem 3.1 holds.
From the above proofwe know that all conditions of Theorem3.1 are satisfied. Consequently, it follows from Theorem3.1
that BVP (1.1) has at least one solution inΩ . 
Theorem 3.3. Suppose that f : [0,∞)× R× R→ R satisfies (a)–(c). (A3) –(A5) and the following conditions are satisfied.
(H1) there exist nonnegative functions d1(t), d2(t) with (1+ t)d1(t), d2(t) ∈ L1[0,∞) such that
|f (t, u1, v1)− f (t, u2, v2)| ≤ d1(t)|u1 − u2| + d2(t)|v1 − v2|,
for a.e. t ∈ [0,∞) and all u1, u2, v1, v2 ∈ R;
(H2) there exist constants Γ > 0, A ≥ 0 and u0 > 0 such that
|f (t, u1, v1)− f (t, u2, v2)| ≥ Γ |u1 − u2| − A|v1 − v2|,
for all t ∈ [0,∞), all u1, u2, v1, v2 ∈ R with |u1 − u2| > u0.
Then BVP (1.1) has at least one solution x ∈ C1∞[0,∞).
Proof. Taking r(t) = |f (t, 0, 0)| ∈ L1[0,∞). It follows from Theorem 3.2 that BVP (1.1) has at least one solution in
C1∞[0,∞). It is straightforward to prove the Theorem 3.3. 
4. Uniqueness results
Under the stronger conditions imposed on f , we establish the uniqueness of solutions to BVP (1.1).
Theorem 4.1. Suppose that f : [0,∞)× R× R→ R satisfies (a)–(c). Further, (A3) –(A5), (H1) and the following conditions
are satisfied.
(H∗2) there exist constants Γ > 0 and A ≥ 0 such that
|f (t, u1, v1)− f (t, u2, v2)| ≥ Γ |u1 − u2| − A|v1 − v2|,
for all t ∈ [0,∞) and all u1, u2, v1, v2 ∈ R.
(H3) For all ui, vi(i = 1, 2), f (t, u1, v1)− f (t, u2, v2) has zero points and there exists β > 0 such that
inf{t ∈ [0,∞) | f (t, u1, v1)− f (t, u2, v2) = 0} ≤ β
and
α1 =

A
Γ
+ β + 1
 ∞
0
(1+ s)d1(s)ds+ ∥d2∥L1[0,∞) < 1,
d1(t), d2(t) is given in (H1).
(H4) there exists l > 0 such that
|θ(u1)− θ(u2)| ≤ l|u1 − u2|.
Then BVP (1.1) has exactly one solution x ∈ C1∞[0,∞).
Proof. By virtue of (A3), (A4), (H1) and (H∗2) and Theorem3.2, we obtain that BVP (1.1) has at least one solution in C1∞[0,∞).
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Now suppose that BVP (1.1) has two solutions x1, x2 ∈ C1∞[0,∞). Then the proof of Theorem 3.1 shows that x1, x2
satisfies that
x1(t)− x2(t) = x1(0)− x2(0)+ θ
 ∞
0
f (τ , x1(τ ), x′1(τ ))dτ

− θ
 ∞
0
f (τ , x2(τ ), x′2(τ ))dτ

−
m−2
i=1
ai

θ
 ∞
ξi
f (τ , x1(τ ), x′1(τ ))dτ

− θ
 ∞
ξi
f (τ , x2(τ ), x′2(τ ))dτ

+
 t
0
 ∞
s
(f (τ , x1(τ ), x′1(τ ))− f (τ , x2(τ ), x′2(τ )))dτds (4.1)
and
x′1(t)− x′2(t) =
 ∞
t
(f (τ , x1(τ ), x′1(τ ))− f (τ , x2(τ ), x′2(τ )))dτ . (4.2)
It follows from (H3) that there exists ς ∈ [0, β) such that
f (ς, x1(ς), x′1(ς))− f (ς, x2(ς), x′2(ς)) = 0.
By (H∗2), we obtain that
|x1(t)− x2(t)| ≤ |x1(ς)− x2(ς)| +
 t
ς
(x′1(s)− x′2(s))ds

≤ |x1(ς)− x2(ς)| + |t − ς | sup
t∈[0,∞)
|x′1(t)− x′2(t)|
≤ A
Γ
sup
t∈[0,∞)
|x′1(t)− x′2(t)| + (t + ς) sup
t∈[0,∞)
|x′1(t)− x′2(t)|
≤

A
Γ
+ β + t

sup
t∈[0,∞)
|x′1(t)− x′2(t)|. (4.3)
From (4.2) and (4.3) it follows that
sup
t∈[0,∞)
|x′1(t)− x′2(t)| ≤
 ∞
0
(d1(s)|x1(s)− x2(s)| + d2(s)|x′1(s)− x′2(s)|)ds
≤
 ∞
0

A
Γ
+ β + s

d1(s)ds+
 ∞
0
d2(s)ds

sup
t∈[0,∞)
|x′1(t)− x′2(t)|
≤

A
Γ
+ β + 1
 ∞
0
(1+ s)d1(s)ds+ ∥d2∥L1[0,∞)

sup
t∈[0,∞)
|x′1(t)− x′2(t)|
= α1 sup
t∈[0,∞)
|x′1(t)− x′2(t)|. (4.4)
By (H3), α1 < 1, then it is easy to see that
x′1(t) ≡ x′2(t), for any t ∈ [0,∞). (4.5)
Notice that
m−2
i=1 ai = 1. Then by (4.1), (4.3), (4.5), (H1), (H4), we acquire that
sup
t∈[0,∞)
x1(t)− x2(t)1+ t
 ≤ sup
t∈[0,∞)
1
1+ t

|x1(0)− x2(0)| + l
 ∞
0
|f (τ , x1(τ ), x′1(τ ))− f (τ , x2(τ ), x′2(τ ))|dτ
+ l
 ∞
0
|f (τ , x1(τ ), x′1(τ ))− f (τ , x2(τ ), x′2(τ ))|dτ

+ sup
t∈[0,∞)
t
1+ t
 ∞
0
|f (τ , x1(τ ), x′1(τ ))− f (τ , x2(τ ), x′2(τ ))|dτ
≤ sup
t∈[0,∞)
 A
Γ
+ β + t
1+ t supt∈[0,∞) |x
′
1(t)− x′2(t)|
+ (2l+ 1)
 ∞
0
(d1(s)|x1(s)− x2(s)| + d2(s)|x′1(s)− x′2(s)|)ds
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≤

A
Γ
+ β + 1

+ (2l+ 1)

A
Γ
+ β + 1
 ∞
0
(1+ s)d1(s)ds+ ∥d2∥L1[0,∞)

× sup
t∈[0,∞)
|x′1(t)− x′2(t)|
≡ 0. (4.6)
It follows from (4.5) and (4.6) that x1(t) ≡ x2(t) holds for any t ∈ [0,∞). Therefore, BVP (1.1) has exactly one solution
in C1∞[0,∞). 
Remark 4.1. The solutions obtained by Theorems 3.2, 3.3 and 4.1 may be unbounded.
Acknowledgments
Theworkswas supported financially by theNationalNatural Science Foundation of China (11071141), the YouthResearch
Funds of CUMT (2009A042), the ‘‘Qihang’’ Project Grant of CUMT and the Fundamental Research Funds for the Central
Universities (N090604002, 2010LKSX09).
The authors are grateful to the referees for their valuable suggestions.
References
[1] R.P. Agarwal, D. O’Regan, Infinite Interval Problems for Differential Difference and Integral Equations, Kluwer Academic, 2001.
[2] C.Z. Bai, J.X. Fang, On positive solutions of boundary value problems for second-order functional differential equations on infinite intervals, J. Math.
Anal. Appl. 282 (2003) 711–731.
[3] L.E. Bobisud, Existence of positive solutions to some nonlinear singular boundary value problems on finite and infinite intervals, J. Math. Anal. Appl.
173 (1993) 69–83.
[4] J.V. Baxley, Existence and uniqueness of nonlinear boundary value problems on infinite intervals, J. Math. Anal. Appl. 147 (1990) 127–133.
[5] S.Z. Chen, Y. Zhang, Singular boundary value problem on a half-line, J. Math. Anal. Appl. 195 (1995) 449–468.
[6] B.M. Liu, L.S. Liu, Y.H. Wu, Multiple solutions of singular three-point boundary value problems on [0,∞), Nonlinear Anal. 70 (2009) 3348–3357.
[7] B.M. Liu, L.S. Liu, Y.H. Wu, Unbounded solutions for three-point boundary value problems with nonlinear boundary conditions on [0,+∞), Nonlinear
Anal. 73 (2010) 2923–2932.
[8] H.R. Lian, H.H. Pang, W.G. Ge, Solvability for second-order three-point boundary value problems at resonance on a half-line, J. Math. Anal. Appl. 337
(2008) 1171–1181.
[9] B.Q. Yan, D. O’Regan, R.P. Agarwal, Unbounded solutions for singular boundary value problems on the semi-infinite interval: upper and lower solutions
and multiplicity, J. Comput. Appl. Math. 197 (2006) 365–386.
[10] Kosmatov Nickolai, Multi-point boundary value problems on an unbounded domain at resonance, Nonlinear Anal. 68 (2008) 2158–2171.
[11] Z.J. Du, X.J. Lin, W.G. Ge, On a third-order multi-point boundary value problem at resonance, J. Math. Anal. Appl. 302 (2005) 217–229.
[12] W. Feng, J.R.L. Webb, Solvability of three point boundary value problem at resonance, Nonlinear Anal. 30 (1997) 3227–3238.
[13] M. García-Huidobro, C.P. Gupta, R. Manásevich, Anm-point boundary value problem of Neumann type for a p-Laplacian like operator, Nonlinear Anal.
56 (2004) 1071–1089.
[14] B. Liu, Solvability of multi-point boundary value problem at resonance (II), Appl. Math. Comput. 136 (2003) 353–377.
[15] R.Y. Ma, Existence results of am-point boundary value problem at resonance, J. Math. Anal. Appl. 294 (2004) 147–157.
[16] D.J. Guo, Nonlinear Functional Analysis, Jinan: Shandong science and technology press, 2003 (in Chinese).
