Abstract-The Distributed Tree Construction (DTC) algorithm is designed for optimally efficient multicast tree construction over structured peer-to-peer networks. It achieves this by creating a spanning tree over the peers in the multicast group, using only information available locally on each peer. Furthermore, we show that the tree depth has the same upper bound as a regular DHT lookup which in turn guarantees fast and responsive runtime behavior. Our DTC algorithm is DHT-agnostic and works with most existing DHTs. We evaluate the performance of DTC over several DHTs by comparing the performance to existing application-level multicast solutions, we show that DTC sends 30-250% fewer messages than common solutions.
I. INTRODUCTION
Structured peer-to-peer networks (a.k.a. distributed hash tables, DHT) are peer-to-peer overlays where the structuring mechanism (typically one or more hash functions) uniquely determine the location of a peer in the overlay and its neighbors, as well as the placement of content on peers. Application level multicast solutions (ALM) also build an overlay of the nodes participating in the multicast. This overlay can have any structure, but tree is a very common choice, especially for 1-to-n multicast. This scenario is our focus in this paper. Our contribution is a distributed tree construction (DTC) algorithm. The key feature of our algorithm is that it creates a spanning tree without any communication between the peers, using only local information available to every participating peer. Because it is a tree, we are guaranteed that only the minimum number of messages needs to be sent during multicast. These key features set our algorithm apart from previous work, such as the application-level multicast proposed by Ratnasamy et al. [1] or SplitStream [2] . Previous work typically either has a high number of duplicate messages, requires additional coordination traffic or needs a second overlay network. Additionally range and origin of the spanning tree can freely be set to any value and any peer.
Our DTC algorithm presented in Section II has none of the shortcomings of the previous algorithms. It can be used on top of most existing DHTs and it works using information available at each peer about the peer's neighbors. As we show in Section II, this standard information maintained by the DHT is sufficient for spanning a tree. Our DTC algorithm yields optimal performance in terms of messages sent. We also show that the overhead of duplicate messages in existing solutions is at least 30% but can in several cases be up to 250%. This paper is organized as follows. In Section II, we present how we construct the distributed spanning tree and prove its properties. In Section III we present how multicast can be implemented with DTC. Section IV evaluates our algorithm on different DHTs and compares its performance against existing algorithms. In Section V, we discuss the robustness of our algorithm and present mechanisms for improving its resilience against malicious peers. Section VI discusses related work. Finally, Section VII concludes the paper.
II. DISTRIBUTED TREE CONSTRUCTION
We build our DTC algorithm on top of a structured peerto-peer overlay. We first discuss the requirements on the structured overlay, and then present the DTC algorithm with optimality proofs. The idea behind DTC is to build a spanning tree to connect all the nodes in the multicast tree. When a message is sent from the root, every node in the tree receives it exactly once. The challenge lies in constructing the tree without any overhead and using only local information available in each node.
A. Structured Overlay
Our DTC algorithm works on any structured overlay which fulfills the property that every node knows all of its immediate neighbors in the overlay hash space. Networks like Chord [3] , CAN [4] and VoroNet [5] obviously fulfill this property. In case of Chord, the critical information is knowing the successor and for CAN, knowing all neighbors in all coordinate directions. In case of Pastry [6] the condition is fulfilled since the leaf sets of all nodes always contain the closest neighbors in the hash space. Although Tapestry [7] is very similar to Pastry, it does not have the equivalent of the leaf set and thus might not be suitable without modifications. Kademlia [8] also fulfills the required condition, since the buckets for the shorter distances contain the closest nodes in the hash space.
In the remainder of this paper, we consider only Chord and CAN as overlay networks. Although the principle of DTC in both networks is the same, differences in the overlay structures lead to performance differences (see Section IV).
B. DTC Algorithm
We span the tree from a point in the overlay according to the overlay routing. The area of the overlay which the spanning tree is supposed to cover is explicitly defined. The information about the root of the tree and the area are sufficient to construct the spanning tree in a purely distributed manner. We will now show how this can be done in Chord and CAN. Note that even though the algorithm constructs a spanning tree, no peer has a complete view of the tree. The tree is always constructed on-demand by having the root send a message which constructs the tree as it gets passed through the peers. Thus, when we say below that a peer adds some other peers to the tree as its children, it means in practice that the peer in question forwards a message to the other peers.
Example: Chord
In case of Chord, the area is an arc on the Chord ring and the root of the tree is the first node on the arc. The root of the tree selects all of its fingers that are in the area as its children. Each of them will recursively perform the same operation until all peers in the area (the arc) have been included in the tree. Any of the peers can determine which fingers it should include, since it knows the root and the length of the arc.
Example: CAN
In case of CAN, the area is a convex area of the ddimensional coordinate space, with the root somewhere in this area. The restriction to convex areas is imposed by the algorithm. Non-convex areas can be used by splitting the area into non-overlapping convex areas which cover the desired area. The root first adds its immediate neighbors (2d neighbors in a d-dimensional CAN), which then continue adding their neighbors, according to the rules defined below. As in the Chord-case above, the information about the root of the tree and the area it is supposed to cover are available to the peers. The area can be defined either with simply the radius of the area, or by specifying for each dimension separately how far the area reaches in that dimension; the only restriction on the area is that it must be convex.
We assume every node knows the following:
• Size of the zone of each neighbor (maintained by standard CAN routines) • Root of the tree and the area it is supposed to cover (available in the message which is used to create the tree) Figure 1 shows a spanning tree of a two dimensional CAN. The tree is rooted at the white zone marked O at coordinates (5, 5) . The other white zones are children of the root, and the levels of the tree are shown in darkening shades of gray.
The tree is constructed as follows. When a peer X receives the message, it computes for all of its neighbors the vector from the center of the root's zone to the center of the neighbor's zone. If that vector intersects the common border surface between X and the neighbor, then X adds that neighbor as its child. Consider the third zone from the left on the bottom row in Figure 1 , marked B. It has neighbor A on the top and neighbor C to the right. The vector from the root passes through both of these neighbors, but the one on the right (marked C) is the parent of node B.
It is important to note that every node is able to compute the vectors and determine whether it should add any of its neighbors as children using only information available locally through normal overlay communications. No coordination between nodes is needed, nor is any additional traffic generated.
In some cases, it is possible that the vector between the root and a zone Z does not pass through any direct CAN neighbor of Z. For example, in Figure 1 , the vector between the root and the zone marked K passes directly through the corner point of the two zones. Depending on how the ownership of edges is defined, it is possible that there is no neighbor through whose zone the vector passes on its way from root to K. (Note that regardless of how the ownership of edges is defined this problem persists.) In general, this issue arises when two zones share up to (d − 2) dimensions in a d-dimensional CAN (e.g., a point in 2-dimensional CAN and a point or a line in a 3-dimensional CAN). In this case, the forwarding algorithm does not reach all nodes. We have defined the following tie breaker.
The Tie Breaker: We use the following rule for determining how to construct the tree in the above case. The two problematic zones differ in at least 2 and up to d dimensions. We order the dimensions beforehand. The forwarding path should be such that the smallest dimensions with differences are used first. The length of the tie breaker path will be the same as the number of dimensions in which the two problem zones differ (i.e., between 2 and d). Note that none of the nodes on the path would normally forward the message, but all of them are able to compute locally that they are part of the tie breaker procedure and are able to perform their duties correctly. In the example of Figure 1 , the tie breaker would mean that M is the node responsible for adding K as its child, since x-coordinate is considered before y-coordinate.
C. Proof of Optimality
We prove the following properties of our DTC algorithm in [9] . For space reasons, we omit the proofs in this paper.
1) The DTC algorithm creates a spanning tree over the area 2) The depth of the tree is proportional to message complexity of the underlying DHT
III. MULTICAST WITH DTC
With DTC, we can create a spanning tree over any area of a suitable DHT and use the tree to send a message to all nodes in the area with no overhead. There are two natural ways of implementing multicast with DTC. One solution is to create a new DHT for every multicast group, as proposed in [1] . This solution isolates the multicast groups from each other and requires that any peer wanting to participate in multiple groups must join multiple DHTs and participate in the management.
Another solution is to have only one DHT and assign the multicast groups to different areas of the DHT. If several peers are members of several multicast groups, it is possible to assign the groups near each other, so that each peer only has to join the DHT once. (The assignment requires some additional coordination, and may need to be revised from time to time.) This can be a major advantage in case the actual content is split over several multicast groups, e.g., [2] , [10] , so that clients can choose the level of quality they desire. Increasing levels of quality would represent larger and larger areas in the DHT.
Both solutions work well in practice and the DTC algorithm works well on both kinds of networks.
IV. EVALUATION
We now evaluate the performance of our DTC algorithm and compare it against two other solutions. We tested DTC over two DHTs, Chord and CAN, to show how its performance in some cases depends on the underlying DHT. As comparison, we have selected the application-level multicast on CAN by Ratnasamy et al. [1] and a simple flooding scheme, where each node just forwards a message to all of its neighbors, except the one where it got the message from.
We used the PlanetSim P2P simulator [11] . Jones et al. [12] report some issues in CAN implementations, which we took into account. We verified our CAN implementation by comparing it to the results in [12] and thorough testing on our own. Our Chord implementation is directly based on the original work in [3] . Our implementation of the ALM algorithm of [1] did not face the race-condition mentioned in [12] , [13] , since PlanetSim is cycle-based, which prevents the race-condition.
We varied the size of the network and also the number of dimensions in the CAN. Simulations were repeated 30 times and the reported numbers are averages over the 30 runs. We measured the number of messages received by each node and the depth of the spanning tree. The first metric determines how (in)efficient the mechanism is and the second determines how quickly all the peers receive the message. Table I shows how many messages a given node received in a 2000 node CAN with 10 dimensions. (DTC-Chord was run on a standard Chord of 2000 nodes.) The table shows how many nodes on average received the message from the root. We cut the table at 14 messages per node and summed up all the nodes that received the message 14 times or more (applies only to simple flooding). The last row shows the total number of messages sent in the system. Since there are 2000 nodes, 2000 messages are sufficient in the optimal case. The two DTC-based solutions do not generate any duplicate messages. ALM performs relatively well, generating about 50% too many messages. We return to the evaluation of the overhead of ALM below. As Table I shows, simple flooding has a high overhead in terms of messages sent. The shown overhead is typical of the performance of simple flooding.
The performance of the DTC-based algorithms was as expected in all investigated parameter combinations. Both of them were able to perform their task always with the minimum number of messages, i.e., as many messages as nodes.
We also evaluated the depth of the spanning tree, since this directly affects the time it takes to complete the multicast. We compared different network sizes from 200 to 20000 nodes and different dimensions in CAN (ranging from 2 to 20). Figure 2 shows 5-and 10-dimensional CANs with 20000 nodes. In Figure 2 (b) we also plot DTC-Chord. The x-axis shows the number of hops and the y-axis shows how many nodes are at that depth in the spanning tree.
Simple flooding has the smallest depth because it always takes the shortest path to each node. Therefore all nodes are reached with the minimum number of hops. DTC-CAN and ALM have performance which is slightly lower than simple flooding and are very close to each other. In the case of the 5-dimensional network and 20000 nodes the optimum would be about 7 hops, while ALM needs 9 and DTC-CAN 8 hops in the average. The greater the number of dimensions used for the CAN network, the smaller is the difference between the approaches. Differences in the 10-dimensional CAN network (see figure 2(b) ) with 20000 nodes are almost non-existent; both ALM and DTC-CAN need about 7-8 hops on an average, while the optimal case would be about 6 hops.
DTC-Chord (shown only in Figure 2 The finger tables of Chord reduce the number of needed hops effectively. While the CAN network is able to be further optimized by using more dimensions, the number of hops for Chord is proportional to the density of the finger tables. We investigated the performance with dimensions ranging up to 20, but we did not observe any significant improvement in performance of DTC-CAN or ALM after 10 dimensions.
We now turn to evaluating the overhead of ALM, which was already shown in Table I . We compare ALM against DTC-CAN. Figures 3(a) and 3(b) show how the overhead evolves as function of network size. The x-axis shows the number of simulated nodes; we started from 200 nodes and simulated up to 20000 nodes. The y-axis shows the average number of generated messages. We show several variants of ALM, each with different number of dimensions. Note that DTC-CAN was always able to perform optimally. Figure 3 (a) shows the absolute overhead, i.e., how many unnecessary messages ALM sent and Figure 3(b) shows the relative overhead compared to DTC-CAN (DTC-CAN has overhead 1). As the network grows, the relative overhead of ALM tends to about 32%. However, Figure 3(a) shows the interesting behavior of ALM. For every number of dimensions, the curve has several sharp corners where the overhead changes considerably. The reason for this is as follows.
The message overhead is influenced by the number of dimensions and nodes. The more dimensions, the more nodes are needed to populate the d-dimensional ID space uniformly. As soon as d √ n ≥ 2, the overhead starts to converge to the observed 32%. Below this threshold, the number of duplicate messages steadily increases with more nodes. This explains the high peaks for the smaller networks in Figures 3(a) and as Figure 3(b) shows, the resulting overhead can be up to 250%.
In summary, the DTC-based approaches generate only the minimum amount of traffic, while keeping the depth of the spanning tree similar to ALM. ALM has a message overhead of at least 32%, in many cases up to 250%. Simple flooding has an extremely high overhead.
V. ROBUSTNESS OF DTC
Because the DTC algorithm (and similar approaches [1] , [2] ) builds a tree, it is vulnerable to peers crashing or behaving maliciously. If a peer does not forward the message, then the sub-tree rooted at it will not be included in the spanning tree.
Because all DHTs have mechanisms to detect crashed peers and recover, we do not consider such system failures to be a problem. The only case a message could be lost is if a peer crashes between receiving a message and forwarding it, which is extremely rare. In all other cases, we assume that the standard DHT maintenance takes precedence over the tree spanning messages and that in such cases, the overlay will first be healed and thus no message loss or duplication can occur.
In the following, we consider the case of a malicious peer not forwarding the message onwards. We evaluated the severity of this problem by spanning a tree over a randomly generated 20000-peer network. The CAN networks had 10 dimensions. We varied the fraction of malicious peers and selected the malicious peers uniformly at random. For each case, we measured the number of peers who were not part of the tree. Each parameter combination was repeated 30 times and the results we present are averaged over all the runs. Figure 4 shows the fraction of unreached peers as a function of malicious peers for DTC-CAN, DTC-Chord, and ALM. 10% of malicious peers are able to cut off on average 20% of the peers from the spanning tree. Because the DTC algorithm eliminates all duplicate messages, it is particularly vulnerable to malicious peers, but the ALM does not fare much better. Only when the fraction of malicious peers is between 10% and 50% does ALM have any marked improvement over DTCbased systems. Although not shown on Figure 4 , the simple flooding approach is extremely resistant against malicious peers. Peers become unreached only when the fraction of malicious peers is very high (typically over 70-80%).
We made an observation about the effects of the underlying DHT on the performance of DTC-algorithms. In a CAN with many dimensions, even if a malicious node is near the root in the spanning tree, it cannot do much damage. In contrast, if the longest finger of the root in Chord is malicious, it is able to cut half of the spanning tree. Thus, a Chord-based DTC is slightly more vulnerable than a CAN-based DTC.
We now propose a solution for remedying the problems caused by malicious peers. Our primary goal is detecting the presence of malicious peers, with as little overhead as possible.
In multicast there is no guaranteed feedback channel from the receivers to the root. One possibility is for the root to require acknowledgments from all nodes. In the interest of scalability, the acknowledgments should be propagated back along the tree. Furthermore, each peer should sign its response with a key that is tied to its zone of responsibility in the DHT and its IP address. These signatures increase the likelihood of discovering malicious peers, because the malicious peer would have to invent the zones of responsibility and IP addresses for all the peers in its subtree. These might overlap with legitimate zones from other parts of the tree, thus indicating the presence of a malicious peer. Furthermore, the root could also verify some of the leafs of the tree (using additional communications) that the responses were actually sent by them. Although this would reduce the effects of malicious peers, in the absence of a centralized identity management scheme, it cannot completely eliminate them. A further refinement to this technique is to require acknowledgments from only some of the messages, by flagging them. The flagged messages should also contain information about the non-flagged messages, to avoid the problem of malicious nodes only forwarding the flagged packets.
Note that the acknowledgment scheme does generate additional traffic. However, without such a mechanism we have no means of detecting malicious peers in the network.
VI. RELATED WORK
Flooding approaches for P2P networks in general have been extensively investigated [14] - [16] . While simple flooding approaches may apply to unstructured networks, DHT networks can take advantage of the structured neighbor lists and reduce the number of duplicate messages. This was already done in the Pastry overlay network [17] .
Ratnasamy et al. [1] defined an application-level multicast on top of CAN. As our evaluation shows, this approach can have a significant overhead and even in the best case, will have an overhead of about 32%. As we have shown, the overhead is a function of the network size and CAN dimensions and in smaller areas, the overhead can grow considerably higher. An improved version of ALM in [13] reduces duplicate messages, but duplicates may still occur, especially in the case of uneven zone sizes within the CAN overlay.
Several works on peer-to-peer-based application-level multicast, e.g., [2] , [10] , [18] , propose splitting large multicast streams into several sub-streams and clients can then choose what they want to receive. Usually the sub-streams relate to the quality of the video. These techniques are complementary to our DTC. We can split the content into different multicast groups and construct the trees with DTC. In this case, it is highly beneficial to have multiple multicast groups in a single DHT, as discussed in Section III.
VII. CONCLUSION
In this paper we have presented a distributed tree construction algorithm, which is able to create a spanning tree over a part of a DHT, with no inter-node communication and using only information available locally on each node. Our evaluation shows that DTC performs as expected and the comparison to similar approaches from literature shows that the message overhead of existing solutions is considerably higher than the optimal number of messages sent by DTC. The depth of the spanning trees are similar in all studied cases.
