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Abstract
The cross-section calculation for exclusive J/Ψ vector-meson production in
ultra-peripheral heavy ion collisions is approached in two ways. First, the setup
for a theoretical calculation is done in the context of the Colour Glass Condensate
effective field theory. Rapidity-averaged n-point correlators are used to describe
the strong interaction part of this process. The JIMWLK equation can be used
to predict the energy evolution of a correlator. In order to facilitate practical cal-
culations, an approximation scheme must be employed. The Gaussian Truncation
is one such method, which approximates correlators in terms of new 2-point func-
tions. This work takes the first step beyond this truncation scheme by considering
higher-order n-point functions in the approximation. An expression for the cross-
section is written, which takes parametrised 2- and 4-point correlators as input.
This expression can be used as the basis for a full cross-section calculation. The sec-
ond part of the thesis is a feasibility study using Monte Carlo simulations done by
the STARlight event generator. A prediction is made for how many exclusive J/Ψ
vector-mesons are expected to be detected by ATLAS in a data set corresponding
to 160 µb−1 total integrated luminosity. It is found that the muon reconstruction
efficiencies for low pT muons is too poor in ATLAS to do this analysis effectively.
On the order of 150 candidate events are expected from all the Pb-Pb collision data
collected in 2011. The feasibility study acts as a preliminary investigation for a full
cross-section measurement using ATLAS collision data. Once this is completed, it
can be compared with the theoretical prediction for the cross-section.
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Introduction
The goal of particle physics is to describe all known matter at the most fundamental level. That
is, at length and energy scales at which the constituents of matter cannot be fragmented into more
elementary components. The overarching theory that encapsulates the present state of the field is the
Standard Model of particle physics - a theory that attempts to describe all known fundamental particles
and their interactions with each other. It is a culmination of experimental discoveries and theoretical
advancements; a historical quilt of both realms of physics working hand-in-hand in the pursuit of a
complete description of nature.
The scales at which the elementary particles are probed are well beyond those of everyday human
experience and require cutting-edge technology and engineering to be explored. The current experi-
mental approach to accessing the required energies is through particle colliders, in which atomic nuclei
are accelerated to relativistic speeds and then crashed into each other. The most powerful collider ever
built is the Large Hadron Collider (LHC) at CERN in Geneva, Switzerland. It is capable of colliding
protons and heavy ions with an unprecedented design centre-of-mass energy of 14 TeV.
Since the collided nuclei are so small and travel close to the speed of light, a theoretical description
of the underlying physics requires the use of both quantum mechanics and special relativity. Enter,
quantum field theory (QFT): a mathematical construct that attempts to explain particle interactions
by treating the particles as excitations of quantum fields that permeate all of space-time. As can be
expected, QFT requires advanced mathematical and physics concepts to describe a system that is both
quantum and relativistic. The calculational and numerical techniques required to accomplish this feat
are still being developed and improved by ongoing research.
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In order for these theoretical calculations to be verified by experimental results, they must work
towards predicting something that is physically observable. One such measurable is the cross-section
of a particle process. The cross-section is an effective cross-sectional area that quantifies the likelihood
of the interaction occurring. The goal of this body of work is to determine all the components required
to do a cross-section calculation and measurement for a particular process, which will be described
below.
The Colour Glass Condensate (CGC) [3–12] is an effective field theory that attempts to explain
effects seen in nuclear collisions by describing the initial conditions. The starting point is to depict
the highly Lorentz-boosted nuclei before the collision as dense media of partons that are dominated
by gluons. How the two nuclei interact depends on how much they overlap. The situation of interest
here is an ultra-peripheral heavy ion collision, in which there is no nuclear interaction between the two
nuclei because the collision impact parameter is more than twice the sum of their radii.
Due to the strong electromagnetic fields generated by the heavy ions, the ultra-peripheral interaction
is dominated by photonuclear processes∗. The photon flux is proportional to the square of the nuclear
charge, so photonuclear processes are particularly important in heavy ion collisions versus proton-
proton collisions. In the case that the only particles in the final state are remnants of the photon
and the second nucleus (considered the target), the interaction is called exclusive. If there are more
particles in the final state then it is termed inclusive. Interactions are further classified as coherent or
incoherent, depending on whether the photon interacts with the whole target or just one nucleon in a
target that has broken up, respectively.
In the case that the photon interacts with a single nucleon in the second nucleus (considered the
target), the interaction is called coherent. The target nucleus remains intact in such an interaction.
Alternatively, the photon may interact with the target nucleus as a whole, in which case the interaction
is called incoherent.
In either case, the interaction is energetic enough to facilitate particle production. An array of final-
state particles may be considered but in this thesis, the focus will be on the J/Ψ vector-meson. This
particle is a bound state, consisting of a charm quark and an anti-charm quark. It has zero charge, spin
∗It is also possible for the two nuclei to interact purely electromagnetically. In such a case, both nuclei emit a photon
which then interact with each other. Processes of this kind are called photon-photon interactions.
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1 (hence, vector-meson) and a mass of 3.096 GeV/c2. The J/Ψ is an unstable particle with a lifetime
of approximately 7 × 10−21 seconds [13]. Its decay products are dictated by its intrinsic properties,
with the products of the two principal decays being an electron-positron pair and a muon-antimuon
pair. The various decay channels are not given equal weighting. In fact, the J/Ψ only decays in the
muon channel 5.93% of the time; this fraction is called the branching ratio.
J/Ψ vector-mesons are an ideal candidate to study as a link between theoretical calculations in
the CGC context and experimental analyses using nuclear collision data. This work illustrates the
first steps in a cross-section calculation for exclusive J/Ψ production in heavy ion collisions from both
viewpoints, theory and experiment. As such, the thesis is divided into two parts. Part I begins
with a chapter dedicated to the CGC. It also introduces the main mathematical tool at the heart of
the theory, the JIMWLK (Jalilian-Marian−Iancu−McLerran−Weigert−Leonidov−Kovner) evolution
equation [14–21,27,28,60–64]. For reasons that will be motivated in Chapter 2, an approximation to the
equation must be considered - the Gaussian Truncation (GT). The GT has already been established in
the literature [2] and is discussed in Chapter 3. It is used in this thesis, as the starting point for further
investigations, which follow in Chapter 4. Finally, Part I is concluded with a chapter describing the
explicit cross-section expression required to be calculated within the CGC framework.
This is followed by Part II, the experimental feasibility study that attempts to describe how one
would go about measuring the cross-section for exclusive J/Ψ production in the ATLAS detector [31]
at the LHC [32]. It begins with a description of the LHC and ATLAS in Chapter 7. Then in Chapter 8,
a Monte Carlo event generator is used to simulate a heavy ion collision. The simulation provides a
sample of exclusively-produced J/Ψ’s that can be used to determine the ATLAS detector’s response
to events of interest. Before one can get to that, however, and even before the theory done in Part I,
a brief preliminary chapter will be provided to describe the introductory material needed in the bulk
of the thesis.
3
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Chapter 1
Preliminaries
This opening chapter provides the preliminary concepts required to tackle both a theoretical calculation
and an experimental measurement of a cross-section. The chapter begins with a section on the Standard
Model, with priority given to quantum chromodynamics (QCD) - the QFT describing the strong force.
Then Section 1.2 introduces the cross-section from the viewpoints of the experimentalist and the
theorist. Finally, Section 1.3 concludes the chapter with a general description of collider experiments.
Priority is given to the detector relevant in this thesis, the ATLAS detector at the LHC. Natural units
have been assumed throughout (c = ~ = 1), which means that time has units of length and momentum
and mass have units of energy.
1.1 The Standard Model
The Standard Model is a theory that describes all known elementary particles and their interactions
with each other. These elementary particles are point-like objects that live in four-dimensional space-
time but occupy no volume. It is assumed that all ordinary matter in the universe is made of these
particles, which interact in the same way wherever they are. They are characterised by their intrinsic
properties such as mass, spin and electric charge. On the first level, the particles are categorised
5
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according to spin: fermions have half-integer spin and bosons have integer spin. Each category and
the particles belonging to it, is shown in Figures 1.1 and 1.2∗.
Figure 1.1: The spin-12 particles of the Standard Model and their mass and electric charge.
Figure 1.2: The integer-spin particles of the Standard Model and their mass, spin and electric charge.
Also shown are the forces that they mediate.
∗The experimental measurement of the mass of the Higgs boson is given in [33] and [34]. It is quoted as
125.3 ± 0.4 (stat) ± 0.5 (sys) GeV and 126.0 ± 0.4 (stat) ± 0.4 (sys) GeV, respectively.
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The fermions are further separated into leptons (with integer charge) and quarks (with fractional
charge). Quarks are unique to leptons in that, in addition to electric charge, they possess another
characteristic called colour charge. All the fermions also have antiparticle equivalents, not shown
in Figure 1.1. Particle-antiparticle partners have the same mass but the opposite sign for all other
properties.
The fermions interact via three of the four fundamental forces of nature: the electromagnetic, weak
and strong forces. The fourth force, gravity, is not included in the Standard Model since it is very weak
at the small distances at which the theory is probed. While it is generally agreed that there must be
some quantum mechanical theory of gravity, there is not yet (despite many years of effort), a theory
called “Quantum Gravity”. Each type of force in the Standard Model is mediated by a particular
boson, as denoted in the last column of Figure 1.2.
The last boson in Figure 1.2, the Higgs boson, is a distinctive particle that has caused a lot
of excitement around the world in the past few years. It is a prediction of the Standard Model
that accounts for the mass of all fundamental particles, as explained by the Higgs mechanism (first
proposed in 1964 in two independent papers [35], [36]). Since the theory makes no prediction for the
boson’s mass, the experimental search has been extremely challenging. In 2012, two experiments at the
LHC, ATLAS and CMS, announced that they had observed a “Higgs-like” particle in proton-proton
collisions [33], [34]. Further investigation was required to check the fundamental properties of this new
particle and in 2013, its spin and parity were discovered to be consistent with that of the Standard
Model Higgs boson [37].
The theory of the electromagnetic force is described by a QFT called quantum electrodynamics
(QED). It is mediated by the photon and applies to all fermions with electric charge. The electro-
magnetic force is fairly well understood and has also been unified with the weak force. The combined
description is called electroweak theory (EWK). Finally, strong interactions are accounted for by a
QFT called quantum chromodynamics (QCD). There are several intricacies that make QCD a rich and
complicated theory. These details will be discussed in Section 1.1.2 and the consequences of their com-
plexities will make an appearance throughout Part I of this thesis. The interested reader is directed
to [38–40] for pedagogic discussions on QFT. Here, a foray into the mathematics of QCD.
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1.1.1 Group-theoretical prerequisites for QCD
The mathematical description of the Standard Model begins with a Lagrangian density, L(ϕi, ∂µϕi),
that gives the action when integrated over all space-time: S =
∫
d4xL(ϕi, ∂µϕi). It depends on fields,
ϕi(x), and their four-gradients, ∂µϕi(x) = ∂ϕi(x)∂µx , where i = 1, 2, ..., n for n fields. These in turn depend
on a four-vector, xµ = (t, x, y, z), denoting space-time. There are three types of fields in the Standard
Model: scalars (like the Higgs field), vectors (like the gluon field) and spinors (like the fermion fields).
Analogously to classical mechanics, the equations of motion describing the kinematics of the particles
are obtained by applying the variational principle to the action S.
It is important to understand the underlying symmetries of the theory, since these lead to crucial
conserved quantities fundamental to the system. A symmetry arises when a transformation applied to L
renders it invariant. Such transformations may either be local (x-dependent) or global (x-independent).
If L is invariant under a continuous group of local transformations, then the theory is called a gauge
theory∗. The invariance of L under a continuous group of global transformations leads to one of the
most profound theorems in field theory: Noether’s theorem. This states that each continuous global
symmetry has an associated conservation law, for example: energy conservation from time-translational
symmetry or linear momentum conservation from space-translational symmetry.
These global symmetries can be categorised according to the subgroups of the General Linear group
GL(n,K) := {A ∈ Kn×n|det 6= 0} (1.1)
(where K = C,R). GL(n,K) and its proper subgroups are continuous groups called matrix Lie groups.
The subgroups relevant to the Standard Model are the n-degree Unitary and Orthogonal groups
U(n) := {A ∈ GL(n,C)|A†A = 1} (1.2)
O(n) := {A ∈ GL(n,R)|AtA = 1}. (1.3)
and the Special Unitary and Special Orthogonal groups
SU(n) := {A ∈ GL(n,C)|A†A = 1,det(A) = 1} (1.4)
SO(n) := {A ∈ GL(n,R)|AtA = 1,det(A) = 1} (1.5)
∗The term gauge refers to the redundant degrees of freedom in L, which are typically eliminated by gauge fixing in
practical calculations.
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(made “special” by imposing the additional requirement det(A) = 1 on U(n) and O(n)). One can also
define a Lie algebra for each group G by
g := {X ∈ Kn×n|esX ∈ G ∀s ∈ R}. (1.6)
The algebra is a vector space spanned by a basis constructed of the generators ta (a = 1, 2, ...,dim (g))
of the group.
Since the context of this thesis entails knowledge of special relativity, a group-theoretical discussion
on this level would be incomplete without brief mention of Lorentz transformations. One begins with
all transformations of the kind
xµ → Λµνxν (1.7)
that constitute the homogeneous Lorentz group. These transformations leave the metric gµν invariant,
i.e.
gµν = ΛµαΛνβgαβ . (1.8)
In addition, affine transformations of the kind
xµ → Λµνxν + aµ, (1.9)
constitute the Poincaré group. These transformations leave relativistic distances (x− y)µgµν(x− y)ν
between two space-time points, x and y, invariant.
Groups in general may be represented in one of several ways. The representation dictates how the
group acts on a vector space. Two representations are of interest in this thesis:
• The fundamental representation of a group G is the inclusion map of G into GL(n) and is used to
define the group by the standard way in which it acts on a vector space. Similarly, g is included
into gl(n,K), the algebra of GL(n,K).
• The adjoint representation, Ad, of a group G, maps G to GL(g) via AdA(X) = AXA−1. Similarly,
ad maps g to gl(g) via adX(Y ) = [X,Y ] ∈ g (if the commutator [X,Y ] = XY − Y X is zero then
the group is called Abelian, otherwise it is called non-Abelian) The adjoint matrix can be written
as A˜ab = 2tr(taAtbA−1) where ta are the generators∗.
∗To see this, express X ∈ g in terms of generators ta as Xata and use Xa = 2tr(taX) to write
AXA−1 = AXbtbA−1 = ta(2tr(taAtbA−1)Xb) = taA˜abXb.
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The Standard Model Lagrangian density, LSM, is a monstrously long expression, since it must
account for all fundamental particles and their interactions. It is best understood in parts, in terms of
the three fundamental forces it describes. QED is an Abelian U(1) gauge theory. Unified electroweak
theory and QCD are both Yang-Mills theories, meaning that they are non-Abelian gauge theories based
on the SU(N) group. In particular, EWK is a U(1)×SU(2) theory and QCD is an SU(3) theory.
1.1.2 QCD in a nutshell
All particles with colour charge, namely quarks and gluons, experience the strong force. QCD is more
complicated than QED because unlike electromagnetic charge, colour has three degrees of freedom
(called red, green and blue)∗. Quarks carry one colour and antiquarks one anticolour; they transform
in the fundamental representation. Gluons on the other hand, are bicoloured, carrying superpositions
of colour-anticolour states. The ith state can be obtained by calculating the product
|i〉 = (r, g, b) ta

r
g
b
 (1.10)
where r, g, b are the three possible colours. This means that gluons transform in the adjoint repre-
sentation. Recall from the previous section that the dimension of the algebra dictates the number of
generators. In the case that there are three colours, dim(su(3))= 32 − 1 = 8 so there are eight gluons
in total. Since gluons are the mediators of the strong force and themselves carry colour, they have the
unique ability to self-couple (unlike photons). This characteristic makes QCD far richer than QED.
Another distinguishing feature of QCD is that isolated quarks have not been observed. Instead,
they occur in colourless bound states called hadrons: mesons are quark-antiquark states and baryons
are 3-quark states. Mesons are further split into pseudo-scalar-mesons (spin-0) and vector-mesons (spin
1). Essentially all of matter is made up of only two of these hadrons: the proton (uud quarks) and the
neutron (udd quarks). They are the most stable hadrons, proton decay being theorised to take longer
than the age of the universe and the neutron lifetime measured to be 885.7 seconds. Other hadrons
∗QCD is an SU group of dimension 32 − 1 because of the N = 3 colour degrees of freedom (N is the degree of the
fundamental representation. In some instances, it may be profitable to consider calculations in the more generic context
of an SU(N) group, where N can represent any number of colours.
10
1.1. THE STANDARD MODEL
typically have a lifetime around 10−24− 10−8 seconds, after which they decay to particles with smaller
mass.
QCD is encapsulated in the QCD Lagrangian, which requires the gauge-covariant gluon field
strength tensor,
Gaµν = ∂µAaν − ∂νAaµ + gfabcAbµAcν , (1.11)
analogous to the electromagnetic field strength tensor, Fµν , in QED. Here, Aaµ(x) are gluon fields
in the adjoint representation of SU(3) with colour index a, g is the coupling strength and fabc are
the completely antisymmetric structure constants of SU(3) such that [ta, tb] = ifabctc. They can be
determined using the expression fabc = 2i tr(ta, [tb, tc]).
Now for the QCD Lagrangian:
LQCD = iψ¯i
[
(γµDµ[A])ij −mδij
]
ψj − 14G
a
µνG
µν
a , (1.12)
which is gauge invariant under local transformations of the kind
ψ(x)→ Uxψ(x) and Aµ → Ux
(
Aµ +
i
g
∂µ
)
U†x =⇒ Dµ[A]→ UxDµ[A]U†x. (1.13)
(In the Abelian case, Aµ would transform as Aµ → Aµ − 1g∂µα(x)).
Here, ψi(x) is the quark field in the fundamental representation of SU(3) with quark flavour indices
i, j and ψ := ψ†γ0 where the dagger denotes the transpose complex conjugate (or hermitian conjugate)
and γ0 is a Dirac matrix given below. Dµ = ∂µ − igAaµta is the gauge covariant derivative and m
represents the quark masses. γµ are the Dirac matrices that, in the Weyl representation, are given by
γ0 :=
1 0
0 −1
 , γi :=
 0 σi
−σi 0
 , γ5 := iγ0γ1γ2γ3 =
0 1
1 0
 (1.14)
where σi are the Pauli matrices from SU(2),
σ1 :=
0 1
1 0
 , σ2 :=
0 −i
i 0
 , σ3 :=
1 0
0 −1
 . (1.15)
One of the key elements of QCD hidden in LQCD is the coupling strength, g =
√
4piαs. In QED,
α is small enough to facilitate expansion methods like perturbation theory, with typical values around
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1/137 for interactions in the GeV energy range. The QCD situation is not so convenient, what with
αs having the energy-dependent behaviour
αs(|q2|) = αs(µ
2)
1 + αs(µ2)12pi
(
11n− 2f
)
ln
(
|q2|
µ2
) , |q2|  µ2. (1.16)
Here, q and µ are energies, q defined by the probe and µ a renormalisation scale used to define a cutoff
ln ΛQCD(µ2) = lnµ2 − 12pi(
11n− 2f
)
αs(µ2)
. (1.17)
Perturbation theory breaks down beyond ΛQCD. n and f are the numbers of colours and quark
flavours in the theory, respectively. In the Standard Model, n = 3 and f = 6. Figure 1.3 shows various
experimental measurements of αs as well as the QCD prediction. At low energies (corresponding to
large distance scales), the largeness of the coupling means that quarks in a bound state are tightly
confined to each other, a phenomenon known as confinement. At large energies (corresponding to
small distance scales), the coupling becomes very small and perturbative techniques can be used to do
calculations using αs as the expansion parameter. This is a region known as asymptotic freedom.
In the non-perturbative regions of QCD, one must utilise more innovative calculational techniques
to obtain results. There are several methods on the market that have been established to deal with
large αs calculations. One such method is lattice QCD, in which space-time points are discretised and
numerical methods are used to perform calculations on powerful computers. In fact, this works for all
values of αs. Alternative methods and effective theories exist, like QCD sum rules and 1/N expansions.
The Colour Glass Condensate (CGC), which is the context of this thesis, is an effective theory that
attempts to explain the physics of heavy ion collisions by understanding initial-state effects. It is valid
for small values of the coupling but in regions of phase space where factors of αs appear with other
large factors, rendering perturbation theory ineffective.
1.2 Observables: the Cross-section
With the theoretical basis of particle physics established in the previous section, the goal of calculations
in this context must now be presented. In order for theory to make connections to experiment, it needs
to predict something that can be physically measured. One such observable is an interaction cross-
section - an effective cross-sectional area measured in units of barns (1 b = 10−28 m2) that depends
12
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Figure 1.3: The running of the coupling αs as a function of energy, as measured by various experiments
[41].
on both the incoming and outgoing particles in the interaction. Given the many different elementary
particles and the array of bound states that they can form, a plethora of fundamental interactions
can occur when particles are collided at relativistic speeds. The cross-section of a process quantifies
the probability of a particular interaction (as opposed to the many others) occurring. Naturally, this
observable is extremely difficult to determine since it depends on the inherent characteristics of the
interacting particles as well as their kinematics, which are determined by the experimental setup. A
generic cross-section calculation will be demonstrated in this section, first from the perspective of the
experimentalist and then the theorist.
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1.2.1 Experimental cross-section measurement
The total cross-section, σ, quantifies how particles can interact in all ways and requires a summation
over all possible processes i:
σ =
n∑
i=1
σi (1.18)
where σi refers to one process in particular. If one considers a hard scattering experiment in which
incident particles are aimed at a target, then the differential cross-section may be more useful: dσdΩ .
This is a measure of the number of interactions per target particle that scatters within a solid angle
segment dΩ at an angle θ from the collision axis, per number of incident particles per unit area. The
total cross-section can be obtained from the differential cross-section by integrating over all values of
the solid angle: σ =
∫
dΩ dσdΩ .
In particle colliders, the more routine scenario involves an incoming beam of particles, where the
beam’s instantaneous luminosity, L, is a measure of the particle flux (the number of particles per unit
area per unit time) in units of cm−2s−2. The number of scattered particles can be obtained from the
luminosity via
Nscat = σ
∫
dtL (1.19)
where
∫
dtL is called the integrated luminosity, usually measured in units of pb−1. The machine
luminosity, L =
∫
dtL, is dictated purely by beam parameters, such as the number of particles per
bunch, the number of bunches per beam, the revolution frequency, the relativistic boost factor and the
beam emittance.
To account for detector imperfections, Equation 1.19 needs to be modified to incorporate detector
acceptance and efficiency. Acceptance, A, corrects for candidate events lost due to selection criteria that
depend on kinematic factors. It is typically found from Monte Carlo studies by dividing the number
of Monte Carlo events that pass these kinematic cuts by the total number of events. Efficiency, ε,
corrects for events lost due to selection criteria associated with the trigger, event reconstruction and
identification (all of which will be elaborated upon in Part II). The efficiency is very much dependent
on the type of analysis being done. Taking these into account, Equation 1.19 becomes
σ = N −NB
Aε
∫
dtL (1.20)
where N is the total number of events, NB is the number of background events (events that pass the
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selection criteria but are likely from other processes) and NS = N −NB is the number of signal events
(events that are relevant to the process being studied).
While the final cross-section calculation in an experimental analysis seems trivial, determining each
of the factors in these expressions requires extensive work. Each step must also take into account all
sources of uncertainty and a full uncertainty analysis is required in addition to the final cross-section
value that is quoted.
1.2.2 Theoretical cross-section calculation
The underpinning of the cross-section lies in the scattering matrix S. To see this, one must begin with
the probability P of the process in question. The number of scattering events N when r particles are
incident on a single target is
N =
∫
d2b nin P (b) (1.21)
where nin is the number of incoming particles per unit area and P (b) is the probability that a given
incoming particle has impact parameter b. The total cross-section is then
σ = N
nin
=
∫
d2b P (b). (1.22)
A standard scattering experiment involves two incoming particles, a and b, and several outgoing
particles, say n. A schematic of this process is shown in Figure 1.4 using a diagram called an n-point
function (where n is the number of external legs in the diagram). If each of these interacting particles
is represented by a wave-packet φ then the probability that the scattering will occur is given by
P (a b→ 1 2 ... n) =
∣∣∣ 〈φ1φ2 ... φn|φaφb〉 ∣∣∣2. (1.23)
The in-state, |φaφb〉, is taken in the remote past and the out-state, 〈φ1φ2 ... φn|, is taken in the remote
future.
Each state |φ〉 in Equation 1.23 is a Fourier transform,
|φ〉 =
∫
d3k
(2pi)3
1√
2Ek
φ(k) |k〉 (1.24)
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Figure 1.4: A schematic representation of a 2-to-n scattering event (2 +n-point function) in which the
incoming particles are labelled a and b and the outgoing particles are labelled 1, 2, ..., n.
and each φ is an independent wave-packet localised in space. The factor 1√2Ek is a consequence of
requiring the integration measure to be Lorentz invariant∗. In the simplified case in which there are
no other quantum numbers (like spin and colour) to account for, Equation 1.23 can just as well be
written in terms of a momentum-state transition amplitude,
out 〈p1p2 ...pn|kakb〉 in (1.25)
where k’s refer to incoming particles and p’s refer to outgoing particles.
Now all that is left to do to get to the S-matrix is to recognise that out-states are in-states that
have been time-evolved according to the (unitary) evolution operator e−iHt where H is the relevant
Hamiltonian of the theory. Since the in- and out-states are in the remote past and future respectively,
one has
out 〈p1p2 ...pn|kakb〉 in = limT→∞ T 〈p1p2 ...pn|kakb〉−T (1.26)
= lim
T→∞
〈p1p2 ...pn| e−iH(2T ) |kakb〉 (1.27)
=: lim
T→∞
〈p1p2 ...pn|S |kakb〉 . (1.28)
The S-matrix is therefore a sequence of limiting unitary operators that contains knowledge of the
scattering interaction. If no interaction occurs, then S = 1. This trivial piece can be separated out of
the S-matrix by defining the T -matrix according to
S =: 1 + iT. (1.29)
S and T should preserve four-momentum conservation and therefore always contain a factor
∗For an invariant test function f(k),∫
d4k
(2pi)4
2piδ(4)(k2 −m2)f(k) =
∫
d3k
(2pi)3
1
2Ek
f(Ek,k)
is still consistent with Lorentz transformations. 2Ekδ(3)(k′ − k) is an invariant so define |k〉 :=
√
2Eka†k |0〉 as the
normalised state in a free theory, where a†
k
is a creation operator.
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δ(4)
(
ka + kb −
n∑
i=1
pi
)
. It is conventional to write this factor explicitly, the remaining part of the S- or
T -matrix being defined as a new object,M:
〈p1p2 ...pn| iT |kakb〉 =:
[
(2pi)4δ(4)
(
ka + kb −
n∑
i=1
pi
)]
iM
(
ka, kb → p1, p2, ..., n
)
. (1.30)
After some lengthy algebra that will not be done here (see [40]), the differential cross-section can be
written in terms ofM as
dσ = 12Ea 2Eb |va − vb|
(∏
f
∫
d3pf
(2pi)3
1
2Ef
)∣∣∣∣M(pa, pb → {pf})∣∣∣∣2[(2pi)4δ(4)(pa+pb−∑
f
pf
)]
. (1.31)
where f denotes the final-state and |va− vb| is the relative velocity of the two beams in the laboratory
reference frame.
M is an invariant matrix element called the scattering amplitude and remains the only thing that
needs to be calculated in order to determine the cross-section of a particular process. This calculation
is done using Feynman rules, a procedure that begins with drawing every possible Feynman diagram
for an interaction and using standard prescriptions to write down the corresponding mathematical
expressions. Each diagram constitutes a contribution to the scattering amplitude. The Feynman rules
for calculating typical Feynman diagrams can be found in graduate textbooks such as [40]. These will
not be discussed here since the CGC theory requires somewhat different diagrams, as will be revealed
in Part I.
Obtaining the cross-section fromM relies on the optical theorem: the imaginary part of the scatter-
ing amplitude is proportional to the cross-section. This comes from using the definition of the S-matrix
and its unitarity property to write
−i(T † − T ) = T †T. (1.32)
For the case of 2-to-2 scattering, one can use Equation 1.30 to write this expression in terms ofM:
−i
[
M
(
k1k2 → p1p2
)
−M∗
(
p1p2 → k1k2
)]
=
∑
n
[ n∏
i=1
∫
d3qi
(2pi)3
1
2Ei
]
×M∗
(
p1p2 → {qi}
)
M
(
k1k2 → {qi}
)[
(2pi)4δ(4)
(
k1k2 −
∑
i
qi
)]
(1.33)
where qi refer to momenta of final-state particles. This expression is shown pictorially in Figure 1.5.
Working through the algebra of kinematic factors, one obtains
ImM
(
k1, k2 → k1, k2
)
= 2Ecm pcm σ(k1, k2 → anything), (1.34)
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Figure 1.5: A 2-to-2 scattering (4-point function) where the righthand side requires a sum over all
possible final states.
which is the standard form of the optical theorem. This can be used to calculate the cross-section after
the scattering amplitude has been determined in a particular scenario.
1.3 Collider Experiments
It has already been noted that today’s scattering experiments, like RHIC [42] and the LHC, employ
fairly high energies. In order for the relevant degrees of freedom in a particle collision to be the
elementary particles of the Standard Model, centre-of-mass energies around GeV and even TeV are
required (compared to everyday scales, like the mass of a proton, which is approximately 1 MeV).
The experimentalist’s approach to accessing these energies is to use oscillating electromagnetic fields
to accelerate charged particles to relativistic speeds and then collide them. The electric fields are used
to accelerate the particles through a series of radio frequency cavities; the magnetic fields are used to
bend and control the beams. The best beam candidates for such experiments are electrons and protons
due to their stability. There are, however, a variety of physics motivations for using other particles,
particularly heavier nuclei like gold and lead.
The two main classes of accelerators are categorised according to their topology. Linear accelerators,
or linacs, consist of straight particle beams. These are typically used for low-energy physics experiments
and medical applications. The best example of a linac is the Stanford Linear Collider at SLAC (Stanford
Linear Accelerator Centre) in California. It is the longest linear collider in the world, measuring in at
a length of 3 km.
The second class of accelerators has a circular geometry and relies heavily on magnetic fields supplied
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by superconducting magnets to bend the beams. The most modern circular accelerator design is the
synchrotron, an accelerator concept that has enabled particle physicists to build large-scale colliders
like the Tevatron [43] at Fermilab, Chicago, and HERA (Hadron-Electron Ring Accelerator) [44] at
DESY, Hamburg. The most powerful collider of all time, however, is housed at CERN (European
Organisation for Nuclear Research) in Geneva - the LHC.
There are several advantages to linacs and synchrotrons, depending on the type of physics processes
being studied. Linacs are capable of achieving much higher energies with heavy ion beams, which are
otherwise limited in synchrotrons by the magnetic field strength required to control them. Since
electrons travelling in an arc lose much of their energy through radiation, electron beams are better
suited to linacs. Also, if a continuous stream of particles is required, then linacs are the best bet
(synchrotrons provide periodic bursts of particles, called bunches). In practice, linacs are not able to
achieve as high energies as circular machines; the main advantage of linacs is the higher luminosity.
Circular accelerators on the other hand, have their own redeeming features. For one, continuous
acceleration is possible since particles can travel indefinitely in the ring. Synchrotrons in particular,
have an innovative design that allows their mandatory components to be separated into several parts.
For example, instead of having one massive magnet covering the entire particle orbit, magnetic fields
can be provided by several smaller magnets dispersed around the ring. One of the major advantages of
a circular accelerator is its size - an extremely long linac is required to match the power of what could
be a much smaller circular accelerator. Linacs also need bigger power supplies and a lot of expensive,
specialist material to deal with the high energies of beams. The most powerful circular collider, the
LHC, will now be discussed in more detail.
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1.3.1 The Large Hadron Collider
CERN (initially Conseil Européen pour la Recherche Nucléaire) is an international scientific research
facility on the French-Swiss border, founded in 1952 by 12 European countries. As of the beginning of
2014, the organisation consists of 21 Member States and 92 other affiliated countries, making it one
of the most collaborative international initiatives in history. CERN’s primary objective is to probe
the fundamental constituents of matter through a series of high-energy experiments. This goal comes
in two parts: i) studying the Standard Model and ii) testing theories beyond the Standard Model.
In particular, the experiments at CERN wish to understand how matter obtains mass, the nature of
dark matter and dark energy, the matter-antimatter asymmetry in the universe and the evolution of
matter from the Big Bang to present day. Thus far, the work done at this institution has resulted in
several Nobel prizes, most notably the 2013 Nobel Prize in physics which was awarded to Peter Higgs
and Francois Englert for their work on the Higgs mechanism (verified after a Higgs-like particle was
observed in the LHC in 2012).
The LHC is CERN’s crowning glory. It is the world’s newest and largest particle collider, capable
of colliding protons and heavy ions at unprecedented centre-of-mass energies. It is located in a 26.7 km
long circular tunnel, 45 - 170 m underground. A photo taken inside the LHC tunnel is shown in Figure
1.6. Running at design capabilities, the LHC will be able to collide protons (p) at 14 TeV with a
luminosity of 1034 cm−2s−1 and heavy ions (HI), specifically lead (208Pb82+), at 2.76 TeV per nucleon
with a peak luminosity of 1027 cm−2s−1 [32].
Unlike particle-antiparticle colliders, which only have one ring for two the beams, the LHC has two
separate rings with counter-rotating beams that cross at four points along the tunnel. These are the
locations of the four major detectors: ATLAS, CMS, ALICE and LHCb:
• ATLAS (A Toroidal LHC ApparatuS) is a general-purpose detector, capable of detecting both
proton and heavy ion collisions.
• CMS (Compact Muon Solenoid) [45] is another general-purpose detector.
• ALICE (A Large Ion Collider Experiment) [46] is the only experiment dedicated to heavy ion
collisions, with the primary focus of understanding the quark-gluon plasma∗.
∗This is a medium of quarks and gluons theorised to form in heavy ion collisions. It is widely believed that the
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Figure 1.6: A photo taken inside the LHC tunnel [51].
• LHCb (Large Hadron Collider bottom) [47] specialises in b-physics (physics concerning the bot-
tom flavour quark) with the hopes of understanding CP violation. It also conducts analyses
concerning bound charm quark states, like the J/Ψ and Υ vector-mesons.
An aerial view photo of Geneva is shown in Figure 1.7 with a drawing of the position of the LHC
tunnel as well as the locations of these four detectors. There are also three smaller detectors at the
LHC: LHCf [48], TOTEM [49] and MoEDAL [50]. These are more specialised machines, dedicated
to forward neutral pion detection, small-angle elastic scattering and highly ionising stable massive
particles, respectively.
The experimental work done in this thesis concerns the ATLAS detector. A more detailed exposi-
tion on the detector and the computing infrastructure used by the collaboration will be given at the
beginning of Part II. For the sake of comparison, results concerning exclusive vector-meson production
performed by CMS, ALICE and LHCb will also be included.
universe was a quark-gluon plasma a few seconds after the Big Bang.
Figure 1.7: An aerial view of CERN and the LHC taken in 2008 [52].
Part I:
Theory

Chapter 2
The Colour Glass Condensate
The CGC effective theory has already been mentioned briefly in the Introduction. In this chapter,
the most prominent concepts of the theory will be discussed in some detail. Recall that the processes
under consideration in this work are photonuclear interactions. The most probable scenario is that one
of the nuclei emits a virtual photon with four-momentum qµ. This photon then splits into a projectile
with coloured components, typically a quark-antiquark pair at leading order. The colour-netural quark
dipole can interact with the second nucleus, with four-momentum pµ, via the strong force. It is this
complicated photonuclear interaction between the projectile and target nucleus that is the subject of
this chapter. Figure 2.1 shows a visual representation of this kind of process. In high-energy colliders
like the LHC, these interactions are energetic enough to facilitate particle production.
The chapter is divided into three sections. Section 2.1 describes the light-cone coordinate system
used throughout Part I. It goes on to explain what the CGC is by depicting the target nucleus as a
dense gluonic field and explaining the saturation effects that lead to the novel features of this medium.
Then in Section 2.2, the quark dipole picture is introduced to describe the strong interaction between
the projectile and the target as depicted by the CGC. Finally, in Section 2.3 the energy evolution of
this interaction is explained using the JIMWLK equation. The discussion below largely follows that
of [1].
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Figure 2.1: A photonuclear interaction in which one nucleus emits a virtual photon, which then interacts
with the second nucleus via the strong force.
2.1 Saturation at Low-xBj
2.1.1 Light-cone coordinates
Before colliding particles in a high-energy scattering experiment, they must be accelerated to close to
the speed of light. If a particle with Minkowski coordinate four-vector xµ = (t, x, y, z)∗ travelling at
speed vx is boosted along the x-direction by a factor γ := 1√1−β2 (where β := vx/c) to a reference
frame in which it is travelling at speed v˜x, then its Lorentz-transformed four-vector is given by
x˜µ = Λµν xν where Λµν =

γ −γβ 0 0
−γβ γ 0 0
0 0 1 0
0 0 0 1
 . (2.1)
∗The metric is defined as
gµν :=

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

such that I := gµνxµxν is a Lorentz-invariant.
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This implies dilation in the temporal component and contraction in the x-spatial component: t˜ = γt
and x˜ = x/γ. All observable particles are physical and obey the on-shell condition, pµpµ = m2,
where pµ = (E, px, py, pz) is the four-momentum given in terms of energy E and three-momentum
p = (px, py, pz) and m is the particle’s mass. The photon in Figure 2.1 is virtual in the sense that it is
off-shell and cannot be observed in a final state.
Since the underlying physics in a collision is frame-independent, there is freedom in a calculation to
choose a convenient system of coordinates that makes the mathematics simpler. Instead of Minkowski
coordinates xµ = (x0, x1, x2, x3), define light-cone coordinates
x+ := 1√
2
(x0 + x1) (2.2)
x− := 1√
2
(x0 − x1) (2.3)
x := (x2, x3) . (2.4)
This transforms the metric gµν to
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 −→

0 0 0 1
0 0 0 0
0 0 −1 0
1 0 0 −1
 . (2.5)
Writing the boost factor as rapidity Y := ln γ, a Minkowski four-vector boosted in the x1-direction
transforms according to
x0
x1
x2
x3
 −→

coshY sinhY 0 0
sinhY coshY 0 0
0 0 1 0
0 0 0 1


x0
x1
x2
x3
 , (2.6)
which in light-cone coordinates becomes
x+
x−
x2
x3
 −→

eY 0 0 0
0 e−Y 0 0
0 0 1 0
0 0 0 1


x+
x−
x2
x3
 . (2.7)
Notice that the x+-component gets enhanced by a factor eY . It can therefore be interpreted as being
time-dilated so the x+-direction acts like light-cone time. Similarly, the x−-component gets reduced
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Figure 2.2: Light-cone coordinates x+ and x− shown in the x0-x1 plane.
by e−Y , which can be thought of as getting length-contracted, implying the x−-direction behaves like
a spatial direction. Consider the case in which the target nucleus travels in the x+-direction and
the projectile travels in the x−-direction. During the interaction, the target then resembles a highly
Lorentz-contracted object from the viewpoint of the projectile. Figure 2.2 shows the new light-cone
coordinates on a Minkowski diagram with the target and projectile directions aligned along their
respective axes.
2.1.2 Low-xBj and the target nucleus
Another useful quantity is Bjorken-x (xBj),
1
xBj
= eY = γ =⇒ Y = − ln xBj. (2.8)
It is defined in terms of the photon and target momenta q and p (as shown in Figure 2.1) according to
xBj :=
−q2
2pµqµ
. (2.9)
The photon momentum is a critical parameter, so it is convenient to express it as a positive quantity
by defining Q2 := −q2 > 0. Then xBj can also be written as xBj = Q
2
s where s is the centre-of-mass
energy∗ of the collision. From this expression, it can be seen that high energies correspond to low-xBj.
Let us now turn the spotlight on the target nucleus, whose internal structure can be probed through
deep inelastic scattering (DIS). These are experiments in which leptons emit virtual photons that are
∗s = (p+ q)2 is an invariant quantity and acts as the largest scale in the problem. It becomes s = 2pµqµ for large s.
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used to probe hadrons at very high energies. High energies correspond to having a probe with good
resolution, which is necessary to access the internal configurations of the hadrons. In the case of DIS,
this translates to the photon having a large momentum. The results from DIS studies can be extended
to nuclear collisions, since nuclei are just collections of protons and neutrons. In that case, xBj has
the interpretation of the fraction of momentum p carried by the parton in the nucleus that the photon
hits.
The question is: how does the structure of the hadron change as a function of energy, particularly at
low-xBj? This has been answered using DIS data from HERA and a fitting method that entails solving
the DGLAP equation (Dokshitzer-Gribov-Altarelli-Parisi equation) [55, 56]. The DGLAP equation is
a linear differential equation describing the Q2 evolution of quark and gluon distribution functions in
the hadron. The differential equation may be extracted by standard perturbative methods but the
initial conditions require experimental input. As such, measurements over a range of Q2 are required
to extract this non-perturbative information. The results of this procedure are shown in Figure 2.3 for
gluon distributions at various, fixed Q2. DGLAP is only valid at relatively high values of Q2 and small
xBj.
The main feature eminent in Figure 2.3 is the large growth of the gluon distributions as xBj becomes
small. This behaviour can be explained fairly simply: as energy increases, the gluons already present
in the hadron emit more gluons. This self-interaction characteristic of gauge bosons is a unique feature
of a non-Abelian theory like QCD. Thus gluons act as further sources of emission, producing more
gluons and densely populating the hadron as energy increases. The corresponding quark distributions
are not shown here because they show similar behaviour.
2.1.3 Gluon saturation
DGLAP provides a sufficient description for the evolution of the internal structure of the nucleus as a
function of energy at large, fixed Q2. Figure 2.3 also shows that the gluon distributions grow faster the
smaller xBj is. In this region, the dominant large logarithm is ln 1xBj instead of lnQ
2. The first attempt
to resum these logarithms is the BFKL equation (Balitsky-Fadin-Kuraev-Lipatov equation) [53, 54].
Unlike the DGLAP equation, the BFKL equation met with only limited phenomenological success. The
underlying reason for this was addressed for the first time with the advent of the BK and JIMWLK
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Figure 2.3: Qualitative gluon growth distributions for various Q2 from typical DGLAP fits of DIS at
HERA [1]. Quark distributions follow a similar behaviour.
evolution equations, which generalise the BFKL equation into a domain where gluon distributions
become large and nonlinear effects become non-negligible. Even without the mathematical machinery
needed to formulate these equations, the generic physical situation is easily described by referencing a
Q2 − xBj phase space diagram.
This diagram is shown in Figure 2.4 along with demarcations for DGLAP and BFKL where they
are applicable. The nucleus is represented by a collection of partons whose apparent size is given by
1
Q2 . The quarks and gluons are actually point particles, as discussed in the previous chapter, but their
measured size is dependent on the resolution of the experimental probe. Since a larger Q2 will allow
for better resolution, it is inversely proportional to the parton size. At very small values of xBj, gluons
dominate the nucleus. The effect of gluon growth with increasing energy is also shown in this figure -
as xBj decreases, more gluons are observed.
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Figure 2.4: Q2 − xBj phase diagram with partons represented as dots.
At the top left corner of the phase diagram, where Q2 and xBj are small, the nucleus looks very
dense. It is this region where non-linearities are important and a treatment using full JIMWLK
evolution becomes necessary. In this region of phase space, there are many partons with large apparent
size and so they begin to overlap. The system can no longer be treated as a dilute sea of quarks and
gluons that are not correlated (in which case both linear evolution equations BFKL and DGLAP, fall
short). Gluons that overlap begin to recombine, thus counteracting the growth observed in the likes
of Figure 2.3. At small enough xBj, this recombination effect leads to gluon saturation and parton
numbers stabilise.∗
The saturated gluonic medium that forms at small-Q2 and small-xBj is the CGC. Colour refers
to the charge of SU(3), relevant because it is the non-Abelian nature of QCD that allows for gluon
recombination. Glass refers to the glass-like behaviour the medium exhibits - it acts like a solid on
short timescales but like a fluid on long timescales. Finally, condensate refers to the saturation effect
that characterises the medium. It is important to note that, despite the misleading jargon, there is no
phase transition involved in the CGC. Neither DGLAP nor BFKL are able to predict saturation since
neither account for recombination. A new mathematical model is therefore required to deal with this
corner of the phase diagram: JIMWLK evolution, which will be saved for the end of the chapter.
∗Saturation does not show itself at large Q2 and small xBj. In this region, partonic size is regulated by the largeness
of Q2 so that high densities do not lead to overlapping.
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2.1.4 The target as a background field
At this point, there is a qualitative picture of the target nucleus as a dense medium of gluons, called
the CGC. In order to describe the quark dipole interaction with this medium, it is necessary to have
a mathematical description for it.
Recall that the target’s trajectory has been aligned with the x+-axis and the projectile’s with the
x−-axis. By choice of reference frame, there is only one important degree of freedom in the target
field, bµ, which manifests in the +-component. The Lorentz contraction of this b+ component in the
x−-direction can be taken to an extreme if the projectile’s momentum is large enough (xBj must be
small enough). In that case, the x− contribution becomes a delta function, δ(x−), and the field can be
written as
bµ =
(
β(x)δ(x−), 0, 0, 0
)
(2.10)
where β(x) is a function of transverse coordinates only. It has no x+-dependence, which means that
this direction is left unprobed. The resulting field strength tensor has components
Gi+(x) = δ(x−)∂iβ(x) (2.11)
and zero otherwise.
The field represented by Equation 2.10 is, in fact, not the whole story. bµ only represents the
kinematically enhanced contribution to the gluon field. In addition to this, there may be kinematically
suppressed factors, δAµ, so that the actual gauge field is
Aµ = bµ + δAµ. (2.12)
δAµ represents quantum corrections to the leading contribution, bµ, that correspond to further gluon
emission over and above this background. These corrections may be dealt with perturbatively, which
is why it is useful to separate them from bµ.
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2.2 The Dipole Picture
2.2.1 The eikonal approximation and Wilson lines
In order for the virtual photon to interact with the target field, it will need to manifest in a colour-
apparent way. The simplest colour configuration that it can assume is a quark-antiquark pair, as
depicted in Figure 2.1. Since the photon is colourless, this quark dipole is too, but the individual quark
and antiquark at least have a chance to interact strongly with the target. This section explains the
nature of that interaction.
Since the background field is localised in the x−-direction, any projectile travelling along the x−-
axis will propagate freely except exactly at x− = 0, where it encounters the target. Due to the large
momentum carried by the dipole, this localised interaction is insufficient for the target to deflect it in
transverse directions and so it manages to punch straight through the target field. It does, however,
undergo a phase rotation. The interaction between the dipole and target is said to eikonalise.
Wilson lines in the fundamental representation of SU(3) are used to account for this. These are
path-ordered exponentials that depend on the transverse coordinate at which the projectiles punch
through the field.∗ The Wilson line for a quark that interacts with the target at position z is
Uz := P exp
{
−ig
∫ ∞
−∞
dx−b+(0, x−,x)
}
(2.14)
where liberty has been taken to write only the +-component of the target field, since the other three
components are zero. For an antiquark, the Hermitian conjugate of Uz applies:
U†z = P exp
{
ig
∫ −∞
∞
dx−b+(0, x−,x)
}
. (2.15)
∗The starting point is a propagator for a massless scalar field in a background gauge field,
−i
D2[b]
(y, z) =
∫ ∞
0
ds
∫ y
z
[dx] exp
{
−
∫ s
0
dκ
(
x˙(κ)
)2
4
}
P exp
{
− ig
∫ y
z
dxµ bµ(x)
}
(2.13)
where the path-integral is over trajectories x (parametrized by κ) that connect y (κ = 0) to z (κ = s). Substituting in
Equation 2.10, the path-ordered exponential in this expression reduces to
P exp
{
− ig
∫ y
z
dxµ bµ(x)
}
= P exp
{
− ig
∫ y
z
dx−b+(0, x−,x)
}
.
See [57] for a full exposition.
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Figure 2.5: Interaction of a quark dipole with a fully Lorentz-contracted target field. Light-cone time
runs from right to left.
The integral over x− runs backwards in this case because the antiquark is thought of as a quark
propagating “backwards in time".
The limits of the integrals in Equations 2.14 and 2.15 are infinite because the quark and antiquark
are considered to propagate from very early time to very late time. In reality, they would form from
the photon projectile at some finite time before x− = 0 and recombine into a photon at some finite
time after x− = 0. It is also possible to replace the local degrees of freedom in the target field with
these non-local Wilson lines according to
b+z = i(∂+Uz)U†z (2.16)
where bz = b(0, z−, z) is in the group algebra.
Figure 2.5 shows the full propagation of the projectile. The part of interest, the interaction with
the target, is best represented by a Feynman diagram as shown in Figure 2.6a. The bottom grey object
is the target, the target field is represented by the blue vertical line and the two black horizontal lines
are the quark and antiquark. They pick up Wilson lines Uu and U†v (shown by the pink forward and
reverse arrowheads, respectively) as they interact with the background field. The virtual photons will
not be shown. These kinds of diagrams will be used throughout Part I and will prove very useful when
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Figure 2.6: a) A dipole-target interaction. b) A dipole-target interaction in which the dipole emits a
gluon, that passes through the target field and then gets reabsorbed by the dipole.
more complicated projectiles are considered.
In the next chapter, it will also be necessary to consider what happens when a projectile gluon
interacts with the target. Instead of a Wilson line of the kind above, a path-ordered exponential in the
adjoint representation of SU(3) is used:
U˜abz = 2tr(taUztbU†z). (2.17)
Note that [
U˜z
†]ab = [U˜z]
ba
=
[
U˜z
−1]
ab
. (2.18)
A typical diagram with a gluon Wilson line is shown in Figure 2.6b. It is actually a sum of four
diagrams, since gluon emission and absorption can occur with either the quark or the antiquark. All
four combinations are accounted for by the vertices represented by the black arrowheads on the quark
lines. At each quark-gluon vertex, a group generator is allocated. Their colour indices must correspond
to those in the adjoint Wilson line where the gluon interacts with the field. The non-Abelian nature of
the theory manifests in the path-ordering of the Wilson line, since the order of interactions along the
path of integration must be preserved to ensure that these non-commuting generators are kept ordered.
There is one final constraint that must be made to Wilson lines as shown in Figure 2.6. Because the
initial-state and final-state photons are colourless, the net colour interaction between the dipole and
the target must be colourless. This means that Figure 2.6a is actually a trace of the form tr(UuU†v).
Similarly, Figure 2.6b is U˜abz tr(taUutbU†v). The easiest way to read these expressions off the diagrams
is by traversing the entire loop and writing down all contributions obtained along the way. Using the
diagrammatic ingredients introduced in these two diagrams, it is possible to draw more complicated
interactions, such as those between an arbitrary number of dipoles and the target field.
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2.2.2 DIS cross-section and the dipole correlator
The ultimate goal of this thesis is to write down an expression for the cross-section of a particular
process. It may, therefore, be useful to provide a brief outline for a prototype calculation using the
dipole picture - the total cross-section for DIS. A full discussion is provided in [1].
By the optical theorem discussed in Section 1.2.2, one must calculate the imaginary part of the
scattering amplitude in order to calculate a cross-section. This amplitude has two parts: a trivial piece,
denoting no interaction with the background field and a non-trivial piece, containing all the interaction
information. The cross-section is then the difference between these two contributions. Using the
appropriate expressions for propagators in both scenarios (propagators of the kind in Equation 2.13)
and the optical theorem, it can be shown after an involved calculation that the cross-section is given
by
σDIS(xBj, Q2) =
∫
d2r
∫ 1
0
dα
∣∣∣ψ(α, r2, Q2)∣∣∣2 ∫ d2b〈 tr(1− UxU†y)
Nc
+ tr(1− UyU
†
x)
Nc
〉
(2.19)
where r = x − y is the transverse size of the dipole and b = 12 (x + y) is the impact parameter. ψ is
the photon wave-function, α is the longitudinal momentum fraction of the the quark or antiquark and
Nc is the number of colour degrees of freedom in the theory. This can be simplified to
σDIS(xBj, Q2) = 2
∫
d2r
∫ 1
0
dα
∣∣∣ψ(α, r2, Q2)∣∣∣2 ∫ d2b〈 tr(1− UxU†y)
Nc
〉
, (2.20)
provided that the individual terms are real.
Equation 2.20 can be examined in two independent parts. The first part,
∫
d2r
∫ 1
0 dα
∣∣ψ(α, r2, Q2)∣∣2,
contains the information relevant for the photon-quark vertex at which the photon splits into a quark-
antiquark pair. It represents the probability that the photon (whose momentum dictates Q2) splits
into a quark dipole of size r. This integral is fairly well understood in terms of QED.
The second part of Equation 2.20 is the dipole cross-section
σdipole(Y, r2) := 2
∫
d2 bNˆY,xy (2.21)
where
NˆY,xy :=
〈
tr(1− UxU†y)
Nc
〉
Y
(2.22)
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Figure 2.7: Evolution of NˆY,xy as a function for various Y [1]. Each curve is a function of the saturation
scale, Qs, which characterises the transition between colour-transparency and saturation in the target.
is the expectation value of the dipole correlator. The integral over b ensures that σdipole scales with
the transverse size of the target and vanishes completely outside of it. σdipole contains all information
about the dipole interaction with the target field. Notice that there is no information in it about the
intrinsic properties of the quark and antiquark. This means that their quantum numbers are preserved
throughout the interaction.
Figure 2.7 shows the behaviour of NˆY,xy from a phenomenological study. Since the product UxU†y
takes on values between zero and one, so too does NˆY,xy. In the absence of a target, Ux = U†y = 1.
NˆY,xy then becomes zero as it should because there is no interaction occurring. The rightmost curve
corresponds to an initial rapidity Y0; increasing Y results in the curves moving left and approaching a
step function. This means that saturation sets in sooner as energy is increased.
It will be the task of the remainder of Part I to try to apply this procedure for calculating a
cross-section to nuclear collisions. Both the QED and QCD integrals in Equation 2.20 will need to be
determined, since our interest is in a final-state vector-meson, not a virtual photon.
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2.3 JIMWLK Evolution
Evolution equations like DGLAP and BFKL discussed in the previous section are good for describing
the dipole-target interaction before saturation. After saturation, the particle correlations leading to
recombination effects need to be accounted for to correctly describe the physics. This is the power of
JIMWLK evolution.
2.3.1 The JIMWLK equation
The JIMWLK equation is a nonlinear, functional differential equation derived by requiring that the
total cross-section is independent of rapidity Y . The first step in deriving the evolution equation is
to note that the averaging procedure over Y of a correlator (as in Equation 2.22) describes all the
information about the background field. The dipole correlator above is written in terms of Wilson
lines, which have an implicit Y -dependence. To make this dependence more explicit, one may write
the averaging of any correlator F
[
U
]
in terms of weights ZˆY
[
U
]
:〈
F
[
U
]〉
Y
=
∫
Dˆ
[
U
](
F
[
U
]
ZˆY
[
U
])
(2.23)
where
Dˆ
[
U
]
:= D
[
U
]
δ
(
UU† − 1) δ( detU − 1) (2.24)
is the functional Haar measure∗. In the case of the dipole, F
[
U
]
= tr(1− UxU†y)/Nc.
In order to investigate the Y -dependence of ZˆY
[
U
]
, Equation 2.23 can be differentiated:
d
dY
〈
F
[
U
]〉
Y
= d
dY
∫
Dˆ
[
U
](
F
[
U
]
ZˆY
[
U
])
(2.25)
=
∫
Dˆ
[
U
](
F
[
U
] d
dY
ZˆY
[
U
])
. (2.26)
On the other hand, ddY
〈
F
[
U
]〉
Y
is just an energy evolution of an arbitrary correlator,
〈
F
[
U
]〉
Y
,
which can be written in terms of the governing Hamiltonian in the theory. In this case the JIMWLK
Hamiltonian, HJIMWLK
[
U
]
, applies to the arbitrary F
[
U
]
:
d
dY
〈
F
[
U
]〉
Y
=
〈
−HJIMWLK
[
U
]
F
[
U
]〉
Y
. (2.27)
∗The Haar measure is an invariant used to define an integral for functions on a locally compact group by assigning
an “invariant volume" to subsets of the group.
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By using Equation 2.23, this can be written as
d
dY
〈
F
[
U
]〉
Y
=
∫
Dˆ
[
U
]((−HJIMWLK[U]F [U]) ZˆY [U]) (2.28)
and after partial integration yields
d
dY
〈
F
[
U
]〉
Y
=
∫
Dˆ
[
U
]
F
[
U
](−HJIMWLK[U]ZˆY [U]). (2.29)
Finally, combining Equations 2.26 and 2.29 gives∫
Dˆ
[
U
](
F
[
U
] d
dY
ZˆY
[
U
])
=
∫
Dˆ
[
U
]
F
[
U
](−HJIMWLK[U]ZˆY [U]) (2.30)
from which the JIMWLK equation can be extracted:
d
dY
ZˆY
[
U
]
= HJIMWLK
[
U
]
ZˆY
[
U
]
. (2.31)
Equation 2.31 can be extracted from Equation 2.30 because F
[
U
]
can be any U -object and therefore
acts as a test function.
The Hamiltonian is an expression containing Wilson lines and differential operators
i∇au := −
[
Uut
a
]
ij
δ
δ
[
Uu
]
ij
and i∇¯au :=
[
taUu
]
ij
δ
δ
[
Uu
]
ij
(2.32)
where
[i∇au, i∇bv] = δ(2)uvfabci∇cv, [i∇¯au, i∇¯bv] = δ(2)uvfabci∇¯cv and [i∇¯au, i∇bv] = 0. (2.33)
i∇au and i∇¯au are related to each other by
i∇au = −
[
U†u
]ab
i∇¯bu and i∇¯au = −
[
U†u
]ab
i∇bu. (2.34)
It is defined according to
HJIMWLK :=
1
2 i∇
a
u χ
ab
uv i∇bv (2.35)
where
χabuv :=
αs
pi2
∫
d2zKuzv
[(
1− U†uUz
)(
1− U†zUv
)]ab
(2.36)
Kuzv is a transverse coordinate-dependent kernel,
Kuzv = (u− z) · (z − v)(u− z)2 (z − v)2 . (2.37)
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HJIMWLK can be written in a way that makes the interpretation of its terms more intuitive:
HJIMWLK =
αs
2pi2
∫
d2zKuzv
[
i∇aui∇av + i∇¯aui∇¯av + U˜abz
(
i∇aui∇¯bv + i∇¯bui∇bv
)]
. (2.38)
This can be seen by re-expressing the factor
i∇au
[(
1− U†uUz
)(
1− U†zUv
)]ab
i∇bv (2.39)
from the original definition of the Hamiltonian as
i∇au
[
1 + U†uUzU†zUv − U†uUz − U†zUv
]ab
i∇bv
= i∇auδabi∇bv + i∇¯auδabi∇¯bv − i∇ax
[
U†uUz
]ab
i∇bv − i∇au
[
U†zUv
]ab
i∇bv
= i∇aui∇av + i∇¯aui∇¯av − i∇¯au
[
Uz
]ab
i∇bv − i∇au
[
U†z
]ab
i∇¯bv
= i∇aui∇av + i∇¯aui∇¯av + U˜abz
(
i∇aui∇¯bv + i∇¯aui∇bv
)
.
2.3.2 Action of the JIMWLK Hamiltonian
The interpretation of what HJIMWLK does, relies on the definitions of the differential operators as given
in Equation 2.32. Since functional derivatives of Wilson lines are
δ
δ
[
Uu
]
ij
[
Ux
]
kl
= δikδjlδ(2)(u− x) =: δikδjlδ(2)ux, (2.40)
i∇au and i∇¯au act on them according to
i∇auUx = −Uutaδ(2)ux, i∇auU†y = taU†uδ(2)uy (2.41)
i∇¯auUx = taUuδ(2)ux, i∇¯auU†y = −U†utaδ(2)uy . (2.42)
The appearance of a generator in the above expressions means that a quark-gluon vertex forms whenever
a Wilson line is differentiated. This has been shown diagrammatically already, in Figure 2.6b. To be
precise, consider the operations of i∇au and i∇¯au on the product
Ux ...UxnU
†
y ...U
†
yn = ,
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a correlator of n quarks and n antiquarks. The differential operators insert quark-gluon vertices as
follows:
i∇au = or i∇¯au = or .
The differential operators can act on any U or U†, so the gluon insertion lines
and
are actually sums over 2n terms, where the vertex dots represent interaction with the specific quark
or antiquark. The point is that i∇au inserts a gluon line to the right of the target and i∇¯au inserts a
gluon line to the left of the target. Whether these lines are gluon emission or absorption lines depend
on what other differential operators are acting on the correlator.
Instead of an arbitrary number of quarks and antiquarks, consider a single dipole. For the four
terms in the JIMWLK Hamiltonian as written in Equation 2.38,
i∇aui∇av −→ i∇¯aui∇¯av −→ (2.43)
U˜abw
(
i∇aui∇¯bv + i∇¯bui∇bv
) −→ + (2.44)
so altogether,
HJIMWLK = + + 2 . (2.45)
The factor of 2 in the last term is a symmetry factor that arises because the two contributions from
expression 2.44 are indistinguishable on a diagrammatic level.
Of course, the reasoning used here to interpret the action of HJIMWLK on a dipole can be used
on any correlator. Each time the Hamiltonian acts on a correlator, it adds one gluon to it. This
hierarchical procedure is shown schematically in Figure 2.8. Another feature visualised in this figure is
the longitudinal growth of the dipole with increasing energy. As the distance between the photon-gluon
vertex and the target grows, the phase space that accommodates multiple gluon emission increases.
Therefore, it is more likely that gluons will be emitted at higher energies.
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Figure 2.8: Evolution of a dipole correlator with decreasing xBj at leading order. HJIMWLK adds a
gluon each time it acts. The phase space for gluon emissions increases with increasing energy.
2.3.3 Perturbative treatment of the JIMWLK Hamiltonian
The energy dependence of ZˆY can be deduced perturbatively up to some accuracy, but for exact
calculations at some specified Y0, non-perturbative input from experimental data is required. The
perturbative treatment begins with identifying
ZˆY
[
U
]
= e−H∆Y ZˆY0
[
U
]
, ∆Y = Y − Y0 (2.46)
as a solution to Equation 2.31 (the subscript on the Hamiltonian has been dropped for compactness).
Diagrammatically, this solution leads to considering the sequential insertion of gluon lines to a corre-
lator, as shown in Figure 2.8 for the dipole correlator. In this solution, the operator e−H∆Y evolves Zˆ
from Y0 to Y .
In order for one to investigate this solution systematically, it is mandatory to deal with each order
explicitly. The exponential can be expanded in a Taylor series:
e−H∆Y =
∞∑
j=0
(−H∆Y )j
j! (2.47)
= 1−H∆Y + 12(H∆Y )
2 +O(H3). (2.48)
The saturation regime in which JIMWLK evolution applies is valid for values of Q2 much larger than
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Λ2QCD: since the coupling αs is inversely proportional to ln
Q2
Λ2QCD
, it is small and can be used as a
perturbative parameter for expanding H according to
H = αsH(1) + α2sH(2) + α3sH(3) + .... (2.49)
This is a standard perturbative expansion in which terms increase with a factor of αs. Substituting
this expanded form of H into Equation 2.48 gives
e−H∆Y = 1−
(
αsH
(1) + α2sH(2)
)
∆Y + 12
(
αsH
(1)∆Y + α2sH(2)∆Y
)2
+O(α3s) (2.50)
= 1− (αs∆Y )H(1) + 12(αs∆Y )2(H(1))2 − αs(αs∆Y )H(2) +O(α3s) (2.51)
and so the αs counting has been thrown off. Notice, however, that the general form of a term in
this expansion has a coefficient αms (αs∆Y )n, where m,n ∈ Z+. Terms of this kind are interpreted
as quantum correction factors. Factors of (αs∆Y )n are of order 1 because the smallness of αs is
compensated for by a large ∆Y . In order to count factors of αs, as in standard perturbation theory,
additional factors of αs must be counted over-and-above (αs∆Y )n. It is therefore useful to order terms
by m because this is the parameter that counts the number of additional αs factors in the term.
Explicitly, the first few terms at leading order (m = 0) are
n = 0 : 1 (2.52)
n = 1 : −(αs∆Y )H(1) (2.53)
n = 2 : +12
(
αs∆Y
)2(
H(1)
)2 (2.54)
and consist of all diagrams with iterated one-gluon emission (as in diagrams of the type shown in
Equation 2.45). An example of a leading order contribution is the second diagram in Figure 2.8. The
first few next-to-leading order (m = 1) terms are
n = 1 : −αs
(
αs∆Y
)
H(2) (2.55)
n = 2 : +12αs
(
αs∆Y
)2{
H(1), H(2)
}
(2.56)
where {A,B} := AB + BA is the anti-commutator. These correspond to diagrams with two gluons,
as can be seen in the last diagram of Figure 2.8. The leading order Hamiltonian, H(1), has already
been provided in Equation 2.38. The forms of H(2), H(3), etc. on the other hand, are unknown. One
might be concerned that higher order contributions are non-negligible. The expansion only serves the
purpose of making individual terms in the exponential solution e−H∆Y explicit. Once these terms
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have been evaluated order-by-order, all contributions must be resummed by re-exponentiation so that
higher-order terms are not neglected. Explicit expressions for leading order JIMWLK exist in the
literature, along with running coupling corrections [58]. The next-to-leading order is far more involved
but some work has been attempted in [59] and similar papers.
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The Gaussian Truncation
The JIMWLK equation is an open equation in the sense that nth-order calculations need input from
the n + 1st order. The equation can, however, be written in an equivalent form, called the Balitsky
hierarchy [60,61] - a hierarchy of coupled equations for n-point correlators. The equation for the 2-point
correlator is
d
dY
〈 tr(UxU†y)
Nc
〉
Y
= αs
pi2
∫
d2z K˜xzy
(〈
U˜abz tr(taUxtbU†y)
Nc
〉
Y
− Cf
〈 tr(UxU†y)
Nc
〉
Y
)
(3.1)
where Cf = N
2
c−1
2Nc (f denotes the fundamental representation)
∗. This can be derived easily from the
JIMWLK equation, as will be shown in Section 3.1. Notice that this equation requires the 3-point
correlator,
〈
U˜abz tr(taUxtbU†y)
〉
Y
, as input. In fact, at every order n in the hierarchy, knowledge of the
n+1st is required. In order to do practical calculations then, some kind of approximation or truncation
is needed.
One such technique is to use the mean-field approximation to write a closed, non-linear equation
for the 2-point correlator, called the BK equation (Balitsky-Kovchegov equation) [62–64]. This can be
∗For any representation R, one can write tr(taRtbR)R = αRδab. On the other hand, the Casimir of a representation
is defined as CRdR := tr(taRt
a
R)R. Together, the two expressions imply αRdA = CRdR. By convention αf =
1
2 and
αA = Nc. Then Cf and CA can be deduced easily.
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obtained from Equation 3.1 by using the Fierz identity
2U˜abz tr(taUxtbU†y) = tr(UxU†z)tr(UzU†y)−
1
Nc
tr(UxU†y) (3.2)
to factorise the 3-point correlator in Equation 3.1. Doing so, one obtains
d
dY
〈 tr(UxU†y)
Nc
〉
Y
= αs
pi2
∫
d2z K˜xzy
(〈 tr(UxU†z)tr(UzU†y)
2Nc
− tr(UxU
†
y)
2N2c
〉
Y
− Cf
〈 tr(UxU†y)
Nc
〉
Y
)
= αsNc2pi2
∫
d2z K˜xzy
(〈
tr(UxU†z)
Nc
tr(UzU†y)
Nc
〉
Y
−
〈 tr(UxU†y)
Nc
〉
Y
)
. (3.3)
The last line is the BK equation.
The BK equation and the JIMWLK equation make similar predictions for the dipole correlator.
However, the object that is actually of interest is the 4-point correlator〈
tr(Uy′U†x′)
Nc
tr(UxU†y)
Nc
〉
Y
, (3.4)
since this is what appears in experimental observables like the cross-section for exclusive vector-meson
production. Investigations concerning this correlator lead to better understanding of unexplored fea-
tures of JIMWLK, which have yet been probed by global observables like the total cross-section in
which they do not appear.
Despite its usefulness, the BK approximation is not the correct tool in this context because it is
impartial to this object (this kind of 4-point correlator does not show up in Equation 3.3). A more
appropriate approximation scheme is therefore required to be able to make practical calculations using
JIMWLK evolution but simultaneously stay sensitive to expression 3.4. This is called the Gaussian
Truncation∗ (GT) - a powerful approximation that can be used to study features beyond the scope of
the BK equation. One crucial advantage of the GT is that it automatically satisfies group-theoretical
constraints in the local limits of transverse coordinates in the correlators.† This will be shown explicitly
in Section 3.1.4.
∗The name comes from the fact that this prescription is equivalent to using a non-local Gaussian approximation for
JIMWLK weights,
WY
[
ρ
]
= exp
{
−
∫ Y
dY ′
∫
d2u d2v
ρc(Y ′,u)ρc(Y ′,v)
2µ2(Y ′,u,v)
}
,
where ρc is a colour source with variance µ2 and WY
[
ρ
]
is a weight equivalent to ZˆY
[
U
]
[2].
†Generically, when one truncates an infinite hierarchy, there must be certain constraints imposed to ensure that the
approximation used is legitimate. For the Schwinger-Dyson equations, for example, the Ward identities must be satisfied
when the hierarchy is truncated at the nth order. The group-theoretical constraints in the coincidence limits are the
appropriate analogue to the Ward identities in this context.
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The crux of the GT begins with a parametrisation of F
[
U
]
(any Wilson line correlator average as
in Equation 2.23):
〈
F
[
U
]〉
Y
= exp
{
− 12
∫ Y
dY ′
∫
d2u d2v GY ′,uv i∇¯aui∇¯av
}
F
[
U
]
. (3.5)
where GY ′,uv is a two-point function that the correlators in Equation 3.5 can be written in terms of.
The new expressions for the correlators are obtained via parametrisation equations. These parametrised
correlators are then inserted into Equation 3.1 to obtain the Y -dependence of G. For the sake of
calculating these correlators, it is convenient to note that the Y -derivative of Equation 3.5 is
d
dY
〈
F
[
U
]〉
Y
= −12
〈∫
d2u d2v GY,uv i∇¯aui∇¯av F
[
U
]〉
(3.6)
or diagrammatically for the dipole correlator,
d
dY
= . (3.7)
It is easy to confuse this diagram on the righthand side with a gluon diagram but these are NOT the
same:
6= .
The diagram on the lefthand side is simply a visual tool that can be used to deal with calculations in
the approximation scheme, defined according to Equation 3.5.
In the limit Nc →∞ (large Nc limit), the GT becomes the BK equation. Later on, it will become
evident that correlators consisting of two dipoles are necessary to determine cross-sections of vector-
meson production. These calculations grow complicated quickly so the GT will be introduced with a
single-dipole correlator to begin with. Section 3.1 begins with a derivation of the Balitsky equation
from the JIMWLK equation and then a detailed calculation of the relevant correlators in the GT. Every
calculational detail has been included so that liberty may be taken to skip these when more complicated
correlators are discussed in Section 3.2 and the next chapter. The results and explanations contained
in Section 3.2 come from [2].
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3.1 The Balitsky Equation for the 2-point Correlator
The basis for determining evolution equations for the degrees of freedom in the GT, namely G, is the
Balitsky equation. The G content enters this equation via parametrisation equations obtained from
applying the GT to the 2-point and 3-point correlators that enter Equation 3.1. These G-parametrised
expressions for the correlators will be calculated within the GT once the connection between the
JIMWLK and Balitsky equations has been shown.
3.1.1 Relating the JIMWLK and Balitsky equations
Given the JIMWLK equation as presented in the form of Equation 2.38, Equation 3.1 can be deduced
fairly painlessly. JIMWLK evolution of the dipole correlator, in particular, is
d
dY
〈 tr(UxU†y)
Nc
〉
Y
= αs2pi2
〈∫
d2zKuzv
[
i∇aui∇av + i∇¯aui∇¯av + U˜abz (i∇aui∇¯bv + i∇¯aui∇bv)
] tr(UxU†y)
Nc
〉
Y
,
(3.8)
which can be evaluated term-by-term using Equations 2.41 and 2.42. The first term becomes∫
d2zKuzvi∇aui∇av
tr(UxU†y)
Nc
=
∫
d2zKuzvi∇au
[
− tr(Uxt
aU†y)
Nc
δvx +
tr(UxtaU†y)
Nc
δvy
]
=
∫
d2zKuzv
[ tr(UxtataU†y)
Nc
δvxδux −
tr(UxtataU†y)
Nc
δvxδuy −
tr(UxtataU†y)
Nc
δvyδux +
tr(UxtataU†y)
Nc
δvyδuy
]
=
∫
d2zKuzv
tr(UxtataU†y)
Nc
[
δvxδux − δvxδuy − δvyδux + δvyδuy
]
= Cf
∫
d2zKuzv
tr(UxU†y)
Nc
[
δvxδux − δvxδuy − δvyδux + δvyδuy
]
= Cf
∫
d2z
[
Kxzx −Kyzx −Kxzy +Kyzy
] tr(UxU†y)
Nc
= −Cf
∫
d2z
[
−Kxzx + 2Kxzy −Kyzy
] tr(UxU†y)
Nc
= −Cf
∫
d2z K˜xzy
tr(UxU†y)
Nc
(3.9)
where, in the last line, the linear combination
K˜xzy := −Kxzx + 2Kxzy −Kyzy (3.10)
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has been renamed. Similarly, the second term of Equation 3.8 becomes∫
d2zKuzvi∇¯aui∇¯av
tr(UxU†y)
Nc
= −Cf
∫
d2z K˜xzy
tr(UxU†y)
Nc
. (3.11)
The last terms of Equation 3.8 are
KuzvU˜abz i∇aui∇¯bv
tr(UxU†y)
Nc
=
∫
d2zKuzvU˜abz i∇¯bv
[ tr(taUxU†y)
Nc
δux −
tr(UxU†yta)
Nc
δuy
]
=
∫
d2zKuzvU˜abz
[
− tr(t
aUxt
bU†y)
Nc
δuxδvx +
tr(taUxtbU†y)
Nc
δuxδvy +
tr(UxtbU†yta)
Nc
δuyδvx −
tr(UxtbU†yta)
Nc
δuyδvy
]
=
∫
d2zKuzvU˜abz
tr(taUxtbU†y)
Nc
[
− δuxδvx + δuxδvy + δuyδvx − δuyδvy
]
=
∫
d2z
[
−Kxzx +Kxzy +Kyzx −Kyzy
]
U˜abz
tr(taUxtbU†y)
Nc
=
∫
d2z K˜xzyU˜abz
tr(taUxtbU†y)
Nc
=
∫
d2zKuzvU˜abz i∇¯aui∇bv
tr(UxU†y)
Nc
. (3.12)
Plugging these results into Equation 3.8 yields
d
dY
〈 tr(UxU†y)
Nc
〉
Y
= αs
pi2
∫
d2z K˜xzy
〈
− Cf
tr(UxU†y)
Nc
+
U˜abz tr(taUxtbU†y)
Nc
〉
Y
, (3.13)
which is the same as the Balitsky equation as claimed in the chapter introduction.
3.1.2 Parametrisation equation for the 2-point correlator
Given the Balitsky equation, all that is left to do is to find expressions for the the correlators contained
in it. In the case F
[
U
]
=
〈
tr(UxU†y)
〉
Y
, one obtains from Equation 3.6:
d
dY
〈
tr(UxU†y)
〉
Y
= −12
〈∫
d2u d2v GY,uv i∇¯aui∇¯av tr(UxU†y)
〉
(3.14)
or diagrammatically,
d
dY
= −12
(∫
d2u d2v GY,uv i∇¯aui∇¯av
)
. (3.15)
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Then using expressions 2.41 and 2.42,∫
d2u d2v GY,uv i∇¯aui∇¯av tr(UxU†y)
=
∫
d2u d2v GY,uv i∇¯au
[
tr(taUxU†y)δvx − tr(UxU†yta)δvy
]
=
∫
d2u d2v GY,uv
[
tr(tataUxU†y)δvxδuv − tr(taUxU†yta)δvxδuy − tr(taUxU†yta)δvyδux
+tr(UxU†ytata)δvyδuv
]
= GY,xx tr(tataUxU†y)−GY,yx tr(taUxU†yta)−GY,xy tr(taUxU†yta) +GY,yy tr(UxU†ytata)
= GY,xx tr(tataUxU†y)− 2GY,xy tr(tataUxU†y) +GY,yy tr(tataUxU†y) (3.16)
where in the last line, GY,xy = GY,yx and the cyclicity of the trace has been used. Renaming the linear
combination
GY,xy :=
∫ Y
dY ′
(
GY ′,xy − 12
(
GY ′,xx +GY ′,yy
))
, (3.17)
one can rewrite this result in terms of its derivative G′Y,xy := ddY GY,xy as∫
d2u d2v GY,uv i∇¯aui∇¯av tr(UxU†y) = 2G′Y,xy tr(tataUxU†y). (3.18)
Then substitution into Equation 3.14 gives
d
dY
〈
tr(UxU†y)
〉
Y
= −G′Y,xy
〈
tr(tataUxU†y)
〉
Y
= −CfG′Y,xy
〈
tr(UxU†y)
〉
Y
. (3.19)
This differential equation has a simple exponential solution〈
tr(UxU†y)
〉
Y
= df exp
{
− CfGY,xy
}
(3.20)
with normalisation factor df = Nc (the dimension of the fundamental representation, which comes
from normalising the dipole). The calculation can also be applied as is, in the adjoint representation
with factor CAδcd = fabcfabd = Nc and dimension dA = N2c − 1.
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3.1.3 Parametrisation equation for the 3-point correlator
In the case F
[
U
]
=
〈
U˜abz tr(taUxtbU†y)
〉
Y
, a similar procedure can be carried out to obtain an expres-
sion in terms of G. Again, using Equation 3.6,
d
dY
〈
U˜abz tr(taUxtbU†y)
〉
Y
= −12
〈∫
d2u d2v GY,uv i∇¯cui∇¯cv
(
U˜abz tr(taUxtbU†y)
)〉
(3.21)
or diagrammatically,
d
dY
= −12
(∫
d2u d2v GY,uv i∇¯aui∇¯av
)
. (3.22)
The differential operator can be executed in parts as follows:
∫
d2u d2v GY,uv i∇¯cui∇¯cv
(
U˜abz tr(taUxtbU†y)
)
=
∫
d2u d2v GY,uv
[(
i∇¯cui∇¯cvU˜abz
)
tr(taUxtbU†y) +
(
i∇¯cvU˜abz
)(
i∇¯cutr(taUxtbU†y)
)
+
(
i∇¯cuU˜abz
)(
i∇¯cvtr(taUxtbU†y)
)
+ U˜abz
(
i∇¯cui∇¯cvtr(taUxtbU†y)
)]
.
(3.23)
The first three terms require the derivative of a Wilson line in the adjoint representation,
i∇¯cvU˜abz = i∇¯cv
(
2tr(taUztbU†z)
)
= 2
(
tr(tatcUztbU†z)− tr(taUztbU†ztc)
)
δvz
= 2
(
tr(tatcUztbU†z)− tr(tctaUztbU†z)
)
δvz
= 2
(
tr([ta, tc]UztbU†z)
)
δvz
= 2ifacd
(
tr(tdUztbU†z)
)
δvz
= ifacdU˜dbz δvz (3.24)
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and another derivative gives
i∇¯cui∇¯cvU˜abz = i∇¯cu
(
ifacdU˜dbz δvz
)
(using Equation 3.24)
= ifacd
(
i∇¯cuU˜dbz
)
δvz
= ifacd
(
ifdceU˜ebz δuz
)
δvz (using Equation 3.24 again)
= −facdfdceU˜ebz δuzδvz
= CAδaeU˜ebz δuzδvz
= CAU˜abz δuzδvz. (3.25)
Then the first term of Equation 3.23 becomes
∫
d2u d2v GY,uv
(
i∇¯cui∇¯cvU˜abz
)
tr(taUxtbU†y) =
∫
d2u d2v GY,uv CAU˜
ab
z δuzδvz tr(taUxtbU†y)
= CAGY,zz U˜abz tr(taUxtbU†y). (3.26)
The second term becomes
∫
d2u d2v GY,uv
(
i∇¯cvU˜abz
)(
i∇¯cutr(taUxtbU†y)
)
=
∫
d2u d2v GY,uv
(
ifacdU˜dbz δvz
)(
tr(tatcUxtbU†y)δux − tr(taUxtbU†ytc)δuy
)
= ifacdGY,xz U˜dbz tr(tatcUxtbU†y)− ifacdGY,yz U˜dbz tr(tctaUxtbU†y) (3.27)
which can be simplified using the relation
[ta, tb] = ifabctc = 12 i(2f
abc)tc = 12 i(f
abc − f bac)tc.
Then
∫
d2u d2v GY,uv
(
i∇¯cvU˜abz
)(
i∇¯cutr(taUxtbU†y)
)
= −12CAδdeGY,xz U˜
db
z tr(teUxtbU†y)−
1
2CAδdeGY,yz U˜
db
z tr(teUxtbU†y)
= −12CA(GY,xz +GY,yz) U˜
db
z tr(tdUxtbU†y)
= −12CA(GY,xz +GY,yz) U˜
ab
z tr(taUxtbU†y) (3.28)
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and the third term of Equation 3.23 is identical. Finally, the last term becomes∫
d2u d2v GY,uv U˜
ab
z
(
i∇¯cui∇¯cvtr(taUxtbU†y)
)
=
∫
d2u d2v GY,uv U˜
ab
z
(
tr(tatctcUxtbU†y)δvxδux − tr(tatcUxtbU†ytc)δvyδux
−tr(tatcUxtbU†ytc)δvxδuy + tr(taUxtbU†ytctc)δvyδuy
)
= GY,xxU˜abz tr(tatctcUxtbU†y)−GY,xyU˜abz tr(tatcUxtbU†ytc)−GY,yxU˜abz tr(tatcUxtbU†ytc)
+GY,yyU˜abz tr(taUxtbU†ytctc)
= Cf GY,xxU˜abz tr(taUxtbU†y)− 2GY,xyU˜abz tr(tctatcUxtbU†y) + Cf GY,yyU˜abz tr(taUxtbU†y). (3.29)
The second term of this expression can be further simplified by noting that
tctatc = tatctc + [tc, ta]tc
= taCf + if cadtdtc
= taCf + if cad
(1
2 if
dcete
)
= taCf − CA2 δaet
e
= ta(Cf − CA2 ). (3.30)
Then Equation 3.29 becomes∫
d2u d2v GY,uv U˜
ab
z
(
i∇¯cui∇¯cvtr(taUxtbU†y)
)
= CfGY,xx U˜abz tr(taUxtbU†y)− 2(Cf −
CA
2 )GY,xyU˜
ab
z tr(taUxtbU†y) + CfGY,yyU˜abz tr(taUxtbU†y)
= −2Cf G′Y,xy U˜abz tr(taUxtbU†y) + CAGY,xy U˜abz tr(taUxtbU†y) (3.31)
Putting all the pieces of Equation 3.23 together results in∫
d2u d2v GY,uv i∇¯cui∇¯cv
(
U˜abz tr(taUxtbU†y)
)
= CAGY,zz U˜abz tr(taUxtbU†y)− CA(GY,xz +GY,yz) U˜abz tr(taUxtbU†y)− 2Cf G′Y,xy U˜abz tr(taUxtbU†y)
+CAGY,xy U˜abz tr(taUxtbU†y)
=
[
CA
(
GY,zz −GY,xz −GY,yz +GY,xy
)
− 2Cf G′Y,xy
]
U˜abz tr(taUxtbU†y)
= −
[
CA
(
G′Y,xz + G′Y,yz − G′Y,xy
)
+ 2Cf G′Y,xy
]
U˜abz tr(taUxtbU†y) (3.32)
which, at last, can be substituted into Equation 3.21 to yield
d
dY
〈
U˜abz tr(taUxtbU†y)
〉
Y
= −
[
CA
2
(
G′Y,xz + G′Y,yz − G′Y,xy
)
+ Cf G′Y,xy
]〈
U˜abz tr(taUxtbU†y)
〉
. (3.33)
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This differential equation also has an exponential solution like the 2-point correlator:〈
U˜abz tr(taUxtbU†y)
〉
Y
= Cfdf exp
{
− CA2
(GY,xz + GY,yz − GY,xy)− Cf GY,xy} (3.34)
where the normalisation factor is written as Cfdf ∗.
3.1.4 Energy evolution of G
With Equations 3.20 and 3.34 serving as expressions for the 2-point and 3-point correlators, respectively,
the Balitsky equation given in Equation 3.1 can be written as
d
dY
[
df exp
{
− CfGY,xy
}]
= αs
pi2
∫
d2zKxzy
(
Cfdf exp
{
− CA2
(GY,xz + GY,yz − GY,xy)− Cf GY,xy}
−Cf
[
df exp
{
− CfGY,xy
}])
.
(3.35)
Differentiating both sides by Y and cancelling common factors gives a more enlightening expression
for the energy evolution of G:
d
dY
GY,xy = αs
pi2
∫
d2zKxzy
(
1− exp
{
− CA2
(GY,xz + GY,yz − GY,xy)}). (3.36)
This is the energy evolution of the Gaussian 2-point function, which was the goal of the calculation.
Although the Wilson lines for the quarks were taken to be in the fundamental representation, in [65]
it was shown that the GT actually gets to this result regardless of representation.
∗This comes from the normalisation of [U˜z ]abtr(taUxtbU†y).
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Local limits
One of the advantages of the GT is that it automatically satisfies the group theory constraints. These
can be checked by taking local limits in the transverse coordinates of the Wilson lines in the correlators,
thereby doing consistency checks to make sure results are in agreement with each other. For example,
taking the limit
lim
y→x U˜
ab
z tr(taUxtbU†y) = Cf
df
dA
tr(U˜zU˜†x) (3.37)
results in two lines in the adjoint, which it should (a quark and an antiquark line on top of each other
looks like a gluon line). Other limits can also be considered,
lim
z→y or x U˜
ab
z tr(taUxtbU†y) = Cf tr(UxU†y) (3.38)
lim
z→y
y→x
U˜abz tr(taUxtbU†y) = Cfdf . (3.39)
Checks of this kind seem trivial when the correlators of interest are simple 2- and 3-point functions
but will become useful when 4- and even 6-point functions are considered later.
3.2 The 4-point Correlator
Due to the presence of the 4-point correlator〈
tr(Uy′U†x′)
Nc
tr(UxU†y)
Nc
〉
Y
in the vector-meson production cross-section, one is led to consider a target diagram of the type .
Given two quarks and two antiquarks, there are now two nonequivalent basis states that can be formed:
1 and 11
2
(3.40)
with normalisation factors = Nc and = = dA4 (the
1
4 comes from the normalisation of generators
tr(tatb) = 12δab). An alternative choice of bases is
1 and 11
2
(3.41)
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but this is completely equivalent to the first set. Projecting both the left and right sides of the 4-point
target diagram onto the first basis state gives
1
2 (3.42)
which is the 4-point correlator 〈
tr(Uy′U†x′)
Nc
tr(UxU†y)
Nc
〉
Y
required.
In addition to the fact that the 4-point correlator appears in the vector-meson cross-section, there
is another strong motivation to consider 4- and higher-point functions. Consider, for example, the
3-point correlator . The same mathematical expression can be obtained by considering the
4-point correlator in the coincidence limit in which the bottom quark and antiquark interact
with the target field at the same transverse coordinate. Then −→ , which is the same as
in terms of the target interaction. Studying higher-point correlators in local limits therefore
allows one to study gluon lines that cross the target field without much more difficulty.
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3.2.1 The correlator matrix
Since there are two basis states, there are actually four different 4-point correlators that can be formed:
1
2 ,
1
1
2
,
1
1
2
and 1 . (3.43)
As a matter of convenience, one can write these four terms in a matrix
A(Y ) :=

1
2
1
1
2
1
1
2
1

(3.44)
=

〈
tr(Uy′U
†
x′ )tr(UxU
†
y)
〉
Y
N2c
〈
tr(Uy′ taU
†
x′ )tr(Uxt
aU†y)
〉
Y
Nc
√
dA/4
〈
tr(Uy′U
†
x′ t
b)tr(UxU†yt
b)
〉
Y
Nc
√
dA/4
〈
tr(Uy′ taU
†
x′ t
b)tr(UxtaU†yt
b)
〉
Y
dA/4

(3.45)
where the transition elements have been placed on the off-diagonals. The elements of this correlator
matrix may generically mix if the off-diagonal elements are non-zero. The 2-dipole analogue of Equation
3.7 is therefore a matrix equation
d
dY
A(Y ) = −M(Y )A(Y ) (3.46)
where matrix
M(Y ) :=
aY cY
cY bY
 (3.47)
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has elements containing the relevant G content. To make these elements more explicit, it is beneficial
to write the diagrammatic equivalent of Equation 3.46:
1
2
1
1
2
1
1
2
1

=
aY cY
cY bY


1
2
1
1
2
1
1
2
1

.
(3.48)
As an example, consider the result of matrix multiplication for the top left element of A(Y ):
1
2 = aY
1
2 + cY
1
1
2
. (3.49)
On the other hand, the differential operator
∫
d2u d2v Guvi∇¯aui∇¯av (the Y subscript on G will be
suppressed for clarity from here on out) acting on this element of A(Y ) gives
∫
d2u d2v Guvi∇¯aui∇¯av
 12
 = 12 . (3.50)
TheG content of the righthand side can be separated from the target interaction by inserting a complete
set of singlet states
1
2 =
1
2
(∑
n
|n〉 〈n|
)
= 12
 12 + 1

= 14 +
1
2 . (3.51)
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Direct comparison with Equation 3.49 implies
aY = − 12 and cY = −
1
1
2
.
Similarly, multiplying out the other three elements in Equation 3.48 gives the complete matrix
aY cY
cY bY
 = −

1
2
1
1
2
1
1
2
1

. (3.52)
The procedure for calculating these elements exactly has already been outlined in great detail in the
previous section for the 2-point and 3-point correlators. The same method can be used to determine
aY , bY and cY in terms of G, as has been done in [2]. The results are
aY = Cf (G′xy + G′x′y′) (3.53)
bY =
(
Cf − CA2
)
(G′xy + G′x′y′) +
Cd + CA
4
(G′x′x + G′y′y)− Cd − CA4 (G′x′y + G′y′x) (3.54)
cY =
√
dA/4
CA
(G′x′x + G′y′y − G′x′y − G′y′x) (3.55)
where Cd = N
2
c−4
Nc
.
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Local limits
Taking the limit x→ y on the expressions above gives
lim
x→y aY = Cf (G
′
yy + G′x′y′) (3.56)
lim
x→y bY =
(
Cf − CA2
)
(G′yy + G′x′y′) +
CA
2 (G
′
x′y + G′y′y) (3.57)
lim
x→y cY = 0. (3.58)
The off-diagonal elements of A(Y ) become zero because of the unitarity of the Wilson lines, UxU†x = 1.
In either of these limits then, A(Y ) becomes diagonal with the top element a 2-point correlator and
the bottom element a 3-point correlator. By Equation 3.46, the diagonalisation of A(Y ) leads to
a decoupling of the differential equations for its individual elements. The solutions of such simple
differential equations for correlators have already been discussed in the previous section, the resulting
expressions being Equations 3.20 and 3.34, respectively. Taking a second limit, x′ → y′, reduces the
results further to
lim
x→y
x′→y′
aY = Cf (G′yy + G′y′y′) (3.59)
lim
x→y
x′→y′
bY =
(
Cf − CA2
)
(G′yy + G′y′y′) + CAG′y′y. (3.60)
The limits x→ y′ and x′ → y have a similar outcome. The last set of limits is x→ x′ and y → y′,
corresponding to taking the two quarks on top of each other and the two antiquarks on top of each
other. To make sense of this, it is necessary to change to a third set of equivalent basis states,
1(
Nc(Nc+1)
2
) 1
2
and 1(
Nc(Nc−1)
2
) 1
2
(3.61)
where
= 12
(
+
)
and = 12
(
−
)
(3.62)
are symmetry and antisymmetry operators, respectively. A more detailed discussion of this case is
given in [2].
60
3.2. THE 4-POINT CORRELATOR
3.2.2 Exponential solution for A(Y )
Outside of the limits, there exists a differential matrix equation, Equation 3.46, with non-trivial ex-
pressions for the elements ofM(Y ) given above. This can be integrated to yield
A(Y ) = PY exp
{
−
∫ Y
Y0
dY ′M(Y ′)
}
A(Y0) (3.63)
where PY denotes path ordering in rapidity and the normalisation factor A(Y0) is set by the initial
condition. The information given up until now is insufficient to determine A(Y0) but constraints can
be imposed by coincidence limits such as those discussed in Section 3.1.4.
Rigid exponential solution
The part of the solution unconstrained by the coincidence limits is contained in the difference between
the full solution given in Equation 3.63 and the rigid exponential
Arigid(Y ) := exp
{
−
∫ Y
dY ′M(Y ′)
}
(3.64)
= exp
−
aY cY
cY bY
 (3.65)
= exp
{
− 12(aY + bY )
}
cosh k − aY −bY√∆Y sinh k −2
cY√
∆Y
sinh k
−2 cY√∆Y sinh k cosh k +
aY −bY√
∆Y
sinh k

(3.66)
where
aY :=
∫ Y
dY ′aY ′ , bY :=
∫ Y
dY ′bY ′ , cY :=
∫ Y
dY ′cY ′ and k :=
1
2
√
(aY − bY )2 + 4c2Y .
Arigid(Y ) is an expression solely in terms of G(Y ) and involves no rapidity-ordered terms G′(Y ). In the
local limits, it is identical to A(Y ).
The large Nc limit is not useful here because it over-simplifies all expressions for A(Y ), losing all
path-ordering. What is useful, however, is to write an ansatz for G that separates Y -dependence from
transverse coordinate-dependence,
Gxy(Y )→ f(Y )g(x,y). (3.67)
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This is the approach taken by the Golec-Biernat-Wüsthoff parametrisation [66] and the McLerran-
Venugopalan model [67], which have been successful in phenomenological studies. It is not consistent
with the GT since it assumes that Y -ordering plays no role in A(Y ). For comparisons to data within
the GT, one can use
A(Y ) := PY exp
{
−
∫ Y
Y0−∆Y
dY ′M(Y ′)
}
· Arigid(Y0 −∆Y ) (3.68)
in the region Y > Y0. The assumption is made that nonlinearities in the evolution equation erase most
of the arbitrariness introduced by the initial condition. Such studies are beyond the scope of this work.
3.2.3 Symmetrisation of the GT definition
The most obvious extension of the GT is to consider differential operators i∇aui∇av acting to the right
of the target line in the argument of the exponential of Equation 3.5. Since the only effective difference
between the operation of i∇au and i∇¯au on the same Wilson line is a sign (c.f. Equations 2.41 and 2.42),
it turns out that all the arguments discussed in this chapter hold equally well for this new case but
with one small difference. Recall Equation 3.63,
A(Y ) = PY exp
{
−
∫ Y
Y0
dY ′M(Y ′)
}
A(Y0), (3.69)
with PY denoting path-ordering in rapidity. This was the result corresponding to differential operators
acting to the left of the target, with sequential gluon insertion lines being added further away from the
target line. If one now considers differential operators acting to the right of the target, then the path-
ordering should be reversed to ensure that sequential gluon lines still get added at increasing distance
from the target. SinceM(Y ) is a symmetric matrix, there is no need to worry about transposing it.
Including the differential operator i∇aui∇av in the GT introduced in [2] is therefore a trivial matter.
The new, symmetric approximation is then
d
dY
〈
F
[
U
]〉
Y
= −12
〈∫
d2u d2v GY,uv
1
2
(
i∇¯aui∇¯av + i∇aui∇av
)
F
[
U
]〉
(3.70)
and all the conceptual arguments presented in this section still hold. Including the mixed operator
i∇aui∇¯av on the other hand, is a more complicated affair because it requires changing the target inter-
action to include a gluon Wilson line. Such studies are beyond the scope of this work but it is still
possible to go beyond the GT in a meaningful way by considering higher-order differential operators.
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Beyond the Gaussian Truncation
In the previous chapter, the Gaussian truncation of the JIMWLK equation was introduced by approx-
imating the average of a generic correlator by〈
F
[
U
]〉
Y
= exp
{
− 12
∫ Y
dY ′
∫
d2u d2v Guv i∇¯aui∇¯av
}
F
[
U
]
.
With this providing the baseline for a calculation, any higher-order extensions act as corrections. This
chapter introduces the leading-order correction to the GT in Section 4.1 and then looks at the 4-
point correlator in this extension in Section 4.2. The last section uses these results to modify the
parametrisation equations for the 2-point and 3-point correlators.
4.1 Extension of the GT Differential Operator
The GT can be expanded in the first instance by including triple-derivative terms in the parametrisation
of a Wilson line average:〈
F
[
U
]〉
Y
= exp
{
−
∫ Y
dY ′
(
1
2
∫
d2u d2v Guv i∇¯aui∇¯av
+
∫
d2u d2v d2w
[
fabcGfuvw + dabcGduvw
]
i∇¯aui∇¯bvi∇¯cw
)}
F
[
U
]
. (4.1)
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Two new terms are introduced to take into account the antisymmetric and symmetric three-gluon
states, respectively. While the GT differential operator corresponds to diagrams of the kind
in the 2-dipole correlator case, these new differential operators correspond to diagrams of the kind
and
for the fabc term and
and
for the dabc term. Of course, this holds just as well if one wants to consider a correlator with an
arbitrary number of quarks and antiquarks, .
As with the GT, the properties of the 3-point functions Gf and Gd are not known a priori but
will need to be determined. The coordinate integrals that appear on the righthand side of Equation
4.1 automatically symmetrise both Gf and Gd. If one wants to investigate the symmetry properties of
these 3-point functions, they need to be written as linear combinations of all possible permutations of
u,v,w:
Gfuvwi∇¯aui∇¯bvi∇¯cw −→
1
6
[
Gfuvwi∇¯aui∇¯bvi∇¯cw +Gfvwui∇¯avi∇¯bwi∇¯cu +Gfwuvi∇¯awi∇¯bui∇¯cv
+Gfuwvi∇¯aui∇¯bwi∇¯cv +Gfvuwi∇¯avi∇¯bui∇¯cw +Gfwvui∇¯awi∇¯bvi∇¯cu
]
(4.2)
Gduvwi∇¯aui∇¯bvi∇¯cw −→
1
6
[
Gduvwi∇¯aui∇¯bvi∇¯cw +Gdvwui∇¯avi∇¯bwi∇¯cu +Gdwuvi∇¯awi∇¯bui∇¯cv
+Gduwvi∇¯aui∇¯bwi∇¯cv +Gdvuwi∇¯avi∇¯bui∇¯cw +Gdwvui∇¯awi∇¯bvi∇¯cu
]
(4.3)
The positions of the coordinate indices on the G’s should be taken literally in these expressions. If all
the indices on the differential operators are put in order in these expressions, then an overall factor of
i∇¯aui∇¯bvi∇¯cw can be pulled out and these somewhat lengthy expressions can be simplified.
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4.1.1 Ordering the transverse coordinates
The commutator,
[i∇¯au, i∇¯bv] = ifabdδuvi∇¯du =
1
2 if
abdδuv
(
i∇¯du + i∇¯dv
)
, (4.4)
can be used to order the indices u,v,w. To illustrate how this is done, consider the termGfvuwi∇¯avi∇¯bvi∇¯cw
from Equation 4.2 as an example:
Gfvuw
(
i∇¯avi∇¯bu
)
i∇¯cw
= Gfvuw
(
i∇¯bui∇¯av + [i∇¯av, i∇¯bu]
)
i∇¯cw
= Gfvuw
(
i∇¯bui∇¯av +
1
2 if
abdδuv
(
i∇¯du + i∇¯dv
))
i∇¯cw
= Gfvuwi∇¯bui∇¯avi∇¯cw +
1
2 if
abdδuvG
f
vuw
(
i∇¯dui∇¯cw + i∇¯dvi∇¯cw
)
= Gfvuwi∇¯bui∇¯avi∇¯cw +
1
2 if
abd
(
Gfuuwi∇¯dui∇¯cw +Gfvvwi∇¯dvi∇¯cw
)
. (4.5)
In the last line, the delta function δuv introduces some freedom in choosing indices for the Gf ’s of the
last two terms. To keep things completely democratic, the second term has been assigned v → u and
the third term has been assigned u→ v. It is equally possible to choose either u or v for both terms
but this would invite an unnecessary asymmetry in expressions 4.2 and 4.3. Notice that for each use
of the commutator, two new terms are introduced, both of which contain only two coordinate indices.
Once this procedure is carried out on all terms in Equation 4.2, the result is
fabcGfuvwi∇¯aui∇¯bvi∇¯cw −→
1
6f
abc
[
Gfuvwi∇¯aui∇¯bvi∇¯cw +Gfvwui∇¯cui∇¯avi∇¯bw +
1
2 if
acd
(
Gfuwui∇¯dui∇¯bw +Gfvwvi∇¯dvi∇¯bw
)
+ 12 if
bcd
(
Gfvuui∇¯avi∇¯du +Gfvwwi∇¯avi∇¯dw
)
+Gfwuvi∇¯bui∇¯cvi∇¯aw +
1
2 if
abd
(
Gfuuvi∇¯dui∇¯cv +Gfwwvi∇¯dwi∇¯cv
)
+ 12 if
acd
(
Gfvuvi∇¯bui∇¯dv +Gfwuwi∇¯bui∇¯dw
)
+Gfuwvi∇¯aui∇¯cvi∇¯bw +
1
2 if
bcd
(
Gfuvvi∇¯aui∇¯dv +Gfuwwi∇¯aui∇¯dw
)
+Gfvuwi∇¯bui∇¯avi∇¯cw +
1
2 if
abd
(
Gfuuwi∇¯dui∇¯cw +Gfvvwi∇¯dvi∇¯cw
)
+Gfwvui∇¯cui∇¯bvi∇¯aw
+ 12 if
bcd
(
Gfwuui∇¯awi∇¯du +Gfwvvi∇¯awi∇¯dv
)
+ 12 if
acd
(
Gfuvui∇¯dui∇¯bv +Gfwvwi∇¯dwi∇¯bv
)
+ 12 if
abd
(
Gfvvui∇¯cui∇¯dv +Gfwwui∇¯cui∇¯dw
)]
. (4.6)
This expression is messy but it can be simplified by splitting it into two contributions: one for terms
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with two differential operators and one for terms with three differential operators:
fabcGfuvwi∇¯aui∇¯bvi∇¯cw −→
(
Gˆf2 + Gˆf3
)
(4.7)
where
Gˆf2 := 112 if
abc
[
facd
(
Gfuwui∇¯dui∇¯bw +Gfvwvi∇¯dvi∇¯bw
)
+ f bcd
(
Gfvuui∇¯avi∇¯du +Gfvwwi∇¯avi∇¯dw
)
+ fabd
(
Gfuuvi∇¯dui∇¯cv +Gfwwvi∇¯dwi∇¯cv
)
+ facd
(
Gfvuvi∇¯bui∇¯dv +Gfwuwi∇¯bui∇¯dw
)
+ f bcd
(
Gfuvvi∇¯aui∇¯dv +Gfuwwi∇¯aui∇¯dw
)
+ fabd
(
Gfuuwi∇¯dui∇¯cw +Gfvvwi∇¯dvi∇¯cw
)
+ f bcd
(
Gfwuui∇¯awi∇¯du +Gfwvvi∇¯awi∇¯dv
)
+ facd
(
Gfuvui∇¯dui∇¯bv +Gfwvwi∇¯dwi∇¯bv
)
+ fabd
(
Gfvvui∇¯cui∇¯dv +Gfwwui∇¯cui∇¯dw
)]
(4.8)
and
Gˆf3 := 16f
abc
[
Gfuvwi∇¯aui∇¯bvi∇¯cw +Gfvwui∇¯cui∇¯avi∇¯bw +Gfwuvi∇¯bui∇¯cvi∇¯aw
+Gfuwvi∇¯aui∇¯cvi∇¯bw +Gfvuwi∇¯bui∇¯avi∇¯cw +Gfwvui∇¯cui∇¯bvi∇¯aw
]
. (4.9)
The Gd result is much simpler because every time the commutator is used to re-order indices, terms
with an fabc cancel with the overall dabc. Therefore, only terms with three distinct coordinates can
survive -
dabcGduvwi∇¯aui∇¯bvi∇¯cw −→ Gˆd (4.10)
where
Gˆd := 16d
abc
[
Gduvwi∇¯aui∇¯bvi∇¯cw +Gdwuvi∇¯bui∇¯cvi∇¯aw +Gdvwui∇¯cui∇¯avi∇¯bw
+Gduwvi∇¯aui∇¯cvi∇¯bw +Gdvuwi∇¯bui∇¯avi∇¯cw +Gdwvui∇¯cui∇¯bvi∇¯aw
]
. (4.11)
4.1.2 Ordering the colour indices
Gˆf2, Gˆf3 and Gˆd are only half of the story; reshuﬄing coordinate indices has resulted in colour indices
being disordered. This can be fixed using the antisymmetry/symmetry of fabc/dabc. This procedure will
be outlined below separately for the two-derivative operator, Gˆf2, and the three-derivative operators
Gˆf3 and Gˆd.
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The two-derivative operator Gˆf2
Every term in Equation 4.8 has only two coordinates, which can be relabelled according to the following
prescription:
• In terms containing u and w, replace w → v
• In terms containing v and w, replace w → u.
Then Equation 4.8 becomes
Gˆf2 = 112 if
abc
[
facd
(
Gfuvui∇¯dui∇¯bv +Gfvuvi∇¯dvi∇¯bu
)
+ f bcd
(
Gfvuui∇¯avi∇¯du +Gfvuui∇¯avi∇¯du
)
+ fabd
(
Gfuuvi∇¯dui∇¯cv +Gfuuvi∇¯dui∇¯cv
)
+ facd
(
Gfvuvi∇¯bui∇¯dv +Gfvuvi∇¯bui∇¯dv
)
+ f bcd
(
Gfuvvi∇¯aui∇¯dv +Gfuvvi∇¯aui∇¯dv
)
+ fabd
(
Gfuuvi∇¯dui∇¯cv +Gfvvui∇¯dvi∇¯cu
)
+ f bcd
(
Gfvuui∇¯avi∇¯du +Gfuvvi∇¯aui∇¯dv
)
+ facd
(
Gfuvui∇¯dui∇¯bv +Gfuvui∇¯dui∇¯bv
)
+ fabd
(
Gfvvui∇¯cui∇¯dv +Gfvvui∇¯cui∇¯dv
)]
. (4.12)
A few straightforward simplifications can be made:
Gˆf2 = 112 if
abc
[
2facdGfuvui∇¯dui∇¯bv + facdGfvuvi∇¯dvi∇¯bu + 2facdGfvuvi∇¯bui∇¯dv + facdGfuvui∇¯dui∇¯bv
+ 3f bcdGfuvvi∇¯aui∇¯dv + 3f bcdGfvuui∇¯avi∇¯du + 3fabdGfuuvi∇¯dui∇¯cv
+ 2fabdGfvvui∇¯cui∇¯dv + fabdGfvvui∇¯dvi∇¯cu
]
(4.13)
= 112 if
abc
[
facd
(
2Gfuvui∇¯dui∇¯bv +Gfuvui∇¯dui∇¯bv + 2Gfvuvi∇¯bui∇¯dv +Gfvuvi∇¯dvi∇¯bu
)
+ 3f bcd
(
Gfuvvi∇¯aui∇¯dv +Gfvuui∇¯avi∇¯du
)
+ fabd
(
3Gfuuvi∇¯dui∇¯cv + 2Gfvvui∇¯cui∇¯dv +Gfvvui∇¯dvi∇¯cu
)]
. (4.14)
After writing each fabc above as a difference of traces,
fabc = −2i
(
tr(tatbtc)− tr(tatctb)
)
,
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the Fierz identity can be used to simplify products of two fabc’s. The result contains terms with traces
over two ta’s, which can also be simplified using tr(tatb) = 12δab:
Gˆf2 = iNc6
[
− 2Gfuvui∇¯bui∇¯bv −Gfuvui∇¯bui∇¯bv − 2Gfvuvi∇¯bui∇¯bv −Gfvuvi∇¯bvi∇¯bu
+ 3Gfuvvi∇¯aui∇¯av + 3Gfvuui∇¯avi∇¯au + 3Gfuuvi∇¯cui∇¯cv + 2Gfvvui∇¯cui∇¯cv +Gfvvui∇¯cvi∇¯cu
]
.
(4.15)
Now that each term has only one colour index, these can be relabelled b, c→ a. Also using [i∇¯au, i∇¯av] = 0
gives
Gˆf2 = iNc6
[
− 2Gfuvu −Gfuvu − 2Gfvuv −Gfvuv + 3Gfuvv + 3Gfvuu + 3Gfuuv + 2Gfvvu +Gfvvu
]
i∇¯aui∇¯av
= iNc6
[
− 3Gfuvu − 3Gfvuv + 3Gfuvv + 3Gfvuu + 3Gfuuv + 3Gfvvu
]
i∇¯aui∇¯av. (4.16)
It may be useful to highlight the symmetry of the product i∇¯aui∇¯av by writing it in terms of the
anti-commutator
Gˆf2 = iNc4
[
−Gfuvu −Gfvuv +Gfuvv +Gfvuu +Gfuuv +Gfvvu
]
{i∇¯au, i∇¯av}, (4.17)
which is only possible because 12{i∇¯au, i∇¯av} = i∇¯aui∇¯av.∗ It will be shown in the next section (when
the new differential operator acts on the 4-point correlator) that this particular linear combination of
Gf ’s is a common feature. One may therefore introduce the symmetric linear combination
G(2)uv :=
(
Gfuuv −Gfuvu +Gfvuu
)
+
(
Gfvvu −Gfvuv +Gfuvv
)
(4.18)
so that Equation 4.17 becomes
Gˆf2 = iNc4 G
(2)
uv {i∇¯au, i∇¯av}. (4.19)
After all the lengthy calculations, this is the final expression for the two-derivative piece of the new
differential operator.
∗This can be shown as follows:
{i∇¯au, i∇¯av} = i∇¯aui∇¯av + i∇¯avi∇¯au
= i∇¯aui∇¯av + [i∇¯av , i∇¯au] + i∇¯aui∇¯av
= i∇¯aui∇¯av + 0 + i∇¯aui∇¯av
= 2i∇¯aui∇¯av .
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The three-derivative operators Gˆf3 and Gˆd
The expressions for Gˆf3 and Gˆd require far less work to re-order colour indices. Since a, b, c are
contracted within each term, one can relabel these and use the antisymmetry/symmetry of fabc/dabc
to re-order the a, b, c’s in the derivatives. The results of this procedure are
Gˆf3 = 16f
abc
[
Gfuvw +Gfvwu +Gfwuv −Gfuwv −Gfvuw −Gfwvu
]
i∇¯aui∇¯bvi∇¯cw (4.20)
and
Gˆd = 16d
abc
[
Gfuvw +Gfvwu +Gfwuv +Gfuwv +Gfvuw +Gfwvu
]
i∇¯aui∇¯bvi∇¯cw. (4.21)
4.1.3 Symmetry properties of the complete operator
Now that there are simple, explicit expressions for the various parts of the new differential operator
terms introduced in Equation 4.1, their symmetry properties can be determined. These will prove
very useful in the following section, where these properties can be used to modify results and maintain
correct signs.
The symmetry properties of Gˆf2, Gˆf3 and Gˆd will be discussed using the symmetry and antisym-
metry operators
= 12
(
+
)
and = 12
(
−
)
, (4.22)
respectively, as defined in the notation of [68]. A generic three-variable object can be expanded into
four terms,
u
v
w
−→ = + 43 +
4
3 + . (4.23)
This can be applied to the coordinate indices of each G in Equations 4.2 and 4.3. In order to keep G’s
corresponding to each of these four terms separated, auxiliary factorsmi (i ∈ {1, 2, 3, 4}) are introduced
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corresponding to
−→ m1 (4.24)
−→ m2 (4.25)
−→ m3 (4.26)
−→ m4. (4.27)
The mi will be set to 1 at the end of the calculation. They are merely a bookkeeping device used to
wrap together specific linear combinations of terms corresponding to particular symmetry properties.
Separating terms this way results in
Gˆf2 = iNc18
[
m1
[
2
(
Gfuuv + 2Gfuvu +Gfvuu
)
+Gfvvu +Gfvuv +Gfuvv
]
+m2
[
2
(
2Gfuuv −Gfuvu −Gfvuu +Gfvvu
)
−Gfvuv −Gfuvv
]
+m3
[
3(−2Gfuvu + 2Gfvuu −Gfvuv +Gfuvv)
]]
{i∇¯au, i∇¯av} (4.28)
for the two-derivative term. Since the mixed symmetry terms, m1 and m2 survive, one can conclude
that Gˆf2 has both symmetric and antisymmetric pieces.
For the Gˆf3 case, only the m4 term survives, which means that this operator is totally antisym-
metric. Instead of writing the six terms of Equation 4.20, it is more convenient to write
1
6
[
Gfuvw +Gfvwu +Gfwuv −Gfuwv −Gfvuw −Gfwvu
]
= Gfuvw (4.29)
and the complete operator
Gˆf3 = fabcGfuvwi∇¯aui∇¯bvi∇¯cw with Gfuvw antisymmetric. (4.30)
(where Gfuvw is understood to be totally antisymmetric).
Lastly, for the Gˆd case, only the m1 term survives. This means that this operator is totally
symmetric and can be written compactly as
Gˆd = dabcGduvwi∇¯aui∇¯bvi∇¯cw with Gduvw symmetric. (4.31)
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Putting all the pieces together, the final form of the differential operator in the GT and beyond is
〈
F
[
U
]〉
Y
= exp
{
−
∫ Y
dY ′
(
1
2
∫
d2u d2v
(
GY,uv + iNcG(2)uv
)
i∇¯aui∇¯av
+
∫
d2u d2v d2w fabcGfuvwi∇¯aui∇¯bvi∇¯cw +
∫
d2u d2v d2w dabcGduvwi∇¯aui∇¯bvi∇¯cw
)}
F
[
U
]
(4.32)
with Gfuvw antisymmetric and Gduvw symmetric. The piece that contributes to the old Gaussian
term contains both symmetric and antisymmetric components. It is useful to separate this piece from
Gˆf3 since all the symmetry of the original term, fabcGfuvwi∇¯aui∇¯bvi∇¯cw, is contained wholly in this
two-derivative component, leaving Gfuvw in Equation 4.32 to be totally antisymmetric.
4.2 The 4-point Correlator Beyond the GT
Recall that the 4-point correlator is the object required for the cross-section calculation of interest, so
this is the correlator on which the new approximation, Equation 4.32, will be applied. As before, it is
convenient to write this as a Y -derivative,
d
dY
〈
F
[
U
]〉
Y
= −
〈(
1
2
∫
d2u d2v
(
GY,uv + iNcG(2)uv
)
i∇¯aui∇¯av
+
∫
d2u d2v d2w fabcGfuvwi∇¯aui∇¯bvi∇¯cw +
∫
d2u d2v d2w dabcGduvwi∇¯aui∇¯bvi∇¯cw
)
F
[
U
]〉
.
(4.33)
Since the terms of Equation 4.33 are additive, one can consider acting on F
[
U
]
term-by-term and then
adding all results to each other at the end.
The procedure followed here to determine energy evolution equations for the new degrees of freedom,
Gf and Gd, is the same as that of Chapter 3. In analogy to Equation 3.47, define new matrices
M2(Y ) :=
aY2 cY2
cY2 b
Y
2
 , Mf (Y ) :=
aYf cYf
cYf b
Y
f
 and Md(Y ) :=
aYd cYd
cYd b
Y
d
 (4.34)
corresponding to the second, third and fourth terms in Equation 4.33, respectively. Carrying out the
relevant differentiation on the 4-point correlator will determine the elements of these matrices, which
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will be expressions in terms of G(2), Gf and Gd, respectively. These will allow one to write new
expressions for the 2-point and 3-point correlators in the Balitsky equation for the 2-point correlator
by taking the appropriate coincidence limits on the 4-point correlator. This convoluted process will
hopefully become clearer to the reader once executed in this section. Not all matrix elements from
Equation 4.34 are necessary for the final calculation and not all coincidence limits will be used. For
completeness, however, all this information will be included below.
4.2.1 The two-derivative operator Gˆf2
Consider the differential equation
d
dY
= − iNc2
∫
d2u d2v G(2)uvi∇¯aui∇¯av . (4.35)
After applying the differential operator on the righthand side, the final and initial states can be pro-
jected onto, to make up the correlator matrix
A(Y ) =

1
2
1
1
2
1
1
2
1

(4.36)
but with “G insertion lines” to the left of the target. The elements of the matrix M2(Y ) that result
are
aY2 =
iN3c
2
(
Gfxxx +Gfyyy +G
f
x′x′x′ +G
f
y′y′y′ −G(2)xy −G(2)x′y′
)
(4.37)
bY2 =
iNcdA
32
(
dA
[
Gfxxx +Gfyyy +G
f
x′x′x′ +G
f
y′y′y′
]
+G(2)xy +G
(2)
x′y′ − 2
[
G
(2)
xx′ +G
(2)
yy′
]
+(1− dA)
[
G
(2)
xy′ +G
(2)
yx′
])
(4.38)
cY2 =
iN3c
√
dA
8
(
G
(2)
xx′ −G(2)xy′ −G(2)yx′ +G(2)yy′
)
. (4.39)
72
4.2. THE 4-POINT CORRELATOR BEYOND THE GT
These results require some interpretation. aY2 consists solely of Gf ’s with indices belonging to
a single dipole. Cross-terms, with both primed and unprimed indices, do not appear because this
would mean that colour gets carried between the two dipoles (which are in singlet states in
this case). bY2 , on the other hand, contains all possible Gf ’s with two indices. Here, cross-terms are
allowed because the colour transfer they cause can be compensated for by the octet states on either
side of the target (recall that bY2 corresponds to the correlator ). Finally, the transition element
cY2 , contains all the terms that aY2 does not. Since colour is now being exchanged between the two
dipoles via the octet state on one side (the transition elements are and ), only terms
with one-gluon exchange between the dipoles are allowed.
M2(Y ) in the local limits
In the limit x → y, in which the quark and antiquark of the first dipole are at the same transverse
coordinate, the elements ofM2(Y ) become
lim
x→y a
Y
2 =
iN3c
2
(
Gfx′x′x′ +G
f
y′y′y′ −G(2)x′y′
)
(4.40)
lim
x→y b
Y
2 =
iNcdA
32
(
2N2cGfyyy + dA
[
Gfx′x′x′ +G
f
y′y′y′
]
−N2c
[
G
(2)
yx′ +G
(2)
yy′
]
+G(2)x′y′
)
(4.41)
lim
x→y c
Y
2 = 0. (4.42)
In this limit, all traces of the first dipole vanish in aY2 because there is no way for it to connect to the
second dipole. cY2 becomes zero as all terms cancel pairwise, which can be deduced easily by looking
at Equation 4.39.∗ In addition to the limit x → y, one can impose a second limit, x′ → y′, on these
∗Writing Gˆf2 in the expansion of Equation 4.28 shows that each mi goes to zero independently in the limit x→ y.
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expressions. This gives
lim
x→y
x′→y′
aY2 = 0 (4.43)
lim
x→y
x′→y′
bY2 =
iN3c dA
16
(
Gfyyy +G
f
y′y′y′ −G(2)yy′
)
. (4.44)
aY2 goes to zero by the same logic that all one-dipole terms vanished in the first limit.
The other limit that can be studied is x → y′, which corresponds to the quark of the first dipole
and the antiquark of the second dipole sharing the same transverse coordinate. The results for the
elements ofM2(Y ) are
lim
x→y′
aY2 =
iN3c
2
(
Gfyyy +G
f
x′x′x′ +G
f
y′y′y′ −G(2)yy′ −G(2)x′y′
)
(4.45)
lim
x→y′
bY2 =
iNcdA
32
(
dAG
f
yyy + dAG
f
x′x′x′ + 2G
f
y′y′y′ + (1− dA)G(2)yx′
)
(4.46)
lim
x→y′
cY2 =
iN3c
√
dA
8
(
− 2Gfy′y′y′ −G(2)yx′ +G(2)yy′ +G(2)x′y′
)
. (4.47)
The terms in aY2 that vanished in the limit x → y no longer vanish because the limit now connects
the two dipoles to each other. cY2 also has a chance to survive because there is no longer a pairwise
cancellation of terms. Taking a second limit, x′ → y′, in these results gives:
lim
x→y′
x′→y
aY2 = iN3c
(
Gfyyy +G
f
y′y′y′ −G(2)yy′
)
(4.48)
lim
x→y′
x′→y
bY2 =
iNcdA
16
(
Gfyyy +G
f
y′y′y′ −G(2)yy′
)
(4.49)
lim
x→y′
x′→y
cY2 = −
iN3c
√
dA
4
(
Gfyyy +G
f
y′y′y′ −G(2)yy′
)
. (4.50)
In this case, all the elements have the same G content but different pre-factors.
As in the GT, it is possible to study other limits as well, such as x → x′. This would require a
change of basis, as discussed briefly in Chapter 3.
74
4.2. THE 4-POINT CORRELATOR BEYOND THE GT
4.2.2 The three-derivative operator Gˆf3
It is now left to consider the triple-derivative terms in Equation 4.33. First, consider the differential
equation
d
dY
= −
∫
d2u d2v d2w fabcGfuvwi∇¯aui∇¯bvi∇¯cw (4.51)
and then project onto initial and final states to make the 2×2 correlator matrix. Since Gfuvw is totally
antisymmetric, only Gf ’s with three coordinates indices can appear in Mf (Y ). This sets aYf to zero
immediately because Gf ’s in the singlet-singlet element cannot connect to both dipoles.
The elements ofMf (Y ) turn out to be
aYf = 0 (4.52)
bYf = 0 (4.53)
cYf =
3iN2c
√
dA
2
(
Gfxyx′ −Gfxyy′ +Gfxx′y′ −Gfyx′y′
)
(4.54)
As expected, aYf = 0. In practise, this happens because all terms contain a factor tr(ta) = 0. The
disappearance of bYf is somewhat unexpected. It can be explained by expanding each octet state into
two terms using the Fierz identity (Equation 3.2):
2 = − 1 , which bent over, looks like 2 = − 1 . (4.55)
Then the octet-octet correlator becomes four terms,
= 14
 − 1 − 1 + 12
 (4.56)
By the same reasoning that aYf = 0, so too are the first and last terms of this expansion zero. The
remaining terms,
− 1
4
 +
 ,
75
CHAPTER 4. BEYOND THE GAUSSIAN TRUNCATION
are traces in opposite directions and so cancel each other. Then all terms in Equation 4.56 disappear
and bYf becomes zero. cYf , on the other hand, makes no colour flow transgressions and so all possible
antisymmetric Gf ’s are present. The relative signs among the terms in cYf are due to the sign difference
between the differential operator i∇¯ acting on a quark or antiquark.
Mf (Y ) in the local limits
The coincidence limits are easy to evaluate for Mf (Y ) because the antisymmetry of Gˆf makes the
elements all zero. cY2 evaluated in the various limits becomes
lim
x→y c
Y
f = 0 (4.57)
lim
x→y
x′→y′
cYf = 0 (4.58)
lim
x→y′
cYf =0 (4.59)
lim
x→y′
x′→y
cYf = 0. (4.60)
4.2.3 The three-derivative operator Gˆd
The last term of Equation 4.33 that must be considered is the one containing the totally symmetric
3-point function, Gd. The corresponding differential equation to study is
d
dY
= −
∫
d2u d2v d2w dabcGduvwi∇¯aui∇¯bvi∇¯cw . (4.61)
One can expect the elements of Md(Y ) to be far richer than the those of Mf (Y ) because the anti-
symmetry of Gf that lead to several terms cancelling then, is no longer present.
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The elements ofMd(Y ) are
aYd =
−3iCdCf
2
(
1
3
[
Gdxxx −Gdyyy +Gdx′x′x′ −Gdy′y′y′
]
−GOxy −GOx′y′
)
(4.62)
bYd =
−3iCd
4Nc
(
dA
3
[
Gdxxx −Gdyyy +Gdx′x′x′ −Gdy′y′y′
]
− 2
[
Gdxxx′ −Gdyyy′ +Gdx′x′x −Gdy′y′y
]
+4
[
Gdxyx′ −Gdxyy′ +Gdxx′y′ −Gdyx′y′
]
+GOxy +GOx′y′ + (1− dA)
[
GOxy′ −GOyx′
])
(4.63)
cYd =
−3iNcCd
√
dA
4
(
Gdxxx′ −Gdyyy′ +Gdx′x′x −Gdy′y′y − 2
[
Gdxyx′ −Gdxyy′ +Gdx′y′x −Gdx′y′y
]
+GOxy′ +GOx′y
)
(4.64)
where GOxy := Gdxxy −Gdyyx is a convenient antisymmetric combination to define. As in the aY2 case,
aYd does not contain any cross terms between the two dipoles due to colour transfer considerations.
The factor of 13 that appears here (and also in bYd ) is a symmetry factor. All possible permutations
of coordinate indices appear in bYd . cYd , however, only contains Gd’s that link to both dipoles. This is
necessary to compensate for the colour transfer by the octet state on one side of the correlator (recall
that cYd refers to the transition elements).
Md(Y ) in the local limits
These expressions simplify fairly drastically in the limit x→ y:
lim
x→y a
Y
d =
−3iCdCf
2
(
1
3
[
Gdx′x′x′ −Gdy′y′y′
]
+GOx′y′
)
(4.65)
lim
x→y b
Y
d =
−3iCd
4Nc
(
dA
3
[
Gdx′x′x′ −Gdy′y′y′
]
+N2c
[
GOyx′ −GOyy′
]
+GOx′y′
)
(4.66)
lim
x→y c
Y
d = 0. (4.67)
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All terms related to the first dipole vanish in aYd in this limit. Imposing x′ → y′ in addition gives zero
in all cases:
lim
x→y
x′→y′
aYd = limx→y
x′→y′
bYd = 0. (4.68)
In the limit x→ y′, the elements ofMd(Y ) become
lim
x→y′
aYd =
−3iCdCf
2
(
− 13
[
Gdyyy −Gdx′x′x′
]
+GOyy′ −GOx′y′
)
(4.69)
lim
x→y′
bYd =
−3i
4Nc
(
dA
3
[
Gdyyy +Gdx′x′x′
]
+GOyy′ −GOx′y′ + (dA − 1)GOyx′
)
(4.70)
lim
x→y′
cYd =
−3iNcCd
√
dA
4
(
GOyx′ −GOyy′ +GOx′y′
)
. (4.71)
Taking a second limit, x′ → y, once again gives zero in all cases:
lim
x→y′
x′→y
aYd = lim
x→y′
x′→y
bYd = lim
x→y′
x′→y
cYd = 0. (4.72)
4.3 The Odderon Contribution to the 2- & 3-point Correlators
Now that all the elements ofM(Y ),M2(Y ),Mf (Y ) andMd(Y ) have been determined and evaluated
in all local possible limits, they can be used to write expressions for the four 4-point correlators in
A(Y ). These new parametrisation equations provide corrections to the G-expressions for the 2-point
and 3-point correlators already calculated in Section 3.1, namely〈
tr(UxU†y)
〉
Y
= df exp
{
− CfGxy
}
and 〈
U˜abz tr(taUxtbU†y)
〉
Y
= Cfdf exp
{
− CA2
(Gxz + Gyz − Gxy)− Cf Gxy}
(Equations 3.20 and 3.34, respectively).
Fortunately, not all of the lengthy expressions constituting these matrix elements are relevant. For
the 2-point correlator, only the singlet-singlet elements in the limit x′ → y′ need to be considered
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because in this limit,
−→ . (4.73)
The transition elements and the octet-octet terms necessarily vanish since there is no second dipole for
the octet project states to connect to. By similar reasoning, the only relevant matrix elements for the
3-point correlator are the octet-octet terms in the limit x′ → y′ because in this limit,
−→ . (4.74)
Given these limitations, the only new information that can be added to the parametrisation equations
for the 2- and 3-point correlators, come from the elements of Md; the singlet-singlet and octet-octet
elements ofMf are zero. This is called the odderon, the symmetric three-gluon state in the t-channel.
4.3.1 The new 2-point correlator parametrisation
The Gd content for the 2-point correlator is obtained from the matrix element
aYd =
−3iCdCf
2
(
1
3
[
Gdxxx −Gdyyy +Gdx′x′x′ −Gdy′y′y′
]
−GOxy −GOx′y′
)
given in Equation 4.62. It can be shown that translation invariance (equivalent to conservation of
U = 1 under evolution) requires Gd with three like indices to be zero. In that case, aYd simplifies neatly
to
aYd =
3iCdCf
2
(
GOxy +GOx′y′
)
. (4.75)
Taking the limit x′ → y′ to make the second dipole vanish gives∗
lim
x′→y′
aYd =
3iCdCf
2 G
O
xy. (4.76)
This is the only new term to be included in the parametrisation of the dipole correlator:
d
dY
〈
tr(UxU†y)
〉
Y
= −
(
CfG′xy +
3iCdCf
2 G
O
xy
)
(Y )
〈
tr(UxU†y)
〉
Y
(4.77)
∗Recall the definition GOxy := Gdxxy − Gdyyx. Then GOxx is zero under the assumption that Gdxxx is zero by the
translation invariance requirement.
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(the overall minus sign comes from the definition ofM(Y ) - c.f. Equation 3.47). As before, the solution
is an exponential, 〈
tr(UxU†y)
〉
Y
= df exp−
{
CfGxy + 3iCdCf2 G
O
xy
}
(Y ). (4.78)
4.3.2 The new 3-point correlator parametrisation
Once again assuming Gdxxx = 0, the octet-octet element required for the 3-point correlator is
bYd =
−3iCd
4Nc
(
− 2
[
Gdxxx′ −Gdyyy′ +Gdx′x′x −Gdy′y′y
]
+ 4
[
Gdxyx′ −Gdxyy′ +Gdxx′y′ −Gdyx′y′
]
+GOxy +GOx′y′ + (1− dA)
[
GOxy′ −GOyx′
])
(4.79)
which, in the limit x′ → y′, becomes
lim
x′→y′
bYd =
−3iCd
4Nc
(
− 2
[
Gdxxy′ −Gdyyy′ +Gdy′y′x −Gdy′y′y
]
+ 4
[
Gdxy′y′ −Gdyy′y′
]
+GOxy + (1− dA)
[
GOxy′ −GOyy′
])
.
(4.80)
Expanding each GO to simplify like terms and relabelling y′ = z gives
lim
x′→y′=z
bYd =
−3iCd
4Nc
(
GOxy +N2cGOzx +N2cGOyz
)
, (4.81)
which is the odderon contribution to the 3-point correlator. This expression can be included in the
differential equation for the 3-point correlator (Equation 3.33), resulting in
d
dY
〈
U˜abz tr(taUxtbU†y)
〉
Y
=−
[
CA
2
(
G′xz + G′yz − G′xy
)
+ Cf G′xy
− 3iCd4Nc
(
GOxy +N2cGOzx +N2cGOyz
)]
(Y )
〈
U˜abz tr(taUxtbU†y)
〉
Y
. (4.82)
The corresponding exponential solution is〈
U˜abz tr(taUxtbU†y)
〉
Y
=Cfdf exp−
{
CA
2
(
Gxz + Gyz − Gxy
)
+ Cf Gxy
− 3iCd4Nc
(
GOxy +N2cGOzx +N2cGOyz
)}
(Y ). (4.83)
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This solution can be verified using a consistency check: In the limit z → x, the 3-point correlator
should reduce to the dipole correlator and Equation 4.83 should become Equation 4.78. Since
lim
z→x
〈
U˜abz tr(taUxtbU†y)
〉
(Y ) =Cfdf exp−
{
Cf Gxy + 3iCdCf2 G
O
xy
}
(Y ), (4.84)
the arguments of the exponentials match and the results are consistent with each other.
4.3.3 Energy evolution of Gd
As with the energy evolution of G within the GT, the 2-point Balitsky equation can be used to
determine the evolution of Gd. This time, however, the correct correlator parametrisations to use are
Equations 4.78 and 4.83. Substituting these into Equation 3.1 gives
d
dY
〈
df exp−
{
CfGxy + 3iCdCf2 G
O
xy
}
(Y )
〉
Y
= αs
pi2
∫
d2z K˜xzy
〈
Cfdf exp−
{
CA
2
(
Gxz + Gyz − Gxy
)
+ Cf Gxy
− 3iCd4Nc
(
GOxy +N2cGOzx +N2cGOyz
)}
(Y )− Cfdf exp−
{
CfGxy + 3iCdCf2 G
O
xy
}
(Y )
〉
Y
. (4.85)
Differentiating the lefthand side and cancelling like factors on both sides gives
d
dY
〈(
Gxy + 3iCd4 G
O
xy
)
(Y )
〉
Y
= αs
pi2
∫
d2z K˜xzy
〈
1− exp−CA2
{
Gxz + Gyz − Gxy + 3iCd4
(
N2cG
O
xz −N2cGOyz −GOxy
)}
(Y )
〉
Y
.
(4.86)
The most striking characteristic about this result is that the odderon contribution has the same struc-
ture as the GT contribution. That is, within an overall factor and the actual difference between G and
GO, the linear combination of terms that appear per contribution are the same.
Equation 4.86 is the final evolution equation one can determine for Gd, contained implicitly in GO.
Ideally, this could be split into real and imaginary contributions, so that there are separate equations
for G and GO. However, this would require the assumption that G and GO are purely real, which
cannot be deduced given the information thus far. An alternative approach is considered in [69]: the
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dipole correlator is split into real and imaginary parts before evolution. Then there are two degrees of
freedom, analogous to G and GO, with two separate equations from the start.
The next step in this calculation is to try to obtain more information about Gd, specifically Gd
with three distinct coordinate indices. This can be done by considering the evolution equation for the
3-point correlator. Just as the evolution of the 2-point correlator required the 3-point correlator, so
too does the evolution of the 3-point correlator require the 4-point correlator. This 4-point correlator
is not like one of the elements of A(Y ). Instead, it contains two gluons across the target line. To get
this, one must consider a generic 6-point correlator and then look at the local limit in which two of the
three dipoles becomes a gluon line. In pictures,
Evolution of has contributions + +
where comes from in the local limit, .
Evolution of has contributions + +
where comes from in the local limit, .
Now that the 6-point correlator has entered the picture, a full exposition of the new initial- and final-
state bases and a new correlator matrix is required. An in-depth study of the 6-point correlator can
lead to evolution equations for Gf and Gd with three different coordinate indices, unlike the 3-point
functions GO in this chapter, that have a repeated index.
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Chapter 5
The 6-point Correlator
Introduction
This chapter consists of a technical discussion of the 6-point correlator, which is required to evaluate
the evolution of the 3-point correlator, U˜abz tr(taUxtbU†y)/Nc, as it appears in the Balitsky equation for
the 2-point correlator tr(UxU†y)/Nc. The first section begins by setting up a basis of singlet states that
can be constructed out of the three quarks and three antiquarks. There are six such non-equivalent
basis states, which leads one to considering a 6 × 6 correlator matrix. The remainder of the chapter
provides the results of differentiating each element of this new matrix according to Equation 4.33.
These results will not be carried forward to the next chapter so the reader is welcome to skip ahead to
Chapter 6.
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5.1 The 6-point Correlator Matrix
Given three quarks and three antiquarks, the basis of singlets that can be formed consists of six
elements. This is in agreement with [70], which provides a generic calculation for the number of
orthogonal basis states required in SU(Nc) colour space, given some arbitrary number of partons. The
normalised basis chosen in this chapter is
1
3
2
,
1( ) 1
2
,
1( ) 1
2
,
1( ) 1
2
,
1
1
2
and 1 1
2
. (5.1)
Since there are six states, there are 36 possible 6-point correlators. These can be written in a 6 × 6
matrix (analogous to A(Y ) in the 4-point correlator case) that will be denoted B(Y ). Instead of dealing
with the full matrix, which may be cumbersome, B(Y ) is split up into four smaller matrices,
B(Y ) =
B1 B2
B3 B4
 (Y ).
(5.2)
The constituent matrices are defined as
B1(Y ) :=

1
3
1
2 12
1
2 12
1
2 12
1
2 12
1 1 1
1
2 12
1 1 1
1
2 12
1 1 1

, (5.3)
84
5.1. THE 6-POINT CORRELATOR MATRIX
B2(Y ) :=

1
3
2
1
2
1
3
2
1
2
1( ) 1
2
1( ) 1
2
1( ) 1
2
1( ) 1
2
1( ) 1
2
1( ) 1
2

, (5.4)
B3(Y ) :=

1
3
2
1
2
1( ) 1
2
1( ) 1
2
1( ) 1
2
1
3
2
1
2
1( ) 1
2
1( ) 1
2
1( ) 1
2

(5.5)
and
B4(Y ) :=

1 1( ) 1
2
1( ) 1
2
1

. (5.6)
In terms of the mathematical expressions of the elements of the above matrices, B2(Y ) and B3(Y ) are
transposes of each other. The designated splitting of the full B(Y ) is chosen in this way so that only
one of these off-diagonal constituent matrices need consideration.
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As was done with the 4-point correlator matrix in Chapter 3, a differential equation
d
dY
B(Y ) = −P(Y )B(Y ) (5.7)
is written from which the parametrisation equations for the matrix elements of B(Y ) can be extracted.
P(Y ) is a symmetric matrix that is the 6-point correlator analogue ofM(Y ). It is composed of elements
denoted pij according to
P(Y ) :=

p11 p12 p13 p14 p15 p16
p12 p22 p23 p24 p25 p26
p13 p23 p33 p34 p35 p36
p14 p24 p34 p44 p45 p46
p15 p25 p35 p45 p55 p56
p16 p26 p36 p46 p56 p66

. (5.8)
This is also split into four smaller matrices, corresponding to Bi(Y ) for i = 1, 2, 3, 4.
As an example of the parametrisation equations that can be obtained from Equation 5.7, consider
the element
d
dY
 1
 = 1 (5.9)
that appears on the lefthand side of the equation. A brief calculation will be done to explain exactly
how the parametrisation equation for this correlator comes about. Executing matrix multiplication in
Equation 5.7 for this element gives
1 =−
p13 12 12 + p23 1 + p33 1
+p34
1 + p35
1( ) 1
2
+ p36
1( ) 1
2
 .
(5.10)
On the other hand, inserting a complete set of states into the middle of the diagram on the righthand
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side of Equation 5.9 gives
1 = 1
(∑
n
|n〉 〈n|
)
= 1
 13 + 1 + 1 + 1 + 1 + 1

= 14 +
1( )2 + 1( )2
+ 1( )2 + 1 + 1 . (5.11)
By matching coefficients of like diagrams in Equations 5.10 and 5.11, one finds the relations
−p13 12 12 =
1
4 , − p23
1 = 1( )2 , (5.12)
−p33 1 = 14 , − p34
1 = 1( )2 , (5.13)
−p35 1( ) 1
2
= 14 , − p36
1( ) 1
2
= 1( )2 . (5.14)
These equalities can be used to obtain the six elements of P(Y ) that show up here. The newly deter-
mined pij can be inserted back into Equation 5.10, resulting in an explicit expression for 1 .
All 36 elements of B(Y ) can be obtained this way, although these calculations will not be done explicitly
here, to save the reader the effort.
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5.2 Differentiating the 6-point Correlator
In the previous section, the 6-point correlator matrix and a systematic method for obtaining parametri-
sations for its elements, was established. The 36 elements of B(Y ) are ready to be differentiated. The
differential operators introduced in the previous chapter, namely∫
d2u d2v d2w fabcGfuvwi∇¯aui∇¯bvi∇¯cw and
∫
d2u d2v d2w dabcGduvwi∇¯aui∇¯bvi∇¯cw,
will now be applied to B(Y ) with the intention of extracting parametrisation equations for its elements.
Recall that the ultimate goal of this chapter is to investigate the higher-order n-point functions that
enter the parametrisation of the 3-point correlator, U˜abz tr(taUxtbU†y)/Nc. A full discussion of the 6-
point correlator will therefore be curtailed to suit these needs; only those elements of B(Y ) that survive
the coincidence limits that reduce the 6-point correlator to the 3-point correlator will be considered.
At the end of Chapter 4.1, it was mentioned that the object of interest is , which comes
from the 6-point correlator
= UxU†yUx′U
†
y′Ux′′U
†
y′′ , (5.15)
in the limits that reduce it to . Therefore, only the elements of B(Y ) that are non-zero in the
local limits x′ → y′ and x′′ → y′′ are of interest.
5.2.1 The three-derivative operator Gˆf3
Due to the complete antisymmetry of the 3-point function Gfuvw in the differential operator
Gˆf3 = fabcGfuvwi∇¯aui∇¯bvi∇¯cw, some of the elements of P(Y ) can be set to zero in the limits x′ → y′
and x′′ → y′′ from the start. The second and third quark dipoles become gluon lines in the limits so
any terms with a singlet projection state on these dipoles must vanish. In addition, any term with a
projection state on either side becomes zero as the dabc from the state and the fabc from Gˆf3 cancel
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each other.
This leaves the only potentially non-zero elements in P(Y ), p44 and p45 and p55. Evaluating these
by applying the differential operator Gˆf3 to , projecting onto the relevant basis states and taking
the two limits results in
lim
x′→y′
x′′→y′′
p45 = −i
√
9N2c
2
(
Gfxyy′ +G
f
xyy′′ −Gfxy′y′′ +Gfyy′y′′
)
(5.16)
and p44 = p55 = 0. The antisymmetry of the operator Gˆf3 was very helpful in obtaining this simple
result. The symmetric differential operator case will not be so trivial.
5.2.2 The three-derivative operator Gˆd
Unlike the antisymmetric case, most of the elements of P(Y ) survive being differentiated by the sym-
metric operator Gˆd = dabcGduvwi∇¯aui∇¯bvi∇¯cw where Gduvw is totally symmetric. There are 21 elements
to be considered - 6 diagonal elements and 15 elements above the diagonal. The results for each are
listed below. The linear combination introduced in Chapter 4, namely GOxy = Gdxxy −Gdyyx, makes an
appearance.
Diagonal elements of P(Y )
lim
x′→y′
x′′→y′′
p11 =− iCddA4Nc
(
Gdxxx −Gdyyy − 3GOxy
)
(5.17)
lim
x′→y′
x′′→y′′
p22 =− iCd4Nc
(
dA
(
Gdxxx −Gdyyy
)
+ 3
(
GOxy −N2cGOxy′ +N2cGOyy′
))
(5.18)
lim
x′→y′
x′′→y′′
p33 =− iCd4Nc
(
dA
(
Gdxxx −Gdyyy
)
+ 3
(
GOxy −N2cGOxy′′ +N2cGOyy′′
))
(5.19)
89
CHAPTER 5. THE 6-POINT CORRELATOR
lim
x′→y′
x′′→y′′
p44 =− iCddA4Nc
(
Gdxxx −Gdyyy − 3GOxy
)
(5.20)
lim
x′→y′
x′′→y′′
p55 =− iCd8N2c
(
2dA
(
Gdxxx −Gdyyy
)
+ 6GOxy −N2c
(
GOxy′ +GOxy′′ −GOyy′ −GOyy′′
))
(5.21)
lim
x′→y′
x′′→y′′
p66 =− i8Nc
(
2CddA
(
Gdxxx −Gdyyy
)
+ 48Nc
(
Gdxy′y′′ −Gdyy′y′′
)
+ 6NcCdGOxy
− 3N2cCd
(
Gdxxy′ +Gdxxy′′ −Gdyyy′ −Gdyyy′′
)
+ 3Nc(N2c − 12)
(
Gdxy′y′ +Gdxy′′y′′ −Gdyy′y′ −Gdyy′′y′′
))
. (5.22)
Off-diagonal elements of P(Y )
The off-diagonal elements of the first three rows of P(Y ) are zero in the limits x′ → y′ and x′′ → y′′.
The remaining three off-diagonal elements are given below, in terms of the linear combination
GO3xyz := Gdxxy − 2Gdxyz +Gdyzz:
lim
x′→y′
x′′→y′′
p45 =
3iCd√
8
(
GO3xy′y −GO3xy′′y
)
(5.23)
lim
x′→y′
x′′→y′′
p46 =− i
√
9NcCd
32
(
GO3xy′y′′ −GO3y′yy′′
)
(5.24)
lim
x′→y′
x′′→y′′
p56 =
3i
16
√
Cd
Nc
(
NcCd
(
Gdxxy′ −Gdxxy′′ +Gdyyy′ −Gdyyy′′
)
+ 8
(
Gdxyy′ −Gdxyy′′
)
+N2c
(
−Gdxy′y′ +Gdxy′′y′′ −Gdyy′y′ +Gdyy′′y′′ + 2Gdy′y′y′′ − 2Gdy′y′′y′′
))
. (5.25)
In summary, the only element of P(Y ) that survives differentiation by Gˆf3 and the two limits is
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p45. For the Gˆd case, the non-trivial elements are
p11 0 0 0 0 0
0 p22 0 0 0 0
0 0 p33 0 0 0
0 0 0 p44 p45 p46
0 0 0 p45 p55 p56
0 0 0 p46 p56 p66

. (5.26)
The second result is extremely convenient because it leads to the decoupling of three of the six cou-
pled differential equations represented by Equation 5.7. A further discussion of the parametrisation
equations from both the Gˆf3 and Gˆd cases will be discussed below.
5.3 Parametrisation Equations
The only parametrisation equations of interest in this investigation are those of correlators that will
contribute to the evolution of the 3-point correlator . At leading order, the evolution of this
correlator looks like
+ + , (5.27)
as already discussed at the end of Chapter 4. The second diagram in this expression is the one that
has contributions from the 6-point correlator in the limits x′ → y′ and x′′ → y′′.
In considering the diagram , one notices that only diagrams from the 6-point cor-
relator matrix in which there is a ta attached on both the left and the right of the first dipole, can
survive. In other words, there must be a gluon line attached on both sides to the dipole that survives
the coincidence limits.
By looking at correlator matrix B(Y ), one can see that applying this reasoning results in only three
91
CHAPTER 5. THE 6-POINT CORRELATOR
contributing elements:
, and . (5.28)
In the limits x′ → y′ and x′′ → y′′, these become
, and . (5.29)
Instead of calculating 36 parametrisation equations, only three need to calculated, one for each of these
diagrams. Furthermore, the Gˆf3 parametrisations can be ignored because the only non-zero result in
that case corresponds to the diagram .
In the Gˆd case, the first three rows of the 6 × 6 matrix P(Y ) in Equation 5.26 decouple, so these
can be considered separately from the remaining non-trivial piece of the matrix, namely
p44 p45 p55
p45 p55 p56
p46 p56 p66
 . (5.30)
Using this reduced matrix and applying Equation 5.7 yields three parametrisation equations for the
three correlators from expression 5.29:
d
dY
 1
 = p45 1( ) 1
2
+ p55
1 + p56
1( ) 1
2
(5.31)
d
dY
 1( ) 12
 = p46 1( ) 12 + p56 1( ) 12 + p66 1 (5.32)
d
dY
 1
 = p46 1( ) 1
2
+ p56
1( ) 1
2
+ p66
1
. (5.33)
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The elements of P(Y ) that appear in these equations can be substituted from the expressions given in
the previous section. The righthand side of all three of these parametrisation equations are expected
to contribute to .
On this level, there is nothing more that can be done easily to simplify the result. One can attempt
to diagonalise the matrix 
p44 p45 p55
p45 p55 p56
p46 p56 p66
 (5.34)
but the eigenvalues will be long, cumbersome expressions in terms of Gd. Success in this regard would
lead to the three parametrisation equations decoupling. Then each can be solved independently and
the correlators
, and .
can be reparametrised in terms of Gd explicitly. This exercise is beyond the scope of this thesis but
could lead to interesting results in future studies. The reader may be interested in consulting [74], in
which the 6-point correlator has been explored in the large Nc limit.
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Chapter 6
Exclusive J/Ψ Production
Cross-section
The ultimate goal of this thesis is to determine all components of the cross-section calculation for
exclusive J/Ψ vector-meson production in a nuclear collision. The foundational concepts of a generic
cross-section calculation were covered in Section 1.2.2, in which it was shown that the square of the
scattering amplitude needs to be determined to calculate a cross-section. Then in Section 2.2.2, the
cross-section for deep inelastic scattering was discussed. The result consisted of two independent
pieces, one containing the wave-function of the virtual photon that splits into the quark dipole and
one containing information about the dipole interaction with the background field. Equation 2.20 is
quoted here for convenience:
σDIS(xBj, Q2) = 2
∫
d2r
∫ 1
0
dα
∣∣∣ψ(α, r2, Q2)∣∣∣2 ∫ d2b NˆY,xy
where NˆY,xy :=
〈
tr(1−UxU†y)
Nc
〉
is the dipole operator.
In Chapter 3, the 4-point correlator in the GT was motivated by the claim that the term〈
tr(Uy′U†x′)
Nc
tr(UxU†y)
Nc
〉
Y
enters the cross-section calculation for vector-meson production. The origin of this expression will be
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shown in Section 6.1, which follows the discussion from [2]. This will be followed by an exposition of
the wave-function part of Equation 2.20,
∫
d2r
∫ 1
0 dα
∣∣∣ψ(α, r2, Q2)∣∣∣2, which requires knowledge of the
final state under consideration in a specific calculation.
6.1 Dipole Interaction Piece in the Cross-section
The quark dipole part of the total cross-section comes from the square of the difference between an
interacting state and a non-interacting state,∣∣∣∣∣ −
∣∣∣∣∣
2
=
(
−
)(
−
)
, (6.1)
which can be expanded into four terms
− − + . (6.2)
In terms of traces, this sum is〈 tr(UyU†xUxU†y)
Nc
〉
Y
−
〈 tr(UxU†y)
Nc
〉
Y
−
〈
tr(UyU†x)
Nc
〉
Y
+
〈
tr1
Nc
〉
Y
. (6.3)
Using the unitarity of U, the first term reduces to tr1. Then all that remains is the middle two terms,
which encode all information about the non-trivial interaction of the dipole and target. Assuming these
averages are real, these middle terms can be written as
−
〈 tr(UxU†y)
Nc
〉
Y
−
〈
tr(UyU†x)
Nc
〉
Y
= −2
〈 tr(UxU†y)
Nc
〉
Y
(6.4)
so that expression 6.5 becomes
2
〈
tr1
Nc
〉
Y
− 2
〈 tr(UxU†y)
Nc
〉
Y
= 2
〈 tr(1− UxU†y)
Nc
〉
Y
= 2NˆY,xy (6.5)
as appears in the σDIS.
Vector-meson production
This expression pertains to the total cross-section but only requires a small modification if the cross-
section under scrutiny is that of inclusive or exclusive vector-meson production. In that case, the final
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state of the quark dipole, once it has interacted with the target field, becomes a quark bound state
that is the vector-meson.
Diagrammatically, the righthand side of Equation 6.1 is modified to(
−
) (
−
)
(6.6)
= − −
+ .
(6.7)
where the final state projection must include all quantum numbers pertaining to the vector-meson
of interest. Since the left and right bracketed factors in line 6.6 are now separated by the vector-meson
final states in the middle, the Wilson lines in the two factors will no longer have the same transverse
coordinates (as they do in the total cross-section case given in Equation 6.1). From the expanded
expression in line 6.7, it can be seen that this only affects the first term, which contains Wilson lines
to the left and the right of the final states. Instead of simplifying to a trace over the identity matrix,
this term remains a non-trivial contribution,
=
〈
tr(Uy′U†x′)
Nc
tr(UxU†y)
Nc
〉
Y
.
97
CHAPTER 6. EXCLUSIVE J/Ψ PRODUCTION CROSS-SECTION
6.2 Wave-functions in the Cross-section
In Section 2.2.2, the only wave-function that was relevant for the cross-section was that of the virtual
photon projectile ψ(α, r, Q2), which appeared in the final state as well. Now that the final state
projection is a vector-meson, its wave-function must also appear in the cross-section. This enters via
the photon - vector-meson wave-function overlap
(
γ|V ) = (γ|V )(α, r, Q2), where γ and V denote
the photon and vector-meson, respectively. Since the wave-functions can be either transversely (T )
or longitudinally (L) polarised, two separate wave-function overlaps must be considered, (γ|V )T and
(γ|V )L.
The linear combination of target averages given in Equation 6.7 can now be combined with these
wave-function overlaps to write the overall expression for the cross-section of vector-meson production.
This is given as a differential cross-section
dσT,L
dt
= 14pi
∫ 1
0
dα dα′
∫
d2x d2x′ d2y d2y′e−iq·
[(
αx+(1−α)y
)
−
(
α′x′+(1−α′)y′
)]
× (γ|V )∗
T,L
(α′,x′ − y′, Q2) (γ|V )
T,L
(α,x− y, Q2)
×
(〈
tr(Uy′U†x′)
Nc
tr(UxU†y)
Nc
〉
Y
−
〈 tr(UxU†y)
Nc
〉
Y
−
〈
tr(Uy′U†x′)
Nc
〉
Y
+ 1
)
(6.8)
where t := −q2 is the square of the transverse momentum transfer [71]. The quark dipole size r has
been written in terms of x and y in this expression because these coordinates appear explicitly in the
argument of the exponentials.
J/Ψ wave-function
The only thing left undetermined in this expression is the wave-function overlap. The transversely and
longitudinally polarised wave-function overlaps are given in terms of the photon wave-function ψγ and
the vector-meson wave-function ψV as
(γ|V )T := 12
∑
hh¯
(
(ψ∗γ)hh¯+1(ψV )hh¯+1 + (ψ∗γ)hh¯−1(ψV )hh¯−1
)
(6.9)
(γ|V )L :=
∑
hh¯
(ψ∗γ)hh¯0 (ψV )hh¯0 (6.10)
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where h and h¯ denote the helicities of the quark and antiquark, respectively, (they are either “+” or
“−”) and the subscripts −1, 0,+1 refer to polarisation states. The discussion in this section follows [72],
which can be consulted for more detail about the origin of the expressions quoted below.
Whereas the photon wave-function is calculated from field theory, the vector-meson wave-function
depends on phenomenological models to describe it. For a longitudinally polarised vector-meson, the
wave-function can be expressed in momentum (k) space as
(ψ˜V )hh¯0 (k, α) =
1√
2
(δh+ h¯− + δh− h¯+)φ˜L(k, α) (6.11)
where φ˜L(k, α) is a new function that requires modelling. Similarly, the two transversely polarised
vector-meson wave-functions can be written as
(ψ˜V )hh¯+1(k, α) =
[
+ k
mf
e+iϕk
(
αδh+ h¯− − (1− α)δh− h¯+
)
+ δh+ h¯+
]
φ˜T (k, α) (6.12)
(ψ˜V )hh¯−1(k, α) =
[
− k
mf
e−iϕk
(
(1− α)δh+ h¯− − αδh− h¯+
)
+ δh− h¯−
]
φ˜T (k, α) (6.13)
where mf is the quark mass. A Fourier transform can be applied to these expressions to get from
k-space to r-space if need be.
To give an idea of what kind of functions φ˜L,T (k, α) are, the expressions used in one of the more
popular models, called the light-cone Gaussian model, are quoted:
φL = NL exp
{−r2
2R2L
}
(6.14)
φT = NT α(1− α) exp
{−r2
2R2L
}
. (6.15)
Here, NL,T and RL,T are parameters to be determined in the modelling procedure. Once these functions
are specified by the model, they can be used to write explicit expressions for the vector-meson wave-
functions that enter the cross-section.
99
Part I Summary
The purpose of Part I was to find an expression for the cross-section of exclusive J/Ψ production within
the context of the CGC framework. In this final chapter, it has been shown that this expression requires
input from the 4-point correlator
〈
tr(Uy′U
†
x′ )
Nc
tr(UxU†y)
Nc
〉
Y
. In [2], the evolution of such correlators is
shown to be described by JIMWLK evolution, just as with 2-point correlators. Given Equation 6.8,
the goal of the first part of this thesis is complete.
In the investigation of the 3-point functions Gfuvw and Gduvw, it was shown that the antisymmetric
function Gfuvw does not enter the parametrisation equation for the 3-point correlator at all. The
symmetric function Gduvw makes an appearance, but only in a restricted form in which two of the
three coordinate indices are repeated. This is the result of taking the appropriate coincidence limits
on the 4-point correlators in matrix A(Y ), so as to obtain the 3-point correlator being studied. Since
the only way that the 3-point functions enter the parametrisation equations is via GO, the evolution
equation for the full Gduvw could not be determined. The 6-point correlator is required for such an
investigation but this discussion was shown to grow cumbersome quickly (see Chapter 5).
Besides Gduvw, Gfuvw has proven even more elusive. In Chapter 4, it was seen that this antisym-
metric 3-point function enters the parametrisation equations as off-diagonal transition elements that
play the role of mixing contributions to a correlator. Unfortunately, these off-diagonal contributions
vanished in the coincidence limits that turned the 4-point correlator to the 3-point correlator of interest
and so the true role of Gfuvw remains unknown. The full 6-point correlator matrix (not in any local
limits) needs to be evaluated to obtain an evolution equation for Gfuvw so that its behaviour may be
better understood.
Part II, which will now follow, picks up on the cross-section discussion from the experimental
perspective. The work done in this second part of the thesis aims to discuss the experimental steps
required for a determination of the cross-section for exclusive J/Ψ production at the LHC. This will
take the form of a feasibility study using a Monte Carlo event generator within the framework of the
ATLAS detector.
Part II:
Experiment

Chapter 7
The ATLAS Detector
The purpose of this chapter is to provide the necessary detail about the experimental context in which
Chapter 8 lies. CERN, the LHC and ATLAS have been introduced briefly in Chapter 1. Much of the
technical details provided here about the LHC and the ATLAS detector come from [32] and [75]. The
chapter begins with a brief description of the accelerator complex that provides the particle beams
for the LHC and the major components of the collider itself. Section 7.2 is a basic overall description
of the ATLAS detector, with emphasis placed on the components required for muon detection. The
section following that provides a discussion of muon reconstruction techniques implemented by ATLAS.
Finally, the chapter is concluded with a section dedicated to Monte Carlo techniques, as an appetiser
for the STARlight generator discussed in Chapter 8.
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7.1 The LHC Machine
7.1.1 Accelerator complex
Figure 7.1 provides a schematic of the entire LHC complex, with pink arrows denoting the path of
protons and purple arrows the path of heavy ions. These particles begin their journey at one of two
linear accelerators, Linac 2 for protons and Linac 3 for lead ions. The proton source is a duoplasmatron,
which is essentially a cathode filament in a gas chamber. The lead ions originate from an electron
cyclotron resonance ion source, which is a multipole magnet inside a solenoid magnet. From here, the
proton bunches enter the Proton Synchrotron (PS) Booster at 50 MeV and the lead bunches the Low
Energy Ion Ring (LEIR) at 4.2 MeV. The PS Booster and the LEIR accelerate the particles to 1.4 GeV
and 72 MeV, respectively, for injection into the PS. They allow for more particles to enter the PS than
if injected straight from the linacs. From the PS, the particles enter the Super Proton Synchrotron
(SPS), which is capable of accelerating 4 × 1013 protons per cycle at up to 450 GeV. Finally, the
SPS injects the particles into the LHC in two separate beam pipes, directing the beams in opposite
directions to each other. These pipes have interaction points at various designated positions around
the ring. The final proton beams have design parameters of 2808 bunches with approximately 1011
particles per bunch and a bunch spacing of 25 ns (corresponding to a frequency of 40 MHz). During
2011 and 2012 runs, the true operational bunch spacing was 50 ns, corresponding to a frequency of
only 20 MHz.
Protons versus HI
While the general mechanism required for proton and lead beams is more or less the same, there
are some technical differences that must be accounted for. The two types of beams are the same
geometrical size but the proton beams have larger bunch spacings. There are two major disadvantages
in HI beams at the LHC. The first is the low luminosity and the second is the beam lifetime. The
luminosity issue is due to the large cross-section for nuclear electromagnetic interactions in peripheral
(long-range) collisions, which is approximately 507 b. In such processes, the charge state or mass of
the ions in one of the colliding beams is changed and a secondary beam exits the collision point. On
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Figure 7.1: A schematic showing the layout of the the LHC accelerator complex [78].
the other hand, hadronic nuclear interactions of the kind
208Pb82+ +208 Pb82+ nuclear−→ X
have cross-sections around a mere 8 b. Other more minor causes are multiple Coulomb scattering,
synchrotron radiation (which both occur in the proton case as well) and intra-beam scattering that
diffuses the beam.
7.1.2 The LHC ring
The schematic layout of the LHC is shown in Figure 7.2. The tunnel consists of eight 528 m long
straight sections and eight 106.9 m long arcs. The arcs are made of half cells that constitute the main
bending and focusing parts of the ring; they contain 1104 of the 1232 main 16.5 m long dipoles in
the LHC ring. Each half cell consists of a cryostat, a short straight section assembly and three dipole
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magnets.
The schematic layout is divided into eight sectors, demarcated Octants 1 - 8 and governed by the
arcs between two consecutive straight sections. Each octant has an Interaction Region (IR) with an
Interaction Point (IP) at which the two beam pipes cross. Four of the eight IPs are used for collisions
and are therefore the locations of the four major detectors at the LHC: ATLAS, ALICE, CMS and
LHCb, located at IP 1, 2, 5 and 8, respectively. Proton collisions occur at all four points but HI
collisions occur at IP 1, 2 and 5 only.
The SPS injects particles into Rings 1 and 2 in IR 2 and 8, respectively. The 2.5 km long transfer
tunnels carrying the injection lines consist of dipole magnets that lie below and outside the LHC. The
remaining four IRs, which do not contain detectors, have other necessary systems for LHC operation.
IR 3 and IR 7 contain the beam cleaning systems. Particles with a large momentum offset and betatron
amplitude are scattered by these systems, thus cleaning the beam. The Radio Frequency (RF) system
as well as other LHC instrumentation is located at IR 4. It is a superconducting cavity system that
captures, accelerates, stores and corrects the injected beam from IP 2 and 8. The beam dump, at
which the beams exit the LHC, occurs in IR 6. It is carried out by a beam abort system constituted
of magnets, that deflects the beams both horizontally and vertically. The beams are deflected to a
carbon core absorber which dilutes the beam energy such that the absorber material (that has a high
melting point and good thermal shock) does not overheat.
Dipole magnets
The beam pipes and their surrounding subsystems are complex, technical mechanisms that require
almost perfect operation to ensure that the beams being collided within the various detectors around
the LHC, are of a satisfactory standard. Figure 7.3 is included to provide some idea of these various
components. It shows a cross-sectional view of one of the main dipole magnets that constitute the
LHC ring.
The LHC tunnel arcs are only 3.7 m in internal diameter - a remnant from the LEP days. Due
to this space restriction, a novel magnet design was required during the tunnel upgrade for the LHC.
A cost-effective twin bore superconducting magnet design was used, that allows space for both the
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Figure 7.2: Schematic layout of the LHC machine [77].
beam rings in one tunnel. The magnets consist of two sets of coils and beam channels that share the
same mechanical structure, cold mass and cryostat, but with magnetic fluxes circulating in opposite
directions for the two channels. The main arcs therefore contain separate magnetic fields and vacuum
chambers. All these magnetic components are submerged in a 1.3 bar helium superfluid bath at 1.9 K
to facilitate superconductivity. At the crossing points where the detectors are located, the rings join
and share a single beam pipe approximately 130 m long. Besides these extreme temperatures and
strong magnetic fields, another extremity required is the vacuum in the beam pipe, which is on the
order of 10−11 mbar.
In addition to the advanced accelerator physics that has gone into the LHC design, some extraor-
dinary engineering feats, such as the superconducting dipole magnets, have been necessary to satisfy
the ultimate experimental requirements of the collider.
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Figure 7.3: Cross-sectional view of an LHC dipole magnet [78].
7.2 The Detector
The ATLAS detector, located at IP 1, is a general-purpose detector capable of operating during all
types of collisions at the LHC - p-p, p-Pb and Pb-Pb. Since two of the major goals at the LHC
are the discovery of the Higgs boson and testing theories beyond the Standard Model, ATLAS has
been designed to optimise performance for a variety of particle production and decay mechanisms.
At the time of design, the mass of the Higgs boson was not well constrained and so the detector
was built to cover a large mass range, spanning 100 GeV to several TeV. This feature has also left
room for the possibility of new physics signatures, such as supersymmetric particles and their decay
chains (as predicted by supersymmetric theories) and gravitons in the TeV region (as predicted by
extra-dimensional theories).
From inside-out, ATLAS consists of several layers: a tracking chamber, EM calorimeter, hadronic
calorimeter and muon spectrometer. The muon spectrometer is a key component and defines the overall
dimensions of the detector - 25 m in height, 44 m in length and approximately 7000 tonnes in mass.
These dimensions as well as the major detector components are illustrated in Figure 7.4. The rest of
the design is governed by the magnet configuration. It consists of two parts: a thin superconducting
solenoid that surrounds the inner cavity and three large, air-core superconducting toroids, consisting
of one barrel and two end-caps. The solenoid is 5.3 m long and 2.5 m in diameter. It immerses the
inner cavity in a 2 T field. The three toroids are arranged with an eight-fold symmetry around the
calorimeters - each toroid consists of eight racetrack-like coils assembled radially and symmetrically
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Figure 7.4: Cut-away view of the ATLAS detector.
around the beam axis.
ATLAS is forward-backward symmetric with respect to the interaction point, located in the centre
of the detector along the beam line. The coordinate system defined about the detector places the
origin at this nominal interaction point, the z-axis along the beam line, the positive x-axis directed
towards the centre of the LHC and the positive y-axis directed upwards. The detector is further split
into side-A and side-C, the positive and negative z-regions, respectively.
A more convenient coordinate system for physics analyses utilises two angles: the azimuthal angle,
φ, defined around the beam axis and the polar angle, θ, defined as the angle from the beam axis. In
addition, it is useful to define pseudorapidity η := − ln tan θ2 , as well as transverse quantities in the
x − y-plane, such as momentum pT and energy ET . These are used to write the four-momentum of
a particle in the detector as pµ = (ET , pT , η, φ). A particle’s four-momentum can be reconstructed
by an appropriate algorithm using the signatures from various parts of the detector. In order to be
able to infer what kind of particle has left these signatures, it is necessary to understand the many
detector components and their detecting mechanisms. Particular attention will be paid to the muon
spectrometer, since the analysis to come will consider the dimuon decay channel of J/Ψ vector-mesons.
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Figure 7.5: Cut-away view of the ATLAS inner detector.
7.2.1 Tracking chamber
The inner detector and its dimensions are shown in Figure 7.5. Closest to the beam line are discrete,
high-resolution semiconductor pixel detectors and silicon mircostrip detectors. They cover the region
used for precision physics, namely |η| < 2.5, and are used for pattern recognition, momentum and
vertex measurements and electron identification. Secondary vertex measurements are especially good
in the innermost layers of the pixels, at a radius of about 5 cm. In the barrel region, the cells are
arranged on concentric cylinders around the beam axis; in the end-caps, they are located on disks
perpendicular to the beam axis.
Surrounding the pixel and microstrip detectors are xenon-based, gas-filled, straw-tube tracking
detectors used to detect transition radiation. These are arranged parallel to the beam axis in the
barrel region and radially in wheels in the end-caps. Overall, they cover a range |η| < 2.0. For each
beam crossing at design luminosity, the density of charged particle tracks in the inner detector is very
large (on the order of 1000 tracks within |η| < 2.5). In order to locate vertex positions and momentum
resolutions precisely, both the pixel and microstrip trackers as well as the transition radiation trackers
are required.
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Figure 7.6: Cut-away view of the ATLAS calorimeter system.
7.2.2 Electromagnetic and hadronic calorimeters
The next concentric layer in the detector is the calorimeter, made of high-granularity liquid argon∗
(LAr). The various components of the calorimeter are shown in Figure 7.6. This sub-detector is
designed for precision measurements of electrons and photons (fine grain EM calorimeter) and jets
(coarse grain hadronic calorimeter). The thickness of the calorimeters have been designed specifically
to minimise punch-through into the muon system, which is the outer layer surrounding the calorimeter.
The EM calorimeter is a lead-LAr detector covered with accordion-shaped kapton electrodes and
lead absorber plates (the accordion geometry allows for complete φ symmetry). The barrel and two
end-caps that constitute the calorimeter are housed in individual cryostats but the calorimeter and
the central solenoid share a common vacuum vessel. The barrel consists of two identical half-barrels
separated by a 4 mm gap at the origin. In the |η| < 2.5 region, the calorimeter is segmented in three
sections: the end-caps are each divided into two coaxial wheels, the inner wheel being divided into two
sections in depth.
There are three hadronic calorimeters. The first directly outside the EM calorimeter is the tile
calorimeter, made of a steel absorber and scintillating tiles. It consists of a barrel in the region
∗In order to facilitate high spatial resolution, the LAr has a large number of readout cells.
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Figure 7.7: Cut-away view of the ATLAS muon system.
|η| < 1.0 and two extended barrels in the region 0.8 < |η| < 1.7, all divided azimuthally. Next is
the LAr hadronic end-cap calorimeter, which consists of two independent wheels for each end-cap and
extends out from |η| = 1.5 to |η| = 3.2 (thus overlapping with the tile and forward calorimeters). These
are located directly behind the EM calorimeter end-caps and share the same LAr cryostats with them
and the third hadronic calorimeter, the LAr forward calorimeter. Each wheel consists of two sections
in depth and 32 wedge-shaped modules. The wheels are made of parallel copper plates interleaved
with LAr gaps, LAr being the active sampling medium. Finally, the LAr forward calorimeter, which
is recessed by 1.2 m with respect to the EM calorimeter front face, consists of three modules per end-
cap. The first module is made of copper and is used for EM measurements; the other two are made
of tungsten and measure hadronic interactions. All the metal components are interspersed with the
active LAr medium.
7.2.3 Muon spectrometer
The last of the three major sub-detectors of ATLAS is the muon spectrometer. Its components are
found in the outermost layer, surrounding the calorimeter, as shown in Figure 7.7. The spectrometer
consists of three high-precision tracking chambers with timing resolution of the order of 1.5−4 ns. The
first tracking chamber consists of monitored drift tubes that provide a precision measurement of the
track coordinates over the range |η| > 2.0. Next are the cathode strip chambers, used at large pseudo-
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rapidities to deal with the higher rate and background conditions in this region. The trigger chambers
cover a region |η| < 2.4 and have three purposes: to provide bunch-crossing identification, well-defined
pT thresholds and a measure of the muon coordinate in the direction orthogonal to that determined by
the precision tracking chambers. Finally, resistive plate chambers and thin gap chambers are located
in the barrel and end-cap regions, respectively. They are used to make rough measurements in η and
ϕ.
The three toroid magnets already mentioned, generate strong bending power for the spectrometer.
This large deflection of muons in the η-direction leads to excellent muon momentum resolution and
minimised multiple-scattering effects. The end-cap coil system is rotated by 22◦ with respect to the
barrel coil system to optimise bending power at the interface between the two systems. The bending
power, characterised by the field integral∗
∫
B dl, is region-dependent. In the region
• |η| < 1.4: the large barrel toroid provides 1.5− 5.5 Tm bending power
• 1.6 < |η| < 2.7: the two smaller end-cap magnets at the ends of the barrel toroid provide 1− 7.5
Tm bending power
• 1.4 < |η| < 1.6: the combination of barrel and end-cap fields provides a lower bending power.
The resulting fields are essentially orthogonal to the muon trajectories and minimise multiple scattering.
Magnetic field reconstruction is used to determine the bending power along the muon trajectory to a
few parts in a thousand. 1800 Hall sensors are used to monitor the field throughout the spectrometer.
These readings are compared to field simulations and used to reconstruct the position of the toroid
coils as well as any nearby metallic structures that may cause deviation.
The inner detector and calorimeters also play a key role in muon detection. The inner detector’s
solenoid magnet makes an independent precise muon pT measurement, which dominates at pT < 30
GeV (but can go up to 200 GeV). The calorimeters have a tracking system that detects muons in the
range |η| < 2.5. They measure energy loss of muons due to electromagnetic interactions (successive
deflections, bremsstrahlung and direct e+e− pair production) with the detector material. Calorimeter
∗B is the field component normal to the muon direction and the integral is taken along an infinite-momentum muon
trajectory, between the innermost and outermost muon-chamber planes.
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signals help in indirect ways too, for example, by absorbing hadrons, electrons and photons (thereby
leaving a cleaner signature for the muon spectrometer).
The ATLAS detector has been designed to be efficient in muon detection since muons are an
important part of a variety of physics analyses. In particular, events that have isolated and high
pT muons tend to be the interesting ones, whereas background events do not usually have muons of
this type. High pT muons have the advantage that they travel through all three parts of the muon
spectrometer, making for much easier detection than muons with low pT . Factors that affect momentum
resolution at intermediate and high pT include multiple scattering, tube resolution and autocalibration
and chamber alignment.
ATLAS can measure muon kinematics precisely up to 1 TeV but low pT muons often go undetected
because they are not energetic enough to make it to the spectrometer. The inner material that a muon
must pass before reaching the spectrometer is approximately 100 radiation lengths’ worth. Analyses
requiring low pT muons are therefore very tricky and are often plagued by poor statistics. The main
contributor to the momentum resolution for low pT muons is energy loss fluctuations through the
material in the front of the spectrometer.
7.2.4 Forward detectors
In addition to the main detector components, ATLAS also has three smaller detector sub-systems that
cover the forward region. LUCID (LUminosity measurement using Cerenkov Integrating Detector)
is the main online relative-luminosity detector, which detects inelastic p-p scattering in the forward
region. ALFA (Absolute Luminosity For Atlas) consists of scintillating fibre trackers located inside
Roman pots. Thirdly (and most importantly for this thesis due to its very rapidity-forward position)
is the ZDC (Zero-Degree Calorimeter), located at the point where the single beam pipe divides back
into two independent pieces.
The ZDC consists of layers of alternating quartz and tungsten plates, surrounded by photo-multiplier
tubes. It is used to determine the centrality of HI collisions by detecting forward (|η| > 8.3) neutrons
and photons. This sub-detector is also helpful in determining vertex locations without the use of the
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inner detector: its time resolution is approximately 100 ps which allows it to locate the interaction
point within 3 cm along the z-axis.
7.2.5 Trigger
For practical reasons, not all detected events are stored for oﬄine processing. The p-p interaction rate
at full design luminosity is approximately 1 GHz. Storing all event data at this rate would require an
extraordinary amount of resources. Instead, ATLAS uses a multi-level trigger system to select what
are likely the most interesting events, thereby reducing the final recorded output rate to about 800 Hz
at full design luminosity. The event selection is carried out by three trigger systems: Level 1 (reduces
the rate to 75−100 kHz), Level 2 (reduces the rate to 5 kHz) and the Event Filter (reduces the rate to
the final 800 Hz). This final selection is moved to the CERN computer centre for permanent storage,
which can be accessed by all collaboration members at any time from anywhere.
7.3 Muon Reconstruction
The next step after particle detection by ATLAS is to use information from the detector to reconstruct
the particles that these signatures suggest may have been created in a collision event. The purpose of
muon reconstruction is to identify every muon in an event and measure its position and momentum.
Muon signatures in the detector consist of a track in the inner detector and the spectrometer and little
energy deposition in the calorimeter. An example of an event with two muons is shown in Figure 7.8 in
a cross-sectional view of the detector. Inner detector tracks are shown in grey in the inner-most circle.
Calorimeter energy deposits are shown with yellow spots. The two stark yellow lines are muons that
make it all the way through the many layers of the detector to the muon spectrometer. Also shown in
the figure at the bottom is a longitudinal view within the inner detector. The multi-coloured rings are
vertex positions to which tracks are attributed. The two muons belong to the red vertex, in particular.
ATLAS uses various strategies to reconstruct muons, given detector signals from the inner tracking
chamber, calorimeter and spectrometer. Track reconstruction in the inner detector occurs in three
logical stages:
115
CHAPTER 7. THE ATLAS DETECTOR
Figure 7.8: An event display showing a dimuon event in the ATLAS detector [79].
1. Pre-processing: raw data from the detector is converted into clusters.
2. Track-finding: various tracking algorithms are applied to the clusters to identify actual tracks.
3. Post-processing: primary vertices are reconstructed using a vertex finding algorithm, after which
photon conversions and secondary vertices are identified by the relevant algorithms.
The various algorithms used to implement reconstruction strategies are classified into two broad
families: Staco and Muid. Each reconstruction strategy has two algorithms, one belonging to the Staco
family and one to the Muid family. The types of algorithms will be explained below within the context
of the reconstruction strategy they implement.
Standalone muons are those reconstructed by extrapolating spectrometer tracks toward the beam
line. Track segments are built in each station in the spectrometer and then linked together to form
the muon track. Staco then calculates energy loss based on what material in the calorimeter has been
traversed. Muid also uses this calorimeter energy deposition measurement. The standalone muon
strategy has a larger coverage than strategies that use only inner detector tracks (|η| < 2.7 compared
to |η| < 2.5), but it has holes near η = 0.0 and η = 1.2. It is also fairly poor for low momentum muons,
since these seldom have tracks in the spectrometer.
Combined muons have both spectrometer tracks and inner detector tracks. The quality of the
match between the two tracks is quantified using a chi-square parameter. Staco combines the inner
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and outer track vectors statistically. Muid partially refits, starting with the inner track and adding on
the spectrometer track. Combined muons have high efficiency and are therefore the preferred strategy
in physics analyses. However, they do suffer from higher fake rates.
Tagged muons are identified starting with inner detector tracks and then extrapolating to a nearby
hit in the spectrometer. As with the combined muons, Staco checks the difference between the ex-
trapolated track and a spectrometer hit using a chi-square test. Muid, on the other hand, utilises an
artificial neural network. Unlike the standalone and combined muons, Staco only supplements Muid
in this case, i.e. it only uses inner detector tracks that Muid does not.
There are also several calorimeter-based muon tagging algorithms on the market. These are ca-
pable of recovering muons lost to the spectrometer, namely those with low pT or those that pass
through η regions poorly covered by the spectrometer. Examples of such algorithms are LArMuID and
TileMuID), which measure energy hits within some range on a calorimeter cell cluster. This cluster
can then be matched to a track in the inner detector by a track-seed algorithm such as CaloMuonTag
or CaloMuonLikelihoodTool).
Reconstructed muon information is stored for all physics runs at the LHC, in varying levels of
detail. Both the Staco and Muid results are always included. These data sets can be used for a variety
of analyses, including dimuon decay of exclusive J/Ψ vector-mesons in HI collisions. The appropriate
algorithm to use depends on the analysis being done. In most cases, the difference between Staco and
Muid muons is negligible. For low pT muons, however, the better algorithm is Muid since it relies more
heavily on inner detector tracks.
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7.4 Monte Carlo Simulations
Reconstructed data is simply a means of attempting to identify true events that occurred in a collision,
based on measurements made by the various components of the detector. While these algorithms use
cutting-edge techniques, there is no way of guaranteeing that the objects being reconstructed are the
true particles. Computer simulations are therefore done side-by-side with detector measurements to
simulate the behaviour of the system under various running conditions. Such algorithms are based on
more generic Monte Carlo∗ (MC) techniques, a group of algorithms based on statistical methods. An
MC event generator is software written to model any physical process that is governed by a statistical
process. In addition to MC methods, it makes use of an array other computational techniques.
ATLAS utilises several different event generators, such as Pythia [80], Herwig [81] and Sherpa
[82], to simulate physics processes. The various generators have their advantages and disadvantages,
depending on the kind of particle process being studied. The output from these simulations can be fed
subsequently through the full simulation of the ATLAS detector, which is implemented by a program
called GEANT4 [83]. The results of this procedure are intended to model as closely as possible the
detector response to a particle process. The majority of the generators used by ATLAS can be run
independently or through the ATLAS framework (if knowledge of the detector response is desired). In
the latter case, typical output files include both the truth event record, pertaining to the real objects
in the event, as well as the reconstructed event record.
The MC generator used in this thesis is a specialist generator, called STARlight [84]. It is capable
of simulating proton and HI collisions, but it is usually used to simulate the latter. More details about
STARlight will be provided in the next chapter.
∗The name Monte Carlo comes from the capital city of Monaco, famous for its casinos. Many of the games played
at the casinos can be modelled using the statistical MC methods.
118
Chapter 8
A Monte Carlo Feasibility Study
High energy proton collisions are inherently plagued by large QCD backgrounds, dominated by hadron
jet production. This large background makes the interesting events in a collision difficult to find due to
poor statistics. The solution at the LHC to remedy this issue is to increase the integrated luminosity,
thereby increasing the number of signal events. For low-pT studies like exclusive J/Ψ production, high
luminosity is more of a hindrance due to pile-up (an overwhelming number of events in a collision,
expected to appear around
∫
dtL = 1033 cm−2s−1). Instead, one can turn to Pb-Pb collisions, in
which the integrated luminosity is comparably low.
The main Pb-Pb data-taking period at the LHC was from 11 Nov to 7 Dec 2011, during which
3.5 TeV Pb beams were used. Data worth 160 µb−1 total integrated luminosity was collected during this
time. MC samples were made sided-by-side to simulate these HI collisions. In particular, this work
focuses on samples generated using STARlight and subsequently run through the ATLAS detector
simulation framework.
The chapter begins with a Section dedicated to how the STARlight generator works. Section 8.2
follows with a muon reconstruction efficiency study using a STARlight sample. Then, Section 8.3
provides the results from the feasibility study done to estimate the expected cross-section for exclusive
J/Ψ vector-meson production in Pb-Pb collisions in ATLAS. Finally, the chapter is closed with a brief
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mention of exclusive studies done by other collaborations at the LHC.
8.1 STARlight
STARlight is an MC event generator that was written in 1995 for the STAR (Solenoidal Tracker At
RHIC) collaboration at RHIC (Relativistic Heavy Ion Collider). Initially, it was dedicated to simulating
ultra-relativistic gold-gold collisions at 200 GeV per nucleon, since this was its purpose at STAR. After
being utilised for several years and after many modified versions of the code, the software is now more
versatile. [85] provides a detailed description of the generator in terms of how it functions and how to
implement it.
In its present form, STARlight can be used to simulate collisions between protons, deuteron and
heavy ions. It has several final-state options, including J/Ψ, ρ, ω, ϕ, ψ(2S), Υ, Υ(2S) and Υ(3S)
vector-mesons. However, only decay channels that have two-body final states can be modelled, such
as J/Ψ → µ+µ−. In terms of user options, STARlight is fairly accommodating. If need be, it is able
to incorporate a Breit-Wigner factor for wide particle resonances. It can model both photon-photon
and photonuclear interactions, as described in the beginning of Chapter 2. The user is also given the
choice between exclusive and inclusive interactions.
Since the process being studied in this work is exclusive vector-meson production via photonuclear
interactions, this is the process that will be used as an example to explain how STARlight runs. The
software uses the Gaussian Quadrature method to discretise integrals: the area under the curve is
divided into n thin rectangles and then summed over. A 2n− 1 polynomial is then fitted to the curve.
The package comes with its own random number generator, the Mersenne Twister. The Glauber
model method is used to calculate the total cross-section [86]. The logical order of steps executed by
STARlight when it is run is given below:
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1. A reference table of total cross-sections (dependent on centre-of-mass energy and rapidity) for
vector-meson production is created.
2. A table for the differential cross-section (also for different energies and rapidities) is created and
stored to a file called slight.txt. The differential cross-section values are normalised by the total
cross-section.
3. An event is generated with a randomly selected energy and rapidity that fit the probability
distribution determined through an MC algorithm.
4. These values are compared to those on the table. If the values correspond, the event proceeds.
5. A collision is simulated with the given energy and rapidity and the meson is created.
6. In the case that deuterons or protons are collided, its momentum and the virtual photon mometum
are calculated. These are used to determine the vector-meson’s transverse momentum.
7. The transverse momentum and rapidity are used to calculate the meson’s four-momentum.
8. The meson is decayed immediately into the products dictated by the chosen decay channel.
STARlight then assigns the decay angles, φ and θ, as governed by spin and helicity conservation.
9. The four-momenta are transformed from the centre-of-mass frame to the laboratory frame.
10. The products’ information (particle type, charge and four-momentum) is stored in the output
file slight.out.
11. The whole process is repeated until the required number of vector-mesons has been produced.
The output file slight.out records all relevant event information, such as the event number, the number
of tracks and vertices per event, the vertex coordinates and the track momenta. If STARlight is run
independently on a personal computer, this output serves as sufficient information to study simulated
vector-meson production. Alternatively, the file can get fed into a detector’s MC framework to simulate
the detector response.
The STARlight MC sample used for this analysis consists of 12 000 exclusive J/Ψ vector-mesons
created in a 2.76 TeV simulated Pb-Pb collision. Since the cross-section for this process is 0.7 mb, the
sample corresponds to an integrated luminosity of 17 µb−1. These true events were then reconstructed
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Figure 8.1: Kinematic histograms for the true muons produced by STARlight.
using ATLAS software to determine the detector response. The kinematic histograms for the true
muons are shown in Figure 8.1.
8.2 Muon Reconstruction Efficiency
Performance studies done by ATLAS aim to quantify how effective the detector is at correctly iden-
tifying particle species at various momentum scales. Studies of this kind typically aim to calculate
performance measures like reconstruction efficiency, fake rate and momentum resolution. In this anal-
ysis, the focus will be on muon efficiencies, although the fake rate and momentum resolution will also
be described for posterity sake. Efficiency is the fraction of true muons that get reconstructed. Once
quality cuts are applied to reconstructed muon tracks, the efficiency is calculated by dividing the the
number of reconstructed muons that pass the cuts by the total number of true muons. The fake rate
is the mean number of fake muons that get reconstructed per event. It is calculated as the fraction of
reconstructed tracks that pass the cuts but are not matched to a true muon. Finally, the fractional
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momentum resolution is defined as
ρ := −∆pT
pT
=
1
pT (true)
− 1pT (reco)
1
pT (true)
=
pT (reco) − pT (true)
pT (reco)
(8.1)
where pT (true) and pT (reco) are the true muon and reconstructed muon transverse momenta, respec-
tively. For a spectrometer uniform in η and φ, ρ would be normally distributed. In ATLAS, however,
the magnetic field varies with η and φ, and a more appropriate distribution must be determined and
used.
For standalone muons (as described in the previous chapter) the reconstruction efficiency can be
calculated as the fraction of true muons that have a reconstructed muon match within a cone of
∆R < 0.05 where
∆R =
√
(ηreco − ηtrue)2 + (φreco − φtrue)2. (8.2)
The tag-and-probe method is usually used to calculate muon efficiencies in ATLAS. This method
requires two reconstructed tracks in the inner detector and at least one associated track in the muon
spectrometer. Unfortunately, this method is only effective at medium and large pT (in the range
10 − 500 GeV), where track reconstruction has an efficiency of 97% and a momentum resolution of
3 − 4% [75]. Since the muons from exclusive J/Ψ decay have low pT , there are very few tracks in
the spectrometer. For this reason, the tag-and-probe method is not effective. Instead, a rudimentary
calculation will be done below, in which the fraction of reconstructed muons over true muons is used
as the efficiency.
8.2.1 Muon efficiency in the exclusive J/Ψ sample
The Muid reconstruction algorithm is used for this study because it tends to be slightly more efficient
than Staco for low pT muons. Of the 2 × 12000 true muons in the sample, only 1278 (about 5%) of
them get reconstructed by Muid. Most of these are attributed to single-muon events, with only 16
reconstructed events containing two muons. The kinematic histograms for the reconstructed muons
are shown in Figure 8.2. The reconstructed muon pT is smeared to higher values than what it truly is.
From the η plot, one can see that very forward muons are not reconstructed at all.
How well the reconstructed and true muons match can be quantified using ∆R, as defined in
Equation 8.2. If the ∆R value between a true and reconstructed muon is small, it means that their
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Figure 8.2: Kinematic histograms for the reconstructed muons.
η and φ values are very close and so the match is good. For each reconstructed muon in the sample,
one can attempt to find a matching true muon within a cone of ∆R < 0.05. The efficiency can be
determined by finding the fraction of true muons with a reconstructed match over all true muons. This
is done bin-by-bin, using the true muon pT histogram and the reconstructed muon pT histogram. The
result of this procedure gives an approximate efficiency of 0.04, averaged over a pT range up to 1 GeV.
Since the pT of these muons is so low, it is expected that the efficiency is very poor. This is supported
by a similar efficiency plot taken from [75], as shown in Figure 8.3. Although the data used to make
this figure is different, the point can be made that efficiencies at low pT are extremely poor.
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Figure 8.3: a. Efficiency versus pT , taken from [75], describing muon reconstruction performance. b.
Efficiency versus η and φ for a sample of pT = 50 GeV muons [75].
8.3 Expected Number of Exclusive J/Ψ Events
In order to identify the events of interest in a sample, one can apply a set of selection criteria that each
event must satisfy. These cuts are governed by the interaction of interest. Six requirements are placed
on events in the STARlight sample analysed in this chapter to identify exclusive J/Ψ vector-mesons
that decay to two muons. The first two and most obvious cuts are that the event should consist of two
muons and nothing else and they should be of opposite charge. Since the η acceptance in ATLAS is
in the range |η| < 2.7, this is the third cut, applied to each muon in the event. The J/Ψ vector-meson
produced in an exclusive ultra-peripheral collision has a low pT , so the difference in pT of the two muons
that come from it should also be small; the cut ∆pT < 0.1 GeV is imposed. Despite having a small
difference in pT , the two muons can still have large individual pT . Due to momentum conservation, they
should travel back-to-back. This cut is implemented by requiring that the azimuthal angle between the
two muons is close to pi, namely |∆φ − pi| < 0.1. Finally, the invariant mass of the muon pair should
be close to that of the J/Ψ, so the cut 3.05 GeV < Mµ+µ− < 3.12 GeV is used (the J/Ψ mass is 3.096
GeV [13]).
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The MC sample used here contains 12 000 exclusive J/Ψ vector-mesons that have been decayed to
two muons. Applying the six cuts should therefore not eliminate too many events. The cut flow and
resulting number of events is given below:
1. Two muons in the event (11793 events).
2. Two muons have opposite charge (11793 events).
3. |η| < 2.7 for each muon (11793 events).
4. ∆pT < 0.1 GeV (11634 events).
5. |∆φ− pi| < 0.1 (11494 events).
6. 3.05 < Mµ+µ− < 3.12 GeV (11440 events).
This means that only about 5% of the true events are eliminated by the selection criteria. Since most
true events pass the cuts, it appears that this set of selection criteria is a fair one to use when searching
for exclusive J/Ψ’s.
The selection criteria can now be applied to real Pb-Pb collision data collected by ATLAS. Although
this exercise has not been done for this thesis, the number of signal events expected to be observed can
be determined. Given the cross-section already quoted, σ = 0.7 mb, and the total integrated luminosity
from the 2011 Pb-Pb data-taking period,
∫
dtL = 160 µb−1, the expected number of exclusive J/Ψ
events that decay in the dimuon channel is
N = σ
∫
dtL
=
(
0.7× 10−3 b
)(
160× 106 b−1
)
= 112 000 events. (8.3)
The poor efficiency for low pT muons has not been incorporated into this number. In the previous
section, it was stated that the Muid algorithm only manages to reconstruct 16 dimuon events in the
12 000 event sample. This gives a rudimentary efficiency of approximately 1612000 ≈ 0.1%. Applying
this to N above reduces the expected number of candidate events to around 150 events. The selection
criteria miss approximate 5% of these events, which reduces this number further. In summary, using
the majority of the heavy ion data collected thus far at the LHC, ATLAS is only able to identify a
small fraction of J/Ψ vector-mesons produced in exclusive interactions.
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8.4 Other Experiments at the LHC
Besides ATLAS, the three other major experiments at the LHC are also interested in exclusive studies.
ALICE, in particular, has measured the cross-section for exclusive J/Ψ production in ultra-peripheral
Pb-Pb collisions at 2.76 TeV. In [88], a data sample corresponding to 55 µb−1 integrated luminosity was
analysed for dimuon events in the rapidity range −3.6 < y < −2.6. After applying selection criteria,
78 candidate events were found. The cross-section obtained was dσdy = 1.00 ± 0.18(stat)+0.24−0.26(sys) mb,
where the statistical and systematic uncertainties have been quoted as well. The dimuon invariant
mass and pT spectra taken from this analysis are shown in Figures 8.4 and 8.5, respectively.
Figure 8.4: Dimuon invariant mass spectrum from [88].
Figure 8.5: Dimuon pT spectrum from [88] including fits using various MC.
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Figure 8.6: Power-law behaviour of the J/Ψ photo-production cross-section as a function of the centre-
of-mass energy W [89].
Instead of heavy ion collisions, the LHCb collaboration has measured the cross-section for exclusive
J/Ψ production in p-p collisions [89]. Analysing a sample with 36 pb−1 integrated luminosity, they
have obtained a cross-section of σ = 307± 31(stat)± 36(sys) pb, an order of 106 smaller than that
expected from Pb-Pb collisions. An interesting peripheral result from this study is the confirmation
of the power law behaviour of the cross-section as a function of centre-of-mass energy, as observed at
HERA [90]. This is shown in Figure 8.6.
The last major detector at the LHC is CMS. Thus far, it has only published results of dimuon
production from photon-photon interactions in p-p collisions (in terms of exclusive analyses). In [91],
40 pb−1 integrated luminosity-worth of data was analysed and 148 candidate events were identified.
The major difference between this analysis and the kind discussed in this thesis is the muon pT range.
In [91], one of the cuts applied is that each muon pT should be greater than 4 GeV. This immediately
eliminates the poor efficiency issue experienced at low pT .
End of Part II

Conclusion
In this thesis, exclusive J/Ψ vector-meson production in nuclear collisions has been discussed from two
different viewpoints - a theoretical one and an experimental one. These two approaches connect via
the cross-section; a cross-section determination has therefore been the goal of Parts I and II, albeit
through distinctly different means. The common starting point for both theory and experiment is to
understand the photonuclear processes that dominate ultra-peripheral heavy ion collisions, which is
the context in which this work has been done.
From the theoretical perspective, one begins with the initial state of the colliding nuclei. At small
xBj, the onset of saturation effects leads to constrained gluon occupation numbers in the nuclei. The
CGC effective field theory attempts to describe this dense gluonic medium and in so doing, provide
the initial condition for the collision. In ultra-peripheral collisions, the interaction is triggered by
photons, which can fluctuate to colour objects like a quark dipole that have a chance of interacting
with the target nucleus. The interaction between such a colour projectile and the gluonic target field is
contained in an energy-averaged n-point correlator, where n is the number of particles in the projectile.
These n-point correlators enter the cross-section directly as integrals over the impact parameter and
constitute the entire strong interaction between projectile and target.
In order to understand the behaviour of correlators of this kind, the appropriate mathematical tool
to use is the JIMWLK equation. The JIMWLK equation can be written as the Balitsky hierarchy.
While this may be a useful analytical tool, some kind of approximation scheme is necessary to be
able to make practical calculations and obtain phenomenological results. One example of such an
approximation is the GT, which approximates the correlator by a parametrisation with new degrees
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of freedom represented by 2-point functions Guv. This is the work that has been discussed in the
literature and has been used as a springboard in this thesis.
The first non-trivial step beyond the GT is to consider higher-point functions as degrees of freedom
that enter the approximation of the correlator. Specifically, the totally antisymmetric and symmetric
3-point functions Gfuvw and Gduvw have been investigated. In calculating the 2-point and 3-point
correlators required for the Balitsky equation, only certain coincidence limits of the new functions are
needed. A full investigation of the true 3-point functions with three distinct coordinate indices is still
needed. An attempt has been made for the starting point of such a study, which requires a 6×6 matrix
of 6-point correlators. Deriving parametrisation equations for these monstrous objects leads to lengthy
expressions whose discussion has been postponed to the Appendix. For the time being, a cross-section
expression has been determined using the established parametrisations of the 2- and 4-point correlators
as input.
In Chapter 6, the total and exclusive cross-sections were discussed. The origins of the 4-point
correlators investigated in Chapters 3 and 4 were shown. The dipole correlator〈
tr(1− UxU†y)
Nc
〉
Y
enters the total cross-section and the 4-point correlator〈
tr(Uy′U†x′)
Nc
tr(UxU†y)
Nc
〉
Y
enters the vector-meson production cross-section. The average of products with different coordinate
indices comes about due to the presence of the final state projections in the middle of the average,
.
The fact that different correlators enter different types of cross-sections in such an obvious way leads
to an interesting question: what is the result of probing differences of the kind〈
tr(Uy′U†x′)
Nc
tr(UxU†y)
Nc
〉
Y
−
〈
tr(Uy′U†x′)
Nc
〉
Y
〈
tr(UxU†y)
Nc
〉
Y
,
where the first term comes from one type of process cross-section and the second term from another?
These kinds of questions have not been investigated in this thesis because they would require consid-
eration of different cross-section calculations - but they leave scope for further work.
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From the experimental perspective, the exclusive vector-meson cross-section calculation comes with
several hurdles. At the LHC, pile-up in p-p collisions makes exclusive vector-meson production a
difficult analysis. Turning to Pb-Pb collisions is still complicated due to the poor efficiency with which
low pT muons are reconstructed in ATLAS. Since these muons are critical for the reconstruction of
the J/Ψ vector-mesons from which they originate, very few signal events are found in collision data.
Part II of this work constitutes a feasibility study using MC simulations to predict how many exclusive
J/Ψ’s are expected in all the Pb-Pb data collected thus far at the LHC. After incorporating the low
efficiencies, the result looks fairly bleak. The standard analysis methods used here will have to be
abandoned at the low pT scale should one wish to find exclusive J/Ψ’s in collision data. One potential
workaround is to use only inner detector tracks with very strict selection cuts to identify muons. The
ZDC discussed in Chapter 7 could also prove useful in ensuring the exclusivity requirement is met,
although it does have a limited high-rapidity range.
The outlook for high-energy particle physics on the whole, appears more appealing. What with
particle physicists always campaigning for bigger, better machines, there is hope that studies like
exclusive vector-meson production in nuclear collisions can be done at future colliders. One of the
more promising future colliders is the LHeC (Large Hadron electron Collider) at CERN. The current
design looks to build a new electron beam line (that will ultimately carry up to 140 GeV beams) at
the LHC so that e-p and e-Pb collisions can be studied [92]. It is expected that the LHeC will probe
new kinematic regions, thereby providing an opportunity to further test small-xBj physics.
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