Abstract. Fix integers n, r, s 1 , ..., s l and let S(n, r; s 1 , ..., s l ) be the set of all integral, projective and nondegenerate varieties V of degree s 1 and dimension n in the projective space P r , such that, for all i = 2, ..., l, V does not lie on any variety of dimension n + i − 1 and degree < s i . We say that a variety V satisfies a flag condition of type (n, r; s 1 , ..., s l ) if V belongs to S(n, r; s 1 , ..., s l ). In this paper, under the hypotheses s 1 >> ... >> s l , we determine an upper bound G h (n, r; s 1 , ..., s l ), depending only on n, r, s 1 , ..., s l , for the number G(n, r; s 1 , ..., s l ) := max{pg(V ) : V ∈ S(n, r; s 1 , ..., s l )}, where pg(V ) denotes the geometric genus of V . In case n = 1 and l = 2, the study of an upper bound for the geometric genus has a quite long history and, for n ≥ 1, l = 2 and s 2 = r − n, it has been introduced by Harris. We exhibit sharp results for particular ranges of our numerical data n, r, s 1 , ..., s l . For instance, we extend Halphen's theorem for space curves to the case of codimension two and characterize the smooth complete intersections of dimension n in P n+3 as the smooth varieties of maximal geometric genus with respect to appropriate flag condition. This result applies to smooth surfaces in P 5 . Next we discuss how far G h (n, r; s 1 , ..., s l ) is from G(n, r; s 1 , ..., s l ) and show a sort of lifting theorem which states that, at least in certain cases, the varieties V ∈ S(n, r; s 1 , ..., s l ) of maximal geometric genus G(n, r; s 1 , ..., s l ) must in fact lie on a flag such as
Introduction
Fix integers n, r, s 1 , ..., s l such that 1 ≤ n ≤ r − 2, 2 ≤ l ≤ r − n, and let S(n, r; s 1 , ..., s l ) be the set of all integral, projective and nondegenerate varieties V of degree s 1 and dimension n in the projective space P r , such that, for all i = 2, ..., l, V does not lie on any variety of dimension n + i − 1 and degree < s i . Following [CCD2] , we say that a variety V satisfies a flag condition of type (n, r; s 1 , ..., s l ) if V belongs to S(n, r; s 1 , ..., s l ). In this paper, under the hypotheses s 1 >> ... >> s l , we determine an upper bound G h (n, r; s 1 , ..., s l ), depending only on n, r, s 1 , ..., s l , for the number G(n, r; s 1 , ..., s l ) := max{p g (V ) : V ∈ S(n, r; s 1 , ..., s l )}, (0.1)
VINCENZO DI GENNARO
where p g (V ) denotes the geometric genus of (a desingularization of) V (see Theorem (2.5) and, for the special case l = r − n, Theorem (4.1)). Note that G(n, r; s 1 , ..., s l ) is a finite number by a general result of [Hr2] .
In the case of curves, i.e. when n = 1, we refer to [CCD2] for an overview on this question and related topics. Here we only notice that, when n = 1 and l = 2, the study of an upper bound for the geometric genus has a quite long history (see [Ha] , [No] , [Ca] , [GH] , [ACGH] , [Ht] , [GP] , [Hr1] , [EH] , [Ci1] , [CCD1] , [CCD2] ) and that, for n ≥ 1, l = 2 and s 2 = r − n, it has been introduced by Harris [Hr2] . As well as in [D] , where we generalize to the case n ≥ 1 some of the results obtained in [CCD1] for n = 1 and l = 2, in the present article we partly extend [CCD2] and [CCD3] to the case n ≥ 1.
Let us now discuss our results in more detail. We begin in Section 1 by establishing our notation and conventions. Here we define the functions G h (n, r; s 1 , ..., s l ) and make explicit what the condition s 1 >> ... >> s l means. Our main result, i.e. Theorem (2.5), appears in Section 2 and claims that G h (n, r; s 1 , ..., s l ) is in fact an upper bound for G(n, r; s 1 , ..., s l ). In order to show this theorem, we need some numerical properties of the functions G h (n, r; s 1 , ..., s l ) which are essential in the rest of the paper and whose proof we exhibit in the Appendix. The first, i.e. Proposition A, is a result on the asymptotic behaviour of the functions G h (n, r; s 1 , ..., s l ), which enables us to obtain certain properties of monotonicity of these functions, i.e. Proposition B. It is worth remarking the delicate role which the properties of monotonicity of the functions G(1, 3; s 1 , s 2 ) historically play in the study of space curves [Ha] , [GP] . For instance, we recall Halphen's principle, which claims that G(1, 3; s 1 , s 2 + 1) < G(1, 3; s 1 , s 2 ) [E] . In Corollary (4.9) we extend such a principle to the functions G(n, r; s 1 , ..., s l ) we introduced in (0.1), at least for particular ranges of n, r, s 1 , ..., s l .
Next, Sections 3 and 4 are devoted to analysing the sharpness of the bound G h (n, r; s 1 , ..., s l ). First in Section 3 we specialize our study to the case of codimension two, i.e. r − n = 2 (and, a fortiori, l = 2). Here we extend to codimension two Halphen's theorem for space curves (see [Ha] , [GP] and our Theorem (3.1)). This gives an answer to a question in [Ci3, p.37] , improves [NV, Theorem 4] and [N, Theorem (5.4) ] for s 1 > s 2 2 − s 2 , and also improves the analysis of the case l = 2 introduced in [D] . In particular it follows that, for s 1 > s 2 2 − s 2 , the bound G h (n, n +2; s 1 , s 2 ) is sharp, i.e. G h (n, n +2; s 1 , s 2 ) = G(n, n +2; s 1 , s 2 ) (see also [D] for other ranges of n, r, s 1 and s 2 for which G h (n, r; s 1 , s 2 ) is sharp). We also point out that, when n ≥ 4, any variety V ∈ S(n, n + 2; s 1 , s 2 ) of maximal geometric genus, not a complete intersection, must be singular (at least when s 1 >> s 2 , and s 2 = 2 or the remainder of the division of s 1 − 1 by s 2 is different from 0, 1, s 2 − 3 (Theorem (3.1), (iii))).
On the other hand, it is known that, when l ≥ 3, G h (1, r; s 1 , ..., s l ) is necessarily not sharp (see [CCD2, Remark (2.5) ] and (1.5)). This leads us to expect that also G h (n, r; s 1 , ..., s l ) is not sharp, for n ≥ 2 and l ≥ 3. However, by using the results for curves in P 4 proved in [CCD3] , in Section 4 we refine our upper bound in the special case l = r − n ≥ 3. Hence we define a more subtle upper bound Gh(n, r; s 1 , ..., s r−n ), which we prove to be sharp when l = r − n = 3, s 1 >> s 2 >> s 3 and s 2 divides s 1 (Theorem (4.2)). Next we obtain a characterization of the smooth complete intersections of type (a, b, c) in P n+3 , with a >> b >> c, as the smooth varieties of maximal geometric genus with respect to the appropriate flag License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use conditions (n, n + 3; abc, bc, c) (Theorem (4.3)). Notice that this result applies to smooth surfaces in P 5 (in this case, see Theorem (4.4) for a more general statement), and that the analogous property in codimension two is a particular case of our extension of Halphen's theorem (i.e. Theorem (3.1)). Also note that, in the ranges where we exhibit sharp results, all the varieties V verifying flag conditions and of maximal geometric genus can have only weak singularities, in the sense that they verify the equality /(n + 1)!s n 2 (see Remark (4.10), (ii)). Then, by using Theorem (2.5), we will obtain a sort of lifting theorem which states that the varieties V ∈ S(n, r; s 1 , ..., s l ) of maximal geometric genus G(n, r; s 1 , ..., s l ) must in fact lie on a flag such as
where V j s denotes a subvariety of P r of degree s and dimension j (see Corollary (4.8) for a precise statement). In other words
where F(n, r; s 1 , ..., s l ) denotes the set of all varieties V n s1 ⊂ P r lying on a flag of type (0.2). In the case of curves (i.e. n = 1) and with respect to the arithmetic genus, the equality (0.3) is proved in [CCD2, Proposition (2.7) and Corollary (2.8)] for any r and s 1 >> ... >> s l .
In the last Section 5 we deduce some new bounds for Castelnuovo's regularity of varieties verifying flag conditions, improving [NV, Corollary 15] in the case l = r − n = 2 and s 1 >> s 2 ≥ 3, and extending [CCD2, Proposition (2.4) ] to higher dimensional varieties (see Theorem (5.2) and (5.3)).
Finally we refer the reader to Remark (2.6) for a discussion on further generalizations of flag conditions (in particular we give a bound for the geometric genus of a variety in P r which does not lie on any hypersurface of given degree), and to Remark (5.4) for a lower bound for the Euler characteristic of a surface in P 4 . I'm grateful to L.Chiantini and C.Ciliberto for valuable discussions and suggestions, and their encouragement. I would like to thank V.Beorchia and A.Tortora for their bibliographic suggestions.
1. Notation, conventions and some basic definitions (1.1) We work over an algebraically closed field k of characteristic 0 and denote by P r the projective space of dimension r over the ground field k. Unless otherwise stated, a variety V = V n s ⊂ P r is a reduced, irreducible, nondegenerate, possibly singular, projective scheme of dimension n and degree s. Recall that a variety V ⊂ P r is nondegenerate if it is not contained in a hyperplane. Given a variety V = V n s ⊂ P r , we denote by O V its structure sheaf and by I V the ideal sheaf of V in P r . As usual, for any coherent sheaf F on V , we set h
We denote by V
When there is no possibility of confusion, we use also
s , and sometimes the symbol Γ to denote
r is a variety, for all i = 0, ..., n we denote by p V (i) (t) (h V (i) (t) resp.) the Hilbert polynomial (the Hilbert function resp.) of V (i) . Moreover we indicate by p g (V ) (p a (V ) resp.) the geometric genus (the arithmetic genus resp.) of V . We denote by ω V the dualizing sheaf of V [Ht] . Notice that h 0 (V, ω V ) = h n (V, O V ) and so, when n = 1, one has h Hr2] . We refer to [R] for the notion of variety with only canonical singularities. Next we recall that a variety V = V n s ⊂ P r (n ≥ 1) is said to be arithmetically Cohen-Macaulay (shortly a.C.M.) if all the restriction maps Se] . Observe that if dimV ≥ 2 then V is a.C.M. if and only if its generic hyperplane section is. Also note that for an a.C.M. variety V one has h 0 (V, ω V ) = p a (V ). Finally we recall that a variety V ⊂ P r is said to be m-regular (in the sense of Castelnuovo and Mumford) 
In such a case it is known that the homogenous ideal of V is generated in degree ≤ m [M] .
(1.3) Throughout the paper we fix integers n, r, s 1 , ..., s l such that 1 ≤ n ≤ r − 2, 2 ≤ l ≤ r − n and s i ≥ r − n − i + 2 for all i = 1, ..., l. We define the numbers a i and b i by dividing 
where V n+l−2 s l−1 ⊂ P r is a variety not lying on varieties W ⊂ P r of dimension n+l−1 and degree strictly less than s l . Notice that S(n, r; s 1 , s 2 ) = F(n, r; s 1 , s 2 ).
(1.4) In order to make use of the results showed in [CCD2] , which are essential in the rest of the present paper, and to get certain numerical estimates, we need the following assumptions on our numerical data n, r, s 1 , ..., s l :
for all i = 1, ..., l − 1, and
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use For instance, we need the hypothesis (1.4.1) to use [CCD2, Proposition (1.1)] for proving, with the assumption (1.4.4), our Propositions A and B (see §2 and the Appendix), and the hypotheses (1.4.2) and (1.4.3) to use [CCD2, Proposition (2.1)] for proving our main result, i.e. Theorem (2.5). We will abbreviate these assumptions by writing
As in [CCD2] , these numerical hypotheses are certainly not the sharpest for our purposes. They are only of the simplest form we were able to conceive (however, in Section 3 we will simplify these assumptions).
(1.5) Now we define the function G h (n, r; s 1 , ..., s l ) which will represent our upper bound for G(n, r; s 1 , ..., s l ). To do this, we simply need that s i > s
where the function h(r − n + 1; s 1 , ..., s l ) is defined by induction on l as follows. Put r = r − n + 1. For l = 2 we define
with k, δ and e defined as follows
These functions h(r ; s 1 , ..., s l ) are introduced in [CCD2] (see also [CCD1] and [D] for the case l = 2), to which we refer for a detailed discussion on their definition and properties.
We think it will be useful to briefly recall some basic facts, under the assump- [EH] (V ) : V ∈ S(1, r; s 1 , s 2 )}. In particular observe that, for s 2 = r − 1 (for r = 3 resp.), we find again a famous theorem by Castelnuovo [Ca] , [EH] (by Halphen [Ha] , [GP] 
. However in [CCD3] the authors refine the function h(4; s 1 , s 2 , s 3 ) and determine, in the special case r = 4 and l = 3, the sharp functionh(4; s 1 , s 2 , s 3 ) for the set {h Γ : V ∈ F(1, 4; s 1 , s 2 , s 3 )}, which we are going to define.
To simplify the notation, set
Finally put
and defineh
s, t)(i)).
It turns out that Gh (1, 4; d, s, t) is a sharp upper bound for the set {p a (V ) : V ∈ S(1, 4; d, s, t)} [CCD3] . In Section 4 we will use these new functionsh(4; d, s, t) to refine our bound G h (n, r; s 1 , ..., s r−n ), in the particular case l = r − n ≥ 3.
The main theorem
In this section we prove our main result on the bound of the geometric genus of a variety verifying flag conditions (i.e. Theorem (2.5)). First of all we need some numerical properties of the functions G h (n, r; s 1 , ..., s l ), which will be essential in the rest of the paper (see Propositions A and B below, whose proof we exhibit at the end of the article, in the Appendix). Next we need some set-theoretical properties concerning the sets defined in (1.3) (see Lemma (2.1)) and then a preliminary proposition (i.e. Proposition (2.4)), which can be seen as an extension of [CCD2, Proposition (2.1)] and [D, Theorem (1.1) ]. Finally, in Remark (2.6), we make some comments on varieties verifying generalized flag conditions. We keep all the notation and conventions we introduced in §1.
Proposition A. With the above notation, assume that
Then there are rational numbers η and O such that
and that
As a consequence of the previous proposition, one obtains some properties of monotonicity of the functions G h (n, r; s 1 , ..., s l ).
Proposition B. With the above notation, assume that
and, for i = 3, ..., l,
As we said, we refer to the Appendix for the proofs of Propositions A and B. 
Proof. Property (1) 
is contained in some variety V n+2 s3
. Continuing in this fashion one shows property (2). In order to prove property (3), notice that by the lifting theorem [CC, Theorem (0. 2)], the generic linear section V
Hence, as before, we have two possibilties. 
i.e. property (3). Finally we notice that (4) follows again by using [CC, Theorem (0. 2)].
The next lemma can be seen as a generalization of a classical result (i.e. [EH, Corollary (3. 2)]) and, together with Remark (2.3) below, it will be essential in the rest of the paper.
Lemma 2.2. Let V ⊂ P r be a variety of dimension n and degree d. Then one has
where
On the other hand, by the definition of dualizing sheaf [Ht] 
. And so, in order to prove our claim, it suffices to show that
This is an application of the classical method of Castelnuovo, for which we refer to [NV, Lemma 5] (compare with [Hr2] and [D, Proposition (1.2 
)]).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Remark 2.3. Notice that, by the proof of previous lemma, it follows that
It is well known that, in the case of curves (i.e. n = 1), the converse of (2.3.1) holds [EH] . It is no longer true for higher dimensional varieties. For instance, consider the Veronese surface S in P 4 , which is a smooth surface not a.C.M., being a projection of the Veronese surface in P 5 . However, by direct computation, one sees that
It may be interesting to point out that the Veronese surface is the only example in P 4 for which the converse of (2.3.1) fails, in the following sense. For a smooth surface V of degree d one has p a (V ) ≤ p g (V ), and so, by the previous lemma,
Combining the classical result of Severi [Sv] that the Veronese surface is the only smooth surface in P 4 which is not linearly normal, with [D, Theorem (3.7) and proof], one can see that if V is a projective, nondegenerate, irreducible and smooth surface in
and only if V is a.C.M. or the Veronese surface. Proposition 2.4. Let l ≥ 2 be an integer and let us consider a flag
In particular, one has
Proof. Since V ∈ F(n, r; s 1 , s 2 , ..., s l ) then, by Lemma (2.1), (4), one has V (1) ∈ F(1, r − n + 1; s 1 , s 2 , ..., s l ). Hence we can apply [CCD2, Proposition (2.1)] to the curve V
(1) and deduce that h Γ ≥ h(r − n + 1; s 1 , ..., s l ). The last assertion now follows by Lemma (2.2) and by the definition (1.5.1) of the function G h (n, r; s 1 , ..., s l ).
Now we are in position to prove our main result. First we recall that the number δ l , which appears in its statement, was defined in the statement of Proposition B. 
which is in contrast with our hypotheses. It follows that V ∈ F(n, r; s 1 , s 2 , ..., s l ), i.e. V lies on a flag whose uniqueness follows by Bezout's theorem and by the hypotheses on the s i 's.
Remark 2.6. As in [CCD2, Remark (2.9)], we notice that the flag conditions we considered in the present paper could be generalized. Precisely, one could say that a variety V ⊂ P r verifies a generalized flag condition of type (n, r; s 1 , s
2 , ..., s
l ) if V is of dimension n and degree s 1 and does not lie on any variety V ij s with s < s j , j = 2, ..., l. Then one could try to determine or estimate the maximum geometric genus of varieties verifying such a generalized flag condition. We are not able to deal with this problem in such generality. However we want to briefly discuss a particular instance of it, for which we are able to provide some information and give some flavour of what the general answer should be.
Precisely, we consider a flag condition of type (n, r; d, t (r−1) ), i.e. we would like to estimate the geometric genus p g (V ) of a variety V ⊂ P r of degree d not lying on any hypersurface of degree < t. Such an estimate is not difficult to find. In fact, let σ(n + 1, r; t) be the maximum integer such that any variety W n+1 ⊂ P r of degree < σ(n + 1, r; t) in P r lies on a hypersurface of degree t − 1. Then, if d >> 0, by our Theorem (2.5), we have
Of course the problem remains of determining σ(n + 1, r; t). It is not so difficult to give an estimate of σ(n + 1, r; t):
Indeed one verifies that for every variety W n+1 of degree s in P r one has
In conclusion, if we putσ :=σ(n + 1, r, t) :
t−1 , one finds with the above estimate (by Proposition A and Theorem (2.5))
, (2.6.1) from which we deduce, when t ≥ n + 1,
and we remark that, using a variety W n+1 given as a complete intersection of r − n − 1 generic hypersurfaces of degree t in P r , and taking hypersurface sections of W n+1 of very high degree, we can find a variety V n verifying the desired flag condition, whose geometric genus is
(to obtain (2.6.2) use a similar argument as in Lemma (4.7) of Section 4 below).
Notice that by (2.6.1) and (2.6.2) one can deduce that if d >> 0, t r−n−1 ≥ n + 1 and t r−n−1 divides d, then any variety V n d ⊂ P r not contained in hypersurfaces of degree < t and of maximal geometric genus, must lie on a hypersurface of degree < τ where τ := min{i : 
The case of codimension two
In this section we analyse the case l = r − n = 2, but first we want to make some comments on the case l = 2, r − n ≥ 2. To simplify the notation, we put d = s 1 , s = s 2 , m = a 1 , = b 1 , w = a 2 and v = b 2 (compare with (1.3)).
As we said in (1.5), in the case of curves, i.e. when n = 1, the number G h (1, r; d, s) is actually an upper bound for the arithmetic genus of curves belonging to S(1, r; d, s) and in fact it is sharp for any d >> s ≥ r − 1 [CCD1] . But, with respect to the geometric genus, it is only known that the bound G h (1, r; d, s) is sharp for certain ranges of r, d and s. For instance, this is the case when s = r −1 [EH] , or r = 3 and d > s 2 − s [GP] , or any r, d >> s ≥ 2(r − 2), 0 < v < r − 2 and ≥ w(r − n − 1 − v) [CCD1] . Of course, the question of sharpness in the case n ≥ 2 is more difficult. Examples of varieties verifying flag conditions of type (n, r; d, s) of maximal geometric genus G h (1, r; d, s) can be found in [Hr2] for s = r −n, the so called Castelnuovo varieties, and in [D] for r ≥ 2n + 3, d >> s ≥ (n + 1)(r − n − 1), 0 < v < r − n − 1, ≥ w(r − n − 1 − v).
All this investigation goes back to the first result in this direction, i.e. Halphen's theorem ( [Ha] , [GP] 
by a complete intersection of two hypersurfaces of degrees s and m + 1, and if
p g (V ) = h 0 (V, ω V ), then p g (V ) = G h (n, n + 2; d,
s). Moreover such varieties exist. And so the upper bound
, and, for 1 ≤ n ≤ 3, it is attained by smooth varieties. and that p g (V ) = h 0 (V, ω V ). Take the generic curve section V (1) ⊂ P 3 . It is well know that V (1) is a.C.M. and of maximal arithmetic genus with respect to the flag condition (1, 3; d, s) [GP] . Hence V is a.C.
M. and h Γ (i) = h(3; d, s)(i) for all i. By Remark (2.3) and our hypotheses
. Now, to prove the sharpness of the bound, consider a variety V linked to a generic complete intersection V ⊂ P n+2 of type (1, s − 1 − ), by a complete intersection of two generic hypersurfaces F and G containing V , of degree respectively s and m + 1 (by [PS] we know that, for 1 ≤ n ≤ 3, V is smooth). In order to evaluate the geometric genus of V , consider the blow-up p : P −→ P n+2 of P n+2 at V . Let E be the exceptional divisor of the blow-up, and F = p * F − E, G = p * G − E and V the proper transforms of F , G and V in P. Since F and G are generic with respect to the condition of containing V , then V = F ∩ G, V is smooth and so p g (V ) = h 0 ( V , ω V ). Taking into account that ω P = O P (E)(−n − 3), and using the adjunction formula, one sees that ω V = (O P (−E)(m + s − n − 2))| V . It follows that
where M denotes the complete intersection F ∩ G and ν = m + s − n − 2. Let π be a generic plane of P n+2 , and put Γ = π ∩ V and Γ = π ∩ M. Using [D, Lemma (2.4) and proof] and taking into account that V , V and M are a.C.M., one sees that
By direct computation one has, for all i,
from which we deduce that
Hence by (3.1.1) and (i) we get p g (V ) = G h (n, n + 2; d, s), and so the proof of (ii) is complete.
In order to prove (iii), assume
2) and Proposition (2.4), which, as we said before, in codimension two, holds for d > s 2 −s. Next note that, when d > max{4s 2 , (n+s) 2 }, V is contained in a hypersurface of degree s by [D, Theorem (3. 3)]. Since V has maximal geometric genus, then by [D, Theorem (1.8 
)] one has also h Γ = h(3; d, s).

In other words V
(1) is a curve in P 3 contained in a surface of degree s and of "caractère maximum" in the sense of [E] . By [E, Proposition IV.2 ] (here we are forced to use the restriction / ∈ {0, 1, s − 3}) it follows that V (1) is a.C.M. and so it is of maximal arithmetic genus with respect to the flag condition (1, 3; d, s) . By [GP] we know that V
(1) is linked in P 3 to a plane curve of degree s − 1 − in a complete intersection of two surfaces of degrees s and m + 1, and such a linkage can be lifted in P n+2 because V is a.C.M. The last assertion follows by [PS] .
Remark 3.2. (i) If V ⊂ P r is a variety with only canonical singularities then p g (V ) = h 0 (V, ω V ) (see [R] and [K] ). (ii) Notice that, in the special case n ≥ 3, s ≥ 3 and ∈ {0, 1, s − 3}, our classification of the varieties V ∈ S(n, n + 2; d, s) of maximal geometric genus is not complete. In fact, in this case, we do not know whether a variety V ∈ S(n, n+2; d, s) of maximal geometric genus is a.C.M. and consequently linked to a degenerate variety in a complete intersection, as in Halphen's theorem for curves. However, by [D, Theorem (3.7) and proof] and taking into account [CCD1, Theorem (5.1)], we know that a surface V ∈ S(2, 4; d, s), with d > 12s 2 , nonsingular in codimension one and of maximal geometric genus G (2, 4; d, s) , is a.C.M.. Hence in this case we do not need [E] in the proof of (iii) of the previous theorem, and so we can suppress the hypothesis / ∈ {0, 1, s − 3} and state Theorem (3.1) as follows.
smooth or with only canonical singularities). Assume that V is not contained in any hypersurface of degree < s, with d > s
2 − s, s ≥ 2. Put d − 1 = ms + , 0 ≤ < s. Then one has p g (V ) ≤ G h (2, 4; d, s) and, when d > 12s 2 , p g (V ) = G h (2, 4; d,
s) if and only if V is linked to a space surface
V of degree s − 1 − in a complete intersection of two hypersurfaces of degrees s and m + 1.
As for the case of curves and surfaces, we believe that, in the case of n ≥ 3, the restriction on can be suppressed. We hope to return to this question in a future paper.
As a consequence of the previous results and Lemma (2.1), we have the following:
Corollary 3.4. Let V ⊂ P n+2 be a variety of degree d > max{4s 2 , (n + s) 2 } and dimension n ≥ 2, and let H ⊂ P n+1 be its generic hyperplane section. Assume that r; d, s) . In fact, by [CCD1] we know that there are curves d, s) . Taking cones over these curves, we can construct the desired varieties V (use Remark (2.3)). Observe that such varieties V are ruled, and so p g (V ) = 0.
(ii) Notice that
The case of codimension three and further results in the general case
The next step is an analysis of the case l = r − n = 3. As before, we start with some comments in a more general situation, that is, l = r − n ≥ 3.
As we said in (1.5), when l ≥ 3 the functions h(r − n + 1; s 1 , ..., s l ) we introduced are LAF for F(1, r − n + 1; s 1 , ..., s l ) but not sharp. This leads us to expect that for l ≥ 3 the upper bound G h (n, r; s 1 , ..., s l ) is not sharp. However, in the special case r − n + 1 = 4 and l = 3, one can refine such functions by using the functionsh(4; s 1 , s 2 , s 3 ) defined in (1.5), obtaining the sharp function for the set F(1, 4; s 1 , s 2 , s 3 ) [CCD3] . By means of these new functions one can improve the upper bound G h (n, r; s 1 , ..., s r−n ) in the case l = r − n, in the following way (we assume throughout this section s 1 >> ... >> s r−n ). + 1; s 1 , ..., s r−n )(a 1 ) +h(r − n + 1; s 1 , . .., s r−n )(i − a 1 ) − 1} for i > a 1 .
By using a similar argument as in the proof of [CCD2, Proposition (1.1)] and taking into account [CCD3] , one proves that
and shows, in a similar way as for G h (n, r; s 1 , ..., s l ) (see Proposition A), that there exist rational numbersη and O such that
In particular, one gets, as in Proposition B, that
for all i = 2, ..., r − n, from which, as in Section 2, one deduces the following:
Taking into account (4.0.1) and the fact that for i ∈ [a 1 + 1, a 1 + a 2 + a 3 ] one has h(r − n + 1; s 1 , ..., s r−n )(i) <h(r − n + 1; s 1 , ..., s r−n )(i), one sees that Theorem (4.1) improves Theorem (2.5), (i), in the case l = r − n ≥ 3.
As we are going to see, in codimension three and in some numerical range for the s i 's, the upper bound Gh(n, n + 3; s 1 , s 2 , s 3 ) is sharp. Next we will characterize the smooth complete intersections in P n+3 of type (a, b, c) , with a >> b >> c, as the smooth varieties of maximal geometric genus with respect to the flag condition (n, n + 3; abc, bc, c). In particular this applies to smooth surfaces in P 5 . We keep the notation stated in (1.5), where we defined the functionsh(4; s 1 , s 2 , s 3 ). In particular we put d = s 1 , s = s 2 and t = s 3 . Gh(n, n + 3; d, s, t) is sharp (and, when 1 ≤ n ≤ 3, it is attained by smooth varieties). In other words:
Theorem 4.2. Fix integers n ≥ 1, d, s, t with d >> s >> t, t ≥ 2. Assume that s divides d. Then the upper bound
In particular, in such a case, any variety V ∈ S(n, n + 3; d, s, t) of maximal geometric genus must lie on a unique flag of type
For any such a variety V one has
p g (V ) = h 0 (V, ω V ) and h V (0) =h(4; d,
s, t).
Moreover the generic curve section V
is a curve of maximal arithmetic genus with respect to the flag condition (1, 3; s, t) .
Proof. Let U ⊂ P n+3 be a generic, degenerate subvariety of dimension n + 1 and degree t − 1 − β, and consider F , G generic hypersurfaces containing U of degrees respectively t and α + 1. Let U be the variety linked to U in the complete intersection F ∩ G. Now let H be a generic hypersurface of degree m + 1 (= d s ) and put M = F ∩ G ∩ H, V = U ∩ H and V = U ∩ H (note that, by [PS] , V is smooth for 1 ≤ n ≤ 3). By using a similar argument as in the proof of (ii) of Theorem (3.1) one sees that
where ν = m + α + t − n − 2. Let P 3 be a generic linear 3-space of P n+3 and put Γ = P 3 ∩ V and Γ = P 3 ∩ M. As in Theorem (3.1) one has
and by direct computations one sees that, for all i,
from which we deduce
Then by (4.2.1) and Theorem (4.1) we get p g (V ) = Gh (n, n+3; d, s, t) , which proves that, at least in our range, the bound Gh(n, n + 3; d, s, t) is sharp. Next consider any variety V ∈ S(n, n + 3; d, s, t) of maximal geometric genus. The fact that it must lie on a flag follows by Theorem (2.5), (ii), taking into account (4.0.2). By using the existence of this flag one sees that ([CCD3, Proposition (15) , (16) and Remark (17)])
We have to show (4.2.3) for all 0 ≤ i ≤ n−1. To do this notice thath (4; d, s, t) 
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use (by (4.2.2)) ≥h(4; d, s, t)(n − 1) + h(3; s, t)(n) =h(4; d, s, t)(n), from which we deduce that h V (0) d (n − 1) =h(4; d, s, t)(n − 1). Continuing in this fashion one proves (4.2.3) for all 0 ≤ i ≤ n − 1.
It remains to prove that the generic curve section V
is a curve of maximal arithmetic genus with respect to the flag condition (1, 3; s, t) . To this purpose, observe that, by [GLP] , one has , 3; s, t Proof. First assume that V = F ∩ T , with F and T as in the statement. Then V is a.C.M. and a direct computation shows that h V (0) =h (4; d, s, t) . By Remark (2.3) and our hypotheses p g (V ) = h 0 (V, ω V ), it follows that p g (V ) = Gh (2, 5; d, s, t) , and so, by Theorem (4.2), V is of maximal geometric genus. Now assume that V is of maximal geometric genus p g (V ) = G (2, 5; d, s, t) . By Theorem (4.2), in order to show that V is a complete intersection of type V = F ∩T , it suffices to prove that V is a.C.M. To do this, by [D, Theorem (3.7) and proof], it is enough to show that the generic hyperplane section C ⊂ P 4 of V is linearly normal.
Suppose not, and let ξ be the linear system cut out on C by the hyperplanes of P 4 . Let σ be a linear system on C such that ξ ⊂ σ ⊂ |O C (1)|, with dim(σ) = 5 (= 1 + dim(ξ)). The linear system σ determines in P 5 a curve C of degree d such that C is a birational projection of C in P 4 . As well as the curve C, also C is not contained in any surface of P 5 of degree < s. Hence, if we denote by Γ (Γ resp.) the generic hyperplane section of C (C resp.), we have h
On the other hand, since p g (V ) = Gh (2, 5; d, s, t) , then
This implies, again by [D, Theorem (3.7) , (10)], that
which is in contrast with (4.4.1).
As a consequence we have (1, 4; d, s, t) and has maximal arithmetic genus G (1, 4; d, s, t) . 2, 5; d, s, t) and p g (V ) = G (2, 5; d, s, t) , then, by Theorem (4.2), V lies on a flag and so H satisfies a flag condition of type (1, 4; d, s, t) . Moreover we have h Γ =h(4; d, s, t) and, by Theorem (4.4), we know that H is a.C.M. By Remark (2.3) it follows that p g (V ) = h 0 (V, ω V ) = Gh (1, 4; d, s, t) , which is equal to G (1, 4; d, s, t) by Theorem (4.2).
Conversely, if H satisfies a flag condition of type (1, 4; d, s, t) and has maximal arithmetic genus G (1, 4; d, s, t) then, by [CCD3] , H is a.C. M. and h Γ =h(4; d, s, t) . Hence V , which certainly belongs to S(2, 5; d, s, t), is a.C.M. and so has maximal geometric genus by Remark (2.3) and Theorem (4.2). 
(ii) By using a similar argument as in Remark (3.5), (i), and the main result of [CCD3] , one can see that, for all d >> s >> t, t ≥ 2, there exist varieties Gh(n, n + 3; d, s, t) and with geometric genus p g (V ) = 0.
(iii) Notice that
We conclude this section by showing that, in the general case 2 ≤ l ≤ r − n but only for some particular range for the s i 's, the varieties verifying flag conditions and of maximal genus G(n, r; s 1 , ..., s l ) must lie on flags. We need the following lemma, but first we recall again that the number δ l , which appears in its statement, was defined in the statement of Proposition B (see §2). 
and so
Proof. In order to show the existence of the flag, notice that, by using [CCD2, Lemma (2.6)] and the proof of [CCD2, Proposition (2.7)], one can construct a flag
of a.C.M. varieties such that, for the generic (r−n+1
is of maximal arithmetic genus in L. Taking the cone over this flag with vertex a generic (n − 1)−dimensional subspace of P r , we obtain the desired flag.
Now we compute h 0 (V, ω V ). To do this, first assume n = 1 and l = 2. In such a case we have h
and taking into account that V (1) s2 ⊂ P r−1 is a curve of maximal genus, we have
the upper bound for the genus of nondegenerate curves of degree s 2 in P r−1 , found by Castelnuovo [EH] ). It follows that
And so, in order to evaluate p a (V . Finally the case n ≥ 2 follows exactly as in the proof of our Proposition A (see the Appendix), taking into account that, by Remark (2.3), one has
where Γ is the intersection of V n s1 with the generic (r − n)−dimensional subspace of P r . Now, by using our formulas for G h (n, r; s 1 , ..., s l ), δ l and h 0 (V, ω V ), and the numerical assumptions on the s i 's, one easily obtains the inequalities claimed in the last assertion. [4(l + 1) n+1 + 2 n−1 n(n + 8)]. ) for all i = n, ..., r − 1. Finally, in case (c), by [D, Example (4 
It follows that
