Human Activity Recognition (HAR) is a challenging task in the field of human-related signal processing. Owing to the development of wearable sensing technology, an emerging research approach in HAR is to identify user-performed tasks by using data collected from wearable sensors. In this paper, we propose a novel system for monitoring and recognizing daily living activities using an off-the-shelf smart band and two smart shoes. The system aims at providing a useful tool for solving problems regarding body part placement, fusion of multimodal sensors and feature selection for a specific set of activities. The system collects inertial and plantar pressure data at wrist and foot to analyze and then, extract, select important features for recognition. We construct and compare two predictive models of classifying activities from the reduced feature set. A comparison of the classification for each wearable device and a fusion scheme is provided to identify the best body part for activity recognition: either the wrist or the feet. This comparison also demonstrated the effective HAR performance of the proposed system.
Introduction
Human Activity Recognition (HAR) is an emerging research area in human-machine interaction [5, 16, 19] . HAR is also an essential aspect of other fields, especially localization [21, 26] , health monitoring [28] , medical diagnostics and rehabilitation [14, 33] . HAR has challenges that are common with those in other recognition areas, such as face recognition and speech recognition. Some of these challenges include the determination of which attributes to measure, the design of feature-extraction algorithms, and the development of efficient computational techniques. Nevertheless, HAR exhibits higher complexity because human activities are more various to formulate was presented to classify activities based on the selected feature sets.
Although advances in wearable sensors have facilitated the design and deployment of HAR systems, developing HAR applications with high accuracy remains a challenging task. It is because human activity is highly diverse, and therefore, HAR requires effective selection and efficient incorporation of sensors to obtain an accurate classification. In this paper, we aim at addressing some of the important issues in wearable-sensors-based HAR regarding sensor placement, sensor fusion, and feature selection from inertial and plantar-based data. These issues are evaluated in a user-dependent approach for daily activity recognition using a smart band and two smart shoes. We design a wearable monitoring system using a smart band, a pair of smart shoes and a smartphone to synchronously gather data from two users. The wearable monitoring system gathers inertial data at the user's wrist using built-in accelerometer and gyroscope sensors of the smart band. Using the sensors integrated into the smart shoes, the system collects acceleration, angular speed, and plantar pressure from the left and right feet. The plantar pressure consists of eight sensing data from eight metatarsal areas on each foot. The collected data are used to analyze and recognize the daily activities. The contribution of the paper includes: presenting a wearable monitoring system that can synchronously track human activities; exploring the optimal body part between the wrist and feet to attach sensors for the best HAR; evaluating activity classification using a data-fusion platform; examining state-of-the art features derived from inertial data to determine the useful features for activities; comparing predictive models for classifying daily activities.
The remainder of this paper is organized as follows. Section 2 provides the details of the wearable monitoring system that is used to collect data from the daily activities. Section 3 describes the nine aforementioned activities, summarizes the state-of-the-art features, and explains the feature-selection method and the predictive models for recognizing these activities. The experimental results are presented in Section 4. Finally, we conclude and identify future works in Section 5.
Wearable sensing system for daily activity monitoring
In this section, we describe the design of the proposed wearable sensing system and the techniques used to synchronously collect inertial and plantar-pressure data from the wearable devices. To recognize human activities, we created a wearable sensing system to acquire the motion data of user activities based on a smart band and two smart shoes. We used the smart band to obtain triaxial acceleration and triaxial angular speed data from the participants' wrist, whereas, the smart shoes were utilized to collect triaxial acceleration and eight pressure values from the insoles of shoes. These devices were connected to a smartphone via Bluetooth to control and synchronize data acquisition. Figure 1 shows the architecture of the proposed sensing system. Gao et al. [9] stated that recognition accuracy does not vary more than 1% when the sampling rate is increased above 50Hz. In [31] , authors concluded that using a low sampling rate (25Hz) for accelerometers and pressure sensors possibly produces high accuracy for posture and activity recognition. Therefore, to save energy and facilitate implementation, we set the sampling rate of the wearable system to 50Hz. We required the user to wear the smart shoes and smart band and to hold the smartphone in his pocket during experimentation. The participants conducted each separate activity for a specific duration. The collected data are continuously saved into a SQL database that can be uploaded to cloud for remote processing. The database is also used for offline analysis and classification to evaluate the performance in terms of the mentioned issues. 
Daily activity recognition
This section describes the activities of interest and the experimental setup in the study. We depict and analyze the corresponding inertial and plantar-pressure data of these activities obtained from the right wrist and both feet. In particular, we consider nine daily activities that require movement of both hands and feet. Figure 2 shows the activities studied in the paper.
The nine conducted activities were formed from three groups of similar activities, as described in Table 1 . Group 1 represents ambulatory activities, which are closely related to foot movement. Group 2 represents activities that are dominated by hand movement. Finally, group 3 represents activities that include a balanced mixture of hand and foot movement. The combination of these activity groups is used to evaluate the importance of the relationship between the sensor placement and the activities. To recognize activities, the sensory data from different sensors in the three devices are first smoothed using a low-pass Butterworth filter. The filtered data are then merged sequentially to evaluate their importance in activity recognition. Then, we derive all possible features from these data based on statistics, customization, and energy computation. Finally, we analyze and rank all of the features derived from the sensory data, and select subsets of important features for classification. This process is described in Figure 3 . 
Experimental configuration
Users wear the sensor devices and run the wearable system while conducting the activities. The wearable sensing system continuously records all sensory data and saves data in a SQLformatted dictionary for offline processing. Figure 4 and 5 depict the acceleration and angular speed, respectively, obtained at a user's wrist for the nine activities. The angular speed data of the activities on the right shoe are shown in Figure 6 .
Herein, we accounted for the issues in offline-segmented activity recognition, by starting the system immediately before the activities begans and stopping it immediately after the activities concluded, which ensured that only the motion data from the activities were obtained. Then, in the offline database, we divided the data into equal-time segments for all activities. We used both the event-defined and the sliding windows for segmentation. We allowed the users Wearable System for Daily Activity Recognition Using Inertial and Pressure Sensors of a Smart Band and Smart Shoes 731 to separately conduct the "Door Opening" and "Book Carrying" activities, which are distinct actions, and collected the data for each action. For the other activities, the users performed the corresponding actions continuously for 5-10 minutes. We recorded all sensory data and equally segmented the data offline into 10-seconds samples.
Feature extraction
From the collected data for each segmented activity, we extracted significant motion features to recognize each activity. Specifically, we considered features based on statistics, correlation, frequency, and magnitude. The following features, derived from the inertial data, were taken into accounts: (1) The statistic features comprised the mean, median, mode, range, skewness, kurtosis, 4-th and 5-th central moment, standard deviation, variance, mean absolute deviation, and sum of absolute values. The description of these features are as follows: -Mean [1, 6, 10, 26, 34, 36] : the average of the data segmentation X 
-Mode [1, 26] : the most frequently occurring valueμ in the data segment X -Range [1] : the maximum difference between the values within the sliding window
-Skewness [1, 26] :
-Kurtosis [1, 26] : 
-Standard deviation [6, 7, 10, 34, 36] :
-Variance [1, 6, 26] :
(2) Magnitude-based features comprised the mean absolute deviation (MAD), signal magnitude area (SMA), root mean square (RMS), intensity of movement (IM), sum of absolute values (SAV). The description of these features are as follows: -Mean absolute deviation [6, 10] : -Signal Magnitude Area [7, 10, 34, 36] :
-Root mean square [6, 10] :
-Intensity of movement [10, 11] :
-Sum of absolute values [10] :
(3) Correlation-based features comprised the correlation-between-axes values. The description of these features are as follows: -Correlation between axes [6, 10, 36] : the Pearson correlation coefficient between two data segments X = x 1 , x 2 , ..., x n and Y = y 1 , y 2 , ..., y n is defined as: -Dominant frequency [7, 26] : the frequency determined in the FFT-domain at which the discrete FFT component magnitude is the largest.
-Amplitude [1, 7, 26] : the amplitude at the dominant frequency in the FFT-domain.
To extract the indicators from the plantar-pressure data obtained from the eight pressure sensors, we derived the following features:
• Statistical features [38] : these features comprised the mean, max, and standard deviation of the pressure data. The formulas for these functions are the same as those described above.
• Correlation between the counterpart sensors from both feet [38] : we calculated the correlation of the plantar-pressure data collected from counterpart sensors that are placed correspondingly under two feet. The correlation computation is as described in Eq. 15.
• Pressure area [13] : this feature is computed as the integral of the pressure data. In an earlier study [13] , we used this feature for each step to classify three ambulatory activities with an accuracy rate of 95.2%. The formula to calculate this feature for a segment of k-th pressure, P k = {P k (1), P k (2), , ..., P k (n)}, is described as follows:
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We applied different approaches to the acceleration, angular speed and plantar-pressure data to obtain features for classification. Table 2 summarizes the list of derived features. Here, (x, y, z) and (b, rs, ls) represent the (X, Y, Z) axes and (band, right shoe, left shoe), respectively. The second column of the table denotes the notations of the corresponding feature names in the first column. The third column contains the listed segmented data that are employed to extract the corresponding feature groups in the first column. The last four rows, i.e., mean, max, standard deviation, and pressure area, are the four features that are extracted from the plantar-pressure data. 
Feature selection
In this paper, we used the filter technique to reduce the computational complexity and accelerate feature selection. Specifically, we applied the RELIEF-F method [15] to score the extracted features. The RELIEF-F method is based on the average of the K near misses from each class. We analyzed and ranked all features derived from the sensory data, and then, selected subsets of important features for classification. Here, sensory data from each device are independently passed into the feature extractor to derive the features. The feature selector scores and ranks these features to form an effective subset of feature for classification. We also merged the corresponding features from the devices to assess activity recognition with sensor fusion schemes.
Classification
To classify nine daily living activities, we constructed two classifiers, i.e., KNN and CART. Using the results from the feature selector, we passed the selected features subset into the classifiers and compared the performance of the predictive models. Given a feature subset of m training samples x (i) , y (i) m i=1 , the KNN classifier classifies each test sample x (k) based on the Euclidean distance of the test sample x (k) to each training sample x (i) . The Euclidean distance is calculated as follows:
The k training samples corresponding to the k shortest distances are used to categorize the test sample. We utilize the bagging approach for KNN classification. Specifically, the k training samples that have the shortest distances to the test sample are bagged in a group G. Then, the labels of these k samples are considered. The test sample is classified into the class that has the highest occurrence probability in the group G. The decision tree classifier is constructed based on a flowchart-like structure. At each internal node, a value test is conducted on an attribute of the selected feature subset to split the outcome into two groups. In other words, at each node, the tree divides the data into two branches. This splitting process is recursively repeated until either the groups at a node belong to the same class or the groups have the same attribute values.
Experimental results
In the experiments, we set the sampling rate of the system to 50Hz and required two participants to the wear smart band and smart shoes and perform each segmented activity for 10 seconds to collect data. We used a separate sliding window to divide the data series into equal segments of recorded data. Each segment was used as a sample of an activity for recognition. In total, there were 363 samples of nine activities. We applied the proposed method presented to each sample to recognize its corresponding activity label. First, we removed noise in the signal by applying a low-pass Butterworth filter with the order of N = 6 and cut-off frequency f c = 10Hz. Then, we create feature sets using a feature extractor with the operations listed in Table 2 . Finally, applying the feature selection scheme RELIEF-F with K=10 on the feature sets, we identified the most important features for classifying activities on each device and fusion of devices. Figure 7a and 7b depict results of feature selection for the features derived at the right smartshoe and the corporation of both shoes in the descending order of their importance, respectively. Figure 7c depicts the 20 most important features derived at the band using the feature selection scheme in the descending order of their importance. Fusing all features created from all sensors of all devices and evaluating their importance, we obtain a set of 20 most important features as shown in Figure 7d . From this evaluation, we can see that the features derived from inertial data at the foot contribute a more important impact on recognition of the 9 activities than the features derived from inertial data at the wrist because the first 20 most important features in Figure 7b and 7a are all selected from data collected on the smart-shoes. Furthermore, it can be observed from Figure 7b and 7a that the two smart-shoes have a similarly influence on the recognition. From Figure 7a , 7b and 7c, we can draw a statement that using gyroscope sensors in the smart-shoes provides a better performance of recognizing the nine activities than using accelerometers at the feet because the all 20 first features in these figures are related to the smartshoes. From the feature subsets, we applied 2 classifiers, i.e., KNN and CART, to recognize the activity of each sample. We examined the prediction on various feature sets to evaluate the Wearable System for Daily Activity Recognition Using Inertial and Pressure Sensors of a Smart Band and Smart Shoes 737 It should be noted that we do not need to test all features in the feature sets. Because the importance values of the features in each set have been measured in FS step, we sequentially selected features from the evaluated set according to descending importance. Herein, we examined sets of 1-40 features for each case. Figure 8 shows the accuracy rates of different classifiers with respect to the number of features for each case. It can be seen that in overall, the KNN classifier exhibits a better performance than the CART classifier for recognizing the nine studied activities. Using the KNN classifier, the maximal result (89.1%) for recognition is obtained with 21 features for the smart band case. For features derived from a smart shoe, the KNN-based recognition exhibits the optimal performance at 39 features. More features are required for the best recognition when using the smart shoe than when using the smart band, but the result is much lower (77%). Merging two smart shoes can improve the recognition up to 80% with 33 features. Finally, the data fusion scheme provides the best result (90.7%) with the fewest features used, i.e., 18 features. Therefore, we recommend the use of the data fusion scheme and application of the KNN classifier to recognize the nine studied activities with the 18 features depicted in Figure 7d . Table 3 shows the details of the recognition results for all nine activities. The smart band was effective in recognizing the Door Opening and PC Using activities, which are significantly dependent on the hand movement. Particularly, the precision, recall and f1-score values of the recognition for Door Opening and PC Using using the smart band's sensors were all higher than the recognition values using the total combination of sensors. The f1-scores when using the smart band's sensors were 3.6% and 2.1% higher than the f1-scores when using the total combination of sensors for Door Opening and PC Using, respectively. The smart shoes can recognize the Walking and Jogging activities better than the smart band. The shoes-based recognition of these activities yielded an f1-score improvement of 2.2% and 2.0% compared with that of the smart band-based recognition. For the remain activities, the smart band-based recognition clearly surpasses the smart-shoes-based recognition. Combining all sensors provided the best recognition ability for all nine activities. Using the sensor fusion approach, the f1-score of all activities was 1.6% and 11.3% better than when using the smart-band and smart-shoe approaches, respectively. Figure 9 shows the average value of the performance metrics of the smart band-smart shoes fusion (B-S Fusion) and the reference methods. The multi-sensor method [9] yielded the best recognition result by fusing data from the accelerometers on the chest waist, thigh, and side; then, extracting the mean and var features; and, finally, using a decision tree classifier to recognize the activities. We utilized this approach on the collected database by applying the presented feature extractor on acceleration data from all devices and use a decision tree on the extracted feature set to evaluate the method performance. The RF+KNN method [25] extracted 12 features for each sample of acceleration collected at the wrist based on the mean, energy, frequency entropy, correlation between axes. Then, a variety of classifiers was applied to classify activities. Among these classifiers, a combination of random forest (RF) and KNN using the average of probabilities approach provided the best result.
It is clear that the proposed fusion approach outperformed the reference methods for activity recognition in terms of all four metrics, i.e., precision, recall, f-1 score, and accuracy. In particular, the accuracy rate of the B-S fusion method was 7.9% and 7.1% higher on average than the Figure 9 : Performance comparison of the proposed method and the reference methods mMulti-sensor [9] and RF + KNN [25] in accuracy rate, respectively. The B-S fusion method recognized activities better than the RF + KNN method because the B-S fusion method utilized more sensors in different locations, which in turn can better track the motion of different body parts during daily activities. This result confirms once again the results shown in Figure 8 and Table 3 . In particular, when applying the same technique, the results of using the B-S fusion data surpassed the results of using only wrist-related data. Although the multi-sensor method also used a combination of accelerometers at the right wrist and both feet, this method did not utilize gyroscope data. Besides, the original paper for the multi-sensor method [9] dealt with four ambulatory activities, i.e., walking, standing, lying, sitting, and transitional states of these activities. Therefore, their selected features were not well-performed in this study.
