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ABSTRACT
In this paper, an immersive virtual environment is presented which allows the user to virtually explore and
experience special relativity, including phenomena such as Lorentz contraction, time dilation, aberration,
and finite speed of light. The relativistic-vehicle-control metaphor—a physically based camera control
technique—is introduced for navigating at high velocities. Acceleration of the relativistic observer is in-
vestigated. Furthermore, tracking of both the position and velocity of the user is considered. A geometric
approach to relativistic polygon rendering is described. The rendering pipeline is extended to accomplish
the relativistic transformations in parallel. The implementation supports multiprocessor and multipipe
systems for fast rendering and the same frame rates can be achieved for relativistic visualization as for
non-relativistic rendering.
Keywords: special relativity, visualization, immersive virtual environment
1 INTRODUCTION
Einstein’s Special Theory of Relativity is widely re-
garded as a difficult and hardly comprehensible the-
ory, even today—more than ninety years after its pub-
lication in 1905 [Einst05]. One important reason for
this is that the properties of space, time, and light in
relativistic physics are totally different from those in
classical, Newtonian physics. In many respects, they
are contrary to human experience and everyday per-
ception, which is based on low velocities.
In the real world, mankind is limited to very small
velocities compared to the speed of light. For ex-
ample, the speed of light is a million times faster
than the speed of an airplane and 40,000 times faster
than the speed at which the Space Shuttle orbits the
Earth. Even in the long term future, there is no hope
of achieving velocities comparable to the speed of
light. Therefore, computer simulations are the only
means of visually exploring the realm of special rel-
ativity. The intent of this paper is to present an im-
mersive virtual environment which allows the user to
submerge into the world of special relativity. An ego-
centric frame of reference is adopted. This will en-
able us to experience special relativity right in front of
our eyes, including phenomena such as Lorentz con-
traction, time dilation, aberration, and finite speed of
light. Newcomers and students will benefit from this
intuitive approach, but even people familiar with the
theory will gain some interesting new insight which
is normally hidden by the abstract formalism.
In addition to the issues related to normal non-
relativistic immersive virtual environments, the rel-
ativistic environment essentially has two extra de-
mands.
First, a computational model for relativistic rendering
is needed. Here, relativistic polygon rendering, which
is based on the apparent shapes of objects as seen by a
relativistic observer, is used. An additional step is in-
troduced into the rendering pipeline to account for rel-
ativistic effects. A parallel implementation of the rel-
ativistic transformations will be presented. Therefore,
on a multiprocessor system, relativistic visualization
is achieved at the same frame rates as non-relativistic
rendering.
Secondly, a new means of interaction with the vir-
tual environment has to be established. The focus
is on an appropriate camera control mechanism. The
physics-based relativistic-vehicle-control metaphor is
introduced for navigating at high velocities, consist-
ing of both active and passive locomotion. Passive
locomotion is implemented in the form of travelling
in a fast vehicle. The user controls the movements of
the vehicle by supplying information about the cur-
rent acceleration. In this context, the calculation of
the trajectory of an accelerated object is indespens-
able. It will be shown how this calculation can be im-
plemented. Furthermore, the user can walk within the
virtual environment, which accounts for direct, active
locomotion. Image generation in the non-relativistic
situation is influenced by viewpoint and viewing di-
rection. Relativistic rendering, however, depends on
the current velocity of the viewer as well. Therefore,
tracking of both position and velocity in the virtual
environment has to be considered.
2 PREVIOUS AND RELATED WORK
Remarkably, the issue of visual perception in special
relativity was ignored for a long time, or wrong inter-
pretations were given. Apart from a previously disre-
garded article by Lampa [Lampa24] in 1924 about the
invisibility of the Lorentz contraction, it was only in
1959 that the first solutions to this problem were de-
scribed by Penrose [Penro59] and Terrell [Terre59].
Later, more detailed descriptions of the geometri-
cal appearance of fast moving objects were given by
Weisskopf [Weiss60], Boas [Boas61], Scott and Viner
[Scott65], and Scott and van Driel [Scott70].
Direct visualization of special relativity on a com-
puter was first presented by Hsiung and Dunn
[Hsiun89]. They proposed an extension of normal
three-dimensional ray tracing for image shading of
fast moving objects. This technique accounts for
relativistic effects on the apparent geometry as seen
by the observer. Hsiung et al. [Hsiun90a] investi-
gated relativistic ray tracing in more detail and in-
cluded the visualization of the Doppler effect. Hsi-
ung et al. [Hsiun90b] introduced the time-buffer for
fast visualization of relativistic effects. The time-
buffer technique allows for relativistic polygon ren-
dering. It makes use of computer graphics hardware
and achieves interactive frame rates. Gekelman et
al. [Gekel91] described the polygon rendering of a
relativistically moving cube. They mentioned the tra-
jectory of an accelerated cube. However, the did not
describe in detail how to treat acceleration in special
relativity. Chang et al. [Chang96] investigated the
polygon rendering approach in detail and gave a com-
prehensive presentation, but they neglected accelera-
tion. In our previous work [Rau98], we considered
acceleration in the visualization of special relativity.
A lot of research has been conducted on issues re-
lated to virtual environments. An overview can be
found, for example, in [Hollo93; Earns93; Vince98].
Cruz-Neira et al. [Cruz-93] presented the CAVE, a
surround-screen, projection-based, immersive virtual
environment, which is also a model for the virtual en-
vironment of this paper. The flying-vehicle metaphor
by Ware and Osborne [Ware90] will serve as the basis
for the development of the relativistic-vehicle-control
metaphor. Turner et al. [Turne91] introduced the
physically based virtual-camera metaphor for con-
trolling the camera motion. They described an ab-
stract physical model of a camera object whose trajec-
tory is determined by classical, Newtonian mechan-
ics. Some of these ideas will be adopted for the rela-
tivistic situation in Sects. 5 and 6.
3 LORENTZ TRANSFORMATION
For a thorough investigation of relativistic visualiza-
tion the notion of spacetime and four-vectors has to
be introduced. A detailed presentation can be found
in [Misne73; Mølle72; Rindl91]. The time coordinate
t and the three spatial coordinates (x; y; z) describe a













where c is the speed of light and  2 f0; 1; 2; 3g. The
Lorentz transformation connects two inertial frames
of reference and leaves the speed of light invariant.
The Lorentz transformation is just a change of coor-
dinate systems between the associated inertial frames.
A general four-vector is defined as a quantity which
has four components (b0; b1; b2; b3) relative to every
coordinate system and which are transformed in the
same way as the position coordinates (x0; x1; x2; x3).
By including translations of the frames of reference,
the Lorentz transformation is extended to the Poincare´
transformation. Fig. 1 shows a geometric approach
to the Poincare´ transformation in the form of the
Minkowski diagram, a spacetime diagram without the
coordinates y and z. The translation of the origins of
the two coordinate systems is explicitly marked. The
different velocities of the reference frames cause the
relative rotation of the axes of the coordinate systems.










) in the two respective
frames of references, which provides a geometric in-
terpretation of the Poincare´ transformation.
The Poincare´ transformation can be divided into three
consecutive parts: translation, Lorentz boost (Lorentz
transformation without rotation), and rotation. The
general Lorentz boost, cf. [Misne73, p.69], is de-




















Figure 1: Minkowski diagram showing two

































where ~n = (n1; n2; n3) = (nx; ny; nz) is the normal-
ized direction of motion, jk is the Kronecker symbol,











with the velocity v. Rotations can be computed as in
the non-relativistic three-dimensional case. Transla-
tion in spacetime is analogous to translation in normal
three-dimensional space and is based on component-
wise addition.
4 RELATIVISTIC RENDERING
Relativistic polygon rendering makes use of graph-
ics hardware and thus interactive frame rates can be
achieved. The other known rendering technique, rela-
tivistic ray-tracing, has high computational costs and
is not suitable for a virtual environment. A more de-
tailed comparision of both methods can be found in
[Rau98].
In the following, a geometric approach to relativis-
tic polygon rendering will be presented, which allows
for the treatment of the accelerated observer. An ego-
centric frame of reference is adopted for relativistic
rendering. The scenario is as follows. The user, i.e.
the observer, is freely moving through a virtual world.
The objects of the scene are at rest relative to each
other.
Let us investigate the generation of a snapshot taken
by the relativistic observer. At the time of image pro-







) with respect to reference frame Sworld.
Sworld is the frame of reference of the outside world.
Frame Sobs is a co-moving reference frame with re-
spect to the observer, i.e., at the moment of image
generation, it has the same velocity and direction of
motion as the observer. The acceleration of the ob-
server does not affect rendering. The accelerated ob-
server and the co-moving inertial observer take ex-
actly the same snapshot.
First, only a single point light-source which is at
rest in Sworld is considered. In Fig. 2, the associated





denotes the world line of the point light-source. The
intersection of the backward light cone with the world
line of the light source is denoted by E. E is the emis-
sion four-position of the light reaching the observer
at point O. Once this position in spacetime is deter-
mined, the coordinates ofE with respect to frame Sobs
have to be computed. In the diagram this can be done
graphically as shown by the dotted lines, which corre-
sponds to the Poincare´ transformation from Sworld to
Sobs.
In the following, the primed coordinates are with re-
spect to Sworld and the unprimed coordinates are with
respect to Sobs. In frame Sworld, the time coordinate of






























0 denote the coordinates of E and x
o
0 the
coordinates of O in Sworld. With the Poincare´ trans-
formation described in the previous section, the co-
ordinates of the emission event in Sobs can then be
calculated.
Light travels along straight lines in four-dimensional
spacetime relative to every coordinate system and so
does it with respect to the restriction to the three










) determine the direction of the incoming
light in the reference frame of the observer and repre-
sent the apparent position of the light source as seen
by the observer.
For polygon rendering, solid three-dimensional ob-
jects can be represented by an approximation using
a triangle mesh. The vertices of the triangles hold in-
formation such as color, material properties, surface
normal etc., and can be treated like the point light-
source above. After the relativistic transformation of
the vertices, standard computer graphics processing
can be used for hidden-surface removal and the pro-
jection onto the image plane. Standard hidden-surface



















World Line of the
Figure 2: Minkowski diagram showing the
world line of the accelerated observer with the
co-moving reference frame Sobs. The light





) of the emission event E
are determined by projection onto the axes of
Sobs.
the spatial distance of an emission event is directly re-
lated to its temporal distance, cf. Eq. 2. In frame Sobs,
the vertices associated with “newer” events will cor-
rectly hide vertices associated with “older” ones. Due
to the non-linear transformation of the vertices arti-
facts are induced by the triangle mesh representation.
These artifacts, which appear mainly at the bound-
aries of the objects, can be reduced by fine triangu-
lation of the objects. When the geometrical transfor-
mation of a vertex is performed relativistic effects on
the illumination could also be included, such as the
transformation of wavelength and radiance. However,
in the current implementation, only the relativistic ef-
fects on the geometry are considered.
5 ACCELERATED OBSERVER
The correct implementation of the accelerated ob-
server needs the world line of the observer to be pa-
rameterized by the proper time. The proper time is
defined as the time measured by a co-moving clock
and is thus the appropriate measure of time for an ego-
centric point of view. The proper time  is a Lorentz
scalar, i.e. it is independent of the frame of reference.









Classical quantities such as velocity and acceleration
can be extended to corresponding four-vectors.































) is the normal three-velocity.















The user interaction determines the acceleration in the
observer frame because an egocentric point of view is


















The four-acceleration is transformed into frame Sworld
by the associated Lorentz transformation, cf. Sect. 3.
The equations of motion (4) resemble those of clas-
sical physics. The quantities a, u, x, and  are
functions of  . The Lorentz transformation of the
four-acceleration into frame Sworld causes a mixture
of space and time components, resulting in a coupled
system of ordinary differential equations. The initial
value problem is numerically solved using the Runge-
Kutta method, i.e. the four-velocity and four-position
of the observer are obtained for the following time
step. Finally, the trajectory of the observer in space-
time parameterized by the proper time is obtained.
Note that special relativity is capable of describing ac-
celeration as long as gravitation is ignored. (Gravita-
tion is the domain of general relativity). This seems
akward, since Lorentz transformations are restricted
to inertial frames of reference. However, in every mo-
ment of time a co-moving inertial frame can be found
and results known from inertial frames of reference
can be used. The concept of co-moving frames of ref-
erence enables us to deal with acceleration in special
relativity.
6 RELATIVISTIC VIRTUAL ENVIRONMENT
Since relativistic visualization is inherently connected
with motion, a relativistic virtual environment has to
provide some kind of fly or drive mode. This paper in-
troduces the relativistic-vehicle-control metaphor for
interacting with the virtual world. The development
of this metaphor is guided by the properties and re-
quirements of an immersive virtual environment. Fur-
thermore, the metaphor is directly based on and mo-






Figure 3: Sketch of the virtual environment.
virtual environment exactly is to visualize this part of
modern physics. In this section, the elements of the
metaphor are presented.
The following scenario is proposed. The user resides
in a fast vehicle which enables him or her to explore
a static virtual world. The motion of the vehicle is
controlled by user input. The spatial input device,
a three-dimensional mouse, offers three translational
degrees of freedom, which determine the acceleration
of the vehicle in the respective directions. The user
can turn the vehicle around the axis of motion by ro-
tating the mouse around this axis. The front screen
always points into the direction of motion, i.e. the ori-
entation of the vehicle is changed by lateral accelera-
tion in a way that the front window is turned towards
the direction of motion. This way, the vehicle behaves
very similarly to a car or plane. The other impor-
tant element of interaction is that the user can freely
walk within this vehicle. The movement of the ve-
hicle yields passive locomotion, the movement of the
person yields active, direct locomotion. The situation
is depicted in Fig. 3.
This scenario introduces an additional frame of ref-
erence. In the following, the frame of the objects is
denoted as Sworld, the frame of the vehicle as Svehicle,
and the frame of the user as Sobs. Input from the
three-dimensional mouse determines the acceleration
of the surrounding vehicle. The spatial midpoint of
the cube-shaped vehicle is chosen as the reference
point of frame Svehicle. The acceleration due to user
input affects the trajectory of this reference point.
The treatment of the accelerated observer in Sect. 5
is adopted for the reference point, and the trajectory
of the reference point can be computed accordingly.
It is assumed that the coordinate system Svehicle is a
co-moving frame with respect to the reference point.
Thus, for every moment in time, the frame Svehicle of
the vehicle is known.
The normal three-position of the user within the ve-
hicle is measured by a head-tracking device. The
three-velocity is calculated by taking the difference
of consecutive positions. With Eqs. (1) and (3), the
respective four-position and four-velocity can be de-
termined in frame Svehicle. The Lorentz transforma-
tion from Svehicle to Sworld yields the four-position and
four-velocity of the user with respect to the coordinate
system of the objects. The Lorentz transformation ac-
counts for the relativistically correct addition of ve-
locities and for the Lorentz contraction of the mea-
sured distances. Finally, the four-position and four-
velocity of the user’s head are used to accomplish rel-
ativistic polygon rendering, cf. Sect. 4. This way, the
images are generated as seen by the user.
In order to notice relativistic effects on the apparent
geometry one has to change the “speed of light” or use
different time and length scales in the virtual world.
For example, the dimensions of the vehicle could be
scaled to the range of light seconds. Eventually, the
“speed of light” is comparable to the user’s walking
speed. Therefore, the measured velocity of the user
has to be limited to the speed of light by a filter.
To sum up, the relativistic-vehicle-control metaphor
consists of two main parts. The first element is a
fast virtual vehicle whose motion is governed by the
relativistic equations of motion. The second part
is the consideration of the user’s movement within
the vehicle. The user’s motion and varying velocity
has a high impact on image generation, which pro-
vides direct visual feedback. In the non-relativistic
limit, the relativistic-vehicle-control metaphor resem-
bles the flying-vehicle-control metaphor. At low
speed, the main extension of the relativistic-vehicle-
control metaphor is a physically motivated velocity
control which is based on the acceleration supplied
by the user. The relativistic situation requires the fol-
lowing extensions: solving the relativistic equations
of motion, tracking of the user’s speed, and relativis-
tic transformation of the user’s position and velocity.
More generally, the relativistic-vehicle-control
metaphor can be used in any relativistic simula-
tion where the motion of the virtual camera is
superimposed onto another, underlying motion.
7 IMPLEMENTATION
The implementation of the relativistic virtual world
runs in the CUBE [Hig99], which is similar to the
CAVE [Cruz-93] immersive virtual environment. The
CUBE is a classical four side back-projection system,
consisting of three walls and a floor. The implemen-
tation is an extension of the non-relativistic COVER
renderer [Rantz98]. Rendering is performed using
IRIS Performer [Rohlf94]. The geometry nodes of
Performer are extended and made aware of special
relativity by subclassing. The derived geometry nodes
App 3App 0
Cull 2Cull 1









Figure 4: Multiprocessing model of IRIS Per-
former. App n is the application process for the
nth frame, Cull n and Draw n are the respec-
tive culling and draw processes. The vertical
lines are frame boundaries, which are used to
synchronize the various stages in the rendering
pipeline.
hold both the original vertices and the transformed
vertices which are actually rendered.
For optimal performance, Performer-based multipro-
cessor and multipipe support is used. The flow
through the rendering pipeline is modelled into appli-
cation, culling, and draw stages, which are partitioned
into separate processes. This enables the three stages
to work in parallel. Fig. 4 shows a diagram of the mul-
tiprocessor model. The application stage handles user
input und carries out the relativistic transformation,
the culling stage traverses the visual database, accom-
plishes view frustum culling, and creates Performer-
based display lists, the draw stage generates the ac-
tual image. The number of processes for the culling
and the draw stages depends on the number of graph-
ics subsystems. The application stage, however, is al-
ways handled by a single process.
The relativistic transformations are performed in the
application process for two reasons. First, in non-
relativistic simulations, the draw process takes much
more time than the application and culling processes.
Therefore, no further work should be done in the draw
process. Secondly, the relativistic transformation is
independent of the orientation of the camera, i.e. sev-
eral culling and draw processes in a multipipe system
can use the same transformed vertices which are com-
puted only once per frame.
As shown in Fig. 4, the application, culling, and draw
processes work on three different frames at the same
time. In order to separate the effects of these pro-
cesses the transformed vertices are held in so-called
flux buffers. This means that each process works on
its own copy of the vertex buffer. The flux buffers are
cycled through as frames change.
Depending on the kind of scene and the graph-
ics performance, the relativistic transformations in
the application stage might delay the culling and
draw stages. Therefore, an additional multithread-
ing model which computes the relativistic transforma-
Figure 5: Simple box-shaped test scene with menu.
tion synchronously to the application process is im-
plemented. The application process creates extra pro-
cesses which are synchronized at frame boundaries by
using semaphores. Since computation time for each
vertex is constant, load balancing is based on the num-
ber of vertices. Furthermore, the transformation of a
vertex is independent of the other vertices and allows
parallelism by domain-decomposition on a per vertex
basis. This way, the rendering pipeline is extended by
an additional transformation of the vertices which is
processed concurrently to the other stages. Therefore,
rendering performance is limited by the draw process
and the graphics hardware only, and the same frame
rates are achieved for relativistic rendering as for non-
relativistic rendering.
8 RESULTS
Figs. 5 through 8 show snapshots taken during typical
simulations. Very interesting effects occur when the
velocity is being changed due to acceleration. Objects
which are not too close to the user seem to move away
when he or she is approaching the objects with in-
creasing speed. Conversely, the objects are apparently
coming closer when the speed is being decreased. The
situation is depicted in Figs. 6 through 8. The three
snaphots were taken when the user was accelerating.
The effects of acceleration can be explored in two
ways. First, there is an indirect approach by control-
ling the motion of the surrounding vehicle. Secondly,
the user can directly change the velocity by walking
through the virtual environment. Here, the interaction
takes full advantage of velocity-tracking.
Several students of physics and other sciences had the
opportunity to use the relativistic virtual environment.
Some of them were first time users of a CAVE-like en-
vironment who took a little time to get used to stereo
viewing and handling the three-dimensional mouse.
Afterwards, they needed only a few minutes to be-
Figure 6: Acceleration of the vehicle. First
snapshot with velocity  = 0:8.
Figure 7: Acceleration of the vehicle. Second
snapshot with  = 0:9188.
Figure 8: Acceleration of the vehicle. Third
snapshot with  = 0:9832.
come familiar with the relativistic interaction tech-
niques. Direct locomotion was reported to be a very
intuitive means of interaction.
Performance measurements on an Onyx2 system with
R10000/195MHz CPUs are documented in Table 1.
Two InfiniteReality pipes are used for rendering onto
four screens in stereo. The size of a single screen is
1024*915 pixels. The third row of the table shows
the frame rates for normal non-relativistic rendering.
The fourth row gives the frame rates for the hith-
erto used relativistic polygon rendering (no multi-
threading). The fifth row documents the rendering
performance for the new, multithreaded implemen-
tation. The last row shows the number of the addi-
tional threads needed for the multithreaded relativis-
tic transformations. In the multiprocessor mode, the
same frame rates are achieved for relativistic render-
ing as for non-relativistic rendering. The frame rates
are upheld during the whole simulation.
The accompanying video (also available on our web
page [Weisk99]) gives a good impression of the rela-
tivistic virtual environment. The first sequence shows
a simulation with Saturn. Acceleration in all three
dimensions is used, there are no constraints on the
movement of the viewpoint. The second scene is a
box-shaped room which contains simple objects such
as a cube, sphere, torus etc., see Fig. 5. Textures are
attached to all objects to visualize relativistic effects
on the surface. Acceleration is restricted to the hori-
zontal plane. The focus is on how the user can control
the movement of the vehicle. No tracking is used. The
third sequence also uses the box-shaped room. Here,
the difference between tracking of position only and
tracking of both position and velocity is presented.
The last simulation takes place in a virtual gallery, cf.
Fig. 6.
9 CONCLUSION AND FUTURE WORK
In this paper an immersive virtual environment for
special relativity has been presented. This virtual en-
vironment allows an intuitive approach to special rel-
ativity.
The relativistic-vehicle-control metaphor has been in-
scene 1 scene 2
number of vertices 21,198 135,907
number of triangles 18,770 113,397
non-relativistic rendering 14.2 fps 7.1 fps
relativistic rendering,
single-threaded
14.2 fps 2.6 fps
relativistic rendering,
multi-threaded




Table 1: Rendering performance. The test
scenes are depicted in Fig. 5 (scene 1), and
Fig. 6 (scene 2).
troduced as an interaction technique for the rela-
tivistic virtual environment. The relativistic-vehicle-
control metaphor is a physically based camera control
technique that supports both passive and active loco-
motion. The treatment of the relativistic observer has
been described. Furthermore, relativistic tracking of
the position and velocity of the user has been intro-
duced.
The geometric approach to relativistic polygon ren-
dering allows the integration of the accelerated ob-
server. Polygon rendering is supported by computer
graphics hardware and is suitable for rendering in a
virtual environment. It has been shown how the ren-
dering pipeline can be extended to perform the rela-
tivistic transformations concurrently to the other ren-
dering processes. This way, the same frame rates
can be achieved for relativistic rendering as for non-
relativistic rendering.
Future work will cover several aspects. Space ex-
clusion, i.e. collision detection, could serve as a vi-
sual feedback technique to improve navigation. Fur-
thermore, relativistic effects on the illumination will
be included, for example the Doppler effect. Fi-
nally, improvements of the rendering performance
will be pursued. Techniques known from standard
non-relativistic rendering will be adopted, such as oc-
clusion culling and multi-resolution methods. More-
over, an adaptive subdivision scheme could reduce the
artifacts which are caused by the non-linear, relativis-
tic transformation of the vertices.
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