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Zusammenfassung  In natürlichen neuronalen Systemen finde der
Informationsaustausch auf der Basis diffundierender Transmittermoleküle statt.
Die synaptische Verbindungsstärke zwischen den Neuronen ist der relativen
Häufigkeit der Inanspruchnahme einer synaptischen Verbindung angepaßt und
die Mächtigkeit des transferierten Transmitterstroms der
Depolarisationshäufigkeit eines jeden Neurons.  Damit ist die neuronale
Struktur sowohl an verschiedene Erregungsmuster anpassungsfähig  als auch
invariant gegenüber partiellen Ausfällen der  Topologie. Der davon abgeleitete
Ansatz zur Topologiesynthese für massiv parallele Systeme basiert auf
naheliegenden Analogieschlüssen zwischen beiden Systemen. Für das massiv
parallele System wird die im Teil 1 (Topologieanalyse) angegebene
Prinzipdarstellung  eines Prozessorfeldes mit zugeordnetem Verkehrsfeld
zugrundegelegt. Die synaptische Verbindungsstärke sei durch die topologische
Weglänge zwischen zwei Verkehrsknoten nachgebildet und die  genannte
Transferrate durch die von einem Verkehrsknoten immittierbare maximale
Datenrate. Auch die Dynamik eines massiv parallelen Systems läßt sich
anschaulich als  Diffusionsprozeß darstellen, beschrieben durch eine
Diffusionsgleichung. Die Parameter dieser Gleichung  sind geeignet, die Güte
der Topologie des massiv parallelen Systems quantitativ zu beurteilen. An zwei
ausgewählten Referenzmustern wird dies vorgenommen.
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Einführung 
Massiv parallele Systeme sind durch ihre  räumlich verteilte und global genutzte Rechenleistung
charakterisiert. In einer solchen Architektur finden unterschiedlich gerichtete Datenflüsse statt. Es
ist plausibel, daß mit wachsender Anzahl konkurrierender Datenflüsse längs ihrer
Übertragungskanäle auch die Konfliktwahrscheinlichkeit bei der Kanalzuweisung wächst.
Zahlreiche Abhandlungen beschäftigen sich mit diesem Problem und diskutieren Möglichkeiten zu
dessen Beseitigung. Zum Beispiel simuliert  M. Ould-Khaoua in /MO 99/ ein adaptives routing
und analysiert die Latenzzeiten beim Datentransfer. Hamdi und Hall stellen in /HH 97/ ein
effektives Netzwerk für ein Parallelrechnersystem vor, was in der Lage ist, sich den relativen
Referenzierungshäufigkeiten zwischen den Prozessoren anzupassen. Konkret erläutern Dick und
Harris dieses Problem in /DH 98/  am Beispiel der Strukturierung von Signalprozessoren. Es wird
gezeigt, wie die Topologie des Prozessors einem geforderten Frequenzgang angepaßt werden kann.
Eine darauf aufbauende, jedoch umfassendere Problemstellung behandeln Firth, Jones und Wright
in /FJW 98/. Für unterschiedliche Referenzierungsmuster zwischen den Prozessoren wird  die
Multivalenz gegebener Netztopologien untersucht. Für jedes Referenzierungsmuster gibt es
mehrere, fast-optimale Netztopologien. Eine optimale Netztopologie erfordert einen speziell
angepaßten Entwurf. Damit eng verbunden ist der Entwurf einer geeigneten routing Strategie [z.B.
/NSS 99/, /PSA 95/, /BFS 97/]. Letztgenannte Literaturstelle stellt eine chaotisch-adaptive routing
Stategie vor. Demnach erweist sich eine determinierte Strategie ab einer gewissen Komplexität des
Verbindungsnetzwerkes zwischen den Prozessoren als zu aufwendig. Wenngleich nicht ohne
Ausschluß von Irrwegen, dennoch mit weniger Zeitaufwand im statistischen Mittel werden hier
nicht-determinierte Methoden zur Wegefindung zwischen den Netzwerkknoten favorisiert.  Damit
gerät das Problem der Topologiesynthese in den Einzugsbereich natürlicher neuronaler Systeme.
Diese Systeme sind fähig, ihre Struktur dem Erregungsmuster anzupassen. Künstliche neuronale
Netze sollen diese Eigenschaft nachbilden. Besteht ein solches Netz aus N künstlichen Neuronen
gegebener Übertragungsfunktion, ist fi  der auf das Neuron i (1<i<N) gerichtete (N-dimensionale)
Gewichtsvektor und h ein (N-dimensionaler) Inputvektor, dann ist neti= fi  h die Netzwerkaktivität
des Neurons i. Im Kohonen-Netz  soll für einen gegebenen Inputvektor die Netzwerkaktivität genau
eines Neurons dominant gegenüber allen anderen Neuronen sein, gleichbedeutend mit der
Forderung nach minimaler Winkelabweichung zwischen beiden Vektoren  /MK 90/. 
Nachfolgende Abhandlung basiert ebenfalls auf einer Minimierung der Winkellage zwischen zwei
Vektoren. Es sind dies der Vektor R für die Vorzugsrichtung der Nachrichtenausbreitung  und der
Vektor   grad D   mit D als  Durchlässigkeit eines Verkehrsknotens für den Nachrichtenstrom im
massiv parallelen System. Die Minimierung der Winkellage wird im vorliegenden Fall  durch die
Anpassung der topologischen Weglänge zwischen zwei Verkehrsknoten an die relative
Referenzhäufigkeit zwischen den zugeordneten Prozessoren erreicht. Das Verfahren basiert auf der
im Teil 1 diskutierten Topologieanalyse und ist an der Erregungsdiffusion in natürlichen
neuronalen Systemen orientiert.         
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1. Bahnungsprozesse in Neuronenpopulationen
Biologische Systeme besitzen technisch relevante Besonderheiten:
Biologische Systeme können wachsen und sich  vermehren.
Biologische Systeme können auf äußere Einflüsse reagieren und sich 
verändern.
Kommerziell verfügbare technische Systeme sind von diesen Vorzügen weit entfernt,  besitzen
aber den Vorteil, 
schnell, präzise, dauerlastfähig und faktisch unbegrenzt reproduzierbar      
zu sein.  Künstliche neuronale Netze sollen  natürliche neuronale Systeme technisch nachbilden.
Dafür ist eine problemorientierte Netztopologie zu finden und zu dimensionieren. Ist das gewählte
Netz  zu groß, besteht die Gefahr einer Überanpassung, weil das Netz über zuviele freie Parameter
verfügt; ist das Netz zu klein, dann ist seine Approximationsfähigkeit ungenügend1. Eine
Anpassung der Netzstruktur an die Problemstruktur besteht sowohl in der Bemessung der
Gewichte zwischen den künstlichen Neuronen des Netzes als auch in der Veränderung einer
initialen Netzstruktur. Diese Veränderung kann durch Reduktion (pruning) , aber auch durch
Hinzufügung künstlicher Neuronen erfolgen.  Letztere Optionen erscheinen jedoch ungeeignet, die
dynamischen Eigenschaften natürlicher neuronaler Systeme nachzubilden.  Ein natürliches Neuron
ändert seinen  inneren Zustand, zum Beispiel seine Depolarisationsbereitschaft auch dann, wenn
äußere Einflüsse ausbleiben. Gleichermaßen ändert sich die synaptische Verbindungsstärke
zwischen zwei Neuronen abhängig von der Häufigkeit der Inanspuchnahme der synaptischen
Verbindung.  Permanent bahnen sich  zwischen den Neuronen  neue Verbindungskanäle heraus.
Diese Effekte tragen dazu bei, daß sich ein natürliches neuronales System ständig neu organisiert.
Für sich genommen wäre diese Tatsache nur wenig spektakulär, würde man außer Betracht lassen,
daß die ständige Neuorgnisation mit einem permanenten Verlust von Neuronen einhergeht. Der
Mensch wird mit einem Überschuß an Synapsen geboren, reduziert im Laufe seiner Entwicklung
durch Selbstorganisation diesen Überschuß und gewinnt dabei an Funktionalität.  Dieses
Phänomen ist eines der "bestgehüteten Geheimnisse" der Natur. Im vorliegenden Kapitel wird
versucht,  die  Bahnungsprozesse eines natürlichen neuronalen Systems analytisch zu beschreiben
und computergestützt zu modellieren. Die dafür getroffenen Annahmen sind zwar sehr elementar,
erscheinen jedoch geeignet, den Bahnungsprozeß im Prinzip zu veranschaulichen. Ziel ist eine
technische Anleihe an Bahnungsprozessen zum Topologieentwurf massiv paralleler Systeme.         
   
1
www.rtos.irt.uni-hannover.de/~albert/pruning.html
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1.1 Biologische Grundlagen
Natürliche neuronale Systeme zeichnen sich durch Zuverlässigkeit und Plastizität aus.  Sie
unterscheiden sich darin sehr wesentlich von technischen Systemen.  Die Zuverlässigkeit eines
technischen Systems  beruht entweder auf der Ersetzbarkeit signifikanter Systemkomponenten
oder auf deren Kompensation. Im Gegensatz dazu beruht die Zuverlässigkeit eines neuronalen
Systems auf der Entbehrlichkeit  seiner elementaren Komponenten, den Neuronen. In einem
neuronalen System ist das einzelne Neuron ohne Signifikanz für das Gesamtverhalten des
Systems2.  Das Gesamtverhalten wird durch die Topologie der Neuronenpopulation bestimmt - und
diese ist orts- und zeitinvariant rekonstruierbar, bezeichnet als Plastizität. Durch dieses Phänomen
kompensiert eine Neuronenpopulation seine natürliche Verlustrate unter Aufrechterhaltung seiner
Lebendigkeit. 
Angesichts dieser Eigenschaften eines natürlichen neuronalen Systems  erscheint es nahezu
aussichtslos, die Dynamik solcher Systeme technisch nachbilden zu wollen. Sinnvoll erscheint
vielmehr eine technische Anleihe an biologischen Vorbildsystemen. Die biologische Evidenz sei
dabei nur insofern von Bedeutung, wie sie zur Innovation eines technischen Systems notwendig
ist. 
Neuron
Das Neuron ist ein Element des Nervengewebes. Es besitzt die Fähigkeit, Reize aus der Außenwelt
und dem Innern des Körpers aufzunehmen, in Erregungen zu transferieren und anderen Teilen des
Körpers  zuzuleiten.    Der Zellkörper (Soma)  eines Neurons  besteht aus einer Hüllmembran, die
eine viskose Flüssigkeit (Zytoplasma) einschließt, in der sich der Zellkern befindet. Vom
Zellkörper gehen Fortsätze aus (Bild 1/1). Die Dendriten , ausgebildet als kurze Fortsätze, dienen
der Aufnahme von Erregungen aus der Umgebung des Neurons. Das Axon, ausgebildet als ein
langer Fortsatz,  ist eine vom Zellkörper wegführende Nervenfaser und dient der Fortleitung von
Erregungen aus dem Neuron.  Die Länge des Axons reicht von einigen Mikrometern bis zu einigen
Metern  im Extremfall. Am Ende des Axons sind Verdickungen ausgebildet (synaptische
Endknöpfe).       
Ein Neuron nimmt einen Reiz entgegen und reagiert, falls der Reiz überschwellig war,  mit einer
kurzzeitigen Zustandänderung.   Träger eines Reizes seien Transmittermoleküle. Sie bewirken eine
kurzzeitige Änderung der Permeabilität der Membranoberfläche des Neurons für einströmende
Natriumionen Na+ .  Kurzzeitig ändert sich dadurch das Membraninnenpotential  von ca. -100 mV
(Ruhepotential) gegenüber dem extrazellulären Raum auf ca. +30 ... +70 mV (Aktionspotential),
dargestellt im Bild 1/2.  Die  Umkehr vom Ruhe- zum Aktionspotential geschieht zwar nur
kurzzeitig und lokal, pflanzt sich aber über die Membranoberfläche  und deren Fortsatz, dem Axon,
bis hin zum synaptischen Spalt fort. Über die Synapse erfolgt die Fortschreibung der Erregung.  
2
www.unifr.ch/spc/UF/93mai/kretz,lernen.html
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Bild 1/1    Struktur eines Neurons  
Bild 1/2     Prinzip der Erregung eines Neurons
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Erregungsübertragung
Man bezeichnet ganz allgemein die Zustandsänderungen von Nervenzellen als Erregungen.
Verursacht werden Erregungen durch Reize, die entweder  von außen an die Neuronenpopulation
herangeführt oder im Innern der Population durch Depolarisation der Neuronen freigesetzt werden.
Reize können Transmittermoleküle sein, die sich auf der Membranoberfläche eines Neurons
anlagern, können aber auch induzierte Potentialunterschiede auf der Membranoberfläche sein.
Eine Synapse ist eine morphologisch spezialisierte Kontaktstelle zwischen  Neuronen oder
primären Sinneszellen und  anderen Neuronen oder Erfolgsorganen.  Über eine solche
Kontaktstelle erfolgt die Erregungsübertragung von Zelle zu Zelle.  Die Synapse kann entweder
unmittelbar am Zellkörper  des postsynaptischen Neurons anliegen (axo-somatische Synapse) oder
an den Dendriten des postsynaptischen Neurons (axo-dendritische Synapse). Synapsen bestehen
aus zwei Zellanteilen, bezeichnet als Prä- und Postsynapse. Beide schließen den synaptischen
Spalt ein. Prinzipiell ist zwischen elektrischen und chemischen Synapsen zu unterscheiden.  
Eine elektrische Synapse  schließt einen ca. 15 nm breiten synaptischen Spalt zwischen einer prä-
und einer postsynaptischen Membran ein. Zwischen beiden Membranen besteht eine relativ große
Kontaktzone.  Über eine solche Kontaktzone fließt ein elektrischer Strom, der das Aktionspotential
von der präsynaptischen  zur  postsynaptischen Membran  signalisiert. Die elektrische Form der
Erregungsübertragung bedingt gegenüber der chemischen Synapse eine nur relativ geringe
Verzögerung.  
Häufiger als elektrische Synapsen treten in Neuronenpopulationen chemische Synapsen  auf.  Bei
einer chemischen Synapse depolarisiert ein ankommendes Aktionspotential das präsynaptische
Ufer, wobei  Ca++-Ionen aus dem extrazellulären Raum in das Zellinnere strömen.  Aus den
präsynaptischen Vesikeln werden Transmittermoleküle freigesetzt. Diese Moleküle durchtunneln  
den synaptischen Spalt  über eine Breite von ca. 20-30 nm und lagern sich an dezidierten
Rezeptoren auf der postsynaptischen Membran an. Dadurch werden Ionenkanäle aktiviert, was
wiederum zu einer Depolarisation führt.  Die Fortschreibung der Erregung  erfolgt demnach bei
chemischen Synapsen durch eine Diffusion von Transmittermolekülen. Der postsynaptische Strom
von Transmittermolekülen erzeugt auf der Membranoberfläche des postsynaptischen Neurons ein
Potential, was entweder erregend oder hemmend wirkt. Während elektrische Synapsen Erregungen
in beiden Richtungen weiterleiten können, sind chemische Synapsen nur in der Lage, Erregungen
vom präsynaptischen zum postsynaptischen Neuron zu transportieren. Chemische Synapsen sind
durch ihr Richtungsverhalten charakterisiert. 
Die synaptische Verbindungsstärke entwickelt sich mit der Ereignishäufigkeit einer synaptischen
Verbindung. Auf dieser Grundlage paßt sich die Topologie einer Neuronenpopulation an das
einwirkende Erregungsmuster an.  Eine weitere Anpassung der Neuronenpopulation besteht darin,
daß sich mehrere unterschwellige Reize auf ein Neuron  zu einem überschwelligen Reiz in Raum
und Zeit summieren können.  Die ortsfeste Summation einer Zeitsequenz von Reizen wird als
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zeitliche Summation und die Integration von Reizen über die gesamte Membranoberfläche zu ein
und demselben Zeitpunkt  als räumliche Summation bezeichnet.  Dabei ist die Amplitude eines
durch Summation entstandenen Potentials größer als die Summe der Einzelpotentiale. Dieser
Effekt übt mittelbaren Einfluß auf die Verbindungsstärke längs einer Synapse aus und trägt zur
Anpassung  der Topologie einer Neuronenpopulation an das einwirkende Erregungsmuster bei. 
Selbstorganisation
Die Art und Weise der Erregungsübertragung in Neuronenpopulationen, die Fähigkeit  einer
Neuronenpopulation, ihre Topologie der Erregungsverteilung  anzupassen, aber auch die Anzahl
der Neuronen in der Population, von denen ein einzelnes ohne Signifikanz ist, lassen die
Neuronenpopulation nicht als ein System mit vorhersagbarem Verhalten erscheinen, sondern als
ein komplexes System mit der Fähigkeit zur Selbstorganisation. Dazu  K. Mainzer 3:  "Das Gehirn
ist auch ein komplexes zellulares System ... es ist in der Lage, sich selbständig in kurzer Zeit zu
adaptieren und Informationen zu verarbeiten. Und das entscheidende ist, daß es lernen kann.  ...
Ein biologisches System ist in seinem Verhalten nicht vorhersagbar, es reagiert chaotisch und
entzieht sich damit einem absichtsorientierten Umgebungszwang, aber es adaptiert sein
chaotisches Spektrum auf eine Bandbreite, innerhalb derer chaotische Prozesse das System nicht
zerstören, d.h. die Lebendigkeit des Systems nicht beenden. "  
Im Gegensatz zu chaotisch reagierenden Systemen können determinierte technische Systeme  
punktgenau gesteuert werden. Sie können veranlaßt werden, zu einer bestimmten Zeit an einem
bestimmten Ort eine bestimmte Wirkung auszuüben, deren Ursache zuvor an diesem oder an einem
anderen Ort gelegt wurde. Notwendige Bedingung  ist die Einhaltung des Kausalitätsprinzips, d.h.
Ursachenlegung vor Wirkungsnahme. Einziger Nachteil gegenüber den chaotisch reagierenden
Systemen:  Determinierte technische Systeme sind nicht lernfähig im biologischen Sinne.
Demzufolge4 sind derartige Systeme außerstande, aus sich selbst heraus eine Anpassung an den
Umgebungszwang vorzunehmen. 
3
www.heise.de/tp/deutsch/special/bio/2161/2.html   4
www.unifr.ch/spc/UF/93mai/kretz,lernen.html   
www.uni-stuttgart.de/bio/biophysik/zellkomm.html   
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1.2 Analytische Beschreibung von Bahnungsprozessen
Ausgehend von den biologischen Grundlagen  befaßt sich dieser Abschnitt  mit einem
vektoranalytischen Ansatz zur Beschreibung von Bahnungsprozessen.  Bahnungsprozesse in
Neuronenpopulationen beruhen auf der Diffusion von Transmittermolekülen. Durch
Bahnungsprozesse innerhalb der Population wird der Fluß von Transmittermolekülen  kanalisiert.
Andererseits bestimmt aber auch der Fluß von Transmittermolekülen  das Entstehen von
Bahnungen. Beide Phänomene, Bahnungen und  Molekülfluß, sind für sich genommen zwar
selbständige Prozesse, bedingen sich aber wechselseitig. Die vektoranalytische Beschreibung der
Ausbreitung von Transmittermolekülen  ist geeignet, eine solche Wechselwirkung zu
veranschaulichen.
So wie zuvor beschrieben, existieren Neuronenpopulationen diskret (!) in Raum und Zeit, so wie
beabsichtigt, sollen deren Wechselwirkungen  im Kontinuum (!) beschrieben werden.  Hierin
besteht ein formaler Widerspruch. Er wird gelöst mit der Annahme, daß zwischen den einzelnen
Beobachtungspunkten im zellularen Beobachtungsraum nur inifinitesimale Abstände bestehen.
Eine solche Annahme erscheint plausibel, weil ein einzelnes Neuron ohne Signifikanz für das
Gesamtverhalten der Neuronenpopulation ist. Die Interpretation der Ergebnisses rechtfertigt die
gewählte Vorgehensweise.  Das Ergebnis der vektoranalytischen Beschreibung  ist eine
Bilanzgleichung für den Beobachtungsraum. Diese Bilanzgleichung erlaubt es, den
vektoranalytisch gestützten Begriff der Lebendigkeit einer Neuronenpopulation einzuführen. 
Ohne bislang explizit erwähnt worden zu sein, bestehen in erster Näherung zwischen den
dynamischen Wechselwirkungen von Neuron zu Neuron in einer Population und den
Wechselwirkungen zwischen Ladungsträgern in einem elektrischen Feld  korrespondierende
Verhältnisse.  Die Wirkung eines Molekülstroms ist  seiner Flächendichte proportional.
Gleichermaßen ist auch der Energiegehalt eines Elektronenstroms seiner Dichte proportional. Bei
näherer Betrachtung  wird aber sehr schnell deutlich, daß der Vorrat an Gemeinsamkeiten äußerst
begrenzt ist. Neuronen ändern mit ihrer Wirkung auch ihren Zustand, eine synaptische Verbindung
ändert mit ihrer Inanspruchnahme ihren Leitwert bzw. ihre Verbindungsstärke. Diese Umstände
sollen mit den Begriffen Ursachenlegung und Wirkungsnahme  berücksichtigt werden. Unter
Ursachenlegung ist die Reizimmission eines Neurons zu verstehen und unter Wirkungsnahme
sowohl die Reaktion  als auch die Zustandsänderung des Neurons. In der Tat bestehen  erhebliche
Unterschiede zwischen  dem Fluß von Transmittermolekülen in einer Neuronenpopulation und
dem Elektronenfluß in einem elektrischen Feld.  
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1.2.1 Zellularer Beobachtungsraum 
Gegeben sei   /WUN 77/,  /SCH 96a/
Unterbringungsgebiet   G = { g1 , g2, ..., g, ..., gm = G  | m = card G } 
als nichtleere Menge, deren Elemente  Gebietspunkte  von Neuronen sind;
n-dimensionale Raumordnungsvorschrift n zur Positionierung  von g∈G 
in genau einen Raumpunkt im  n-dimensionalen diskreten zellularen Raum =n
mit  =n = { P(bj) | j=1, ..., m = card G ; bj= (j)kνUν }.
n
ν=1
Σ
Damit ist P(bj)∈=n  der  durch n  dem Gebietspunkt gj∈G  im =n zugewiesene Raumpunkt. Der
Reihe nach wird die zu beschreibende Neuronenpopulation (Bild 3/1)  zunächst in das
Unterbringungsgebiet 
 G projiziert und jedem Neuron der Population ein Ordnungsindex
zugeordnet. Anschließend überführt die Raumordnungsvorschrift n   die in  G untergebrachte
Population  in einen n-dimensionalen diskreten zellularer Raum  =n . Damit besetzt jedes Neuron
genau eine und nur eine Raumposition.  
Unterbringungsgebiet G = { g1, g2 ,.., g,..., gm  = G  |  m = card G }
Raumordnungsvorschrift n : G →=n        
Bild 3/1 Überführung einer Neuronenpopulation in einen n-dimensionalen zellularen 
diskreten Raum =n 
Neuronenpopulationen existieren in Raum und Zeit. Ihre Überführung in einen zellularen Raum ist
vollständig, wird jedem Raumpunkt auch eine Zeitlage zugeordnet. Definiert sei eine
Zeitskala T = { t0 ,t1, .., t,.., tn=T | n+1= card T } als nichtleere, linear
geordnete Menge, deren Elemente t diskrete Zeitpunkte genannt werden. 
Die Kreuzmenge aus Zeitskala und diskretem zellularen Raum konfiguriert einen diskreten
Beobachtungsraum für die zu analysierende Neuronenpopulation.    
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 Diskreter Beobachtungsraum 
%
n 
==
n x T = { (P(b1),t0),..., (P(bm),t0),..., (P(b),t),...,(P(b1),T),...,(P(bm),T) }
ist eine nichtleere geordnete Menge von Wertepaaren  (P,t) bezeichnet als
diskrete Beobachtungspunkte in Raum und Zeit mit P=P(b)∈=n und  t∈T.  
Die analytische Beschreibung der Neuronenpopulation erfolgt in kontinuierlichen Räumen.
Plausibel entsteht ein kontinuierlicher Raum aus einem  diskreten Raum durch eine infinitesimal
enge Benachbarung der Raumpunkte. Demgemäß wird der  n-dimensionale diskrete zellulare
Raum  =n    in ein n-dimensionales Raumkontinuum  =n
∞
  
 überführt  und die diskrete Zeitskala
T in ein Zeitkontinuum T
∞
. 
n-dimensionales Raumkontinuum =n
∞ 
 ist eine nichtleere Menge, deren
Elemente ρ Raumpunkte genannt werden, ausgezeichnet durch
Element   auf niedrigster und Element  auf höchster Position;∨ρ ∧ρ
infinitesimale Distanz zwischen unmittelbar benachbarten Raumpunkten ρ.
Zeitkontinuum  T
∞
  ist eine nichtleere, linear geordnete Menge, deren 
Elemente τ  Zeitpunkte genannt werden mit 
  als ältestem  Zeitpunkt  und   als jüngstem  Zeitpunkt;∨τ ∧τ
(Zeitskala)
 T⊆ T
∞
 , speziell   = t0∈T  und  = T∈T ;
∨
τ
∧
τ
infinitesimal kleiner Distanz zwischen unmittelbar benachbarten 
Zeitpunkten τ.
Ein präsynaptisches Neuron soll depolarisieren, wenn eine auf der Membranoberfläche angelagerte
Menge von Transmittermolekülen  überschwellig ist. Das bewirke eine Ausschüttung von
Transmittermolekülen  aus den Vesikeln dieses Neurons in den synaptischen Spalt. Somit
geschieht die Freisetzung von Transmittermolekülen als ein sich selbst verursachender Prozeß.
Demnach sind die   Transmittermoleküle  als Wirkstoffe zu bezeichnen. Ein Wirkstoff  "bewirkt
etwas", er besitzt ein Potential. Plausibel ist das Potential eines präsynaptischen Neurons
gegenüber einem postsynaptischen Neuron um so größer, je mehr Transmittermoleküle auf der
Membranoberfläche  des präsynaptischen Neurons angelagert sind. Es sei      
 
w(b,τ)  die Dichte angelagerter Transmittermoleküle auf der Membran des im
Raumpunkt  P(b)∈=n
∞ 
 
positionierten und zum Zeitpunkt  τ∈T
∞
  beobachteten
Neurons.
Ein Teil der ausgeschütteten Transmittermoleküle erreiche   als gerichteter Strom auf direktem
Wege die Membran des postsynaptischen Neurons (Bild 4/1). Ein anderer,  wenngleich sehr viel
geringerer Teil der ausgeschütteten Transmittermoleküle, ströme als ungerichteter bzw. diffuser
Strom in die Flüssigkeitsumgebung der Neuronen.
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Bild 4/1   Gerichteter und diffuser Strom von Transmittermolekülen
Die Stärke der synaptischen Verbindung von einem präsynaptischen zu einem postsynaptischen
Neuron ist um so größer, je häufiger ein Transmitterstrom vom präsynaptischen auf das
postsynaptische Neuron gerichtet ist - proportional dem Potential  des präsynaptischen gegenüber
dem postsynaptischen Neuron. Demgemäß sei  
A(b,b*;τ)   τ-potentiell gerichtete Punktkorrespondenz des im Raumpunkt P(b*)
 
 
positionierten präsynaptischen Neurons auf das im Raumpunkt P(b)
 
 positionierte
postsynaptische Neuron zum Zeitpunkt  τ∈T
∞
 
 mit P(b*), P(b)∈=n
∞
.
 
 
Zum Zeitpunkt τ sei P(b*) Raumpunkt eines präsynaptischen Neurons. Das postsynaptische
Neuron sei im Raumpunkt  P(b) fixiert und werde zum Zeitpunkt τ+∆τ beobachtet. Zum Zeitpunkt
τ erfolgt eine Ursachenlegung und zum Zeitpunkt  τ+∆τ die Wirkungsnahme auf die gelegte
Ursache. Das heißt mit anderen Worten: Zum Zeitpunkt τ existiert eine Ursache, deren Reaktion
zum Zeitpunkt τ+∆τ
 
 beobachtet wird. Ursachen zur Wirkungsnahme werden aber nicht nur im
Raumpunkt P(b*) gelegt, sondern auch in anderen, von P(b*) benachbarten  Raumpunkten. Das
Gebiet in =n
∞
 
 , in dem eine solche Ursachenlegung stattfindet, wird als Nachbarschaftsabbildung
der Reaktion  bezeichnet.
Nachbarschaftsabbildung der Reaktion  λ(b,τ+∆τ;τ)
selektiert aus dem n-dimensionalen Raumkontinuum =n
∞ 
 genau jene
Raumpunkte 
 
P(b*), deren Reaktion zum Zeitpunkt  τ Ursache ist für eine
Wirkung im Raumpunkt P(b) zum Zeitpunkt τ+∆τ , somit  P(b*)∈λ(b,τ+∆τ;τ).
Die Wirkung  im fixierten Raumpunkt  P(b)∈=n
∞
 über alle Zeitpunkte 
 
τ∈T
∞
 hinweg wird entlang
einer Zeitspur protokolliert.
Zeitspur (b) = { (P(b)=const.,τ) | P(b)∈=n
∞
 , τ∈T
∞
 } T∞S
ist eine Trajektorie, längs jener die Beobachtungspunkte ((P(b),τ) für
P(b)=const. und alle τ∈T
∞
 in Zeitnachbarschaft  zueinander stehen.
präsynaptische
Membran
postsynaptische
Membran
synaptischer SpaltVesikel
eingelagerte
Transmittermoleküle
gerichteter Strom von
Transmittermolekülen
ungerichteter/
diffuser Strom
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1.2.2 Bilanzgleichung für den Beobachtungsraum
Sei  P(b*) Raumpunkt eines präsynaptischen und P(b) Raumpunkt eines postsynaptischen Neurons
im n-dimensionalen Raumkontinuum =n
∞ 
. Zum Zeitpunkt τ sei w(b*,τ)  die Dichte angelagerter
Transmittermoleküle auf der Membran des präsynaptischen Neurons  und A(b,b*;τ)  dessen
τ-potentiell gerichtete Punktkorrespondenz auf das postsynaptische Neuron. Eine solche
Korrespondenz steht für die synaptische Verbindungsstärke vom präsynaptischen zum
postsynaptischen Neuron. Anschaulich stellt sie zum Zeitpunkt τ+∆τ die Ankunftsrate jener
Transmittermoleküle dar, die zum Zeitpunkt τ vom Raumpunkt  P(b*) emittiert worden sind.
Bezogen auf den Zeitpunkt τ ist um diesen Betrag  zum Nachfolgezeitpunkt τ+∆τ die
Transmitterdichte im Raumpunkt P(b*) reduziert und im Raumpunkt P(b) dementsprechend
vergrößert.  
Bild 5/1   Dichteverteilung der Transmittermoleküle  in Raum und Zeit 
Genommen über alle Raumpunkte  P(b*)∈λ(b,τ+∆τ;τ)  ist  w(b,τ+∆τ) =  A(b,b*;τ) w(b*,τ) die
(r∗)
Σ
Dichte im  Raumpunkt P(b) zum Zeitpunkt τ+∆τ  bzw. ist mit  A(b,b*;τ) =1 
(r∗)
Σ
w(b,τ+∆τ)-w(b,τ) = A(b,b*;τ)[w(b*,τ)-w(b,τ)] (1/1)
Dichteänderung im Raumpunkt P(b) beim Zeitfortschritt von τ nach τ+∆τ. 
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Für (1/1) stehen die Taylorentwicklungen
w(b,τ+∆τ) = w(b,τ) + ∆τ w(b,τ) + o(∆2τ) (1a/1)∂∂τ
w(b*,τ) = w(b,τ) - ∆b* grad w(b,τ) + ∆b*grad (∆b* grad w(b,τ)) + o(∆3b*) (1b/1)12
mit b*=b-∆b*   (Bild 5/1).
Die Taylorentwicklungen  (1a,b/1)  werden in (1/1) einbezogen, der infinitesimale Rest
konvergiere mit (∆τ, ∆b*) → 0 dabei gegen null. Daraus folgt  
w(b,τ) = - grad w(b,τ)  A(b,b*;τ)∆b* + div (grad (w(b*,τ)) A(b,b*;τ)∆2b*) (2/1)∂∂τ 1∆τ (r∗)Σ
1
2∆τ (r∗)
Σ
als Dichteänderung in P(b) beim Zeitfortschritt von τ nach τ+∆τ  unter Vernachlässigungen des
infinitesimalen Restes. Gl. (2/1) beschreibt in b und τ die Erregungsübertragung, charakterisiert
durch zwei Parameter:
A(b,b*;τ)∆b* = R(b,τ) ( Beweglichkeitsvektor ) (2a/1)
∆τ→0
∆r∗ →0
lim 1∆τ (r∗)Σ
für die Vorzugsrichtung der Erregungsübertragung im Raum; 
A(b,b*;τ)∆2b* = D(b,τ) ( Diffusionskoeffizient ) (2b/1)
∆τ→0
∆r∗ →0
lim 12∆τ (r∗)Σ
für die Durchlässigkeit der Erregungsübertragung im Raum.
Mit diesen beiden Parametern folgt für (2/1) unmittelbar
-[ w(b,τ) + R(b,τ)(-grad w(b,τ))] = div c(b,τ)  (3/1)∂∂τ
mit  c(b,τ)=D(b,τ)(-grad w(b,τ))  (Stromdichte) .
In einer Neuronenpopulation sind strömende Transmittermoleküle Träger der
Erregungsausbreitung. Dabei handelt es sich um einen Ausgleichsprozeß, demzufolge
Dichteänderungen von Transmittermolekülen in Raum und Zeit deren Fluß treiben. Gleichung
(3/1) beschreibt diesen Prozeß. Darin charakterisiert die Stromdichte c(b,τ) die zum Zeitpunkt τ
durch den Raumpunkt  P(b) hindurchtretende Menge von Transmittermolekülen.   Da bei einem
Ausgleichsprozeß  ein  Mengenfluß  nur  in  Richtung  abnehmender  Dichte stattfinden kann, ist
die Flußrichtung dem Gradienten der Dichteverteilung   grad w(b,τ)  entgegengerichtet.   Der
Diffusionskoeffizient D(b,τ) bestimmt die  Leitfähigkeit des Raumpunktes  P(b) zum Zeitpunkt τ
für den Mengenfluß. Der Beweglichkeitsvektor R(b,τ) beschreibt die Vorzugsrichtung der
Erregungsankünfte im Raumpunkt P(b) zum Zeitpunkt τ.
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Der Raumpunkt P(b) sei von der Hüllfläche 1 , die das Volumen V einschließt, umgeben. Die
Divergenz  div c(b,τ) = d1  beschreibt den Diffusionsstrom, der  für V→0    die
V→0
lim ∫ c(b τ)
Hüllfläche 1 durchsetzt. Gemäß Gleichung (3/1) ist die zeitliche Änderung w(b,τ) der Dichte∂∂τ
von Transmittermolekülen im Raumpunkt P(b) an der Entstehung des Diffusionsstroms beteiligt.
Im isotropen Diffusionsraum ist R≡0.   Nimmt die Dichte ab, d.h. w(b,τ)<0 ,  dann tritt aus P(b)∂∂τ
ein Diffusionsstrom aus, die Divergenz von c(b,τ) ist positiv. Im umgekehrten Fall ist die
Divergenz negativ. Im anisotropen Diffusionsraum ist R(b,τ)≠0. In diesem Fall bestimmt nicht
ausschließlich die zeitliche Änderung der Dichte w(b,τ) im Raumpunkt P(b) dessen Divergenz zum
Zeitpunkt τ, sondern auch der Betrag und die Winkellage der Vektoren R(b,τ) und (-grad w(b,τ)).
Prinzipiell gilt: Je geringer die Winkelabweichung zwischen beiden Vektoren, desto größer der
Betrag ihres Skalarprodukts. Demzufolge findet in einem anisotropen Medium ein
Ausgleichsprozeß nicht nur infolge von Dichteänderungen statt, sondern auch durch eine
Fehlanpassung zwischen der Topologie des Diffusionsmediums, ausgewiesen durch
Beweglichkeitsvektor R(b,τ),und der Erregungsverteilung, ausgewiesen durch den Gradienten der
Dichteverteilung grad w(b,τ). Dieser Sachverhalt ist biologisch relevant, zum Beispiel bei der
Überwindung von Blockaden im synaptischen Spalt.
1.3 Diffusionsmodell
Eine analytische Lösung der Bilanzgleichung für den Beobachtungsraum ist nur für ausgewählte
Anfangsverteilungen der Erregung möglich. Für beliebige Anfangsverteilungen empfiehlt sich die
Modellierung der Erregungsausbreitung im diskreten Beobachtungsraum. Allerdings wächst mit
Vergrößerung des Einzugsgebietes der Erregungsverteilung sowohl der Speicherplatz- als auch der
Rechenzeitbedarf.  Aus diesem Grund wird nachfolgend eine Umgebung von 4 emittierenden
Neuronen angenommen, die ein immittierendes Neuron einschließen. Außerdem sollen alle
Neuronen die gleichen dynamischen Eigenschaften besitzen. Die gewonnenen Ergebnisse sind
damit prinzipieller Natur.
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1.3.1 Modellbeschreibung
Der diskrete zellulare Beobachtungsraum %2  besteht aus einzelnen Beobachtungsebenen.
Jedem Zeitpunkt bzw. jeder Zeitlage ist genau eine  Beobachtungsebene zugeordnet.   Bild
6/1 zeigt das Simulationsmodell.
Modellparameter    
                              
Die Gitterpunkte P sind zu jedem Zeitktpunkt t parametrisiert. Formal gelte 
für jeden  Gitterpunkt P(b), P(b’)∈=2
ew(P(b))[t]=ew(b)[t] ,  sw(P(b))[t]=sw(b)[t] ,  aw(P(b))[t]=aw(b)[t] ,  lw(P(b’),P(b))[t]=lw(b’,b)[t]
und über alle Gitterpunkt P aus =2
{ ew(b1)[t] , ew(b2)[t] , ..., ew(bm)[t] } = ew[t],  dto : sw[t] ,  aw[t]  und
{ lw(b1,b2)[t], lw(b1,b3)[t], ..., lw(bj,bi)[t], ..., lw(bm,b(m-1))[t] }= lw[t] 
mit m = card =2 .
Statische Parameter sind
ew_dec : permanenter Transmitterverlust auf der Membranoberfläche;
aw_inc : permanenter Transmitterzuwachs in allen Vesikeln eines Neurons; 
aw_dec : Menge präsynaptisch ausgeschütteter Transmittermoleküle infolge 
Depolarisation.
Initialisierende Parameter für das Simulationsmodell sind 
ew : präsynaptisch angelagerte Menge von Transmittermolekülen;
sw : präsynaptisch notwendige Transmittermenge zur Depolarisation; 
aw : in den Vesikeln gespeicherte Menge von Transmittermolekülen;   
lw : Diffusionsrate für den gerichteten Strom von Transmittermolekülen 
von einem präsynaptischen zu einem dezidierten postsynaptischen 
Neuron  (lokaler Leitwert);
(1-lw) : anteilige Diffusionsrate zu allen nichtdezidierten postsynaptischen 
Neuronen  (globaler Leitwert).
Die zum Zeitpunkt t0 definierten  (initialisierenden) Parameter ändern sich  permanent und
ereignisabhängig. Jedem Zeitpunkt ist damit ein charakteristischer Parametersatz  zugewiesen. Die
Ereignisabhängigkeit der Parameter  resultiert sowohl aus dem Zustrom  und der Abdrift von
Transmittermolekülen in den extrazellulären Raum als auch aus der inneren Dynamik der
Neuronen /KOS  92/. Im Simulationsmodell wird dies durch eine ereignisabhängige Schwell- und
Leitwertentwicklung   in allen Neuronen berücksichtigt.   Der Schwellwert eines Neurons
entwickelt sich über alle Zeitpunkte hinweg proportional zum Depolarisationsabstand des
Neurons.  (Bild 7/1) veranschaulicht sowohl die Schwellwertdekrementierung beim Übergang vom
Zeitpunkt t zum Zeitpunkt  t↑1 infolge Depolarisation des Neurons zum Zeitpunkt  t  als auch die
Inkrementierung des Schwellwertes bei ausbleibender Depolarisation zum  Zeitpunkt  t.  
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Bild 6/1 Simulationsmodell zur Nachbildung der Erregungsausbreitung im diskreten
zellularen Beobachtungsraum %n  mit 
 
P(b), P(b)∈ =2
l   
l   
l   l   
∆    -    := ew_dec
+    := aw_inc
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gerichteter Transmitterstrom 
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∆      
∆       
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SCHWELLWERT-dekrementierung
sw(U)[t]  
         sw(P(U))[t’] = 1 - --------------------------------------   
1 - sw(U)[t] [1 - exp(-sw_dec)]
         
          sw(U)[t’’]
     
                            
         sw(U)[t’]         sw(U)[t’]
SCHWELLWERT-inkrementierung
sw(b)[t’] = 1 - (1-sw(b)[t]) exp(-sw_inc)]  
Bild  7/1  Dynamik der Schwellwertentwicklung im Simulationsmodell
Um zu verhindern, daß bei wachsender Depolarisationsdichte der Schwellwert  gegen null
konvergiert, wird der Schwellwert  nach Erreichen eines unteren Wertes  uhs für den unmittelbar
nachfolgenden Zeitpunkt auf den  Wert  ohs  eingestellt. 
Der Leitwert von einem präsynaptischen  zu einem dezidierten postsynaptischen Neuron ist eine
reelle Zahl im Wertebereich  0..1 .  Proportionalität besteht in der Häufigkeit der Inanspruchnahme
eines dezidierten postsynaptischen Neurons und dessen Leitwertentwicklung  über alle Zeitpunkte
hinweg.  Bild 8/1 zeigt sowohl die Leitwertinkrementierung bei Transmitteremission auf ein
dezidiertes postsynaptisches Neuron als auch die Leitwertdekrementierung .
Die Durchlässigkeit eines Pfades vom prä- zum postsynaptischen Neuron ist durch den
Leitwert  lw charakterisiert.  
Ein Neuron auf der  Position P(b=iUx+jUy)=P(b)=(i,j)∈=2   gilt bezüglich einer 
Position P(b’=i’Ux+j’Uy)=P(b’)=(i’,j’)∈=2 als präsynaptisch, wenn gilt:  
(i,j)∈λ((i’,j’),t↑1;t) . 
Die Größe eines Leitwertes  hängt von der Ereignishäufigkeit eines gerichteten 
Stromes von Transmittermolekülen längs dieses Pfades ab. 
1,0    1,0    
1,0    
      00      
ohs
uhs
1,0    
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LEITWERT-dekrementierung 
lw(b’,b)[t’] = lw(b’,b)[t] exp(-lw_dec)
lw(b’,b)[t’]
                                                      
 lw(b’,b)[t]  lw(b’,b)[t] 
LEITWERT-inkrementierung
lw(b’,b)[t]  
lw(b’,b)[t’] = ----------------------------------------------
  lw(b’,b)[t] [1 - lw(b’,b)[t] exp(-lw_inc)]
Bild  8/1   Dynamik der Leitwertentwicklung im Simulationsmodell
Bild  9/1  zeigt die möglichen Orientierungen für den gerichteten Transmitterstrom, so wie im
Simulationsmodell  (Bild 6/1)  vorgesehen.  Ein präsynaptisches Neuron  auf der Position  
(i,,j)∈=2  ist von 4 Neuronen auf den Positionen (i1,j1) umgeben, von denen ein und nur ein
Neuron pro Zeitpunkt postsynaptisches Neuron sein kann. Im Simulationsmodell ist ein
stochastischer  Modus für die Auswahl des postsynaptischen Neurons vorgesehen. Die
Wahrscheinlichkeit dafür, daß zum Zeitpunkt t  ein gerichteter Transmitterstrom von der
(präsynaptischen) Position (i,j) auf die postsynaptische Position (i’,j’)  übergeht, hängt ab von der
Dichteverteilung der Transmittermoleküle auf den Membranen aller Neuronen.
Das Simulationsmodell zur Nachbildung der Erregungsausbreitung  (Bild 6/1) bildet den
prinzipiellen Ablauf nach. Unberücksichtigt bleibt die Vielfalt von Transmittermolekülen in
natürlichen Neuronenpopulationen. Unberücksichtigt bleibt auch die Refraktärphase. Hier wird
vereinfachend angenommen, daß der Depolarisationsabstand eines Neurons, bedingt durch den
sequentiellen recall-Modus bei hinreichend großer Anzahl von Neuronen, größer ist als die Dauer
einer Refraktärphase.
1,0    1,0    
1,0    
      00      
1,0    
lw_inc=0,5
lw_inc=1
lw_inc=4
lw_inc=0,1
lw_inc=0,4
lw_inc=1,0
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Zum Zeitpunkt t=t0  wird das Simulationsmodell mit den Parametersatz  ew , sw , aw[t0] [t0] [t0]
und lw   initialisiert. Dabei ist  ew   Füllstand aller Eingabewarteschlangen, identisch der[t0] [t0]
Belegungsdichte mit Transmittermolekülen auf den Membranoberflächen eines natürlichen
neuronalen Systems. Die Verteilung der Belegungsdichten entspricht aber auch der
Erregungssequenz   , demzufolge  [t]=ew[t] für alle  t∈T   gilt.
•
X [t0]
•
X
 
Bild 9/1 Angelagerte Menge ew  von Transmittermolekülen auf den Membranen genau jener 
Neuronen, die eine Wirkung von dem in der Position (i,j) gelegenen präsynaptischen Neuron 
entgegennehmen können bzw. in deren Einzugsbereich λ der Nachbarschaftsabbildung der 
Reaktion sich das in der Position (i,j) gelegene Neuron befindet. 
Die Dynamik des Systems wird von folgenden, für alle Neuronen identischen Parametern
bestimmt:
permanente Dekrementierung ew_dec der Eingabewarteschlange
(Abdrift angelagerter Transmittermoleküle von der Zellmembran in den 
extrazellulären Raum);
Inkrementierung  aw_inc der Ausgabewarteschlange
(permanenter Zuwachs von Transmittermolekülen in den präsynaptischen Vesikeln);
Dekrementierung  aw_dec der Ausgabewarteschlange
(ausgeschüttete Menge von Transmittermolekülen in den synaptischen Spalt);
Dekrementierungs-  sw_dec  und Inkrementierungsparameter  sw_inc  des 
Schwellwertes  eines Neurons, identisch für alle Neuronen;
Dekrementierungs-  lw_dec  und Inkrementierungsparameter  lw_inc  des 
Leitwertes eines Neurons, identisch für alle Neuronen. 
Die Bewertung der Simulationsergebnisse über T Zeitpunkte erfolgt hinsichtlich
Erregungssequenz  [T] über alle Eingabewarteschlangen; 
•
X
Verteilung der Leit-   lw[T]  und  Schwellwerte   sw[T] .
ewew
(i-1,j)    (i,j)    
(i,j-1)    
(i,j+1)    
(i+1,j)    
(i+1,j)    (i-1,j)    
=
2       
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Zum Zeitpunkt t besitze das Neuron auf der  im Simulationsmodell (Bild 6/1)  gezeichneten
Position P(b)∈=2 eine überschwellige Anzahl von Transmittermolekülen. Demzufolge
depolarisiert dieses Neuron und dekrementiert anschließend seinen Schwellwert. Infolge
Depolarisation wird eine mit aw_dec parametrisierte Menge von Transmittermolekülen in den
synaptischen Spalt geschüttet  und erreicht als gerichteter Transmitterstrom mit einer Mächtigkeit
von aw_dec   lw(P(b’),P(b))[t]  ein orthogonal  unmittelbar benachbartes und stochastisch dezidiertes
Empfängerneuron P(b’)∈=2  (postsynaptisches Neuron).  Der verbleibende Anteil
aw_dec   (1-lw(P(b’),P(b))[t]) von Transmittermolekülen wird gleichmäßig auf die Membranen aller
im zellularen Raum =2 positionierten Neuronen abgelagert. Der Leitwert in dezidierter Richtung
wird inkrementiert, alle anderen Leitwerte werden dekrementiert. 
Bild 10/1  Parametersätze im Simulationsmodell
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1.3.2    Anpassung einer Neuronenpopulation an die Erregungsverteilung
Die Anpassung einer Neuronenpopulation  an die Erregungsverteilung werde im 2-dimensionalen
diskreten Beobachtungsraum 
%
2
==
2xT mit T = {t0 ,t1, ..,t,t’= t↑1,...,tn=246}
und =2 = { P(b) |  b= xUx+yUy  mit  x,y=1, 2, ..., 19} .
simuliert. Im diskreten zellularen Raum =2  sind damit insgesamt 19x19 Neuronen positioniert. Die
Beobachtung beginnt zum Zeitpunkt  t0 und endet zum Zeitpunkt tn=246 . 
Erregung
Auf die untergebrachte Neuronenpopulation im %2  wirkt zum Zeitpunkt t0 die Erregung
= { (P(b))  |   b=b(x,y) ; x,y=1, 2, ..., 19 }•X [t0] •x [t0]
ein (Bild 11/1). Die Erregung sei zeitinvariant, d.h  .  =  .  Prinzipiell ist 
•
X[t > t0]
•
X [t0]
(P(b)) ∈  die Anzahl der zum Zeitpunkt t0 auf  P(b) angelagerten Transmittermoleküle,•x [t0]
•
X [t0]
was im Simulationsmodell dem Füllstand  ew[t0](P(b))  der dem Ortspunkt P(b) zugeordneten
Eingabewarteschlange  zum Zeitpunkt t0 entspricht.  Damit gilt ew[t0](P(b))= (P(b)) .  Bild 11/1•x [t0]
zeigt die Füllstandsverteilung aller Eingabewarteschlangen im definierten Beobachtungsraum. Wie
vereinbart, sind diese Füllstände konstant für alle t∈T. Variabel sind sowohl die Schwellwerte
eines jeden im =2 untergebrachten Neurons als auch die Leitwerte zwischen den Neuronen. 
Bild 11/1 Verteilung der Erregung über Eingabewarteschlangen
 = { (P(b))  |  T und  b=b(x,y)  mit  x,y=1, 2, ..., 19}
•
X [t] •x [t] ∀ t ∈
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Schwellwertentwicklung
Eine Depolarisation findet bei überschwelliger Anlagerung von Transmittermolekülen statt, d.h.
jedes Neuron stellt seiner Depolarisation einen Schwellwert sw entgegen. Zum initialen Zeitpunkt
t0 gelte  sw[t0]=70 . 
Die Erregung  (P(b))[t] des im Ortspunkt P(b) fixierten Neurons  wird zu jedem Zeitpunkt  t∈T•x
durch einen adäquaten Füllstand ew(P(b))[t] der Eingabewarteschlange repräsentiert und der
Zustand des Neurons im Ortspunkt P(b) durch einen zeitbezogenen Schwellwert sw(P(b))[t] . Eine
Depolarisation des Neurons im Ortspunkt P(b) findet unter der Bedingung ew(P(b))[t] >sw(P(b))[t]
statt. In diesem Fall wird der Schwellwert sw(P(b))[t] des  im Ortspunkt P(b) fixierten Neurons um
einen bestimmten Betrag reduziert. Findet keine Depolarisation statt, wird der Schwellwert um
einen bestimmten Betrag angehoben. Die Schwellwertentwicklung basiert auf den gegebenen
Algorithmen zur Schwellwertin- und -dekrementierung  mit den Parametern sw_inc=0.05 und
sw_dec=0.1
Infolge Depolarisation schüttet ein Neuron aus seinem synaptischen Endknopf
Transmittermoleküle aus. Ein Teil der ausgeschütteten Transmittermoleküle  - so die technische
Modellvorstellung -  erreicht auf  gerichtetem Wege ein dezidiertes postsynaptisches Neuron,
während sich der verbleibende Teil ausgeschütteter Transmittermoleküle diffus und paritätisch auf
allen anderen Neuronen anlagert. 
Erregungsübergang
Beobachtet werde zur Laufzeit  die Depolarisation eines präsynaptischen Neurons in der Ortslage
P(b) zum Zeitpunkt t. Sei P(b')
 
 die Ortslage eines postsynaptischen Neurons, beobachtet zum
Zeitpunkt t’. Beide Ortslagen genügen der Nachbarschaftsabbildung λ der Reaktion, d.h.
P(b)∈λ(P(b'), t’; t) . 
Der Erregungsübergang vom präsynaptischen Neuron im Raumpunkt P(b) auf das postsynaptische
im Ortspunkt P(b') ist ein stochastischer Prozeß. Definiert sei die Übergangswahrscheinlichkeit pi
von P(b) auf P(b’) zu allen Zeitpunkten t∈T für alle P(b),P(b’)∈=2. Sie sei zu jedem Zeitpunkt t∈T
um so größer, je kleiner ew(P(b))[t] , d.h. der Füllstand der Eingabewarteschlange des im Ortspunkt
P(b)∈λ(P(b'),t’;t) untergebrachten Neurons ist. Damit läßt sich die Übergangswahrscheinlichkeit pi
zum Zeitpunkt t quantitativ formulieren:
pi(P(b
,P(b);t) = 1 - ew(P(b))[t]   S-1 (4/1)
mit  S = ew(P(b*))[t]      für   {P(b*), P(b)} ⊆ λ(P(b’),t';t) .(r∗)Σ
Leitwertentwicklung
Findet zum Zeitpunk t im Raumpunkt P(b) infolge  ew(P(b))[t] >sw(P(b))[t] eine Depolarisation
statt, dann ist bezüglich P(b) das Neuron im Raumpunkt P(b’) unter der Bedingung   
P(b)∈λ(P(b'),t’;t)  mit der Wahrscheinlichkeit pi(P(b
,P(b);t)  postsynaptisches Neuron. Wird P(b
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dezidiertes Neuron, erhöht sich der Leitwert vom Raumpunkt P(b) auf Raumpunkt P(b’) zum
Zeitpunkt t um einen bestimmten Betrag; für alle anderen Neuronen, die zwar im Einzugsbereich
der Nachbarschaftsabbildung der Reaktion mit  P(b) liegen, zu diesem Zeitpunkt aber nicht
postsynaptisches Neuron von P(b) sind, reduzieren  sich die Leitwerte bezüglich P(b) um einen
bestimmten Betrag.
Im diskreten Beobachtungsraum %2==2xT   ist A(b
,b;t) t-potentiell gerichtete Punktkorrespondenz
vom Raumpunkt P(b) auf den  Raumpunkt P(b') zum Zeitpunkt t. Anschaulich ist unter  A(b
,b;t)
die Ankunftsrate von Transmittermolekülen  auf P(b
 zu verstehen, die zum Zeitpunkt t vom
Raumpunkt P(b) emittiert worden sind.  Damit besitzt A(b
,b;t) den Charakter eines Leitwertes  
lw(b
,b)[t] ,  gewissermaßen die Rate ankommender Transmittermoleküle auf P(b
 während eines
Zeitfortschritts von  t  nach  t’=t↑1 . Die Leitwertentwicklung  erfolgt mit den Parametern
lw_inc=5 und lw_dec=0.05.  Bild 12/1 zeigt die Leitwertverteilung zwischen den Neuronen zum
(initialen) Zeitpunkt t0 .
Bild  12/1 Stochastische Verteilung der Leitwerte zum Zeitpunkt t0
0<lw(b
,b)[t]<1  mit P(b),P(b’) ∈ =2 , b=xUx+yUy   und b’=(x 1)Ux+(y 1)Uy ± ±
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Während des Ausgleichsprozesses, beginnend zum Zeitpunkt t0 , ändern sich sowohl die
Schwellwerte der Neuronen  als auch die  Leitwertverteilungen zwischen den Neuronen.  Bild 13/1
zeigt die zum  Zeitpunkt t246 erreichte Leitwertverteilung.
Bild 13/1 Eingenommene Verteilung der Leitwerte zum Zeitpunkt t246  bei gegebener 
Anfangsverteilung gem. Bild 7b und gegebenem Parametersatz 
sw[t0]=70 ; lw_inc=5 und lw_dec=0.05 ;  sw_inc=0.05 und sw_dec=0.1    
Festgestellt wurde,  daß sich Erregungen in Form angelagerter Transmittermoleküle und
Reaktionen in Form freigesetzter Transmittermoleküle gegenseitig verursachen. Diese Moleküle
lagern sich durch Diffusion prinzipiell auf den Membranen der Neuronen an, beschrieben durch
die Diffusionsgleichung w(b,τ) = - R(b,τ) grad w(b,τ) + div (D(b,τ) grad w(b,τ))  im ∂∂τ
kontinuierlichen Beobachtungsraum 
 
%
n
∞ 
. Es ist w(b,τ) die Dichte der auf dem Neuron im
Raumpunkt  P(b)∈=n
∞
  zum Zeitpunkt  τ∈T
∞
   angelagerten Moleküle, bezeichnet als Wirkung. Der
Parameter  n steht für die Raumdimensionen. 
Die angelagerte Menge von Transmittermolekülen repräsentiert die Erregung des Neurons; die
Diffusionsgleichung beschreibt die Ausbreitung einer solchen Erregung.  Im diskreten zellularen
Raum =n
  
 sind die Neuronen voneinander distanziert, der Ausbreitungsprozeß wird nur zu
diskreten Zeitpunkten beobachtet. Dann  gilt  P(b)∈=n⊆=n
∞
  zum Zeitpunkt  τ=t∈ T⊆ T
∞
. Der
Diffusionsprozeß verläuft im diskreten Beobachtungsraum 
 
%
n
 , auch zu bezeichnen als diskreter
Diffusionsraum. Die zum kontinuierlichen Beobachtungsraum 
 
%
n
∞
 korrespondierende
Diffusionsgleichung  für den diskreter Beobachtungsraum 
 
%
n
  
lautet aus (3/1) abgeleitet formal
∆tw*(b,t) = R*(b,t)(-grad* w*(b,t)) - div*(D*(b,t)(-grad*w*(b,t)))   .   (5/1)
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Die Divergenz div*(D*(b,t) grad* w*(b,t)) bemißt die Ergiebigkeit der Raumpunkte im diskreten
Diffusionsraum.  Unter Adaption wird die Anpassung der Kanalstruktur im Diffusionsraum an die
Flußstruktur verstanden. Gilt  w*(b,t) = w*(b,t↑1), zutreffend für das vorliegende Beispiel, dann
auch  ∆tw(b,t) = 0 mit P(b)∈=n  und  t, t↑1∈T.  In diesem Fall ist die Ergiebigkeit der Raumpunkte
P(U) gegeben durch div*(D*(b,t)grad* w*(b,t)) =R*(b,t)grad*w*(b,t).  Demnach ist  die Ergiebigkeit
 des Diffusionsraumes gleich null, steht der Vektor der Beweglichkeit R* senkrecht auf dem
Gradienten der Wirkung   grad* w*(b,t)      in jedem  Raumpunkt P(U).        Bei stationärer
Wirkungsverteilung im  diskreten Beobachtungsraum %n bestimmt einzig das Produkt beider
Vektoren die Ergiebigkeit des Diffusionsraumes.           
Unter der Einschränkung, daß nur orthogonal und unmittelbar benachbarte Neuronen miteinander
gekoppelt sind und eine Erregungsausbreitung nur in der Fläche stattfindet (n=2), wird der
Diffusionsprozeß durch das entwickelte Modell computergestützt simuliert (Bild 14/1). Die
Wirkung w* entspricht der Summe aller Reaktionen, im Simulationsmodell der Summe aller
Einträge in eine Eingabewarteschlange. Deren Füllstand ew repräsentiert die Erregung   des•x
zugeordneten Neurons, d.h. (P(U))[t] = ew(P(U))[t] = w*(U,t)  mit P(U)∈=2  und  t∈T.    •x
Bild 14/1 Erregung des Neurons im Raumpunkt P(b) zum Zeitpunkt t  als Summe 
(P(b))[t] = ew(P(b))[t] = w*(b,t) aller Einträge in eine Eingabewarteschlange.
•
x
Die zunehmend bessere Anpassung der Leitwertverteilung  an die Erregungsstruktur  (Bild 11/1)
wird somit durch den von den Vektoren  grad* (P(b))[t] und  R*(b,t) eingeschlossenen Winkel•x
φ((b,t) repräsentiert. Bild 12/1 hebt den Ortspunkt P(b) mit b=8U
x
+8Uy zur Protokollierung der
Anpassung hervor. 
(  ,t; t )
(P(  )) = ew(  ) = w*(  ,t) 
lw(  ,   )
P(   )
[t]
[t]
[t] [t]
 
 
 
 
 
 
 
 
 
x 

ew_dec
aw_dec
Raumpunkt
Raumpunkt
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sw(  )
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~
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grad* (P(b))[t] = [ (P(b+Ux)) - (P(b-Ux))]Hx + [ (P(b+Uy)) - (P(b-Uy))]Uy (6a/1)•x 12 •x •x 12 •x •x
 
R*(b,t) = [A(b,b+U
x
;t↑(-1)) - A(b,b-U
x
;t↑(-1))]U
x
 + [A(b,b+Uy;t↑(-1)) - A(b,b-Uy;t↑(-1))]Uy  (6b/1)  
Es ist φ((b,t) Winkel zwischen  grad* (P(b))[t] , dem Gradienten der lokalen Erregungsverteilung,•x
und  R*(b,t), dem Vektor der Erregungsausbeitung in Vorzugsrichtung, genommen zum Zeitpunkt  
t∈T im Ortspunkt P(b)∈=2. 
 R*(b,t)  grad* (P(b))[t]  •x
φ((U,t)
 
= arccos ------------------------------- (6c/1) 
 |R*(b,t)| |grad* (P(b))[t]| •x
Speziell für den Ortspunkt P(b) mit b=8U
x
+8Uy  existieren  für die Zeitpunkte  t0 und t246 die im Bild
15/1  dargestellten Leitwertverteilungen.
Bild 15/1 Parameterverteilungen für den Ortspunkt P(b) mit b=8U
x
+8Uy  in den  
Zeitpunkten  t0 und t246  entsprechend Bild  11/1  (Verteilung der 
Eingabewarteschlangen) und Bild 13/1 (Verteilung der Leitwerte) 
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Infolge stationärer Erregungsverteilung gilt für alle t∈T im Ortspunkt  P(b=8U
x
+8Uy ) der Gradient
grad* (P(b))[t] = 0.5Ux - 10.5Uy  .  In  t=t0 ist  R*(b,t0) = 0.13Ux + 0.27Uy Vorzugsrichtung der
•
x
Erregungsausbreitung im  Ortspunkt P(b=8U
x
+8Uy ). Der von  grad* (P(b))[t]  und R*(b,t0)
•
x
eingeschlossene Winkel beträgt φ((b,t0) = 150,9°. 
Die Ergiebigkeit div* (D*(b,t)grad* (P(b))[t0]) des Diffusionsraumes, für den vereinbarungsgemäß•x
gilt (P(b))[t]=const. für alle t∈T, ist durch das Skalarprodukt von R*(b,t)  und grad* (P(b))[t0]
•
x
•
x
gegeben. Für den Zeitpunkt t0 hat dieses Produkt den Wert -2.835. Die Ergiebigkeit des
Ortspunktes P(b=8U
x
+8Uy) ist zu diesem Zeitpunkt negativ, der Ortspunkt  stellt eine Senke für den
Erregungsfluß dar, zu interpretieren als ein Maß für die Behinderung der Erregungsausbreitung. 
Durch Adaption verbessert sich nachfolgend  die Gegenläufigkeit von Erregungsverteilung und
Vorzugsrichtung der Erregungsausbreitung.  Mehr und mehr  paßt sich der Vektor für die
Vorzugsrichtung der Erregungsausbreitung dem Gradienten der Erregungsverteilung an.  Im
Ortspunkt P(b=8Ux+8Uy ) beträgt zum Zeitpunkt t246  der Vektor für die Vorzugsrichtung der
Erregungsausbreitung  R*(b,t246)=0.0Ux-0.29Uy. Die Durchlässigkeit des Ortspunktes P(b=8Ux+8Uy )
hat zum Zeitpunkt t246  den Wert  3,045 ; dieser Ortspunkt  stellt damit eine Quelle für den
Erregungsfluß dar, er prolongiert die Erregungsausbreitung. 
In den Zeitpunkten  t0 bis t246  findet eine Anpassung der Kanalstruktur an die Flußrichtung der
Erregungsausbreitung statt. Bild 16/1  veranschaulicht die Winkellage der beiden Vektoren            
grad* (P(b))[t]  und R*(b,t) für die Zeitpunkte t0 und t246.  Bild17/1 zeigt die Entwicklung  von  
•
x
R*(b,t) in den Komponenten bx und by   im Zeitintervall [t0 ... t246] ⊆ T  einschließlich der
Entwicklung von φ((b,t) in diesem Intervall. 
Bild 16/1 Winkellage φ((b,t) des Gradienten grad*(P(b))[t]  der Erregungverteilung 
und des Vektors für die Vorzugsrichtung der Erregungsausbreitung 
R*(b,t)=bx(t)Ux+by(t)Uy  im Ortspunkt P(b=8Ux+8Uy ) für die Zeitpunkte t0 und t246
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Bild 17/1 Anpassung der Vorzugsrichtung der Erregungsausbreitung R*(b,t)=bx(t)Ux+by(t)Uy  
an den Gradienten der Erregungsverteilung  grad* (P(b))[t]   im Ortspunkt  P(U=8Hx+8Hy ) •x
im Zeitintervall
 
[t0 ... t246] ⊆ T          
(a) Entwicklung der Komponenten bx(t) und by(t)  von R*(b,t)
(b)    Entwicklung des eingeschlossenen Winkels φ(b,t) zwischen  R*(b,t)  und  grad* (P(b))[t]•x
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Die Struktur der synaptischen Übergänge, ausgewiesen durch  die Vorzugsrichtung der
Erregungsausbreitung R*(b,t), hat sich in allen Raumpunkten  P(b)∈=2 über alle  t∈T hinweg der
Erregungsverteilung, ausgewiesen durch den Gradienten  grad* (P(b))[t] , angepaßt. Offen bleibt
•
x
die Frage nach der Sinnfälligkeit einer solchen Adaption. Antworten darauf könnten sein:
1. Minimierung der Weglänge vom Ort der Ursachenlegung zum Ort der
Wirkungsnahme zwecks Kompensation der relativ niedrigen
Fortleitungsgeschwindigkeit von Reizen in natürlichen neuronalen
Systemen (im m/s-Bereich);
2. Sicherung der Erregungsfortleitung bei partieller Läsion des
Übertragungskanals;
3. Anpassung der Weglänge einer Erregungsfortleitung an die relative
Häufigkeit des in Anspruch genommenen Kanals.  
Diese Antworten bieten für den Topologieentwurf eines massiv parallelen Systems eine Anleihe.
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2. Technische Anleihe an Bahnungsprozessen
Zur Topologiesynthese für massiv parallele Systeme  sind im Hinblick auf  biologische Systeme
folgende  Sachverhalte von Bedeutung: 
(1) In der Beschreibungsgleichung (3/1) zur Erregungsausbreitung charakterisiert
D(b,τ) die Durchlässigkeit des Diffusionsraumes, proportional der mittleren
quadratischen Weglänge aller auf einen Absorptionspunkt gerichteten
Teilchenverschiebungen im Diffusionsraum pro Zeiteinheit  und proportional
der lokalen Dichteänderung  bei einer Ortsverschiebung von P(b) nach
P(b+db).  
Der im Abschnitt 1.2.2 diskutierten Bilanzgleichung liegt zugrunde, daß die synaptische
Verbindungsstärke vom präsynaptischen Neuron im Raumpunkt P(b*)  auf das postsynaptische
Neuron im Raumpunkt P(b), bemessen durch die t-potentielle Punktkorrespondenz  A(b,b*;τ), um
so größer sei, je kleiner die Dichte w(b,τ) angelagerter Transmittermoleküle auf der Membran des
postsynaptischen Neurons gegenüber der Dichte w(b*,τ) angelagerter Transmittermoleküle auf der
Membran des präsynaptischen Neurons ist. Diese Differenz bestimmt die Flußdichte der
Transmittermoleküle. Deren Flußrichtung wird bestimmt durch die Beweglichkeit der Population,
bemessen durch den Beweglichkeitsvektor  R(b,τ), und die richtungsgebundene  Durchlässigkeit
der Population  durch den Gradienten der Diffusion  grad D(b,τ).
Durch den gerichteten Fluß von Transmittermolekülen ändern sich in der Neuronenpopulation die
Dichteverteilungen. Mit Änderungen der Dichteverteilungen ändern sich aber auch Flußstärke und
Flußrichtung  von Transmittermolekülen. Durch den Fluß von Transmittermolekülen findet eine
Erregungsausbreitung statt. Wie festgestellt, ist dieser Prozeß ein sich selbst verursachender
Prozeß.
Gilt −δτw(b,τ) = div c0(b,τ) für den isotropen Diffusionsraum, d.h. für einen Diffusionsraum ohne
Richtungsbevorzugung, dann steht  für (3/1)  div c(b,τ) = div c0(b,τ) +R(b,τ) grad w(b,τ), 
woraus folgt
0 = gradD(b,τ) +R(b,τ) (1/2) 
(2) Die Anpassung der Beweglichkeit der Neuronenpopulation, bemessen durch
den Beweglichkeitsvektor  R(b,τ),  an die richtungsgebundene  Durchlässigkeit
der Population, bemessen durch  grad D(b,τ),  ist ein Prozeß, der sich über die
Zeitpunkte τ hinweg entwickelt und als Adaption bezeichnet wird. Der Prozeß
endet, wenn (1/2) erfüllt ist.
Im Abschnitt 1.3.1  wurde ein  Simulationsmodell zur Nachbildung der Erregungsausbreitung im
diskreten 2-dimensionalen zellularen Beobachtungsraum diskutiert. Darin bestimmt die
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Erregungsverteilung die synaptische Verbindungsstärke zwischen den Neuronen und die
synaptische Verbindungsstärke die Erregungsverteilung. Es handelt sich also um einen
wechselseitigen Prozeß, dessen Ergebnis die Anpassung der synaptischen Verbindungsstärke an
die Erregungsverteilung ist. Genau dieses Phänomen soll im vorliegenden Kapitel technisch
nachgebildet werden. Die technische Anordnung dafür besteht aus einem Prozessorfeld und einem
übergeordneten Verkehrsfeld (Bild 1/2), ausführlich beschrieben in  Teil 1 (Topologieanalyse).    
     
   Bild 1/2 Prinzipdarstellung eines Prozessorfeldes mit zugeordnetem Verkehrsfeld, 
dargestellt im 2-dimensionalen Raum
Ein Algorithmus (Abschnitt 2.3) paßt die Topologie des Verkehrsfeldes an die Referenzstruktur
des Prozessorfeldes an. Bewertungsparameter für die Güte der  Topologie sind
Beweglichkeitsvektor  R und Diffusionskoeffizient D für jeden Knoten im Verkehrsfeld. Der
Raumkorrespondenz zwischen den Neuronen im natürlichen System entspricht  die relative
Referenzhäufigkeit zwischen den Prozessoren des Prozessorfeldes.  
D      
.  
 
 
x     
y     
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2.1 Topologien parallel strukturierter Informationsverarbeitungssysteme
Grundlegendes mathematisches Modell zur Algorithmenimplementierung ist die Turingmaschine,
bestehend aus einem Lese/Schreibkopf und einer Steuereinheit, bezeichnet als Turingtafel. Unter
dem Lese/Schreibkopf läuft ein einseitig beschriebenes, unendlich langes Band entlang. Die
Steuereinheit veranlaßt Lesen, Schreiben und Bewegen des Bandes. 
Bild 2/2    Turingmaschine
Bandalphabet, Positions-, Ereignis- und Zustandsmenge charakterisieren die Turingmaschine.
Bandalphabet B = {b1, b2, ......................, bm     ,  b0 }
 -------------------------------- -----
Inschrift für ein Bandsegment Leerzeichen
Positionsmenge P = {p0, p1, ...., pl-1, pl, pl+1, ..., p, ..., pL-1}
ist eine linear gordnete Menge, deren Elemente p Bandpositionen 
sind.
Es sei e[p] ∈ P x B
Eintrag auf der Bandposition p.
Jedem Bandsegment ist umkehrbar eindeutig ein Element p∈P als
Bezeichner zugeordnet; Aufeinanderfolge der Bandpositionen gem.
Steuerinformation H/L/R
-----------------------------------
H : pl  →  pl ∈P
L : pl  →  pl-1 ∈P
R : pl  →  pl+1 ∈P
L                         R 
H   
laufzeitaktuelle 
Turing - Maschine
LSK
(fixiert)
Lese - Schreibkopf
unendlich langes, einseitiges Band
mit einstelliger Inschrift je BandsegmentPosition einesBandsegments
unter dem LSK
Steuerinformation
zur Bandbewegung
Turing - Tafel
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Ereignismenge    K = {k0, k1, ...., k, k’l ..., K}
ist eine geordnete Menge, deren Elemente k  Ereignislagen der
Turing-Maschine  sind.
Sei  ke[p] (bzw. k’e[p] )
Eintrag auf der Bandposition p in der Ereignislage k (bzw. k’) .
Zustandsmenge Z = {z1, z2, ......................, zn     ,  z0 }
  -----
Anfangszustand
ist eine Menge, deren Elemente z Zustände heißen und genau einer 
Ereignislage k  zugeordnet sind, d.h. kz (bzw. k’z) ist Zustand der
Turing-Maschine in der Ereignislage k (bzw. k') 
Die Abbildung  ∆ : ( ke[p] , kz )  →  ( k’e[p] , k’z , L/R/H )  bestimmt die Progression der
Turingmaschine. Im Detail ist Abbildung ∆ gesplittet in
 ∆1  : ( ke[p] , kz )  →  k’e[p] : Rechenwerk
 ∆2  : ( ke[p] , kz )  →  k’z : Programmsteuerwerk
 ∆3  : ( ke[p] , kz )  →  (L/R/H ) : Systemsteuerwerk
Rechenwerk, Programm- und Systemsteuerwerk sind grundlegende Komponenten eines
Prozessors. Zusammen mit dem Hauptspeicher  entsteht daraus eine rechenfähige Anordnung
(Bild 3/2).
Bild 3/2   Rechenfähige Anordnung aus Prozessor und  Hauptspeicher
Verarbeitungseinheit  VESteuereinheit   SE
aus  Ablaufsteuerung
aus Registerbank für
       ~        Statusinformation
        ~        Segmentinformation
          Befehle    Adressen
und    Rechenwerk 
aus    Registerbank für laufzeitaktuelle 
Hauptspeicher
Prozessor
(Steuersignale)
(Steuersignale)
Operanden
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Innovationen der Mikrorechentechnik beruhen darauf,  die Rechenleistung sowohl durch
Vervielfachung der Prozessoren als auch durch Raumteilung des Speichers  zu erhöhen.
Eine elementare Klassifikation von Flynn legt die Vielfachheit der Daten1- und Befehlsströme
zugrunde. Von Bedeutung für parallele Informationsverarbeitungssysteme sind 
SIMD-Architekturen ( Single Instruction Multiple Data) , 
Vektorrechner  (Bild 5/2) ,
Feldrechner  (Bild 6/2) ,
MIMD-Architekturen ( Multiple Instruction Multiple Data) .  
In einer  SIMD-Architektur   wird ein und derselbe Befehl φ in einer Verarbeitungseinheit VE
über mehrere Datensätze implementiert.  Sie enthalten sowohl  die einer  Verarbeitungseinheit VE
zugewiesene  primäre Operandenmenge x als auch Resultate z zuvor implementierter Befehle.
Das von einem Befehl erzeugte Resultat wird von einem nachfolgenden Befehl verarbeitet. Seien
K Befehle über N   Datensätze zu implementieren, dann entstehen insgesamt KN Resultate,
klassifiziert in Zwischen- und Endresultate /KW 95/. 
Ein Vektorrechner treibt durch eine Kaskade von Verarbeitungselementen einen aus Datensätzen
bestehenden Datenstrom. 
(ν)φ : ((ν−1)zi, (ν)x i) → (ν)zi
Bild 4/2 
  Durchsatz eines Datenstroms durch eine Kaskade von Verarbeitungselementen
Jedes Verarbeitungselement  leistet eine dezidierte Operation über jeden Datensatz längs des
getriebenen Datenstromes und erzeugt ein Resultat.   Die Bezeichnung Vektorrechner beruht auf
1
unter Daten sind hier konkret Operanden zu verstehen
(ν) (ν−1) z  , i   i   x  
Datenstrom
Datensatz {         }
VE VE    VE VE
VE VEVE VE
φ   φ   φ   φ   
φ   
(2) (1) (ν) 
(ν) 
(2) (1) (ν) 
(2) (1) (ν) 
    (0) (ν−1) z  z  z  z  z  z  z  i   i   i   i   i   i   i   
i   i   i   i   x  x  x  x  
(K)  
(K)  
(K)  (K-1)  
Befehl
Befehl
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dem Prinzip,  daß über einen Satz von Vektoren elementeweise und ohne Wiederholung ein und
dieselbe Operation ausgeführt wird.   Darüber hinaus kann ein Vektorrechner aber auch iterative
Algorithmen implementieren, wird die Kaskade ringförmig geschlossen.        
Die Architektur eines Vektorrechners zeigt Bild 5/2. Eine Skalareinheit liest einen Befehl aus dem
Hauptspeicher ein, dekodiert diesen Befehl als Vektorbefehl und übergibt ihn zur Implementierung
an die dafür vorgesehene Vektoreinheit. Die Vektoreinheit enthält  K  Verarbeitungseinheiten, die
über eine Vektorsteuereinheit zu einer Kaskade gekoppelt sind. Bild 5/2  zeigt eine  Variante, bei
der die Verarbeitungseinheiten durch die Skalareinheit entprechend dem zu implementierenden
Befehl  problemorientiert spezifiziert sind.   Die einzelnen Verarbeitungseinheiten haben sowohl
lesenden als auch schreibenden Zugriff  auf  die entsprechenden Vektorregister, haben jedoch
keinen direkten Zugriff  auf den Hauptspeicher. Sämtlicher Datentransfer zur Implementierung des
Vektorbefehls, d.h. sämtlicher Operanden- und Resultattransfer,   erfolgt über die Vektorlade- und
-speichereinheit innerhalb der Vektoreinheit.  
  
     Bild 5/2  Architektur eines  Vektorrechners, bestehend aus Vektor- und Skalareinheit.
In der Ereignislage k überweist die Skalareinheit der Vektoreinheit  den Vektorbefehl 
kf zur Implementierung. Die dafür notwendigen Verarbeitungseinheiten VE werden 
durch die Steueranweisungen φ  entsprechend kf  spezifiziert.
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Skalarsteuereinheit
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Ein Feldrechner treibt durch ein Feld von Prozessoren voneinander unterschiedliche Datenströme,
über die ein und derselbe Befehl implementiert wird. Auch im Feldrechner besteht ein Datenstrom
aus mehreren Datensätzen. Im Gegensatz zum Vektorrechner, wo längs einer Kaskade von
Verabeitungselementen jedes Verarbeitungselement einen einzigen Datensatz verarbeitet und alle
Datenströme konsekutiv die Kaskade durchlaufen, verarbeitet  in einem Feldrechner  aber jeder
Prozesor alle Datensätze des zugewiesenen Datenstroms. Mit anderen Worten heißt das: Ein
Vektorrechner besteht aus relativ wenigen, dafür aber spezifischen Verarbeitungselementen, die
nacheinander von allen Datenströmen durchlaufen werden. Hingegen besteht ein Feldrechner aus
multivalenten Prozessoren, die parallel und synchron zueinander über alle Phasen ein und
desselben Befehls unterschiedliche Datenströme verarbeiten. Gemäß ihrem Architekturprinzip sind
Feldrechner zur Implementierung von Matrixoperationen geeignet und damit zur Implementierung
von Algorithmen, die sich auf solche Operationen zurückführen lassen bzw. solche Operationen
enthalten. 
      Bild 6a/2     SIMD-Architektur eines Feldrechners mit einem gemeinsamen Speicher
Über das Verbindungsnetzwerk VN erlangen alle Prozessoren Zugriff auf den 
Adreßraum eines gemeinsamen Haupt-Speichers, über den auch der 
Datenaustausch stattfindet.
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Eine Ausführungsform eines Feldrechners zeigt Bild 6a/2. Eine Skalareinheit weist jedem
Prozessor  ein und denselben Befehl zu; jeder Prozessor besitzt über das Verbindungsnetzwerk
einen Zugriff auf den Hauptspeicher zur Einholung der entsprechenden Datensätze.  Wurden alle
Datensätze eingeholt, starten alle  Prozessoren gleichzeitig ihre aktive Phase. Prinzipiell können
die Datensätze auch in einem zum Prozessor gehörenden Lokalspeicher bereits eingetragen sein.
Dadurch entfällt das Einholen der Datensätze (Bild 6b/2).      
   
    Bild 6b/2 SIMD-Architektur eines Feldrechners mit lokalen Speichern
Die Interprozessorkommunikation   erfolgt nachrichtenbasiert über das 
Verbindungsnetzwerk VN.
In einer MIMD-Architektur können alle Datensätze verschieden voneinander sein, und über alle
Datensätze können verschiedene Befehle implementiert werden. In dieser Definition besitzt die
MIMD-Architektur den größten Grad an Verallgemeinerung. Die SIMD-Architektur stellt eine
Untermenge dar.  Ausführungsformen eines parallel strukturierten Informationsverabeitungssystem
mit MIMD-Architektur zeigt Bild 7/2.
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        Bild 7/2 Ausführungsformen eines parallel strukturierten Informationsverabeitungssystem 
mit MIMD-Architektur   
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In einem parallel strukturierten Informationsverarbeitungssystem mit MIMD-Architektur werden
Daten oder  Nachrichten (messages) ausgetauscht. Der Austausch erfolgt entweder über einen
gemeinsamen Speicher (shared memory) oder über ein Verbindungsnetzwerk (message passing).
Ein Verbindungsnetzwerk  nimmt einen Nachrichtenstrom entgegen, transportiert diesen Strom
und übergibt ihn am Zielort dem Empfänger. Zur Klassifizierung des Übertragungsprozesses sind
die  Netzwerke nach ihrer  Verbindungsart  ( Leitungs- oder Paketvermittlung) und ihrer Topologie
einzuteilen /KW 95/.  
Vertreter statischer Topologien  sind orthogonal, hexagonal und  toroidal  strukturierte Gitter in
zweiter oder auch höherer Dimension  (Bild 8/2) . 
Bild 8/2  Gitterstrukturen   
Eine näherungsweise optimale Topologie besitzt der Hypercube. Das Netzwerk des Hypercube
verbindet N=2D Verkehrsknoten miteinander. Es ist D die Anzahl der abgehenden
Verbindungskanäle eines Verkehrsknotens, gleichbedeutend mit der (ganzzahligen) Dimension des
Hypercube.  
Vertreter  dynamischer Topologien sind einstufige Netzwerke (bus, crossbar) und mehrstufige
Netzwerke (Banyan-Netzwerke, Benes-Netzwerke). Komponenten der dynamischen Topologien
sind schaltbare Netzelemente zur Kanalisierung von Nachrichtenströmen.  Die Schaltfunktionen
der Netzelemente reduzieren sich entweder auf die Durchschaltung / Blockierung von
Nachrichtenströmen oder auf deren Umlenkung / Vervielfachung.  Bus und crossbar matrix als
Vertreter der einstufigen Netzwerke sind planar strukturiert und stellen über ein singuläres
Schaltelement eine Nachrichtenverbindung von einem Sende- zu einem Empfangsknoten im
Verbindungsnetzwerk her.  Der Aufwand  an Schaltelementen steigt überproportional zur Anzahl
der zu transferierenden  Nachrichtenströme. Diesem Trend stehen die mehrstufigen Netzwerke
entgegen. Sie erstrecken sich über mehrere Ebenen und sind aus Netzelementen mit den genannten
Schaltfunktionen konfiguriert. Problematisch sind konkurrierende Nachrichtenströme. 
Mit wachsender Komplexität der crossbar matrix  ergeben sich verbesserte Möglichkeiten, die
Topologie dem Referenzverhalten der Prozessoren anzupassen. Andererseits besteht aber auch die
Notwendigkeit einer ereignisabhängigen Topologiesynthese. Bild 9/2  zeigt die Verwendung einer
crossbar matrix zur Verkopplung von Transputern in einem 8x8-Feld.
orthogonal                                                hexagonal                                                     toroidal
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         Bild 9/2 Ereignisabhängige Topologiesteuerung in einem Transputerfeld. Aufgabe der 
crossbar  ist es, ausgewählte Direktverbindungen zwischen räumlich weit 
entfernten Transputern herzustellen.
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2.2 Bewertungsparameter für die Güte  einer Topologie 
Ein Verkehrsfeld ist ein  n-dimensionaler Raum 9n, dessen Raumpunkte Verkehrsknoten genannt
werden. Ein solcher Raum entsteht formal durch die Projektion einer n-dimensionalen
Kanalisierungsvorschrift n  in einen  n-dimensionalen zellularen Raum =n.  Ein Verkehrsfeld,
bestehend aus insgesamt k Verkehrsknoten, ist durch deren Erreichbarkeit untereinander
charakterisiert. Die Erreichbarkeit hängt von der Topologie des Verkehrsfeldes ab, beschrieben
durch die Adjazenzmatrix  (0)1k,k   Das übergeordnete Prozessorfeld ist durch das
Referenzverhalten der Prozessoren untereinander gekennzeichnet, beschrieben durch die
Referenzmatrix Ik,k.    
Aufgabe des Verkehrsfeldes ist es, Nachrichten zwischen den Prozessoren auszutauschen. Der
Nachrichtenaustausch geschieht auf einem um so kürzeren Weg und damit um so schneller, je
besser die Topologie des Verkehrsfeldes den Referenzen des Prozessorfeldes angepaßt ist. Wie
bereits im Teil 1 vereinbart, ist jedem Prozessor des Prozessorfeldes ein Verkehrsknoten des
Verkehrsfeldes zugeordnet. 
Maximal geeignet ist ein Verkehrsfeld  für jedes Prozessorfeld genau dann, wenn im Verkehrsfeld
jeder Verkehrsknoten mit jedem anderen Verkehrsknoten verbunden ist. In diesem Fall erfolgt im
Verkehrsfeld keine topologiebedingte Umlenkung des Nachrichtenflusses über Transferknoten von
einem Quell- zu einem Zielknoten. Die Forderung nach Maximalität stellt ein Bezugsnormal für
die Bewertung der Güte einer technisch realen Topologie dar. Wie im Teil 1 vereinbart ist
d(bµ,bν) euklidischer Abstand  der Punkte  P(bν) und  P(bµ) 
im  n-dimensionalen zellularen Raum  =n ; 
 l(bµ,bν) topologische Weglänge  vom Punkt P(bν) zum Punkt  P(bµ)   
im n-dimensionalen topologischen Raum 9n .  
Ein Vektor ist durch seinen Betrag und durch seine Richtung im Raum gekennzeichnet. Ein
Feldvektor im 2-dimensionalen zellularen Raum =2  zeigt, so dargestellt im Bild 10/2 ,  von P(bν)
auf  P(bµ).  Bezogen auf die Abläufe im Verkehrsfeld innerviert der Raumpunkt P(bν) den
Raumpunkt P(bµ).  Das heißt:   Im Raumpunkt P(bµ) erfolgt eine Wirkungsnahme, deren Ursache
im Raumpunkt P(bν) gelegt wurde. Auch benachbarte Raumpunkte P(b≠ν) mögen Ursachen legen,  
deren Wirkung im Raumpunkt P(bµ) genommen wird. Somit ist P(bµ) gegenüber allen anderen
Raumpunkten ein ausgezeichneter Raumpunkt und man schreibt in diesem Fall  P(0b) anstelle
P(bµ).  Es ist   ∆0bν = 0b-bν  Feldvektor im  =2 von P(bν)  auf P(0b).
Zur Bewertung der Güte einer Topologie ist  die topologische Weglänge   l(0b,bν) von P(bν) auf
P(0b) geeignet. Sie bestimmt die Laufzeit einer Nachricht von P(bν) auf P(0b). Das weitere
Vorgehen besteht darin, den Feldvektor ∆0bν im =
2 auf seinen Betrag zu normieren, was dessen
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Darstellung auf seine Richtung  reduziert. Auf den so freigestellten Betrag des Vektors wird der
richtungsgebundene  topologische Abstand l(0b,bν) von P(bν) auf P(0b) projiziert. Auf dieser
Grundlage wird der Beweglichkeitsvektor, so wie er im vorangegangenen Abschnitt zur Bewertung
der Strukturanpassung eines natürlichen  neuronalen Systems an die  Erregungsverteilung
entwickelt wurde, hier zur Bewertung der Güte einer gegebenen Topologie entwickelt.
Bild 10/2   2-dimensionaler zellularer Raum mit Hauptkoordinatensystem und einem 
Hilfskoordinatensystem mit Ursprung im Punkt P(0b) des Hauptkoordinatensystems 
bν= Uxxν + Uyyν  und  0b= Uxx0 + Uyy0  sind Ortsvektoren im Hauptkoordinatensystem. P(bν) ist
Raumpunkt des Datensenders, P(0b) ist Raumpunkt des Datenempfängers im Verkehrsfeld
(Anm.: Ein zellularer Raum ist nicht kanalisiert. Ein Verkehrsfeld entsteht erst durch 
Projektion einer Kanalisierungsvorschrift in den zellularen Raum. )  
Hilfsweise ist im zellularen Raum =2  jeder Punkt im Hauptkoordinatensystem Ursprung eines
Hilfskoordinatensytems.  
∆0bν = 
 0
b-bν     ist Feldvektor im Hauptkoordinatensystem ,
= Ux
0ξν+Uy0ην   mit   und     ∆
 
bν =
 
−

ν

−

ν
0ξν = (xν−x0)
(xν−x0)2+(yν−y0)2
0ην = (yν−y0)
(xν−x0)2+(yν−y0)2
ist Ortsvektor  im Hilfskoordinatensystems mit  |∆0bν|=1.
α ist der Neigungswinkel beider Vektoren gegen die Abszisse (Bild 10/2). 
Beispiel : x0=4 ,   y0=4  und   xν=2 ,   yν=5 ;   
ergibt : 0ξν =  = -0,894  ;  0ην =  = 0,447  ;  α  = 153,4° . 2−422+12
5−4
22+12
Der Beweglichkeitsvektor  R(b,τ) beschreibt in einer natürlichen Neuronenpopulation die
Vorzugsrichtung der Erregungsausbreitung. Nachfolgend wird darauf Bezug genommen. 
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Prozessor- und Verkehrsfeld seien 2-dimensional und zeitinvariant. Es bezeichnet:
P(0b) : Ursprung des Hilfskoordinatensystems  im 2-dimensionalen 
zellularen Raum =2 ;
l(0b,bν) : topologischer Abstand im Verkehrsfeld 92 von P(bν) auf P(0b);
(0b,bν) : normierte relative Referenzhäufigkeit von P(bν) auf P(0b) im y
92, abgeleitet aus der Referenzmatrix Ik,k für das Prozessorfeld 
unter der Bedingung   (0b,bν) = 1 .(   ν)Σ y
Adäquat zum Beweglichkeitsvektor  für die Vorzugsrichtung der  Erregungsausbreitung  in einer
natürlichen Neuronenpopulation ergibt sich im Hinblick auf die topologischen Abstände zwischen
den Raumpunkten im =2  und den  relativen Referenzhäufigkeiten  zwischen ihnen ein
normierter Beweglichkeitsvektor R( 0b) (2/2)
--------------------------------------------------
für die bevorzugte Richtung getriebener Verkehrsströme durch P(0b) 
in einer gegebenen Topologie: 
R( 0b) = (0b,bν)∆0bν (  ν)Σ y
mit ∆0bν =   [l(0b,bν)]-1∆

bν
aus  =  = Ux
0ξν+Uy0ην   mit  |∆0bν|=1. ∆

bν
 
−

ν

−

ν
So wie dargelegt, ist ein Verkehrsfeld, in dem  jeder Verkehrsknoten mit jedem anderen verbunden
ist, für jedes Prozessorfeld maximal geeignet. Plausibel gilt in einem solchen Verkehrsfeld  
l(0b,bν) = 1    P(0b≠bν)∈ =2 .  Diese Maximalität dient als ∀
Bezugsnormal (0b) für den normierten Beweglichkeitsvektor R(0b)      (3/2)R
--------------------------------------------------------------------------------------
(0b) = (0b,bν)∆0bν R (  ν)Σ y
Der normierte  Beweglichkeitsvektor R(0b)  und dessen Bezugsnormal (0b) bilden den R
Winkel der Fehlanpassung  φ( 0b) = arccos   =
R 

b
 • R 

b

=
R 

b
 • R 

b

speziell  φ( 0b) = φµ  |    0b = bµ  .  
Der Diffusionskoeffizient ist eine Maßzahl zur Bemessung der Durchlässigkeit eines
diffusionsfähigen Mediums für einen Teilchenstrom. Im vorliegenden Fall entspricht das
diffusionsfähige  Medium dem Verkehrsfeld und der Teilchenstrom dem sich darüber
ausbreitenden Verkehrsstrom. Der Diffusionskoeffizient gibt Auskunft über die Transparenz des
Verkehrsfeldes für den zu transportierenden Verkehrsstrom. Im Analogieschluß folgt daraus ein
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normierter Diffusionskoeffizient  D( 0b)  ( 4/2)
----------------------------------------------------
für die Durchlässigkeit in P(0b) für getriebene Verkehrsströme  in einer 
gegebenen Topologie: 
D(0b) = (0b,bν) [∆0bν]2 (   ν)Σ y
mit ∆0bν =   [l(0b,bν)]-1∆

bν
aus  = Ux
0ξj+Uy0ηj   mit  |∆0bν|=1. ∆

bν =
 
−

ν


−

ν
speziell  D(0b) = Dµ |   0b = bµ .  
Auch für das maximal geeignete Verkehrsfeld existiert ein 
Bezugsnormal  D( 0b) für den normierten Diffusionskoeffizienten  D( 0b)      (5/2)
---------------------------------------------------------------------------------------------
D( 0b) = (0b,bν)[∆0bν ]2(rν)Σy
speziell  D( 0b) = Dµ |   0b = bµ .  
Schlußfolgerungen aus (2/2  bis 5/2) lauten:
  Je kleiner der  Winkel der Fehlanpassung φ( 0b)  zwischen dem normierten
Beweglichkeitsvektor  R(0b) und seinem Bezugsnormal R(0b), desto besser die
Anpassung der Topologie des Verkehrsfeldes an das Referenzverhalten zwischen
den Prozessoren des Prozessorfeldes.
Es ist [0,1] Wertebereich für den  normierten Diffusionskoeffizienten D(0b). Je
größer der  normierte Diffusionskoeffizient, desto besser die Leitfähigkeit des
Verkehrsfeldes.  Für D(0b)=1(0)   ist das Verkerhrsfeld dem Referenzverhalten
zwischen den  Prozessoren des Prozessorfeldes maximal angepaßt (unangepaßt).
Gütekriterien für den Verkehrsfluß resultieren daraus wie folgt:
Anpassung der Richtungscharakteristik des Verkehrsfeldes an das
Referenzverhalten zwischen den Prozessoren des Prozessorfeldes, meßbar
als Winkel der Fehlanpassung φ(0b) zwischen dem normierten
Beweglichkeitsvektor  R(0b) und dessen Bezugsnormal R(0b);
Durchlässigkeit des Verkehrsfeldes im Bezug auf das gegebene Referenzverhalten
zwischen  den Prozessoren des  Prozessorfeldes, bemessen durch den normierten
Diffusionskoeffizienten  D(0b).  
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2.3 Algorithmus zur Anpassung der Topologie eines Verkehrsfeldes an die 
Referenzstruktur eines Prozessorfeldes
Die anzupassende technische Anordnung besteht aus Prozessor- und Verkehrsfeld der Dimension
m. Im Einzelnen ist diese Anordnung in Teil 1 (Topologieanalyse) beschrieben.   Darin wird eine
fixierte Kanalisierungsvorschrift  2  angenommen, die ein vollvernetztes Verkehrsfeld auf ein
problemorientiert vernetztes reduziert, beschrieben durch die Adjazenzmatrix   (0)1m,m . Der Begriff
"problemorientierte Vernetzung" ist gerechtfertigt, weil vorhandene Referenzierungen zwischen
den Prozessoren, beschrieben durch die Referenzmatrix I = || y ||m,m ,  bedingt unberücksichtigt
bleiben. Der vorliegende Algorithmus dynamisiert die Kanalisierungsvorschrift, indem bestehende
Referenzierungen zwischen den Prozessoren berücksichtigt werden. Iterativ bildet sich unter
Berücksichtigung der Referenzmatrix I = || y ||m,m  eine dieser Matrix angepaßte Topologie des
Verkehrsfeldes heraus. 
Das Verkehrsfeld transferiert den aus den Referenzierungen zwischen den Prozessoren des
Prozessorfeldes resultierenden Datenstrom. Jeder (!) Kanal des Verkehrsfeldes soll wartefrei zum
Datentransfer zur Verfügung stehen. Ist dies der Fall, d.h. erfolgt die Bereitstellung eines Kanals
ohne Rückstellung eines anderen Kanals, wird das  Verkehrsfeld  als balanciert bezeichnet. Es ist 
 die maximale Mächtigkeit des aus dem Knoten h∈{1,2,...,h,...,m} emittierten Datenstroms in
⊗
Dh
Relation zu allen anderen (m-1) Knoten des Verkehrsfeldes. Der Wert von ist sowohl durch die
⊗
Dh
Elemente der Referenzmatrix I = || y ||m,m  bestimmt als auch durch die Elemente der
Mindestmatrix  == || l ||m,m . Deren Elemente lν,µ  geben an, über mindestens wieviele Kanäle
hinweg eine Verbindung vom Knoten µ  zum  Knoten  ν nur zustande kommen kann. Plausibel gilt
demzufolge  =m,m==m,m((0)1m,m) .  Die Lösung  des Gleichungssystems
⊗
D= 
⊗
D1, ...,
⊗
D i , ...,
⊗
D i 
T
; -R  mit  ;=;(I,=) und R-R(I,=)  - siehe dazu Teil 1 -  liefert für jeden Knoten (h) des•
⊗
D
Verkehrsfeldes die maximale Mächtigkeit des emittierten Datenstroms. Ein Verkehrsfeld gilt als
balanciert, wenn alle Lösungen dieses Gleichungssystems von postivem Vorzeichen sind.  
Bild 11/2 zeigt im Überblick den  Ablauf der Iteration des Verkehrsfeldes. Der Algorithmus  
wird gestartet mit der Vorgabe der Referenzmatrix I = || l ||m,m  und  der
Annahme eines vollvernetzten Verkehrsfeldes, beschrieben durch die
Adjazenzmatrix (0)1= || (0)a=1 ||m,m, 
wird getrieben durch die Reduktion der  Adjazenzmatrix  (0)1= || (0)a:1→0 ||m,m  
von Ereignislage zu Ereignislage unter der Bedingung, daß sich zwischen den
Knoten des Verkehrsfeldes solche topologischen Weglängen   herausbilden, die
den Referenzierungen zwischen den Prozessoren des  Prozessorfeldes genügen
einschließlich  der Selektion bestehender Kanäle bei nichtvorhandener
Referenzierung  und unter der Bedingung, daß die Bereitstellung eines Kanals
ohne Rückstellung eines anderen Kanals erfolgt - bezeichnet als balanciertes
Verkehrsfeld  - und
wird beendet mit der Ausgabe der iterierten Adjazenzmatrix  (0)1= || (0)a ||m,m .
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Eingabe : I = || l ||dim,dim, 
(0)1 = || a ||dim,dim
Ereignislage      (k)        (k+1)
Selektion : (ν,µ)  →  (νmin,µmin)
| (0) aν,µ = 1
| fν,µ = 1 = F → F-1
(f)
Σ f
| yν,µ > 0
Maßnahme : (0)  : 1 → 0 : 1 → 0aνmin,µmin fνmin,µmin
( unbedingt ) ( unbedingt )
Korrektur : E_mögl. E_vz (0)aνmin,µmin
( bedingt )
1 1 0
1 0 1
0 - 1
                                            Ausgabe :  (0)1 = || a ||dim,dim
 Bild 11/2 Verlauf der Iteration des  Verkehrsfeldes im Überblick
Jede Reduktion der  Adjazenzmatrix  (0)1= || (0)a:1→0 ||m,m   startet mit der Selektion von (νmin,µmin) .
Für dieses Paar gilt  =Min{ (ly)ν,µ | ν=1,...,µ-1,µ+1,...,m ; µ=1,...,ν-1,ν+1,...,m } mit(ly)νmin,µmin
lν,µ∈== || l ||m,m , yν,µ∈I=||y||m,m  und =1.  Das Produkt   steht für die nur(0)aνmin,µmin (ly)νmin,µmin
minimale Relevanz einer Verbindung von Knoten µmin auf Knoten νmin  , genommen über alle
aktuell bestehenden Verbindungen im Verkehrsfeld. Demzufolge wird diese Verbindung zunächst
einmal aufgelöst, d.h. : 1 → 0 .  Diese Maßnahme ist nachfolgend wieder zu korrigieren,(0)aνmin,µmin
wird festgestellt : 
(1) Das aus Reduktion der  Adjazenzmatrix  (0)1 = || (0)a:1→0 ||m,m  entstandene 
Gleichungssystem ; -R  ist unlösbar (E_lösbar ← 0).•
⊗
D
(2) Das Geichungssystem ist zwar lösbar, aber mindetens ein Element im 
Lösungsvektor   besitzt ein negatives Vorzeichen.  
⊗
D= 
⊗
D1, ...,
⊗
D i , ...,
⊗
D i 
T
Gilt entweder (1) oder (2), dann erfolgt die Rücksetzung  : 0 → 1 . Die Verbindung vom(0)aνmin,µmin
Verkehrsknoten µmin  auf den Verkehrsknoten νmin wird damit stationär. 
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3. Topologiesynthese für ausgewählte Referenzstrukturen des 
Prozessorfeldes 
Im Kapitel 1 wurden  Bahnungsprozesse in Neuronenpopulationen  erörtert und computergestützt
modelliert. Kapitel 2 behandelte Möglichkeiten einer technischen Anleihe an Bahnungsprozessen
zur Anpassung von Verkehrsfeldern an die Referenzsstruktur von Prozessorfeldern; Gütekriterien
für die Beurteilung des Verkehrsflusses  wurden  diskutiert, und es wurde im Abschnitt 2.3 ein
Algorithmus zur Topologieanpassung an die Referenzstruktur eines Prozessorfeldes  abgeleitet.
Dieser Algorithmus paßt die Topologie des Verkehrsfeldes an die Referenzstruktur, ausgewiesen
durch die Referenzmatrix I,  zwischen den Prozessorknoten an. Die Anpassung besteht in einer
problemorientierten Reduktion von Direktverbindungen in einem initialen Verkehrsfeld. In diesem
Kapitel wird an ausgewählten Beispielen die Topologiesynthese für ein 2-dimensionales
Verkehrsfeld  erläutert.   
Initiales Verkehrsfeld
Jedem der m=36 Verkehrsknoten ist ein Element zugeordnet im Unterbringungsgebiet  
G = { gj  | j = 1,2,...,36} . 
Die Raumordnungsvorschrift  2 überführt das Unterbringungsgebiet G in einen quadratisch
berandeten 2-dimensionalen Raum =2 , d.h.
2   :
 G  →=2  | xj = 1 + [(j-1)mod( )] ,  yj = 1 + ent .m  j−1m 
Jedem Verkehrsknoten  wird ein Element des Unterbringungsgebietes G zugeordnet und jedem
Element aus G eine Ortslage im 2-dimensionalen (unstrukturierten) Raum =2. 
Die Kanalisierungsvorschrift  2 überführt den 2-dimensionalen Raum  =2  in einen
2-dimensionalen  (strukturierten)  topologischen Raum 92, d.h.
2
   
:   =2
   
 →92
Repräsentiert wird die Kanalisierungsvorschrift  2 durch die Adjazenzmatrix   (0)1
 
; das Ergebnis
der Überführung sind gerichtete Kanäle zwischen den Verkehrsknoten, bezeichnet als Quellknoten
für abgehende und als Zielknoten für ankommende Kanäle (Bild 1/3).
Die Adjazenzmatrix des initialen Verkehrsfeldes lautet 
(0)1  = || (0)aν,µ = 1   ;    ∀ µ ≠ ν
= 0  sonst  ||36,36 .
Jeder Knoten des Verkehrsfeldes ist direkt gekoppelt mit jedem anderen 
Knoten außer mit sich selbst.
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Es ist c  die Vorbereitungszeit für den Transfer eines Datenpakets von Knoten zu Knoten, 
q  die dafür benötigte  Transferzeit für ein Datenwort im Datenpaket
im angenommenen Verhältnis  c/q = 100.   
Bild 1/3 Kontext der Adjazenzmatrix   (0)1
 
 = || (0)aν,µ || 36,36   nach erfolgter Anpassung  
der Topologie des Verkehrsfeldes an die Referenzstruktur des Prozessorfeldes
Bewertungsparameter (Bild 2/3 ) :
Kongruenz zwischen dem Datenfluß im Verkehrsfeld (Verkehrsfluß) und dem 
Referenzprofil zwischen den Prozessoren im Prozessorfeld, gemessen als 
Winkel der Fehlanpassung  φµ zwischen dem normierten Beweglichkeitsvektor 
und dessen Bezugsnormal im Raumpunkt P(bµ);
Durchlässigkeit des Verkehrsfeldes  für gegebenes Referenzverhalten zwischen 
den Prozessoren des  Prozessorfeldes, gemessen als
normierter Diffusionskoeffizient  Dµ im Raumpunkt P(bµ);  
Geschwindigkeit transferierter Datenmassive zwischen den Knoten des 
Verkehrsfeldes, unterschieden in
Geschwindigkeit   ankommender  und Geschwindigkeit abgehender •vµ
⊗
vµ
Datenströme im Raumpunkt P(bµ); 
Herausbildung indirekter Verbindungen zwischen den Verkehrsknoten,
unterschieden in 
Anzahl ungewichteter und mit der relativen Referenzhäufigkeit y  gewichteter 
Verbindungen.
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Bild 2/3 Bewertungsparameter für die Anpassung der adaptierten Topologie des 
Verkehrsfeldes an die Referenzstruktur des Prozessorfeldes      (s.Text)
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3.1 Prozessorfeld mit singulär konzentrierter Referenzstruktur 
Das Prozessorfeld enthalte mit Prozessor 18 einen Prozessor, der von allen anderen Prozessoren
Referenzen immittiert und an alle anderen Prozessoren Referenzen emittiert.  Gegenüber allen
anderen Prozessoren  nimmt er damit eine konzentrierte Position ein, demzufolge das
Prozessorfeld eine singulär konzentrierte Referenzstruktur besitzt. Für die Referenzmatrix I gilt:
I = ||yν,µ =0,01 | ν = 18;   µ = 1, 2,..., 17, 19,..., 36 ;
=0,05 | ν = 1, 2,..., 17, 19,..., 36;  µ = 18  ;
=0  sonst  ||m,m 
Bild 3/3 zeigt die Werteverteilung der Referenzmatrix  als Höhenprofil.  
Bild 3/3   Singulär konzentrierte Referenzstruktur im Prozessorfeld,
dargestellt als Höhenprofil  
Der Algorithmus zur Anpassung der Topologie des Verkehrsfeldes an die Referenzstruktur des
Prozessorfeldes reduziert das Verkehrsfeld von Iteration zu Iteration um jeweils eine bestehende
Direktverbindung.  Über 1192 Iterationen hinweg  entsteht dabei eine der Referenzstruktur des
Prozessorfeldes selbstähnliche Topologie des Verkehrsfeldes, dargestellt im Bild 4/3.  Es
existieren Direktverbindungen von allen Knoten zum Knoten 18  und von  Knoten 18 an alle
anderen Knoten des Verkehrsfeldes - mit Ausnahme von Knoten 26. Bedingt durch den
stochastischen Charakter des Adaptionsalgorithmus'  kommt es im Laufe der Adaption zu einem
Verbindungsverlust  vom Knoten 18 zum Knoten 26.  Der Verbindungsaufbau vom Knoten 18
zum Knoten 26 erfolgt über Knoten 17. Eine Ankunft im Knoten 26 aus Knoten 18 nimmt,
bezogen auf alle anderen Knoten, die doppelte Weglänge in Anspruch. 
Die nichtvorhandene Direktverbindung von Knoten 18 auf Knoten 26 reduziert den normierten
Diffusionskoeffizienten von Knoten 26 auf den Wert 0,25 (s. Abschnitt 2.2).  Hier gilt 0b=b26 .  Aus
der Vorgabe  y26,ν=0 für ν ≠18 und y26,ν=0,05  für ν=18 folgt unmittelbar:  y(0b,bν)=0 für ν ≠18 und
y(0b,bν)=1 für ν=18. Bedingt durch die fehlende Direktverbindung erfolgt der Verbindungsaufbau
von Knoten 18 auf Knoten 26 über Knoten 7 hinweg, d.h. es werden von Knoten 18 auf Knoten 26
2 direkte Verbindungskanäle in Anspruch genommen. Infolge   |∆0b26|=1 und l(0b,b18)=2 folgt aus
(4/2) unmittelbar für den normierten Diffusionskoeffizienten  D(0b=b26)=0,25   (Bild 5/3).
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(a)
(b)
Bild 4/3 Topologie des an die Referenzstruktur (Bild 3/3 ) angepaßten Verkehrsfeldes 
nach 1192 Iterationen
(a) : Höhenprofil der Adjazenzmatrix  (o)1|| (o)aν,µ||36,36
(b) : Verbindungsführung zwischen den Prozessorknoten
Auch bedingt der stochastische Charakter des Adaptionsalgorithmus’  den Verlust einer
Direktverbindung vom Knoten 7 zum Knoten 18. Der Verbindungsaufbau erfolgt hier über den
Knoten 26 als Transitknoten. Das hat Einfluß auf den  normierten Diffusionskoeffizienten für
Knoten 26. Hier gilt 0b=b18 . Aus der Vorgabe y18,ν=0,01 für ν ≠18 und y18,ν=0  für ν=18 folgt  
y(0b,bν)=0,0286  für ν ≠18 und y(0b,bν)=0 für ν=18. Für die topologischen Weglängen gilt l(0b,bν)=1
für  ν ∉{7, 18}  und l(0b,bν)=2  für ν=7.  Aus (4/2) folgt mit diesen Vorgaben unmittelbar für den
normierten Diffusionskoeffizienten  D(0b=b18)=0,9857  (Bild 5/3).
Alle anderen Knoten werden vom Knoten 18, der einzige Knoten im Verkehrsfeld, der ein
Datenmassiv an alle anderen Knoten emittiert, über eine Direktverbindung erreicht. Hier gilt 0b=bν
für ν∈{1, 2, ..., 17, 19, 25, 27, ..., 36}. Plausibel steht damit für deren  normierten
Diffusionskoeffizienten  D( 0b=bν )=1  (Bild 5/3).
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Bild 5/3 Verlauf des normierten Diffusionskoeffizienten  Dh=1,...,36   über alle Knoten 
des Verkehrsfeldes
Bedingt durch den Umstand, daß für  70 Referenzen des Prozessorfeldes im iterierten Verkehrsfeld
genau  69 Direktverbindungen und nur  genau eine Indirektverbindung  bestehen,  ist der Winkel
der Fehlanpassung  für alle Knoten des Verkehrsfeldes faktisch null. Die Größe der  maximalen
Datenmassive für alle Knoten h des Verkehrsfeldes sind im Bild 6/3 aufgelistet.  Das Verhältnis
=5 besteht konstant für die Knoten h∈{1, ..., 17, 19, ..., 36}.  Faktisch dominiert Knoten 18 mit
⊗
Yh
•
Yh
dem Wert 3858 die Anzahl aller  immittierten  Daten. Insofern ist das Nichtvorhandensein einer
Direktverbindung von Knoten 7 auf Knoten 18 ohne Bedeutung, ausschließlich für die Emission
aus Knoten 26 auf Knoten 18. Die Anzahl der emittierten Daten liegt generell bei ca. 107, mit
Ausnahme der Verkehrsknoten 7, 18  und 26. Knoten 7 emittiert auf Knoten 26. Demzufolge ist
die Mächtigkeit der Emission aus Knoten 26 auf Knoten 18 sowohl auf die relative
Referenzhäufigkeite y18,26 =0,01 als auch auf die relative Referenzhäufigkeiten y18,7=0,01
zurückzuführen. Bild 6/3 unterstreicht damit den Sachverhalt: 
Die Verhältnisse immittierter zu emittierter Daten in jedem Knoten existieren nicht
proportional zu den Verhältnissen von Emissions- zu Immissionsreferenzen in
jedem Knoten.
Bild 6/3 Mächtigkeit immittierter (a) und emittierter (b)  maximaler Datenmassive 
über alle Knoten des Verkehrsfeldes
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3.2 Prozessorfeld mit global verteilter Referenzstruktur
Unter global verteilter Referenzstruktur  ist die Referenzierung eines jeden Prozessors mit jedem
anderen  zu verstehen. Für den vorliegenden Fall gelte  0 < yν,µ < 0,135  (Bild 7/3).   
Bild 7/3  Global verteilte Referenzstruktur im Prozessorfeld 
Das initiale Verkehrsfeld  wird von Iteration zu Iteration um eine Direktverbindung reduziert.  Es
bezeichnet in der Iteration κ 
SdVκ : Summe der noch existierenden Direktverbindungen im Verkehrsfeld;
SiVκ : Summe der bereits existierenden  Indirektverbindungen im Verkehrsfeld;
gSdVκ =  gewichtete Summe der noch existierenden Direktverbindungen
36
µ=1
Σ
36
ν=1
Σ aν,µyν,µ
im Verkehrsfeld;
gSiVκ =   | 2<lν,µ   für die gewichtete Summe der bereits existierenden 
36
µ=1
Σ
36
ν=1
Σ lν,µyν,µ
Indirektverbindungen im Verkehrsfeld.
Bild 8/3  dokumentiert den Iterationsprozeß. Die obere Kurve beschreibt den (gewichteten)
Verlauf von  =g
κ
 , die unterere Kurve den dazu ungewichteten Verlauf  =u
κ
.
gSdVκ−gSiVκ
gSdVκ+gSiVκ
SdVκ−SiVκ
SdVκ+SiVκ
In der Iteration κ=395 gilt zwar SiV395 = SdV395 = 864, jedoch bedingt der Adaptionsalgorithmus,
daß die noch vorhandenen Direktverbindungen  noch ca. 80% der Verkehrslast aufnehmen müssen.
In der Iteration κ=395 gilt SiV = SdV, jedoch nehmen infolge gSiV395 = 0,2 gSdV395  
die Indirektverbindungen nur ca. 20% der  Verkehrslast auf .  
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Jede Iteration reduziert eine Direktverbindung.  Erst  in der Iteration  κ=761 besteht die Identität
gSiV=gSdV  (= 15883). Die indirekten Verbindungen nehmen im Verhältnis von  SiV / SdV = 3,39
die gleiche Verkehrslast auf wie die direkten Verbindungen. 
Eine paritätische Verkehrslast über direkte und indirekte Verbindungen besteht in 
jener  Relation, in der über 1 direkte Verbindung ca. 3,39 indirekte Verbindungen 
zustande kommen, bezogen auf die gegebene Referenzmatrix.  
Bild 8/3 Global verteilte Referenzstruktur im Prozessorfeld;
obere Kurve für den gewichteten Verlauf  ,  gκ = gSdVκ−gSiVκgSdVκ+gSiVκ
unterere Kurve für den ungewichteten Verlauf    uκ = SdVκ−SiVκSdVκ+SiVκ
über die Iterationen κ  =0, 1, ..., 395, ..., 765, ..., 1212
Mit welcher Dynamik sich die gewichtete Reduktion direkter Verbindungen zur gewichteten
Progression indirekter Verbindungen entwickelt, veranschaulicht Bild 9/3 , inbegriffen sowohl die
Dekremente ∆gκ = (gSdVκ- gSdVκ+1) für  die gewichteten Direktverbindungen (Bild  9A/3) als auch
die Inkremente  ∆gκ = (gSVκ+1- gSiVκ)  für  die gewichteten Indirektverbindungen (Bild 9B/3). Mit
fortschreitender Anzahl von Iterationen akzelerieren  beide Entwicklungen. Wie dargelegt findet
die Reduktion von Direktverbindungen solange statt, solange die Lösungen des Gleichungssystems
zur Berechnung der Datenmassive von positivem Vorzeichen sind. Diese Restriktion ist bis zur
Iteration  κ=1212 erfüllt. In der Iteration  κ=1212 erfolgt die letzte Reduktion einer bestehenden
Direktverbindung. 
Der Iterationsverlauf  ist durch die permanente Reduktion von Direktverbindungen gekennzeichnet
bei zunehmender Anzahl indirekter Verbindungen, dokumentiert durch 
Adjazenzmatrix : (0)1-|| (0)aν,µ ||36,36
für die Reduktion von Direktverbindungen;   
Mindestmatrix : =-|| lν,µ ||36,36
für die zunehmende Anzahl indirekter Verbindungen.
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Bild 9/3 Entwicklungsdynamik der gewichteten Reduktion direkter Verbindungen [Verlauf a in A] 
und der gewichteten Progression indirekter Verbindungen [Verlauf a inB], 
inbegriffen die Dekremente ∆gk = (gSdVk- gSdVk+1) für  die gewichteten 
Direktverbindungen (Verlauf b in A) und die Inkremente  ∆gk = (gSVk+1- gSiVk)  für  die 
gewichteten Indirektverbindungen [Verlauf b in B]
In der Iteration κ =1212 erfolgt die letzte Reduktion einer bestehenden Direktverbindung.
   
Untergewichtige Direktverbindungen werden durch indirekte Verbindungen ersetzt - und das um
so angepaßter, je größer die Kongruenz zwischen den Elementen der Referenzmatrix  I-|| yν,µ ||36,36
und den Elementen der Produktmatrix =oI-|| lν,µ yν,µ ||36,36  ist. Demgemäß steht die    
  
Produktmatrix : =oI-|| lν,µ yν,µ ||36,36
für die Anpassung der Topologie des Verkehrsfeldes an die 
Referenzstruktur des Prozessorfeldes.   
Nachstehendes Bild zeigt die Reduktion eines vollvernetzten Verkehrsfeldes über alle möglichen
Iterationen.
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Iteration 
0 lmax = 2
250 lmax = 2
500 lmax = 2
750 lmax = 3
     1000 lmax = 7
     1212 lmax = 17
E. Adjazenzmatrix (0)1 Entw. Mindestmatrix =  E. Produktmatrix =0I 
für die Reduktion von für die zunehmende Anzahl für dieTopol.anpassung 
Direktverbindungen indirekter Verbindungen mit an die Referenzstruktur
lmax ∈ =
Bild 10/3 Reduktion der Direktverbindungen eines vollvernetzten Verkehrsfeldes durch 
Anpassung an die Referenzstruktur Iüber (maximal möglich) 1212 Iterationen
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Bild 11/3 zeigt die adaptierte Topologie in der Iteration  κ=1212.
Bild 11/3 Adaptierte Topologie eines (zu Beginn) vollvernetzten Verkehrsfeldes 
in der Iteration  κ=1212 für die gegebene  Referenzmatrix  I-|| yν,µ ||36,36.
Offen bleibt die Frage nach einer quantitativen Bewertung  der Topologieanpassung an die
Referenzstruktur. Der Korrelationskoeffizient 
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ist ein Gütekriterium in der beschreibenden Statisitik /ED 87/. Dieser Koeffizient quantifiziert die
lineare Abhängigkeit zweier Merkmale X und Y mit X={x1, x2, ..., xµ, ..., xn} und  Y={y1, y2, ...,
yµ, ..., yn}. In  /ED 87/ wird  dazu ausgeführt:
r(X,Y) = 0 : keine Korrelation zwischen den Merkmalen X und Y;
r(X,Y) = ±1 : totale lineare Abhängigkeit zwischen den Merkmalen X und Y, denn in 
einem x-y-Koordinatensystem liegen alle (xµ,yµ) auf einer Geraden mit 
positiver bzw negativer Steigung r.
In der Einleitung zum Kapitel 3 sind die relevanten Bewertungsparameter aufgelistet. Genommen
über alle Knoten des Verkehrsfeldes  stellen sie eine Schar von Merkmalen dar.
1 2 3 4 5 6
7 8 9 10 11 12
13 14  15 16 17 18
19 20 21 22 23 24
25 26 27 28 29 30
31 32 33 34 35 36
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Dem Algorithmus liegt die Forderung zugrunde, daß sich die Transferzeiten Θ für die maximal
großen Datenpakete D der Verteilung der relativen Referenzhäufigkeiten I anpassen mögen, was
aber auch heißt, daß die Geschwindigkeiten, mit der diese Datenpakete  transportiert werden, den
relativen Referenzhäufigkeiten I angepaßt sein sollen. Zwischen den Verkehrsknoten relativ
hoher Referenz sei  die Transfergeschwindigkeit entsprechend groß, zwischen den Verkehrsknoten
niedrigerer Referenz entsprechend niedriger. 
Wie dargelegt fließt der Verkehrsstrom vom Quell- zum Zielknoten über Transitknoten, falls vom
Quell- zum Zielknoten  nur eine indirekte Verbindung besteht. Prinzipiell kann jeder Knoten im
Verkehrsfeld Transitknoten für jeden anderen Knoten sein. Der Adaptionsalgorithmus paßt über
alle Iterationen hinweg die Durchlaßfähigkeit der Transitknoten dem Verkehrsaufkommen an,
quantifiziert durch den Diffusionskoeffizienten D. Für jeden Knoten wird dieser Koeffizient
sowohl der relativen Absorptionshäufigkeit   als auch der relativen Emissionshäufigkeit   •Y ⊗Y
angepaßt. Die Korrelation zwischen D und , genommen über alle Knoten ν | ν=1,2,...,36 und•Y +⊗Y
normiert auf MAX und MAX , vermittelt ein Maß für die Güte der
•
Y1 , ...,
•
Y36  
⊗
Y1 , ...,
⊗
Y36 
Anpassung der Topologie des Verkehrsfeldes an die Referenzierungen im Prozessorfeld.
Folgende Größen werden als charakteristische Merkmale über alle 36 Knoten h miteinander
korreliert:  
Yh =    normierte Referenzierung    
•
Yµ +
⊗
Yµ
MAX
•
Y1 ,...,
•
Y36  + MAX
⊗
Y1 ,...,
⊗
Y36 
mit Dh (normierter Diffusionskoeffizient)   (Bild 12/3)
φh (Winkel der Fehlanpassung)   (Bild 13/3)
 = (Ankunftsgeschwindigkeit eines  •vh
•
Dh
•
Θh
immittierten Datenmassivs) (Bild 15/3)
jeweils in der Iteration  κ=250 (500, 750, 1000, 1212). 
Plausibel  nimmt mit fortschreitender Reduktion  von Direktverbindungen die Leitfähigkeit des
Verkehrsfeldes ab. Die Größe des normierten Diffusionskoeffizienten  Dh , genommen  über alle
Knoten h | h=1,2,...,36 , nimmt prinzipiell von Iteration zu Iteration ab. Wie Bild 12/3 aber
vermittelt, nähern sich dabei  die Profile von normierter Referenzierung  Yh und  normiertem
Diffusionskoeffizient Dh zunächst einander an, erreichen in der Iteration  κ=1000 ihre höchste
Übereinstimmung und entfernen sich nachfolgend wieder voneinander. Der Korrelationkoeffizient
r(Yh,Dh | h=1,2,...,36 ) = r(Y,D)  quantifiziert den Grad der jeweils erreichten Übereinstimmung.
    
Iteration 250 500 750 1.000 1.212
r(Yh,Dh | h=1,2,...,36 ) -0,56 0,78 0,89 0,95 0,55
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Bild 12/3 Iterative Entwicklung der normierten Diffusionskoeffizienten  Dh=1,...,36 
 in (a, ... , e)  und der normierten Referenzierungen  Yh=1,...,36    (y)     
über alle Knoten h des Verkehrsfeldes   
(a) Iteration κ =250, r(Y,D)
 
 = -0,56  
(b) κ =500, r(Y,D)
 
 =  0,78  
(c) κ =750, r(Y,D)
 
 =  0,89  
(d) κ =1000, r(Y,D) =  0,95   
(e) κ =1212, r(Y,D) =  0,55  als letzte Iteration für positive Datenmassive  
Für vollvernetzte Verkehrsfelder ist der Winkel der Fehlanpassung in jedem Verkehrsknoten
gleich null.  Von Iteration zu Iteration werden aber Direktverbindungen ab- und
Indirektverbindungen aufgebaut (Bild 10/3). Demzufolge bestimmt zunehmend mehr die
Topologie des Verkehrsfeldes und zunehmend weniger die Referenzierung im Prozessorfeld die
Richtung der Verkehrsströme. Diese Entwicklung nimmt Einfluß auf den Winkel der
Fehlanpassung. Ein Verkehrsknoten mit relativ wenigen Direktverbindungen, bezogen auf  alle
Referenzierungen im Prozessorfeld, wird einen entsprechend großen Winkel der Fehlanpassung
aufweisen. Im Umkehrschluß heißt das aber auch: Je geringer die normierte Referenzierung eines
Verkehrsknotens,  desto größer darf der Winkel der Fehlanpassung in diesem Knoten sein.  Wie
aus Bild 13/3 hervorgeht, erfüllt der Adaptionsalgorithmus genau diese Relation. Mit wachsender
Anzahl von Iterationen (Verläufe a...e im Bild 13/3) nimmt der Winkel der Fehlanpassung in
jedem Verkehrsknoten prinzipiell zu und dabei signifikant in jenen Knoten, die sich  durch eine
relativ geringe normierte Referenzierung auszeichnen (Verlauf y im Bild 13/3).
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               φh
             Yh
Bild 13/3 Iterative Entwicklung der Winkel der Fehlanpassung φh=1,...,36  
in (a, ..., e)  über alle Knoten h des Verkehrsfeldes
im Bezug auf die  normierten Referenzierungen  Yh=1,...,36  (y)
(a) Iteration κ= 250 Max(φh | µ=1,2,...,36 ) = 2,63° im Knoten h = 16 
 (b) κ=500 = 12,94° = 17
(c) κ=750 = 16,81° = 17 
(d) κ=1000 = 17,34° = 21
  (e) κ=1212 = 18,08° = 21  
Plausibel ist der Winkel der Fehlanpassung φh des Verkehrsknotens h direkt proportional der
Summe  aller topologischen Weglängen l auf  h. Gleichermaßen ist    aber auch umgekehrt
•
Lh
•
Lh
proportional zur Summe , den Referenzen auf  h. Wie in Teil 1 ausgeführt,  bestimmt die
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Summe  die Mächtigkeit eines in h ankommenden Datenmassivs. Ist   Laufzeit, dann
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Bild 14/3  zeigt einen Schitt durch den Werteverlauf der Mindestmatrix =- || lν,µ ||36,36 ,  dargestellt
als Höhenprofil.  Bild 14a/3 zeigt die Mindestweglänge von jedem Knoten des Verkehrsfeldes auf
Knoten 22,  Bild 14b/3  dementsprechend Knoten 2.  Deutlich ist die Relation zu
•
L2 <
•
L22
erkennen, invers dazu besteht die Relation .
•
Y2 >
•
Y22
  
(a)
(b)
Bild14/3
 Graphische Präsentation der Mindestmatrix M = || ln,m ||36,36 in einem Höhenprofil 
mit Schnitt in Richtung der Verbindungen zum Knoten 22 (Bild a) und in Richtung 
der Verbindungen auf Knoten 2 (Bild b) des Verkehrsfeldes  
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Erwartungsgemäß ist damit die Ankunftsgeschwindigkeit des auf den Knoten 22 gerichteten
Datenmassivs deutlich geringer als die Ankunftsgeschwindigkeit des auf den Knoten 2 gerichteten
Datenmassivs, wie Bild 15/3 vermittelt.  
Bild 15/3 Iterative Entwicklung der Ankunftsgeschwindigkeiten h=1,...,36 
•
v
 in (a, ... , e)  in Bezug auf die normierten Referenzierungen  Yh=1,...,36    (y)     
über alle Knoten h des Verkehrsfeldes   
(a) Iteration κ =250 r(Yh, )
 
 = -0,55  •v
(b) κ =500 r(Yh, )
 
 =  0,72  •v
(c) κ =750 r(Yh, )
 
 =  0,89  •v
(d) κ =1000 r(Yh, ) =  0,93   •v
(e) κ =1212 r(Yh, ) =  0,61 als letzte Iteration für positive •v
Datenmassive 
Nachfolgende Tabelle faßt die Egebnisse zusammen.
Iteration r(Yh,Dh | h=1,2,...,36 ) Max(φh | h=1,2,...,36 ) r(Y,v°h)
250 -0,56 2,63° -0,55
500 0,78 12,94° 0,72
750 0,89 16,81° 0,89
1.000 0,95 17,34° 0,93
1.212 0,55 18,08° 0,61
In der Umgebung  der Iteration κ =1000 besitzt das Verkehrsfeld eine optimale Topologie. Es
besteht, ausgewiesen durch den Korrelationskoeffizienten r(Yh,Dh | h=1,2,...,36 ),  eine bestmögliche
Durchlässigkeit des Verkehrsfeldes für die zu transportierenden Datenmassive, gleichermaßen
auch eine optimale Anpassung der Ankunftsgeschwindigkeiten der transportierten Datenmassive
an die Referenzierungen im Prozessorfeld.  
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35
Knoten
(a)
(b)
(c)(y)
(d)
(e)
62
Literatur
/MO 99/ M. Ould-Khaoua:  Message latency in the 2-dimensional mesh with wormhole routing.
Microprocessors and Microsystems 22(1999) 509-514  
/HH 97/ M.Hamdi, R.W.Hall : RCC-Full: An Effective Network for Parallel  Computations. 
JOURNAL OF PARALLEL AND DISTRIBUTED SYSTEMS, 41(1997)139-155 
/FJW 98/ A. Firth, A. Jones, C. Wright:Performance/cost analyses for common network topologies.
Microprocessors and Microsystems 21(1998) 499-509  
 
/NSS 99/ B. Narahari, S. Shende, R. Simha, S.R. Subramanya: Routing and Scheduling I/O Transfers on 
Wormhole-Routed Mesh Networks.
JoPaDC, 57(1999) 1-13.   
/PSA 95/ D.W. Pearson, N.C. Steele, R.F. Albrecht: Artifical Neural Nets and Genetic Algorithms.
Springer-Verlag, 1995
/BFS 97/ K. Bolvin, M. Fulgham, L. Snyder: The Case for Chaotic Adaptive Routing.
I3E ToC48(1997)12 
/DH 98/ Ch. Dick, F. Harris: Virtual signal processors. 
Microprocessors and Microsystems 22(1998) 135-148  
/KW 95/ K. Waldschmidt: Parallelrechner. 
B.G. Teubner Stuttgart, 1995 
/MK 90/ M. Köhle: Neuronale Netze. 
Springer-Verlag, 1990
/ED 87/        E. Dotzauer: Grundlagen der digitalen Simulation.
Hanser-Verlag, 1987
/WUN 77/       Wunsch, G.:  Zellulare Systeme.                            
Akademie-Verlag  Berlin, 1977  
 /SCH 96a/ Schulze, R.: Wechselwirkungen in einem  Zellularen Beobachtungsgebiet.  
Technischer Bericht der Fakultät INFORMATIK an der TU Dresden, 
ISSN 1430-211X,  FI 96 / 15-August 1996 
63
