Abstract-Very deep convolution neural networks show a great improvement over competitive benchmarks. But the depth also brings extremely high computational cost. In this paper, inspired by Inception module, we introduce a new convolutional neural network module that combines residual structure and multiple convolution. A residual structure is mainly adopted to solve the gradient vanishing problem. And unlike the concatenation in the inception module, multiple convolution is used to find the most proper feature maps through self-optimizing training. With this module, we no longer need to carefully optimize the convolution structure of network, but can attain state-of-the-art results on CIFAR-10, MNIST and CIFAR-100 with 26 layers and only 19k parameters.
I. INTRODUCTION
Convolutional neural networks have become popular since the booming of hardware and GPU computation ability and have been inspired by AlexNet [1] in 2009. Arguably, convolutional neural networks are going deeper, from only five convolutional layers in AlexNet [1] to the VGG network [2] with 19 layers and the Inception network [3] with 22 layers, notably the Residual Network has 152 layers [4] .
Network depth can highly influence the expressiveness of a model [5] . However, very deep neural networks also cause some new challenges, such as: the vanishing gradients problem in backward propagation and a very long training time.
The vanishing gradients problem is also a big challenge in optimizing a neural network. For the back propagation method, the updating of weights is done by multiplication of the partial derivative, however this value becomes extremely small in the lower layers based on chain rules which transforms the lower layers into dead zones without being updated. Several methods have been proposed to solve this problem, such as batch normalization [6] and supervision of hidden layers [7] .
Moreover, long training time is a serious problem when a network becomes very deep. Even with multiple state-ofthe-art GPUs, CPUs and Cuda acceleration, models like the 152-layer ResNet still require several weeks to converge on the ImageNet dataset [4] .
The goal of this work is to reach a better performance with as few layers and parameters as we can. In many domains, high computational speed is the most important characteristic for the whole system. Besides, optimizing the size of kernels is also a tough work for a neural network. Slight changes in the kernel sizes of different layers can considerably affect the final performance.
In this paper, we propose multiple convolutional layers with residuals. Results of our model surpass ResNet [4] in several competitive benchmarks with less than one fifth of the layers of ResNet [4] . With this structure, we finally obtained 94.33% accuracy on CIFAR-10, 99.69% accuracy on MNIST and 74.74% on CIFAR-100.
II. BACKGROUND AND RELATED WORK
Many researches are focusing on training very deep neural networks. Earlier works have attempted tried to alleviate the vanishing gradient problem by adopting a greedy layerwise training, pre-training or better initialization [8, 9, 10] .A remarkable recent contribution to train very deep networks is batch normalization [6] , which standardizes the mean and variance of the hidden layers with two additional trainable parameters. This approach reduces the vanishing gradients problem and achieves a better regularizing effect.
Residual networks, known as ResNets [4] , simplify highway networks using a shortcut based on identity mapping. This method not only improves the training efficiency, but also presents improved feature reuse. The authors think that the networks become worse at function approximation because the gradients and training signals vanish owing to backpropagation through many layers. To fix these issues, they propose to add a shortcut connection to the output of convolution. Formally, if y l denotes the output of l th layer and f (·) denotes typical convolutional transformation from layer l − 1 to layer l, we have
where the second y l−1 is identity transformation and ReLU represents activation function [11] . Fig. 1 shows an example of function f (·) with two convolution layers and batch normalization layers. When the dimensions of the output f (y l−1 ) does not match those of the input y l−1 , the authors use 1x1 convolution layer as a linear transformation to change the dimensions of y l−1 to match those of the output. Based on Inception also known as GoogLeNet [3] , is based on the Hebbian principle and the intuition of multi-scale processing to increase the depth and width of a network. Fig. 2 illustrates an example of an Inception module with three convolution layers and one max-pooling layer, there are three 1-by-1 layers which are used to change the dimension of the input to decrease the computational cost and another 1-by-1 layer acts as an identity transformation, same as in ResNet. The authors concatenate all feature maps as the next output to utilize image data in different scales. Due to the very deep structure, the authors add auxiliary classifiers connected to some intermediate layers to combat the vanishing gradient problem while providing regularization.
III. ARCHITECTURE
The idea of the proposed architecture is based on a simple intuition. When constructing a new convolution neural network, a proper convolution kernel size does affect dramatic improvement in the final result. For the standard design, we decrease the convolution kernel size in addition to decreasing the feature maps after the pooling process. For datasets like CIFAR or MNIST which contain images of small sizes, we often use 5-by-5 or 3-by-3 kernels. But based on my experience of designing networks, I found that with proper craft, convolution neural networks with a kernel of even sizes such as 4-by-4 or 2-by-2 have dramatically better performance.
Besides, for a certain size of feature maps, a multiple convolution network can learn different features under different scales which can maximize the usage of information for computer vision.
A. Architecture Details
The specific architecture is shown in Fig. 3 . The numbers in brackets after a block name denote number of kernels in every convolution process. For the multiple convolution structure in Block-A, they are 1-by-1, 2-by-2, 3-by-3, 4-by-4 kernels respectively. The second convolution layer is 3-by-3 layers. Note that to decrease computational cost, we delete the 4-by-4 layer in the last 6 layers of the multi-convolution layers, Although this modification does not have a significant teffect on test accuracy, it will boost the training speed by around 28%.
Unlike the concatenating process in the Inception module, we use the maxout module [12] to join branches, this concept is shown in (2) .
where z ij = x T W ...ij + b ij and W and b are learned parameters, In a convolutional network, a maxout feature map can be constructed by taking the maximum across k affine feature maps. In our model, the maxout function is used to construct a competition process for feature maps.
In contrast to the Inception module that uses all feature maps as output, we think that the feature maps derived from different convolution layers have different weights; for instance, with respect to a large-sized input, large kernels have a better feature extraction ability comparing with smaller kernels, however after several down-samplings, smaller kernels perform better. With this competitive process, the network is expected to become self-optimizing with convolutions on different scales.
The activation function we use in experiments is the parametric rectified linear unit (PReLU) proposed in paper [32] which is defined as:
Here y i is the input of the nonlinear activation f on the ith channel, and a i is a learnable coefficient controlling the slope of the negative part. In contrast to ReLU, PReLU has negative values which reserve more trainable information, and allows a network to push the mean unit activations closer to zero, as in batch normalization, however PReLU has a lower computational complexity. Mean shifts toward zero speed up learning by bringing the normal gradient closer to the unit natural gradient, this occurs due to a reduced bias shift effect. Besides, PReLU can also obtain sparsity when trainable a i is small.
We follow paper to initialize the standard deviation of weight, which is calculated as:
where w l denotes the weights in l-th layer, and n l = k 2 d denotes the entire connections between input and convolution neurons. For instance, for a 3-by-3 convolution layer with 256 kernels, we have n l = 2304. This leads to a zero-mean Gaussian distribution whose standard deviation (std) is 2/n l . As for standard deviation in fully connected layers, we set 0.01 for the first one and 0.001 for the last one.
For the forward propagation of the entire architecture, we have:
where conv(·) denotes the convolution process at the second convolution layer in block, id(·) denotes identity mapping using the shortcut. Especially, we redefine id(·) with a 1-by-1 convolution to reduce the dimensions of id(x l ) to match those of f l (X l ) When the output dimensions do not match those of conv(·), f l (·) denotes a multi-convolution process in l-th block defined by:
) where σ(·) represents the maxout function, and the convolutional filters of the module are represented by the weight matrices W li for l ∈ 1, ..., L and i ∈ 1, 2, 3, 4 . Besides we use batch normalization after each convolution.
For back propagation, we have:
where, η represents the learning rate, α represents momentum, and λ represents weight decay. And the momentum is set as 0.9 which is the same as that of a i in the PReLU activation function.
B. Model Comparison
At the beginning, we came up with three kinds of structures for multi-convolution layers as shown in Fig. 4 . Comparing with Block A, Block B changes the position of the normal convolution layer and the multi-convolution layer, and block C uses two multi-convolution layers.
We also evaluate training errors of the three types of blocks on CIFAR-10 by training them for 500 epochs as Fig. 5 shows. The initial training error for block C is the largest because of additional parameters when comparing with Blocks A and B. And block A has the fastest convergence speed among these three types and from the result in the next section, it is obvious that Block A has a better performance. For the reason that the architecture of Block A results the best performance, we hypothesize that we should not add activation function after the second convolution same as ResNet [4] . 
IV. EXPERIMENTS
We empirically demonstrate the effectiveness of the proposed method on a series of benchmark data sets, which are CIFAR-10, CIFAR-100, and MNIST. For all data sets we compare the results of our method with different layers and block structures, and other most competitive benchmarks.
In all experiments, weights are initialized obeying truncated normal distribution with a weight decay of 0.0001 for convolution layers and 0.004 for full-connected layers [4] , and we use L2 regularization instead of a dropout network [27] to prevent overfitting. The mini-batch size for the experiment is 100, initial learning rate is set as 0.1 and is divided by 10 when the error plateaus.
We use the GPU-accelerated TensorFlow framework with Python to perform the experiments specified in this paper. Our experimental environment is a desktop PC equipped with an i7-4790K CPU, 32GB memory and a 16GB GTX TITAN X graphic card.
A. CIFAR-10
CIFAR-10 [28] is a dataset which contains 32-by-32 images in RGB color space, in this dataset, objects are centered at the middle of the images with 10 categories of natural scene objects. The training set and test set contain 50,000 and 10,000 images, respectively.
The result is shown in Table 1 . A "+" in the name denotes standard data augmentation, which is Horizontal flipping and translation by 8 pixels from each image. Our method with type-A block and 26 layers in total achieves a 5.78% error rate with the CIFAR-10 dataset which is already a state-of-the-art result without resorting to massive data augmentation [33, 34] and has better performance comparing with other benchmarks. we simply add one block right before pooling layers and fully connected layer for 32-layer structure, it drastically reduces the error to 5.67%. Fig. 6 shows test errors on a 20-, 26-, 32-layer network with a type A block. Models are trained for 2000 epochs and test errors are recorded at every 100 epochs. Fig. 6 shows that the 32-layer model has the lowest test error and fastest convergence speed and the performance of the 26-layer model is the worst. We argue that this is because block construction is not optimized comparing with the 20-layer model, which also has less parameters and thus should converge faster at the beginning. On the other hand, the 32-layer model is more robust with respect to optimization. Besides, we tested type-B block and type-C block with 16 blocks, same as the analysis in Fig. 5 . It was observed that performance of these two kinds of block was worse comparing with type-A block; nonetheless these blocks yielded a remarkable error rate. For this reason, we did not not conduct experiments on these two structures on the following dataset.
Also, ResNet with stochastic depth [21] achieved a 5.25% error rate which is slightly better than our method; however since this model has 110 layers with around 1.7M parameters and three quarters of these are activated during the training, that is about 1.2M parameters, our method only has 36k parameters (32-layer model); hence we achieved a faster convergence speed. Besides, we have also trained these two models on our machine; it takes 19.6 hours (around 1.5 seconds per batch) for ResNet to converge and around 14.3 hours with respect to stochastic depth, but with our model consumes only 13.3 hours (around 0.8 second per batch) which is 7% faster comparing with stochastic depth. The details are shown in Table 2 and the training loss is shown in Fig. 7 . 
B. MNIST
MNIST [29] dataset consists of 28-by-28 pixel grayscale images of handwritten digits from 0 to 9, and is also a 10 classification problem, with 60,000 training and 10,000 test examples. The digits in these datasets have been sizenormalized and centered in a fixed-size image.
For the MNIST dataset, we did not augment dataset which is same as other methods. And we specially set the initial learning rate as 0.01, which is slightly different to other experiments, because within learning rate of 0.1, the model would diverge with a loss that equals NaN. Table 3 shows the error rate on the MNIST test set; our model with 32 layers achieves a 0.31% error rate which has the same performance as R-CNN [18] and Gen. Pool [20] .
C. CIFAR-100
CIFAR-100 [28] is same as CIFAR-10 but there are 100 classes with only 600 images in each class; this dataset contains 500 and 100 images in its training dataset and test dataset respectively. Besides, this dataset has 20 coarse labels because some approaches have adopted a coarse-tofine training strategy to improve performance [30, 31] . But in our experiment, we only use fine labels with standard data augmentation.
The result is shown in Table 4 . Our method yields a 25.26% error rate which is obviously better than 27.22% error rate of ResNet [4] . This result is slightly higher than that from stochastic depth [21] and ELU [26] , but as we mentioned before, our model has less parameters and therefore is much faster.
V. CONCLUSION
Our experiments demonstrate clear advantages of multiple convolutional layers with residuals; these networks not only demonstrate computational efficiency but can also achieve state-of-the-art performance over several competitive benchmarks. Method CIFAR10+ Maxout [12] 9.38 DropConnect [13] 9.32 Net in Net [14] 8.81 Deeply Supervised [15] 7.97 All-CNN [16] 7.25 Learning Activation [17] 7.51 R-CNN [18] 7.09 Highway Network [19] 7.60 Gen. Pool [20] 6.05 Residual Network [4] 6.41 ResNet with stochastic depth [21] 5 Method MNIST Stoch. Pooling [22] 0.47 Maxout [12] 0.45 DropConnect [13] 0.57 FitNet [23] 0.51 Net in Net [14] 0.47 DSN [15] 0.39 R-CNN [18] 0.31 Gen. Pool [20] 0.31 OURS-32 layers with A 0.31 OURS-26 layers with A 0.40 Method CIFAR100+ FitNet [23] 35.04 Deeply Supervised [15] 34.57 All-CNN [16] 33.71 R-CNN [18] 31.75 Highway Network [19] 32.39 MIM [24] 29.20 LSUV [25] 27.66 Residual Network [4] 27.22 Gen. Pool [20] 32.37 ResNet with stochastic depth [21] 24.58 ELU [26] 24.28 OURS-32 layers with A 25. 26 We believe that only increasing the depth is not enough to learn features in each layers and too many convolutional processes for a certain size of a feature map are not only computationally expensive but also not sparse. With an optimal wider architecture, the model converges image features in different scales more efficiently and has a significant quality gain at a modest increase of computational requirements compared to shallower and narrower architectures.
Comparing with ResNet [4] and ResNet with stochastic depth [21] , our approach shows a better or just a little worse performance with only one third the depth and much lesser parameters, which yields solid evidence that moving to wider architectures is efficient and robust.
