Abstract-We study the limiting behavior of a random dynamic system driven by a stochastic chain. Our interest is in the chains that are not necessarily ergodic but are decomposable into ergodic classes. To investigate the conditions under which the ergodic classes of a model can be identified, we introduce and study an -approximation and infinite flow graph of the model. We show that the -approximations of random chains preserve certain limiting behavior. Using the -approximations, we show how the connectivity of the infinite flow graph is related to the structure of the ergodic groups of the model. Our main result of this paper provides conditions under which the ergodicity groups of the model can be identified by considering the connected components in the infinite flow graph. We provide two applications of our main result to random networks, namely broadcast over time-varying networks and networks with random link failure.
I. INTRODUCTION
T HE dynamic systems driven by stochastic matrices have found their use in many problems arising in decentralized communication [3] , [4] , [7] , [30] , decentralized control [15] , [18] , [19] , [21] , [22] , [28] , [32] , distributed optimization [16] , [26] , [31] , [39] , [40] , and information diffusion in social networks [1] , [13] . In many of these applications, the ergodicity plays a central role in ensuring that the local "agent" information diffuses eventually over the entire network of agents. The conditions under which the ergodicity happens have been subject of some recent studies [35] , [36] . However, the limiting behavior of the dynamics driven by time-varying chains has not been studied much for the case when the ergodicity is absent. In this context, a notable work is [20] where the asymptotic stability of the Hegselmann-Krause model [14] for opinion dynamics has been studied. In particular, it was shown that while the consensus may not be reached globally among all the agents, the consensus is always reached locally within different agent's subgroups under some mild assumptions on the agent communications. Studying the stability of such models is important The authors are with Department of Industrial and Enterprise Systems Engineering, University of Illinois, Urbana, IL 61801 USA (e-mail: touri1@illi-nois.edu; angelia@illinois.edu).
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for understanding group formation in both deterministic and random time-varying networks, such as multiple-leaders/multiple-followers networked systems.
The main objective of this paper is to investigate the limiting behavior of the linear dynamics driven by random independent chains of stochastic matrices in the absence of ergodicity. Our goal is to study the conditions under which the ergodic groups are formed and to characterize these groups. To do so, we introduce an -approximation and the infinite flow graph of a random model, and we study the properties of these objects. Using the established properties, we extend the main result of the previous work in [38] to a broader class of independent random models. We then proceed to show that for certain random models, although the ergodicity might not happen, the dynamics of the model still converges and partial ergodicity happens almost surely. In other words, under certain conditions, ergodic groups are formed and we characterize these groups through the connected components of the infinite flow graph. We then apply the results to a broadcast-gossip algorithm over a time-varying network and to a time-varying network with random link failures.
The work in this paper is related to the literature on ergodicity of random models. A discussion on the ergodicity of deterministic (forward and backward) chains can be found in [34] . The earliest occurrence of the study of random models dates back to the work of Rosenblatt [33] , where the algebraic and topological structure of the set of stochastic matrices is employed to investigate the limiting behavior of the product of independent identically distributed (i.i.d.) random matrices. Later, in [9] , [23] , [24] , such a product is studied extensively under a more general assumption of stationarity, and a necessary and sufficient condition for the ergodicity is developed. In [6] , [35] a class of i.i.d. random models with almost sure positive diagonal entries were studied. In particular, in [35] it has been showed that such a random model is ergodic if and only if its expected chain is ergodic. Later, this result has been extended to stationary ergodic models in [36] .
Unlike the work on the i.i.d. models or stationary processes in [11] , [23] , [24] , [33] , [35] , [36] , the work in this paper is on independent random models that are not necessarily identically distributed. This work is a continuation of our work in [38] , where for a class of independent random models, we showed that the ergodicity is equivalent to the connectivity of the infinite flow graph of the random model or its expected model. Furthermore, unlike the studies that provide conditions for ergodicity of deterministic or random chains, such as [5] , [8] , [11] , [15] , [35] , [36] , [38] , [39] , the work presented in this paper considers the limiting behavior of deterministic and random models that are not necessarily ergodic.
0018-9286/$31.00 © 2012 IEEE The main contribution of this work is in the following aspects: 1) The establishment of conditions on random models under which the ergodicity classes are fully characterized. This result not only implies the stability of certain random dynamics, but also provides the structure of the equilibrium points. The structure is revealed through the connectivity topology of the infinite flow graph of the model. Although the model is not ergodic, the ergodicity happens locally for groups of indices, which are characterized as the vertices in the same connected component of the infinite flow graph (Theorem 5).
2) The introduction and study of some perturbations ( -approximations) of models that preserve ergodicity classes (as seen in Lemma 1).
3) The introduction of random models (with finite total variation) for which the ergodicity can be fully characterized by the infinite flow property (Theorem 3). This class encircles many of the known ergodic deterministic and random models, as discussed in Section IV.
The structure of this paper is as follows: in Section II, we discuss the problem of our interest and some notions. In Section III, we define and investigate -approximations of random models which play an important role in the development. In Section IV, we study the ergodicity a class of random models and extend the infinite flow theorem of [38] to this class. In Section V, we show the stability of some random models and characterize their ergodicity classes. The classes are identified using infinite flow graph concept and the results of Section III and Section IV. In Section VI, we apply our main result to two random models, and we conclude in Section VII.
Notation and Basic Terminology. We view all vectors as columns. For a vector , we write to denote its th entry, and we write when all its entries are nonnegative (positive). We use for the transpose of a vector . For a vector , we use for and when . For a matrix , we write to denote the matrix norm induced by vector norm. We use for the vector with the th entry equal to 1 and all other entries equal to 0. We write to denote the vector with all entries equal to 1. We write to denote a sequence of some elements, and to denote the truncated sequence for . For a set and a subset of , we write when is a proper subset of . A set with is a nontrivial subset of . We use for the integer set . We let denote the complement of a set with respect to . We denote the identity matrix by . For a finite collection of square matrices, we write to denote the block diagonal matrix with th diagonal block being for . For a matrix , we write to denote its th entry, to denote its th column vector, and to denote its transpose. For an matrix , we let . For such a matrix and a nontrivial subset , we define . A vector is stochastic if and . matrix is stochastic when all its rows are stochastic, and it is doubly stochastic when both and are stochastic. We let denote the set of stochastic matrices. We refer to a sequence of matrices as model or chain interchangeably.
We write to denote the expected value of a random variable . For an event , we use to denote its probability. For a given probability space, we say that a statement holds almost surely if the set of realizations for which the statement holds is an event and . We often abbreviate "almost surely" by a.s.
II. PROBLEM FORMULATION AND MOTIVATION
In this section, we describe the problems of interest and introduce some background concepts. We also provide an example that motivates the further development.
A. Problem of Interest and Basic Concepts
We consider a linear dynamic system given by for (1) where is a random stochastic chain, is an initial time, and is an initial state of the system. It is well known that, for an ergodic random chain , the dynamics in (1) is convergent almost surely for any initial time and any initial state (see [8] ). Furthermore, the limiting value of each coordinate is the same, which is often referred to as consensus, agreement, or synchronization. In this case, the dynamics in (1) is asymptotically stable and its equilibrium point is on the line spanned by the vector . Our motivation in this paper is to answer the following questions: What happens if is not ergodic? What can we say about the stability and the equilibrium points (if any) of dynamics (1)? Can we determine the ergodicity classes from the properties of the matrices ? To formalize the problem of interest, we revisit several notions related to random chains. Let be a probability space and let be the set of nonnegative integers. Let be a random matrix process, i.e., is a Borel-measurable function for all and (which makes it possible to discuss the events of ergodicity and consensus event among others). We refer to such a process as a random chain or a random model, and use its coordinate representation . If matrices are independent, the model is independent. In addition, if s are identically distributed, then is independent identically distributed (i.i.d.) random model (or chain).
We now introduce the concept of ergodicity. We first define it for a deterministic chain , which can be viewed as a special independent random chain by setting , , and . Then, the dynamic system in (1) is deterministic and we have the following definition. Since are Borel-measurable, the variable is random for all implying that and are events. We say that a random chain is ergodic (admits consensus) if the event happens almost surely. The ergodicity of certain random models is closely related to the infinite flow property, as shown in [37] , [38] . We will use this property, so we recall its definition below.
Definition 2: (Infinite Flow Property) A deterministic chain has infinite flow property if for all nonempty . A random model has infinite flow property if it has infinite flow property almost surely.
As in the case of consensus and ergodicity events, since s are Borel-measurable, the subset over which the infinite flow happens is an event which we denote it by .
Example 1: As an example, consider the static chain given by for all , where . It can be seen that Thus, is ergodic and also admits consensus. Furthermore, there are only two nontrivial subsets , and . For either of them, we have . Therefore, for all nontrivial subsets implying that has infinite flow property. In our development, we also use some additional properties of random models such as weak feedback property and a common steady state in expectation, as introduced in [38] . For convenience, we provide them in the following definition.
Definition 3: Let be a random model. We say that the model has: a) Weak feedback property if there exists such that for all and .
b) A common steady state in expectation if for some stochastic vector and all . Basically, a chain has weak feedback property if the cross-correlations of any two columns and can be bounded below by a time-independent (positive) factor of the term at all times . This condition is analogous to the aperiodicity condition for homogeneous Markov chains, and it plays a similar role in our development. As an example, any random model with almost surely for all and has weak feedback property. Also, the i.i.d. models with almost sure positive diagonal entries have this property, as seen in [38] . As an example of a model with a common steady state in expectation, consider where each is doubly stochastic almost surely, for which we have . More generally, any i.i.d. random model has this property, where the vector can be taken as the (normalized) left-eigenvector of the matrix associated with the eigenvalue 1. With a given random model, we associate an undirected graph which we refer to as infinite flow graph. We define this graph as a simple undirected graph with links that have sufficient information flow (simple graph is a graph without self-loops and multiple edges).
Definition 4: (Infinite Flow Graph)
The infinite flow graph of a random model is the graph , where if and only if almost surely.
As an example, consider the infinite flow graph of the chain discussed in Example 1. Its infinite flow graph is the graph with vertices 1 and 2, and with an edge connecting them.
The infinite flow graph has been (silently) used in [39] mainly to establish the ergodicity of certain deterministic chains. Here, however, we make use of this graph to establish ergodicity classes for some independent random chains. As an example of what we want to accomplish, consider the static chain of Example 1 and the following static chain:
This chain also has the infinite flow property as it has and as the nontrivial subsets, with each satisfying . Hence, this chain and the chain of Example 1 have the same infinite flow graph, consisting of the graph with vertices 1 and 2, and an edge . However, while the chain of Example 1 is ergodic, the chain is not (as it permutes the entries of the starting vector for all ). Thus, the dynamics driven by the chain of Example 1 is stable, while the dynamics driven by is not, and yet these chains have the same infinite flow graph.
The first question that arises is when is the infinite flow graph informative about the stability of the dynamics? A partial answer to this question is provided by the infinite flow result established in [38] , which is given below.
Theorem 1: (Infinite Flow Theorem) Let a random model be independent, and have a common steady state in expectation and weak feedback property. Then, the following statements are equivalent:
a) The model is ergodic. b) The model has infinite flow property. c) The expected model has infinite flow property.
d) The expected model is ergodic. Using Theorem 1, one can find that the chain of Example 1 is ergodic. However, Theorem 1 provides no information for the chain , as it fails to satisfy the conditions of the theorem. To further illustrate the limitations of Theorem 1 consider the following example.
Example 2: Let be a 3 3 static chain given by for all , where
Then, it can be seen that for all Thus, the dynamics driven by this chain is always stable, but we cannot conclude this from Theorem 1, as the chain does not have the infinite flow property since . However, the chain satisfies all the other conditions of the theorem, as it has the common steady state vector and weak feedback property with (can be seen from for all ). Our objective in this paper is to extend the result of Theorem 1 to dynamics that fail to satisfy the infinite flow property. In particular, we would like to provide conditions for stability of the dynamics in the absence of the infinite flow property. We do this by investigating the connected components in the infinite flow graph. In the sequel, a connected component of a graph will always be maximal with respect to the set inclusion, i.e., a connected subgraph of the given graph is not properly contained in any other connected subgraph.
B. Ergodic Indices
As opposed to a global view of ergodicity, we adopt a local view where ergodicity is defined for each index and extended to index pairs. These refinements of the ergodicity concept are defined as follows. implying that the indices and are mutually weakly ergodic and also mutually ergodic, i.e., and . However, since for all , starting the dynamics at we obtain , thus implying that 1 and 3 are not mutually weakly ergodic pairs, and the same is true for 2 and 3, i.e., and . The relation is an equivalence relation on and we can consider its equivalence classes. We refer to the equivalence classes of this relation as ergodicity classes and we refer to the resulting partitioning of as the ergodicity pattern of the model. In the light of Definition 5, by recalling the definition of the ergodicity (Definition 1), we see that a chain is ergodic if and only if its ergodicity class is a singleton or, equivalently, its ergodicity pattern is . For the chain of Example 2, from the preceding discussion we can see that the ergodicity classes are . Definition 5 extends naturally to a random model. Specifically, if any of the properties in Definition 5 holds almost surely for a random model , we say that the model has the corresponding property. In the further development, when unambiguous, we will omit the explicit dependency of the relation and on the underlying chain. For a random model , the set of realizations for which (or ) is a measurable set; hence, an event. When the model is independent, these events are tail events and, therefore, each of these events happens with probability either zero or one. Hence, for an independent random model , we write when and when . Analogously, we define and . Thus, the ergodicity pattern of any independent random model is well-defined.
III. APPROXIMATION OF CHAINS
Here, we develop a chain approximation concept that plays a key role in our study of non-ergodic chains. In particular, it enables investigating the conditions under which the ergodicity classes of two different chains are the same. To be precise, we say that two chains and have the same ergodicity classes if there exists a bijection between the indices of and such that: 1) if and only if ; 2) is an ergodic index for if and only if is an ergodic index for . When is a bijection, then the indices of one of the chains can be permuted according to the bijection , so that the bijection can always be taken as identity. We assume that this is the case for the rest of the paper.
We want to determine a perturbation of a chain that preserves the ergodicity classes of the chain. It turns out that a perturbation that is small in -norm has such a property. To formalize this set up the framework, we next define the concept of -approximation.
Definition
The value is bounded by for all , and . Thus, for all implying that is an -approximation of . Definition 6 extends to random chains by requiring that -approximation is almost sure. Specifically, a random chain is an -approximation of a random chain if almost surely for all . We have some remarks for Definition 6. First, note that -approximation is an equivalence relation for deterministic chains, since the set of all absolutely summable sequences in is a vector space over . This is also true for independent random chains and that are adapted to the same sigma-field. In this case, we have for all with either probability zero or one, due to Kolmogorov's 0-1 law [10, p. 61]. Thus, and are -approximations of each other with either probability zero or one. Second, there are alternative formulations of -approximation. Since the matrices have a finite dimension, if for all , then for any . Thus, an equivalent definition of -approximation is obtained by requiring that for some . Now, we present the central result of this section which will serve as one of the main tools in our study of ergodicity classes for non-ergodic chains.
Lemma 1: (Approximation Lemma) Let and be deterministic chains that are an -approximation of each other. Then, their ergodicity classes coincide.
Proof: Suppose that . Let and let . Also, let be the dynamics as defined in (1) Recalling that the time is such that and using relation (3), we obtain for all (4) Therefore, and for any , and by the triangle inequality we have for any . Since , it follows that and . The preceding relation holds for any , implying that . Furthermore, the same analysis would go through when is arbitrary and the initial point is arbitrary with . Thus, we have . Using the same argument and inequality (4), one can see that, if is ergodic index for , then it is also an ergodic index for . Since -approximation relation is symmetric, the result follows.
By applying Lemma 1, we can conclude that the chains and of Example 3, have the same ergodicity classes, namely {1,2} and {3}. However, the lemma does not say that the limiting values for the chains have to be the same for any of the ergodic classes. Within an ergodic class, the limiting values for the chains may differ.
Approximation lemma is a tight result with respect to the choice of -norm in the sense that the lemma need not hold if we consider -approximation with . To see this, consider the following 2 2 chain:
The chain is doubly stochastic and for and all . Thus, it has weak feedback property with a feedback coefficient . Also, since , by Theorem 1, the chain is ergodic. For any , the identity chain is an -approximation of , i.e., for . However, the chain is not ergodic and, therefore, -norm in the approximation lemma cannot be replaced by any -norm for . We now give a more involving consequence of Lemma 1, which relates mutual weak ergodicity to the infinite flow graph. The result provides another critical tool for our characterization of the ergodicity classes of non-ergodic chains.
Lemma 2: Let be a deterministic chain and let be its infinite flow graph. Then, implies that and belong to the same connected component of . Proof: To arrive at a contradiction, suppose that and belong to two different connected components of . Therefore, implying that is not empty. Also, since is a connected component of , it follows that . Without loss of generality, we assume that for some , and consider the chain defined by setting the entries of if or if if otherwise
The above approximation simply sets the cross terms between and to zero, and adds the corresponding values to the diagonal entries to maintain the stochasticity of the matrix . Therefore, for the stochastic chain we have where and are, respectively, and matrices for all . By the assumption , the chain is an -approximation of . Let be the vector which has the first coordinates equal to 1 and the rest equal to 0, i.e., . Then, for any implying that . By Lemma 1 it follows , which is a contradiction. To illustrate Lemma 2, let us revisit Example 2 where we only have . By Lemma 2 implies that 1 and 2 must be in the same connected component of the infinite flow graph of . This can be verified by looking at the infinite flow graph of the chain, as shown in Fig. 1 . Lemma 2 applies to independent random models, and it can be seen that the lemma implies that the infinite flow property is necessary for ergodicity of such models [38, Th. 1]).
The converse result of Lemma 2 is not true in general. For example, let for all . In this case, the infinite flow graph is connected while the model is not ergodic. In the resulting dynamics, agents 1 and 2 keep swapping their initial values and .
IV. ERGODICITY FOR SOME INDEPENDENT MODELS
As discussed, by Lemma 2 the infinite flow property is necessary for ergodicity of independent random models. Also, by Theorem 1 we have that the infinite flow property is also sufficient for ergodicity for independent random models characterized by a common steady state in expectation and weak feedback property. In this section, we introduce a larger class of independent random models for which the infinite flow property is also sufficient for ergodicity. This larger class is defined through a finite total variation property.
Definition 7: We say that an independent random model has a finite total (expected) variation if the dynamic system (1) is such that for any and any (5) where . Here, the terminology "total variation" is slightly abused. Specifically, relation (5) would correspond to a weighted total expected variation if all are positive. However, as we allow some of these entries to be zero, relation (5) is in fact more restrictive than the requirement that the "actual" total expected variation of the entries of is finite.
For a model with a common steady state in expectation, we have a. s., ( [38] , Theorem 5), where and denotes the diagonal matrix with entries on its diagonal. Thus, , implying that relation (5) holds. Therefore, the class of chains with a finite total variation includes the class of chains to which the infinite flow theorem is applicable.
We further observe that the class of chains with a finite total variation includes chains that do not necessarily have a common steady state in expectation. To see this, consider the class of deterministic chains that satisfy a bounded-connectivity condition and have a uniform lower-bound on their positive entries, such as those discussed in [15] , [25] - [27] , and [39] . In these models, the sequence is (sub)geometric and, thus, it is absolutely summable. Furthermore, , which together with relation for all , implies that , i.e., relation (5) holds. In conclusion, the class of chains with a finite total variation is strictly larger than the class of chains to which the infinite flow theorem is applicable.
The next result establishes some properties of an -approximation for a chain satisfying the assumptions of the infinite flow theorem. This will lead to an extension of the infinite flow theorem to chains with a finite total variation.
Lemma 3: Let be an independent random model with a common steady state in expectation. Let an independent random model be an -approximation of . Then, has a finite total variation. Furthermore, if has weak-feedback property, then
Proof: Let , , and for . Also, let and be the dynamics driven by the chain . Then, for all (6) where and the last inequality follows by positive semi-definiteness of the matrix . By Theorem 4 in [38] , we also have . Therefore,
Since each is stochastic, we have implying that . The sum of the absolute values of the entries in the th row of is equal to for all . Thus, we have
. By for all , we have implying that . Since and are independent of , we obtain which when combined with (7) yields (8) Since is an -approximation of , it follows , which implies almost surely by the Robbins-Siegmund theorem [29, p. 164] .
We now show that the difference between the preceding sum and is finite. Since for any , using the definitions of and , we obtain (9) where . The last inequality is obtained by using the triangle inequality and the following relation: (10) which follows by , . Further, from relation (9) , and the fact that is a stochastic vector, we have . The last term of (12) is finite by relation (11) . The first term on the right-hand side of (12) can be bounded from above, by using and the following:
where the finiteness follows from being an -approximation of . Thus, we obtain . We now provide a characterization of chains for which the infinite flow property is both necessary and sufficient. We use this later to extend the domain of infinite flow theorem.
Theorem 2: Let be a random chain such that for all starting times and all starting points . Then, the infinite flow property is both necessary and sufficient for ergodicity of . In particular, the infinite flow property is both necessary and sufficient for ergodicity of any independent random chain with a finite total variation and weak feedback property.
Proof: The necessity of the infinite flow property follows by Lemma 2. For the converse, assume that the model has the infinite flow property. Let and let be arbitrary and suppose that we have which almost surely implies Since has the infinite flow property, by Lemma 3 in [37] , we have almost surely for all and , implying that the chain is ergodic. Now, let be an independent chain with finite total variation and with weak feedback property. Then, we have where . By the weak feedback property, for some and all , . Using relation , since the model is independent, we have , where the equality holds by and the monotone convergence theorem ([12, p. 50]). Therefore, we conclude that the infinite flow property is both necessary and sufficient for ergodicity.
Using Theorem 2 we extend the domain of the infinite flow theorem (Theorem 1) to a class of independent random models with weak feedback property and finite total variation. This class is larger than the class of models to which Theorem 1 applies, as the existence of a common steady state vector in expectation is not required. The extension is given in the following theorem.
Theorem 3: Theorem 1 applies to any random model that has weak feedback property and finite total variation.
Proof: By Theorem 2, d) implies a). The implications a) b) c) d) are true for any independent random model as proven in [38] (Theorem 7) .
With this theorem we conclude our discussion on ergodic models, and we shift our focus on the models that are not necessarily ergodic.
V. ERGODICITY CLASSES AND INFINITE FLOW GRAPH
Here, we study models with a common steady state in expectation and weak feedback property that are not ergodic, which is equivalent to not having the infinite flow property. We investigate the limiting behavior of such models and characterize their ergodicity classes. We do this by considering the infinite flow graph of a model and defining another approximation of the model, namely diagonal approximation.
Basically, for a given chain, the idea of the diagonal approximation is to construct a chain of block-diagonal matrices such that the ergodicity classes of the original chain and its diagonal approximation are the same. This can be done by considering the infinite flow graph of the chain and by removing the links between the connected components, at each instance of time. In order to preserve the stochasticity of the block-diagonal matrices, the weights of the removed links are added to the self-feedback weights of corresponding agents.
We now formalize the idea discussed above. Consider an independent random model and let be its infinite flow graph. Assume that has connected components, and let be the sets of vertices of the connected components in . Let , , for , and let be the number of vertices in the th component, where . Using the connected components of , we define the diagonal approximation of , as follows. The diagonal approximation of a random model is unique.
As an example of a diagonal approximation, consider the chain of Example 3. The diagonal approximation of is the chain , where for all
The diagonal approximation coincides with the chain of Example 2, which is an -approximation of the chain . This is no accident, but rather a property of diagonal approximation, as seen in our next result. The result shows that the coupling between the connected components is weak enough to guarantee that the diagonal approximation is in fact an -approximation. At the same time, the coupling within each of the diagonal sub-models is rather strong, as each sub-model possesses the infinite flow property.
Lemma 4: Let be an independent random model and be its diagonal approximation. Then, is an -approximation of . Furthermore, for every , the random model of (13) . Hence, the infinite flow graph of is connected, and has infinite flow property. Lemma 4, together with approximation lemma (Lemma 1), provides us with basic tools for studying the relations between the ergodicity classes and the infinite flow graph. Recall that in Lemma 2, we showed that if and are mutually weakly ergodic, then and belong to the same connected component of the infinite flow graph. Since mutual ergodicity is more restrictive than mutual weak ergodicity, Lemma 2 is valid when and are mutually ergodic. We next characterize the models for which the converse statement holds. . Starting from any initial point, this model just permutes the coordinates of the initial point. Therefore, the dynamic is not converging for any that lies outside the subspace spanned by the vector . The model has the infinite flow property and has the common steady state in expectation. However, the model does not have weak feedback property, since for while .
VI. APPLICATIONS
We consider some applications of Theorem 1 and Theorem 5. We discuss a broadcast-gossip model for a time-varying network and a link failure process on random networks.
A. Broadcast Gossip Algorithm on Time-Varying Networks
Broadcast gossip algorithm has been presented and analyzed in [2] , [3] for consensus over a static network. Here, we propose broadcast gossip algorithm for time-varying networks and provide a necessary and sufficient condition for ergodicity. Suppose that we have a network with nodes and a sequence of simple undirected graphs , where and the edge set represents the topology of the network at time . The sequence is assumed to be deterministic. Suppose that at time , agent wakes up with probability (independently of the past) and broadcasts its value to its neighboring agents . 
Let be the infinite flow graph of the model. Using Theorem 5, we have the following result.
Lemma 5: The time-varying broadcast gossip model of (14) 
B. Link Failure Models
The application in this section is motivated by the random link failure model considered in [17] . However, the link failure model in [17] corresponds to just a random model in our setting. Here, we have an underlying random model and another random process that models link failure in the random model. We use to denote the underlying random model, as in (1) . We let denote a link failure process, which is independent of the underlying model . Basically, the failure process reduces the information flow between agents in the underlying random model . For the failure process, we have either or for all and , so that is a binary matrix sequence. We define the link-failure model as the random model given by (15) where " " denotes the element-wise product of two matrices. To illustrate this model, suppose that we have a random model and suppose that each entry is set to zero (fails), when . In this way, induces a failure pattern on . The term in (15) reflects this effect. Thus, does not have some of the entries of . This lack is compensated by the feedback term which is equal to the sum of the failed links, the term . This is the same as adding to the self-feedback weight of agent at time in order to ensure the stochasticity of . Now, we define feedback property. A random model has feedback property if there is such that for any and with . This property is stronger than weak feedback property, as proved in [38] .
We will focus on a special class of link failure processes, as introduced in the following definition.
Definition 9: A uniform link-failure is a process such that: a) is binary i.i.d. sequence for every . b) The process is an independent process in time. The i.i.d. condition in Definition 9 is assumed for a fixed time. Therefore, the uniform link-failure model can have a time-dependent distribution but for any given time the distribution of the link-failure is identical across different edges.
The next result holds for a uniform link-failure process. 
VII. CONCLUSION
We studied the limiting behavior of time-varying dynamics driven by random stochastic matrices. We introduced the concept of -approximations of a chain and shown that they can preserve the limiting behavior of the chain. We defined the class of stochastic chains with a finite total variation to which the infinite flow theorem is applicable, thus non-trivially extending the models studied in [38] . Also, we identified a class of independent random models that are asymptotically stable almost surely and characterized their equilibrium points. Finally, we applied our main result to a broadcast gossip over a time-varying network and a link-failure model.
