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Abstract. Alzheimer’s disease (AD) is the most common age-related
dementia, which significantly affects an individual’s daily life and im-
pact socioeconomics. It remains a challenge to identify the individuals
at risk of dementia for precise management. Brain MRI offers a non-
invasive biomarker to detect brain aging. Previous evidence shows that
the brain structural change detected by diffusion MRI is associated with
dementia. Mounting studies has conceptualised the brain as a complex
network, which has shown the utility of this approach in characterising
various neurological and psychiatric disorders. Therefore, the structural
connectivity shows promise in dementia classification.
The proposed BrainNetGAN is a generative adversarial network variant
to augment the brain structural connectivity matrices for binary demen-
tia classification tasks. Structural connectivity matrices between sepa-
rated brain regions are constructed using tractography on diffusion MRI
data. The BrainNetGAN model is trained to generate fake brain connec-
tivity matrices, which are expected to reflect latent distribution of the
real brain network data. Finally a convolutional neural network classi-
fier is proposed for binary dementia classification. Numerical results show
that the binary classification performance in the testing set was improved
using the BrainNetGAN-augmented dataset. The proposed methodology
allows quick synthesis of an arbitrary number of augmented connectivity
matrices and can be easily transferred to similar classification tasks.
Keywords: Data augmentation · generative adversarial network · brain
connectivity · classification.
1 Introduction
1.1 Alzheimer’s disease and structural brain networks
Alzheimer’s disease (AD) is the most common age-related dementia, which sig-
nificantly affects a patient’s daily life and impacts socioeconomic [14]. Although
curative treatment is still lacking, early identification and intervention of those
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population. Hence, there exists a crucial clinical demand to develop reliable bio-
markers to predict dementia before it can be clinically diagnosed [13].
Brain MRI is a non-invasive method commonly used in clinical management
of both neurological and psychiatric diseases. It is shown that brain MRI is
a promising technique for both early detection of accelerated brain aging and
risk prediction of dementia [7]. Recent cross-sectional studies using UK Biobank
data demonstrate that MRI bio-markers of brain structure are associated with
cognitive decline [6], which could further support the potential utilities of brain
MRI in dementia prediction.
The structural brain network, constructed from diffusion MRI (dMRI), is
an emerging technique to quantify the complex brain structure and incorporate
anatomical prior knowledge from brain atlas. Brain network can be converted
into a structural connectivity matrix to quantitatively describe the relationship
between different brain regions. Specifically, tractography performed on dMRI is
able to quantify connectivity strength between separated cortical/sub-cortical re-
gions defined on the brain atlas. Numerous studies have reported the usefulness
of structural brain network in characterising a wide spectrum of neurodegener-
ative and psychiatric diseases using graph features [9], including dementia [2].
1.2 Deep learning for classifying AD patients and healthy controls
In parallel, machine learning approaches incorporating structural connectivity
matrices have shown promise in binary classification tasks to distinguish AD
patients and healthy controls. Particularly, state-of-the-art deep learning mod-
els have been widely used in predicting dementia using end-to-end training
schemes [1]. A deep learning model, however, often requires a large amount of
training data as well as balanced class labels to perform reasonable classification,
both of which are unlikely in the real world clinical practice.
To mitigate this challenge, recent studies employed data augmentation tech-
niques to increase the size of training samples. Nevertheless, unlike traditional
image data augmentation where image rotation and flipping schemes are ef-
fective, a brain connectivity matrix cannot be simply rotated or flipped as it
could completely change the order of brain regions and introduce artifact bias to
the predictive model. Therefore, better data augmentation approaches for brain
connectivity matrix are desired.
1.3 Related work
Some previously work has been done to explore alternative data augmenta-
tion approaches for brain connectivity matrix synthesis. Among the approaches,
oversampling techniques such as Synthetic Minority Oversampling Technique
(SMOTE) [5] and Adaptive Synthetic Sampling (ADASYN) [10] are well estab-
lished and widely used. Specifically, this type of techniques augments data by
oversampling labels of the minority group in imbalanced datasets. For exam-
ple, SMOTE firstly selects a random sample in a minority class, where neighbor
points of that sample are identified by a K-nearest neighbor (KNN) approach.
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New synthetic samples are then calculated in a vector between the original sam-
ple and its neighbour samples. In contrast, ADASYN makes synthesis improve-
ment by adding a random bias to the newly created samples, which effectively
increases the variance of training data. In recent years, ADASYN is commonly
used to oversample brain networks for the classification of AD [17]. However, the
KNN integrated in oversampling techniques such as ADASYN cannot effectively
capture topology information of the high dimensional brain networks and may
results in significant information loss when constructing synthetic samples.
Generative adversarial network (GAN) [8] is a generative model invented in
recent years used for data synthesis. It is well known in computer vision ap-
plications, where synthetic images generated by state-of-the-art GAN variants
can be indistinguishable from real images. Previous research shows that data
augmentation using GAN has been successful in image classification tasks [3].
Unfortunately, the technique cannot be easily transferred to brain network syn-
thesis tasks. Generating brain connectivity matrix requires a tailored GAN ar-
chitecture.
1.4 The proposed BrainNetGAN
In this work, we propose a new variant of GAN with specialized architecture for
brain network synthesis. Inspired by [3], we hypothesize that data augmenta-
tion could also improve the performance of binary dementia classification task
where connectivity matrix is used as the input. The proposed GAN variant,
namely BrainNetGAN, can generate fake brain connectivity matrices for both
AD patients and healthy controls using a trained deep neural network (DNN)
generator. The main contributions of this work are as follows:
– To our knowledge, it is the first time a GAN variant is developed specially for
brain connectivity matrix synthesis in binary dementia classification tasks
– A flexible deep learning pipeline has been proposed for dementia classifica-
tion. It allows quick synthesis of an arbitrary number of augmented connec-
tivity matrices and can be easily transferred to similar tasks
– Bench-marking results has been reported by comparing the proposed method
with a popular matrix synthesis method in this research field
In our experiments, the proposed method outperforms baseline and the ex-
isting technique on test dataset, suggesting a good potential of using GAN for
data augmentation in the dementia classification problems.
2 Methodology
As shown in Figure 1, the proposed methodology consists of 4 components: (A)
construction of structural brain connectivity matrix; (B) BrainNetGAN training
for connectivity matrix generation; (C) classifier training with augmented data;
and (D) validation and testing of the trained classifier.
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Fig. 1. Illustration of the proposed methodology. Component A describes the process
of generating real connectivity matrices from both AD patients and healthy controls.
The structural brain networks are constructed from the dMRI and the Automated
Anatomical Labelling atlas that parcellates brain into 90 areas. Component B describes
BrainNetGAN training process, where G denotes a generator network and D denotes a
discriminator network, respectively. Component C and D describe the standard train-
ing, validation, and testing process in the dementia classification. A deep CNN binary
classifier is trained to distinguish between AD patients and healthy controls.
2.1 Structural brain network construction
Structural brain networks were generated using the following steps. Firstly, FM-
RIB software library (FSL) was used to correct eddy current and head motions
of dMRI before it was fitted into a tensor model in FSL. Fiber assignment by
continuous tracking (FACT) algorithms was then performed on processed dMRI
using diffusion toolkit to generate whole brain tractography in diffusion toolk-
its [16]. The grey matter regions of dMRI were then divided into 90 areas using
Automated Anatomical Labelling (AAL) atlas, after the nonlinear registration in
Advanced Normalization Tools (ANTs) [18,4]. Afterwards, the structural brain
networks can be constructed by counting the fiber numbers between each pair
of grey matter regions to produce a symmetrical adjacency matrix, which will
be used as inputs to all the following training, validation, and testing stages.
2.2 Data augmentation using the proposed BrainNetGAN
A typical GAN [8] architecture comprises of two neural networks trained against
each other, namely, a generator network G and a discriminator network D. The
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generator network G learns to map from a prior Gaussian noise distribution pz(z)
to the 90×90 connectivity matrices x. z denotes a 64 dimensional latent variable,
and a generator distribution learnt by G is denoted as pG. The discriminator
network D learns to distinguish real samples x and fake samples x′ drawn from
pG. G and D can be treated as two players in a minimax game where G tries to
produce samples realistic enough to fool D, and D tries to identify fake samples
from real ones. A G network is expected to generate high quality fake samples
when hyper-parameters of both networks converge and reach Nash equilibrium.
The proposed BrainNetGAN is based on the architecture of conditional GAN
(cGAN) [15], where an auxiliary class label c is introduced to generate fake





V (D,G) = Ex∼pdata(x)[logD(x|c)] + Ez∼pz(x)[log(1−D(G(z|c)))] (1)
where pdata(x) denotes the distribution of real samples, D(x|c) represents the
outcome of D given input x conditional on c, and G(z|c) describes the generative
process using a Gaussian noise z conditioned on label c. The proposed Brain-
NetGAN followed the same objective function but was constructed by different
G and D network architectures, in order to capture the special features of brain
connectivity matrix.
The architecture of the proposed G and D networks are shown in Figure 2.
The G network is a feed-forward DNN with 4 hidden layers. G takes both the
random vector z sampled from a standard Gaussian distribution and the one-hot
coded binary label c that defines the type of brain network (specifically, AD pa-
tients or healthy controls). The output of G is a 90×90 symmetrical connectivity
matrix generated from the generator distribution pG of the feed-forward DNN.
The lower panel of Figure 2 depicts the architecture of the discriminator net-
work. Inspired by BrainNetCNN [11], a 2D convolutional neural network (CNN)
with special edge-to-edge and edge-to-node convolution kernels was developed.
Unlike traditional convolutional kernels that only consider local neighbors in a
matrix, the adopted kernels treat the adjacency matrix of brain connectivity as
a graph and compute a weighted response over all neighboring edges for a given
edge or node. D consists of 3 convolutional kernels and 4 feed-forward layers.
The input of D is a 3 × 90 × 90 tensor contains both the connectivity matrix
and the corresponding label c; and the output of D is a binary predicted label
indicating real or fake.
The classifier in component C and D follows the same architecture of that
in the discriminator network D, but with different input/output. In particular,
the classifier takes the 90× 90 connectivity matrix (without label c) as its input
and generate a binary prediction (AD/healthy) as its output.
2.3 Data acquisition and experimental setup
In this study, both diffusion and T1 MRI of 110 AD patients and 110 age and
protocol-matched healthy controls were obtained from the Alzheimer’s Disease
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Fig. 2. The network architecture of both the generator network G (the upper panel)
and the discriminator network D (the lower panel). Numbers in the figure represent
the number of nodes in each layer.
Neuroimaging Initiative (ADNI) (adni.loni.usc.edu). Gradient direction of
dMRI ranges from 42 to 54.
All data including patients and controls were shuffled and split into training
and test sets with a ratio of 8 : 2. A 4-fold cross validation (CV) was performed
on the training set to prevent the model from over-fitting. For each training set,
the trained generator network G produces sample size equals to αN where α
is augmentation coefficient describes the size of the fake set and N denotes the
size of the real training samples. The ADASYN method was implemented using
imblearn library [12] to produce a same amount of data αN . Learning rate (lr)
of both G and D were the same during hyper-parameters tuning, the value of lr
ranged between 0.00001 and 0.001. In empirical study, 0.0005 is the large lr to
guarantee the convergence of G in 300 epochs. The input dimension of noise z
was empirically tested from 64 to 512 and 64 was used in this work as it produced
most reliable convergence results.
The classifier was trained and cross validated by three different datasets in-
cluding the original training set, ADASYN-augmented set, and GAN-augmented
set. The classifiers were trained for 100 epochs with random initial weights, and
the training was repeated for 5 times to avoid statistical bias. To prevent from
over-fitting, early stopping scheme was applied.
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3 Numerical results
We firstly evaluate the convergence performance of BrainNetGAN, which was
demonstrated in Figure 3. One sees that the loss of both G and D networks
quickly converged after 150 iterations. A consistent performance can be observed
in the discriminator output figure in Figure 3, where the probabilities of both
sample types reaches equilibrium.
Fig. 3. Loss (left panel) and discriminator output (right panel) performance using
BrainNetGAN. The x-axis of both figures is the number of iterations in BrainNetGAN.
The discriminator loss is the BCELoss of the D network on both real and fake data,
while the generator loss is the BCELoss of D prediction on fake data against the real
labels. Both adversarial and discriminator probability (prob) describe the probability
of averaged discriminator predictions on real data.
We then verify the data augmentation performance of the proposed BrainNet-
GAN by comparing the data distributions between the fake and real connectiv-
ity matrices using Kullback–Leibler (KL) divergence. Specifically, KL divergence
was evaluated using the network strength, which is a summary measure of the
overall strength of a network.
Table 1. Comparison of KL divergence on data distributions of fake and real connec-
tivity matrices.
Type
AD Patients Healthy controls
ADASYN BrainNetGAN ADASYN BrainNetGAN
Network strength 0.242 0.172 0.330 0.185
KL divergence results of both ADASYN and BrainNetGAN are in Table 1.
A lower KL divergence value indicated better data generating performance. As
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shown in the Table, data generating performance of the two methods was con-
sistent between AD patients and healthy controls. BrainNetGAN outperformed
ADASYN reflected by the network strength measure, indicating that the data
distribution generated byBrainNetGAN was closer to the real data distribution.
Data augmentation performance of BrainNetGAN was evaluated using the
proposed dementia classifier, and results were compared to those in the base-
line dataset (no augmented data) and ADASYN augmented data. The size of
the fake dataset was controlled by the augmentation coefficient α. We report
accuracy(ACC), sensitivity (SEN) and Specificity (SPE) for both CV and test-
ing sets in Table 2. The results show that the model with data augmented by
BrainNetGAN achieved higher performance in the classification, compared to
other models. Particularly, the higher specificity and sensitivity of the model
augmented by BrainNetGAN imply the distribution of the augmented data by
BrainNetGAN introduce less bias compared to ADASYS.
Table 2. Classification performance on 3 datasets: baseline set, ADASYN augmented
set, and BrainNetGAN augmented set. Accuracy(ACC), sensitivity (SEN) and speci-
ficity (SPE) metrics were reported on both the 4-fold CV and test data. Two fake
sample sizes were tested using augmentation coefficient α = 0.5 and 1.
Method α
Cross validation Testing
ACC SEN SPE ACC SEN SPE
Baseline 0.8211 0.8358 0.8095 0.8041 0.8361 0.7737
Baseline+ADASYN 0.5 0.7165 0.7817 0.6444 0.7825 0.7498 0.8152
Baseline+ADASYN 1 0.6812 0.6272 0.7319 0.6892 0.7040 0.6696
Baseline+BrainNetGAN 0.5 0.8649 0.8211 0.9111 0.8432 0.8333 0.8526
Baseline+BrainNetGAN 1 0.8695 0.8074 0.9206 0.8514 0.8444 0.8579
4 Discussions and conclusions
BrainNetGAN was proposed to perform data augmentation of brain connectivity
matrices for dementia classification. Numerical results demonstrated that Brain-
NetGAN outperformed bench-marking methods and was capable of generating
high quality fake samples to improve classification performance. The improved
classifiers generalised well in both the cross-validation and testing sets.
Moreover, the results on testing set showed that the classification accuracy
was improved from 0.80 to 0.85 when 100% fake samples were added to training
set. Although the improvement was nontrivial, there is still room for improve-
ment. A plausible direction is to increase the complexity of the classifier as
comparable to popular image classifiers such as AlexNet and ResNet. BrainNet-
GAN enables more complex classifiers being trained on arbitrary sample sizes.
Another direction of improvement relies on accurate sparse matrix generation,
as almost half of the entries in the connectivity matrix contains 0 or very small
values, indicating weak connections.
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