spectroscopy (EIS), is the nature of the error structure associated with the measurements. The importance of the error structure is neglected in spite of the fact that electrochemical impedance measurements are recognized as being, in general, heteroskedastic in frequency and time varying. Identification and quantification of the measurement-error structure is essential for filtering data, designing experiments, assessing the validity of regression assumptions, and determining the confidence intervals or the relevance of the resulting parameters.
In previous work,'9 a measurement model based upon a superposition of line shapes was shown to provide a satis-factory fit to the impedance response of typical electrochemical systems. The ability of the measurement model to fit general electrochemical data makes it a useful tool for identifying the error structure of impedance data, for screening impedance data for instrumental artifacts and nonstationary behavior, and for guiding development of an appropriate process model. In effect, the measurement model becomes a vehicle for a sophisticated statistical analysis of impedance spectra. The process model, which provides a mathematical description of the system-specific physics and chemistry; can then be regressed to the data to extract physically meaningful parameters.
While the measurement model has proved to be useful in the analysis of impedance data based on modulation and measurement of current and potential, the object of this work was to explore the utility of the measurement model for interpretation of data obtained by the "transfer function" techniques based on modulation of other system variables.'0"1 The system chosen for this study was electrohydrodynamic impedance spectroscopy (EHD), which is described in Ref. [12] [13] [14] [15] [16] [17] [18] [19] . EHD involves modulating the rotation speed of a disk electrode and measuring the resulting current. To a first approximation, this approach isolates the influence of mass transfer. Transport properties are obtained by regressing process models to the EHD impedance spectra. EHD can, in principle, provide accurate determination of the diffusivities of species that cannot be measured in other ways. An advantage of this technique is that an accurate process model is available that treats the convective diffusion to a disk electrode. The major limitation of the technique has been that noise in the measurement causes ambiguity in the regression, and the resulting uncertainty in the value for Sc can be 30% or more.
In this work it is shown that the measurement model can be applied for identification of the error structure for EHD and that regression of a process model with error structure weighting, coupled with identification of bias errors in the measurement, eliminates ambiguity in the determination of the values of the physical parameters.
Principles of EHD In the usual application of electrochemical impedance spectroscopy, a complex impedance is calculated as the ratio of potential to current under a small perturbation of current (galvanostatic regulation) or potential (potential regulation). The impedance is measured as a function of the frequency of the perturbation, and regression of models to the resulting spectra yields values for physical properties. In recent years generalized impedance techniques have been introduced in which a nonelectrical quantity such as pressure, temperature, magnetic field, or light intensity is modulated to give a current or potential response.'°" EHD is one such generalized impedance technique in which sinusoidal modulation of disk rotation rate drives a sinusoidal current or potential. The technique has been applied to surface or electrode processes that are under mass-transport control, and it has been used to obtain diffusion coefficients of ionic species from determination of the Schmidt number (Sc = (v/D).
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The relationship between EIS and EHD has been developed from the perspective of a transfer function analysis. 16 EHD has an advantage over ElS for measurement of the Schmidt number (or ionic diffusivities) because the measurements can be made at the mass-transfer limited current plateau, whereas an EIS measurement must be made on the slope below the limiting current plateau. Unrealistically large values of the Schmidt number are obtained below the limiting current plateau by either EIS or EHD, and this discrepancy can be as large as 200% or more.24 '25 Preliminary work suggested that this discrepancy may be caused by the nonuniform current, concentration, and overpotential seen at the disk electrode for currents below the limiting current plateau. 26 The EHD method employs a sinusoidal perturbation of the disk rotation rate while the electrode is held at a constant potential at the mass-transfer limited current. The resulting sinusoidal current is measured, and the ratio of the complex current and the amplitude of the disk rotation gives the EHD transfer function. As the measurement is conducted at the limiting current, the current distribution and, hence, the concentration of reacting species, is uniform along the surface of the disk electrode.
The sensitivity of EHD to surface processes makes it useful for studying the influence of surface films and of blocking phenomena.'6"7'21'22 It should be noted that, while dc experiments at the current plateau can give good answers for the mass-transfer limited current, a nice diffusion plateau is not enough to calculate the diffusion coefficient. Additional information (electrode surface area and solute concentration) is needed, and the plateau may be influenced by blocking. An example of the use of EHD to explore the influence of blocking is given in Ref. 27 . If blocking is present, the EIS measurement is also affected, but the effect is generally coupled with the effect of kinetics and is therefore less easily distinguished. EHD 
Experiments
A series of EHD experiments was conducted on a rotating platinum disk electrode. A wide range of experimental conditions was used in order that a generalized model for the error structure of the data could be obtained.
The disk was rotated by a high-speed low-inertia rotating disk apparatus developed at the CNRS. 23 The rotator was rated at a power of 115 W. This high power is necessary to obtain modulation over a large frequency range without attenuation. The rise time of the rotator between 0 and 1000 rpm when a stepwise potential is applied was less than 2 ms (indicating a low inertia). The long-term stability and accuracy of the rotation speed was 0.2% from 100 to 1000 rpm (the range corresponding to the experiments presented here). The tachometer had 24 poles, and the electromechanical constant was 3 mV/rpm. The amplitude of modulation was set to 10% of the average rotation rate.
The potentials and currents were measured and controlled by a PG.Stat.Z1 potentiostat. A Solartron 1250 frequency-response analyzer (FRA) was used to apply the sinusoidal perturbation and to calculate the transfer function. A matched two-channel Kemo Type VBF8 48 dB lowpass Butterworth analog filter was used to reduce the noise level of the input signals to the FRA. The high-frequency cutoff was set to three times the measurement frequency. When the analog filter was in use, the perturbation and the response were both filtered to reduce the influence of the instrument phase shift. The analog filter gain was set to maximize the signal without causing clipping. This meant that, for the experimental conditions used here, the filter gain was set to times 10 for experiments at 200 and 400 rpm and to times 1 for experiments conducted at 800 rpm. Experiments were performed with the analog filter on and off-line to explore its influence on the noise of the resulting impedance and on the measurement time.
A ferri/ferrocyanide redox couple in KC1 supporting electrolyte was used as the experimental system. The electrochemical reaction kinetics for this system on conditioned Pt are very fast as compared to mass transfer; therefore, this system is suitable for the comparison of diffusion measurements, Equimolar (0.01 M) concentrations of potassium ferricyanide and potassium ferrocyanide were dissolved in a 1 M potassium chloride solution.
Before the start of each experiment, the electrode was wet polished on a 1200 grit emery cloth and rinsed in distilled water. The electrode diameter was 5 mm, yielding a surface area of 0.1963 cm2. The temperature was controlled at 25,0 0.1°C.
The data were collected frequency-by-frequency from the low frequency (0,0 5 Hz) to the maximum frequency with measurements taken at 20 logarithmically spaced frequencies per decade. The first measurement at 0.05 Hz was discarded in the analysis because the start-up transient often influenced the value of impedance reported by the instrumentation, The long (1% closure error) autointe-gration option of the frequency-response analyzer was used, and the channel used for integration was that corresponding to current. The time required to collect a complete frequency scan was roughly 90 mm. The solution was not deaerated, but experiments were performed at a polarization potential of 0 V (SCE) in order to minimize the influence of oxygen on the reduction of ferricyanide. FraCom software developed in-house at CNRS by H.
Takenouti was used to control the experiments and collect the data. Replicate runs were performed at each experimental condition. Data were collected at rotation rates of 200 , 400, and 800 rpm with the analog filter on and off-line.
A typical set of four successive EHD measurements is shown in Fig. 1 for a rotation rate of 200 rpm with the analog filter disconnected, for a frequency range of 0.05 Hz (where the real part approaches a low-frequency asymptote of about 0.36 .tA/rpm) to 40 Hz (where both the real and imaginary components approach zero). In contrast to the usual presentation of EHD data in dimensionless form, the data are presented here in units of isA/rpm to emphasize the physical nature of the experiment, to emphasize that the modulus at zero frequency (the normalizing parameter used to make such plots dimensionless) is a fitted parameter, and to emphasize that, since the parameters for the model for the error structure to be developed later are not all dimensionless, the units of the measurement are important. Close examination of Fig. 1 reveals a lack of replicacy. As is discussed in a subsequent section, the high-frequency behavior evident in Bode plots of 
Measurement Model Analysis
This work is intended to demonstrate the applicability of the measurement model concept to EHD data and to determine the stochastic component of the error structure of EHD data. A generalized model for the error structure was then used to weight regression of the process model for this system.
Applicability of the measurement model concept to END data.-The measurement model1-9 used for determination of the error structure of the EHD data was given by a generalized Voigt model, i.e. [1] /c
It is worth noting that Eq. 1 represents a superposition of line shapes (i.e., a series arrangement of circuits involving dissipative elements A/c in parallel with oscillating elements with time constants Tk) that has been applied in the fields of optics, solid mechanics, rheology (Ak are then viscosities), and electrochemistry (where, for ac impedance, Ak are resistances and Z0 is the ohmic potential drop resistance). In the particular case of EHD impedance, the Ak are dimensioned as electrical charges, and 4 is equal to zero.
To illustrate the applicability of Eq. 1 as a measurement model for EHD impedance, Eq. 1 was regressed to the first EHD data set shown in Fig. 1 . The error structure for the measurement, presented in a subsequent section, was used to weight the regression. The frequency range for this regression was 0.0561 to 1.774 Hz (31 data points). This frequency range was that determined by the measurement model analysis (shown later) to be consistent with the Kramers-Kronig relations. As shown in Fig. 2 , the measurement model provided a good fit to EHD data with the high frequency limit (4 in Eq. 1) set to zero as suggested by the theory for EHD. Two line shapes (four parameters) were obtained from the regression, which was weighted by the model for the error structure to be developed in a subsequent section. The residual sum of squares for this regression, normalized by the sum of squares of the noise, was 1.50, which compares favorably to the value of 2.60 obtained by the best fit of the process model over the same frequency range. As shown in (Fig. 3) , the residual errors for the regression fall well within the measured 9 5.4% (2a) error structure for the measurement. Note that the residual errors and the error structure given in Fig. 3 are on a relative fractional basis. Thus, the residual errors and the confidence interval for the data tend toward infinity at large frequencies where both the real and imaginary parts Freauencv. Hz EHD when Eq. 1 is not dimensionally consistent with EHD data (if the parameters k are given their usual meaning as a circuit-element resistance). This apparent inconsistency is easily resolved if the parameters k are given units of EHD impedance and if it is understood that the principal constraint for selection of line shapes for a measurement model is that the line shape be consistent with the Kramers-Kronig relations. The measurement model is meant only to provide a statistically adequate fit to data and is not used here for direct interpretation of data in terms of physical processes.
The error structure of EHD data-The stochastic components of the errors for the EHD data were determined using the procedure described in Ref. 4, 6 , and 8, in which the measurement model served as a filter for the nonreplicacy of sequential impedance measurements. Such nonreplicacy is evident in Fig. 1 The solid line is the fitted model for the error structure (Eq. 3) with parameter values given in Table I . Frequency, Hz Table I . Regressed values for the error structure of the electrohydrodynamic impedance measurements. Regression was weighted by a five point moving averaged value for the apparent variance of the standard deviation filtered using the measurement model. The data were detrended to ensure that the mean residual error was equal to zero.
predicts the standard deviation by as much as an order of magnitude, and that the standard deviations for the real and imaginary components are seen to be correlated but are not equal. This result has important consequences for the use of the standard deviation of repeated measurements to weight regression procedures, as was used, for example, in Ref. 23 . Model for the error structure for EHD data-The generalized model previously developed for the stochastic noise of electrochemical impedance measurements was of the form r =aj=ciiZjJ+13iZrI+j- [2] where a. and are the real and imaginary parts, respectively, of the standard deviation of the complex impedance Z; Rm is the value of the current-measuring resistor; and a, 3, and -y are dimensionless parameters which were found to be constants for a given instrumental system. A similar model was found for the stochastic contribution of the error structure for ERD data, i.e. [3] where Z and Z are the imaginary and real parts of the EHD transfer function, respectively, and a, )3, and 8 are parameters which were found by regression to the set of standard deviations obtained using the measurement model technique described in Ref. 8 . The parameter values so determined are presented in Table I . These parameter values could be used, in accordance with Eq. 3, to describe the error structure for all rotation rates studied, for both Table I. oxidation of ferrocyanide at +0.4 V(SCE) and reduction of ferricyanide at 0 V(SCE), and for the data collected with and without analog filtering. It is important to note that, integrates over an integral number of cycles, with the smallest number of cycles being 3. At low frequencies, the time required per measurement corresponds to 3 to 5 cycles. At higher frequencies, where the signal-to-noise ratio is worse, more time is required to achieve the 1% closure error criterion of the long integration feature of the FRA. It is evident that, for this application, use of an analog filter does not reduce the time required per measurement, and, in fact, the time required per measurement was increased slightly. In one experiment, the filter was found to reduce the time required to collect data in the frequency range of 1 to 40 Hz at 800 rpm. This experiment was characterized by an input signal that was badly matched to the analog filter in that, while the signal was very weak, use of the times 10 filter gain caused clipping at low frequencies. The values for the Sc number obtained by regression to the resulting data were unreliable.
The role of input filters was irrelevant in the present case because the FRA used makes correlations with six significant digits. While the noise rejection properties of this FRA were found to be adequate for the signal-to-noise ratio of the measurements presented in this work, it should be noted that not all commercially available instruments have the same noise rejection properties and that the signal-to-noise ratio can be very small for some measurements. In situations where the signal-to-noise ratio is very poor, prefiltering of signals can be essential. In our laboratory, for example, EHD measurements for the same experimental system reported here but below the limiting current could not be obtained without use of the analog filters described in this work. frequency is varied to obtain the widest possible range.
The angular velocity can thus be written as = 1l + MI cos (wt)
The resulting current I, at fixed potential, can be expressed as I=I0+Mcos(wt+) [5] where 10 is the average current, tx1 is the amplitude of the sinusoidal current response, and 4 is the phase shift. These equations can be introduced into the differential equations that describe the physics and chemistry of the system to calculate explicitly the transfer function for the system. Newman28 which suggested that ReC should be the most important correction term to account for high frequency processes on the limiting current plateau. Thus, the process model for this system was given by -2A0z(u) -3(18RC + 1 [7] Equation 7 was regressed to the experimental data to obtain the values for A0, ReC, and Sc.
Regression of the Process Model to the Data The issue of weighting is recognized as being critical to regression of models to impedance data,28-32 but lack of information on the error structure has prevented weighting in accordance to the stochastic noise. While Robertson et at.23 weighted their regressions by the experimentally measured variance of repeated measurements, modulus weighting has been generally used to regress the EHD model to data. 28 The use of modulus weighting implies that the stochastic noise is proportional to the modulus of the impedance, an assumption that is shown in Fig. 4 to be incorrect.
Inclusion of noisy high frequency data in regression under modulus and apparent variance weighting were reported as giving unrealistically large values for the Schmidt number. 23 The problem of high frequency noise has, therefore, been addressed by deleting high frequency points. Unfortunately, elimination of high frequency data from the regression leads to ambiguity in determination of the Schmidt number because the regressed frequency range is somewhat arbitrarily selected on the basis of the reasonableness of the resulting values. [4] To identify the influence of weighting strategy on the value of physical parameters obtained, regressions were made under modulus, apparent variance, and error structure weighting with frequency ranges that excluded different numbers of high frequency data. The analysis presented here is for the first spectrum taken at a rotation rate of 200 rpm with the analog filter disconnected. Very similar results were obtained for the other rotation rates and with the analog filter connected and disconnected.
The results of the regression of the process model under modulus weighting to the first data set collected at a mean rotation rate of 200 rpm with the analog filter disconnected are shown in Fig. 7 as a function of the maximum dimensionless frequency (p = w/fl0) included in the regression. The dashed line, included as a reference, is the value obtained under error-structure weighting for the frequency range determined to be free of nonstationary errors. The dimensionless frequency is used here to allow easy comparison to the maximum dimensionless frequency of 0.3 used in the regressions of Robertson et al. 23 The regressed frequency range was, therefore, 0.0168 (0.0561 Hz) to the [6] value reported on the ordinate. The value obtained for all parameters depended on the number of data points included in the regression. The 95% confidence interval for the parameter estimate presented in Fig. 7 as upper and lower solid lines reflects large uncertainty in the estimate for Sc and large uncertainty in the estimate of A0 when dimensionless frequencies above 1 are included. The value of ReC was even more uncertain. The confidence interval for this parameter included zero when the maximum dimensionless frequency was less than 0.5 (ten complex data points) or greater than 5 (50 data points). A similar ambiguity was seen when the variance calculated directly from the successive measurements was used to weight the regression.
Use of the measured error structure to weight the regression of models to the EHD measurements greatly reduced the ambiguity in the determination of the Schmidt number. The results are shown in Fig. 8 . Examination of the results shows that the ambiguity in the estimation of Sc has been reduced except when too few points are used in the regression resulting in the loss of information. The confidence interval for the estimates is also seen to improve, although it increases slightly when all the high frequency data are included in the analysis.
The residual sum of squares for these regressions, normalized by the residual sum of squares for the measurement noise, is given in Fig. 9 . The regression statistic seems to be roughly equivalent for the three weighting strategies except when frequencies above a dimensionless value of 1 are included in the regression. In all cases, the use of error structure weighting yielded the smallest value for the residual error. The large normalized residual error seen when high frequency data were included could be attributed to an inadequacy of the process model or to the influence of nonstationary phenomena. A change in the electrode properties is suggested by the departure of the modulus and phase angle from ideal behavior at high frequency. This effect is reflected in a reduction of the low frequency asymptote in the impedance plane (see Fig. 1 and Ref. 33, 34) .
To explore the role of nonstationarity, the methods of Ref. 3 and 9 were used to evaluate the consistency of the data with the Kramers-Kronig relations. This procedure is illustrated by the regression of a measurement model to the imaginary component of the first data set of Fig. 1 as presented in Fig. 10 . Three line shapes were obtained from :.
Maximum Dimensionless Frequency Fig. 9 . The residual sum of squares normalized by the sum of squares of the standard deviation given by Eq. 3 for the fits obtained under modulus weighting (Fig. 7) , apparent variance weighting, and error structure weighting (Fig. 8) .
the regression, and the resulting residual errors fall within the 2a limits for the measurement errors (see Fig. 11 ).
The model parameters were used to predict the real part of the measurement, and a Monte Carlo simulation was used to determine the 2ff confidence interval of the model, shown as the upper and lower solid lines in Fig. 12 . The comparison between the predicted real part of the impedance and the 95.4% confidence interval is seen more clearly in Fig. 13 . The real part of the EHD impedance can be calculated from the imaginary at low frequencies, but at frequencies above 1.8 Hz (p = 0.54), the residual errors fall outside the 95.4% confidence interval for the prediction.
The data within the range of 0.0561 to 1.8 Hz are shown to be consistent with the Kramers-Kronig relations to within the 95.4% confidence interval of the measurement model, and data in the range 1.8 to 40 Hz are shown to be inconsistent and presumably influenced by nonstationary bias errors. Inconsistency due to nonstationary behavior is expected for high frequency data since the time required for the measurement increased greatly at high frequencies (see Fig. 6 ).
As shown in Fig. 14, the process model (Eq. 7) provided a good fit to the data over the consistent frequency range. Residual errors, presented in Fig. 15 , fall within the error structure for the measurement. The results obtained under It has been demonstrated that the weighting used can have a significant effect on the information obtained by regression of a model to impedance data.42932 While weighting by the variance of the measurement is a preferred regression approach, the variance calculated directly from successive impedance measurements includes con- Frequency, Hz tributions from lack of replicacy as well those associated with stochastic errors. The measurement model approach yielded bias-free estimates for the standard deviation of the impedance measurements, and regression using this as the error structure for weighting gave more unambiguous results for parameter estimates. The reason for the importance of weighting can be seen in Fig. 16 , where different weighting strategies are compared to error structure weighting for the data collected at 400 rpm. As compared to use of the error structure for weighting, the no-weighting option under weights the data at low frequencies and over weights the high-frequency data. The discrepancy in weighting of high and low frequency data, however, is only one order of magnitude. In contrast, modulus weighting over weights the data at low frequency and under weights the data in regions where the modulus approaches zero (at roughly 2 Hz and at high frequency). The discrepancy in weighting of high and low frequency data can be many orders of magnitude. Because the variance calculated directly from repeated measurements does not yield equal standard deviations for the real and imaginary components of the impedance, the weighting by the apparent variance applies grossly different weights to the real and imaginary components. The high frequency data are underweighted for both real and imaginary components; the real impedance is underweighted at roughly 2 Hz, where the real impedance changes sign; and the imaginary impedance is underweighted at low frequency. Again, the discrepancy in weighting of high and low frequency data can be many orders of magnitude. fnterpretation of process model parameters-The measurement model proved useful for identification of the influence of nonstationary behavior, but the large value obtained for the capacitive term and its dependence on rotation rate suggests that the process model may not account for all surface phenomena. The importance of surface processes on the determination of the Schmidt number is evident in that the Schmidt number obtained by regression to sequential measurements increased with time for every rotation rate studied and that the original values were recovered upon repolishing of the Pt electrode. The role of surface processes is also evident in that, in subsequent work, the method of surface preparation was found to influence the value of the mass-transfer-limited current density at a given rotation speed. 
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The regressed parameters are presented in Fig. 17 for the data collected at a mean rotation rate of 200 rpm without analog filtering. Figure 17 represents a change in process model parameters over a period of roughly 6 h. Because the measurements model was used to check consistency with the Kramers-Kronig relations, the portion of each spectrum used for the regression could be considered to be a pseudo-stationary realization of a slowly evolving process. As A0 is proportional to the limiting current, the change in A0 represents a 3% decrease in the limiting current over a period of 6 h. Similar results were seen in separate dc measurements. A similar nonstationary behavior was reported in Ref. 21 and 22 and attributed to rotator fatigue. The stability of the rotator used in the present work was checked by superimposing a 20% peak-to-peak speed modulation at a frequency of 20 Hz on a 1000 rpm mean speed for a period of 24 h. The phase shift was at all times lower than 0.07°, and the variation of the amplitude was less than 0.4%. The linearity of the response was checked by measuring the first harmonic, which was found to be smaller than 0.15% of the fundamental signal.
Thus, rotator fatigue can be rejected as a cause for the observed reduction in mass-transfer-limited current.
The high frequency behavior of the modulus and phase angle shown in Fig. 1 are suggestive of partial blocking (see It can be noted that inclusion of the corrective capacitive term in Eq. 7 results in a high frequency limiting phase angle of 270° instead of 180°. However; typical values of ReC would provide this behavior at frequencies much higher than reported in this study (about two orders of magnitude). Such an effect was observed, for instance, in systems of low conductivity where R9C becomes large. 36 Comparison to the work of Caprani et al.33 suggests that the blocking effect leads, for low and midrange frequencies, to a slight increase of the phase shift in the same way as is caused by the ReC term. This argument could account for the unexpectedly large values for ReC (about ten times) found in the present work.
The suggestion that ReC is accounting for a blocking effect is supported by the analytic model Vidal and West22 have presented recently for the influence of surface coverage by absorbed species on EHD impedance. The structural form of their model (see, for example, Eq. 19 in Ref. 22 ) is quite similar to Eq. 7. In comparing Eq. 7 to their model, ReC would be replaced by a constant that is a function of polarization resistance, ohmic resistance, and fractional surface coverage. A second correction term, scaled by 1/Zd(w), would presumably play a significant role at high frequencies. The Schmidt number was found to be very sensitive to inclusion of the high frequency correction term R9C, even when the frequencies above p = 0.3 were not included in the regression. As s6en in Fig. 17 , the value of the Schmidt number was higher when R9C was not included in the model, and the corresponding confidence interval was larger. Neglect of the capacitive correction term influenced the value of the Schmidt number, even when high frequency data were neglected in the regression and even at the low rotation rate of 200 rpm for which the influence of the correction term should be lowest. The meaning of high frequency EHD data.-The meaning of high frequency EHD data can he addressed from a qualitative and quantitative perspective. The first step in assessing the meaning would he to identify the portion of the spectrum that is free from experimental bias errors that yield inconsistencies with the Kramers-Kronig relations. The qualitative features of high frequency data can be used to suggest the presence of surface phenomena, such as the blocking effect that is apparent in Fig. 1 . The quantitative analysis requires that a process model which includes the surface phenomena be regressed to the biasfree data under a suitable weighting strategy.
Determination of Schmidt number-The Schmidt number is, of course, a property of the fluid and is therefore 4 independent of surface processes. The time evolution of the apparent Schmidt number shown in Fig. 17 and attributed to the evolution of blocking phenomena shows that surface phenomena, evident in the high frequency range, can influence the apparent value of the Schmidt number if an incorrect model is used to extract the parameter. An incorrect value for the Schmidt number can be obtained even if the high frequency data are rejected. caused the resulting value of the Schmidt number to be too high. Thus, all data above this value were dropped in the regression. Similar results were obtained by Tribollet and Newman. 28 The rejection of high frequency data in the above work was based, not on a quantitative evaluation of experimental bias errors, but on observation that when the high frequency data were included the regressed values were physically unreasonable.
The measurement model analysis presented here for assessing stochastic and bias errors has the advantage that a quantifiable criterion can be applied for rejection of high frequency data and that a robust weighting strategy can be used to extract physical parameters. While all weighting strategies gave roughly equivalent values for the Schmidt number when the data above p = 0.3 were eliminated from the regression, the measurement model analysis indicated that the reliable (bias-free) frequency range extended in every case to frequencies above p = 0.3 (see Table II ).
For example, the reliable frequency range for a measurement made at 400 rpm with use of the analog filter extended to p = 3.0 (20 Hz), one order of magnitude larger than the limit of 0.3 proposed in Ref. 23 . As shown in Fig. 13 , the value for the Schmidt number determined by regression to the entire bias-free data set was found through use of error-structure weighting to be 1152; whereas, use of modulus weighting gave a value of 1316. If data above p = 0.422 were ignored, both approaches gave similar values (1162 for error structure weighting as compared to 1156 for modulus weighting).
While this work does not invalidate previous work in which other regression strategies were employed over a truncated frequency range, this work does show that high frequency data can be incorporated into the regression if a weighting strategy based on the error structure of the 4 measurement is used. It is also clear that the ability to assess the extent to which bias errors influence impedance measurements extends the useful frequency range for EHD measurements and should enhance the application of EHD for assessing surface phenomena. The results of the fit of Eq. 7 under error structure weighting to the full frequency range for 400 rpm (filtered) are presented in Fig. 19 . Equation 7 provides a good fit to the data except at frequencies above 10 Hz (p = 1.5), in which a discrepancy is seen in the phase angle. As the phase angle values show a systematic (not random) trend, this discrepancy cannot be attributed to noise. As the measurement model approach demonstrated that the EHD data were consistent with the Kramers-Kronig relations over the entire frequency range, this discrepancy also cannot be attributed to nonstationary effects. Thus, the discrepancy should be addressed by further improvement of the process model, as described in the previous section.
Quantification of surface phenomena.-In addition to its use in evaluating Schmidt numbers, EHD measurements have been used to characterize blocking273334 and adsorption phenomena1'22 at electrode surfaces and the influence of porous layers.16"72° In the above referenced work, the experimental frequency ranges used for regression were constrained on the basis of experimental noise and perceived bias errors but without direct quantification of the error structure. As shown in the present work, unnecessary rejection of high frequency data should be avoided because the high frequency data may contain information concerning important physical processes. This caution is particularly important when information on surface processes is sought.
The absence of a quantitative assessment of the stochastic component of the error structure also compromised the regression procedure used. Although the authors often reported an excellent fit to their data, this statement must be considered to be qualitative in the absence of comparison of residual errors to measured noise levels. In the absence of a comparison of residual errors to the noise level of the measurements, there can be no indication as to whether the data contain more information which could he obtained by refining the model. It should be emphasized that the quantitative statistical analysis described in the present paper is used in other fields (see, e.g., Ref. 37) but is lacking in the current practice in electrochemical impedance spectroscopy. Experimental studies which employ a sophisticated experimental and modeling strategy can be compromised by the absence of quantitative statistical information. The present work provides the statistical framework needed for a quantitative assessment of the error structure of impedance data.
Conclusions
The development and application of mathematical models for the interpretation of electrochemical impedance data requires both physical insight and a quantitative assessment of the fundamental characteristics of the measurement. The examples presented here illustrate that synergistic implementation of experiment, measurement model, and process model can enhance the information content of impedance spectra in terms of physically meaningful parameters. The measurement model provides a means of characterizing the measurement characteristics for electrohydrodynamic impedance spectroscopy as well as electrochemical impedance spectroscopy. Regression employing weighting by the stochastic component of the error structure yielded unambiguous values for physical properties such as the Schmidt number, whereas significant ambiguity was observed using modulus or proportional weighting. Through use of the measurement model, the influence of nonstationary processes on the data could be distinguished from the influence of surface blocking. The influence of surface phenomena on mass transport could be observed clearly under the use of error structure weighting.
The measurement model provided a quantitative means for assessing the utility of filtering the input to the frequency response analyzer. The noise level in the measured impedance was found to be unaffected by use of analog filters, and, surprisingly, the time required to collect the data was increased slightly by using the filters. The estimated parameter values and their standard deviations were comparable whether or not filtering was used. Finally, this work suggests that the measurement model concept is generally applicable to impedance measurements and should, therefore, be useful for other transfer function measurements.
