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1. Introduction
This paper concerns with the existence and multiplicity solutions for the following biharmonic
problem ⎧⎪⎨⎪⎩
2u = λ |u|
2∗∗(s)−2u
|x|s + βa(x)|u|
r−2u, x ∈RN ,
u ∈ D2,20
(
R
N), N  5, (1.1)
where D2,20 (R
N ) is the closure of C∞0 (RN ) functions with respect to the norm ‖u‖ = (
∫
RN
|u|2 dx)1/2
associated with inner product given by 〈u, v〉 = ∫
RN
uv dx, 2∗∗(s) = 2(N−s)N−4 , 0  s < 4, 1 < r <
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∗∗
(RN ). 0 a(x) ∈
Lq(RN ) with q = 2∗∗/(2∗∗ − r).
There are a lot of papers for existence of solutions and multiple solutions of nonlinear biharmonic
problems in unbounded domain. We refer to some representative of them in the problem: in the
radial case the works of Y. Furusho, T. Kusano [2], C.A. Swanson [3], E.S. Noussair et al. [4], in the non-
radial sub-(sup) linear case the works of W. Allegretto and L.S. Yu [5]. Also, the ﬁxed point theory is
used in several cases as in the paper of T. Kusano et al. [6] (see also the references therein). Maximum
principle results for biharmonic equation in unbounded domains are obtained by N.M. Stavrakakis and
G. Sweers [7].
The study of Eq. (1.1) is motivated by two reasons. First, recall that the Hardy–Rellich’s inequality
states that for all u ∈ C∞0 (RN ),
λ¯
∫
RN
u2
|x|4 dx
∫
RN
|u|2 dx, (1.2)
where λ¯ := N2(N−4)216 is the best constant. In the ﬁrst section, we give an improved Hardy–Rellich’s
inequality of (1.2): Assume 2  q  2∗∗(s), then for any u ∈ C∞0 (RN ), there exists a constant C such
that
( ∫
RN
|u|q
|x|s dx
)2
 C
( ∫
RN
|u|2 dx
)1/q
. (1.3)
Besides, although there are a lot of papers about the nontrivial solutions of biharmonic equation
[9,12,13,15–17,20,22,23] and references therein, but to our knowledge, there are no results about the
sign-changing solutions for biharmonic equation in unbounded domains until now. Recently, the sign-
changing solutions for some Schrödinger equations in RN have been studied by the linking type
theorem, which was founded by M. Schechter and W.M. Zou [8,10,11,14]. Motivated by their works,
we study the sign-changing solution for problem (1.1).
The existence of solutions understood as critical points of the energy functional
G(u) = 1
2
∫
RN
|u|2 dx− λ
2∗∗(s)
∫
RN
|u|2∗∗(s)
|x|s dx−
β
r
∫
RN
a(x)|u|r dx,
deﬁned in D2,20 (R
N ). Clearly, G ∈ C1(D2,20 (RN ),R).
Our main results are the following.
Theorem 1.1. Suppose 1< r < 2, 0 s < 4, the Lebesgue measure of set {x ∈RN ; a(x) > 0} is positive. Then:
(i) ∀β > 0, ∃λ1 > 0 such that if 0 < λ < λ1, then problem (1.1) has a sequence of solutions {un} with
G(un) < 0 and G(un) → 0 as n → ∞.
(ii) ∀λ > 0, ∃β1 > 0 such that if 0 < β < β1, then problem (1.1) has a sequence of solutions {un} with
G(un) < 0 and G(un) → 0 as n → ∞.
Theorem 1.2. Suppose 2 < r < 2∗∗ , the Lebesgue measure of set {x ∈ RN ; a(x) > 0} is positive. Then for
0 < λ < λ¯, β > 0, (1.1) has inﬁnitely many solutions whose corresponding energy is unbounded. Moreover,
∃λ2  λ¯ such that if 0 < λ < λ2 , β > 0, (1.1) at least has a sign-changing solution whose corresponding
energy is positive.
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Theorem 2.1. Assume 2 q 2∗∗(s), then for any u ∈ D2,20 (RN ), there exists a constant C such that
( ∫
RN
|u|q
|x|s dx
)2
 C
( ∫
RN
|u|2 dx
)1/q
.
Proof. For s = 0 or s = 4, this is just the Sobolev (or Hardy–Rellich) inequality. We therefore only
consider the case 0< s < 4. By the Hardy–Rellich, Sobolev and Hölder inequalities, we have
∫
RN
|u|2∗∗(s)
|x|s dx =
∫
RN
|u|s/2
|x|s |u|
2∗∗(s)−s/2 dx

( ∫
RN
u2
|x|4 dx
)s/4( ∫
RN
(|u|2∗∗(s)−s/2)4/(4−s) dx)(4−s)/4
=
( ∫
RN
u2
|x|4 dx
)s/4( ∫
RN
|u|2∗∗(0) dx
)(4−s)/4

(
4
N(N − 4)
)s/2( ∫
RN
|u|2 dx
)s/4
S
( ∫
RN
|u|2 dx
)2∗∗(0)(4−s)/8
= C1
( ∫
RN
|u|2 dx
)(N−s)/(N−4)
,
where C1 = ( 4N(N−4) )s/2 and
S = inf
u∈C∞0 (RN )\{0}
∫
RN
|u|2 dx
(
∫
RN
|u|2∗∗(0) dx)2/2∗∗(0) ,
which implies the result by density argument. 
Denote M+ as a cone of positive ﬁnite Radon measures. Since the proof of the following result is
similar to that of Lions [18] and D. Smets [19], we just sketch the proof here.
Lemma 2.2. Let {un} ⊂ D2,20 (RN ) be a bounded sequence, going if necessary to a subsequence, wemay assume
that un ⇀ u in D
2,2
0 (R
N ), |un|2 ⇀ μ in M+ , |x|−s|un|2∗∗(s) ⇀ ν in M+ . Deﬁne
μ∞ := lim
R→∞ limn→∞
∫
RN∩|x|>R
|un|2 dx, (2.1)
ν∞ := lim
R→∞ limn→∞
∫
RN∩|x|>R
|x|−s|un|2∗∗(s) dx. (2.2)
Then for each j in at most countable set J , we have
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∗∗(s)∞ ;
(2) ν = |x|−s|u|2∗∗(s) +∑ δx jν j , ν j > 0, μ |u|2 +∑ δx jαsν2/2∗∗(s)j ;
(3) μ j  δx jαsν
2/2∗∗(s)
j ;
(4) limn→∞
∫
RN
|x|−s|un|2∗∗(s) dx =
∫
RN
|x|−s|u|2∗∗(s) dx+ ‖ν‖ + ν∞ .
Proof. We only prove (1) and (4), (2) and (3) are due to Lions [18] and D. Smets [19].
Deﬁne
Sρ = inf
u∈D2,20 (Bρ )\{0}
∫
RN
|u|2 dx
(
∫
RN
|u|2∗∗(s)
|x|s dx)2/2
∗∗(s)
. (2.3)
Clearly for any ρ > 0
αs := inf
u∈D2,20 (RN )\{0}
∫
RN
|u|2 dx
(
∫
RN
|u|2∗∗(s)
|x|s dx)2/2
∗∗(s)
 Sρ.
For ﬁxed R > 0, by inequality ||a + b|p − |a|p| |a|p + C |b|p , the boundedness of {un} and (1.3)∣∣∣∣ ∫
|x|>R
|x|−s|un − u|2∗∗(s) dx−
∫
|x|>R
|x|−s|un|2∗∗(s) dx
∣∣∣∣
 
∫
|x|>R
|x|−s|un|2∗∗(s) dx+ Cε
∫
|x|>R
|x|−s|u|2∗∗(s) dx
 K + Cε
∫
|x|>R
|x|−s|u|2∗∗(s) dx,
for some constant K > 0 and any  > 0. Therefore, as R → ∞∣∣∣∣ limn→∞
∫
|x|>R
|x|−s|un − u|2∗∗(s) dx− lim
n→∞
∫
|x|>R
|x|−s|un|2∗∗(s) dx
∣∣∣∣ K + o(1),
that is ∣∣∣∣ limR→∞ limn→∞
∫
|x|>R
|x|−s|un − u|2∗∗(s) dx− ν∞
∣∣∣∣ K ,
as  is arbitrary,
lim
R→∞ limn→∞
∫
|x|>R
|x|−s|un − u|2∗∗(s) dx = ν∞.
Proceeding along the same lines, we get
lim
R→∞ limn→∞
∫
|x|>R
|un − u|2 dx = μ∞. (2.4)
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|∇φR | 2/R, |φR | 2/R2, then∫
|x|>R
|x|−s|un − u|2∗∗(s) dx
∫
RN
|x|−s|un − u|2∗∗(s)φ2
∗∗(s)
R dx

∫
|x|>2R
|x|−s|un − u|2∗∗(s) dx,
so that also
lim
R→∞ limn→∞
∫
RN
|x|−s|un − u|2∗∗(s)φ2
∗∗(s)
R dx = ν∞. (2.5)
Similarly,
lim
R→∞ limn→∞
∫
RN
|un − u|2φ2R dx = μ∞. (2.6)
By the Young inequality and the boundedness of {un} again∣∣∣∣ limR→∞ limn→∞
∫
RN
∣∣(un − u)φR ∣∣2 dx− lim
R→∞ limn→∞
∫
RN
∣∣((un − u)φR)∣∣2dx∣∣∣∣
 K + C lim
R→∞ limn→∞
∫
RN
∣∣2〈∇(un − u),∇φR 〉+ φR(un − u)∣∣2 dx
 K + C lim
R→∞ limn→∞
∫
RN
∣∣∇(un − u)∣∣2|∇φR |2 dx+ C lim
R→∞ limn→∞
∫
RN
|φR |2|un − u|2 dx
 K + o(1).
Therefore,
lim
R→∞ limn→∞
∫
RN
∣∣((un − u)φR)∣∣2 dx= μ∞. (2.7)
For R > ρ, (un − u)φR ∈ D2,20 (Bρ), so that
Sρ
( ∫
RN
|x|−s|un − u|2∗∗(s)φ2
∗∗(s)
R dx
)2/2∗∗(s)

∫
RN
∣∣((un − u)φR)∣∣2 dx,
taking the limits, we have
μ∞  Sρν2/2
∗∗(s)∞ ,
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μ∞  Sρν2/2
∗∗(s)∞  αsν2/2
∗∗(s)∞ .
To prove (4), let 0< φ ∈ C∞0 . Using the Brézis–Lieb Lemma, we have∫
RN
|x|−s|un|2∗∗(s)φ dx =
∫
RN
|x|−s|un − u|2∗∗(s)φ dx+
∫
RN
|x|−s|u|2∗∗(s)φ dx+ o(1)
=
∫
RN
|x|−s|u|2∗∗(s)φ dx+ ν(φ) + o(1),
so that |x|−s|un|2∗∗(s) ⇀ |x|−s|u|2∗∗(s) + ν in M+(RN ). Then, for φ := 1− φR as deﬁned above
lim
n→∞
∫
RN
|x|−s|un|2∗∗(s)φ dx
= lim
n→∞
[ ∫
RN
|x|−s|un|2∗∗(s)φR dx+
∫
RN
|x|−s|un|2∗∗(s)(1− φR)dx
]
= lim
n→∞
[ ∫
RN
|x|−s|un|2∗∗(s)φR dx
]
+
∫
RN
|x|−s|u|2∗∗(s)(1− φR)dx+ ν(1− φR)
= lim
R→∞ limn→∞
[ ∫
RN
|x|−s|un|2∗∗(s)φR dx
]
+
∫
RN
|x|−s|u|2∗∗(s) dx+ ‖ν‖
=
∫
RN
|x|−s|u|2∗∗(s) dx+ ‖ν‖ + ν∞. 
Lemma 2.3. (See [20].) The function F : D2,20 (RN ) →R, given by
F(u) =
∫
RN
a(x)|u|r+1 dx, 1 q < 2∗∗(0) − 1,
is weakly continuous.
Theorem 2.4. Assume {un} is a (PS)c sequence with c < 0, 1< r < 2, then:
(1) For ∀λ > 0, ∃β1 > 0 such that for any 0< β < β1 , {un} has a convergent subsequence in D2,20 (RN ).
(2) For ∀β > 0, ∃λ1 > 0 such that for any 0< λ < λ1 , {un} has a convergent subsequence in D2,20 (RN ).
Proof. For {un} is a (PS)c sequence, then
G(un) = 1
2
∫
RN
|un|2 dx− λ
2∗∗(s)
∫
RN
|un|2∗∗(s)
|x|s dx−
β
r
∫
RN
a(x)|un|r dx = c + o(1), (2.8)
〈
G ′(un),un
〉= ∫
N
|un|2 dx− λ
∫
N
|un|2∗∗(s)
|x|s dx− β
∫
N
a(x)|un|r dx = o(1)‖un‖. (2.9)
R R R
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o(1)
(
1+ ‖un‖
)+ |c| G(un) − 1
2∗∗(s)
〈
G ′(un),un
〉

(
1
2
− 1
2∗∗(s)
)
‖un‖2 − β
(
1
r
− 1
2∗∗(s)
)
α
−r/2
0
∥∥a(x)∥∥q‖un‖r,
we have the boundedness of {un} for 1 < r < 2, then there exists a subsequence, we still denote by
{un}, such that un ⇀ u in D2,20 (RN ), |un|2 ⇀ μ in M+ , |x|−s|un|2
∗∗(s) ⇀ ν in M+ . Let x j be a
singular point of the measures μ and ν , deﬁne a function φ(x) ∈ C∞0 such that φ(x) = 1 in B(x j, ),
φ(x) = 0 in B(x j,2)c and |∇φ|  2/, |φ|  2/2 in RN . Then {φun} is bounded in D2,20 (RN ), by
(2.9) we also obtain 〈G ′(un),φun〉 → 0. Furthermore,
lim
n→∞
∫
RN
un(φun)dx = λ
∫
RN
φ dν + β
∫
RN
a(x)|un|rφ dx, (2.10)
the left-hand side of (2.10) can be written as
lim
n→∞
∫
RN
un(φun) =
∫
RN
φ dμ+ lim
n→∞
∫
RN
un
(
2〈∇un,∇φ〉 + unφ
)
dx,
then
0 lim
n→∞
∣∣∣∣ ∫
RN
un〈∇un,∇φ〉dx
∣∣∣∣
 lim
n→∞
( ∫
RN
|un|2 dx
)1/2( ∫
RN
|∇un|2|∇φ|2 dx
)1/2
 C
( ∫
B(x j ,)
|∇u|2|∇φ|2 dx
)1/2
 C
( ∫
B(x j ,)
|∇φ|N dx
)1/N( ∫
B(x j ,)
|∇u|2N/(N−2) dx
)(N−2)/2N
 C
( ∫
B(x j ,)
|∇u|2N/(N−2) dx
)(N−2)/2N
→ 0 ( → 0),
and
0 lim
n→∞
∣∣∣∣ ∫
RN
ununφ dx
∣∣∣∣
 lim
n→∞
( ∫
N
|un|2 dx
)1/2( ∫
N
|φ|2|un|2 dx
)1/2R R
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( ∫
B(x j ,)
|φ|2|u|2 dx
)1/2
 C
( ∫
B(x j ,)
|φ|N/2 dx
)2/N( ∫
B(x j ,)
|u|2N/(N−4) dx
)(N−4)/2N
 CωnN−2
( ∫
B(x j ,)
|u|2N/(N−4) dx
)(N−4)/2N
→ 0 ( → 0).
Hence
0= lim
→0
(
λ
∫
RN
φ dν + β
∫
RN
a(x)|u|rφ dx−
∫
RN
φ dμ
)
= λν j −μ j,
since the weak continuity of F . Combining with Lemma 2.2(3) we have that either
(i) ν j = 0 or (ii) ν j 
(
λ−1αs
)(4−s)/(N−s)
.
Now, deﬁne φR ∈ C∞(RN , [0,1]) such that φR(x) ≡ 0 on BR , φR(x) ≡ 1 on Bc2R and |φR(x)|  1
everywhere, |∇φR | 2/R, |φR | 2/R2, then as R → ∞
λ
∫
RN
φR dν∞ + β
∫
RN
a(x)|un|rφR dx
= lim
n→∞
∫
RN
un(φRun)dx
=
∫
RN
φR dμ∞ + lim
n→∞
∫
RN
un
(
2〈∇un,∇φR〉 + unφR
)
dx,
by the Hölder inequality, the boundedness of {un} in D2,20 (RN ), and the weak continuity of F , we
have
λν∞ = μ∞.
Hence it follows from Lemma 2.2(1) that
(iii) ν∞ = 0 or (iv) ν∞ 
(
λ−1αs
)(4−s)/(N−s)
.
Now we claim that (ii) and (iv) cannot occur if λ and β are chosen properly. Indeed, from the
weak lower semicontinuity of the norm and the weak continuity of F ,
0> c = lim
n→∞
(
G(un) − 1
2∗∗(s)
〈
G ′(un),un
〉)
= lim
n→∞
(
4− s
2(N − s)
∫
N
|un|2 dx− β
(
1
r
− 1
2∗∗(s)
)∫
N
a(x)|un|r dx
)R R
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2(N − s)
∫
RN
|u|2 dx− β
(
1
r
− 1
2∗∗(s)
)∥∥a(x)∥∥q‖u‖r2∗∗(s)
 4− s
2(N − s)α0‖u‖
2
2∗∗(s) − β
(
1
r
− 1
2∗∗(s)
)∥∥a(x)∥∥q‖u‖r2∗∗(s),
then
‖u‖r2∗∗(s)  cβr/(2−r),
so that
0> c = lim
n→∞
(
G(un) − 1
2∗∗(s)
〈
G ′(un),un
〉)
= lim
n→∞
(
4− s
2(N − s)
∫
RN
|un|2 dx− β
(
1
r
− 1
2∗∗(s)
)∫
RN
a(x)|un|r dx
)
 4− s
2(N − s)
∫
RN
|u|2φR dx− β
(
1
r
− 1
2∗∗(s)
)∥∥a(x)∥∥q‖u‖r2∗∗(s)
 4− s
2(N − s)μ∞ − Cβ
r/(2−r)
 4− s
2(N − s)αs
(
λ−1αs
)(4−s)(N−4)/(N−s)2 − Cβr/(2−r).
However, if β > 0 is given, we can choose λ1 > 0 so small that for every 0 < λ < λ1, the last term
on the right-hand side above is greater than 0, which is a contradiction. Similarly, if λ > 0 is given,
we can take β1 > 0 so small that for every 0 < β < β1, the last term on the right-hand side above is
greater than 0. Similarly, we can prove that (ii) cannot occur for each j.
Up to now, we have shown that
lim
n→∞
∫
RN
|x|−s|un|2∗∗(s) dx =
∫
RN
|x|−s|u|2∗∗(s) dx.
So by Brézis–Lieb Lemma and the weak continuity of F ,
o(1)‖un‖ = ‖un‖2 − λ
∫
RN
|x|−s|un|2∗∗(s) dx− β
∫
RN
a(x)|un|r dx
= ‖un − u‖2 − ‖u‖2 − λ
∫
RN
|x|−s|u|2∗∗(s) dx− β
∫
RN
a(x)|u|r dx
= ‖un − u‖2 + o(1)‖u‖,
since G ′(u) = 0. Thus we prove that {un} strongly converges to u in D2,20 (RN ). 
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In this section, we use minimax procedure (see [1,21]) to prove the existence of inﬁnitely many
solutions. Let Σ be the class of subsets of D2,20 (R
N )\{0} which are closed and symmetric with respect
to the origin. For A ∈ Σ, we deﬁne the genus γ (A) by
γ (A) =min{k ∈N: ∃φ ∈ C(A,Rk \ {0}), φ(x) = −φ(−x)}.
Assume that 1< r < 2. Then we obtain
G(u) 1
2
∫
RN
|u|2 dx− α−2∗∗(s)/2s λ2∗∗(s)
( ∫
RN
|u|2 dx
)2∗∗(s)/2
− β
r
C
( ∫
RN
|u|2 dx
)r/2
.
Deﬁne
h(t) = 1
2
t2 − λC1t2∗∗(s) − βC2tr
then given β > 0, there exists λ2 > 0 so small that for every 0 < λ < λ2, there exits 0 < T0 < T1
such that h(t) < 0 for 0 < t < T0, h(t) > 0 for T0 < t < T1, h(t) < 0 for t > T1. Similarly, given λ > 0,
we can choose β2 > 0 with the property that T0, T1 as above exist for each 0 < β < β2. Clearly,
h(T0) = h(T1) = 0. Following the same idea as in [15], we consider the truncated functional
G˜(u) = 1
2
∫
RN
|u|2 dx− λ
2∗∗(s)
ψ(u)
∫
RN
|x|−s|u|2∗∗(s) dx− β
r
∫
RN
a(x)|u|r dx,
where ψ(u) = τ (‖u‖) and τ :R+ → [0,1] is a nonincreasing C∞ function such that τ (t) = 1 if t  T0
and τ (t) = 0 if t  T1. The main properties of G˜ are the following:
Lemma 3.1.
(1) G˜ ∈ C1 and G˜ is bounded below.
(2) If G˜(u) 0, then ‖u‖ T0 and G˜(u) = G(u).
(3) For any λ > 0, there exists β0 = min{β1, β2} such that if 0 < β < β0 and c < 0, then G˜ satisﬁes (PS)c
condition.
(4) For any β > 0, there exists λ0 = min{λ1, λ2} such that if 0 < λ < λ0 and c < 0, then G˜ satisﬁes (PS)c
condition.
Proof. (1) and (2) is immediate. To prove (3) and (4), observe that all (PS)c sequences for G˜ with c < 0
must be bounded, similar to the proof of Theorem 2.4, there exists a convergent subsequence. 
Lemma 3.2. Given n ∈N, there is n < 0, such that
γ
({
u ∈ D2,20
(
R
N): G˜(u) n}) n.
Proof. Fix n and let Hn be an n-dimensional subspace of D
2,2
0 (R
N ). Take u ∈ Hn,u = 0 write u = rnv
with v ∈ Hn, ‖v‖ = 1 and rn = ‖u‖. From the assumptions of a(x), it is easy to see for every v ∈ Hn
with ‖v‖ = 1 that there exist dn such that∫
a(x)|v|r dx dn.
Ω
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G˜(u) = G(u) = 1
2
∫
RN
|u|2 dx− λ
2∗∗(s)
∫
RN
|x|−s|u|2∗∗(s) dx− β
r
∫
RN
a(x)|u|r dx
 1
2
‖u‖2 − λC1‖u‖2∗∗(s) − βC2 dnrrn := εn.
Therefore we can choose rn ∈ (0, T0) so small that G˜(u) n < 0. Let Srn = {u ∈ D2,20 (RN ); ‖u‖ = rn}.
Then Srn ∩ Hn ⊂ G˜n . Hence γ (G˜n ) γ (Srn ∩ Hn) = n. Denote Γn = {A ∈ Σ; γ (A) n} and let
cn = inf
A∈Γn
sup
u∈A
G˜(u).
Then −∞ < cn  n < 0 because G˜n ∈ Γn and G˜ is bounded from below. 
Theorem 3.3. Let λ,β be as in (3) or (4) of Lemma 3.1. Then all cn are critical values of G˜ as cn → 0.
Proof. It is clear that cn  cn+1, cn < 0. Hence cn → c¯  0. Moreover, since that all cn are critical
values of G˜ [21], we claim that c¯ = 0. If c¯ < 0, because Kc¯ is compact and Kc¯ ∈ Σ , it follows from
that γ (Kc¯) = N0 < +∞ and there exists δ > 0 such that γ (Kc¯) = γ (Nδ(Kc¯)) = n0. By the deformation
lemma there exist  > 0 (c¯ +  < 0) and an odd homeomorphism η such that
η
(
G˜c¯+ \ Nδ(Kc¯)
)⊂ G˜c¯− .
Since cn is increasing and converges to c¯, there exists n ∈N such that cn > c¯− and cn +n0  c¯, there
exists A ∈ Γn+n0 such that supu∈A G˜(u) < c¯ + . By the properties of γ , we have
γ
(
A \ Nδ(Kc¯)
)
 γ (A) − γ (Nδ(Kc¯)) n, γ (A \ Nδ(Kc¯)) n.
Therefore
η
(
A \ Nδ(Kc¯)
) ∈ Γn.
Consequently
sup
u∈η(A\Nδ(Kc¯))
G˜(u) cn > c¯ − ,
a contradiction, hence cn → 0. 
Now we prove Theorem 1.2.
Lemma 3.4. If 2< r < 2∗∗ , then for 0< λ < λ¯, β > 0, {un} has a convergent subsequence in D2,20 (RN ).
Proof. For {un} is a (PS)c sequence, then
o(1)
(
1+ ‖un‖
)+ |c| G(un) − 1
r
〈
G ′(un),un
〉

(
1
2
− 1
r
)(
1− λ¯
)
‖u‖2,λ
3120 Y. Wang, Y. Shen / J. Differential Equations 246 (2009) 3109–3125this implies that {un} is bounded. Going if necessary to a subsequence, we may assume un ⇀ u in
D2,20 (R
N ). Using a similar argument as Theorem 2.4, we have μ j = λν j , it follows from 0< λ < λ¯ and
Lemma 2.2(3) that ν j = 0 for each j. Similarly, we have ν∞ = 0. Now the corresponding part of the
proof of Theorem 2.4 implies that un → u. 
To obtain inﬁnitely solutions, we need the following results of Rabinowitz [21, Theorem 9.12].
Lemma 3.5. Let G be an even C1 functional satisfying the (PS) condition on a Banach space X = Y ⊕ Z with
dim Y < ∞. Assume G(0) = 0 and
(1) there exist ρ, δ > 0 such that infSρ(Z)  δ,
(2) for each ﬁnite dimensional subsequence of Y1 ⊂ X, there is an R > 0 such that G  0 on Y1 \ BR(Y1).
Then G has an unbounded sequence of critical values.
By Lemma 3.4, to prove Theorem 1.2, it suﬃce to verify the conditions (1) and (2) of Lemma 3.5.
For any u ∈ Z , u = 0, R > 0, from
G(Ru) = R
2
2
‖u‖2 − λR
2
2
∫
RN
u2
|x|4 dx−
β
r
∫
RN
a(x)|Ru|r dx
 R
2
2
(
1− λ
λ¯
)
‖u‖2 − βR
rC
r
∥∥a(x)∥∥q‖u‖r,
which implies (1).
Let Hm ⊂ D2,20 (RN ), there exist C1,C2 > 0 such that
sup
u∈∂BR (Hm)
 C1R2 − C2Rr .
Indeed, for any u ∈ Hm,‖u‖ = 1 and any R > 0, we have
G(Ru) R
2
2
‖u‖2 − C β
r
∫
RN
a(x)|Ru|r dx R
2
2
− βdmR
r
r
,
choosing R large enough, we get (2).
4. Existence of sign-changing solutions
Let H be a Hilbert space, G ∈ C1(H,R) and G ′(u) = u − K(u) where K : H → H is a compact
operator. K = {u ∈ H: G ′(u) = 0}, Kc = {u ∈ H: G(u) = c, G ′(u) = 0}, K [a,b] = {u ∈ H: G(u) ∈
[a,b], G ′(u) = 0} and H˜ = H \ K .
Let P (−P ) denote the closed convex positive (negative) cone of H . For r > 0, deﬁne
±D0 :=
{
u ∈ H: dist(u,±P ) < ρ}, D := D0 ∪ (−D0), S = H \ D,
±D1 :=
{
u ∈ H: dist(u,±P ) < ρ/2}.
Then D0 is open convex, ±P ⊂ ±D0, S is closed.
Deﬁnition 4.1. We say G ∈ C1(H,R) satisﬁes the (w-PS)c condition, if
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subsequence,
(ii) there exist δ, R,α > 0 such that ‖G ′(u)‖‖u‖ α for any u ∈ G−1[c − δ, c + δ] with ‖u‖ R.
Deﬁne a class of contractions of H as follows:
Φ := {Γ (·,·) ∈ C([0,1] × H, H): Γ (0, ·) = id; for each t ∈ [0,1),Γ (t, ·)
is a homeomorphism of H onto itself and Γ −1(·,·) is continuous on [0,1] × H;
there exists an x0 ∈ H such that Γ (1, x) = x0 for each x ∈ H and that
Γ (t, x) → x0 as t → 1 uniformly on bounded subsets of H
}
.
Obviously, Γ (t,u) = (1− t)u ∈ Φ . Let Φ∗ = {Γ ∈ Φ: Γ (t, D) ⊂ D}. Then Γ (t,u) = (1− t)u ∈ Φ∗.
The following concept of linking can be found in [8].
Deﬁnition 4.2. A subset A of H is linked (with respect to Φ) to B of H if A ∩ B = ∅ and for every
Γ ∈ Φ there is a t ∈ [0,1] such that Γ (t, A) ∩ B = ∅.
It is easy to see that if A links B with respect to Φ , then A also links B with Φ∗.
Theorem 4.3. (See [5].) Assume G ∈ C1(H,R) and K(±D0) ⊂ ±D1 , a compact subset A of H links to a closed
subset B of S with respect to Φ∗ ,
a0 := sup
A
G  b0 := inf
B
G.
If G satisﬁes (w-PS)c condition for any c ∈ [b0, sup(t,u)∈[0,1]×A G((1 − t)u)], then K[a∗ − ε,a∗ + ε] ∩ (H \
(−P ∪ P )) = ∅ for all ε small, where
a∗ = inf
Γ ∈Φ∗ supΓ ([0,1],A)∩S
G(u) ∈
[
b0, sup
(t,u)∈[0,1]×A
G
(
(1− t)u)].
Moreover, Ka∗ ⊂ B if a∗ = b0.
Remark 4.3′ . Theorem 4.3 is still true if G satisﬁes (PS) condition, since the (PS) condition implies
the (w-PS) condition.
Consider the following biharmonic equation{
2u = λg(x)u, x ∈RN ,
u ∈ D2,20
(
R
N), (4.1)
where g(x) ∈ LN/4(RN ) ∩ L∞(RN ) is a nonnegative and locally Hölder continuous function.
Deﬁne
λ1 = inf
{ ∫
RN
|u|2 dx :
∫
RN
g(x)u2 dx= 1
}
,
and
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{ ∫
RN
|u|2 dx :
∫
RN
g(x)u2 dx= 1,
∫
RN
g(x)uφi dx= 0, i = 1,2, . . . ,k − 1
}
,
where φi is the eigenfunction corresponding to λi .
Lemma 4.4.
(i) The eigenspace corresponding to the principle eigenvalue λ1 is of dimension 1.
(ii) λ1 is the only eigenvalue of (4.1) to which a positive eigenfunction corresponds.
The proof of this lemma is long and technical, we refer to [4,23] for the detailed proof.
By Lemma 4.4(ii), we get φk must be sign-changing. Let Nk be the eigenvalue space of λk and
Hk = N1 ⊕ N2 ⊕ · · · ⊕ Nk . Usually the assumption B ⊂ S is not true on the whole inﬁnite dimensional
space H . Therefore, we are going to consider an approximation of H : H1 ⊂ H2 ⊂ · · · ⊂ Hm ⊂ · · · .
Lemma 4.5. There exist ρ0, c > 0 such that G(u) c for u ∈ H⊥k−1 with ‖u‖ = ρ0.
Proof. For any u ∈ H⊥k−1,
G(u) = 1
2
‖u‖2 − λ
2
∫
RN
u2
|x|4 dx−
β
r
∫
RN
a(x)|u|r dx
 1
2
(
1− λ
λ¯
)
‖u‖2 − βC
r
∥∥a(x)∥∥q‖u‖r  c,
for some c > 0 with
ρ0 := ‖u‖ =
(
(λ¯ − λ)r
4λ¯βC‖a(x)‖q
)1/2
. 
Lemma 4.6. G(u) → −∞ for u ∈ Hk with ‖u‖ → ∞.
Proof. Take un ∈ Hk , when ‖u‖ → ∞ write v = u‖u‖ , then from the assumptions of a(x), it is easy to
see there exist dk such that ∫
RN
a(x)|u|r dx dk‖u‖r .
So
G(u) = 1
2
‖u‖2 − λ
2
∫
RN
u2
|x|4 dx−
β
r
∫
RN
a(x)|u|r dx
 1
2
‖u‖2 − βdk
r
‖u‖r → −∞. 
Let
P := {u ∈ H: u(x) 0, for a.e. x ∈RN}.
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Bm := (Nk ⊕ Nk+1 ⊕ · · · ⊕ Nm) ∩ Bρ0(0),
where ρ0 comes from Lemma 4.5. Let
A := {u = v + sy0: v ∈ Hk−1, s 0, ‖u‖ = R}∪ (Hk−1 ∩ BR(0)), y0 ∈ Nk, ‖y0‖ = 1.
Then A and Bm link each other for any R > ρ0 > 0 [8], and each u of Bm is sign-changing. Let
Pm = P ∩ Em, then it is easy to check that dist(Bm,−Pm ∪ Pm) = δm > 0 since Bm is compact. Deﬁne
±D0(m, r) :=
{
u ∈ Hm: dist(u,±Pm) < ρ
}
,
±D1(m, r) :=
{
u ∈ Hm: dist(u,±Pm) < ρ/2
}
.
Let m > k + 2, consider Gm = G|Hm , the gradient of Gm can be expressed as G ′m = id−Projm K,
where Projm denotes the projection of H onto Hm, K is given by K(u) = −2(λu/|x|4+βa(x)|u|r−2u).
Lemma 4.7. There exists ρ ∈ (0, δm) such that
Projm K
(±D0(m,ρ))⊂ ±D1(m,ρ).
Proof. Write u± =max{±u,0}, note for any u ∈ Hm,∥∥u±∥∥t = minω∈∓Pm ‖u −ω‖t  Ct minω∈∓Pm ‖u −ω‖ = Ct dist(u,∓Pm),
for each t ∈ [2,2∗∗]. By Hardy–Rellich’s inequality, we have∥∥∥∥ u±|x|2
∥∥∥∥
2
= min
ω∈∓Pm
∥∥∥∥ u±|x|2 −ω
∥∥∥∥
2
 C2 min
ω∈∓Pm
∥∥∥∥ u±|x|2 − ω|x|2
∥∥∥∥
2
 C˜2 dist(u,∓Pm).
Let v = Projm K(u), v± satisﬁes ‖v±‖ =minω∈∓Pm ‖v −ω‖. Then we have
dist(v,∓Pm)
∥∥v±∥∥ 〈v, v±〉= ∫
RN
(
λ
u±
|x|4 + βa(x)
∣∣u±∣∣r−2u±)v± dx

∫
RN
(
λ
u±
|x|4 + β
∣∣a(x)∣∣∣∣u±∣∣r−1)v± dx
 λ
( ∫
RN
|u±|2
|x|4 dx
)1/2( ∫
RN
|v±|2
|x|4 dx
)1/2
+ cβ∥∥a(x)∥∥q∥∥u±∥∥r−1∥∥v±∥∥2

(
λc
λ¯
dist(u,∓Pm) + c dist(u,∓Pm)r−1
)∥∥v±∥∥.
Since r > 2, there exist λ˜ λ¯ such that λ < λ˜, choose ρ < δm/4, we have
dist
(
Projm K(u),∓Pm
)
 ρ/2,
for every u ∈ ∓D0(m,ρ). The conclusion follows. 
3124 Y. Wang, Y. Shen / J. Differential Equations 246 (2009) 3109–3125Proof of sign-changing solution. Let Dm = −D0(m,ρ) ∪ D0(m,ρ), Sm := Hm \ Dm . By Lemmas 3.4,
4.5–4.7, all conditions of Theorem 4.3 are satisﬁed. Therefore, there exists a um ∈ Sm such that
G ′m(um) = 0, Gm(um) ∈
[
b0, sup
(t,u)∈[0,1]×A
G
(
(1− t)u)].
To prove G has a sign-changing critical point, we just have to prove that {um} has a convergent
subsequence whose limit is still sign-changing. The proof of the existence of a convergent subsequence
of {um} is the same as the proof of (PS) condition of Theorem 2.4. We just prove the limit of the
subsequence is sign-changing. It follows by inequality (1.2),
∥∥u±m∥∥2 = ∫
RN
(
λ
|u±m|2
|x|4 + βa(x)
∣∣u±m∣∣r)dx
 λ
λ¯
∥∥u±m∥∥2 + c∥∥a(x)∥∥q∥∥u±m∥∥r,
for some constant c > 0. So
∥∥u±m∥∥2  c∥∥u±m∥∥r .
Hence ‖u±m‖ s0 > 0. This implies that the limit of the subsequence is also sign-changing. 
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