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Abstract
The undular bore observed on 27th of April 2012 is not the only known case like this. In
fact, this phenomenon develops over the Gulf of Mexico in the spring quite regularly. The
CIMMS Satellite Blogs archive holds at least five different observations of the years 1997,
1998, 2007, 2008 and 2011, where the bores appeared either in March or April. There are
undular bores in other areas of the world as well, among them the well known Morning
Glory Cloud which appears over the australian Gulf of Carpentaria.
In principle is an undular is bore a weak hydraulic jump which causes a train of sta-
ble waves, in contrast to a strong hydraulic jump where wave breaking and intensive
dissipation occurs. These waves are so called solitary waves, a type of nonlinear gravity
waves that propagate at constant speed without change of shape.
The theory of solitary waves has its roots in the Korteweg- and de Vries (KdV) equa-
tion, originally derived for shallow water waves in a narrow channel. Such a wave keeps
its shape since the nonlinear term is in perfect balance with the dispersive term of the
KdV and it propagates with constant phase velocity. Brooke Benjamin, Russ Davies,
Andreas Acrivos and Hiroaki Ono derived an equivalent of the KdV, the BDO equation,
valid for internal gravity waves traveling in a wave guide. For the atmosphere, a strong
low level inversion acts as a wave guide, and solitary waves may travel inside. In many
cases, the trigger for the bore is the cold outflow of a thunderstorm, a density current, ad-
vancing at the ground. When colliding with a sea wind, the described waves are excited.
Alternatively, cold fronts or the collision of two sea wind systems can trigger bores.
The simulation of the present case using the Wheater Reseach and Forecasting model
aims to get a better understanding of the evolution of the bore over the ocean and to
compare the waves with theory and satellite images. Beyond that, the process responsi-
ble for the creation of the bore, for which no satellite images are available, can be studied
and information of the evolution of the bore when entering the sea area is obtained. The
small wavelength of the bore requires a horizontal resolution of 1 km and the combination
with the quite large spatial dimensions of the bore (800 km long, 70 km wide) leads to rel-
atively big domains. A key aspect is the correct simulation of the inversion which guides
the waves, wherefore a higher vertical resolution in the lowest 1.5 km is an advantage.
Finally, a comparison of model results with present BDO theory will be carried out.
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Zusammenfassung
Der „undular Bore“ der am 27. April 2011 über dem Golf von Mexiko beobachtet wur-
de ist ist nicht der einzige bekannte Fall dieser Art. Vielmehr kommt dieses Phänomen
über dem Golf mit einer gewissen Regelmäßigkeit im Frühjahr vor. Im Archiv des CIMSS
Satelliten Blogs finden sich fünf verschiedene Beobachtungen aus den Jahren 1997, 1998,
2007, 2008 und 2011, mit Boren die im März oder April auftraten. In anderen Gegenden
treten solche Wellen ebenfalls auf, wobei die Morning Glory Cloud über dem australischen
Golf von Carpentaria wohl am bekanntesten ist.
Im Prinzip kann ein undular Bore als ein schwacher hydraulischer Sprung betrachtet
werden, wobei im Gegensatz zu einem starken kein Wellenbrechen mit einhergehender
ausgeprägter Dissipation entsteht, sondern ein stabiler Wellenzug generiert wird. Bei den
dabei entstehenden Wellen handelt es sich um solitäre Wellen, einem Typ nichtlinearer
Schwerewellen, die sich mit konstanter Geschwindigkeit ausbreiten ohne ihre Gestalt zu
verändern.
Die theoretische Beschreibung von solitären Wellen geht auf die Korteweg- und de Vries
(KdV) Gleichung zurück, die zunächst für Flachwasserwellen hergeleitet wurde. Eine so-
litäre Welle ist hierbei eine Welle die durch ein Gleichgewicht des nichtlinearen und des
dispersiven Terms stabil bleibt und sich mit konstanter Geschwindigkeit ausbreitet. Auf
Brooke Benjamin, Russ Davis, Andreas Acrivos und Hiroaki Ono geht hierbei eine Erwei-
terung auf interne Schwerewellen in einem Kanal, die BDO-Gleichung, zurück. Dabei dient
eine starke Inversion als Wellenführung und solitäre Wellen können im unteren Teil der
Atmosphäre entstehen. Als Auslösemechanismus dient in vielen Fällen der kalte Ausfluss
von Gewittern der sich als „density current“, also Dichteströmung, am Boden ausbreitet
und bei Kollision mit einem Seewind oben beschriebenen Wellen ausbildet. Alternativ zu
einzelnen konvektiven Zellen lösen auch Kaltfronten Boren aus und auch die Kollision von
zwei Seewindsystemen wurde als Auslösemechanismus bereits beobachtet.
Die Simulation des vorliegenden Falls mit dem Wheater Reseach and Forecasting Modell
hat zum Ziel die Evolution der Bore über dem Meer zu simulieren und die Wellen mit
Theorie und Satellitenbildern zu vergleichen. Darüber hinaus kann der Entstehungspro-
zess, von dem keine Satellitenbilder vorliegen, untersucht werden. Die geringe Wellenlänge
macht einen horizontalen Gitterpunktsabstand von 1 km notwendig, was bei der beträcht-
lichen räumlichen Ausdehnung der Bore (etwa 800 km lang, 70 km breit) zu relativ großen
Domänen führt. Ein Schlüsselaspekt ist die Ausbildung der Inversion an denen sich die
Wellen ausbreiten, und so ist eine erhöhte vertikale Auflösung in den unteren 1,5 km
von Vorteil. Zum Schluss der Arbeit werden die Ergebnisse der Modellsimulation mit den
theoretischen Vorhersagen der BDO Theorie verglichen.
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Motivation
Personally, the motivation for this work was my fascination for solitons and other nonlinear
waves, especially in the atmosphere. The idea to simulate nonlinear waves in the form of
an undular bore using the WRF model seemed to be a promising topic for a master thesis.
On 27th of April 2011, an undular bore has been documented by the satellite GEOS-
13 (vis) over the Gulf of Mexico1. More than 60 satellite images captured the evolution
of the bore over 9 hours and 40 minutes, which gives enough information to calculate
quantities like wavelength and phase speed to be compared with a simulation.
The main questions of this work are:
• Is WRF able to simulate this bore? Which features are simulated at which accuracy?
• What can we learn about the performance of WRF? Is a higher resolution with
nested domains helpful? What about a higher vertical resolution?
• How good is the agreement with present theoretical descriptions of undular bores?
In the present thesis the concepts of gravity currents, undular bores and the theory
to describe them will be reviewed briefly in chapter 1. The second chapter (2) will
describe the synoptic conditions for the case mentioned above, the WRF simulation and
the outcome of this simulations. Finally the last chapter (3) will compare the simulated
bore, especially its evolution, with BDO theory.
1http://cimss.ssec.wisc.edu/goes/blog/archives/date/2011/04/27
Chapter 1
Atmospheric Solitary Waves and
Undular Bores
1.1 Introduction
In 1845, John Scott Russel, a British engineer, discovered the solitary wave phenomenon.
What he observed was a wave which traveled along a canal with constant velocity and
without change of shape over a long distance. The wave theory at this time was not
able to explain this phenomenon and the problem caught the attention of scientists like
Rayleigh, Boussinesq, Korteweg, de Vries and many others. In the 1870s, Boussinesq and
Lord Rayleigh provided theoretical treatments of this problem and derived independently
that the shape of the solitary wave is a sech 2(x) function and in 1895, Korteweg and de
Vries derived the equation which now bears their name and which is able to explain the
behavior of the solitary waves (Miles, 1980).
It should be noted that, according to de Jager (2006), Boussinesq almost found the KdV
already in 1875. He derived a slightly different form and mentioned it in a footnote in his
"Essai sur la théorie des eaux courantes". However, Korteweg and de Vries (1895) used a
slightly different approach and included the effect of surface tension.
The Korteweg and de Vries equation has been derived using the Euler equations for a
fluid in a narrow canal, so the problem is two-dimensional. The fluid was assumed to be
incompressible, irrotational and fairly long waves with an amplitude small compared to
the depth of the canal are presumed. With physical variables, the KdV is
∂η
∂t
= 32
√
g
h
· ∂(
1
2η
2 + 23αη +
1
3σ
∂2η
∂x2 )
∂x
(1.1)
where
σ = h
3
3 −
Th
ρg
2
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Hereby, h is the depth of the canal, g the gravitational acceleration, T the surface tension,
ρ the density of the fluid in which the wave propagates and α adds an additional velocity
to the solution. Finally, the variable η(x, t) describes the displacement of the surface from
the initial state.
The amazing property of the so called solitary waves, to keep their identity over a large
distance, can now be explained as a dynamic balance of nonlinearity and dispersion. The
tendency of the nonlinear term to increase the steepness of the wave is limited by the
tendency of the dispersion to broaden the wave. The term ’solitary’ refers to the fact that
these waves consist of a single heap of water, meaning that they are not periodic and that
these are waves only of elevation; there is only a wave crest but no trough. Hence there
is a net mass transport - in contrast to the classical shallow water waves.
Later, Zabusky and Kruskal (1965) found a remarkable property of the KdV. The waves
supported by this equation keep their identity even when colliding, which was unexpected,
since the KdV is a nonlinear equation. These waves suffer a shift in phase, but keep their
shape and velocity. For waves with this property, the term ’soliton’ was introduced.
Ursell Number
The waves described are long, so δ =
(
h
λ
)2  1 and the amplitude a is small compared
to the canal depth, so  = a
h
 1. The point is that the ratio of these parameters is an
appropriate way to measure the counteracting effects of nonlinearity and dispersion as
Ursell (1953) showed first. The Ursell number is defined as
U = 
δ
= aλ
2
h3
. (1.2)
If U  1, nonlinear effects are stronger than dispersion and a wave will steepen till the
point of wave breaking. On the other hand, if U  1 dispersion is stronger, so an initial
disturbance will split up as individual modes move at different phase velocities. Balance
is reached when U = O(1).
For waves in fluids of great depth however, the Ursell number must be modified as Ben-
jamin (1966) and more explicitly Christie et al. (1979) stated. The equivalent Ursell
number is
U = a λ
h2
. (1.3)
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1.2 KdV Theory
The Korteweg an de Vries equation 1.1 is very often transformed in a dimensionless form,
which is simpler to discuss and to calculate with. The ’canonical’ form of the KdV is:
ut + 6uux + uxxx = 0 (1.4)
where subscripts denote partial derivatives with respect to the respective variable and
u = u(x, t). There is no strict convention defining the coefficients of this equation, some
authors reverse the sign of the nonlinear term or set the coefficient to one. This is not
essential at this point. One can transform eq. 1.1 by applying the following transformation
and omitting primes.
η = 23
(3σ
L2
u− α
)
(1.5)
t = −2L
3
σ
√
h
g
t′ (1.6)
x = Lx′ (1.7)
Here, L is a typical length scale used to make x′ dimensionless.
Equation 1.4 can be expressed as a conservation law
ut +
(
3u2 + uxx
)
x
= 0 (1.8)
which implies the conservation of ’mass’. Multiplying with u and integrating provides a
similar conservation law for ’momentum’(
u2
2
)
t
+
(
2u3 + uuxx − 12u
2
x
)
x
= 0. (1.9)
A similar equation can be formulated for ’energy’ as well, actually, there is an infinite
number of conservation laws for the KdV. See, for example, Grimshaw (2007) for more
details.
1.2.1 Solitons
As mentioned above, solitons are in basically solitary waves with the ability to collide with
other solitons without losing their identity. The first equation which was known to provide
such solutions was the KdV, and therefore these solutions should be described here briefly.
The one soliton or solitary wave solution for equation 1.4 is:
4
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u(x, t) = c2sech
2
[√
c
2 (x− ct− x0)
]
(1.10)
where x0 is an arbitrary constant and c > 0. As one can see, the velocity of the solitary
wave depends on its amplitude and its width. The higher the amplitude and the narrower
the width, the faster it moves.
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Figure 1.1: One solition solution of the KdV equation
The KdV also provides a multi soliton or n soliton solution. Here, an initial sech (x)
profile splits up in n solitons ordered by amplitude. If periodic boundary conditions are
used in an numerical simulation, these solitons can meet again and eventually restore the
initial condition (Drazin and Johnson, 1989).
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Figure 1.2: Two solitions and their collision under the framework of the KdV equation.
The solitons suffer a phase shift, but emerge with the same shape and velocity as they
had before the collision.
1.2.2 Undular Bores
Following Grimshaw (2007), an undular bore is a shock wave modulated by dispersion.
An initially smooth step will evolve according to the nonlinear advection equation
ut + uux = 0 (1.11)
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since the dispersive term can be neglected during the initial stage. This equation would
lead to an increasing steepness of the slope, and eventually wave breaking, but then the
dispersive term can no longer be neglected. This term regularizes the evolution and leads
to oscillations, or undulations.
−10 0 10 20 30 40 50−0.5
0
0.5
1
1.5
2
2.5
 
 
evolved
initial condition
Figure 1.3: An undular Bore, evolved from an initial tanh(x) profile (red) under the
framework of the KdV equation.
The undulations formed are ordered by amplitude and thus, ordered by velocity with
the fastest one ahead. Therefore, the undulations ’fan out’ and eventually build a train
of individual solitary waves. This means that the distance between the first and second
soliton is larger than the distance between the second and the third, and so on. This
process is an important and quite general mechanism to create solitary waves. It is
important to note that the soliton theory is strictly valid only for waves which are no
longer connected to the other waves, so the waves of an evolving bore are not exact
soliton solutions but share most of their aspects.
Figure 1.4: The evolution of an undular bore in time.
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1.3 BDO Theory
The KdV theory was originally derived for water waves in a narrow canal, but can also
be applied to atmospheric waves. Depending on the stratification, the BDO theory can
be more appropriate. Since this equation is central in the last section of this thesis, its
derivation should be sketched and the area of validity should be discussed here. For the
details, I shall refer to the original authors.
The BDO equation is named after its fathers Benjamin (1967), Davis and Acrivos (1967)
and Ono (1975). Especially the last author gives a very clear derivation, starting with an
incompressible, stably stratified fluid where die two-dimensional Euler equations hold.
∂u
∂t
+ u∂u
∂x
+ w∂u
∂z
= −1
ρ
∂p
∂x
, (1.12)
∂w
∂t
+ u∂w
∂x
+ w∂w
∂z
= −1
ρ
∂p
∂z
− g, (1.13)
∂ρ
∂t
+ u∂ρ
∂x
+ w∂ρ
∂z
= 0, (1.14)
∂u
∂x
+ ∂w
∂z
= 0 (1.15)
The first two equations are prognostic equations for momentum in x and z direction, the
third one reflects conservation of mass for a fluid without divergence. A motionless ground
state which is in hydrostatic balance is introduced, being a trivial solution of this set of
equations. All four variables are represented as ground state plus perturbation, where the
ground state for u and w is set so zero, so the fluid is at rest or moving with the same
constant velocity as the observer in x-direction. The profile of density, ρ(z), Ono dealt
with is hereby set to
ρ0 =
const. z > h0ρ0(z) 0 ≤ z < h0 (1.16)
In the following, the analysis was done for the lower layer and for the upper layer sepa-
rately. In the lower layer, 0 ≤ z < h0, all dependent variables were expanded in power
series with a smallness parameter  and equations for O() and O(2) were derived. The
rigid bottom leads to the lower boundary conditions at z = 0:
φ = 0 w2 = 0 (1.17)
where the variable w1 has been separated following,
w1 = −∂A(ξ, τ)
∂ξ
φ(z) (1.18)
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with the transformed variables ξ = (x− c0t) and τ = 2t.
The fluid in this layer is set in motion only by disturbances in the lower layer leading
to perturbations of u,w and p to O(2) and of ρ to O(4). This and the fact that the
base state for the density is constant in this layer leads to a relatively simple Laplace
equation whose solution leads to an integral term, a Hilbert transform. The latter point
will explained in a few lines.
At height z = h0, the equations for vertical motions are matched to O(2) leading to
upper boundary conditions
φ(h0) = 1
∂φ(h0)
∂z
= 0 (1.19)
and finally the BDO equation
∂A
∂t
+ c0
∂A
∂x
+ αA∂A
∂x
+ µ ∂
2
∂x2
H(A) = 0 (1.20)
H(A) stands for the Hilbert transform of A
H(A(x)) = 1
pi
P
∞∫
−∞
A(ξ)
x− ξ dξ (1.21)
The first three terms in equation 1.20, tendency, linear advection and a nonlinear ad-
vection term are familiar from the KdV equation, but here it is the integral transform
H(A(x)) responsible for dispersion. As the KdV, is the BDO free form dissipational terms
so more conservation laws than conservation of mass are to be expected. Ono (1975) found
four different conservation laws for this equation: conservation of mass, momentum, the
center of gravity and its velocity. Having so many conserved quantities explains the elu-
sive steadiness of its solutions.
Inclusion of shear was primarily applied by Doviak et al. (1990) and Rottman and Ein-
audi (1992) applied Ono’s process to specific meteorological case studies, derived the same
equation starting with the Boussinesq approximated Euler equation and introduced shear
as well.
They considered an atmosphere with a waveguide of depth h0, much less than the horizon-
tal scale of the waves, but much greater than the amplitude of the waves. This atmosphere
should be stably stratified inside the waveguide and neutrally or weakly stratified aloft.
Under these conditions, solitary waves of the BDO type can form and propagate inside
the waveguide.
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η
h0
z
N(z)
u0(z)
Figure 1.5: Concept of the wave duct and its variables. Adapted after Rottman and
Einaudi (1992).
Vertical displacement of a streamline η(x, z, t) can be expanded as
η(x, z, t) = A(x, t) φ(z), (1.22)
and for the modal function φ(z) the equation
(ρ0 c¯20 φz)z +N2ρ0 φ = 0 (1.23)
holds.
Again, the boundary conditions are:
φ(0) = 0 φz(h0) = 0 (1.24)
with c¯0 = c0 − u0(z). Background variables are denoted with subscript 0. As before,
the partial derivative with respect to z is denoted with a subscript z. This is a Sturm-
Liouville problem for the eigenfunction φ(z) and die eigenvalue c0. For such problems
exist an infinite set of eigenfunctions and appropriate eigenvalues. The lowest mode has
the highest eigenvalue and an eigenfunction with no roots in (0, h0), the following has a
lower eigenvalue and an eigenfunction with one root, etc. However, Davis and Acrivos
(1967) observed only the lowest mode in their experiments. The solution of this equation
is complicated unless the enlisted functions are very simple and for realistic conditions,
numerical methods are the only way to solve it. This will be done in the last chapter.
The function A(x, t) satisfies the BDO equation 1.20, and its coefficients α and µ can
9
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be computed using
α = I
∫ h0
0
3ρ0 c¯20 φ3zdz (1.25)
µ = I(ρ0 c¯20 φ2)z=h0 (1.26)
I =
[∫ h0
0
2ρoc¯0φ2zdz
]−1
. (1.27)
The solitary wave solution for equation 1.20 in a reference frame moving with c = c0 + c1
is then
A(x) = aλ
2
x2 + λ2 , (1.28)
with
|λ| = 4µ
αa
, c1 =
1
4αa. (1.29)
This solution A(x) is called the algebraic solitary wave solution of the BDO equation. It
is still bell-shaped, a Lorentzian to be exact, but vanishes slower than the KdV soliton as
x → ±∞. Waves with highest amplitude a will be located at the top of the waveguide,
since the modal function φ(z) has its maximum there. The fluid in the upper layer will
be set in motion by these waves and evanescent waves will be generated.
Together with the background variables, pressure, horizontal and vertical wind speed
and potential temperature can be calculated using
u = A(c¯0φ)z (1.30)
w = −Axc¯0φ (1.31)
p = Aρ0c¯20φz (1.32)
Θ = −AΘ0N
2
g
φ. (1.33)
This sketched derivation should give some insight in the origins of this equation central
in this thesis, and emphasize three facts:
• The conservation laws of this equation explain the stability of the solitary wave and
other solutions. This stability relies on the absence of dissipation.
• Constant density or constant potential temperature in the upper layer are too re-
strictive simplifications to match real cases.
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• Vertical wind shear is included, but background variables are still assumed to be
horizontally homogeneous.
• The BDO is valid up to second order and predicts weak nonlinear waves. It is not
valid if strong nonlinear effects are present.
Since the BDO theory is only strictly valid if stratification in the upper layer is neutral,
waves will radiate energy upwards and will eventually decay. However solitary waves still
may exists if the upper layer is only nearly neutrally stratified as Rottman and Einaudi
(1992) noted. A way to deal with this effect would be to introduce a dissipation term in
the BDO equation.
1.4 Gravity Currents
KdV or BDO theory may describe the motion of the wave, but cannot explain the physical
generation process of such waves. This is where gravity currents come into play, as one
process among others.
A gravity or density current is a flow of a fluid denser than its environment traveling
mainly horizontal along the ground or along a surface between two layers of fluid. A
typical example would be a dam break, suddenly releasing a mass of water propagating
along the surface, or a tidal bore moving upstream of a river. Depending on the depth
of the front of the bore, its appearance may be undular, if the jump is relatively small
compared to the depth of the undisturbed water, or turbulent, for a large disturbance.
For the latter case, a tidal bore is an example of a strong hydraulic jump, with a turbulent
structure and excessive dissipation.
In the atmosphere, a gravity current is a shallow and cold, thus dense, mass of air replac-
ing a warmer one. Its main characteristics are a feeder flow from the back, an elevated
head at the front, an abrupt decrease of temperature accompanied by a positive pressure
jump and increased gustiness due to strong vertical mixing (Koch and Clark, 1999; Har-
tung et al., 2010). A density current may form as a katabatic wind moving downslope of
a mountain or a glacier, or by the cold outflow of a thunderstorm. Over dry areas, such
a gust front may blow sand and dust into the air and form a sand storm.
According to Rottman and Simpson (1989), bore formation takes place when the ra-
tio of inversion height h0 and density current depth d0 exceeds the value of 0.25. The
density current depth d0 can be estimated using
11
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Figure 1.6: Left: a sand storm approaching a military camp in Iraq. Right: an undular
bore near the coast of Senegal, created by the cold outflow of a massive convective system
c©2006 EUMETSAT2.
d0 =
Θvc∆p
ρw g[(pc/pw)Θvw −Θvc] , (1.34)
taken at the surface. The subscripts "w" stands for the warm and "c" for the cold side; all
other symbols have the usual meaning.
The velocity of a gravity current is in close relation to the gravity wave speed
cgw =
√
gh0
∆Θv
Θ¯v
. (1.35)
Here Θ¯v is the average of Θv across the inversion and ∆Θv the inversion strength. The
phase velocity of the gravity current can be estimated using
cgc = Fr
√
∆p
ρw
(1.36)
Fr = cgc
cgw
(1.37)
Finally, the appearance of the bore, exceeded by the density current depends on bore
strength h1
h0
. For values between 1 and 2, the bore is smooth and undular, between 2 and
4, mixing processes grow stronger and above 4 mixing dominates the characteristics of
the bore. In all these cases, the phase velocity is greater than the gravity wave speed cgw
via
2Left picture was taken by the U.S. Marine Corps http://www.defenselink.mil/photos/
newsphoto.aspx?newsphotoid=6469, Satellite image: http://oiswww.eumetsat.org/WEBOPS/iotm/
iotm/20060813_bore/20060813_bore.html
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cBore = cgw
√√√√1
2
h1
h0
(
h1
h0
+ 1
)
. (1.38)
Thus, the bore moves faster than gravity waves, ahead of the gravity current. It is asso-
ciated with a sudden wind shift, a pressure jump, an increase of the height of the stable
layer and a net cooling in the lower atmosphere. Abrupt surface cooling is not a feature of
bores, in fact there might be warming if air from above the inversion is mixed downwards
(Koch and Clark, 1999).
The evolution of a gust front to bore to solitary wave was studied by Knupp (2006), and
Simpson (1999) provides comprehensive information on density currents.
1.5 The Morning Glory
The Morning Glory Cloud, which develops often during spring and fall over the Gulf of
Carpentaria, is an atmospheric internal undular bore and due to its fairly regular occur-
rence, the scientific observation and description is relatively dense. It is a cloud line, or
several cloud lines, often appearing as roll clouds which are propagating with a group ve-
locity on the order of 10 ms−1. These lines are usually accompanied by a sudden pressure
jump of 0.5 to 2 hPa and a wind change both in direction and speed. There exists a vari-
ety of forms of the morning glory, and depending on the direction of their origin, they are
usually called southerly Morning Glory (SMG), south-easterly Morning Glory (SEMG),
north-easterly Morning Glory (NEMG) or North Australian Cloud Line (NACL), a more
convective form and usually a single line of clouds (Thomsen, 2006).
One of the earliest papers on this topic was written by Clarke (1972), where he de-
scribed the south-easterly Morning Glory and suggested a hydraulic jump to explain this
phenomenon. A few years later, field experiments were carried out to explore the dynamic
and thermodynamic structure of the north-easterly Morning Glory by Clarke et al. (1981)
and they suggested that the principle mechanism is the interaction of a sea breeze gravity
current with the nocturnal inversion which often develops during spring. An internal bore
produced by an katabatic flow was also pointed out to be an important mechanism. In
the same year, Christie et al. (1981) presented acoustic sounder data also pointing to an
internal bore developing a train of solitary waves. For a review of the Morning Glory see
Christie (1992), for numerical studies see Noonan and Smith (1987), Thomsen (2006) and
Goler and Reeder (2004) and for the results of a field experiment gathering data of the
atmospheric structure of MGs see Menhofer et al. (1996).
Clarke (1986) described cold fronts and several bores over southern Australia. He pointed
out that the structure of the gravity current and whether it will form an undular bore is
13
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strongly dependent on the stratification of the boundary layer which is disturbed by the
gravity current. He reported seven probable bore events, in most cases visualized by a
roll cloud and triggered either by a cold front or a thunderstorm outflow.
The Morning Glory, especially the southerly type, is a cousin of the undular bore over the
Gulf of Mexico mentioned in the introduction. Both are triggered by a cold front coming
from the land and approaching the coast and interacting with a sea breeze creating an
undular bore. On top of this, the undular bore of the 27th April 2011 is not an isolated
case. Clarke (1998) mentioned an almost identical case in 1997, and the CIMSS Satellite
Blog reports undular bore events over the Gulf of Mexico on 19th of March 1998, 11th of
April 2007 and 15th of March 2008, showing very similar cases3. Yet another case has
been reported by Hartung and Sitkowski (2010) over the eastern Florida coast on 17th of
March 2009.
3http://cimss.ssec.wisc.edu/goes/blog/archives/625,
http://cimss.ssec.wisc.edu/goes/blog/archives/386,
http://cimss.ssec.wisc.edu/goes/misc/980319.html
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Chapter 2
The undular Bore over the Gulf of
Mexico
2.1 Synoptic Overview
A high over the west coast and a mature cyclone with its center over the Great Lakes
dominated the weather over North America on 27th of April 2011. A long wavy frontal
system connected the cyclone with an developing low over Texas. The cold front, which
belongs to the low over north Texas, crossed southeast Texas and reached the Gulf of
Mexico at 12 UTC. This is when the undular bore was created.
Figure 2.1: Surface Analysis for 27 of April 2011, 03:00Z
The 12Z radiosonde ascent in Corpus Christi int. airport (fig. 2.5) shows a relatively
sharp inversion from approx. 400 m to 900 m amsl with an amplitude of 8 K. Aloft, the
air was dry and westerly wind blew with wind speeds of 15 ms−1, and higher wind speeds
15
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Figure 2.2: Surface Analysis for 27 of April 2011, 06:00Z
Figure 2.3: Surface Analysis for 27 of April 2011, 09:00Z
16
2 The undular Bore over the Gulf of Mexico 2.1 Synoptic Overview
Figure 2.4: Surface Analysis for 27 of April 2011, 12:00Z
in the upper troposphere. The previous sounding, 00Z, indicates an inversion in the same
level as well, but weaker and with a layer of isothermal air above the inversion. Winds in
the lower troposphere were southerly with 10-12 ms−1.
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Figure 2.5: Radiosonde ascents in Corpus Christi at 00 and 12 UTC
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2.2 Available Data and Observations
To avoid confusion in the following sections, it should be mentioned here that local time
for Texas is central daylight time (CDT = UTC - 5) for the 27th of April. Sunrise is at
6:54 CDT/11:54 UTC and sunset is at 20:01 CDT/01:01 UTC.
The GOES-13 images document the bore from 12:15 UTC (7:15 CDT) to 21:55 UTC
(16:55 CDT) with 65 images. The time lag between the images is not constant, but on
average 7 minutes. As already mentioned earlier, one important point is comparing the
model results with the observation, and the satellite images contain information of phase
speed, wave length and spatial extent of the part of the bore made visible by clouds.
They also allow to compare the evolution of the bore in time and the number of wave
crests with the model result. In addition, the soundings of Corpus Christi are available
at 00Z and 12Z and are used to compare the vertical structure of temperature, moisture
and horizontal wind speed and direction. Moreover, surface data from Corpus Christi in-
ternational airport is available and can be used to verify model performance at the surface.
Figure 2.6: The satellite image of the bore at 12:15 UTC. The picture was rotated by 45◦,
matching the rotation of the model domains.
Image 2.6 shows the GOES-13 picture valid for 12:15 UTC and it is the first one of the
series. The undular bore is parallel to Texas coast and extends form the Mexican border
to the west to Galveston Bay to the north east and maybe further. So the length of the
bore is at least 550 km and its width ranges from 67 to 112 km. The number of cloud
lines is varying from a single line on the mexican side to 12 lines over the bay near Corpus
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Christi. More to the north east are probably even more waves but they are smeared and
impossible to distinguish from each other.
As pointed out in section 1.2.2 the wavelength is not constant for the bore as a whole, so
one can define a mean wavelength or measure the distance between the leading and the
second wavefront. The estimate for the mean wavelength from the 12:15 UTC satellite
image is 5.2 km and for the distance between the first two wavefronts 7-9 km, depending
on the position of the measurement. At 16:32 UTC the mean wavelength has increased to
7.5 km and the wavefront distance to 13.5 km. The phase speed was calculated by fitting
a line to a x-t diagram of the position of the leading wavefront at times 12:15, 13:25,
15:15, 16:32 and 17:33 to obtain cbore = 12.7 ± 0.2 ms−1. The uncertainty of this value
is due to the uncertainty of the measurement of bore position. It has been calculated by
comparing with a line fitted to data points leading to a maximal tilt of the fitted line. As
a matter of course, those modified data points lie within their uncertainty range which is
± 5 km.
The data from the airport was taken from the METARs and is listed in the Appendix A.
2.3 WRF: Model Setup and Configuration
Since the primary aim was to simulate the undular bore as it is documented by the satel-
lite images, the main focus was the coastal area near Corpus Christi. The first model
setup was chosen as displayed in fig 2.7. It consists of three domains nested in each other,
with a horizontal grid distance of five kilometers for the outermost domain, one kilometer
for the second one and 333 m for the innermost domain. Saving computational time is
relevant when performing simulation like this, wherefore the domains were rotated by
45◦, so the bore is propagating parallel to one border and the rectangular computational
space is used more economically. The nests are connected using the feedback option en-
suring that the evolution calculated in the inner domains will also affect the outer solution.
A high vertical resolution was realized by the use of 60 or more model levels. Tests with
six additional levels in the lowest 1.5 km have been made to check the influence of the ver-
tical resolution on the inversion. Additional levels where definitely helpful to resolve the
inversion, so the setup with 66 levels was used as a standard. A third order Runge-Kutta
scheme was used for time integration with 15, 3 and 1s time steps to ensure stability.
Finally, a damping layer with Rayleigh damping working on vertical motion only is used
at the top of the model.
To initialize the model and to force the boundaries, the ECMWF operational analysis
for 27th of April 2011, 00:00 UTC is used. Since this data has a spatial resolution of 17
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Figure 2.7: Domain setup 1st Run
km, the first domain with five kilometers grid distance is definitely helpful, but the bore
will not be resolved. However, the second domain is able to resolve the bore and the data
of this domain was used for most of the analysis in section 2.4. The third domain is not
essential, but helpful, to test if a very high resolution reveals more details. To use this
extreme high resolution is computationally very expensive however, so most tests were
made with the two outer domains only.
In order to investigate the creation of the bore, more model space over land is neces-
sary. The second setup contains an extended outer domain with an inner domain shifted
to the north. Simulating the bore till 21:55, the end of the satellite record, is not possible
using this configuration since the bore leaves the inner domain at 18:00, but it is sufficient
in order to answer the present questions. All other settings were left unchanged.
2.3.1 Physics and Dynamics
For micro physics, the WRF single moment 6-class scheme allows snow, ice and graupel
and is recommended for real data simulations with high resolution1. The radiation is
parameterized with the rapid radiative transfer model (RRTM) for the long wave por-
tion and the RRTMG scheme for the shortwave radiation. The surface parameterization
was realized with the eta Monin-Obukhov similarity scheme and the NOAH land surface
model, incorporating four soil layers with soil temperature and moisture. The opera-
tional Mellor-Yamada-Yanjic eta scheme parameterized the planetary boundary with one
dimensional TKE and local vertical mixing. Since the resolution of the domains is fine
enough, no cumulus parameterization is necessary.
1WRF ARW V3 User guide
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Figure 2.8: Domain setup 2nd Run
2.4 WRF: First Run
The main ingredients for an atmospheric undular bore are:
1. An atmosphere which supports low level internal gravity waves. A wave duct is
required to keep the wave energy from being radiated into the higher atmosphere.
2. A mechanism to excite the waves. That could be a collision of two sea breezes or a
gravity current colliding with a sea breeze.
For the Gulf of Mexico case, the waveguide is formed by the inversion, which develops due
to low level radiative cooling during the night and vertical wind shear. The disturbance
is the cold front moving in from the northwest.
The structure of the bore
The simulation was initialized at 00:00 UTC and shows a bore signal for the first time
at 8:00 UTC moving in from the north eastern border. More than four hours later, the
bore is present over the bay (fig: 2.9), propagating seawards. The simulation shows an
undular bore extending from Baffin Bay to the border of the domain but is much weaker
in the area south easterly of Galveston Bay.
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In general, the wave structure is captured well; up to 13 wave crests are present, al-
though the structure to the west is captured less satisfactory since the simulated bore
does not extend to the Mexican border.
Figure 2.9: The undular bore at 12:15 UTC. The red lines mark the position of the cross
sections used in the analysis.
Figure 2.10 shows the horizontal wind in 500 m amsl for 06:00 UTC and 12:15 UTC. The
southerly winds in the lower levels change to north easterly when the cold front moves in
leading to low level convergence. It is especially the convergence of the wind components
perpendicular to the wave fronts that cause the bore. The sea breeze collides with the
cold front and causes the undulations visible.
The velocity of the bore should be defined as the velocity of the leading solitary wave and
is 11.1 ms−1 in the simulation, a satisfying similarity. It was calculated by fitting a line to
a x-t diagram and since the data points lie almost exactly on a straight line, is appropriate
to state that the velocity is constant, just as theory suggests. A similar way to state this
fact is to plot the vertical velocity data along the long cross section of the domain (long
red line) which has been extracted at 1000 m vs time, creating the Hovmöller diagram
2.11. Here, the signal of the leading solitary wave forms again a straight line showing
that cBore is indeed constant. In addition, the broadening of the wave signal shows how
more waves develop and how the bore fans out. The slope and position of this line is
constant for all levels, but the strength of the updraft is not. It reaches its maximum
value near 1000 m amsl and vanishes higher in the troposphere. At 5500 m, the vertical
motion caused by the bore is almost zero.
A deeper insight of the structure of the bore gives Figure 2.12. In the first row, cross
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Figure 2.10: Horizontal Wind at 6:00 and 12:15 UTC
Figure 2.11: Hovmöller diagram for the vertical velocity in 1500 m. The mark 0.00 on
the x-axis marks the beginning of the cross section near the upper border, and 500.00 the
end near the lower one.
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sections at 10:30 and 15:30 UTC of virtual potential temperature Θv (solid black lines),
specific moisture q (colors) and wind vectors are displayed. The strength of the inversion
increases as the cold and moist bore advances into the domain and waves arise. The
cold and dense air advancing from the left side of the picture marks the cold front witch
evolves into a train of solitary waves, ordered by amplitude. The cooling at the surface is
relatively small, so a gravity current, which is usually associated with a strong gradient
in surface temperature, is probably already eroded, but the bore it caused is still present
and evolving. In the upper levels, the virtual potential temperature decreases by 4.4 K
over a distance of 150 km. In contrast, the solitary waves themselves cause potential
temperature variations of 4 K within a distance of a few kilometers.
A way to define the wave amplitude would be to take the displacement of a stream-
line for the leading wave compared to the undisturbed streamline far ahead of the bore.
This definition is questionable though, since the streamlines are lifted generally. The dif-
ference between the leading wave crest and the sequencing trough seems to be a better
definition for waves not yet ’solitary’ and independent. This amplitude is 323 m in 950 m
amsl at 12 UTC. It is a function of z and has its maximum in that height, just at the top
of the wave duct. The waves below have a continuously decreasing amplitude; the waves
aloft are due to the vertical motion in the waveguide and are evanescent.
The vertical motions caused by the bore generate clouds as soon the air parcels reach the
lifted condensation level (LCL). For 12:15 UTC, this is approximately 190 m amsl for the
leading cloud. This is reasonable lower than the LCL suggested by the 12Z Radiosonde,
which reports the LCL to be in 280 m amsl. In general, the simulation of the clouds is by
far less satisfactory than the simulation of the dynamics of the bore. Although the model
shows banded clouds somewhat matching the satellite images at 12:15, this is not the case
for the late hours of the simulation. Clouds begin to vanish at 14UTC and decay almost
completely at 15:00 UTC. Since the updraft pattern does not decay that fast, the absence
of clouds must be related to dryer air in the model than observed. The radiosonde accents
of the model runs are compared with the 12Z Corpus Christi sounding in figure 2.19 and
figure 2.20 and show a very moist, but narrow layer in the lowest few hundred meters and
much dryer air aloft. Mixing of said dry air downwards will decrease relative humidity
and lead to cloud dispersal.
The wave duct
An atmosphere may support horizontally propagating gravity waves if it is vertical strat-
ified in therms of temperature and wind shear. For simplicity, consider linear harmonic
waves traveling in x-direction. The structure of the vertical velocity w(z) can then be
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Figure 2.12: First row: Cross sections with Θv (solid lines), specific moisture (colored)
and wind in the plane of the cross section (vectors). Second row: Θv (solid lines), Scorer
parameter (colored) and wind in the plane of the cross section (vectors). Mark the fact
that the fist row shows the data up to 2500 m, while the second row goes up to 5 km.
25
2.4 WRF: First Run 2 The undular Bore over the Gulf of Mexico
Figure 2.13: Relative streamlines at 12:00 UTC. All streamlines start at the left end of
the picture every 50 m. The red streamlines highlight those for the levels 100 m, 200 m
... 900 m.
described by
d2w(z)
dz2
+m2 w(z) = 0, (2.1)
were m is the vertical wave number of the waves considered,
m2 = N
2
(u− c)2 −
uzz
u− c − k
2 = l2 − k2. (2.2)
Here is N the Brunt-Väisälä frequency, u(z) the wind component normal to the wave
front, c the phase velocity of the waves, and k the vertical wave number. The the sum
of the first two terms of 2.2 is often called the Scorer parameter l2. The wavenumber of
the bore is rather high and lies in the order of 10−4 m−1 therefore, its square is O(10−8),
negligible compared to the scorer parameter l2 which is O(10−6). In order to trap waves
effectively, it is required that l2 > 0 at low levels and l2 < 0 at high levels.
In the present case, there are no critical levels in the bore region, so u − c > 0. Due
to the strong inversion, a layer of highly positive values of N2 is present below 1250 m
helping to fulfill the first condition. The thermal stratification is nearly neutral aloft, so
the curvature term is needed to ensure the negative values of l2.
The second row of figure 2.12 shows the Scorer parameter (colored), virtual potential
temperature (contour lines) and wind vectors at 10:30 and 15:30 UTC. At 10:30, a promi-
nent region of negative scorer parameter is present at 1500 m to 3000 m, but more
important, another wave duct lies directly in front of the evolving bore below 1250 m. At
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10:30, it is still weak but grows stronger as time passes by. The waves run into this wave
supporting region which is present in front of the bore during the whole simulation period.
The evolution of the bore
Theory predicts that the individual solitary waves of the bore move at slightly different
velocity by what the bore structure ’fans out’ with time. Due to the dense air of the bore
and its wave structure, a positive jump followed by oscillations will occur in surface pres-
sure as it passes the measuring site. In figure 2.14 the time evolution of surface pressure
of seven equally spaced spots along the long cross section is shown. The spatial distance
between the points is 62.5 km whereby the solid blue line is nearest to the coast while
the dashed magenta line is from the outermost point of the cross section. The data point
associated to the solid blue line lies at land at 30.2 m amsl, for which reason it shows a
much lower pressure than the others. The passage of the undular bore creates a pressure
jump up to 4 hPa and undulations in the pressure signal with an amplitude of 2 hPa and
the period is approximately 12 minutes. This period is increased to 15 minutes for the
last data point being hit, which is due to the different phase velocity of the individual
solitary waves. Apart from pressure, other meteorological parameters like wind direction
and speed, temperature and dew point are of course affected as well.
The height of the wave guide rises slowly with time, and so does the level at what the
wave amplitude reaches its maximum. At 17 UTC it lies in 1250 m amsl with a wave
amplitude of 382 m.
Figure 2.14: Time series of surface pressure for seven equally spaced spots along the cross
section. The solid blue line lies far below the others since the belonging data point is
located on the land, 30.2 m amsl.
The waveguide grows leaky with time, allowing wave energy to radiate in the upper
atmosphere. Eventually, as dispersive and dissipative effects grow stronger, the bore
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decays in two wave packets, a leading one with a high amplitude and a longer wavelength,
and a trailing one with a lower amplitude and a shorter wavelength. In addition, these
waves are no longer amplitude ordered, but share almost the same amplitude. The waves
leave the inner domain approximately at 19:00 UTC.
Figure 2.15: Model data along the cross section. Green is the surface pressure and blue
the vertical wind in 1000 m.
28
2 The undular Bore over the Gulf of Mexico 2.5 WRF: Second Run
2.5 WRF: Second Run
The main difference to the first run is the creation of the bore. Shifting the high resolution
domain to the north reveals that two individual borelike structures are present over land
and merge when approaching the coast. The structure of an undular bore is already
present at 4:15 UTC, but weak and broken in its appearance. At 6:00, two weak borelike
structures have emerged, which fuse a few hours later. Another weak bore-structure is
created at 10:00, directly behind the main bore. It travels at the same speed as the
primary bore does, and keeps intact over several hours. The undular bore expands, as it
advances to the coast till it extends all the way from the mexican border to Sabine Lake
(mostly cut off, at the north eastern coast). In general the structure of the w-component
matches the satellite image quite nicely at 12:15 UTC.
Figure 2.16: Horizontal wind for the 2nd Run. Two Bores develop and merge.
When talking about the position of the bore, it is always compared using the distance
of the first wave front to the coast, measured along a line normal to the wave front.
The position of the bore was not correct for the first simulation either, at 12:15Z, it was
approximately 13 km too near to the coast, and for the second run it is misplaced by 8
km, but too far out on the water this time. All together, the phase shift between the
two runs is 21 km, which translates to a time lag of 28 minutes using the velocity of
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∆x [km] # Wave Crests width [km]
12:15
Satellite image 108 12 68
Run 1 95 12 77
Run 2 116 11 58
13:25†
Satellite image 158 11 68
Run 1 143 14 83
Run 2 163 11 68
15:15
Satellite image 244 11 86
Run 1 202 14 80
Run 2 217 12 77
16:32†
Satellite image 303 15 117
Run 1 264 16 90
Run 2 275 13 86
17:33†
Satellite image 352 16 135
Run 1 305 14 97
Run 2 317 13 92
Table 2.1: Comparison of various parameters for the two Run and satellite images. †Model
data was saved every 15 minutes, but the satellite images are not available for 13:30, 16:30
and 17:30.
the observed bore. The bore velocity is different in this run as well, it decreased from
11.1 ms−1 in the first run to 10.5 ms−1. These values are both in reasonable agreement
with the observation of 12.7 ms−1 but over many hours, the error accumulates and the
bore is misplaced by 47 km compared to the true position for the first run and by 35
km for the second run at 17:30. Table 2.1 gives an overview. Here the satellite images
have been compared with w-component maps of the bore, assuming that updrafts create
always clouds. This the modeled clouds are in poor agreement with the observation after
14:00 UTC, so a direct comparison was impossible. The it is questionable if the very weak
updrafts trailing the bore lead to clouds as well, so the figures describing the width of
the undular bore are rather vague. The leading updraft on the other hand is the most
pronounced feature and uncertainties are due to the grid spacing ±1 km for the model
data. Due to measuring errors the uncertainty of the satellite image position is ±5 km.
The vertical structure at 12:15 UTC is presented in picture 2.17. The secondary bore is
clearly present in all parameters displayed. It is much weaker in amplitude and consists
only of four individual waves. The clouds simulated have a base at 160 m amsl which is
also too low compared to the LCL suggested by the radiosonde. Just as in the first sim-
ulation, the inversion is too low as well, although the strength and temperature gradient
is captured well.
The comparison of the soundings (fig: 2.19) shows that the inversion has a smaller ampli-
tude in both simulations compared to the real sounding at 1200 UTC. The inversion of the
second simulation lies clearly too low, a fact which can be explained with the secondary
bore formed in this run. The soundings at 12:00 are post bore, but not far away for it and
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Figure 2.17: Cross section along the shorter line. The secondary bore is clearly visible in
potential temperature.
Figure 2.18: Hovmöller diagram for the vertical velocity in 1000 m. The mark 0.00 on
the x-axis marks the beginning of the cross section near the upper border, and 600.00 the
end near the lower one.
the secondary bore lies exactly over Corpus Christi at this time, affecting the inversion.
Since there is a slight phase error in both simulations, the correct time to compare with
the real sounding is not necessarily 12:00, especially since the height and strength of the
inversion underlies a distinct evolution as the bore passes by. In fig. 2.20, the soundings
for 11:30 and 12:30 are presented. The temperature of the first run fits almost perfect at
11:30, and even the dew point is captured satisfactory. The sounding of the second run
fits for none of these times exactly, but as stated above, one cannot expect this because
of the secondary wave event which does not seem to be realized in nature. The dew point
is too low for most levels above 900 hPa in both simulations, but especially for the second
simulation, a dry layer between 900 hPa and 850 hPa is striking. This is a region which
lies inside the bore and mixing processes my explain a reduced moisture in this level.
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Figure 2.19: Comparison of the sounding and model soundings for 12:00Z. The black
graphs represent the real sounding while the blue and red lines display run 1 and 2
respectively.
2.6 Comparison with surface data
The model surface data has been compared with data from METAR files, valid for Corpus
Christi intl. airport, see fig 2.21, in order to check the quality of the forecast, especially for
the timing of the bore. It must be mentioned that the temporal resolution of the available
data is rather coarse and there is only this single station available at the moment, so this
comparison is rather qualitatively. The model data was collected every three seconds, to
display the fast variations caused by the bore.
Overall, the performance of the first model run is very satisfactory and the displayed
parameters show almost the same values. But when taking a closer look, some issues are
obvious. First of all, the model under predicts temperature, pressure and wind speed for
the first six hours. This can be due to spin up processes, since the model is initialized
at 00:00 UTC. Secondly, there is a negative bias in temperature starting with 14:00 UTC
until the end of the simulation causing an error in dew point as well. The error in dew
point is not only affected by the error in temperature but also by incorrect advection of
moisture. Wind speed and direction is captured well. The only error in wind direction is
between 12:00 and 14:00, just after bore transition. The previous jump in wind direction
is captured nicely, but between 12:00 and 14:00, the measurements show even a larger
change in wind direction than predicted. The wind speed is a more variable parameter
and an exact match cannot be expected, but the general decrease of wind speed with bore
transition is captured as its increase after bore transition.
Just as the first run, the second one slightly under predicts temperature, pressure and
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Figure 2.20: Comparison of the soundings at 11:30Z (left) and 12:30Z (right).
wind speed in the first hours of simulation. The phase error of this run is clearly visible
by a too early jump in wind direction and pressure and the secondary bore, which causes
an additional jump signal in wind direction, but not in pressure was not observed. As
of 16 UTC (10:64 CDT), temperature forecast and observation diverges seriously, end-
ing with a bias of 5◦ C. Since both runs have a cold bias in surface temperature, this
rises the question if the station at the airport is really representative for its surround-
ings. An explanation of this discrepancy might be a more wind protected place of the
weather hut, an important point given the pretty high wind speed, which is captured very
well. Yet this cannot explain this huge cold bias of the second run, since the first one
show a temperature time series parallel to the measured one, but cold biased. A different
temperature advection from the additional model space in the north west is most probable.
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2.6 Comparison with surface data 2 The undular Bore over the Gulf of Mexico
Figure 2.21: The surface data of the models at Corpus Christi, compared with METAR
data. The blue lines and circles represent the model while the green ones display the
METAR data. The upper panel displays the data of the first run, the lower one the data
of the second run.
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Chapter 3
Comparison with BDO Theory
As already pointed out in chapter 1.3, the BDO theory is an appropriate attempt to de-
scribe internal solitary waves in the atmosphere. The conditions for the validity of theory
are met quite nicely for the Gulf of Mexico case, so the model results will compared with
BDO theory.
When applying this theory, the first step is to determine the height of the waveguide
h0 in the model. This is done by searching for the height in which the Scorer parameter
l2 is changes sign from positive to negative. One should find the strongest updrafts and
therefore the maximal displacement of the streamlines in this level as well, a prediction
which is matched quite nicely.
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Figure 3.1: Left: Scorer parameter for 12Z based on the averaged values in the solitary
wave region. The first level with negative Scorer parameter is at 800 m but it is very
weak. A more distinct region of negative l2 lies in 950 m. Right: Scorer parameter for
17Z. The ducting layer has risen to 1250 m.
This height is about the same for both runs, but not constant in time since the waveg-
uide is evolving as well. Secondly, proper background variables u0(z), ρ0(z) and N2(z)
are required. These variables are horizontally homogeneous in theory, so an average over
the full extension of the leading solitary wave has been applied, a process which acts
also in a smoothing way and keeps derivatives in reasonable shape. Figure 3.2 shows the
background variables for 12Z, first run. The data of these variables has been fitted to an-
alytic functions using standard fitting methods, so these functions can be used in the code.
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Figure 3.2: Ambient variables for the first run at 12 UTC. Averaging over the space
occupied by the leading wave has been applied.
With these functions, the eigenvalue problem 1.23 can be solved using an appropriate
numerical algorithm like the MATLAB boundary value problem solver bvp4c. In order
to use this solver, the problem has been rephrased to obtain the system of equations
∂φ1
∂z
= φ2 (3.1)
∂φ2
∂z
= −N
2
c¯20
φ1 −
(
1
ρ0
∂ρ0
∂z
− 2
c¯0
∂u0
∂z
)
φ2, (3.2)
with φ = φ1 and φz = φ2. The MATLAB solver requires a first guess for the eigenfunction
and the eigenvalue, which have been set to cfg = −7 ms−1 for the eigenvalue and
φfg(z) = sin
(
piz
2h0
)
. (3.3)
Mark the fact that the sign of cfg is due to the propagation direction of the waves, right
to left, which is just the other way round in most of the theoretical studies. This function
is a proper first guess for the eigenfunction since it has no roots in (0, h0), matches the
boundary conditions at 0 and h0 and roughly the correct shape of the function φ which
can be estimated by visualizing the data of w(z) for the leading wave.
Once the equation is solved, the integrals 1.27 can be computed, and the solution for
a single solitary wave is complete.
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3.1 Single Solitary Wave
Applying the procedure described above, the values in table 3.1 have been computed. For
12Z, the calculated velocities are very close to the modeled ones, but the half width is off
by a factor three. The shape of the waves fits extremely well, as figure 3.3 shows, but the
decrease of amplitude with decreasing height is not as modeled. For the 17Z Analysis,
the results of this analysis is in poorer agreement with model results. Though the half
with is closer to the model, but still of by a factor two, the predicted velocities are too high.
a [m] c [m s−1] λ [m]
Run 1 Run 2 Run 1 (11.1) Run 2 (10.5) Run 1 Run 2
12:00 633 626 10.7 10.1 789 798
17:00 733 629 13.4 12.1 1375 1555
Table 3.1: Comparison of amplitude, velocity and half width for the single soliton solution.
The amplitude is taken with reference to the undisturbed streamline in front of the bore.
Round brackets show the values of the respective simulation.
The solitary wave shape is determined by two parameters, its amplitude a which is taken
from the modeled streamlines as the relative streamline displacement compared to the
undisturbed streamline ahead of the bore in height h0, and its half with λ. Recalling its
equation
|λ| = 4µ
αa
(3.4)
it is clear that the wave is narrower, the higher the amplitude is. Importantly the coeffi-
cients α and µ rely on integrals over the environmental variables and the modal function.
An inaccurate modal function will affect these parameters as well as the upper limit for
the integration h0. The coefficient µ, which controls the dispersion term is herby more
sensitive as it depends among others on the square of c¯0 at height h0.
Run1 Run 2
α µ α µ
09:30 -0.0341 -2794.6 - -
12:00 -0.0372 -4637.6 -0.0362 -4517.3
17:00 -0.0340 -8559.5 -0.0291 -7118.6
Table 3.2: The coefficients of the BDO equation for the different runs at 09:30, 12:00 and
17:00.
It must be empathized here that the problem is of course an evolving undular bore, not
an isolated wave, but the leading wave is the most developed one and most comparable
to a single wave. So one may take the leading wave as an already independent solitary
wave. The evolution of the waveguide in time is important for all parameters but more
critical is a accurate prediction of the modal function φ. Theory requires homogeneity of
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Figure 3.3: Comparison of the model streamlines (1st run) and theory. Left: streamlines
as calculated. Right: streamlines if one multiplies the half width λ artificially by the
factor 3.
the background variables, which is not exactly realized and horizontal averaging must be
applied, introducing an error.
3.2 Evolved Step
A better way to compare theory and model is to solve the BDO equation (1.20) numeri-
cally for an initial smooth step. This will display the bore in its full shape and accounts
for waves which are not yet solitary.
The shape of the initial disturbance can be modeled by a tanh(x) function; its steep-
ness estimated by comparing with streamlines at 9:30 UTC. The aim is to evolve this step
for 2.5 hours and compare with the model results at 12:00. Evolving the BDO for such a
long time bears the problem that the coefficients α and µ are not constant in time. For
the first run, which serves as a reference for this section, the coefficient α decreases from
−0.0341 to −0.0372 only by 9% but µ by 66%. An average of these values was taken for
the first setup in the following analysis. The long linear phase speed c0 has been set to
10 ms−1, a value reasonable close, but since the velocity of a soliton depends in addition
on its amplitude and the nonlinearity parameter α, the evolved bores will be misplaced
when varying these parameters.
To account for the uncertainties of the parameters α, µ and the amplitude of the initial
condition a, a set of experiments was carried out. The amplitude a has been set to 250
(black), 300 (green) and 350 m (magenta) for all experiments, whereas the averaged pa-
rameters α and µ have been used in the first setup. For the second setup, µ has been set
to 8000 s−1 but α remains unchanged and for the third setup, α = 0.0150 but µ takes the
same value as in the first setup.
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Figure 3.4: Results of the BDO evolution. Top left: initial conditions, top right setup 1, bottom left setup 2, bottom right setup 3.
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In figure 3.4, the outcome of these simulations is presented. All solutions have been shifted
to have the peak of the leading solition at the same position.
The reference setup (1) shows again too narrow solitary waves which are no longer cou-
pled, hence is the evolution in this simulation faster than observed. The amplitude of
the leading soliton is captured well for the smallest initial conditions and the number of
waves and their position is captured in a satisfying way. A comparison of the trailing
waves amplitudes is not possible without more ado, since a general lift of the stream-
lines is caused by the collision of the wind systems. Nevertheless, the general behavior
- decreasing amplitude, position, distance between two waves - is captured with some
accuracy, although the analogy is weaker for waves farer away from the front.
Setup (2) was used to demonstrate the influence of the dispersion parameter µ. The
half width is still too small, but much better compared to the first setup. However, the
stronger dispersion prefers a different shape of the waves, not only widening but slightly
reducing the amplitude and hence the velocity of the individual waves as well, leading to
a greater distance between the individual waves. Obviously, this effect was not observed.
Reducing the nonlinearity parameter α was done for the last setup, which affects both
the half width via eq. 3.4, but also the velocity of each individual soliton seeing that
c = c0 +  αa/4. Most eye catching, it affects the amount of waves, generated by the
initial conditions, or stated in a different way, it reduces the speed of bore evolution. For
this case, the initial condition with 300 m amplitude (green) fits best to match the ampli-
tude of the leading soliton, an better agreement with the initial state at 9:30. As it is for
the fist setup, the distance between the individual waves is not in perfect correlation, but
the agreement is reasonable. It must be emphasized thought, that the strong reduction of
α which has been made for this last setup has never been observed in the WRF model runs.
Summarizing, the evolution of an initial step comparable to the model state at 9:30
under the framework of the BDO gives a bore structure with a correct amount of waves
and relatively good wave positions if the smallest initial step is used. In comparison with
the WRF model, the half width of these waves is much to small. Varying the parameters
of the equation in reasonable borders to enhance λ affects strongly the bore structure, or
a reduction of α to unobserved low values is required.
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3.3 Adding Dissipation
The fact that dissipative effects like friction, viscosity and thermal diffusion are completely
neglected in the BDO equation seems to be an important restriction. More important, an
nonzero stability above the stable layer may allow stable nonlinear waves, but implies a
radiation condition, acting in a similar way as a diffusive term (Maslowe and Redekopp,
1980). A way to modify the original equation would be to add simply a second derivative
term, creating a BDO-Burgers equation
∂A
∂t
+ c0
∂A
∂x
+ αA∂A
∂x
+ µ ∂
2
∂x2
H(A) = γ ∂
2A
∂x2
(3.5)
in analogy to the KdV-Burgers equation
ut + 6uux + uxxx = γ uxx. (3.6)
The dissipative term affects mainly the highest, steepest peaks regularizing the amplitude
of the waves and enhancing their width. Importantly, stronger dissipation slows down the
speed of bore evolution, i.e. it takes longer until the leading wave is separated from the
rest of the bore and travels as an independent solitary wave. Still, the main characteristic
of the other parameters - the nonlinearity parameter α affects the number and steepness
of the waves an µ has an important influence on the width and spacial distance between
the waves - keeps generally intact. However, since the dissipation acts inherently in a
smoothing, peak reducing way, the definition of a solitary wave - a wave traveling with
constant velocity without change in shape - cannot be fulfilled anymore. Regardless, this
name should be kept here, since all solitary waves realized in nature will suffer by dissi-
pation on the long turn.
For the following comparison, a similar setup as in the previous section has been used,
except that the smallest amplitude of the initial step has been cut and was replaced by a
even higher one. In numbers, the coefficient in this model run are: α = 0.0362, µ = 10000
and γ = 800 or 0. The amplitudes of the initial steps are 300 (magenta), 350 (green) and
400 m (black). The nonlinearity parameter has the same value as calculated, but µ takes
still a much higher value to mach the observed half width of the waves. As before the
initialization is at 9:30 UTC, and comparisons have been made for 10:00, 11:00 and 12:00.
In both settings, the creation of the first waves is simulated with much higher amplitudes
than observed. As expected this over prediction is smaller for the run with dissipation,
but still significant. This is true for all step heights considered and is probably related
to the fact that the calculated nonlinearity parameter is smaller at 9:30 than its averaged
value used here.
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Figure 3.5: Results of the dissipative BDO evolution, part 1. Top: initial conditions, bottom left no dissipation, bottom right with dissipation.
Both picture in the second row are valid for 10:00 UTC.
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Figure 3.6: Results of the dissipative BDO evolution, part 2. Left column: no dissipation, right column: with dissipation. Top row: 11:00,
bottom: 12:00.
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For 11:00 and 12:00, the effects of dissipation is obvious. The undular bore is much more
evolved, contains narrower waves with much higher amplitudes and a greater spatial dis-
tance in between. The model runs with active dissipation fit much better; only the number
of waves is smaller than observed. Mark especially that in this case the waves are still
connected as the WRF model output suggests, in contrast to the run without dissipation.
Various tests with smaller values for γ have been made as well, showing qualitatively the
same picture, but with separated waves if γ takes too low values.
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Chapter 4
Summary and Conclusion
It has been shown that the WRF model is clearly able to simulate nonlinear waves like
undular bores in the atmosphere, provided that it is run with a sufficient horizontal res-
olution. The spatial extent and structure of the bore is captured with very satisfying
accuracy, allowing to compare the bore evolution with theory in detail. The initial condi-
tions play an essential role in this exercise however, and so does the position and extend of
the inner and outer domain. The phase error between the two simulations is due to differ-
ent forcing of the outer domain introduced by different domain positions. Less satisfying
is the simulation of the clouds caused by the bore. This task is much more complicated
since it requires not only a correct simulation of bore dynamics and the associated mixing
of warm air downwards but also of moisture flux and therefore very accurate boundary
conditions. Sophisticated micro physics schemes are an essential ingredient for such a
task as well.
Using the third domain with a vertical resolution of 333.33 m improved the simulated
structure, but due to computational limitations, only a very small inner domain of 217
x 167 km could be used. Such a small domain, captures only a forth of the whole phe-
nomenon and only for a few hours, but rises the computational cost extremely. For now,
such high resolution runs must be left for the future to come.
Although satellite images give very valuable information in space and time, in situ data
gathered by a research airplane would allow a much more reliable verification of model
results. Unfortunately, no such data was available for this study, apart from surface data
at the airport. The relatively regular appearance of bores over the Gulf of Mexico and its
relation the cold fronts may eventually trigger a scientific campaign to capture such data.
The theoretic description of this phenomenon, namely the BDO equation, allows to un-
derstand the substantive stability of this kind of gravity waves, but in close inspection,
its base assumption are met only up to a certain point. The coefficients of this equations
and the height of the waveguide are functions of space and time, and dissipation effects or
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viscosity are not considered at all. Despite these weaknesses, the predictions of a relative
simple theory and its analytic solution are good, and it explains the waves stability and
their general behavior in an excellent way.
Adding a simple dissipative term transforms the BDO equation into the BDO-Burgers
equation improving the theoretical prediction of the bore, but the fact that the coeffi-
cients of this equation are functions of space and time remains untouched.
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Appendix A
METAR Data from Corpus Christi int. Airport.
Time T[◦C] Td [◦C] RH [%] p [hPa] vis [km] dir [◦] wspd [m/s]
00:51 26.1 22.8 82 1001.9 16.1 180.0 8.2
01:51 25.6 22.2 81 1001.9 16.1 180.0 5.7
02:51 25.6 22.8 84 1001.3 14.5 180.0 4.6
03:51 24.4 22.2 87 1000.6 12.9 180.0 3.1
04:51 25.0 22.2 84 1000.1 14.5 180.0 4.6
05:51 25.0 22.2 84 1000.6 14.5 180.0 2.6
06:51 25.0 22.2 84 1000.9 9.7 157.5 4.1
07:34 24.0 22.0 89 1001.2 9.7 - 2.6
07:51 25.0 22.2 84 1001.4 9.7 - 2.6
08:51 26.7 22.2 76 1001.7 11.3 157.5 6.2
08:56 27.0 22.0 74 1001.9 11.3 157.5 6.2
09:51 27.8 22.8 74 1001.6 9.7 135.0 5.1
10:51 28.3 22.8 72 1001.4 11.3 157.5 8.2
11:51 29.4 22.8 67 1000.7 12.9 157.5 8.7
12:51 30.0 23.3 67 999.7 12.9 157.5 11.3
13:51 31.1 23.3 63 998.6 12.9 157.5 9.8
14:29 32.0 23.0 59 998.2 14.5 135.0 11.8
14:51 32.2 23.9 61 997.6 14.5 157.5 11.8
15:51 31.7 23.3 61 996.2 12.9 157.5 12.3
16:51 31.7 23.3 61 995.4 14.5 157.5 13.4
17:51 30.6 23.3 65 995.0 14.5 157.5 12.3
18:51 28.9 23.3 72 994.9 14.5 157.5 10.3
19:51 26.7 23.3 81 995.0 12.9 157.5 11.3
20:51 26.1 23.3 84 995.5 12.9 157.5 10.3
21:51 25.6 23.3 87 995.7 14.5 157.5 11.8
22:23 26.0 23.0 83 995.8 12.9 180.0 10.8
22:51 26.1 23.3 84 996.1 14.5 180.0 9.8
23:51 26.1 23.3 84 996.2 14.5 180.0 9.3
00:51 25.6 23.3 87 996.3 14.5 180.0 9.3
Continued on next page
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Table 1 – continued from previous page
Time T[◦C] Td [◦C] RH [%] p [hPa] vis [km] dir [◦] wspd [m/s]
01:17 25.0 23.0 89 996.2 14.5 180.0 9.3
01:47 25.0 23.0 89 996.2 14.5 180.0 8.2
01:51 25.0 22.8 88 995.9 12.9 180.0 7.2
02:51 23.9 22.8 94 995.3 12.9 180.0 6.2
03:51 23.9 22.8 94 995.2 9.7 202.5 4.1
04:51 22.8 22.2 96 995.9 8.0 202.5 2.6
05:09 23.0 23.0 100 997.9 8.0 315.0 6.2
05:51 23.9 22.8 94 998.6 9.7 315.0 2.6
06:10 24.0 23.0 94 998.5 9.7 - -
06:51 23.3 22.2 93 999.4 6.4 45.0 3.6
07:51 23.3 22.2 93 1000.7 4.8 45.0 3.1
08:51 26.7 23.3 81 1002.5 6.4 0.0 1.5
09:51 28.3 20.6 63 1003.9 12.9 0.0 7.7
10:51 31.1 11.7 30 1004.8 16.1 0.0 11.3
11:51 32.8 6.1 19 1006.1 16.1 0.0 7.2
12:51 34.4 3.3 14 1006.3 16.1 0.0 7.2
13:51 35.0 2.2 13 1006.8 16.1 0.0 8.7
14:51 35.6 0.0 10 1006.8 16.1 0.0 9.3
15:51 36.7 0.6 10 1006.5 16.1 337.5 8.7
16:51 36.1 -0.6 10 1006.0 16.1 0.0 5.1
17:51 36.1 -1.7 9 1006.2 16.1 0.0 5.7
18:51 34.4 0.0 11 1006.9 16.1 0.0 4.6
19:51 30.0 3.0 18 1007.8 16.1 0.0 4.6
20:51 25.0 3.3 24 1009.2 16.1 22.5 3.6
21:51 27.8 0.0 16 1010.7 16.1 22.5 4.6
22:51 27.2 2.8 21 1012.2 16.1 45.0 10.3
23:51 25.0 4.4 26 1013.2 16.1 45.0 9.8
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Appendix B
The namelist files for both WRF runs. Remove the line for the eta levels and set
e_vert=60 in the namelist.input file in order to create the runs with a lower vertical
resolution and automatic distributed eta levels.
Namelist files for the first run.
namelist.wps
&share
wrf_core = ’ARW’,
max_dom = 2,
start_date = ’2011-04-27_00:00:00’, ’2011-04-27_00:00:00’, ’2011-04-27_00:00:00’
end_date = ’2011-04-28_00:00:00’, ’2011-04-28_00:00:00’, ’2011-04-28_00:00:00’
interval_seconds = 10800
io_form_geogrid = 2,
/
&geogrid
parent_id = 1, 1, 2
parent_grid_ratio = 1, 5, 3
i_parent_start = 1, 15, 100
j_parent_start = 1, 20, 250
e_we = 151, 601, 652
s_we = 1, 1, 1
e_sn = 151, 551, 502
s_sn = 1, 1, 1
geog_data_res = ’30s’, ’30s’, ’30s’
dx = 5000,
dy = 5000,
map_proj = ’lambert’,
ref_lat = 27.5,
ref_lon = -95.5,
truelat1 = 27.5,
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truelat2 = 27.5,
stand_lon = 0,
pole_lat = 62,
pole_lon = 180,
geog_data_path = ’/archive/shared/geog/’
/
&ungrib
out_format = ’WPS’,
prefix = ’FILE’
/
&metgrid
fg_name = ’FILE’,’PRES’
io_form_metgrid = 2,
/
namelist.input
&time_control
run_days = 0,
run_hours = 0,
run_minutes = 0,
run_seconds = 0,
start_year = 2011, 2011, 2011,
start_month = 04, 04, 04,
start_day = 27, 27, 27,
start_hour = 00, 00, 00,
start_minute = 00, 00, 00,
start_second = 00, 00, 00,
end_year = 2011, 2011, 2011,
end_month = 04, 04, 04,
end_day = 28, 28, 28,
end_hour = 00, 00, 00,
end_minute = 00, 00, 00,
end_second = 00, 00, 00,
interval_seconds = 10800
input_from_file = .true., .true., .true.,
fine_input_stream = 0,0,0,
history_interval = 15, 15, 15
frames_per_outfile = 1, 1, 1,
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restart = false.,
restart_interval = 120,
io_form_history = 2
io_form_restart = 2
io_form_input = 2
io_form_boundary = 2
debug_level = 0
/
&domains
time_step = 15,
time_step_fract_num = 0,
time_step_fract_den = 1,
max_dom = 2,
e_we = 151, 601, 652
e_sn = 151, 551, 502
e_vert = 66, 66, 66,
p_top_requested = 10000,
num_metgrid_levels = 92,
num_metgrid_soil_levels= 4,
dx = 5000,1000,333.333
dy = 5000,1000,333.333
ztop = 17500,
grid_id = 1, 2, 3
parent_id = 0, 1, 2
i_parent_start = 1, 15, 100
j_parent_start = 1, 20, 250
parent_grid_ratio = 1, 5, 3
parent_time_step_ratio = 1, 5, 3
feedback = 1,
smooth_option = 0,
max_ts_locs = 15,
eta_levels = 1.0,0.99130,0.98542,0.97954,0.972125,0.96471,0.95552,
0.94633,0.934875,0.92342,0.91500,0.90973,0.89604,0.89022,0.88440,
0.878485,0.87275,0.86415,0.85554,0.84695,0.83835,0.82119,0.79620,
0.76389,0.73254,0.70213,0.67263,0.64401,0.61625,0.58933,0.56321,
0.53789,0.51334,0.48954,0.46648,0.44413,0.42248,0.40151,0.38120,
0.36153,0.34249,0.32407,0.30624,0.28099,0.26017,0.24056,0.22548,
0.21091,0.19682,0.18022,0.16040,0.14515,0.13333,0.12193,0.11094,
0.10034,0.08212,0.07278,0.06165,0.05285,0.04438,0.03224,0.02487,
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0.01363,0.00668,0.0
/
&physics
mp_physics = 6, 6, 6,
ra_lw_physics = 1, 1, 1,
ra_sw_physics = 4, 4, 4,
radt = 30, 30, 30,
sf_sfclay_physics = 2, 2, 2,
sf_surface_physics = 2, 2, 2,
bl_pbl_physics = 2, 2, 2,
bldt = 0, 2, 2,
cu_physics = 0, 0, 0,
cudt = 5, 5, 5,
isfflx = 1,
ifsnow = 0,
icloud = 1,
surface_input_source = 1,
num_soil_layers = 4,
sf_urban_physics = 0, 0, 0,
/
&fdda
/
&dynamics
rk_ord = 3
time_step_sound = 10
w_damping = 0,
diff_opt = 1,
km_opt = 4,
diff_6th_opt = 0, 0, 0,
diff_6th_factor = 0.12, 0.12, 0.12,
base_temp = 290.
damp_opt = 3,
zdamp = 5000., 5000, 5000,
dampcoef = 0.2, 0.2, 0.2,
khdif = 0, 0, 0,
kvdif = 0, 0, 0,
57
LIST OF FIGURES LIST OF FIGURES
non_hydrostatic = .true., .true., .true.,
moist_adv_opt = 1, 1, 1,
scalar_adv_opt = 1, 1, 1,
/
&bdy_control
spec_bdy_width = 16,
spec_zone = 1,
relax_zone = 15,
specified = .true., .false., .false.,
nested = .false., .true., .true.,
/
&grib2
/
&namelist_quilt
nio_tasks_per_group = 0,
nio_groups = 1,
/
Namelist files for the second run.
namelist.wps
&share
wrf_core = ’ARW’,
max_dom = 2,
start_date = ’2011-04-27_00:00:00’, ’2011-04-27_00:00:00’, ’2011-04-27_00:00:00’
end_date = ’2011-04-28_00:00:00’, ’2011-04-28_00:00:00’, ’2011-04-28_00:00:00’
interval_seconds = 10800
io_form_geogrid = 2,
/
&geogrid
parent_id = 1, 1, 2
parent_grid_ratio = 1, 5, 3
i_parent_start = 1, 15, 100
j_parent_start = 1, 60, 320
e_we = 151, 601, 652
s_we = 1, 1, 1
e_sn = 211, 651, 502
58
LIST OF FIGURES LIST OF FIGURES
s_sn = 1, 1, 1
geog_data_res = ’30s’, ’30s’, ’30s’
dx = 5000,
dy = 5000,
map_proj = ’lambert’,
ref_lat = 27.5,
ref_lon = -95.5,
truelat1 = 27.5,
truelat2 = 27.5,
stand_lon = 0,
pole_lat = 62,
pole_lon = 180,
geog_data_path = ’/archive/shared/geog/’
/
&ungrib
out_format = ’WPS’,
prefix = ’FILE’
/
&metgrid
fg_name = ’FILE’,’PRES’
io_form_metgrid = 2,
/
namelist.input
&time_control
run_days = 0,
run_hours = 0,
run_minutes = 0,
run_seconds = 0,
start_year = 2011, 2011, 2011,
start_month = 04, 04, 04,
start_day = 27, 27, 27,
start_hour = 00, 00, 00,
start_minute = 00, 00, 00,
start_second = 00, 00, 00,
end_year = 2011, 2011, 2011,
end_month = 04, 04, 04,
end_day = 28, 28, 28,
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end_hour = 00, 00, 00,
end_minute = 00, 00, 00,
end_second = 00, 00, 00,
interval_seconds = 10800
input_from_file = .true., .true., .true.,
fine_input_stream = 0,0,0,
history_interval = 15, 15, 15
frames_per_outfile = 1, 1, 1,
restart = .false.,
restart_interval = 120,
io_form_history = 2
io_form_restart = 2
io_form_input = 2
io_form_boundary = 2
debug_level = 0
/
&domains
time_step = 15,
time_step_fract_num = 0,
time_step_fract_den = 1,
max_dom = 2,
e_we = 151, 601, 652
e_sn = 211, 651, 502
e_vert = 66, 66, 66,
p_top_requested = 10000,
num_metgrid_levels = 92,
num_metgrid_soil_levels= 4,
dx = 5000,1000,333.333
dy = 5000,1000,333.333
ztop = 17500,
grid_id = 1, 2, 3
parent_id = 0, 1, 2
i_parent_start = 1, 15, 100
j_parent_start = 1, 60, 320
parent_grid_ratio = 1, 5, 3
parent_time_step_ratio = 1, 5, 3
feedback = 1,
smooth_option = 0,
max_ts_locs = 15,
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eta_levels = 1.0,0.99130,0.98542,0.97954,0.972125,0.96471,0.95552,
0.94633,0.934875,0.92342,0.91500,0.90973,0.89604,0.89022,0.88440,
0.878485,0.87275,0.86415,0.85554,0.84695,0.83835,0.82119,0.79620,
0.76389,0.73254,0.70213,0.67263,0.64401,0.61625,0.58933,0.56321,
0.53789,0.51334,0.48954,0.46648,0.44413,0.42248,0.40151,0.38120,
0.36153,0.34249,0.32407,0.30624,0.28099,0.26017,0.24056,0.22548,
0.21091,0.19682,0.18022,0.16040,0.14515,0.13333,0.12193,0.11094,
0.10034,0.08212,0.07278,0.06165,0.05285,0.04438,0.03224,0.02487,
0.01363,0.00668,0.0
/
&physics
mp_physics = 6, 6, 6,
ra_lw_physics = 1, 1, 1,
ra_sw_physics = 4, 4, 4,
radt = 30, 30, 30,
sf_sfclay_physics = 2, 2, 2,
sf_surface_physics = 2, 2, 2,
bl_pbl_physics = 2, 2, 2,
bldt = 0, 2, 2,
cu_physics = 0, 0, 0,
cudt = 5, 5, 5,
isfflx = 1,
ifsnow = 0,
icloud = 1,
surface_input_source = 1,
num_soil_layers = 4,
sf_urban_physics = 0, 0, 0,
/
&fdda
/
&dynamics
rk_ord = 3
time_step_sound = 10
w_damping = 0,
diff_opt = 1,
km_opt = 4,
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diff_6th_opt = 0, 0, 0,
diff_6th_factor = 0.12, 0.12, 0.12,
base_temp = 290.
damp_opt = 3,
zdamp = 5000., 5000, 5000,
dampcoef = 0.2, 0.2, 0.2,
khdif = 0, 0, 0,
kvdif = 0, 0, 0,
non_hydrostatic = .true., .true., .true.,
moist_adv_opt = 1, 1, 1,
scalar_adv_opt = 1, 1, 1,
/
&bdy_control
spec_bdy_width = 16,
spec_zone = 1,
relax_zone = 15,
specified = .true., .false., .false.,
nested = .false., .true., .true.,
/
&grib2
/
&namelist_quilt
nio_tasks_per_group = 0,
nio_groups = 1,
/
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Appendix C
MATLAB function used for solving the eigenvalue problem 1.23.
function [phi,eigval]=eigval_prob_solver(ii)
% solve the Equation
% (rho(z) * c_bar(z)^2 * phi(z)’)’ + rho(z) * N2(z) * phi(z) = 0
% where c_bar = c_0 - u(z)
%
% rho(z), u(z) and N2(z) are known functions, c_0 is an eigenvalue for the
% eigenfunction phi(z)
%
% The Boundary conditions are:
% phi(0) = 0
% phi’(H) = 0
% phi(H)=1 % normalization.
%
% 0 < z < 1100 (H)
%
%
bvpsolver = fcnchk(’bvp4c’);
c_0=-7; %First guess
H=950; %for 12:00Z
%H =1250; %for 17:00Z
solinit = bvpinit(linspace(0,H,100),@IC,c_0);
sol = bvpsolver(@ODE,@BC,solinit);
fprintf(’Eigenvalue is approximately %7.3f.\n’,sol.parameters)
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xint = 0:10:H;
Sxint = deval(sol,xint);
phi=Sxint(1,:);
eigval=sol.parameters;
% -----------------------------------------------------------------------
% Nested functions
%
function dydx = ODE(x,y,c_0)
[u,N2,rho,rhoprime,uprime]=give_funs3(ii,x);
c0bar=c_0-u;
dydx = [ y(2)
-N2/c0bar^2*y(1)-(rhoprime/rho-2*uprime/c0bar)*y(2) ];
end
% -----------------------------------------------------------------------
function res = BC(ya,yb,c_0)
res = [ ya(1)
yb(2)
yb(1)-1 ];
end
% -----------------------------------------------------------------------
end
% -------------------------------------------------------------------------
% initial guess
function yinit = IC(x)
H=950; %for 12:00Z
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%H =1250; %for 17:00Z
yinit = [ sin(pi*x/2/H)
cos(pi*x/2/H)*pi/2/H ];
end
% -------------------------------------------------------------------------
function [ u,N2, rho, rhoprime, uprime ] = give_funs3(flag,x)
% Calculates the functions u, N2, rho, rhoprime and uprime
% depending on the case
%
% flag =
%
% 1...Run08_a 1200
% 2...Run08_a 1700
% 3...Run14_a 1200
% 4...Run14_a 1700
%
% The values below are coefficients for fitted curves using standard the
% Matlab toolbox ’cftool’.
%
%
% u(x) = au1*sin(bu1 x +cu1) + au2*sin(bu2 x +cu2)
% rho(x) = ar*exp(br*x) + cr*exp(dr*x)
% N2(X) = a0 + a1*cos(w*x) + b1*sin(w*x)
% + a2*cos(2*w*x) + b2*sin(2*w*x)
% + a3*cos(3*w*x) + b3*sin(3*w*x)
% + a4*cos(4*w*x) + b4*sin(4*w*x)
switch flag
case 1
% Values for N2
a0 = 0.002356;
a1 = 0.0001589;
a2 = -0.002279;
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a3 = -0.000249;
a4 = 0.0002057;
b1 = -0.003325;
b2 = -0.0004073;
b3 = 0.0009165;
b4 = 6.116*10^-5;
w = 0.003182;
% Values for u
au1 = 7.705;
bu1 = 0.002568;
cu1 = 0.001187;
au2 = 0.7319;
bu2 = 0.008258;
cu2 = -2.214;
% Values for rho
ar = 1.167;
br = -1.298*10^-4;
cr = -0.01176;
dr = -0.007258;
rho= ar*exp(br*x)+cr*exp(dr*x);
rhoprime= ar*br*exp(br*x)+cr*dr*exp(dr*x);
N2 = a0 + a1*cos(w*x) + b1*sin(w*x) ...
+ a2*cos(2*w*x) + b2*sin(2*w*x) ...
+ a3*cos(3*w*x) + b3*sin(3*w*x) ...
+ a4*cos(4*w*x) + b4*sin(4*w*x);
u = au1*sin(bu1*x+cu1) + au2*sin(bu2*x+cu2);
uprime = au1*bu1*cos(bu1*x+cu1) + au2*bu2*cos(bu2*x+cu2);
case 2
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% Values for N2
a0 = 0.0002987;
a1 = -0.0001039;
a2 = -1.809*10^-6;
a3 = -7.731*10^-6;
a4 = 2.969*10^-7;
b1 = -5.2*10^-5;
b2 = 1.608*10^-6;
b3 = 6.065*10^-7;
b4 = 5.244*10^-6;
w = 0.004273;
% Values for u
au1 = 9.237;
bu1 = 0.00191;
cu1 = -0.4034;
au2 = 2.118;
bu2 = 0.003382;
cu2 = 0.07801;
% Values for rho
ar = 1.164;
br = -0.000112;
cr = -0.006476;
dr = -0.005797;
rho= ar*exp(br*x)+cr*exp(dr*x);
rhoprime= ar*br*exp(br*x)+cr*dr*exp(dr*x);
N2 = a0 + a1*cos(w*x) + b1*sin(w*x) ...
+ a2*cos(2*w*x) + b2*sin(2*w*x) ...
+ a3*cos(3*w*x) + b3*sin(3*w*x) ...
+ a4*cos(4*w*x) + b4*sin(4*w*x);
u = au1*sin(bu1*x+cu1) + au2*sin(bu2*x+cu2);
uprime = au1*bu1*cos(bu1*x+cu1) + au2*bu2*cos(bu2*x+cu2);
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case 3
% Values for N2
a0 = 0.00176;
a1 = 0.0002248;
a2 = -0.001594;
a3 = -0.0003165;
a4 = 0.0001127;
b1 = -0.002284;
b2 = -0.0004635;
b3 = 0.0006071;
b4 = 9.256*10^-5;
w = 0.003182;
% Values for u
au1 = 7.555;
bu1 = 0.002456;
cu1 = 0.07111;
au2 = 0.6911;
bu2 = 0.007592;
cu2 = -1.457;
% Values for rho
ar = 1.165;
br = -1.281*10^-4;
cr = -0.0009525;
dr = -0.007868;
rho= ar*exp(br*x)+cr*exp(dr*x);
rhoprime= ar*br*exp(br*x)+cr*dr*exp(dr*x);
N2 = a0 + a1*cos(w*x) + b1*sin(w*x) ...
+ a2*cos(2*w*x) + b2*sin(2*w*x) ...
+ a3*cos(3*w*x) + b3*sin(3*w*x) ...
+ a4*cos(4*w*x) + b4*sin(4*w*x);
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u = au1*sin(bu1*x+cu1) + au2*sin(bu2*x+cu2);
uprime = au1*bu1*cos(bu1*x+cu1) + au2*bu2*cos(bu2*x+cu2);
case 4
% Values for N2
a0 = 7.25*10^-5;
a1 = -0.0002386;
a2 = 7.718*10^-5;
a3 = 0.0002057;
a4 = -5.192*10^-6;
b1 = 0.0003964;
b2 = 0.0002185;
b3 = -7.871*10^-5;
b4 = -7.46*10^-5;
w = 0.002136;
% Values for u
au1 = 23.36;
bu1 = 0.002326;
cu1 = -0.7094;
au2 = 16.79;
bu2 = 0.002575;
cu2 = 2.076;
% Values for rho
ar = 1.169;
br = -0.0001152;
cr = -0.01149;
dr = -0.004991;
rho= ar*exp(br*x)+cr*exp(dr*x);
rhoprime= ar*br*exp(br*x)+cr*dr*exp(dr*x);
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N2 = a0 + a1*cos(w*x) + b1*sin(w*x) ...
+ a2*cos(2*w*x) + b2*sin(2*w*x) ...
+ a3*cos(3*w*x) + b3*sin(3*w*x) ...
+ a4*cos(4*w*x) + b4*sin(4*w*x);
u = au1*sin(bu1*x+cu1) + au2*sin(bu2*x+cu2);
uprime = au1*bu1*cos(bu1*x+cu1) + au2*bu2*cos(bu2*x+cu2);
otherwise
error(’wrong flag. Choose 1,2,3 or 4’)
end
end
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