Abstract. In this paper we deal with the problem of controlling timed c ontinuous Petri nets in order to reach a nal (steady state) con guration while minimizing a quadratic performance index. The formulation of a discrete-time linear positive model with dynamic (or state-based) constraints on the control input, enables us to design a state-feedback control law based on explicit model predictive control (eMPC). The eMPC partitions the state space into polytopes: an a ne state-feedback c o n trol law is uniquely associated to each polytope, while the on-line phase of the approach consists in evaluating the current region and consequently the optimal control law.
Introduction
Petri nets (PN) are a mathematical tool with an appealing graphical representation very adequate for modeling discrete event systems. Its main feature is that their state space belongs to the set of non-negative i n tegers 1].
In many real size applications the number of reachable states may b e v ery high thus the analysis and optimization of these systems require large amount of computational e orts, thus leading to analytically and computationally untractable problems. One way t o t a c kle this di culty consists in the relaxation of the original integrity constraints, giving a uid (i.e., continuous) approximation of the discrete event dynamics 2, 3] . Fluid models may be studied by means of structural analysis, an e cient technique that does not require the enumeration of the state space 1].
In this paper we consider timed continuous Petri net systems under innite server semantics and subject to external control actions: we assume that the only admissible control law consists in slowing down the ring speed of transitions 3]. Such a system can be represented by a particular hybrid positive model: a piecewise linear positive model with autonomous switches and with constraints on the state and control input space. By a suitable change of ? This work was partially supported by project CICYT and FEDER DPI2003-06376 in which Alessandro Giua and Carla Seatzu are also participating.
variables it is also possible, as shown in 4], to further simplify the model into a discrete-time linear model with constraints on the state and input space: in particular, the positiveness of the system results from these constraints. This is the model that will be considered in this paper.
The optimal control of constrained systems has received a lot of attention in the literature, and one of the most general and interesting approaches is the so-called explicit model predictive control (eMPC) 5]. The objective o f t h i s paper is that of showing how eMPC can be e ectively applied to the control of timed continuous Petri nets. Note that although the eMPC approach c a n be directly applied to the original piecewise linear model, the implementation of the control design for the linear model derived in 4] is much simpler.
The particular problem considered in this paper is that of reaching (from a given initial state) a nal steady state in a nite time, while minimizing a given quadratic performance index. The main advantage of the proposed solution is that it provides a state-feedback c o n trol law whose closed-loop stability and constraint satisfaction are guaranteed, while the most burdensome part of the procedure is performed o -line.
Continuous Petri nets
De nition 1. A continuous PN (contPN) system is a pair hN m 0 i, where: N = hP T P r e , P o s t i is the net structure with set of places P, set of transitions T, pre and post incidence matrices P r e P o s t : P T ! N m 0 : P ! R 0 is the initial marking.
We denote m( ) the marking at time and in discrete time we denote m(k) the marking at sampling instant k, = k . Finally, the preset and postset of a node x 2 P T are denoted x and x , respectively.
A transition t j 2 T is enabled at m i 8p i 2 t j m i > 0, and its enabling degree is enab(t j m) = min 
A linear constrained model of timed contPN
In this section we consider net systems subject to external control actions, and assume that the only admissible control law consists in slowing down the ring speed of transitions, that are assumed to be all controllable 3, 7] .
De nition 3. The ow of the forced (or controlled) timed contPN will be denoted b y w( ) = f( ) ; u( ), with 0 u( ) f( ).
Therefore, the control input will be dynamically upper bounded by the ow of the corresponding unforced system. The behavior of the system is ruled by
This is a particular hybrid system: a piecewise linear system with autonomous switches and dynamic (or state-based) constraints in the input. The system in equation (3) is a linear system with a state-matrix equal to 0 and an input matrix e q u a l t o t h e token ow matrix of the contPN. There is still a dynamic constraint on the system inputs that depends on the value of the system state m. The continuous-time system (3) can be discretized, thus obtaining a discrete-time "equivalent" model. It is important to stress that, although the evolution of a dt-contPN occurs in discrete steps, as was the case for an untimed system, discrete time evolutions and untimed evolutions are not the same. In fact, while an untimed net system can be seen evolving sequentially, executing a single transition ring at each step, a dt-contPN may evolve in concurrent steps where more than one transition can re. In a ct-contPN under in nite servers semantics, the positiveness of the marking is ensured if m 0 is positive, because the ow of a transition goes to zero whenever one of input places is empty 8]. In a dt-contPN, this is not su cient. We extensively addressed this problem in 4] where we s h o wn that it can be avoided choosing small enough. 4 Optimal control via explicit MPC Steady state optimal control of contPN was studied in 7]: if all transitions can be controlled the problem can be solved in polynomial time. The result of LPP in 7] i s an optimal marking and an optimal control input in steady state. In this paper we assume that this steady state marking is known and our problem is to reach it (from a given m 0 ) in a nite time by optimizing a where: r represents the weights on the nal state (the desired state after N time horizon) q(k) a n d r(k) represent the penalty o n t h e i n termediate trajectory and the penalty on the control e ort, respectively. The solution we propose is based on MPC. MPC, also referred to as moving horizon control or receding horizon control, i s a n a d v anced control method that has become an attractive feedback strategy, both in the case of linear and nonlinear systems 9] . In this section we show how MPC can be e ectively used to control contPN under in nite servers semantics.
The basic idea of MPC, going back to the 70's, is the following: at every time step, the control action is chosen solving an optimal control problem that minimizes a performance criterion over a future (sliding) horizon. Only the rst control command will be applied and after one time step other measurements will be got and the optimization problem is repeated. The applicability of the (implicit) MPC approach is limited by the requirement of solving on-line a linear (or quadratic) programming problem.
A possible solution to overcome this di culty has been rstly given by Bemporad et al. in 5] where the explicit MPC has been proposed to compute o -line the explicit state-feedback solution to the linear quadratic optimal control problem subject to state and input constraints. More precisely, the eMPC approach m o ves all the burdensome computations o -line and parti-tions the state space into polytopes described by linear inequalities 4 . A n a n e state-feedback control law is uniquely associated to each polytopic region. The on-line phase of the approach consists in evaluating the current region and consequently the optimal value of the control law. Thus, the resulting control law i s a piecewise continuous a ne state-feedback control law.
In 5] Bemporad et al. have s h o wn in detail how the state space partition and the a ne control laws can be computed by means of multiparametric quadratic programming. For sake of brevity w e do not provide these results here. Moreover, the explicit solution can be easily computed thanks to the Multi-Parametric Toolbox called MPT 10] , a MATLAB toolbox for design and analysis of optimal controllers for constrained linear and hybrid systems.
As already discussed in 5], we remark that computing eMPC may lead to controllers with prohibitive complexity, both in running time and number of polytopes. In particular, there are three aspects which are important i n t h i s respect: performance, closed-loop stability and constraint satisfaction. The MPT toolbox provides several possibilities to compute the controller and the partition of the state space, which are speci ed below.
Finite Time Optimal Control (FTOC) yields the nite time optimal controller, i.e., the performance will be N-step optimal but may not be in nite horizon optimal. The complexity of the controller highly increases with the prediction horizon N. Within this method, the MPT toolbox provides two di erent modes. | probstruct:Tconstraint=0. No guarantees on stability or closed-loop constraint satisfaction is given. As N is increased the feasible set of states will converge to the maximum controllable set (i.e., all states that are controllable)
from the outside-in, i.e., the controlled set will get smaller as N increases.
| probstruct:Tconstraint=1. The resulting controller will guarantee stability and constraint satisfaction for all time, but will only cover a subset of the maximum controllable set of states. By increasing the prediction horizon, the controllable set of states will converge to the maximum controllable set from the inside-out, i.e., the controlled set will grow larger as N increases.
In nite Time Optimal Control (ITOC) yields the in nite time optimal controller, i.e., the best possible performance for the control problem. Asymptotic stability and constraint satisfaction are guaranteed and the maximum controllable set will be covered by the resulting controller.
The main goal of this paper is that of investigating via some numerical simulations, carried out using the Multi-Parametric Toolbox o f M A TLAB 10], the possibility of using eMPC to control contPN. As a result, the following conclusions can be drawn. | In the case of FTOC all the obtained results are reliable. The only limitation of the approach, as already pointed out in 5], is that the controller's complexity and the computational time become prohibitive when the order of the state space, as well as the length of the prediction horizon N, increases. 4 A bounded polyhedron P R n , P = fx 2 R n j Ax Bg is called a polytope.
| In the case of ITOC, we run into some di culties in tuning the parameters, and following the guidelines in 10], we obtained unreliable results. Therefore, we prefer not to handle this case in the rest of the paper. In Table 1 In Table 1 we h a ve also reported the value of the quadratic performance index assuming m 2 (0) = 3:5. We m a y observe that in this case the value of the cost is not strongly dependent on the value of N. In the case of probstruct:Tconstraint = 1 the cost has not been evaluated for N = 1 : : : 5: indeed in such cases the controlled set was not large enough to cover the state space of interest and a control law w as not available. 
Conclusions
We considered timed c ontPN under in nite server semant i c s . O n t h e b a s i s o f a constrained discrete-time positive linear model of the system, we d e r i v ed a state-feedback optimal control law based on eMPC. The results of some numerical simulations carried out on the MPT toolbox of MATLAB 10] are discussed in the case of nite time optimal control with di erent nite horizons. We do not provide the results of numerical simulations carried out in the case of in nite time optimal control because we found out some inconsistencies when following the guidelines in 10] for the parameters tuning.
