We consider interpolation of univariate functions on arbitrary sets of nodes by Gaussian radial basis functions or by exponential functions. We derive closed-form expressions for the interpolation error based on the Harish-Chandra-Itzykson-Zuber formula. We then prove the exponential convergence of interpolation for functions analytic in a sufficiently large domain. As an application, we prove the global exponential convergence of optimization by expected improvement for such functions.
Introduction
In this paper we consider univariate interpolation by Gaussian radial basis functions (RBF) and the closely related interpolation by exponential functions.
RBF interpolation is widely used in applications due to its simplicity and ability to handle generic scattered multidimensional data [2, 15] . Our interest in RBF interpolation is motivated by its role in the optimization by expected improvement, as this interpolation determines the mean of a stationary isotropic Gaussian field after conditioning on a finite number of measurements [10] . We restrict our attention to the Gaussian (squaredexponential) RBF, which is one of the most popular examples of analytic RBFs. In [16] we proved that optimization by expected improvement with the corresponding correlation function may be inconsistent for infinitely smooth functions. One of the goals of the present paper is to rule out this inconsistency for functions analytic in a sufficiently large domain. The main ingredient in the proof is a convergence result for RBF interpolation.
Convergence of RBF interpolation has been studied extensively in recent years [2, 15] . General convergence results are most naturally stated for interpolated functions from "native" spaces associated with the considered RBF. For a class of multivariate RBFs including the Gaussian, a strong theorem of this type has been proved by Madych and Nelson [11] . This theorem, however, is not sufficient for our purposes, for two reasons. Firstly, the native space for the Gaussian RBF is very narrow (in particular, all functions from this space are entire and vanish at infinity for real values of the arguments). Secondly, and more importantly, this theorem establishes convergence under assumption of an asymptotically dense filling of the design space by the sequence of interpolation nodes. While it is a standard assumption for interpolation when considered as a stand-alone procedure, it may not hold in the context of optimization, where the nodes are determined by the optimization algorithm rather than freely prescribed in advance. For analytic RBFs and interpolated functions, however, one can expect the dense filling to be an excessive requirement due to the non-locality of analytic dependencies.
We therefore turn our attention to the univariate case, which is significantly simpler than the multivariate case, and where one can hope to obtain much more complete results, especially for the Gaussian covariance function. Indeed, it is known that in the limit of increasingly flat rescaled Gaussian RBFs the univariate RBF interpolation is equivalent to the polynomial interpolation [5] . In [12] Platte and Driscoll have established, by a change of variables, a relation between polynomial interpolation and interpolation by Gaussian RBFs for sets of equally spaced nodes.
There also exists a very simple relation between interpolation by Gaussian RBFs and interpolation by linear combinations of simple exponential functions (sometimes called exponential ridge functions in the multivariate setting). In the context of multivariate interpolation this relation appeared, in particular, in the work of Schaback [14] connecting interpolation by Gaussian RBF to the "least" polynomial interpolation of de Boor and Ron. See also the work of Zwicknagl [17] , where interpolation by exponential functions is considered as an example of a general class of interpolations based on power series kernels.
In this paper we establish a further connection between univariate interpolation by polynomials, Gaussian RBFs and exponential functions, by deriving in the latter two cases general error formulas analogous to the well-known error formula for the polynomial interpolation. These formulas are based on the Harish-Chandra-Itzykson-Zuber integral [7] [8] [9] , which was earlier used by Bos and De Marchi [1] to determine the distribution of nodes maximizing the determinant of the Gaussian RBF interpolation matrix. Our error formulas are valid for arbitrary 1D sets of nodes. They are derived in Section 2.
In Section 3 we use these formulas to prove convergence of interpolations of analytic functions by exponentials or by Gaussian RBFs for generic infinite sequences of nodes. In particular, this result does not require the nodes to densely fill the design space.
Finally, in Section 4 we prove the global exponential convergence of optimization by expected improvement for analytic functions as a straightforward application of the interpolation convergence theorem.
Closed-form interpolation error formulas
We consider linear interpolation of univariate functions by linear combinations of given basis functions f 1 , f 2 , . . .. Given a set of distinct nodes x 1 , . . . , x n ∈ R and a function f , we define the interpolant If by
where the coefficients c k are chosen so that
We will occasionally write the operator I as I {x k } n k=1 or I n to emphasize the dependence on the nodes or their number.
A particular type of interpolation is specified by the choice of basis functions f k . We will consider the following types:
) corresponds to Gaussians centered at the interpolation nodes x k :
• For any distinct values t 1 , . . . , t n ∈ R, interpolation by exponential functions (denoted
• Polynomial interpolation
) corresponds to
For the interpolation I to be well-defined, the matrix (f k (x l )) n k,l=1 must be nondegenerate. This is so for the above three types: for I g this follows e.g. from the positive definiteness of the function e −x 2 /2 ; for I p this follows from the nondegeneracy of the Vandermonde matrix; for I e this follows e.g. from the arguments below.
(i.e., with
Indeed, thanks to this identity we can write
where f (x) = e x 2 /2 f (x). In other words, the interpolation operators are related by the identity I
where e ±x 2 /2 is the operator of multiplication by the function e ±x 2 /2 . This argument shows in particular that the interpolation I
is invertible, at least if t k ≡ x k . In fact, this interpolation is well-defined for any sets of distinct values t 1 , . . . , t n and distinct nodes x 1 , . . . , x n . One way to see this is to use the remarkable formula of Harish-Chandra-Itzykson-Zuber (HCIZ). To introduce this formula, we need a few definitions. Consider the diagonal matrices
Let V (X) denote the Vandermonde determinant for the points x 1 , . . . , x n :
Finally, define the constant β n by
Then the HCIZ formula reads [7] [8] [9] :
where integration is over Haar measure on the group U(n) of unitary matrices of size n. Here and in the sequel by † we denote the Hermitian conjugate. Note that the integrand in (2) is strictly positive. Since V (X) = 0 and V (T ) = 0 for distinct t 1 , . . . , t n and x 1 , . . . , x n , it follows in particular that det A = 0, as stated above.
The main results of this section are HCIZ-integral-based error formulas for the interpolations I g and I e . We first consider the I e case. We introduce some additional notation:
= U(n) e tr(T U † XU ) dU > 0 be the integral appearing in the HCIZ formula (2).
• Let S 2n+1 · dv denote integration over the normalized Lebesgue measure on the unit sphere S 2n+1 = {v : |v| = 1} in C n+1 .
• Let X be the extension of the diagonal matrix X by the value x:
• Let conv( X) ⊂ R be the convex hull of points x, x 1 , . . . , x n .
• Let P v : C n → C n+1 be any isometry between C n and the orthogonal complement to the vector v ∈ S 2n+1 in C n+1 ; P v is assumed to depend measurably on v.
Proof. We first prove formula (3) for functions of the form f (x) = e tx with any t ∈ C, and then extend it to all f ∈ C n (conv( X)). It will be convenient in the following to consider t and x as elements extending the sequences t 1 , . . . , t n and x 1 , . . . , x n , respectively, by identifying
We begin by recalling the following classical result from the general theory of linear interpolation: 
.
As a consequence,
We apply the HCIZ formula to both numerator and denominator and obtain
where integration is performed over unitary matrices of size n + 1, and
Let us write the (n+1)-dimensional trace in this formula as the sum of the part corresponding to the first entry of the matrix T and the remaining n-dimensional trace. To this end, denote by v the first column of the matrix U , and by U denote the remaining (n+1)×n sub-matrix. Then we can write
We can replace integration over U by double integration, first over v ∈ S 2n+1 and then over the complementary matrices U . It is convenient to fix for each given v one complementary matrix P v , and then make the substitution
where U ∈ U(n). In this way we reduce integration over U(n + 1) to integration over S 2n+1 ×U(n). The resulting measure of integration is the product of the normalized Lebesgue measure on the sphere with Haar measure on U(n). As a result, we get
the proof is complete for f (x) = e tx . It remains to extend formula (3) to all functions f ∈ C n (conv( X)). This can be done by standard arguments, using the formula's linearity. First note that the formula holds for all polynomials, by multiply differentiating it written for f (x) = e tx with respect to t at t = 0. Then, for any f ∈ C n (conv( X)), apply the Weierstrass theorem to f (n) to show that for any there is a polynomial p such that |f
Remark. Formula (3) leaves some freedom for the choice of P v . One natural choice is the one diagonalizing the matrix P † v XP v and placing its eigenvalues according to the order of eigenvalues in X; see the proof of Theorem 2 in the next section.
It follows from (1) that the interpolation errors for I g and I e are simply related by
Theorem 1 then immediately implies an error formula for the Gaussian interpolation:
Theorem 1 also allows us to show that the exponential interpolation converges to the polynomial one if t k → 0 for all k, by viewing error formula (3) as a generalization of the classical error formula for polynomial interpolation.
Corollary 2. For any
Proof. Recall the well-known error expression for the polynomial interpolation based on the Hermite-Genocchi formula for divided differences:
where s = (s 0 , s 1 , . . . s n ) and the integration is over normalized Lebesgue measure on the n-dimensional simplex ∆ n = {s :
To prove the corollary, we use error formulas (3) and (5) to show that
Indeed, first observe that in this limit the differential operator on the r.h.s. of (3) tends
tends to 1, and the exponential factor in the integrand tends to 1 so that the dependence on U vanishes making integration over U(n) trivial:
To see how the integration over S 2n+1 transforms, write v = (a 0 + ib 0 , . . . , a n + ib n ) and
the Jacobian of this substitution equals 2 n . Then, using Dirac's delta δ and the identity δ(|v|−1) = 2δ((|v|−1)(|v|+1)) = 2δ(|v| 2 −1),
Convergence of interpolation for analytic functions
In this section we use Theorem 1 to prove convergence of interpolation on a bounded segment [a, b] ⊂ R for functions f analytic in a sufficiently large complex domain D ⊂ C. We state our convergence theorem simultaneously for all three types of interpolation appearing in the previous section, thus emphasizing the similarity between them. 
Theorem 2. Suppose f is analytic in a complex domain
with some constant c = c(f, a, b, ρ, R).
Proof. We give the proof only for I e ; the result for I g then follows immediately from relation (4), while the result for the polynomial interpolation can be seen as a trivial special case thanks to Corollary 2 of Theorem 1.
It is convenient to represent the error f (x) − I e n f (x) in the form
Lemma 2. Under assumptions of Theorem 2,
Proof. Choose a contour γ ⊂ D enclosing the segment [a, b] so that min z∈γ,q∈ [a,b] |z − q| > ρ.
We use Cauchy's formula for f (q),
and substitute it in (7) . Expanding the product of first order differential operators,
which implies lemma's claim with
At this point we need to specify the choice of P v . Let σ be a permutation of x 1 , . . . , x n in the increasing order:
, where
Lemma 3. With the above choice of
for any x ∈ [a, b], v ∈ S 2n+1 and U ∈ U(n).
Optimization by expected improvement for analytic functions
In this section we describe an application of Theorem 2 to optimization by expected improvement (EI). Optimization by EI is a kind of stochastic Bayesian optimization popular in engineering application [10] . We consider the simplest version of the algorithm with a centered Gaussian process and a fixed covariance function. Suppose that we are searching for the global minimum of a function f on a segment [a, b] . We iteratively sample points x 1 , x 2 , . . . ⊂ [a, b] , and evaluate the function f at these points. For each n we define the current best result as
The question is whether f * n converges to the global minimum
x∈ [a,b] f (x), and how fast if yes.
In optimization by EI f is assumed to be a realization of a centered Gaussian process {ξ x } x∈ [a,b] with a given covariance function G(x, x ) = E(ξ x ξ x ), and the choice of each x n+1 is determined from the history {x k , f (x k )} n k=1 by maximizing the expectation of improvement of the current best result for the process conditioned on the event {ξ x k = f (x k )} n k=1 :
x n+1 = arg max x∈ [a,b] I n (x), where
. In this way, each optimization iteration is reduced to an auxiliary optimization problem I n → max x , which can be written in an analytic form and readily solved numerically for moderate values of n. See [16] for more details and a bibliography on EI.
In the sequel we assume that the auxiliary optimization problem is exactly solved at each step n.
A popular choice of covariance function in optimization by EI is the Gaussian function
In [16] , we have proved that the optimization by EI with this covariance function does not in general converge to the global optimum for C ∞ functions f . We prove now that if f is analytic in a sufficiently large complex neighborhood of [a, b] , then the optimization does converge, and moreover with an exponential convergence rate. [a, b] by EI with covariance function (10) . Suppose that f continues analytically to a complex domain
Theorem 3. Consider optimization of a (real-valued) function f on the segment

