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In this paper we shall consider a system of differential equations of the type 
where the functions ai (i = 1, 2) are summable on each finite segment of 
the interval [0, +co) and 
hi > 0 (i r= I, 2), A, * A, = 1. (2) 
For such systems we establish an analog of Sturm’s comparison theorem 
and an analog of Kneser’s oscillation and nonoscillation theorems. 
1. COMPARISON THEOREMS 
THEOREM 1.1. For some k, p E ( 1, 2}, let the inequalities 
0 < (-l)p ar(t) < (--l)p a,*(t), 
(1.1) 
(-1)” a,-,(t) 3 (-1)” a,*_,(t) for t > 0 
hold, and let system (1) hawe the solution (ul(t), ue(t)) such that 
u&J = u,(t,) = 0 and uL.(t) f 0 for t E 0, , a, (1.2) 
where 0 < t, < t, < +CD. Then for any solution (s(t), vp(t)) of the system 
2’ I’ = a,*(t) 1 ztz l”I sign z!z , z~z’ =I a,*(t) 1 z-i i,‘l sign z’i (1.3) 
wk(t) has on the segment [tl , te] at least one zero. 
In order to prove this theorem, the following lemma will be needed. 
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LEMMA 1.1. For ewery t,, E [0, +a~) system (1) possesses only the triwiul 
solution satisfying the initial conditions 
u&J = z&J = 0. 
Proof. We shall have by (1.4) 
I u,(t)1 < 1 j-1 I 44 I u&)lAi d7 / for t 2 0 
Therefore 
Putting 
Iv(t) = I q(t)lA2 [1 + 1 f I al(~)I d7 I]-“‘, 
to 
4) = I %(t)l [l + / jt I al(T)I dT ilA2 
to 
(1.4) 
for t 3 0. 
(1.6) 
and taking into consideration condition (2), we obtain from the last inequality 
W(t) < / jtl A(T) W(7) dT 1 for t 3 0. 
Hence, according to Bellman’s lemma (see [ 1, p. 461) it is clear that IV(t) = 0. 
Consequently we have from (1.6) and (1.5) that u,(t) = 0 (i = 1, 2). Thus 
the lemma is proved. 
Proof of Theorem 1.1. By (1.2) without loss of generality it may be sup- 
posed that 
U&) = u,(t,) = 0, uk(t) > 0 for t, < t < t, . (1.7) 
According to Lemma 1.1, u3Jt,) # 0 and it will be shown that 
(- l)D u&t,) > 0. (1.8) 
Assume the contrary. Then we can find an E > 0, such that 
(-l)pU&t) < 0 for t, < t < t, + E. 
Consequently, according to the first of the inequalities (l.l), we have 
z&‘(t) = -(-I)” a,(t) / 24&tp .< 0 for t, < t < t, + E, 
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which contradicts conditions (1.7). The contradiction thus obtained proves 
the validity of inequality (1.8). In quite an analogous manner it was proved 
that 
(- l)P ‘1a-Jr,) < 0. (1.9) 
From (2), (1.7), (1.8), and (1.9) it is obvious that the function 
is a solution of the equation 
2 + A,-,a&) I qJ IltAg - a,-,(t) = 0 
nonextendable beyond the interval (tr , ta) and satisfies the conditions 
lim(-l)Pp)(t) = +co, 
t+t1+ 
lim(-l)Pv(t) = -co. 
I-$- (1.11) 
Now suppose that all the conditions of Theorem 1.1 are fulfilled, but there 
exists the solution (s(t), oa(t)) of system (1.3) such that I # 0 for 
t E [tr , te]. Then it can easily be verified that the function 
W) = [fh-k(t) sign ~k(Wl ~k(Wk 
is the solution of the equation 
g + h&z,*(t) ( 4 Il+*b - a&(t) = 0, 
defined on [tr , t,]. By condition (1.11) and continuity of the function I/J(~) on 
[tr , tz], there exists the point t* E (tr , ta) such that 
dt*) = VW*), (1.12) 
(-IF v(t) < (-1P w for t E (t*, ta). (1.13) 
On the other hand, by conditions (1.1) 
(-1)” ‘p’ = -(-l)‘ha-@k(t) I V Ilfr\k + (-1)” a,-,(t) 
> -(-l)D h,&,*(t) ) p I1+Ak + (-1)” fz& for t E (tr , ta). 
(1.14) 
According to the theorem on differential inequalities (see [2, p. 44]), it 
follows from (1.12) and (1.14) that 
(-llP VW 2 (-lP $44 for t E (t*, ta). 
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The last inequality contradicts (1.13). Consequently, our assumption that 
z+(t) # 0 on the segment [ti , tz] is not true. The theorem is thus proved. 
Note. It can be shown that if besides (1.1) and (1.2) the condition 
mes {t E (ti , t,): I azpk(t) - as-,(t)l i 0) > 0 
is satisfied, then for any solution (sl(t), us(t)) of the system (1.3), o,(t) has at 
least one zero in the interval (tl , tJ. 
2. THEOREMS OF KNESRR TYPE 
In this section we shall establish sufficient conditions for the nonoscillation 
and oscillation of all nontrivial solutions of the system (l),l which are analog- 
ous to Kneser’s theorems for the second order linear equation. 
LEMMA 2.1. Every solution of system (1) may be extended over the whole 
interval [0, +a~). 
Proof. Let (%(t), us(t)) be an arbitrary solution of system (1) defined in an 
interval (tl , tz) C (0, +co) and nonextendable beyond this interval. Putting 
t, < +co, we have 
py WI + I %P)l) = +a. (2-l) 
We choose t, E (tl , tz) in such a way that 
I 
t:’ / at(~)1 dr < 2-1-A’ (i = 1, 2). 
Then putting 
vi(t) = max{l ui(7)l: to < 7 < t}, 
we conclude from (1) that 
vi(t) < v,(t,) + St I +)I v&k) dr 
to 
< v&J + 2-l+v~;~(t) fort,<t<t, (i=l,2). 
1 In a case where A1 . A, # 1, necessary and sufficient conditions for the oscillations 
of all solutions of the system of type (1) are given in [4, 51. 
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Hence, by (2), it is obvious that 
q(t) < q(t,) + 2-‘-“‘[2’3&) + zp f(t)p 
< z&J + $?&(fJ + $Zl$) for to < t < t, (; = I, 2). 
Therefore 
vi(t) < 2V#“) + &(t,) for to < t < t, (i = 1, 2), 
which contradicts condition (2.1). Th e contradiction thus obtained proves 
that t, = +co. By an analogous argument it may be proved that t, = 0. This 
proves the lemma. 
Below we shall consider the solutions of system (1) given on [0, +a). 
A nontrivial solution (ul(t), z+(t)) of system (1) is said to be oscillatory 
(weakly oscillatory) if both components (at least one component) have 
sequences of zeroes convergent to fc0. 
And if we can find a t,, > 0 such that both components (at least 
one cornpotent) are different from zero on [to , +co), then the solution 
(q(t), u2(t)) is said to be nonoscillatory (weakly nonoscillatory). 
LEMMA 2.2. zf 
(-1y-l q(t) > 0, mes{a,(T) + 0: 7 3 t> > 0 for t > 0 (i == 1, 2) 
(2.2) 
then an arbitrary zueakl?, oscillatory nontrivial solution (ul(t), uz(t)) of system (1) 
is oscillatory and 
sup{/ ui(r)j: 7 2 t> > 0 for t > 0 (i = 1, 2). (2.3) 
Pyoof. Let (ul(t), us(t)) be an arbitrary nontrivial weakly oscillatory 
solution of system (1). Suppose that for some i E { 1, 2) and t, E [0, +I) 
u,(t) i 0 for t 3 t, . 
Then u,-,(t) possesses a sequence of zeroes convergent to + co. On the other 
hand, by (2.2) it follows from 
&(t) = n,_,(t) / ui(t)JAsmi s gn ui(t,) for t 3 t, 
that z+(t) is monotone on [to, +a) and different from zero for large values 
of t. The contradiction thus obtained proves that (z+(t), u2(t)) is oscillatory. 
Now suppose that condition (2.3) is violated. Then, since (ul(t), u,(t)) is 
oscillatory, we can find a t, > 0 such that 
z+(t) SE 0 for t > to (i = 1, 2). 
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Hence, by Lemma 1.1, we obtain that 
q(t) = 0 for 0 < t < t, , 
which is impossible because (z+(t), u,(t)) is th e nontrivial solution. Thus the 
validity of condition (2.3) is proved. 
THEoREhl 2.1. Let condition (2.2) be fulj2led and for some k E (I, 2) 
(-l)“-lSTX ale(T) dT = $-CO (2.4) 
(- 1)” a3Jt) ,< (- l)“-1 (1 + ,&.-1--/\3-li a,(t) 1 1’ ~~(7) d7 /p1--13e’. 
0 
(2.5) 
Then all nontrivial solutions of system (I) are nonoscillatory. 
Proof. Let k = 1, and consider the system 
v 1’ = q(t) ) v2 iA1 sign 2’s , 
q’ = - (1 + /\l)-l-hZ al(t) (1,’ al(T) dT)-l--dt / v1 IA? sign z1 , t > to. (2.6) 
Let to > 0 be such that j’: al(T) d7 > 0. Then 
vi(t) = (jot al(T) dT)l’(lll\l), as(t) = (1 + X,)-“Z iJ1” a,(T) dr)-l’(ltA1) 
is the nonoscillatory solution of system (2.6) on [to, fee), and 
VlN > 0 for t 3 to . (2.7) 
Suppose now that system (1) has the nontrivial weakly oscillatory solution 
(q(t), us(t)). Then, according to Lemma 2.2, (q(t), u2(t)) is oscillatory and 
satisfies condition (2.3). Consequently, we can find numbers t, and t, such 
that t, > t, > to and 
@I) = @,) = 0, ul(t) # 0 for t, < t < t, . 
According to Theorem 1.1, the function q(t) possesses at least one zero on 
[tl , t,], which contradicts condition (2.7). The contradiction thus obtained 
proves the theorem. 
This theorem is the analog of Kneser’s nonoscillation theorem of solutions 
of the second order linear differential equation (see [l, p. 1441). 
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THEOREM 2.2. Let conditions (2.2) and (2.4) with h E (1, 2) be fulfilled. 
If, in addition, 
lim:tp + It [(-l)k a&T) 1 j’ ak(s) ds /“3mk - (-I)“-‘(1 + XJ1-Ag-e to 0 
x al,(T) 1 j: ak(s) ds i-l] d7 = +CO, 
then all the nontrivial solutions of system (I) are oscillatory. 
(2.8) 
Proof. For definiteness we suppose that k = 1 inasmuch as the case when 
K = 2 is considered in a similar way. Assume the contrary. i.e., suppose that 
system (1) possesses a weakly nonoscillatory solution (z+(t), u2(t)). According 
to Lemma 2.2, this solution is nonoscillatory. By (2.2) it follows from (2.4) 
that 
w . u2(t> > 0 for t > to , 
where to is a sufficiently large number. Indeed, if we suppose that 
44 . u2(t) < 0 for t > to , 
then from (1) we obtain 1 u,(t)1 > 1 u,(t,)l and 
I W < I udto)l - I uz(to)lA1 ( ad4 d7 for t > to , 
which contradicts condition (2.4). Now it is clear that (1) may be written in 
the form 
I u1 I’ = 44 I u2 IAl for t > to , (2.9) 
I u2 I’ = a2W Iu1 I’* for t > to . (2.10) 
Multiply both sides of (2.10) by (J-i al(T) dT)“a I ur /+ and integrate from 
to to t, using integration by parts, the equalities (2.9), and 
/ u2 llfAl I u2 1 1+A1 ___= ~ 
1 u1 Il+A2 i 1 ) u1 p 
for /\i * X2 = 1; 
we find 
([al(T)dT)A’~ -(u2(T) (joTulW~~*dT 
+ 4 1; al(T) (i ds) ds)lp [(j!#+A1 - (s,’ %(s) A -’ #$] dT 
< co , (2.11) 
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co = 
(St” 44 dT) 
Ae I %(to)l 
0 1 U,(t,)pn * 
Taking advantage of 
X l+Al - a-lx + A1( 1 + A,)-- iy1- > 0, 
where Ai > 0 (i = 1,2), A, . A, = 1, 01 > 0, x > 0, from (2.11) we obtain the 
inequality 
which contradicts condition (2.8). Thus the theorem is proved. 
Remark. Note that the assertion of Theorem 2.2 is also valid for the 
system of differential inequalities 
ul’sign u2 3 al(t) 1 u2 !‘I, us’ sign ur = uz(t) 1 u1 jA2, 
where q(t) and Xi (i = 1, 2) are the same is in (2). 
COROLLARY. Let condition (2.5) be fuljZled for some k E (1,2}. Then, iffor 
some E > 0, 
(-l)k u,-,(t) > (-l)“-’ (1 + E) (1 + hk)-1-A3-k u,(t) (Jo’ +(T) d,)-l-n”-E, 
ull nontriviul solutions for system (1) are oscillatory. 
This corollary is an analog of Kneser’s theorem on oscillation of solutions 
of the second order linear differential equation. 
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