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Abstract
We study the monotonicity properties of certain sequences involving generalized Euler constants and
their connections with generalized Schlömilch–Lemonnier type inequalities.
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1. Introduction
The double inequality of O. Schlömilch and H. Lemonnier (see, e.g., [1]) states that for all
positive integers n 2 one has
log(n + 1) <
n∑
i=1
1
i
< 1 + logn. (1)
This follows, e.g., by the strict monotonicity of the sequences (an) and (bn) defined by
an =
n∑
i=1
1
i
− log(n + 1), bn =
n+1∑
i=1
1
i
− log(n + 1) (n 1),
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sequences is the well-known Euler–Mascheroni constant γ :
lim
n→∞an = limn→∞bn = γ ≈ 0.577215664 . . . . (2)
For an interesting discussion of this constant, and its many connections to various fields of
Mathematics, see J. Havil [6]. For a survey of results and an extended bibliography, see Steven
R. Finch [5].
In 1979 R.P. Boas [3] wondered why the original Euler constant γ has attracted attention but
other types of constants of the form
lim
n→∞
(
n∑
k=1
f (i) −
n∫
1
f (x)dx
)
(3)
have been comparatively neglected. We note that constants of type (3) have an old history. For
example, in 1935 G. Ca˘luga˘reanu [4] introduced such a general constant.
The aim of this paper is to study the monotonicity properties of sequences of type (An), or
(Bn), where
An = An(F ) =
n∑
i=1
F(i) −
n+1∫
1
F(x)dx,
Bn = Bn(F ) =
n+1∑
i=1
F(i) −
n+1∫
1
F(x)dx (n 1) (4)
as well as their “multiplicative” analogues. Certain known results in the literature will be reob-
tained, as particular cases.
2. Generalized Euler constants
Define the sequences (An) and (Bn) given by (4). The following result is true:
Theorem 1. Let F : [1,∞) → R be a strictly positive and strictly decreasing and continuous
function. Then (An) is a strictly increasing and convergent sequence. The sequence (Bn) is
strictly decreasing and convergent, too. By assuming that
lim
x→∞F(x) = 0, (5)
the two sequences will have the same limit.
Proof. We will prove only the monotonicity and convergence of the sequence (An). Since
An+1 − An = F(n + 1) −
n+2∫
F(t) dt,n+1
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n+1 F(t) dt < F(n+1) we obtain An+1 −
An > 0. This implies also An  A1 > 0 for all n  1, so (An) is bounded below. On the other
hand, since
2∫
1
F(t) dt > F(2),
3∫
2
F(t) dt > F(3), . . . ,
n+1∫
n
F (t) dt > F(n + 1),
by summation we get
n+1∫
1
F(t) dt > F(1) + · · · + F(n) + (F(n + 1) − F(1)),
thus
An < F(1) − F(n + 1) < F(1).
This shows that (An) is bounded above, too, so the sequence (An) will be convergent. A sim-
ilar proof applies to the sequence (Bn). Since Bn − An = F(n + 1), by (5), the two sequences
converge to the same limit γF (notation):
lim
n→∞An(F ) = limn→∞Bn(F ) = γF .  (6)
Remark 1. A similar definition holds when the function F is defined on [m,+∞), where m 1
is any positive integer. Then
An =
n∑
i=m
F(i) −
n∫
m
F(x)dx, etc.
A similar proof, as in Theorem 1 holds true again.
Example 1. Let F(x) = 1
x
. Then we reobtain Euler’s constant γ , and as corollary, inequality (1).
Example 2. For F(x) = 1
xq
, where q ∈ (0,1), we get the sequence (Aqn) given by
A
q
n =
n∑
i=1
1
iq
− 1
1 − q (n + 1)
1−q + 1
1 − q . (7)
This sequence is related to the Apéry constant and its generalizations (see, e.g., [5]).
Example 3. For F(x) = (logx)p
x
(p  1, positive integer), since
F ′(x) = 1
x2
(logx)p−1(p − logx) < 0 for x > ep,
by Remark 1, the sequence (Apn ) given by
A
p
n =
n∑
i=1
(logk)p
k
− (log(n + 1))
p+1
p + 1 (8)
will be convergent and strictly increasing for all n [ep] + 1. The constants limn→∞ Apn = γp
are the so-called “Stieltjes constants” (see, e.g., [5]).
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From a result of R.M. Young [11] it follows that
lim
n→∞n(bn − γ ) =
1
2
. (9)
See also S.R. Tims and J.A. Tyrrell [10]. In what follows, an extension of (9) in the general
case will be proved.
Theorem 2. Let F : [1,+∞) → R be a strictly positive, strictly increasing and continuous and
strictly convex function. Assume further that the function g : [1,+∞) → R, g(x) = xf (x) is
strictly concave. Suppose that relation (5) holds true. Then
F(n + 1)
2
< γF − An(F ) < n + 12n + 1F(n + 1) (10)
and
n
2n + 1F(n) < Bn(F ) − γF <
F(n)
2
, (11)
where γF is given by relation (6).
Proof. We shall give the proof in detail for (10), and only remarks for the proof of (11).
Let us introduce the sequences (xn) and (yn) given by
xn = An + F(n + 1)2 , yn = An +
n + 1
2n + 1F(n + 1). (12)
By the proof of Theorem 1 we see that
xn+1 − xn = An+1 − An + F(n + 2)2 −
F(n + 1)
2
= F(n + 1) + F(n + 2)
2
−
n+2∫
n+1
F(x)dx.
Recall now the famous Hadamard inequalities (see, e.g., [8,9]). For a continuous and convex
function F : [a, b] →R one has the double-inequality:
(b − a)F
(
a + b
2
)

b∫
a
F (x) dx  (b − a)F (a) + F(b)
2
. (13)
Here the inequalities are strict, if F is strictly convex. Now, by the right side inequality of
(13) we get xn+1 − xn > 0, so (xn) is strictly increasing. By (5) and (6), (12) clearly implies
limn→∞ xn = γF and xn < γF , so the left side of relation (10) follows. On the other hand,
yn+1 − yn = An+1 − An + n + 22n + 3F(n + 2) −
n + 1
2n + 1F(n + 1)
= n
2n + 1F(n + 1) +
n + 2
2n + 3F(n + 2) −
n+2∫
F(x)dx.n+1
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n+1
2n+3 , and the function g being concave,
(n + 1)F (n + 1) + (n + 2)F (n + 2)
2

(
2n + 3
2
)
F
(
2n + 3
2
)
.
Therefore
yn+1 − yn < F
(
2n + 3
2
)
−
n+2∫
n+1
F(x)dx < 0
by the left side part of Hadamard’s inequality (13). This shows that the sequence (yn) is strictly
decreasing. As limn→∞ yn = γF and γF < yn, the right side of (10) will be a consequence. This
finishes the proof of double-inequality (10).
We note that the proof of (11) runs in the same lines, by considering
x′n = Bn −
F(n + 1)
2
, y′n = Bn −
n + 1
2n + 3F(n + 1).
For a proof of (11), see also [2]. 
Corollary 1.
lim
n→∞
1
F(n + 1)
(
γF − An(F )
)= 1
2
, (14)
lim
n→∞
1
F(n)
(
Bn(F ) − γF
)= 1
2
. (15)
Example 4. For F(x) = 1
x
, relation (15) gives (9). In fact (14) implies
lim
n→∞n(γ − an) =
1
2
,
but this is equivalent to (9).
Remark 2. For F(x) = 1
x
, inequality (10) yields the following relations:
1
2n + 2 < γ − an <
1
2n + 1 . (16)
4. An application and extension
In 1981 M. Laczkovich [7] proposed the following result:
Theorem 3. For all n 2 one has(
1 + 1
2
+ · · · + 1
n − 1
)
log(n + 1) >
(
1 + 1
2
+ · · · + 1
n
)
logn. (17)
Let
tn =
(
1 + 1 + · · · + 1
)/
log(n + 1).
2 n
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of the sequence (an) is strictly decreasing. This result has been rediscovered also by H. Alzer
and J.C. Brenner [1]. Here we offer a new proof. It is easy to see that the inequality tn+1 < tn is
equivalent to(
n∑
i=1
1
i
)
log
n + 2
n + 1 >
log(n + 1)
n + 1 . (18)
By the elementary inequality log n+2
n+1 >
1
n+2 , it will be sufficient to prove that
n∑
i=1
1
i
>
n + 2
n + 1 log(n + 1). (19)
Now, applying the right side of (16) we can write
n∑
i=1
1
i
> log(n + 1) + γ − 1
2n + 1 .
The inequality
1
2n + 1 +
log(n + 1)
n + 1 < γ
holds true for all n  2, since the left side is strictly decreasing, and for n = 2 the left side is
0,56 . . . < γ = 0.57 . . . . This finishes the proof of (18), since for n = 1 a simple computation
applies.
Remark 3. Another proof (without induction, too) may be obtained by use of relation
n∑
i=1
1
i
= ψ(n + 1) + γ,
where ψ is the “digamma-function” of Euler. By extending the definition to real arguments,
estimates for ψ(n + 1) may be deduced (see [9]).
The sequence (tn) may be generalized as follows:
Tn = Tn(F ) =
n∑
i=1
F(i)
/ n+1∫
1
F(x)dx (n 1). (20)
Theorem 4. Suppose that the function F satisfies all conditions of Theorem 2, and that
lim
x→∞
F(x + 1)
F (x)
= 1.
Then the sequence (Tn) given by (20) is strictly decreasing for n  nF (i.e., for sufficiently
large n).
Proof. Tn+1 < Tn becomes
n∑
i=1
F(i) > F(n + 1)
( n+1∫
F(x)dx
)/ n+2∫
F(x)dx. (21)1 n+1
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n∑
i=1
F(i) >
n+1∫
1
F(x)dx + γF − n + 12n + 1F(n + 1),
so in order to prove (21), it is sufficient to show that( n+1∫
1
F(x)dx
)[
F(n + 1)∫ n+2
n+1 F(x)dx
− 1
]
+ n + 1
2n + 1F(n + 1) < γF . (22)
Now, it is immediate that the left side of (22) has limit zero. This is trivial for the second term.
For the first one, we have 0 <
∫ n+1
1 F(x)dx < F(1), and 0 <
F(n+1)∫ n+2
n+1 F(x)dx
− 1 (see the proof of
Theorem 1). Further, since
F(n + 1) >
n+2∫
n+1
F(x)dx > F(n + 2) and lim
n→∞
F(n + 2)
F (n + 1) = 1,
by
F(n + 1)∫ n+2
n+1 F(x)dx
− 1 < F(n + 1)
F (n + 2) − 1,
the result follows. Thus (22) holds true for n nF , as γF > 0. 
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