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In Brief Farashahi et al. show that rewarddependent metaplasticity provides a robust mechanism for reward integration under uncertainty and for estimation of uncertainty. This synaptic mechanism allows reward feedback to adjust learning without any explicit optimization or knowledge of the task structure.
INTRODUCTION
Our knowledge of the world is continuously modified by the outcomes of a myriad of decisions we make over time. For this learning to be successful, the brain has to adjust the way it responds to and integrates each reward outcome, since stimulus-reward or action-reward contingencies can unpredictably change over time in natural environments. For example, in an environment where reward probability associated with alternative choices changes frequently (i.e., volatile environment), learning should be fast so that only the most recent outcomes are considered in the estimation of reward probabilities. By contrast, in a stable environment where reward probabilities do not change very often, learning should be slow to obtain a more accurate estimate of reward values. Indeed, it has been experimentally demonstrated that humans are able to adjust their learning or learning rates based on the reward uncertainty and volatility in a given environment (Behrens et al., 2007; Krugel et al., 2009; Nassar et al., 2010) . However, neural mechanisms underlying these adjustments are relatively unknown.
Some reinforcement learning (RL) models assume that the proper learning rates in a given environment can be estimated using optimization processes. An example of such an optimization process is meta-learning, which maximizes the average of reward via modification of the learning rates based on a comparison between the medium-term and long-term running averages of the reward rate (Doya, 2002; Schweighofer and Doya, 2003; . However, it is unclear whether such an algorithm can determine the proper learning rates in dynamic tasks because the time constants for computing these reward averages also have to be adjusted according to the uncertainty and volatility of the environment. In contrast, model-based or Bayesian approaches try to learn the structure of the environment and its parameters in order to optimally integrate reward feedback (Behrens et al., 2007; Courville et al., 2006; Daw et al., 2005 Daw et al., , 2006 Hampton et al., 2006; Mathys et al., 2011; Nassar et al., 2010 Nassar et al., , 2012 Payzan-LeNestour and Bossaerts, 2011; Yu and Dayan, 2005) . For example, a Bayesian learner can assume different levels of uncertainty in the environment to estimate reward probability optimally (Behrens et al., 2007) . Other models deal with reward uncertainty by detecting changes in the environment to adapt learning Jang et al., 2015; McGuire et al., 2014; Nassar et al., 2010 Nassar et al., , 2012 . Despite the success of these Bayesian models in capturing behavioral data and observation of neural correlates of variables in these models, it is unclear how the correct model of the environment can be learned or how different components of these models can be implemented in the brain.
We hypothesized that certain brain areas might be endowed with synaptic mechanisms that use reward history to determine the level of synaptic plasticity and, therefore, adjust learning in the absence of any explicit optimization, or before a model of the environment can be fully learned. Specifically, we assumed that such adjustment of learning can be implemented via synaptic metaplasticity. Metaplasticity refers to experimentally observed changes in the synaptic state that shape the direction, magnitude, and duration of future synaptic changes without any observable change in the efficacy of synaptic transmission (Abraham, 2008; Abraham and Bear, 1996; Hulme et al., 2013; M€ uller-Dahlhaus and Ziemann, 2015) . Here, we present a biophysically plausible model based on reward-dependent metaplasticity (RDMP) that can adjust learning according to reward uncertainty. In our model, metaplastic synapses have multiple levels of stability (meta-states) associated with two levels of synaptic efficacy and undergo reward-dependent changes. To test our model, we simulated choice behavior during a dynamic learning and decision-making task known as probabilistic reversal learning (PRL), which has been extensively used to study adaptive learning and decision making in health and disease (Cools et al., 2001; Costa et al., 2015; Rudebeck et al., 2013; Rygula et al., 2010; Swainson et al., 2000) .
In this study, we demonstrate that based on reward feedback, RDMP allows synapses to occupy states with different levels of stability and thus can adjust learning according to the uncertainty and volatility of the environment. We show that a model endowed with RDMP not only can perform the PRL task over a wide range of model and task parameters, but also provides specific predictions that differ from those of heuristic RL models, and Bayesian models that require explicit knowledge of the task structure. Using an extensive set of behavioral data from a recent study in non-human primates during the PRL task (Donahue and Lee, 2015) , we provide experimental evidence for some of the model's predictions and thus, the contribution of metaplasticity to behavior. Finally, we show that changes in the activity of reward-encoding neurons with metaplastic synapses can be used to estimate reward volatility for which a neural correlate has been observed (Behrens et al., 2007) . Overall, our results suggest that reward-dependent metaplasticity can provide a robust neural substrate for adaptive learning and choice under uncertainty, and moreover, enables computations of high-level signals such as volatility.
RESULTS

Learning and Choice Under Reward Uncertainty
As a platform to study learning and choice under reward uncertainty, we focused on behavior during a PRL task. In this task, the subject selects between two alternative options (e.g., colored targets), which deliver reward probabilistically ( Figure 1A ). The probabilities of reward on the green and red options are complementary, for example 0.8 on the green and 0.2 on the red target. However, unknown to the subject, these probabilities switch after a certain number of trials referred to as the block length, L. The combination of reward probability on the better (more rewarding) and worse (less rewarding) options, p R (B) and p R (W), and block length defines an environment in this task (e.g., 0.8/0.2 schedule with L = 80). Performing this task requires selection of the better option within a given block of trials, which is complicated due to two factors: (1) the probabilistic nature of reward assignment or expected ''uncertainty''; and (2) switches in reward probabilities between blocks of trials (reversals), resulting in unexpected uncertainty, also referred to as ''volatility.'' To detect the better option within each block of trials in the PRL task, the subject has to continuously update the estimates for reward value of the two options based on reward feedback. However, for models with constant learning rates, such as a simple RL model with one learning parameter (RL(1)), the optimal learning rates depend on the levels of uncertainty and volatility in the environment (Figures 1B and 1C) . In a relatively stable environment with reward probabilities far from 0.5 (0.8/0.2 schedule with L = 80), a moderate value of the learning rate produces optimal performance ( Figure 1B) . However, in a more volatile (A) Timeline of the PRL task and an example reward schedule. Subjects select between two options (e.g., red and green targets) and receive reward feedback on every trial. The reward is assigned probabilistically to one of the two targets while the better target changes between blocks of trials. In the shown example, probability of reward on the green target (p R (g)) changes between 0.8 and 0.2 after every 20 trials. Each cross shows reward assignment on a given trial. (B) Performance of the RL(1) model as a function of the learning rate in three environments with different levels of uncertainty or volatility. The diamond sign shows the optimal learning rate for each environment. (C) The optimal learning rate for the RL(1) model in different environments quantified with reward probability on the better and worse options and the block length, L. The optimal learning rate was smaller for more stable, and to a lesser extent, for more uncertain environments. White squares indicate sample environments chosen for further tests. environment (0.8/0.2 schedule with L = 20), a higher learning rate is more desirable. Finally, in an environment with greater uncertainty (0.6/0.4 schedule with L = 80), a lower learning rate is required to obtain a better estimate of reward value. Overall, the optimal learning rate of RL(1) increases as the environment becomes more volatile and slightly decreases when the environment becomes more uncertain ( Figure 1C ).
These results demonstrate an inherent tradeoff between adaptability (i.e., fast response to changes in the environment) and precision (i.e., correct estimation of reward probabilities) during learning and choice under uncertainty. Tackling this tradeoff requires the brain to adjust the learning rate either across time or across environments since the optimal learning rate could vary substantially depending on the levels of uncertainty and volatility present.
RDMP as a Neural Mechanism for Adaptive Learning Under Reward Uncertainty
Here, we suggest that RDMP can provide a plausible mechanism for learning and choice under uncertainty and simulate the behavior of an example model based on RDMP during the PRL task. We compare the behavior of this model with three sets of models that rely on different mechanisms to deal with uncertainty and volatility in the PRL task (see STAR Methods). In our model, neurons encoding the reward value of different options (value-encoding neurons) receive their inputs via metaplastic synapses that undergo a stochastic RDMP learning rule. These metaplastic synapses have multiple meta-states with different levels of stability associated with two levels of synaptic efficacy: weak and strong. The output of value-encoding neurons associated with a given option reflects the overall synaptic efficacy of metaplastic synapses onto them. Because there are two levels of synaptic efficacy, the overall synaptic efficacy for each set of metaplastic synapses can be quantified as the fraction of synapses in strong meta-states, which we refer to as the ''synaptic strength.'' Importantly, the RDMP learning rule enables the synaptic strengths to estimate the probability of reward for alternative options, whereas the model selects between the two options stochastically based on a probability given by the difference in synaptic strengths for the two options (see STAR Methods).
Metaplastic synapses can change their states stochastically depending on the choice and reward outcome at the end of each trial. We assumed that synapses associated with the chosen option are potentiated on rewarded trials and depressed on unrewarded trials (Figure 2A ; see STAR Methods). Because only one of the two options is assigned with reward on each trial of the PRL task, we also assumed that synapses associated with the unchosen option are depressed on rewarded trials and potentiated on unrewarded trials. Due to the stochastic nature of synaptic transitions, potentiation or depression events may or may not change synaptic efficacy of a particular synapse, but at the population level, result in a well-defined learning rule (Equations 3 and 4 in STAR Methods). A) The schematic of metaplastic synapses. Metaplastic synapses have multiple meta-states associated with each of the two levels of synaptic efficacy: weak (W) and strong (S). Potentiation and depression events result in stochastic transitions between meta-states with different levels of stability and are indicated by arrows (in gold and cyan for potentiation and depression events, respectively) and quantified by different transition probabilities (q 1 > q 2 > q 3 > q 4 and p 1 > p 2 > p 3 ). We also refer to more unstable and stable meta-states as ''shallower'' and ''deeper'' meta-states, respectively. (B) For synapses associated with the green target, the average (over many blocks) fractions of synapses in different strong (top) and weak (bottom) meta-states are plotted over time in the stable environment (0.8/0.2 schedule with L = 80). The x axis color indicates the better option within a given block and the inset shows the steady state of the fraction of synapses in each of four meta-states (computed by averaging over the last 2 trials within each block). We simulated the behavior of the model in a few environments with different levels of uncertainty and volatility, using the same set of parameters. Toward the end of each block in the stable environment, synapses associated with the better option increasingly occupied more stable strong meta-states, while a small fraction of them occupied the most unstable weak metastates (W1; Figure 2B ). The volatile environment, on the other hand, made these synapses occupy mainly unstable strong meta-states or the most unstable weak meta-states ( Figure 2C ). This happened because, in the volatile environment, there was not enough time for synapses undergoing potentiation to occupy stable strong meta-states, whereas this was possible in the stable environment. In addition to the block length, the fractions of synapses in different meta-states were also influenced by reward probabilities (hence uncertainty). As the reward probabilities became closer to 0.5, thus increasing uncertainty, more synapses occupied more unstable weak meta-states and the fractions of synapses in strong meta-states monotonically decreased for more stable meta-states ( Figure 2D ). This happened because with more variable reward assignment, synapses associated with the better option were less likely to transition to stable (deep) meta-states. Overall, these results indicate that metaplastic synapses can adjust to reward statistics in the environment, in terms of both the volatility and uncertainty.
Adjustment of Learning Over Time
The fractions of synapses in different meta-states show how metaplastic synapses adjust to reward statistics in a given environment. Because different meta-states have different transition probabilities, those fractions also determine the speed of learning at a given point in time. To illustrate these, we calculated the ''effective'' learning rates as a function of the trial number after a reversal for the two possible outcomes of reward assignment. For any point during a block, the effective learning rates provide a single set of learning rates by considering the total change in the efficacy over all meta-states (see STAR Methods). By definition, the product of the effective learning rate and the fraction of synapses in weak (strong) meta-states are equal to the increase (decrease) in synaptic strength.
We found that the effective learning rates changed over time and depended on whether the reward was assigned to the better or worse option. For synapses associated with the better option, the effective learning rate on trials when the worse option was assigned with reward, K B-(t), monotonically decreased over time after a reversal (solid cyan curve in Figure 3A ). At the same time, however, the effective learning rate on trials when the better option was assigned with reward, K B+ (t), monotonically increased. The amount of changes in the effective learning rates depended on the uncertainty and volatility such that these changes were larger for more certain and stable environments (see below).
At the beginning of each reversal in the stable environment, synapses associated with the better option in the new block were mainly in stable weak meta-states or unstable strong meta-states since these synapses were associated with the worse option in the previous block ( Figure 2B ). On trials when reward was assigned to the better option, synapses in the stable weak meta-states slowly transition to strong meta-states, resulting in a small effective learning rate at the beginning of each block (solid gold curve, Figure 3A ). In contrast, on trials when reward was assigned to the worse option, synapses in the unstable strong meta-states quickly transition to weak meta-states resulting in a large value for the effective learning rate on those trials. Both of these effective learning rates change over time as the distribution of synapses in different meta-states adjusts to the recent reward statistics (Figures 2B-2D) .
The change in the effective learning rates over time as well as the difference between the two learning rates were sensitive to reward uncertainty and volatility in the environment. Specifically, the difference between K B+ (t) and K B-(t) was more pronounced in a more certain environment than in an uncertain one (compare solid and dashed curves in Figure 3A) . Moreover, K B+ (t) rose to a higher value while K B-(t) fell to a lower value in a stable than in a volatile environment (compare solid curves in Figure 3A and its inset). The time-dependent adjustment to reward statistics was not specific to the example environments and was observed over a large set of environments with different levels of uncertainty and volatility. At the beginning of each block, K B+ (t) was smaller than K B-(t) and this difference was stronger (more negative) for more certain or stable environments ( Figure 3B ). Over time, K B+ (t) increased while K B-(t) decreased such that (K B+ À K B-) becomes positive later in the block ( Figures 3C and  3D) . The difference between the steady state of the two learning rates increased as uncertainty and/or volatility decreased.
Although our model based on RDMP suggests that learning rates depend on whether the reward outcome supports the better or worse choice alternative, these rates are often estimated in empirical studies based on the reward outcomes independently of choice alternatives. To estimate such learning rates in our model, we computed the effective learning rates on rewarded and unrewarded trials, K rew (t) and K unr (t), by averaging the effective learning rates based on the reward outcome on a given trial (Equation 8 in STAR Methods). We found that K rew (t) was smaller than K unr (t) at the beginning of each block ( Figure S1 ). However, as the model spent more time in a block, K rew (t) increased, whereas K unr (t) decreased such that K rew (t) became larger than K unr (t) later in a block. These changes resulted in an overall larger learning rate for rewarded than unrewarded trials, as observed in previous experiments (Donahue and Lee, 2015; Frank et al., 2007 Frank et al., , 2009 Niv et al., 2012) . In addition to changes in the learning rates over time (i.e., trial to trial), our model also predicts that the difference between the overall learning rates on rewarded and unrewarded trials should decrease with the uncertainty in the environment ( Figure S1F) . This prediction can be tested in future experiments.
Overall, these results show that metaplastic synapses adjust to reward statistics in the environment. This gives rise to timedependent learning rates that are different for synapses associated with the two alternative options (i.e., learning rates are choice specific), and on rewarded and unrewarded trials. For simplicity, here we used a specific implementation of RDMP (Equation 2 in STAR Methods), which guarantees that at the steady state, the effective learning rate for reward assignment on the better option is larger than the one on the worse option. Nevertheless, we found that most RDMP models with different formulations of transition probabilities exhibit such behavior, as long as there is an order in the transitions between meta-states resulting in shallow and deep meta-states (data not shown).
Adjustments of Model's Response to Reward Uncertainty and Volatility
We next examined how the model endowed with metaplasticity can adjust its response according to the uncertainty and volatility in the environment. To do so, we computed changes in the model's response to reward feedback over time. Because choice behavior is determined by the synaptic strengths (Equation 1 in STAR Methods), we first computed changes in the synaptic strengths due to the two types of reward feedback at different time points within a block of the PRL task.
We found that the change in the synaptic strength when reward was assigned to the better option, DF B+ (t), was large immediately after a reversal, but then it slowly decreased over time (red curves in Figure 3E ). This happens because immediately after a reversal, a large fraction of synapses associated with the currently better (previously worse) option is in weak meta-states, and the transition of these synapses due to a potentiation event results in a large DF B+ (t). The DF B+ (t) gradually decreases as fewer synapses remain in weak meta-states. On the other hand, the change in the synaptic strength when reward was assigned to the worse option, DF B-(t), became stronger (more negative) over the span of about ten trials after a reversal, and later gradually became weaker (blue curves in Figure 3E ). Importantly, the starting points of DF B+ (t) and DF B-(t) were farther from zero but changed less over time in the uncertain compared to stable environment (compare dashed and solid curves in Figure 3E ). In contrast, we observed larger changes in response to reward feedback over trials within each block of the volatile environment (data not shown).
To measure the model's overall response to both types of reward feedback, we also computed a weighted average of the values of DF B+ (t) and DF B-(t) based on the reward probability in a given block (see STAR Methods). In the stable environment, DF(t) slowly decreased to zero after each reversal as the model reached the steady state within each block (solid black curve in Figure 3E ). In the uncertain environment, however, DF(t) was initially lower and decreased to zero more slowly (dashed black curve in Figure 3E ). These results demonstrate the overall ability of our model to adjust its response based on reward uncertainty in the environment.
To further examine adjustments due to metaplasticity, we simulated our model in various environments with different levels of uncertainty and volatility using one set of parameters. Immediately after each reversal, the model showed the greatest overall response to reward feedback; this response was larger for (F-H) The overall change in the synaptic strength at three time points after a reversal in different environments. The model's response to reward feedback was stronger for more certain and/or volatile environments right after reversals and this difference slowly decreased over time. more certain and/or volatile environments ( Figure 3F ). As the overall response to reward feedback gradually approached zero, it still remained sensitive to the level of uncertainty in the environment (Figures 3G and 3H) . Our model's response to reward feedback was different from that of the RL models with constant learning rates. For example, in the RL(1) model, the change in the reward value due to reward feedback was similar in the stable and volatile environments ( Figure S2A ). Thus, unlike our model, the RL(1) model with a constant learning rate cannot adjust to the volatility in the environment.
Considering the observed adjustments in our model, we then compared our model's overall response to both types of reward feedback using one set of parameters to that of the RL(1) model with the optimal learning rate in each environment ( Figures  S2B-S2D ). The dependency on the uncertainty and volatility was qualitatively similar between the two models (compare . These results show that metaplasticity enables our model to adjust its behavior to the uncertainty and volatility consistently with the RL model with the optimal learning rate; that is, to increase response to reward feedback in more certain or volatile environments. Our model's behavior, however, is not optimal and therefore shows deviations from what is prescribed by the optimal RL(1) model. To achieve optimality, the RL(1) model prescribes smaller learning rates for more stable, and to a lesser extent, for more uncertain environments ( Figure 1C ). Such adjustment of the learning rate across environments is very different from how our model adjusts learning. First, our model naturally adopts two different time-dependent learning rates for reward assignments on the better and worse options. Second, the adjustment of these learning rates over time is qualitatively similar for more uncertain and more volatile environments ( Figures 3B-3D ), whereas the RL(1) model prescribes that the optimal learning rate should increase with larger volatility but slightly decrease with higher uncertainty ( Figure 1C ). Nevertheless, the opposite adjustment for uncertainty only weakly affects the performance in our model. This is because smaller differences between the fractions of synapses in the weak and strong meta-states in more uncertain environments cause smaller responses to reward feedback than in certain environments, irrespectively of the learning rates ( Figure 3F ). Similar behavior occurs in the RL models due to a smaller reward prediction error in uncertain compared to certain environments.
Our proposed RDMP model relies on an ordered architecture for transitions such that there are ''shallow'' and ''deep'' metastates in the model. This architecture predicts that the model should be sensitive to the exact sequence of reward assignment. We found that after a sequence of consecutive reward assignments on the better option, the model responded very differently to another reward on the better option (congruent trial) versus reward on the worse option (incongruent trial), depending on the volatility of the environment (Data S1 and Figure S3 ). Importantly, these responses were qualitatively different from those of the RL and hierarchical Bayesian models.
To summarize, we show that reward-dependent metaplasticity offers a plausible solution for the integration of reward in environments with different levels of uncertainty and/or volatility. The RDMP model predicts that the learning rates change over time and are different depending on whether the reward is assigned to the better or worse option. Moreover, the model predicts a specific pattern of response after congruent and incongruent sequences of reward assignment, which is qualitatively different from those of alternative models.
Experimental Evidence
We next tested the predictions of our model by analyzing experimental data from a modified version of the PRL task in which monkeys selected between two color targets, which provided reward with different probabilities and magnitudes (Donahue and Lee, 2015) . In this task, the reward was probabilistically assigned to the two targets similarly to the original PRL task, while the magnitude of reward was selected randomly from a set of four values (1, 2, 4, and 8 drops of juice) in order to encourage the animal to more equally select between the two targets (Donahue and Lee, 2015) . Nevertheless, in order to successfully perform this task, the animal had to learn the probability of reward within each block by integrating reward feedback since the reward magnitudes were not predictive of reward assignment.
The first prediction of our model was that the learning rates change over time and differ depending on whether reward was assigned to the better or worse option. To test these predictions, we fit the choice behavior of monkeys with eight models (see STAR Methods). These include two Bayesian models with different mechanisms for solving the PRL task (hierarchical and change-detection Bayesian); two types of RL models, RL(1) and RL(2), with constant or time-dependent learning rates; the RDMP model with three meta-states; and a simplified version of the RDMP model. We used the simplified RDMP (sRDMP) to circumvent degeneracy in the solution (i.e., lack of unique solution) for the RDMP model, because each value of the synaptic strength could potentially correspond to many different distributions of synapses in different weak and strong meta-states. Moreover, the simplified RDMP is based on the critical prediction of the general metaplasticity model (different time-dependent effective learning rates for reward on the better and worse options) and thus can be used to detect behavioral contributions of RDMP independently of its specific implementation. To compare different models, we applied a 5-fold cross-validation, using the fit from 80% of the data from a given environment (95 sessions, about 53,000 trials in total) to predict the choice on the remaining 20% (23 sessions, about 13,000 trials in total). Crucially, the large amount of behavioral data allowed us to accurately test different models.
Overall, the RDMP and sRDMP models predicted choice behavior better than any of the competing models in both volatile and stable environments ( Figure 4A ). In contrast, the hierarchical Bayesian and the change-detection Bayesian models with optimal performance in the PRL task provided the worst fit to our experimental data. This illustrates that subjects did not perform optimally in the task. Moreover, the RL models with time-dependent learning rates predicted choice behavior better than the RL models with constant learning rates, indicating that learning rates adjusted over time. We also examined the average goodness-of-fit over trials within a block. This analysis revealed that our models predicted the choice behavior better than competing models, especially immediately after reversals ( Figures 4C and 4D ). This is important, because our model switches its behavior after reversals more slowly than other models (compare Figures 3E-3H to Figure S2 ) but this suboptimal response captures behavioral data.
The fit based on the sRDMP model also revealed significant changes in the learning rates over time, as predicted by our model. Namely, the average estimate of learning rate for trials when reward was assigned to the better target (K B+ ) increased over time within a block, whereas the learning rate on trials when reward was assigned to the worse target (K B-) decreased ( Figures 5A and 5D ). In contrast, the estimated learning rates using the RL models with time-dependent learning rates showed small changes over time ( Figure S4 ). Interestingly, the fit based on the RDMP model revealed similar patterns for the estimated transition probabilities in the stable and volatile environments (Figures 5B and 5E) . This indicates that similar sets of parameters could have been used to perform the task in both environments. Moreover, the striking similarity between the estimated learning rates based on sRDMP and the effective learning rates based on the estimated transition probabilities in the RDMP model (compare Figures 5A and 5D with Figures 5C and 5F ) shows the feasibility of our approach in capturing the behavioral signature of metaplasticity without using a specific implementation of it. Together, these results strongly support our main predictions that the effective learning rates change over time and are different when reward was assigned to the better and worse options.
We also examined the second prediction of the RDMP model regarding congruent and incongruent trials, which distinguishes our model from the hierarchical Bayesian and RL(2) models, respectively ( Figure S3 ). More specifically, we computed the average goodness of fit on trials following congruent and incongruent sequences of reward assignment in each environment. The RDMP, sRDMP, and RL(2) models predicted the monkeys' choices on trials following congruent sequences of reward assignment more precisely than the Bayesian models in both environments ( Figure 4B ). On incongruent trials, metaplasticity and Bayesian models provided better fits than the RL(2) model in the stable environment. In the volatile environment, however, the Bayesian models predicted monkeys' choices on incongruent trials less precisely than the RL(2) model. Overall, the monkeys' choice behavior was captured better with our models based on RDMP than the three competing models on both sequences of reward assignment.
Model's Robustness
To test the robustness of our model, we first simulated its behavior in ten separate environments that required very different optimal learning rates. These environments are defined with a given p R (B)/p R (W) and L and are labeled in Figure 1C with white squares. Our model's simulation used one set of parameters and the resulting performance was compared with that of the Bayesian models and that of RL models using the optimal learning rates chosen separately for each environment (Figure 6A) . We found that even using a single set of parameters, the RDMP model was able to perform only slightly below the hierarchical Bayesian model and RL models that used optimal learning rates in each environment. However, this does not RL-c and RL-t refer to RL models with constant and time-dependent learning rates). Plotted is the average negative log likelihood (-LL) over all crossvalidation instances (using test trials) separately for data in the stable and volatile environments. Overall, the RDMP and sRDMP models provide the best fit in both environments, whereas the Bayesian models provide the worst fit. (B) Goodness of fits for congruent and incongruent trials. For clarity, only the results for the best RL model are shown. (C and D) Goodness of fits across time for different models during the volatile (C) and stable (D) environments. Plotted is the goodness of fit across time measured as the average -LL per trial, on a given trial within a block (based on cross-validation test trials). The blue (black) bars in the inset show the difference between the average -LL of sRDMP and RL(2)-t (respectively, hierarchical Bayesian) in early (trial 2-10) and late (trial 11-20, or 11-80) trials after a reversal. Overall, the sRDMP and RDMP (not shown to avoid clutter) models provide the best fit especially right after reversals. mean that our model performs optimally, since it only adjusts to reward statistics in the environment without any optimization process. Not surprisingly, however, the change-detection Bayesian model, which was designed and tailored for superior performance in the PRL task, outperformed all other models and its performance reached to that of an omniscient observer ( Figure 6A ).
To test our model's robustness more rigorously, we also measured the performance in a ''universe'' where the level of uncertainty and volatility changed every few blocks of trials (see STAR Methods). The result of this simulation showed that there are certain ranges of learning rates that allow RL(1) and RL(2) to perform reasonably well in such a dynamic environment (Figures 6B and 6C) . In contrast, our model was able to perform well over a wide range of parameter values ( Figure 6E ). This indicates that learning based on our proposed metaplasticity does not require fine-tuning to achieve a high level of performance, mainly because it can flexibly adjust to reward statistics in the environment.
We also examined how the model's behavior depends on the number of weak and strong meta-states, m (Figures 6D-6F) . The model's performance was high for a wide range of parameter values (p 1 and q 1 ) and for different number of meta-states. This shows that even with a small number of meta-states the model can robustly perform the PRL task. Moreover, the maximal performance of the RMDP model matches that of optimal RL(2) and exceeds that of optimal RL(1), even though the RDMP model does not have separate transition probabilities for potentiation and depression events ( Figure 6B , inset). These results indicate that RDMP can improve performance in dynamic/mixed environments. Moreover, in such environments, having more metastates can slightly worsen the performance and restrict the range of parameters for which the model's performance is high (Figures 6D-6F ). These effects occur because with a larger number of meta-states, synapses can more easily get ''stuck'' in deep meta-states for certain sets of parameters, which can reduce adaptability. Overall, our simulations illustrate that our model can perform reward integration in dynamic environments over a wide range of parameters using a small number of meta-states.
A recent study has reported that metaplasticity alone does not provide enough flexibility to capture learning under reward uncertainty (Iigaya, 2016) . To achieve optimal behavior, Iigaya (2016) incorporated an additional network that computes expected and unexpected uncertainty over several different timescales to detect ''surprise'' on a specific timescale in order to update corresponding transition rates in the metaplastic network in an ad hoc fashion. However, Iigaya utilized the same metaplasticity architecture as the cascade model of Fusi et al. (2005) , which was designed to preserve memory over long timescales. By contrast, our model is more general and includes transitions between meta-states not present in the cascade model (upward vertical arrows in Figure 2A ). These additional metaplastic transitions can de-stabilize synapses without changing their efficacy.
To show that having these metaplastic transitions is critical for flexibility, we simulated the behavior of a single-parameter version of our model and the cascade model used by Iigaya (Figures S5A and S5B) in a universe with many different levels of uncertainty and volatility. Our model significantly outperformed the cascade model for most values of x, the single transition probability that determines the largest transition probability in both models ( Figure S5C) . Moreover, the difference in performance between the two models increased with a larger number of meta-states. Note that the chance level for the normalized performance is 0.7 due to the probabilistic nature of the PRL task. These results suggest that metaplastic transitions that can destabilize synapses without changing their efficacy are critical for achieving adaptability in reward integration under uncertainty. Because of these transitions, our model can more quickly switch its behavior after reversals and move toward a steady state.
Note that our main claim about the usefulness of metaplasticity is not contingent on exactly how transition probabilities depend on the level of meta-states (e.g., power law in Equation 2 of STAR Methods). Instead, we propose that any flexible RDMP model is suitable for adaptive learning if it exhibits a larger effective learning rate for reward assignment on the better than the one on the worse option at the steady state. Such a model of metaplasticity can perform reasonably well without being optimal, but more importantly, can capture the experimental data.
Neural Correlates of Reward Uncertainty
So far we showed that our model can robustly perform the PRL task while metaplastic synapses are adjusting to the uncertainty and volatility in the environment and that the model captures (A) Performance of five different models in ten selected environments that require different optimal learning rates (BayesH: hierarchical Bayesian; BayesCD: change-detection Bayesian). The performance of the RDMP model is computed using one set of parameters in all environments, whereas the performance for the RL(2) and RL(1) models are based on the optimal learning rates chosen separately for each environment. The performance of the omniscient observer that knows the better option and chooses that option all the time is equal to the actual probability of reward assignment on the better option. (B) Performance (normalized by the performance of the omniscient observer) of RL(1) in a universe with many different levels of uncertainty/volatility, as a function of the learning rate. The normalized performance of 0.7 corresponds to chance performance. The inset shows the optimal performance (±SD) of the RL(1), RL(2), and RDMP models with different number of meta-states (3, 4, and 5), computed by averaging top 2% performance in order to reduce noise. The rectangle indicates the top 2% performance. (C) The performance of RL(2) in a universe with many different levels of uncertainty/volatility, as a function of the learning rates for rewarded and unrewarded trials. The black curves enclose the top 2% performance. (D-F) The performance of RDMP in a universe with many different levels of uncertainty/volatility, as a function of the maximum transition probabilities, and for different numbers of meta-states. The white region indicates parameter values that could result in implausible transitions in the model (see STAR Methods).
important features of the experimental data better than all other competing models. Given that a signal related to volatility estimates in the hierarchical Bayesian model was identified in the anterior cingulate cortex (ACC) (Behrens et al., 2007) , we next investigated whether there is any signal in our model that can be used as a proxy for volatility estimated by the hierarchical Bayesian model (since our model does not directly estimate volatility). The presence of such signals would explain how neural correlates of volatility could be detected even without any Bayesian computations of volatility.
In the hierarchical Bayesian model, volatility ''v'' determines the width of transition probability between two consecutive estimates of reward probability (see STAR Methods). Similarly, in our model, abs(DF B+ (t)) + abs(DF B-(t)) determines the scale of changes between two consecutive estimates of reward probability. Because DF B-(t) is always negative, the above quantity can be computed by ðDF B + ðtÞ À DF BÀ ðtÞÞ. Indeed, we found that the average value of the difference in synaptic strength changes due to two possible reward assignments, ðDF B + À DF BÀ Þ, strongly depends on the uncertainty and volatility in a given environment ( Figure 7A ). With a candidate signal for the volatility in our model, we next asked whether this signal might be correlated with volatility estimated by the hierarchical Bayesian model.
We found that for certain model's parameters, the time course of ðDF B + ðtÞ À DF BÀ ðtÞÞ closely resembled that of estimated volatility from the hierarchical Bayesian model ( Figure 7B ). This difference can be estimated by the response of neurons that represent the latest change in the activity of value encoding neurons between consecutive trials. We found a significant trial-by-trial correlation between this approximation of ðDF B + ðtÞ À DF BÀ ðtÞÞ and estimated volatility over a wide range of model's parameters, and across many environments with different levels of uncertainty and volatility ( Figure 7C) . As a comparison, we also computed the correlation between estimated volatility and change in the value function in the RL(2) model ðDV B + ðtÞ À DV BÀ ðtÞÞ. This correlation, however, was weak and only observed for very limited values of RL(2)'s parameters ( Figure S6 ). These results show that without computing volatility explicitly, our model based on metaplasticity can generate a signal that correlates with estimated volatility, and therefore, might account for the signal observed in the ACC (Behrens et al., 2007) .
Our model predicts differential responses when reward is assigned to the better and worse options as it progresses into a block of trials (compare DF B + ðtÞ and DF BÀ ðtÞ in Figure 3 ). Therefore, correlation between estimated volatility and changes in synaptic strength might differ depending on whether the better or worse option was rewarded. However, the trial-by-trial approximation for changes in the synaptic strength based on their latest value could result in a stronger correlation for trials on which reward was assigned to the better option merely because of the larger number of these trials. To avoid this confound, we also computed the correlation between the average time course of DF B + ðtÞ (or DF BÀ ðtÞ) and estimated volatility based on the hierarchical Bayesian model ( Figure S7 ). Indeed, we found a stronger correlation between these two measures for trials when reward was assigned to the better option. Therefore, in addition to providing a mechanistic account of the volatility signal observed in the ACC, our model also predicts that this signal should depend on which option reward is assigned to. This prediction can be tested in future experiments.
DISCUSSION
Adjustment of Learning to Reward Uncertainty
Adaptive decision making relies on estimating the reward values of objects or actions that have to be constantly updated, since those values can unpredictably change over time in an uncertain world (Bland and Schaefer, 2012; Courville et al., 2006; Mathys et al., 2011; O'Reilly, 2013) . There are two problems at the heart of this estimation, depending on the model used to tackle reward under uncertainty. First, there is a tradeoff between having an accurate estimate of reward values and being able to quickly update those values due to changes in the environment (adaptability-precision tradeoff). Second, estimating uncertainty is very challenging without a proper model of the environment, but such estimation is the foundation upon which alternative models of the environment could be built (Bland and Schaefer, 2012; Courville et al., 2006; O'Reilly, 2013) .
Our model based on RDMP partially circumvents the first problem by adjusting learning based on reward statistics, and moreover, can generate a signal that can be used to build a model of the environment. More specifically, the model increases the effective learning rate on trials when reward is assigned to the better option and decreases the learning rate on trials when reward is assigned to the worse option, as the model experiences particular reward statistics. The difference between these learning rates increases as volatility or uncertainty decreases. These adjustments allow better integration of signal while ignoring noise and, thus, improve precision in detecting the more rewarding option. The same mechanism, however, causes the model to be initially slow in responding to real changes in the environment. Nevertheless, after receiving a few consecutive outcomes in the opposite direction of what the model has previously learned about the environment, synapses transition to more unstable meta-states allowing the model to become adaptable again. Interestingly, our model can significantly predict choice behavior better than optimal models during such sequences of trials.
A few studies have shown that the learning rates sharply increase and then decay when a change point in reward statistics occurs (Nassar et al., 2010; Diederen and Schultz, 2015) . By adjusting to reward feedback, our model adopts two separate learning rates for reward assignments on the better and worse options. The learning rate increases over trials when the reward outcome supports the currently better option, whereas it decreases when the outcome supports the currently worse option. Although one of these changes is consistent with the results of the aforementioned studies, there are critical differences between the tasks used in those and our studies. In those studies, the subjects had to predict the value of a continuous variable and were provided with the error in their prediction on every trial. This task is very different from estimating reward probability based on binary feedback without a possibility to detect abrupt changes in the estimated quantity using a single reward outcome. Future studies are required to test whether separate learning rates also exists for estimation of continuous reward outcomes.
Neural Substrates of Adaptive Choice Under Uncertainty
A previous study on the neural substrates of uncertainty has shown that the BOLD signal in the ACC reflects volatility (unexpected uncertainty) and that variations in ACC signals are predictive of subject learning rates (Behrens et al., 2007) . Here, we show that changes in the activity of model neurons endowed with RMDP can be used to estimate volatility. Interestingly, it has been suggested that the ACC projections to the locus coeruleus (LC) enable target neurons to signal unexpected uncertainty (Aston-Jones and Cohen, 2005), which is assumed to rely on the norepinephrine (NE) system (Preuschoff et al., 2011; Yu and Dayan, 2005) . Therefore, our results show the feasibility of this mechanism assuming the presence of metaplastic synapses in the ACC, but more importantly, also suggest a plausible neural substrate for generating the observed uncertainty signal in the ACC. An analogous signal can be generated in our model simply by adding the absolute changes in value estimates when reward is assigned to the better option and when reward is assigned to the worse option, without having an explicit model of the environment required for a Bayesian estimation of volatility. Furthermore, our model predicts a stronger correlate of estimated volatility when reward is assigned to the better option.
A lesion study on the role of ACC in reward learning in dynamic environments has shown that ACC-lesioned animals were unable to sustain a response that yielded reward and displayed a reduction in the time constant of reward integration leading to impaired learning, especially when reward probabilities were low (Kennerley et al., 2006; Rushworth and Behrens, 2008) . Our results suggest that metaplasticity allows more precise estimation of reward probability without a significant loss in adaptability. If we consider the ACC as a nexus for metaplasticity, we could assume that after losing a ''metaplastic'' evaluation system, ACC-lesioned monkeys would rely more on ''non-metaplastic'' evaluation systems (e.g., in basal ganglia), which are less capable of mitigating the adaptabilityprecision tradeoff. To handle volatility in the environment, the lesioned animals could increase their learning rates resulting in more noise in their estimation of reward value and, therefore, poorer performance in dynamic environments (Rushworth and Behrens, 2008) . This impairment in performance would be more pronounced when the reward probability is low, resulting in less frequent reward feedback, which is consistent with the data (Kennerley et al., 2006) . Therefore, our model predicts that lack of a metaplastic evaluation system (perhaps in ACC) should generally result in noisier behavior under reward uncertainty.
Although reward signal utilized in our model is generally believed to be transmitted by the neurotransmitter dopamine (DA) (Schultz, 2002) , others have suggested dedicated neuromodulator systems for signaling different types of uncertainty (Bland and Schaefer, 2012; Yu and Dayan, 2005) . Nevertheless, several pieces of evidence suggest that DA is a plausible neuromodulator for guiding reward integration under uncertainty. First, DA is the main neurotransmitter for signaling reward (Schultz, 2002) , so any computations underlying reward uncertainty is likely to rely on DA-dependent plasticity. Second, DA affects neural processes at multiple timescales (Schultz, 2007) . Interestingly, a recent study using a PRL task found that the activity of neurons in the ACC (which receives dopaminergic inputs) and not in the lateral habenula (which inhibits midbrain DA neurons) is strongly modulated by consecutive negative outcomes (Kawai et al., 2015) . Finally, there is indirect experimental evidence for dopamine-dependent metaplasticity (Moussawi et al., 2009) . Altogether, these pieces of evidence and our results suggest that computations underlying reward uncertainty could rely on DA-dependent metaplasticity in the ACC, though other neuromodulator systems might be involved for improving these computations further.
Relationship to Existing Models
Previous models for choice under reward uncertainty have proposed roughly three different mechanisms for learning from reward feedback: (1) to determine the optimal learning rates based on optimization or on the level of uncertainty in a given environment (RL models) (Doya, 2002; Schweighofer and Doya, 2003; Preuschoff and Bossaerts, 2007) ; (2) to identify the correct model of the world, which includes the amount of uncertainty to properly incorporate reward feedback (Bayesian models) (Behrens et al., 2007; Courville et al., 2006; Daw et al., 2005 Daw et al., , 2006 Hampton et al., 2006; Payzan-LeNestour and Bossaerts, 2011; Yu and Dayan, 2005) ; and (3) to detect changes in the environment to adapt learning accordingly (approximate Bayesian models) (Gallistel et al., 2014; Jang et al., 2015; Mathys et al., 2011; McGuire et al., 2014; Nassar et al., 2010 Nassar et al., , 2012 Wilson et al., 2013 Wilson et al., , 2014 .
Having the correct model of the environment, the Bayesian models are able to outperform simple RL models, which have only limited access to the state of the environment (Behrens et al., 2007; Hampton et al., 2006; Jang et al., 2015; PayzanLeNestour and Bossaerts, 2011) . Alternatively, one could assign values to different states of the world and instead of re-learning the value of each action, only estimates the state of the world, which could greatly enhance behavioral adaptation (Wilson et al., 2014) . Nevertheless, when certain assumptions are relaxed, the exact Bayesian inference becomes intractable and it is unclear what approximations subjects should make to perform the necessary computations (Courville et al., 2006 , but see Nassar et al., 2010 , and Wilson et al., 2013 . Interestingly, most Bayesian models of choice under uncertainty assume a hierarchical structure for uncertainty (e.g., expected and unexpected uncertainty) on different timescales (Behrens et al., 2007; Mathys et al., 2011; McGuire et al., 2014; PayzanLeNestour and Bossaerts, 2011; Wilson et al., 2013; Yu and Dayan, 2005) or assume the correct structure of the task at hand Daw et al., 2002; Hampton et al., 2006; Jang et al., 2015) . It is, however, unclear how the brain can separate different types of uncertainty or construct the proper model of the environment. Indeed, in the absence of any task instructions reflecting the structure of uncertainty, experimental results do not support the use of the Bayesian approach for dealing with uncertainty (Payzan- LeNestour and Bossaerts, 2011) .
In a recent work, Gallistel and colleagues showed that human behavior during estimation of the probability of a binary outcome, which unpredictably changes over time, cannot be explained by delta-rule models (Gallistel et al., 2014) . They instead suggested a new Bayesian model based on change-point estimation and with evidence-triggered updating. In their model, the estimate of reward probability is updated only if a change is detected and, if so, a new estimate of reward probability can be made depending on the location of the detected change. Interestingly, a recent modeling study has shown that increased responsiveness to change-points can be instantiated by pauses in tonically active interneurons in the striatum enabling the modulation of learning rate by reward uncertainty (Franklin and Frank, 2015) . Although we did not incorporate a change-detection mechanism, such a mechanism would only improve the performance of our model (Gallistel et al., 2001; McGuire et al., 2014) . Nevertheless, we suggest that via RDMP, reward statistics itself can directly affect the level of plasticity and thus determine both learning and its adjustment according to reward history and statistics.
A series of studies have provided approximations for full Bayesian models of learning under uncertainty, and demonstrated that these approximate models provide a better fit to experimental data than full Bayesian models (Mathys et al., 2011; Nassar et al., 2010 Nassar et al., , 2012 Wilson et al., 2013) . Interestingly, some of these models can be mapped onto learning based on delta-rules and have a hierarchical structure where updates in one level depends on estimate in another level (Mathys et al., 2011; Wilson et al., 2013) . Our model also has a hierarchical structure, but the rate at which synapses transition between a given set of meta-states is fixed and not controlled by information in another level. Moreover, unlike the aforementioned approximate Bayesian models, learning in our model depends on a binary reward signal and not on reward prediction error. The multiple time constants for updates and hierarchical structures in aforementioned models might rely on the observed reservoir of reward memory time constants (Bernacchia et al., 2011) or could be a reflection of metaplasticity proposed here, since metaplastic synapses contain different internal timescales.
Finally, a recent study claimed that metaplastic synapses are limited in capturing abrupt changes in the environment and suggested that a surprise detection system is necessary for adaptive integration of reward feedback (Iigaya, 2016) . Here, we show that the metaplastic architecture utilized in that study is quite inflexible, since it was originally designed for keeping memory over long timescales (Fusi et al., 2005) , leading to an incorrect conclusion that metaplasticity cannot provide the needed solution. Although our model does not have a mechanism dedicated for detecting abrupt changes in the environment and thus is suboptimal in shifting behavior after reversals, it captures subjects' behavior better than competing optimal models during the same exact shifts.
Computational Power of Metaplasticity
Although there is a large body of experimental evidence for metaplasticity (Abraham, 2008) , metaplasticity has been mainly used to explain low-level phenomena such as changes in the threshold for induction of plasticity due to prior synaptic activity (Yger and Gilson, 2015) . The contribution of metaplasticity to behavior is mostly unknown and our study is the first to provide direct behavioral evidence for it. Generally speaking, any model that exhibits synaptic changes without changes in synaptic efficacy can capture a form of metaplasticity (Fusi et al., 2005) . Our model incorporates modifications to dopamine-dependent Hebbian learning rules (Reynolds and Wickens, 2002; ) that depend on activity in the preceding trials, and thus extend the experimentally observed effects of metaplasticity to the realm of reward-dependent learning for which there is some indirect experimental evidence (Moussawi et al., 2009 ). Our goal here was to show that, in principle, metaplasticity could provide a plausible solution to an important problem in value-based learning. The novelty of our proposal is that it provides a plausible and robust low-level (i.e., synaptic level) mechanism for a seemingly high-level cognitive function, entirely based on metaplasticity.
Metaplastic synapses are strong computational tools because of the many possible transitions they contain, many of which do not change synaptic efficacy, making meta-states similar to hidden layers in Markov chains (Rabiner, 1989) . The space of possible metaplastic models is immense and our exploration of metaplastic models suitable for learning in dynamic environments has revealed an important component of these models: the ability to destabilize weak (strong) synapses while stabilizing strong (weak) synapses on potentiation (depression) events. Although our proposed metaplasticity architecture still needs to be tested in future experiments, this architecture allows metaplastic models to be adaptable without significantly increasing noise, and thus mitigating the adaptability-precision tradeoff. Together, our work highlights the overlooked power of metaplastic synaptic mechanisms for solving complex cognitive problems (Mongillo et al., 2008) .
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Two male rhesus monkeys (age 5.8 and 5.1 years) were used. One monkey had been previously trained on a manual joystick task before this experiment and the other monkey had not been used for any prior experiments. Eye movements were monitored using an infrared eye tracker (ET49, Thomas Recording, Germany). All experimental procedures were approved by the Institutional Animal Care and Use Committee (IACUC) at Yale University. More details have been reported previously (Donahue and Lee, 2015) .
METHOD DETAILS
Behavioral task
The animals were trained on a modified probabilistic reversal learning (PRL) task. In this task, two color targets (red and green) appeared on the screen after the animals fixated on a white square (c.f. Figure 1A in Donahue and Lee, 2015) . After a 500-ms interval, a set of yellow tokens was presented around each target, indicating the magnitude of potential reward on a given target. Importantly, on each trial, one of the target colors was associated with a high reward probability (80%), and the other was associated with a low reward probability (20%). These reward probabilities were fixed within a block of trials and alternated across blocks of 20 or 80 trials (L = 20, or 80) so that the animals had to learn them through experience. The central fixation cue was extinguished following a random interval (ranging from 500 ms to 1200 ms) after which the animals were free to shift their gaze toward one of the two color targets. The animals received visual feedback after fixating the chosen target for 500 ms. A red or green ring around the chosen target indicated that the animals would be rewarded (after another 500 ms), while a gray or blue ring indicated that they were not to be rewarded. On trials where the animals were rewarded, they received the amount of apple juice associated with the chosen target. Each token corresponded to one drop of juice (0.1 mL). The reward magnitudes associated with each target color were drawn from the following ten possible pairs: {1,1}, {1,2}, {1,4}, {1,8}, {2,1}, {2,4}, {4,1}, {4,2}, {4,4}, {8,1}. Each magnitude pair was counter-balanced across target locations so that reward magnitude did not provide any information about the location of reward. We did not find any systematic differences in either animal's behavior and therefore, we combined the data from both monkeys in the analyses (a total of 118 sessions and 66,148 trials). More details about the task and behaviors of the animals have been reported previously (Donahue and Lee, 2015) .
Computational model
We constructed a model to simulate the choice behavior during a PRL task or its modified version (see above). In the regular PRL task, the subject selects between two alternative options (e.g., red and green targets) that deliver reward probabilistically ( Figure 1A ). The probability of reward on the green and red options, p R (g) and p R (r), are complementary, but these probabilities switch (i.e., reverse) after a certain number of trials referred to as block length, L. We refer to the option with a larger and smaller reward probability on a given block as the better and worse option, respectively. The model consists of the value-encoding and decision-making circuit. The value-encoding circuit contains two pools of value-encoding neurons representing the reward value of the two options. These neurons receive their inputs through a set of metaplastic synapses that estimate the probability of reward from the two options via a reward-dependent learning rule based on metaplasticity (see Learning rule). The decision-making circuit uses the output of valueencoding neurons in order to make a decision on each trial. We assumed that metaplastic synapses have multiple meta-states associated with each of the two levels of synaptic efficacy: weak and strong (Figure 2A) . Although for simplicity we assumed binary values for synaptic efficacy, our results also hold for the REAGENT (Abraham and Bear, 1996) . The output of value-encoding neurons associated with a given option reflects the overall synaptic efficacy of metaplastic synapses onto those neurons. We quantified the fractions of synapses in a given pool (e.g., associated with the green target) that are in different weak and strong meta-states as f gi-(t) and f gi+ (t), respectively (g represents green, i represents the meta-state level, and t represents the trial number). Because there are two levels of synaptic efficacy, the overall synaptic efficacy for each set of metaplastic synapses can be quantified as the overall fraction of synapses in strong meta-states. This fraction, which we refer to as the 'synaptic strength', is equal to the sum of the fraction of synapses in each set that are in any strong meta-states, F g + ðtÞ = P m i = 1 f gi + ðtÞ and F r + ðtÞ = P m i = 1 f ri + ðtÞ, where m is the number of meta-states (weak or strong). As we have shown before, the decision on every trial only depends on the overall difference in the output of the two value-encoding pools Wang, 2006, 2010; . This difference is proportional to the difference in the synaptic strengths of the two pools. Therefore, the decision on each trial is determined stochastically with a probability:
where P g (t) is the probability of choosing the green target on trial t, and s determines the stochasticity in choice. We set s equal to 0.1 which resulted in variability in decision making comparable to the level observed experimentally (Donahue and Lee, 2015) .
Learning rule
We assumed that the transition probability between different meta-states becomes smaller for more stable (or 'deeper') meta-states in an exponential fashion. We adopted this specific formulation of RDMP for simplicity to be able to explore its behavior over a range of parameters. However, we note that this model provides one of many of possible solutions for performing learning under reward uncertainty successfully. In this formulation, the transition probabilities associated with each meta-state is determined by a power law equation:
3 i + 1Þ = mÀ1 for 2%i%m
where m is the number of meta-states, q + 1 is the probability for transitions between the most unstable weak to the most unstable strong meta-state, q + i (for i > 1) is the probability for the transitions from weak meta-state (i+1) to the most unstable strong meta-state (S 1 ), and p + i is the probability for the transitions between the weak meta-states (i+1) and i, and between strong meta-states i and (i+1) (Figure 2A) . Similarly, q À 1 is the probability for transitions between the most unstable strong to the most unstable weak metastate, q À i (for i > 1) is the probability for the transitions from strong meta-state (i+1) to the most unstable weak meta-state (W 1 ), and p À i is the probability for the transitions between the strong meta-states (i+1) and i, and between weak meta-states i and (i+1). For simplicity, here we assumed equal transition probabilities for potentiation and depression events: q
, where q 1 and p 1 are the transition probability from and to the most unstable meta-states. Unless otherwise mentioned, the model simulations were done using q 1 = 0.4 and p 1 = 0.3 with four levels of meta-states (m = 4). Note that p 1 = 0 corresponds to a model without upward or downward transitions between meta-states and is equivalent to the RL(1) model with the learning rate equal to q 1 (i.e., a model without metaplasticity). Moreover, in our formulation, m = 2 model is also equivalent to the RL(1) model since q 2 = q 1 for m = 2. We assumed a large number of metaplastic synapses for each set of neurons representing or estimating the reward probability and thus, used a mean-field approach to simulate the change in synaptic efficacy for sets of synapses associated with alternative options (e.g., red and green targets).
The changes in the synaptic states on each trial depend on the model's choice and reward outcome. However, because during the PRL task the reward is assigned to one of the two options, the location of reward can be inferred on each trial and used to learn. Therefore, here we have assumed that the reward assignment on each trial can determine the direction of change in the synaptic efficacy and learning. More specifically, if reward is assigned to the green target on a given trial (independently of what is selected), synapses associated with the green target are potentiated whereas synapses associated with the red target are depressed. Similarly, if reward is assigned to the red target on a given trial (independently of what is selected), synapses associated with the red target are potentiated whereas synapses associated with the green target are depressed. This 'coupled' learning rule leads to the two sets of complementary synaptic strengths ðF g + ðtÞ = 1 À F r + ðtÞÞ.
On potentiation events, synapses occupying weak meta-states stochastically (i.e., with certain probabilities) transition to less stable weak meta-states while synapses occupying strong meta-states stochastically transition to more stable strong meta-states (golden arrows in Figure 2A ). Moreover, synaptic efficacy could increase by synapses occupying weak meta-states making transitions to the most unstable strong meta-state (S 1 ). Therefore, on trials when the set of synapses associated with the green target is potentiated, the fractions of synapses in different meta-states are updated as the following (index g (r) in f gi (f ri ) is dropped for better readability):
Importantly, because of the stochastic nature of synaptic transitions, potentiation events may not change synaptic efficacy of some synapses.
On depression events, similar transitions happen but in the opposite direction causing weak (respectively, strong) synapses to become more (respectively, less) stable and making strong meta-states transition to the most unstable weak meta-state (W 1 ) and therefore, reducing synaptic efficacy (cyan arrows in Figure 2A ). Therefore, on trials when this set of synapses is depressed, these fractions are updated as the following:
Note that if both q 1 and p 1 are large, the Equations 2-4 may result in negative values for the fraction of synapses in certain metastates. Therefore, we limited model's parameters to avoid such implausible transitions (white regions in Figures 6D-6F and 7C, and Figure S7 ).
Based on Equations 3-4, changes in the synaptic strength for synapses associated with the better option when reward was assigned to that option (DF B+ (t)) or the alternative option (DF B-(t)) are equal to: where p R (B) and p R (W) are the probability of reward on the better and worse options in a given block, respectively.
Model simulations
To test the adjustments of our model to reward statistics in the environment, we simulated behavior in ten different environments requiring very different learning rates based on a simple reinforcement learning model (see Alternative models). The environment 1 to 10 ( Figure 1C = 200, 180, 160, 140, 120, 100, 80, 60, 40, and 20 , where p R (B) and p R (W) are the probability of reward on the better and worse options, respectively, and L is the block length. To further test robustness of metaplasticity, we also measured the performance in a 'universe' where the level of uncertainty changes more gradually across blocks. More specifically, the reward probability on the better option (i.e., the option with a higher reward probability) could change between 0.6 and 0.8 with a step size of 0.05 (the probability for the worse option was equal to 1 minus this number) while the block length could vary between 20, 50, 100, and 200 trials. A universe contains environments defined by all possible combinations of above probabilities and block lengths (each environment lasted for 2000 trials before changing to another environment). All other models were tested on a similar variable environment, and the results are based on average from ten randomly generated universes. For simulations presented in Figure 7C and Figures S6B and S7 , we used a set of ten environments with reward probability equal to 0.8/0.2 and block length L = 20, 40, 60, 80, 100, 120, 140, 160, 180, 200 .
Computation of the effective learning rates In our model, learning is determined by reward history and therefore, changes over time. In order to capture the change in learning over time, we computed the 'effective' learning rates when reward was assigned to the better or worse option on a given block of trials. More specifically, the effective learning rate when reward was assigned to the better option on trial t after a reversal, K B+ (t), was defined as the overall increase in the efficacy of metaplastic synapses associated with that option divided by the total fraction of those synapses in weak meta-states (using Equation 5),
Similarly, the effective learning rate when reward was assigned to the worse option, K B-(t), was defined as the overall decrease in the efficacy of respective metaplastic synapses divided by the total fraction of those synapses in strong meta-states,
We refer to these ratios as the ''effective'' learning rates since they are analogous to the learning rates in a corresponding RL model at a given point in a block.
Note that the effective learning rates for synapses associated with the worse option were the mirror image of those for the better option. This is due to the coupled learning rule adopted for the PRL task, where reward is assigned to one of the two options, entailing that the two sets of synapses associated with the two options are updated in the opposite direction of each other on every trial. Relaxing the coupled learning rule results in two separate sets of learning rates for the two options, a possibility not considered further in the present study.
We also computed the effective learning rate on rewarded and unrewarded trials, K rew (t) and K unr (t), by simply averaging the effective learning rates based on choice and outcome on a given trial: K rew ðtÞ = P B ðtÞ 3 p R ðBÞ 3 K B + ðtÞ + ð1 À P B ðtÞÞ 3 p R ðWÞ 3 K BÀ ðtÞ (Eq. 8)
K unr ðtÞ = P B ðtÞ 3 p R ðWÞ 3 K BÀ ðtÞ + ð1 À P B ðtÞÞ 3 p R ðBÞ 3 K B + ðtÞ where P B (t) is the probability of choosing the better option on trial t after a reversal, and p R (B) and p R (W) are the probability of reward on the better and worse options in a given block, respectively.
Alternative models
The model referred as RL (1) is a simple RL model based on the reward prediction error (RPE) and has two parameters: a single learning rate ðaÞ, and a temperature that determines the amount of stochasticity in decision-making process. In this model, the two options (red and green targets) are assigned with value functions V g and V r and the choice is determined based on the logistic function of the difference between these two values:
where s determines the amount of stochasticity in choice. After every trial, the value functions are updated based on the reward assignment (assuming a 'coupled' learning rule):
V g ðt + 1Þ = V g ðtÞ + a À rðtÞ À V g ðtÞ Á ; rðtÞ = 1ð0Þ for reward assigned to green ðredÞ V r ðtÞ = 1V g ðtÞ (Eq. 10)
The model referred as RL (2) is a simple RL model based on the RPE and two separate learning rates for rewarded and unrewarded trials (a rew and a unr ) instead of one as in RL(1). Therefore, the value functions are updated as:
Á ; reward assigned to green and green selected V g ðt + 1Þ = V g ðtÞ + a unr À 1 À V g ðtÞ Á ; reward assigned to green but red selected V g ðt + 1Þ = V g ðtÞ À a rew V g ðtÞ; reward assigned to red and red selected V g ðt + 1Þ = V g ðtÞ À a unr V g ðtÞ; reward assigned to red but green selected (Eq. 11)
The decision rule was similar to RL(1). Unless otherwise mentioned, we used a rew = 0.4, a unr = 0.2, and s = 0.1 for all RL(1) and RL(2) simulations.
The hierarchical Bayesian model is similar to the model presented in Behrens et al. (Behrens et al., 2007) . Briefly, this model assumes a three-layer hierarchical structure for changes in reward probability over time. At the lowest level, the parameter r(t) estimates the rate of reward on a specific option. The magnitude of the trial-by-trial change in the reward rate is controlled with a parameter called volatility (v) . More specifically, the exponential of v effectively determines the scale of possible updates by setting the width of the transition probability distribution between and r(t) and r(t+1). Finally, the change in volatility is governed or tuned by a parameter k (the second-order volatility, for more details see Behrens et al., (2007) ).
Finally, the change-detection Bayesian model is a modification of the model by Jang et al. (Jang et al., 2015) to make it a generative model which can detect changes in reward schedule and choose the better option with a fixed probability. The original model is a post hoc model that tries to predict the subject's choice reversal by estimating the posterior probability that reversals occurred on each trial . To do so, it assumes that subjects choose the most rewarding option with a certain probability and reverse their choice behavior when odds of occurring a reversal reach a certain threshold. Moreover, the model assumes that subjects update prior about the location of the reversal over time. We made a few modifications to enable this post hoc model to generate choice sequences and measure its performance during the PRL task ( Figure 6A ). More specifically, we assumed that to estimate the probability that a reversal had occurred on a given trial, the model has access only to reward feedback from the previous trials, and that there is only one reversal across two blocks of trials as in the original model . Moreover, to obtain the maximum performance for this model, we used a 2D grid search of initial values of prior and the update coefficients of animal's belief about reversal occurrence for each environment (see Jang et al., 2015 for more details).
QUANTIFICATION AND STATISTICAL ANALYSIS
Fitting of experimental data and data analysis Based on previous results (Donahue and Lee, 2015) , we only considered models in which reward probability and magnitude are combined additively, and reward probability values are updated for both targets on every trial (coupled learning). More specifically, the estimated probability of choosing the green target, P g (t), was fit according the following equation: where b 0 measures an overall bias toward the green or red target, b stay captures the tendency to repeat the previous choice (D pc = 1, 0 if the previous choice was green or red, respectively), b p and b m are the regression coefficients for reward probability and magnitude, p g (t) is the estimated probability based on a given model for the green target (equal to F g+ (t) and V g (t) in the RDMP and RL models, respectively), and m g (t) is the magnitude of the possible reward on the green target. Similarly, p r (t) and m r (t) are the estimated probability and the magnitude of the possible reward on the red target, respectively. We used eight different models to estimate reward probability on each trial in order to fit the experimental data. We utilized the standard maximum likelihood estimation method by minimizing the negative log likelihood to obtain the best fitting parameters for each model. These eight models include: two Bayesian models with different mechanisms for solving the PRL task (hierarchical and change-detection Bayesian); two types of RL models, RL(1) and RL(2), with constant or time-dependent learning rates; the RDMP model with three meta-states; and a simplified version of the RDMP model (see below). To directly estimate the transition probabilities in the RDMP model, we used the architecture presented in Figure 2A with three meta-states (m = 3) but allowed any values for these transitions with the constraint that they should be smaller for deeper meta-states.
To assess the goodness-of-fit (negative log likelihood) for each model, we employed 5-fold cross-validation where we fit the data using 80% of randomly selected sessions from a given environment (95 sessions, about 52000 trials) and used the best fitting parameters to predict choice on the remaining 20% of the sessions (23 sessions, about 13000 trials). We repeated this procedure 110 times (i.e., bootstrapped) to obtain a stable average value for the log likelihood for each model. Crucially, the large amount of behavioral data allowed us to accurately test different models. To compare the results of fits using different models, we only used the test trials. Additionally, to capture the time course of learning rates over time in the sRDMP, RL(1) and RL(2) models ( Figures 5A and  5D and Figure S4 ), we also fit experimental data from each session separately using the maximum likelihood estimation method.
To test the prediction of the RDMP model (time-dependent, choice-specific learning rates) independently of its specific implementation, we used a simplified version of this model referred to as the 'simplified' RDMP (sRDMP). Moreover, using the sRDMP model also allowed us to circumvent degeneracy in the solution (i.e., lack of unique solution) for the RDMP model because each value of the synaptic strength could potentially correspond to many different distributions of synapses in different weak and strong meta-states. Compatibility of fits based on RDMP and sRDMP illustrates that the sRDMP model can be used to detect the contributions of RDMP to behavior. In the sRDMP model, we assumed separate time-dependent learning rates for trials when reward was assigned to the better and worse options. Considering the overall behavior of the effective learning rates over time ( Figure 3A) we also assumed the learning rate on trials when the reward was assigned to the better or worse option can exponentially increase or decrease over time after a reversal based on following equation: aðtÞ = a ss À ða ss À a 0 Þ 3 exp ðÀt=tÞ (Eq. 13) where a 0 and a ss are the initial and steady-state learning rates, t is the time constant of the decay, and t is the number of trials after a reversal. According to Equation 13, the learning rates could increase or decrease over time, or stay constant. We used a similar approach for fitting data using the RL(1) and RL(2) models with time-dependent learning rates.
To compare the prediction of the models for choice on congruent and incongruent trials ( Figure 4B ), we computed the average negative log likelihood (-LL) per trial for each sequence. More specifically, for congruent trials, the average -LL was computed for the last trial in all reward sequences 011, 0111, etc., where 1 and 0 denote reward assignment on the better and worse options, respectively. For incongruent trials, the average -LL was computed for the last trial in all sequences 010, 0110, etc.
