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Abstrakt
Hlavním cílem práce je detekce popředí a pozadí v obrazu, anglicky označováno jako image
matting, a to s minimálním uživatelským vstupem pomocí trimap. Rozpoznání popředí
obrazu je využíváno při kompozici fotografií nebo při výrobě koláží. Cílem práce je apliko-
vat vhodné algoritmy. V tomto případě je použito A Global sampling matting v Android
aplikaci. Hlavním výsledkem je jednoduchá intuitivní aplikace, se kterou je možné snadno
vytvářet kreativní virální fotografie. K vývoji aplikace je přistupováno agilním způsobem a
již od počátku byla veřejně k dispozici jako minimální produkt v otevřené alfa fázi na Google
Play, později uvolněna do produkce. Přínosem práce je optimalizace uvedeného algoritmu
pro mobilní zařízení a také paralelizace algoritmu na GPU, společně s veřejně dostupnou
aplikací.
Abstract
The thesis deals with an image processing problem called image matting. The problem
involves detection of a foreground and background in an image with minimal user interaction
using trimaps. Foreground detection is used in image composition. The goal of the thesis is
to apply already known algorithms, in this case A Global sampling matting, in an Android
application. The most important result is an intuitive application that can be used for
making creative viral photos. Agile methodology is applied throughout the whole application
development cycle. From the very beginning, the application is publicly available as a
minimum viable product on Google play. The work’s contribution is in optimization of the
mentioned algorithm for use in mobile devices and parallelization on a GPU, together with
a publicly available application.
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Kapitola 1
Úvod
V minulosti jsem byl několikrát žádán o vytvoření kompozice z fotografií. Většinou se jed-
nalo o jednoduché požadavky typu výměny pozadí, přidání nových prvků do scény a po-
dobně. Přestože byl požadavek velice jednoduchý, realizace vyžadovala drahý software a
nepřiměřeně času, až desítky minut. Hlavní problém vidím v tom, že tazatel nemohl svůj
požadavek vytvořit sám.
Tato práce se zabývá aplikací, pomocí které uživatel bude moci velice rychle a pokud
možno snadno vytvořit novou kompozici, koláž. Během okamžiku bude moci s přáteli sdílet
fotografie z návštěvy Paříže, věže v Pise či čínské zdi, aniž by opustil svůj domov.
Potřeby uživatelů jsou studovány v kapitole 2 společně s alternativními řešeními. Nej-
větší výzvou je uživatelská přívětivost, intuitivnost aplikace a kvalita výsledku. Snažil jsem
se, aby aplikace vyžadovala co nejméně interakce a tvorba kreativních nápadů byla co nej-
jednodušší.
Hlavním problémem práce je rozpoznání popředí a pozadí obrazu. Problém je anglicky
nazýván image matting či image pulling. Jedná se o úskalí, pro které neexistuje jednoznačné
řešení, viz níže. Blíže se mu věnuji v kapitole 3, kde je možno nalézt i detailnější popis.
Při řešení problému matting je důležitý vstup uživatele. Vstup může být ve formě tri-
mapy (oblasti, které odpovídají definitivně popředí, definitivně pozadí a části u kterých není
možné rozhodnout) nebo scribbles (uživatel naznačí popředí a pozadí libovolnou křivkou).
Nejpřívětivější způsob zadávání nápovědy pro řešení problému je jedním z hlavních bodů
práce a bude studován dále v textu.
Značný vliv na výslednou kvalitu mají zvolené algoritmy. Rozhoduje časová a prosto-
rová složitost i kvalita výsledku (typicky alfa maska — černobílý obraz určující poměrovou
příslušnost pixelu popředí nebo pozadí). Implementované algoritmy a jejich zhodnocení je
možné najít v kapitole 4.
Dalším důležitým bodem je výroba minimálního produktu. Ten by měl řešit pouze
základní funkcionalitu. Slouží k ověření hypotéz a také k získání cenné zpětné vazby. Ta
určí důležité prvky a priority pro další vývoj. Zvolil jsem nejrozšířenější [41] platformu —
Android. Motivace MVP (minimal viable product — minimální produkt) a jeho detaily jsou
popsány v kapitole 7.
Nedílnou součástí práce je publikování aplikace. Zde jsem využil nové funkcionality Go-
ogle Play a uvolnil jsem aplikaci do veřejně dostupného alfa testování. Způsob publikování
a různé možnosti jsou diskutovány v kapitole 7.
Možné optimalizace vytvořeného algoritmu jsou nastíněny v kapitole 6. Jde například
o paralelizaci algoritmu na GPU. Implementační detaily jsou popsány v podkapitole 7.6, na
kterou navazuje měření a vyhodnocení implementace v kapitole 8. Na závěr jsou diskutovány
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budoucí funkcionality aplikace (kapitola 9).
Jsem nesmírně rád, že práce byla vybrána k prezentaci na konferenci CESCG a Ex-
cel@FIT kde jsem získal ocenění odborného panelu za dotaženou aplikaci publikovanou na
Google Play, která má silný uživatelský potenciál a ocenění veřejnosti za excelentní práci a
její prezentaci během přehlídky.
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Kapitola 2
Uživatelský pohled na
prototypování fotografií
Před pár lety za mnou přišel bratr s prosbou: „Mohl bys prosím udělat fotku, kde bych seděl
s pivem na trůnu z Hry o trůny?“. Vyhověl jsem mu a ihned jsme se pustili do příprav.
Nejdříve bylo potřeba vybrat vhodný obrázek trůnu, poté nachystat scénu. Posadil jsem
bratra na židli a kompaktním fotoaparátem jsem pořídil pár fotografií. Následoval poměrně
komplikovaný proces. V programu Photoshop jsem musel pomocí nástroje magické laso
(kurzor sleduje hranu objektu a laso se přichytává na nejbližší hranu) odebrat z fotky pozadí.
Laso je šikovný nástroj, avšak vyžaduje precizní ruku a mírné pohyby. Následně jsem musel
přizpůsobit měřítko, abych zjistil, jestli pořízené fotografie pasují do cílového obrázku trůnu.
Neseděly. Při pořizování jsem totiž neodhadl úhel, pod kterým bylo pozadí pořízeno. Musel
jsem tedy celý proces opakovat. To celé trvalo několik desítek minut. Výsledek můžete vidět
na Obrázku 2.1. Obrázek sklidil velký úspěch.
Obrázek 2.1: Výsledek prvního požadavku na kompozici. Titulek nasdíleného obrázku na
sociální sít Facebook nesl: „Game of alcothrones!“
Pár týdnů poté, po premiéře bondovky Skyfall, jsem dostal další požadavek podobného
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typu: „Myslíš, že bys mohl upravit fotku Jamese Bonda, tak abych tam místo něj byl já?“.
Opět jsem souhlasil. Ačkoli nebylo potřeba chystat scénu a fotit, úprava fotografie v grafic-
kém editoru i tak zabrala několik minut. Výsledek je na Obrázku 2.2. Výsledek sice nebyl
Obrázek 2.2: Výsledek druhého požadavku. V levo originální obrázek (převzato z webu [21]),
v pravo mnou upravený.
dle bratrových představ, ale i přesto se mu zamlouval.
Dalším příkladem by mohl být obrázek, který vnikl ihned po téměř legendárním přeřeku
našeho prezidenta. Chvíli po svém zvolení se prezident Miloš Zeman vyjádřil k aféře s air-
softovou zbraní, jež byla použita před zraky ochranky proti Václavu Klausovi: „. . . nebudu
souhlasit s tím, aby v mé ochrance byli lidé, kteří, když se na prezidenta vystřelí sedm, byť
softwarových, kuliček nezasáhnou proti člověku . . . “ [30]. Výsledek na Obrázku 2.3.
Jistě nejsem jediný, kdo dostával podobné požadavky. Na sociálních sítích se objevují
prosby na úpravu fotografií (lze je nalézt například na webu 4chan.org). Vypozoroval jsem
u nich tyto společné rysy:
1. Přidání objektů z fotografie do obrázku.
2. Přidání objektu z obrázku do jiné fotografie.
3. Odebrání objektu z obrázku.
Výše zmíněných požadavků se často chytají tzv. internetoví trollové, viz trojici ob-
rázků 2.4.
Všechny příklady uvedené na začátku této kapitoly mají několik společných bodů:
• Někdo měl nápad, ale nemohl jej realizovat, protože práce s obrazovými editory není
snadná pro začátečníky
6
Obrázek 2.3: Miloš Zeman doporučuje antivirový program k ochraně proti softwarovým ku-
lím. Obrázek není nijak kvalitní (doporučuji zhlédnout elektronickou verzi), lze si všimnout
nahrubo ořezaných vlasů a chybějícího límce košile. Nicméně výsledek splnil účel vtipu.
Obrázek 2.4: První obrázek [5] zleva žádá o přesun slunce tak, aby se nacházelo mezi prsty.
Druhý obrázek [7] žádá o vytvoření dramatické fotografie s vlakem v pozadí a třetí [5] prosí
o spojení dvou fotografií do jedné. Obrázky jsou převzaty ze serveru 9gag.com.
• I takto jednoduché kompozice vyžadovaly drahý a složitý software. Také realizace
zabrala nepřiměřené množství času.
Věřím, že existuje mnoho lidí, kteří mají nápady podobné uvedeným příkladům. Avšak
netuší, jak je realizovat. V práci se soustředím zejména na to, jak rychle vytvořit koláž nebo
virální fotografii (ať spontánně při focení nebo později z různých fotografií). Má aplikace
by měla pomoci dvěma skupinám uživatelů. Do první skupiny patří lidé s nápadem, kteří
jej neumí realizovat. Díky tomuto projektu by se mohli osvobodit. Nicméně tato skupina
zvyšuje nároky na použitelnost. Kompozice by měla být co nejvíce jednoduchá a přímočará.
Druhá skupina by mohli být tzv. zaškvarové/trollové, kteří mají spousty vtipných nápadů
a mohli by je realizovat mnohem rychleji.
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2.1 Typické požadavky prototypování
Jak již bylo zmíněno, základní uživatelskou potřebou je rychlost a snadná transformace
nápadu v hodnověrné dílo, které je možno jednoduše sdílet s přáteli, nebo jeho úprava
(například přidáním barevných filtrů). Identifikoval jsem dvě základní uživatelovy cesty
(potřeby):
1. Uživatel má nápad a rád by zachytil prvky aktuální scény do jiné (již existující)
fotografie, anebo by rád nahradil pozadí snímané scény. Viz Obrázek 2.1
2. Uživatel má nápad a rád by integroval prvky jedné fotografie do jiné scény. Nebo
nahradil pozadí dříve zachycené scény. Viz Obrázek 2.2.
Obě cesty končí sdílením nebo jiným uložením výsledné fotografie. První cesta je více
spontánní. Uživatel dostal nápad na úpravu scény v okamžiku fotografování nebo vzápětí
po něm. Naopak druhá cesta je spíše orientovaná na výsledek. Uživatel již má představu
o scéně, kterou by rád zrealizoval. Tento postup bude nejspíše využíván pří vytváření vtipů
nebo komiksů (viz Obrázek 2.4).
V raných fázích návrhu prototypu jsem se zaměřil výhradně na první cestu. Hlavní
roli sehrál předpoklad spontánnosti vyrábění kompozic a také zaměření aplikace na jiný
problém než konkurenční nástroje popsané níže (Sekce 2.2 a 2.3). Tato cesta by mohla být
rozdělena na následující úkony:
1. Vybrat pozadí fotografie, do které bude uživatel komponovat, respektive popředí ze
kterého bude uživatel komponovat
2. Nachystat a zachytit scénu.
3. Z fotografie popředí vybrat objekt zájmu (neboli vymazat okolí), případně doladit
malé defekty. Předpokládá se, že krok bude náročný na interakci uživatele a bude
nutné jej optimalizovat, tak aby vyžadoval co nejméně zásahu uživatele a byl jedno-
duchý a intuitivní.
Přesné ovládání a způsob realizace těchto základních kroků lze nalézt v následujících
kapitolách. Druhá cesta je poněkud složitější na ovládání, poněvadž vyžaduje více interakce.
1. Vybrat pozadí fotografie.
2. Vybrat popředí fotografie.
3. Z popředí vyselektovat objekt zájmu, případně doladit malé defekty na vybraném
objektu. Tento krok je totožný s třetím krokem v předchozím příkladu.
4. Naaranžovat objekt do pozadí. Tato operace vyžaduje translaci, změnu měřítka (ve-
likosti) a rotaci objektu, aby bylo možné objekt lépe přizpůsobit pozadí. V prvním
příkladu je tento krok obstarán uživatelem, který je schopen docílit stejného efektu
pomocí pohybu kamery, přiblížení objektu (případně zoom) a rotace telefonu.
Jelikož jednou z hlavních hypotéz je, že uživatel bude výsledné fotografie sdílet prostřed-
nictvím sociálních medií, omezil jsem velikost fotografie na 1 megapixel. Učinil jsem tak
z důvodu snazší implementace a rychlejšího zpracování. Následuje Tabulka 2.1 typických
velikostí obrázků pro vybraná sociální media:
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Facebook 9gag Instagram G+
800× 600 500× 500 600× 600 480× 360
Tabulka 2.1: Velikostí fotografií vybraných sociálních medií. Nutno podotknout, že se jedná
o rozlišení náhodně vybraných obrázků při zobrazení detailu fotografie. Náhledy mohou být
až v polovičním rozlišení v závislosti na velikosti obrazovky.
2.2 Nástroje na PC
Má práce se zaměřuje výhradně na mobilní zařízení, protože se očekává, že uživatel bude
vymýšlet své výtvory spontánně. Nicméně na platformě PC existují nástroje, díky kte-
rým je možné zapracovat prvky jedné fotografie do jiné. Tyto nástroje řeší pouze druhou
uživatelskou cestu. Mezi základní nástroje patří například:
1. Windows Malování — vhodné pro rychlé prototypování, pokud není k dispozici jiný
editor. Dosáhnout požadovaného výsledku není jednoduché a zároveň výsledek není
příliš kvalitní.
2. Photoshop — placený nástroj pro profesionály, velice strmá učící křivka. Obsahuje
spoustu jiných nástrojů. Domnívám se, že to mohou být důvody, proč je mnoho lidí
odrazeno od vytváření jednoduchých koláží.
3. Gimp — bezplatná aplikace, její vlastnosti jsou podobné předchozímu nástroji.
2.3 Existující aplikace na platformě Android
Mezi hlavní konkurenty patří:
1. Adobe Photoshop Mix od Adobe [2] – zdarma, hodnocení 3.8, počet instalací mezi
500 000 až 1 000 000. Pro výběr popředí používá magic selection, známý z PC verze.
Uživatel přejíždí kurzorem po hraně objektu a zároveň vidí automaticky označenou
oblast. Neoznačené části lze přidat přesunem kurzoru do požadované oblasti. Aplikace
momentálně není podporována na zařízeních s Androidem verze 6 a vyšší.
2. Superimpose od Pankaj Goswami [13] – velice povedená placená aplikace (přibližně za
30 Kč). Hodnocení 3.8, počet stáhnutí od 10 000 až 50 000. Výběr popředí je podobný
jako v předchozí aplikaci, jen je obrácený. Nevybírá se popředí, ale odstraňuje se
pozadí. Jedná se opět o magic selection, jen více citlivější k hranám.
3. Background Eraser [16] a PhotoLayers~Superimpose,Erase [17] od handyCloset Inc.
— jedná se o dvě totožné neplacené aplikace od stejného vývojáře. Hodnocení 4.2 a
4.3, počet stáhnutí mezi 5 000 000 a 10 000 000 pro první aplikaci a mezi 1 000 000
a 5 000 000 pro druhou. Hlavním problémem této aplikace je, že uživateli nijak auto-
maticky nepomáhá. Uživatel je nucen vymazat celé pozadí sám.
Žádná z uvedených aplikací nenabízí možnosti použití fotoaparátu pro lepší představu
budoucí scény. Tyto aplikace nejsou vhodné pro uživatele, na které se v této práci zaměřuji.
Například jednoduchý scénář přidání se do další fotografie, by vyžadoval otevření aplikace
fotoaparátu a odhad, jak snímaná scéna zapadá do pozadí. Až po vyfotografování by došlo
k použití zmíněných aplikací. To je tentýž problém, který popisuji na začátku této kapitoly.
Dalším problémem aplikací jsou nedostatečně zvládnutá uživatelská rozhraní.
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2.4 Společné rysy
Doposud uvedené aplikace (i ta, kterou jsem vytvořil) mají společný problém. A to extrakci
objektů z jedné fotografie. Jak bude popsáno níže, tento úkol není možné jednoznačně
vyřešit, jelikož je v problému více neznámých než známých proměnných. Z tohoto důvodu
musí uživatel dodat dodatečné informace o obrazu (např.: trimap, čáry), které se použijí
jako vstupní znalost pro řešení problému.
Klíčový je také způsob, jakým bude uživatel zadávat vstup. Má aplikace je navržena pro
mobilní zařízení (telefony a tablety), jež sama o sobě přináší další omezení (menší obrazová
plocha, menší přesnost gest, během tahu prstem po obrazovce si uživatel rukou zakrývá
část displeje). Dle mého názoru jsou tato omezení v jiných aplikacích málo zohledňována.
Ve své práci proto usiluji o jednoduchost uživatelského rozhraní.
Nelze očekávat, že by uživatel pečlivě oddělil objekt zájmu přesným následováním hrany
(tak jako je tomu například v nástroji Photoshop). Nejproblematičtěji se jeví oddělování
poloprůhledných materiálů a vlasů, předpokládá se, že uživatel bude vstup zadávat volně
s malou přesností. Může udělat chyby, které by měl být schopen upravit. Při úpravách by
měl dostávat okamžitou zpětnou vazbu.
Fakt, že problém extrakce objektů z jedné fotografie je již sám o sobě jednoznačně
neřešitelný, je dále znesnadňován potřebami a nároky uživatelů. V této práci se snažím
zohlednit všechna zmíněná omezení.
2.5 Představa aplikace
V této práci usiluji o vyvinutí jednoduché aplikace, která by řešila všechny uvedené pro-
blémy. Jednou z hlavních funkcí by měla být možnost výběru fotografie na pozadí. Jelikož
se očekává, že si uživatel bude chtít aplikaci nejprve vyzkoušet, je potřeba, aby aplikace
disponovala předpřipravenými fotografiemi (jak na výšku, tak na šířku).
Aplikace by měla umět pracovat s kamerou zařízení a uživatel by měl vidět, jak pohled
kamery zapadá do vybraného pozadí. V ideálním případě by měl být náhled aproximací
výsledku (uživatel vidí popředí snímané kamerou ihned ve vybraném pozadí) k dispozici
v reálném čase, již během aranžování scény. Tento požadavek je také uveden v zadání
práce. Avšak po konzultaci s vedoucím práce vyplynulo, že tento bod není klíčový a nemusí
být splněn. Práce se snaží usnadnit uživatelům problém kompozice fotografií. Zobrazení
aproximace výsledku v reálném čase je pouze jeden ze způsobů jak tento problém řešit.
Řešení tohoto požadavku je popsáno dále v textu.
Po vyfotografování připravené scény je nutné, aby uživatel zadal vstup, který poslouží
k detekci popředí z jedné fotografie. V této fázi se očekává malý manipulační prostor uži-
vatele (relativně malý displej) a také omezený výhled způsobený překrytím dotykové obra-
zovky rukou uživatele. Krok by měl být co nejvíce intuitivní a měl by vyžadovat co nejméně
interakce. Zadání prvotního vstupu a následné zpracování by nemělo přesáhnout 20s. Způsob
zadávání vstupu by měl zohledňovat problematická místa, jako jsou vlasy, poloprůhledné
objekty či jiné výrůstky. Uživatel by měl být schopen tato místa snadno oddělit.
Výsledek by neměl mít ostré hrany čí jiné nedostatky (artefakty), jako jsou chybějící
kusy vlasů. Předpokládá se, že uživatel může dělat chyby, tudíž by měl mít možnost upravit
vstup, přičemž by měl dostávat zpětnou vazbu o tom, jak mění výsledek. Přepočty výsledků
by měly být co nejrychlejší. Od aplikace se očekává možnost přiblížit fotografii, aby uživatel
dokázal lépe zacílit problematická místa.
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Existují i scénáře, kdy uživatel, namísto přidání objektů ze zachycené fotografie do
předpřipraveného pozadí, vyžaduje opak, tedy přidání objektu z předpřipravené fotografie
do zachycené scény. Aplikace by měla umožňovat i tento případ.
Jedním z klíčových prvků uvěřitelnosti kompozice je i způsob jakým jsou obě fotografie
barevně sladěny. V ideálním případě by měla aplikace automaticky přizpůsobit barevnost
popředí a pozadí. Ovšem i manuální úprava je přijatelná. Jde o úpravu světlosti a saturace.
V neposlední řadě by měla aplikace umožnit uložení výsledku. Očekává se, že uživatelé
budou chtít výsledek publikovat na sociálních mediích. Proto by aplikace měla umožňovat
standardní způsoby sdílení.
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Kapitola 3
Separace popředí od pozadí
z fotografie
Separace popředí od pozadí obrazu, případně náhrada pozadí, je jedním ze základních úkonů
mé práce. Anglicky je tento proces nazýván image matting, foreground matting či pulling
matte [32]. Společně s těmito pojmy souvisí i termín alpha matte (černobílá maska, ve které
jednotlivé pixely určují poměr příslušnosti k popředí nebo pozadí). V této kapitole bude
uvedena terminologie pro extrakci objektů (matting) a také běžně používané techniky.
3.1 Detekce popředí z obrazu — Image Matting
Image matting odkazuje na problém přesného odhadu popředí (případně pozadí) v obraze
či videu. Jde o klíčovou techniku ve zpracování fotografií a také ve filmovém průmyslu.
Typickým příkladem každodenního použití může být vkládání mapy za moderátora počasí,
který stojí před klíčovacím pozadím (typicky modrá nebo zelená plocha) [32].
Problém se stává o to složitější ve chvíli, kdy uživatel potřebuje vyjmout objekt zájmu
z reálné scény, avšak nedisponuje jednobarevnou plochou nekolidující s barvami extraho-
vaného objektu. Nejsložitějšími částmi mohou být opět vlasy nebo jiné nepravidelné čí
poloprůhledné výstupky.
3.2 Problém „matting“
V celé práci předpokládám barevný obraz I, který je tvořen uspořádanou množinou třídi-
mensionálních vektorů, kde I(𝑥, 𝑦) je trojce červená, zelená a modrá typicky v rozmezí od
(0, 1). Matting problém separuje obraz na popředí F a pozadí B. Základním předpokla-
dem je, že obraz I je možné vyjádřit pomocí třech obrazů, které jsou uspořádány, sestaveny
pomocí následující rovnice:
I(𝑥, 𝑦) = 𝛼(𝑥, 𝑦)F(𝑥, 𝑦) + (1− 𝛼(𝑥, 𝑦))B(𝑥, 𝑦) (3.1)
Kde 𝛼(𝑥, 𝑦) je číslo mezi (0, 1), které vymezuje, jakou částí bude barva popředí a pozadí
mixována do obrazu. Specifikuje tedy relativní poměr obou barev. Pokud 𝛼(𝑥, 𝑦) = 0,
výsledný pixel obrazu bude mít totožnou barvu s popředím a nebude mixován s barvou
pozadí. Naopak při 𝛼(𝑥, 𝑦) = 1, bude pixel výsledku na stejné pozici odpovídat pouze
pozadí a nebude obsahovat barvu z popředí. Předchozí rovnice (3.1) může být zapsaná ve
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zjednodušené formě (ilustrace viz Obrázek 3.1):
I = 𝛼F+ (1− 𝛼)B (3.2)
Rovnice vyjadřuje závislost všech proměnných na pozici pixelu (𝑥, 𝑦). Jelikož je 𝛼 funkce
(𝑥, 𝑦), může s ní být zacházeno jako s černobílým obrazem (maskou). Maska se v anglické
literatuře označuje pojmem alpha, alpha matte i alpha channel [32].
Obrázek 3.1: Ilustrace předchozí rovnice (obrázek je převzat z knihy Computer Vision [32])
Matting patří do skupiny problému, které nemohou být jednoznačně vyřešeny, jelikož
obsahují více neznámých než rovnic. Předpokládá-li se vstupní obraz I, kde je každý pi-
xel tvořen třírozměrným vektorem (např.: RGB), pro každý pixel existuje 7 neznámých
proměnných — neznáma barva popředí F, neznámá barva pozadí B a skalární koeficient
příslušnosti 𝛼 [38].
I přes nejednoznačnost řešení existují postupy spoléhající na uživatelův vstup. Vstup
napoví, které pixely určují popředí, pozadí nebo neznámou oblast (není určeno, zda se
jedná o popředí nebo pozadí). Algoritmy spoléhají na statistické údaje o obrázku a mohou
tak poskytnout přiměřeně kvalitní odhad všech neznámých proměnných. Uživatelský vstup
může být ve formě trimap (viz Sekce 3.4), selektování barev (uživatel vybírá pixely obrazu,
čímž označuje popředí, resp. pozadí), kreslení do obrazu (možno připodobnit ke kreslení
štětcem) a jiné.
3.3 Segmentace obrazu vs. matting
Alfa maska, tvořená pouze jedničkami a nulami, patří mezi nejjednodušší případy mattingu
(čistě jen popředí nebo jen pozadí). V takovém případě by nedocházelo k poměrovému mi-
xování barvy pixelů. Pokud je alfa maska binární, dalo by se hovořit o problému segmentace
obrazu, jejímž cílem je rozdělit obraz na ostře oddělené kusy, které k sobě těsně přiléhají,
tak, aby mohl být obraz bez artefaktů zrekonstruován. Rozdíl mezi segmentací obrazu a
alpha matting je zobrazen na Obrázku 3.2.
Jak uvádí R. Radke [32], binární alfa maska není vhodná pro reálné obrazy, především
u hran objektů. Jeden z hlavních důvodů je, že barva pixelu fotografie je složena z celkové
intenzity dopadajícího světla na diskrétní oblast čipu fotoaparátu (tzn. jeden pixel je složen
z mnoha světelných paprsků scény). Při menších pořizovacích rozlišeních je především u hran
velice pravděpodobné, že se více prvků scény promítne do jednoho pixelu sensoru. Na senzor
poté dopadají světelné paprsky popředí i pozadí. Výsledná barva je vytvořena kombinací
barev přicházejících paprsků. K mixování barev na čipu dochází i při vysoce kvalitních
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Obrázek 3.2: Rozdíl mezi segmentací obrazu a alpha matting. Obrázek (a) je originál. Ná-
sleduje dvojce pro segmentaci obrazu a alpha matting. Alfa masky na obrázku (b).(c) origi-
nální obrázek s nahrazeným pozadím. (d) je detail. Všimněte si ostrých hran u segmentace
obrazu. Obrázek převzat z článku J. Wanga a Michaela Cohena [38].
fotografiích, a to zejména na hranách. Typicky se jedná o prameny vlasů nebo jiné menší
struktury. Jinou příčinou prolínání barev může být rozmazání pohybem, neúplné zaostření
objektivu nebo průhlednost objektu. Z toho důvodu není vhodné modelovat alfa masku
pouze binárně. Je mnohem vhodnější, aby prvky alfa masky byly v rozmezí od 0 do 1.
3.4 Definice trimapy a její využití
Jak již bylo uvedeno, matting problém nemá jednoznačné řešení a vyžaduje uživatelův
vstup. Ten přinese nové poznatky, podmínky a omezení, díky kterým bude možné lépe
odhadnout alfa masku. Bez uživatelova vstupu by například bylo možné označit všechny
pixely za popředí (resp. pozadí). Takovéto řešení s největší pravděpodobností není konzis-
tentní s tím, jak daný problém vidí lidské oko, ovšem i toto zjednodušené řešení je validní.
K jednoznačné a sémanticky správné extrakci objektů je nutné, aby uživatel rozdělil pixely
vstupního obrazu do třech základních množin:
1. Množina obsahující pixely, které patří zcela určitě do pozadí.
2. Množina pixelů, které patří zcela určitě do popředí.
3. Množina pixelů, kde není možno rozhodnout. Pixely mohou patřit částečně k popředí
i pozadí (v závislosti na 𝛼), nebo výhradně k jedné množině.
Zmíněné rozdělení se anglicky nazývá trimap. Matting problém je poté redukován na
odhad F, B a 𝛼 z množiny neznámých pixelů, přičemž se vychází z obou známých množin.
Příklad je zobrazen na Obrázku 3.3 [38].
Některé algoritmy (viz Kapitolu 4) nevyžadují po uživateli specifikaci kompletní tri-
mapy, avšak dovolují uživateli nakreslit pár čar do popředí a pozadí. Z čar je poté extra-
hována hrubá trimapa, ve které je většina pixelů označena za neznámé (pixely nedotčené
uživatelem).
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Obrázek 3.3: Příklad matting problému. Zleva doprava – na prvním obrázku je originální
fotografie, poté je uživatelem nadefinována trimapa, díky které je vypočtena alfa maska. Na
posledním obrázku je znázorněn výsledný obraz, ve kterém je nahrazeno pozadí. Převzato
z knihy „Image and Video Matting: A Survey“ [38].
Kvalita alfa masky je, mimo jiné, podmíněna přesností trimapy. S kvalitní trimapou
dochází k redukci počtu neznámých, které je nutno odhadnout. Pixely určující pozadí by
neměly obsahovat pixely popředí a naopak. Pixely neznámé oblasti by měly být složené
z pixelů popředí i pozadí (neměly by obsahovat pixely jen jedné množiny). Dalším faktorem
kvalitního výsledku může být tloušťka neznámé oblasti, která by měla být co nejtenčí. Na
druhou stranu, vytvoření kvalitní trimapy může být pro uživatele časově náročné, a to
především u členitých objektů nebo u objektů s dírami.
Projekt se zaměřuje na efektivní způsob zadávání trimapy, který vyžaduje co nejméně
uživatelova vstupu a zároveň je co nejvíce intuitivní. Hlavní důraz bude kladen na kvalitu
výsledné alfa masky, rychlost, s jakou je uživatel schopen vyrobit koláž, dobu trvání vý-
počtu alfa masky a její kvalitu. Jde o klíčový prvek aplikace. Výběr vhodných algoritmů
z nastudovaných materiálů je blíže specifikován v následující kapitole 4.
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Kapitola 4
Techniky řešení matting problému
I přestože matting problém nemůže být jednoznačně vypočten, existují techniky, které se
snaží s tímto problémem vypořádat. Matting problém je již dlouho studován a bylo publi-
kováno mnoho kvalitních prací, ze kterých je možné vycházet. Existuje i standardní dataset
pro porovnání kvalit algoritmů. Ten lze nalézt na alphamatting. com . V této kapitole jsou
popsány způsoby, které jsem zkoušel uplatnit.
4.1 Výpočet popředí pomocí odečtu pozadí
Mezi první a velice intuitivní metodu je možné zařadit odečet pozadí. Je-li k dispozici
fotografie pozadí a fotografie ze stejného místa, stejné scény, s totožným pozadím pouze
s přidaným popředím, nabízí se možnost odečtení popředí od pozadí, jak je uvedeno v rov-
nici (4.1).
F(𝑥, 𝑦) = B(𝑥, 𝑦)− I(𝑥, 𝑦) (4.1)
Maska popředí by poté byla definována 𝛼 = F(𝑥, 𝑦) > 𝑡, kde t je vhodně zvolený práh.
Rovnice jsou ilustrovány na obrázku 4.1.
Obrázek 4.1: Ilustrace vztahu rovnice (4.1).
Pro triviální příklad jako na obrázku 4.1 by postačil práh 0. Avšak pro reálné fotografie
nemůže být práh nastaven takto nízko, jelikož fotografie mohou být zatíženy šumem. Dalším
problémem je zachycení fotografie pozadí a popředí ze stejného místa. K tomu je potřeba
stativ nebo jiný stabilizační prvek. Taktéž musí být zachováno i osvětlení scény. V neposlední
řadě nesmí dojít k pohybu objektů v pozadí (např.: pohyb listů v důsledku větru).
Výše zmíněný postup není vhodný pro účely mé práce, i přestože se jeví jako velice
jednoduchý a rychlý. Základním úskalím je podmínka zachycení scény ze stejného místa.
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Předpokládám-li, že uživatel bude používat telefon nebo tablet, je velice neobvyklé, aby
při fotografování užíval stativ. Také celková příprava by vyžadovala více práce, což by jistě
odradilo spoustu uživatelů. V případě pořizování fotografie z ruky, bez stativu, je nutné
počítat s prodlevou mezi vyfocením pozadí a poté naaranžováním popředí. Je skoro nereálné
domnívat se, že uživatel vyfotí obě fotografie tak, aby mohly být bez problému odečteny.
Problém by mohl být vyřešen nalezením homografie mezi snímky. Nicméně i po transformaci
snímků může dojít k jejich deformaci, tudíž nebudou vzájemně kompatibilní. Za zmínku
stojí fakt, že každá fotografie je zatížená šumem. Po odečtení snímků by vznikaly artefakty.
Jež je možné odstranit například zvýšením prahu, případně filtrováním (mediánový nebo
Gaussův filtr).
Dále se předpokládá, že uživatel může fotit na libovolném místě. Bylo by velice obtížné
zajistit nepohyblivé pozadí. V případě jako na předchozím obrázku by mohlo dojít k pohybu
větví v důsledku větru. K výrazné změně může přispět i stín, který objekt vrhá, nebo shoda
barev pozadí s popředím, které způsobí malé rozdíly. Viz obrázek 4.2.
Obrázek 4.2: Obrázek znázorňuje problémy odečítání pozadí. Problematické jsou stíny, které
přispívají k většímu rozdílu. Dále pak jsou to shodné barvy pozadí a popředí, které se ve
výsledku jeví jako pozadí. První obrázek znázorňuje pozadí, následuje popředí s objektem.
Třetí obrázek ilustruje sloučení obou obrázků. Poslední obrázek je výsledná maska rozdílu.
Obrázky byly pořízeny telefonem HTC One S bez stativu. Fotografie jsou zarovnány
pomocí Adobe Photoshop. Výsledná maska by mohla být vylepšena aplikováním eroze a
dilatace, čímž by došlo k odstranění malých černých děr.
4.2 Klíčování — Green-Screen
Jednou z nejrozšířenějších technik ve filmovém průmyslu a speciálním případem mattingu
je klíčování. Objekty jsou umisťovány před pozadí jedné barvy, typicky modrá, zelená nebo
oranžová. Odstín barvy je volen tak, aby docházelo k co nejmenšímu překrytí barev mezi
klíčovacím pozadím a lidskou kůží (případně čímkoli v popředí). Známá barva pozadí ome-
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zuje rovnici alfa mattingu (3.2) tak, že zůstanou pouze tři neznámé proměnné namísto
sedmi [32]. Ukázka klíčování je na obrázku 4.3, který ilustruje výpočet velice kvalitní a
hlavně reálné masky pomocí triangulace mezi více pozadími.
Obrázek 4.3: (a) (b) Statické objekty byly vyfoceny před dvěma různými pozadími. (c)
Triangulací bylo dosaženo velice kvalitní a opravdové masky [32].
Mezi první heuristiky klíčování patří například metoda navržená Vhalosem [31], který
formuloval problém jako:
𝛼 = 1− 𝑎1(𝐼𝑏 − 𝑎2𝐼𝑔) (4.2)
kde 𝐼𝑏 je modrý kanál obrazu a 𝐼𝑔 je zelený kanál obrazu normalizovaný do intervalu ⟨0, 1⟩.
𝑎1 a 𝑎2 jsou ladící vstupy od uživatele. Výsledná maska je vždy ořezána do intervalu ⟨0, 1⟩.
Hlavní myšlenka spočívá v tom, že je-li pixel blíže modré než zelené barvě, měla by se 𝛼
hodnota blížit nule (čistě modrý pixel velice pravděpodobně patří pozadí). Nicméně tento
přístup funguje správně jen u obrazů s určitými barvami. Jeho nevýhodou je častý vznik
artefaktů (nespojité oblasti a díry).
Smith a Blinn [37] přišli s návrhem jak vypočítat opravdovou (reálnou) masku. Vypo-
zorovali, že pokud je objekt vyfocen před dvěma různými pozadími 𝐵1 a 𝐵2, jež produkují
obrazy 𝐼1 a 𝐼2, je k dispozici šest rovnic na čtyři neznámé proměnné:
𝐼1 = 𝛼𝐹 + (1− 𝛼)𝐵1 (4.3)
𝐼2 = 𝛼𝐹 + (1− 𝛼)𝐵2 (4.4)
dokud je 𝐵1 ̸= 𝐵2 může být 𝛼 vyřešena triangulací následovně:
𝛼 =
(𝐼1 − 𝐼2)(𝐵1 −𝐵2)
(𝐵1 −𝐵2)(𝐵1 −𝐵2) (4.5)
Tento postup se používá pří generování reálných (opravdových) 𝛼masek. Ukázka je uvedena
na obrázku 4.3.
Přestože je možné pomocí triangulace zcela vyřešit problém matting, je nutné si uvě-
domit, že výše uvedený postup bude spolehlivý jen po splnění určitých, až extrémních
podmínek (např.: focení objektu v laboratoři). Mezi hlavní omezení patří, že nesmí dojít
k pohybu jakékoli části obrazu mezi focení 𝐼1 a 𝐼2. Dále pak musí být zachována i intenzita
obou obrazů [32].
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Klíčování je velice populární ve filmovém a televizním průmyslu, neboť je nedílnou
součástí vizuálních efektů. I přes všechny popsané vlastnosti není vhodnou volbou pro
tento projekt, poněvadž se předpokládá, že uživatel bude pořizovat fotografie na libovolném
pozadí – tak aby nekolidovalo s barvami objektu v popředí.
4.3 Získání popředí z hloubkové mapy
Velice elegantní metodou, nevyžadující téměř žádný vstup od uživatele, je výpočet masky
pomocí hloubkové mapy [15]. Existují zařízení jako například Kinect nebo RGBD kamery,
které k informaci o obrazu přidávají i informaci o hloubce. Je-li tato informace o relativní
vzdálenosti pixelů od kamery známá, je poměrně snadné vypočíst trimapu:
𝛼 = 𝐷(𝑥, 𝑦) < 𝑡, (4.6)
kde 𝐷 je hloubková mapa a 𝑡 je vhodně zvolený práh vzdálenosti. Ilustrace této techniky je
na obrázku 4.4.
Tento postup obraz spíše segmentuje (viz ostré hrany). Cílem je, aby hrany byly hladké.
K dosáhnutí tohoto cíle někteří autoři předzpracovávají vstup i výstup. Například Zhao
a spol [43]. předzpracují obraz tak, že nejdříve vyplní chybějící informace v hloubkové
mapě pomocí detekce stínů a poté adaptivně kombinují barvy a hloubku objektu v popředí.
Následně aplikují vlastní upravenou verzi Closed-form algoritmu.
Další možností je vytvoření trimapy a to tak, že hrana objektu v definované vzdálenosti
bude označena za neznámou oblast, vnitřní region bude označen jako definitivní popředí
a vnější oblast bude definitivní pozadí. Vytvořená trimapa může být použita jako vstup
libovolného algoritmu.
Obrázek 4.4: Na prvním obrázku je hloubková mapa. Uprostřed je originální obrázek a na
posledním obrázku je odstraněno pozadí [29].
Někteří výrobci jako například HTC vyrábí mobilní zařízení vybavená duální kamerou
a poskytují vývojářům SDK, které jim dovolují získat hloubkovou mapu [19] (možnosti
SDK jsou zobrazeny na následujícím obrázku 4.5). Ukázka výsledků SDK jsou zobrazeny
na následujícím obrázku. U ostatních výrobců tento trend není příliš viditelný, ačkoli se na
trh dostává více telefonů vybavených tímto hardwarem.
Z důvodu nízkého zastoupení mobilních zařízení na trhu vybavených touto technologií,
není možné spoléhat pouze na hloubkové mapy. Nicméně i tak může být mapa použita, jako
dodatečný vstup pro jiné algoritmy ke zlepšení výsledku.
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Obrázek 4.5: Obrázek ilustrující možnosti HTC Dual Lens SDK [19].
4.4 Algoritmus „A Global Sampling Method for Alpha Mat-
ting“
Metody jako například Closed form [26], Robust matting [39] a Grab cut [35], Spectral mat-
ting [27], Bayesian matting [4], Learning Based Digital Matting [44] využívají k výpočtu
alfa masky celý vstupní obraz. I přestože jsou jejich výsledky kvalitní, jejich velkou nevý-
hodou je časová a prostorová náročnost. A Global sampling matting [18] nepoužívá všechny
pixely vstupního obrazu, nýbrž pouze jen část. Ve zjednodušené formě algoritmus vytvoří
množinu pixelů, které leží na hranici mezi neznámou a známou oblastí. Pro každý neznámý
pixel hledá nejlepší pár složený z pixelu (pixelů) popředí a pozadí. Autoři představili jed-
noduchou, zato ale efektivní ohodnocující funkci, kterou se řeší nejednoznačnost výběru
dobrých vzorků. Jelikož je výběr vzorků výpočetně náročný, navrhli vzorkovací metodu,
která zvládá i větší datové sady a to prostřednictvím zobecnění již dříve publikovaného
algoritmu PatchMatch [3]. Tato kapitola je věnována podobnému popisu zmíněné metody.
4.4.1 Metoda náhodného globálního vzorkování
Dříve publikované neparametrické metody sbírají informace pouze o sousedních vzorcích
podle určité metriky (typicky Euklidovská vzdálenost). Jelikož je využita pouze malá část
vzorků, dochází k vyloučení užitečné informace, která se skrývá ve zbytku množiny. Hlavní
roli ve výběru vzorků hraje nejen vzdálenost, ale i podobnost barvy. Přehlížení vzorků
s lepším ohodnocením se předchází vytvořením globální množiny vzorků.
Globální množina vzorků je složena z pixelů ležících na hranici mezi známou a
neznámou oblastí. Při sestavování množiny se využívá informace z trimapy. Každý pixel
trimapy je testován na existenci neznámé oblasti v jeho čtyřokolí. Patří-li pixel do známé
oblasti a zároveň se v jeho okolí nachází neznámá oblast, je tento pixel přidán do globální
množiny. V globální množině vzorků se udržuje informace o příslušnosti pixelu do známé či
neznámé oblasti. Autoři metody uvádí, že vytvoření množiny pouze z hranice je dostačující.
Byly testovány případy pro pixely vzdálené k pixelů od hrany až do extrémního případu,
kdy byly použity všechny pixely.
Typická velikost globální množiny vzorků pro popředí 𝑛𝑓 a pozadí 𝑛𝑏 z fotografie při-
bližně o velikosti 800 × 600 je asi 103 ≈ 104. Tudíž existuje až 𝑛𝑓 × 𝑛𝑏 = 106 ≈ 108
kandidátních párů. Cílem algoritmu je najít pro každý neznámý pixel vhodný pár ze všech
kandidátů. V následujících podkapitole se rovněž zaměřím na problematiku definice páru
a zvládání výpočetní náročnosti).
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4.4.2 Kritérium výběru vhodného páru
Jak již bylo uvedeno výše, výběr vhodného páru je založen jak na vzdálenosti od neznámého
pixelu, tak na podobnosti barev. Jinak řečeno, jsou upřednostňovány vzorky, které barvou
lépe popisují neznámý pixel jako lineární kombinaci vzorků. Formálně, pro daný pár (F𝑖,B𝑗)
s indexy 𝑖 a 𝑗 je nejdříve odhadnuta ̂︀𝛼 pro neznámý pixel z obrazu I jako:
̂︀𝛼 = (I−B𝑗)(F𝑖 −B𝑗)
‖F𝑖 −B𝑗‖2
. (4.7)
Následně je definováno ohodnocení barvy a to 𝜉𝑐, který udává, nakolik daný vzorek
popisuje podobnost barvy vzhledem k základní rovnici mattingu
𝜉𝑐(F𝑖,B𝑗) = ‖I− (̂︀𝛼F𝑖 + (1− ̂︀𝛼)B𝑗)‖. (4.8)
Rovnice vyjadřuje vzdálenost v RGB prostoru mezi pixelem obrazu I a pixely ležícími na
přímce F𝑖 a B𝑗 .
Kvůli velkému množství prvků v globální množině, existuje možnost vzniku falešných
párů, popisujících neznámý pixel. Z tohoto důvodu je definována další ohodnocující funkce
𝜉𝑠, která upřednostňuje prvky prostorově blíže:
𝜉𝑠(F𝑖) =
‖𝑥F𝑖 − 𝑥I‖
𝐷𝑓
, (4.9)
kde 𝑥F𝑖 a 𝑥I jsou prostorové souřadnice zkoumaného páru a aktuálně prověřovaného ne-
známého pixelu. 𝐷𝑓 představuje vzdálenost mezi neznámým pixelem a pixelem patřícím
popředí z globální množiny prvků, který je nejblíže. Normalizační faktor 𝐷𝑓 zajišťuje, že 𝜉𝑠
je nezávislé na absolutní vzdálenosti. 𝜉𝑠(𝐵𝑖) je definováno analogicky.
Finální ohodnocení výběru 𝜉 je definováno jako kombinace předešlých ohodnocujících
funkcí:
𝜉(F𝑖,B𝑗) = 𝜔𝜉𝑐(F𝑖,B𝑗) + 𝜉𝑠(F𝑖) + 𝜉𝑠(B𝑖), (4.10)
kde 𝜔 vyvažuje ohodnocení barvy a prostorové ohodnocení. V tomto případě je 𝜔 = 1.
Vybere-li se pro každý neznámý pixel pár s co nejmenší možnou hodnotou, takto definovaná
ohodnocující funkce zajistí, že vybrané vzorky budou mít co nejvíce podobné barvy a budou
prostorově co nejblíže.
4.4.3 Algoritmus náhodného výběru z globální množiny
Dalším krokem, po definování ohodnocující funkce, je nalezení nejlepšího možného páru
pro každý neznámý pixel. Vzhledem k velkému počtu možných kombinací je velmi výpo-
četně náročné páry najít. Pokud by byla použita hrubá síla, složitost výpočtu po 𝑁 nezná-
mých pixelů by byla 𝑂(𝑁𝑛𝑓𝑛𝑏). Z tohoto důvodu autoři algoritmu přizpůsobily algoritmus
PatchMatch [3], který řeší podobný problém.
Algoritmus PatchMatch se zaměřuje na problematiku hledání kusů (záplat, anglicky
patch) z jednoho obrazu v druhém. Algoritmus je schopen rychle najít přibližné řešení
v 𝑂(𝑀1𝑙𝑜𝑔𝑀2) čase, kde 𝑀1 a 𝑀2 jsou velikosti záplat. Inspirováno touto myšlenkou byl
představen algoritmus SampleMatch, který prohledává 2D 𝑛𝑓 × 𝑛𝑏 prostor nazývaný „FB
prohledávací prostor“ (anglicky FB search space). Prohledávací prostor FB je globální mno-
žina rozdělená na pixely patřící popředí F a pixely patřící pozadíB (sjednocení obou množin
je globální množina pixelů). Kroky algoritmu jsou popsány v následující podkapitole.
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4.4.4 Algoritmus SampleMatch
Nejprve dochází k seřazení prohledávacího prostoru, odděleně pro F a B, čímž dojde k vy-
tvoření uspořádaných množin {F𝑖|𝑖 = 1, 2. . . , 𝑛𝑓} a {B𝑗 |𝑗 = 1, 2. . . , 𝑛𝑏}. Stojí za zmínku,
že každý vzorek obsahuje jak barvu, tak pozici v prostoru. Kritérium řazení nehraje příliš
velkou roli, autoři navrhují jednoduché řazení pomocí intenzity. Ilustrace hledání nejlepšího
páru podle ohodnocující funkce je vyobrazena na následujícím obrázku 4.6.
Obrázek 4.6: FB prohledávací prostor. Cílem je najít pro neznámý pixel pár s co nejmenší
hodnotou ohodnocující funkce [18].
Algoritmus PatchMatch udržuje pro každý neznámý pixel aktuální optimální ohodno-
cení a pár (F𝑖,B𝑗). Počáteční inicializace přiřazuje náhodný pár z FB prostoru. Po vytvo-
ření FB algoritmus iteruje mezi propagací a náhodnou procházkou (anglicky propagation
and random walk).
Propagace
Algoritmus udržuje pro každý neznámý pixel I(𝑥, 𝑦) vzdálenost k nejbližšímu pixelu popředí,
nejbližšímu pixelu pozadí, aktuální nejlepší pár (F𝑖,B𝑗) a ohodnocení zatím nejlepšího páru.
Cílem propagace je prohledání okolních pixelů v osmi-okolí. Myšlenka je taková, že pixely
blíže sobě budou mít přibližně podobné 𝛼 hodnoty. Má-li okolní pixel lepší pár, je velice
pravděpodobné, že aktuální pixel bude mít podobný pár. Nový pár je aktualizován, jen
pokud je ohodnocení menší (viz obrázek 4.7).
Náhodná procházka
Pro neznámý pixel I(𝑥, 𝑦) je vyzkoušeno několik náhodných pokusů v prohledávacím pro-
storu FB. Algoritmus začíná na pozici v množině a hledá v okolí, které se exponenciálně
zmenšuje. Nový pár je dán následující rovnicí:
(𝑖𝑘, 𝑗𝑘) = (𝑖, 𝑗) + 𝜔𝛽𝑘R𝑘, (4.11)
kde R𝑘 je uniformní náhodné číslo v rozsahu ⟨−1, 1⟩ × ⟨−1, 1⟩, 𝛽𝑘 je 𝑘-tý exponenciál
𝜔 = 0, 5 je velikost prohledávacího prostoru (typicky 𝜔 = 𝑚𝑖𝑛(‖F‖, ‖B‖)). Sekvence jde
od 𝑘 = 0, 1, 2 . . . 𝑛 dokud je 𝜔𝛽𝑘 větší než jedna. I v tomto případě je pro neznámý pixel
aktualizovaná hodnota právě tehdy, když nový pár produkuje menší ohodnocení. Proces
prohledávání je ilustrován na obrázku 4.8.
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Obrázek 4.7: Ukázka propagace. Nalevo je zobrazena mapa ohodnocení vypočtena pro
všechny pixely vzhledem k aktuálnímu neznámému pixelu. Velikost FB prohledávacího
prostoru je přibližně 4 000 bodů. Napravo je zobrazeno prohledávání okolí, ze kterého se
vybere pár s nejmenším ohodnocením.
Obrázek 4.8: Ilustrace náhodné procházky. Na obrázku je možné vidět exponenciální zmen-
šování poloměru. Po pár iteracích bylo nalezeno lokální minimum.
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Kapitola 5
Úprava barev obrazu
Nedílnou součástí úpravy fotografií je možnost úpravy barev. V případě vytvořené aplikace
je často nutné vyladit výslednou fotografii tak, aby byl výsledek co nejvíce věrohodný.
Základními operacemi jsou úpravy jasu, kontrastu a saturace. Předpokládá-li se, že hodnota
bodu obrazu p ve formátu (r,g,b,a,1) taková, že jednotlivé hodnoty jsou v rozsahu ⟨0, 1⟩,
pak je možné upravit barvu pomocí matice M následovně [22]:
̂︀𝑝 = 𝑝?˙? (5.1)
Matice jasu pouze posouvá barvy (operace translace). Výsledek by měl být ořezán do
povoleného intervalu. Hodnota 𝑏 ∈ ⟨0, 1⟩. Matice je zapsána následovně:
𝑀𝑏 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
𝑏 𝑏 𝑏 0 1
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒ (5.2)
Matice kontrastu reprezentuje změnu měřítka (anglicky scale). Dodatečná změna translace
posouvá výchozí barvu z černé do šedé. Hodnota 𝑐 ∈ ⟨0, 1⟩ stejně jako u předchozí matice.
Matice je formulována následovně:
𝑀𝑏 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
𝑐 0 0 0 0
0 𝑐 0 0 0
0 0 𝑐 0 0
0 0 0 1 0
𝑡 𝑡 𝑡 0 1
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒ (5.3)
𝑡 =
1− 𝑐
2
(5.4)
Matice saturace mění rozložení barev tak, aby při 𝑠 = 0 byl bod konvertován na černo-
bílý. Parametr 𝑠 je také v intervalu ⟨0, 1⟩. Matice je následující.
𝑀𝑠 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒
𝑠𝑟 + 𝑠 𝑠𝑟 𝑠𝑟 0 0
𝑠𝑔 𝑠𝑔 + 𝑠 𝑠𝑔 0 0
𝑠𝑏 𝑠𝑏 𝑠𝑏 + 𝑠 0 0
0 0 0 1 0
0 0 0 0 1
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒ (5.5)
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𝑠𝑟 = (1− 𝑠)𝑙𝑟 𝑠𝑔 = (1− 𝑠)𝑙𝑔 𝑠𝑏 = (1− 𝑠)𝑙𝑏 (5.6)
𝑙𝑟 = 0, 3086 𝑙𝑔 = 0, 6094 𝑙𝑏 = 0, 0820 (5.7)
nebo
𝑙𝑟 = 0, 2125 𝑙𝑔 = 0, 7154 𝑙𝑏 = 0, 0721. (5.8)
Výhodou maticového zápisu je možnost aplikace více operací nad jedním pixelem najed-
nou. Například při změně saturace, jasu a kontrastu zároveň, je možné nejdříve vynásobit
matice mezi sebou a až poté je aplikovat na pixely obrazu.
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Kapitola 6
Návrh optimalizací
I přesto, že jsou dnešní mobilní zařízení stále výkonnější, nemohou se vyrovnat stolním po-
čítačům. Z vlastní zkušenosti mohu potvrdit, že při přenesení stejné implementace v iden-
tickém jazyce z PC na smartphone střední třídy, je možné při zpracování obrazu očekávat
výrazné zpomalení, v tomto případě až desetkrát (A global sampling matting na starším
notebooku i5 DDR3 zpracovává obraz přibližně do jedné sekundy, zatímco stejná implemen-
tace na Nexus 5x trvá přibližně deset sekund). Hlavním důvodem může být pomalý přístup
do paměti a také znatelně menší vyrovnávací paměti. Je-li přistupováno do obrazu ná-
hodně, dochází k častějšímu výpadku vyrovnávací paměti. Z těchto důvodů navrhuji různé
optimalizační kroky, ať už jde o paralelizaci nebo zjednodušení problému na úkor kvality.
6.1 Možnosti optimalizací na CPU
Intuitivně je možné předpokládat, že rychlost algoritmu bude záviset na velikosti vstupních
obrazů (popředí, pozadí a trimap, výsledek výpočtu je maska – pozadí, trimapa a maska
mají stejnou velikost). V tomto projektu se předpokládá, že uživatel bude sdílet výtvory na
sociálních mediích. Nepředpokládá se, že autor bude chtít použít svá díla v marketingových
kampaních, na plakátech nebo billboardech. Není tedy nutné pracovat s původním rozliše-
ním, jelikož sociální media jako Facebook, twitter, google plus či 9gag obrázky vždy zmenší.
Typické rozlišení uvedených sociálních medií je uvedeno v Tabulce 2.1. V této práci jsem
se rozhodl pracovat pouze s obrázky přibližně do půl megapixelu.
6.1.1 Podvzorkování obrazu
Jelikož se předpokládá, že uživatelé mohou použít obrázek libovolné velikosti, je nutné, aby
obrázky nebyly načteny v původním rozlišení. API pro čtení obrázků na platformě Android
dovoluje čtení v polovičním, čtvrtinovém atd. rozlišení, přesněji 1
𝑘2
, kde k udává variantu
zmenšeného obrázku. Při čtení obrázku je použito největší 𝑘 tak, aby bylo rozlišení větší
než 400× 400 (šířka i délka musí být větší než 400 bodů).
6.1.2 Ořezání pomocí obalujícího obdélníka
Algoritmus A Global Sampling Matting využívá pouze informací pixelů z neznámé oblasti
a bodů ležících na hraně mezi známou a neznámou oblastí. Ostatní pixely nejsou použity.
První kroky algoritmu nejdříve hledají pixely na hraně a dále jsou zpracovávány pouze ne-
známé pixely. Propagace i náhodná procházka iterují přes všechny pixely obrazu a zajímají
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se pouze jen o ty, které leží v neznámé oblasti. Najde-li se obdélník obalující neznámou
oblast, může být použit na místě, kde dochází k iteraci přes všechny pixely. Došlo by tak
k ušetření čtení a iteračních kroků v závislosti na relativní velikosti neznámé oblasti vzhle-
dem k celému obrazu. Na obrázku 6.1 je možné vidět ořezání vstupní trimapy, došlo tak
k redukci až na více než 50 % pixelů.
Obrázek 6.1: Původní trimapa (vlevo) o velikosti 800 × 646 (516800 pixelů) byla ořezána
pomocí obalového obdélníku na 444× 613 (272 172) (vpravo). Úspora až 52 % pixelů.
Algoritmus nalezení obalového obdélníka využívá pouze trimapu. Obalující obdélník r
je definován jako r = (𝑡, 𝑟, 𝑏, 𝑙), kde 𝑡 je pozice horní hrany, 𝑟 pozice zprava, 𝑏 pozice dolní
hrany a pozice levé hrany je 𝑙. Algoritmus je následující:
1. Nastav 𝑡 na výšku obrazu, 𝑙 na šířku, 𝑏 a 𝑙 na 0.
2. Pro každý pixel 𝑝𝑖 na pozici (𝑥, 𝑦) patřící popředí nebo neznámé oblasti, proveď:
(a) Je-li 𝑥 < 𝑙, nastav 𝑙 = 𝑥
(b) Je-li 𝑥 > 𝑟, nastav 𝑟 = 𝑥
(c) Je-li 𝑦 < 𝑡, nastav 𝑡 = 𝑦
(d) Je-li 𝑦 > 𝑏, nastav 𝑏 = 𝑦
6.1.3 Expanze známých regionů
Velikost neznámé oblasti má značný vliv na výkonnost algoritmu. V ideálním případě by
měla neznámá oblast pokrývat jen místa, kde dochází k prolnutí popředí a pozadí. Jinak
řečeno, neznámá oblast by měla být v nejlepším případě tam, kde je výsledná hodnota mezi
nulou a jedničkou. Poněvadž v této práci předpokládám, že uživatel naznačí neznámou
oblast pouze hrubě, dá se očekávat, že region bude výrazně větší, než je potřeba. Dále také
předpokládám, že pixely blíže barvě mohou být podobné, a tudíž by se mohla neznámá
oblast trimapy zmenšit.
Navrhuji algoritmus, který pro každý neznámý pixel prohledá okolí. Nalezne-li pixel ze
známé oblasti, jež má podobnou barvu (vzdálenost v RGB prostoru menší než 5), nahradí
tento pixel za popředí čí pozadí v závislosti na známém bodu. Algoritmus vybírá z okolí
bod, který je barevně nejblíže danému pixelu.
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1. Pro každý neznámý pixel 𝑝 na pozici (𝑥, 𝑦) proveď:
(a) Nastav nejlepší vzdálenost 𝑐 na nekonečno
(b) Nastav štítek (popředí, pozadí, neznámý) nejlepšího pixelu na neznámý
(c) Pro každý pixel ̃︀𝑝 v okolí pixelu 𝑝 vzdálený maximálně 𝑘 = 10, proveď:
i. Nepatří-li pixel do známé oblasti, pokračuj dalším pixelem ̃︀𝑝
ii. Porovnej vzdálenost v RGB prostoru ‖𝑝 − ̃︀𝑝‖ < 𝑚𝑎𝑥, je-li vzdálenost větší
nebo rovna, pokračuj dalším pixelem ̃︀𝑝
iii. Je-li ‖𝑝− ̃︀𝑝‖ < 𝑐, nastav 𝑐 = ‖𝑝− ̃︀𝑝‖, nastav štítek dle ̃︀𝑝
Výsledkem je nová trimapa v niž byly rozšířeny známé oblasti. Algoritmus je možné
použít vícekrát nad jednou trimapou. Pro zachování hladkosti neznámé oblasti je možné
nad trimapou použít operace eroze.
6.2 Možnosti paralelizace na GPU
Algoritmus, ze kterého vycházím, jsem zvolil především pro jeho jednoduchost a také pro
jeho potenciál k možné paralelizaci na GPU. Všechny kroky algoritmu mohou být plně
akcelerovány a to následovně:
Vytvoření globální množiny pixelů
Tato množina je tvořena pouze z pixelů ležících na hraně mezi známou a neznámou oblastí.
Krok zkoumá každý pixel obrazu. Pokud je pixel ve známé oblasti a zároveň v jeho čtyř
okolí existuje neznámý pixel, je tento bod považován za hraniční a je přidán do globální
množiny. Nabízí se zde možnost paralelizace, kde implementace tohoto kroku představuje
jeden kernel. Dimenze problému reflektuje velikost obrazu (2D). Každému vláknu je při-
řazena jedna (𝑥, 𝑦) pozice. Zasahuje-li pozice mimo obraz, nebo odpovídá-li neznámému
pixelu, dojde k ukončení vlákna. Ostatní vlákna (kterým byl přiřazen známý pixel) pouze
prohledají okolí a testují existenci neznámého pixelu. Je-li pixel hraniční, musí dojít k syn-
chronizaci mezi vlákny, například pomocí atomického čítače. Čítač udržuje aktuální počet
prvků v množině.
Přidání náhodných bodů
I tato operace by mohla být pouze jeden kernel, který může být spuštěn jen tehdy, po-
kud první krok již doběhl. Každé vlákno vygeneruje náhodnou pozici (na GPU pseudo-
náhodnou, bude popsáno níže) a zkontroluje, zda je na známé pozici, a poté přidá pixel
do globální množiny, avšak jen tehdy, pokud není překročena maximální povolená velikost.
Opět je možné využít atomických čítačů.
Generování náhodných čísel na GPU je problematické. Většinou nejsou k dispozici vesta-
věné funkce pro generování uniformního rozložení. Je možné použít generátor šumu vracející
pseudonáhodná čísla následovně [25]:
𝑟(𝑥, 𝑦) = 𝑓𝑟𝑎𝑐𝑡(𝑠𝑖𝑛(𝑚𝑜𝑑((𝑥, 𝑦)× (𝑎, 𝑏), 𝜋)) · 𝑐) (6.1)
𝑎 = 12, 9898, 𝑏 = 78, 233, 𝑐 = 43758, 5453, (6.2)
kde 𝑥, 𝑦 představují globální pozici vlákna. Funkce generuje vždy stejný výstup, což v této
práci není problém. Výsledná aplikace používá obraz z kamery, která dodává vlastní šum,
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dále je velice nepravděpodobné, aby uživatel vyfotografoval obrázek ze stejné pozice. V tomto
případě postačí takto definovaná šumová funkce.
Inicializace vzorků pro každý neznámý pixel
Krok může být opět jeden kernel, který je možné spustit pouze v případě, že jsou předchozí
kroky dokončeny. Vlákno operuje pouze nad neznámým pixelem. Vlákno nejdříve vyhledá
nejbližší vzdálenost od přiřazeného bodu k hranici patřící popředí a pozadí (měřeno Eu-
klidovskou vzdáleností). Následně přiřadí náhodný bod z globální množiny pro popředí a
pozadí. Náhodná čísla jsou generována stejně jako v předchozím kroku. Ohodnocení páru
je nastaveno na nekonečno. Hodnota 𝛼 je nastavena na nulu.
Iterace přes propagaci a náhodnou procházku
Jeden krok propagace a náhodné procházky je jeden společný kernel. Aplikace musí iterovat
spouštění tohoto kernelu. Další iterace může být spuštěna, jen pokud je předchozí iterace
dokončena, jelikož propagace a náhodná procházka aktualizuje vzorky pro neznámé pixely.
Každé vlákno zpracovává pouze jeden neznámý pixel.
Aktualizace masky
V tomto bodě již algoritmus nalezl nejvíce vyhovující pár (pixel popředí a pozadí z globální
množiny) pro neznámý pixel. Maska je aktualizována pro všechny pixely a to následovně:
𝛼(𝑥, 𝑦) =
⎧⎪⎨⎪⎩
1 𝑡𝑟𝑖𝑚𝑎𝑝(𝑥, 𝑦) = 1
0 𝑡𝑟𝑖𝑚𝑎𝑝(𝑥, 𝑦) = 0̃︀𝛼(𝑥, 𝑦) (6.3)
kde ̃︀𝛼 je aktuální hodnota vypočtená algoritmem SampleMatch (propagace, náhodná pro-
cházka). Všechny kroky/kernely mohou být spuštěny jen pokud byl předchozí krok dokon-
čen.
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Kapitola 7
Aplikace pro systém Android
V dnešní době často vídáme zejména mladé lidi (avšak nejen ty) zaneprázdněné svými chyt-
rými telefony. Nezáleží na tom, zda jsou zrovna ve vlaku, tramvaji, kavárně nebo restauraci.
Své telefony používají pořád. Postupně si zvykají používat telefon jako multifukční zařízení
k poslechu hudby, přehráváni filmů, surfování po internetu, ba dokonce i k placení. Výjim-
kou není ani kamera nahrazující kompaktní fotoaparáty. Zařízení je relativně výkonné a je
majiteli vždy po ruce.
V prvních kapitolách bylo zmíněno, že je aplikace zaměřena na lidi, kteří nevlastní drahý
grafický software a spoléhá se na to, že kompozice (především ty vtipné) budou vytvářeny
spontánně. Z toho jsem usoudil, že právě chytré telefony a tablety budou tou nejvhodnější
platformou. Aplikace je tedy designována s ohledem na jejich uživatele.
Rozhodl jsem se zaměřit na platformu Android, jelikož podle Gartner [41] jde o nejroz-
šířenější platformu s podílem 84 % na trhu (v třetím čtvrtletí 2015). Dalším významným
hráčem je iOS s podílem 13 %.
Při návrhu aplikace jsem vycházel ze základních požadavků (jednoduchost, rychlost
vytváření kvalitní kompozice). Zároveň jsem se rozhodl zaměřit na první cestu (popsána
v úvodní kapitole – uživatel fotí již do připravené scény). Hned na počátku vyvstalo několik
otázek. Některé otázky jsou zásadní a mohou výrazně ovlivnit složitost a cenu vývoje (cenou
se rozumí čas). Jsou to například:
• Jakým způsobem bude uživatel fotit do připravené scény?
• Musí být náhled kompozice při focení v reálném čase?
• Jaký způsob extrakce zvolit, aby vyžadoval minimum vstupu a byl intuitivní?
• Jak uživatelům vysvětlit ovládání aplikace?
• Jak aplikaci zprostředkovat uživatelům, i když není dokončená?
• Musí být všechno počítáno nativně na zařízení nebo stačí odesílat fotografie na server,
který obstará vše potřebné?
Například uživatel vybere fotografii trůnu a má v úmyslu vytvořit fotografii, kde na
tomto trůnu sedí. Ihned by rád viděl výsledek (v reálném čase – jak se projevuje snímání
scény do vybraného pozadí). Je toto řešení opravdu nutné a řeší základní potřebu uživa-
tele? Nestačilo by zobrazit obrázek průhledně a výsledek dotvořit až po vyfocení scény?
Jelikož nebyla přesně daná cesta, rozhodl jsem se vytvořit prototyp, který by ověřil mé
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představy, určil cestu, kterou se vydat a napomohl mi získat zpětnou vazbu, s jejíž pomocí
by bylo možné prioritizovat požadavky. Nyní aplikace překročila fázi prototypu a stal se
z ní minimální produkt (MVP).
7.1 Agilní vývoj – minimální produkt
Podle autora knihy Lean Startup [34] by měl být při vývoji softwaru kladen největší důraz
na to, jaký problém software řeší a jakým způsobem ho pomáhá vyřešit. Existuje mnoho
cest, kterými je možné problém vyřešit. Proto by se měl vývoj soustředit na výběr vhodné
cesty a na to, jak cesta zapadá do uživatelova problému.
Kniha doporučuje jít takzvaně co nejdříve s kůží na trh, zvalidovat myšlenky, poučit
se z nich a zapracovat nové myšlenky do produktu. Autor uvádí, že tímto způsobem je
minimalizována rizikovost projektu (strana 81. [34]). Především je investováno do oblastí
s největší prioritou. Již od začátku by se měl projekt zaměřit na co nejmenší a nejdůležitější
množinu funkcionality (minimální produkt). Nemusí jít o finální produkt, spíše jde o verzi,
která uživateli ukazuje hlavní myšlenku a způsob řešení jeho problému.
Minimální produkt nemusí být k dispozici hned celé cílové skupině. MPV (minimal
viable product) se doporučuje nabízet menší skupině, která jeví větší zájem a je ochotna
podávat zpětnou vazbu a tolerovat menší nedostatky i chybějící funkcionalitu. Jde o skupinu
inovátorů (v angličtině označovaná jako inovators nebo early adopters). [20]
Zpočátku jsem se zaměřil na co nejjednodušší scénář. Cílem bylo implementovat MVP,
který pokryje uživatelův průchod aplikací (od výběru pozadí až po sdílení skrze sociální
media). Každý krok byl zprvu velice jednoduchý, k rozšíření dle potřeb uživatelů docházelo
až později. Kroky jsou následující:
Uživatel vybere fotografii pozadí
K dispozici má standardní dialog výběrů fotografií. V pozdějších verzích byla přidána mož-
nost výběru i z předdefinovaných fotografií (obrázek 7.1).
Obrázek 7.1: První krok aplikace je výběr pozadí. Uživatel má možnost výběru z předpři-
pravených obrázků, stejně tak může vybrat obrázek z galerie.
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Uživatel naaranžuje scénu a vyfotí
Práce je ze zadání zaměřena rozšířenou realitu. Nicméně v této fázi prototypu rozšířená
realita uživateli neřeší základní problém (vytvoření kompozice). V prvních verzích MVP je
rozšířená realita potlačena a prvek je nahrazen poloprůhledným pozadím (vše po domluvě
s vedoucím). Uživatel pak vidí scénu i pozadí zároveň (viz obrázek 7.2) a může si tak
snadno připravit celou scénu. V pozdějších verzích byla přidána možnost volby intenzity
průhlednosti obrázku. Zvolené řešení se nyní jeví jako dostačující.
Obrázek 7.2: V této fázi uživatel vidí aktuální scénu společně s vybraným pozadím. Je zde
možnost směny průhlednosti fotografie a to přejetím po obrázku. Dále může uživatel změnit
kameru ze zadní na přední a naopak. Nechybí ani možnost výběru jiného pozadí.
Extrakce objektu zájmu
Po zachycení scény musí uživatel dodat informace o obrazu, které dopomohou k vytvoření
alfa masky. Existuje více řešení, například scribble [26] (uživatel označí popředí a pozadí
pouze tahem prstu – křivkou), trimap nebo pouze jen označení jednoho pixelu. Zvolil jsem
metodu trimapy. Uživatel musí obkroužit objekt po jeho hraně, viz obrázek 7.3. Tím dojde
k inicializaci trimapy. Vnější oblast je označena za pozadí, vnitřní oblast za popředí a plocha
pod křivkou za neznámou oblast.
Ihned po inicializaci trimapy je vypočten výsledek. Zde jsem měl k dispozici dvě varianty:
• Odeslat fotografii, pozadí a trimapu na server, který vypočítá výsledek — tato va-
rianta by vyžadovala implementaci serveru. Byl by potřeba i hosting. Výhodou této
varianty je schopnost ladit parametry algoritmů, ale také změna algoritmů bez zásahu
do aplikace. Odpadla by také závislost na platformě Android a bylo by možné pou-
žít knihovny, které na Androidu používat nelze (např.: OpenCV, OpenCL, CUDA).
Jelikož by výpočetně náročná úloha byla přesunuta na server, byl by ušetřen výkon i
paměť zařízení. Nevýhodou je implementace serveru a jeho obsluhy. Největší nevýho-
dou je nutnost neustálého připojení aplikace k internetu a vysoký datový přenos (tří
obrázků při každé úpravě — popředí, pozadí a trimap).
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Obrázek 7.3: Inicializace trimapy. Uživatel pouze obkrouží objekt zájmu.
• Vypočíst výsledek lokálně — tato metoda se jevila jako nejlepší. Zvolil jsem algo-
ritmus A Global sampling matting [18], který je relativně rychlý a jednoduchý na
implementaci. Za určitých okolností nemusí být výsledek kvalitní. Nicméně jednodu-
chost může také ověřit předpoklad, jestli mají uživatelé zájem o kvalitní výsledky,
nebo je více zajímá rychlost. Za cíl jsem si určil, aby výpočet netrval déle než 20s
(nyní přibližně 4s). Maximální čas, který je uživatel ochoten čekat bude předmětem
pozdějšího zkoumání. Náhled kroku je na následujícím obrázku 7.4.
Úprava trimapy
Nepovinný krok. Uživatel má možnost trimapu dotvořit pomocí rozličných štětců (popředí,
pozadí, neznámá oblast), viz obrázek 7.4. V pozdějších verzích byl přidán chytrý štětec
smudge, který kreslí popředí, pozadí a neznámou oblast v závislosti na místě, ze kterého
bylo kreslení inicializováno. Tento stav dovoluje i přiblížení obrázku pro lepší kontrolu
výsledku. Uživatel se tak může zaměřit na problematická místa.
Úprava barvy
Nedílnou součástí uvěřitelné kompozice je úprava barvy. Aplikace nabízí editaci světlosti a
saturace. Posledním krokem je uložení či nasdílení výsledku.
Minimální produkt slouží také k doladění chování hlavních prvků a k eliminaci pádů apli-
kace. V tomto případě se jedná o zacházení s kamerou, které bylo zdrojem většiny pádů.
Na platformě Android existují standardní cesty, jak pomocí jiné aplikace pořídit fotografii.
Jelikož aplikace musí uživateli ukázat obrázek přes náhled kamery, nemohla být zmiňo-
vaná cesta použita. Namísto toho bylo použito API pro práci s kamerou. Systém Android je
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Obrázek 7.4: Ilustrace úpravy trimapy. Uživatel má na výběr z automatického štětce, který
zvolí popředí, pozadí čí neznámou oblast na základe počátku, dále je zde možnost označit
pouze jeden z regionů (popředí, pozadí a neznámou oblast).
využíván pro zařízení s velmi rozmanitým hardwarovým vybavením (oproti iOS), proto je
velice obtížné s API pracovat. Někteří výrobci ignorují standardní chování definované An-
droidem. Pro jiná zařízení (z vlastní zkušenosti Moto G, Nexus 5x, LG G3, Sony Ericsson
Xperia) jsou charakteristické drobné nuance. Ačkoli jsem vycházel z příkladů publikovaných
Googlem [9], zjistil jsem, že i tyto příklady na některých platformách nefungují optimálně
(náhled otočen o 180∘, chybná rotace zachycené fotografie). Chyby jsem nahlásil (viz [36])
a nyní čekají na standardní proces schválení.
Následuje výčet některých důležitých novinek, které byly přidány v dalších verzích a
rozšiřují minimální produkt. Nové funkce vznikly na základě zpětné vazby uživatelů:
• Uživatel má možnost při výběru pozadí volit z předdefinovaných obrázků nebo může
vybrat obrázky z galerie (šlo o často kladený dotaz). Uživatelé chtěli vyzkoušet nově
přidanou funkcionalitu, jen neměli k dispozici hezké pozadí. Novinku jsem přidal,
abych prvním uživatelům usnadnil práci při testování aplikace.
• Smudge – chytrý štětec pro úpravu trimapy. Pro uživatele bylo velice zdlouhavé měnit
štětce při úpravě. Štětec tak automaticky rozhodne, jaký nástroj použít, a to podle
místa, ze kterého se vychází.
• Aplikace je zobrazena přes celou obrazovku.
• Vynucený výběr pozadí – v prvních verzích prototypu se při zapnutí aplikace zobrazil
náhled kamery a pár ovládacích prvků. Ze zpětné vazby uživatelů vyplynulo, že lo-
gickým krokem je výběr pozadí. Výběr pozadí by tak mohl být vyžadován ihned při
spuštění.
• Automatický výpočet po inicializaci trimapy – původně u kroku inicializace trimapy
nedocházelo k výpočtu výsledku. Uživatel musel kliknout na tlačítko, které vyvolalo
výpočet. Ze zpětné vazby vyplynulo, že tento krok je zbytečný a může být proveden
ihned po inicializaci trimapy, jelikož jde o logicky následující krok.
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• Zoom při editaci trimapy – u některých menších objektů bylo obtížné editovat detaily
trimapy. Nyní je možné přiblížit obrázek a trimapu upravit.
• Zrychlení výpočtu pomocí optimalizací.
• Automatická expanze trimap.
• Úprava barev.
• Úvodní tutoriál (viz obrázek 7.5).
• Nápověda.
• Redesign.
• Doladěno mnoho nuancí, ovládání kamery a ukládání fotografií.
Obrázek 7.5: Úvodní představení aplikace při prvním spuštení ve stylu Google aplikací.
Předposlední obrázek slouží i jako nápověda.
7.2 Výsledky z aplikace
Na následující sérii obrázků je možné vidět výstupy aplikace. Jsou zde zobrazena pro-
blematická místa jako vlasy (obrázek 7.6), členité pozadí (obrázek 7.9), díry v objektech
(obrázek 7.8). Druhý obrázek 7.6 vytvořil účastník konference CESCG, výsledek je kvalitní
i s takto kudrnatými vlasy. Na prvním obrázku 7.7 je možné vidět přizpůsobení ramene
herce tak, aby bylo v popředí. Efektu bylo dosaženo pečlivou úpravou trimapy.
7.3 Developerská konsole Google Play
Android aplikace jsou distribuovány pomocí obchodu Google Play. Pokud vývojář (nebo
firma) uvažuje o publikování aplikace pomocí této služby, musí vlastnit developerský účet.
Google si účtuje přibližně 50 dolarů za registraci. Vývojáři je poté k dispozici tzv. Developer
Console, do které nahrává aplikaci. Vše ostatní, jako například distribuci nebo aktualizace,
řeší Google.
Nástroj nabízí informace a statistiky o počtu instalací (nebo odinstalování) v čase,
o instalacích podle zařízení a verzí systému, statistiky o hodnoceních, optimalizační rady,
přehled pádů, zprávy uživatelů, postupné vydávání, alfa a beta testování.
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Obrázek 7.6: Obrázek z Google Play vlevo a z konference CESCG vpravo.
Obrázek 7.7: Koláže s Hugh Jackmanem.
Obrázek 7.8: Ukázka editace děr.
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Obrázek 7.9: Ukázka netriviálního pozadí. Za povšimnutí stojí oblast se stejnou barvou
pozadí (za uchem) jako barva popředí (triko).
7.3.1 Alfa a beta fáze — postupné vydávání
Google na konferenci I/O 2015 představil nové funkce developerské konzole. Jednou z no-
vinek bylo postupné vydávání aplikací. Vývojáři budou moci vydávat své aplikace ve více
fázích [12].
1. Alfa – určeno pro malou skupinu uživatelů. Má dvě varianty:
(a) Uzavřená – aplikace bude dostupná pouze uzavřené komunitě. Komunita je vy-
tvořena dle seznamu emailových adres.
(b) Otevřená – aplikace není veřejně dohledatelná, ale je možné ji nainstalovat,
pokud uživatel navštíví speciálně vygenerovanou URL adresu. Počet uživatelů
v otevřené alfě může být omezen.
2. Beta – určeno pro další verze produktu a širší skupinu uživatelů. Opět je zde k dis-
pozici mód uzavřeného nebo otevřeného beta testování.
3. Produkce – aplikace je veřejná a dohledatelná přes Google play.
Uživatelé aplikace v alfa nebo beta fázi nemohou aplikaci hodnotit hvězdičkami nebo
psát hodnocení. Google nabízí pro tyto dvě neprodukční fáze Cloud Test Lab. Služba otestuje
aplikaci na fyzických zařízeních a odešle vývojáři protokol (včetně obrázků) o tom, jak si
aplikace vedla. Nyní je tato služba dostupná pouze pro uzavřený okruh lidí, avšak Google
ji plánuje rozšířit zdarma všem.
Další vítanou funkcionalitou je postupné vydávání, tzv. staged rollouts. Funkcionalita
zajistí, že nové verze aplikace nebudou uvolňovány ihned na všechna zařízení, avšak zpří-
stupní se postupně určitému procentu uživatelů, které se bude postupem času navyšovat.
Tento způsob vydávání dokáže odhalit základní problémy již na malém vzorku uživatelů.
Také může sloužit k ověření nově zavedené funkcionality. Po určité době je možné nově
vydanou verzi zrušit nebo ji uvolnit zbytku komunity.
V projektu jsem využil možnosti alfa testování. Odkaz jsem rozšířil pouze mezi přátele,
se kterými prodiskutovávám jednotlivé změny a zaznamenávám jejich poznatky. Cílem alfa
testování bylo eliminovat pády a zlepšit chod aplikace (např.: nuance v chování kamery).
Do alfa testování je možné se připojit na této adrese https://goo.gl/WfcIJy.
Alfa verze aplikace byla nainstalována na více než 12 zařízeních. Zaznamenal jsem více
než 10 pádů aplikace (po aktualizaci na verzi 1.0.2 nebyl zaznamenán žádný pád).
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7.3.2 Varianty a typy aplikace
Mnou vytvořená aplikace může být zkompilována do dvou typů a to vydávací (release) a
ladící (debug). Každý typ je dále opatřen variantou (anglicky flavor) a to buď produkční
(production), nebo alpha. Existují tedy čtyři možné varianty sestavení:
1. Alpha / debug
2. Alpha / release
3. Production / debug
4. Production / release
Alpha sestavení obsahuje nové funkcionality, které je třeba ověřit či otestovat. Podepsaná
aplikace je použita v Google Play jen pro Alpha kanál. Je-li alpha verze úspěšná, všechny
její novinky jsou převedeny do produkční verze. Produkční verze je publikována veřejně na
Google Play — ViralCam.
Rozdíl mezi debug a release je pouze v použití optimalizačních technik. Debug typ
obsahuje všechny popisy symbolů k ladění aplikace. Release typ nedovoluje ladění a na-
víc optimalizuje kód. Pro lepší orientaci je každá varianta opatřena vlastní ikonkou (viz
obrázek 7.10).
(a) Debug (b) Alfa (c) Produkce
Obrázek 7.10: Sestavení obsahující debug má první ikonu. Sestavení obsahující alpha je
vybaveno druhou ikonou. Produkční aplikace je vybavena ikonou poslední.
Dalším malým rozdílem je logování Web Analytics, ke kterému nedochází v ladícím
módu. Tohoto chování lze dosáhnout pomocí
i f ( Constants .BUILD_TYPE == Constants . BuildType . Debug)
GoogleAnalyt ics . g e t In s tance (mContext ) . setDryRun ( t rue ) ;
7.4 Web Analytics
V aplikaci využívám služby Web Analytics [8]. Přestože je služba oblíbená převážné pro
webové aplikace, lze jí využíti pro mobilní zařízení. Web Analytics je pilíř k získání ano-
nymních informací o chování uživatelů v aplikaci. Je čistě na vývojáři, jaké události chce
sledovat. Aplikace používá jednoduchý model kategorie, akce, štítek, hodnota (hodnota je
vždy 1). Kategorie jsou následující:
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• Action – jak název napovídá, je použita v případě vyvolání určité události. Například
výměna kamery, vyfocení fotografie, výběr pozadí, sdílení obrázku, výměna popředí
a pozadí, vyvolání nápovědy, odeslání zpětné vazby a editace trimapy.
• State – je použit pro zachycení stavu aplikace. Například, jaká byla orientace telefonu
při zachycení fotografie.
• Timing – kategorie schraňuje časově závislé události. Příklad: jak dlouho trvá výpočet
alpha masky.
Každá logovaná událost může být opatřena štítkem a to:
• Prohození kamery – možné štítky jsou UseRearCamera, UseFrontCamera. Štítek do-
dává informaci o tom, která kamera byla vyměněna za jinou. Například UseRear-
Camera vypovídá, že před změnou byla použita přední kamera a nyní bude použita
kamera zadní.
• Vyfocení fotografie — štítky jsou UsingRearCamera, UsingFrontCamera. Stejně jako
v předchozím případě je akce rozšířena o informaci, jaká byla použita kamera k za-
chycení fotografie.
• Výběr pozadí — možnosti jsou PredefinedBackground, CustomBackground. U výběru
pozadí mě především zajímá, zda uživatelé preferují předdefinované pozadí nebo spíše
své vlastní. Pro aplikaci je důležité, aby byli uživatelé kreativní. Výběr předdefinova-
ného pozadí značí spíše testování aplikace. Mnohem cennější pro aplikaci je použití
vlastního pozadí.
• Pořízení fotografie — varianty LandscapeMode, PortraitMode. Dodává informaci o tom,
jak byl při focení otočen telefon – zda na výšku či na šířku.
Nejpodstatnější pro aplikaci jsou události výběru vlastního pozadí a sdílení výsledku.
Sdílení je možné považovat za hlavní cíl aplikace a patří mezi nejdůležitější konverze. Logo-
vaní těchto akcí je provedeno na vhodném místě aplikace. S uvedeným modelem je možné
odpovědět na otázky:
• Kolik fotografií bylo sdíleno všemi uživateli?
• Používají uživatelé více předdefinovaná pozadí nebo vlastní? A kolik procent to je?
• Kolik bylo za dobu života aplikace pořízeno fotografií?
• Používá se tlačítko nápovědy?
• Je více používána přední nebo zadní kamera?
• Fotí uživatelé na šířku nebo na výšku?
• Kolik nových uživatelů aplikace má za poslední období?
• V průměru, jak dlouho uživatelé používají aplikaci?
• Kolik aktivit navštíví uživatel?
• Odkud jsou uživatelé? Kde se aplikace nejvíce stahuje? Co je zdroj stahovaní – Google
Play, nebo Google vyhledávač?
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• Jaké jsou demografické údaje uživatelů.
Všechny informace jsou dostupné v přehledném webovém rozhraní s tabulkami a grafy.
Google Analytics také uchovává informace o pádech aplikace. Zajímavou funkcionalitou
je i možnost prohlédnout si typický průchod aplikací nebo anonymizovaná data jednoho
uživatele (posloupnosti akcí).
7.5 Android Native Development Kit
Hlavním programovacím jazykem na platformě Android je Java. Java kód je kompilován do
byte kódu. Při spuštění aplikace dochází k interpretaci byte kódu pomocí ART (Android
runtime, neboli Dalvik) [10]. Většina aplikací si vystačí s tímto systémem, avšak systémy
zpracovávající obraz, fyziku her nebo zpracování signálu, které musí být co nejrychlejší,
potřebují jiný systém.
Android tento problém vyřešil představením Native Development Kit (NDK). Nástroj
dovoluje implementovat části algoritmu v C nebo C++. Kompilátor dovoluje optimalizovat
kód pro určité platformy jako je například arm7, arm8, x86-32. Zkompilované části jsou
pouštěny nativně na CPU zařízení. Vzhledem k typu problému, který v práci řeším, jsem
se rozhodl využít tohoto rozhraní.
NDK podporuje standardní C++11 společně se standardní knihovnou STD. Knihovnu
je možné přilinkovat více způsoby. Jako nejbezpečnější jsem shledal přibalení statické gnustl
(v build.gradle souboru stl "gnustl_static"). V produkční verzi využívám optimali-
zací O3 a uvolněnou normu čísel v plovoucí řádové čárce.
Vedlejší výhodou může být možnost snadného importu existujících knihoven imple-
mentovaných v C/C++, což přispívá k možnosti opakovaného užití. V mém případě jsem
algoritmus A Global Sampling Matting nejdříve implementoval jako konzolovou aplikaci pro
PC. Přenesení zdrojových kódů bylo snadné, jelikož jsem užíval pouze standardní knihovnu.
Jednou z velkých nevýhod NDK je slabá podpora vývojového prostředí Android Studio.
I v době psaní textu je tato funkcionalita stále pouze experimentální. Neustále dochází ke
změnám, kterým jsem se musel několikrát během posledního roku přizpůsobovat.
7.6 OpenGL ES 3.1 Compute shader
V kapitole 6.2 byla popsána možnost paralelizace algoritmu A Global Sampling Matting
s využitím GPU. V případě desktopové aplikace by se jednalo o relativně snadný úkol.
Je na výběr z OpenCL, CUDA, Vulkan nebo OpenGL Compute Shader. Na platformě
Android žádná taková technologie neexistuje. Je pravda, že existuje pár zařízení, jako na-
příklad Nexus 5 [42], které podporují OpenCL, avšak Google se rozhodl tuto technologie
nepodporovat. Nová zařízení již nejsou vybavena touto technologií.
Google však představil nový způsob paralelizace s nástrojem RenderScript [11]. Hlavní
úskalí vidím v nutnosti učit se novou knihovnu a paradigma a dále v tom, že programátor
nemá kontrolu nad tím, zda bude jeho kód paralelizován na GPU nebo zda bude rozdělen
mezi jednotlivá jádra procesoru.
Verze Android 5.0 (Lollipop) přinesla mimo jiné i novou verzi OpenGL ES 3.1, která
je vybavena compute shadery [23]. Nutno podotknout, že zařízení s verzí Androidu 5.0 a
více, může, ale nemusí podporovat OpenGL ES 3.1 i compute shadery. Compute shadery
dovolují použít GPU pro obecné výpočetní úkony. Compute shadery se píší standardním
jazykem GLSL ES a mohou sdílet data s grafickým řetězcem [23].
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7.7 Spuštění compute shaderu pomocí fragmentu
Compute shadery mohou být spuštěny jen tehdy, pokud aplikace vytvoří tzv. GL kontext.
Ten je možné na platformě Android získat pouze implementací GLSurfaceView a jeho
GLSurfaceView.Renderer. Zmíněné chování je pro mou aplikaci nepříjemné, jelikož je stále
pevně svázáno s grafickým řetězcem. Dokážu si přestavit aplikace, které vyžadují akceleraci
na GPU, aniž by potřebovaly reálně vykreslovat na obrazovku (například řazení velkých
polí, násobení matic, detekce objektů v obraze atd.). I tak je možné toto chování obejít.
Postačí, pokud je GLSurfaceView na obrazovce (nemusí být viditelné) a jeho velikost může
být i 1× 1 pixel.
Chce-li programátor vytvořit API, aniž by věděl, zda se zvolí CPU nebo GPU imple-
mentace, musí učinit několik kroků. Nejdříve musí zadat parametry do GLSurfaceView,
které je předá dále do GLSurfaceView.Renderer. Renderer obsahuje metodu, která je vo-
lána ihned, jakmile je možné vykreslit nový snímek. Jelikož není třeba nic vykreslovat,
metoda jen čeká na vstupní parametry. Ihned poté, co jsou parametry uloženy, renderovací
smyčka je vyzvedne a spustí compute shader. Po skončení výpočtu compute shaderu jsou
předány výsledky přes tzv. callback (ComputeShaderResultCallback). Je nutné si uvědo-
mit, že GLSurfaceView.Renderer operuje v jiném vlákně aplikace. Callback pouze předá
data z jednoho vlákna do druhého. Neměl by tedy provádět výpočetně náročné operace.
Z důvodů opětovného použití a jednoduchosti použití jsem vytvořil fragment
ComputeShaderFragment, který implementuje view i renderer. Programátor musí pouze do-
dat implementaci shaderu (kompilaci, inicializaci a spuštění). Protože je postup kompilace
vždy stejný, vytvořil jsem pomocnou třídu ShaderHelper, které stačí dodat pouze zdrojový
kód. Třída také obsahuje další pomocné metody, například kontrolu chyb a převodu chybo-
vých kódů na text. ComputeShaderFragment smí být umístěn kdekoli v rozložení aktivity.
Chce-li programátor zavolat compute shader, musí nejdříve vytvořit parametry, které předá
fragmentu společně s implementaci ComputeShaderResultCallback.
7.8 Prototypy v konzolových aplikacích
V raných fázích projektu jsem se snažil vyzkoušet některé algoritmy. Ty jsem implementoval
na PC, abych si ověřil jejich kvalitu a časové náročnosti. Jedním z prvních byl algoritmus
odečítání pozadí představený v kapitole 4.1.
Pro tento případ jsem využil programovacího jazyka Python a knihovny numpy, scipy
a OpenCV. Konsolovou aplikaci je možné najít v přiložených souborech na DVD. Script
pouze načte dva obrázky, jež jsou následně zarovnány s využitím OpenCV (funkce
findTransformECC). Zarovnané obrázky jsou poté odečteny. Volitelným krokem jsou apli-
kace rozmazání, eroze a dilatace.
Další konzolovou aplikací je implementace Global Sampling Matting a Learning-based
digital matting. Druhý algoritmus, z důvodu zachování jednoduchosti, není v tomto textu
podrobně analyzován, přestože jsem jej implementoval v konzolové aplikaci. Zájemci mohou
nahlédnout do referencí nebo do implementace. Základem algoritmu je výpočet nelineárních
rovnic nad velkými řídkými maticemi. K těmto výpočtům jsem využil knihovnu Eigen [14].
Knihovna poskytuje jednoduché API pro práci s vektory a maticemi. Celá funkcionalita
Knihovny Eigen je implementována v hlavičkových souborech, což dělá knihovnu velice
snadno přenositelnou. Jednoduché manipulace s obrazem jsou provedeny pomocí knihovny
OpenCV.
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Kapitola 8
Měření kvality a rychlosti
implementace
K měření kvality a rychlosti jsem se rozhodl použít standardní dataset [33], dostupný na
alphamatting. com . Dataset je vybaven dvaceti sedmi obrázky s opravdovou alfa maskou
a dvěma verzemi trimap. Obrázky zachycují téměř všechna problematická místa mattingu,
jako například tenké vlasy, poloprůhledné objekty, členité povrchy, objekty s dírami, ba-
revně podobná pozadí s popředím, velké neznámé oblasti. Největší výzvou je posledních pět
obrázků, které jsou pro tento projekt až nereálné. Obsahují velké neznámé regiony, popředí
velmi shodná s pozadím, objekty obsahující velké množství děr. V této práci lze očekávat
jednodušší ráz fotografovaných objektů. Ukázka datasetu je na obrázku 8.1.
Obrázek 8.1: Dataset z alphamatting. com . Jedná se o druhý, čtvrtý, šestnáctý a dvacátý
pátý obrázek z celkových dvaceti sedmi. Pro každý obrázek jsou k dispozici dvě trimapy a
jedna opravdová/reálná maska.
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Pří vyhodnocení implementace byly důležité dva aspekty: rychlost, s jakou je vypočtena
maska, a její přesnost. V případě přesnosti jsem se rozhodl měřit chybu MSE (mean squared
error) vypočtené alfa masky oproti reálné (opravdové masce) jako průměr umocněných
rozdílů odpovídajících pixelů. Chyba MSE je velice často uváděna u autorů různých matting
algoritmů, přestože ne vždy koreluje s vizuální kvalitou (dochází k zanedbání konektivity).
V některých případech, například u tenkých vlasů, je mnohem rušivější, pokud je vlas
rozdělen na více částí (ve výsledku vypadá jako by levitoval), než kdyby byl vlas pouze
tenčí.
Provedl jsem několik měření na Nexus 5x. Srovnávám CPU bez expanze známých re-
gionů, CPU s expanzí známých regionů a GPU implementaci, vše na různých rozlišeních
(1, 12 ,
1
4 ,
1
8 ,
1
16 původní velikosti, v této kapitole představím výsledky pouze pro první tři
velikosti) pro obě trimapy.
8.1 Verze pro CPU
CPU verze je naimplementována v C++, zkompilovaný kód je spouštěn nativně na CPU
(mimo JVM). Naměřené údaje jsou zobrazeny v následující tabulce a grafech. Jedná se
o čistou verzi bez expanze známých regionů. Vynecháním posledních sedmi obrázků z tes-
tovací sady bylo dosaženo 199 průměrné MSE na obrázek při průměrné době zpracování 11
sekund pro první trimapu (viz tabulku 8.1 a graf 8.2).
Čas [𝑚𝑠] MSE
Trimap 1 Trimap 2 Trimap 1 Trimap 2
1 13 208 18 371 339 632
1/2 1 532 3 322 406 727
1/4 247 385 487 809
Tabulka 8.1: Měření na zařízení Nexus 5x. Byla použita celá testovací sada. Výsledky jsou
uvedeny pro CPU implementaci bez rozšiřování známých regionů.
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Obrázek 8.2: Graf rychlosti CPU implementace bez rozšiřování známých regionů pro různá
rozlišení vstupního obrazu. V grafu je použito logaritmické měřítko, čas je v milisekundách.
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Doba zpracování pro menší obrázky dle očekávání exponenciálně klesá přibližně na de-
setinu. MSE chyba je vypočtena jako průměr MSE chyb přes všechny obrázky v testovací
sadě. Stejně tak je vypočtena i průměrná doba zpracování obrázku. Detailnější informace je
možné nalézt na přiloženém DVD (android – results), které obsahuje dobu zpracování
MSE a SAD pro každý obrázek (varianty jsou rozlišeny dle CPU a GPU implementace,
rozlišení obrazu, použití či vynechání expanze regionů a verze použité trimapy ve formátu
<GPU|CPU>_<1|2|4|8|16>x_<Alpha|image>_<_with_expand>Trimap<1|2>, je zde možné
najít i výsledné masky i obrázky).
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Obrázek 8.3: Graf chyby (MSE) CPU implementace bez rozšiřování známých regionů pro
různá rozlišení vstupního obrazu.
Varianta s rozšiřováním známých regionů je průměrně o 30 % rychlejší s MSE menším
přibližně o 5 % (viz tabulku 8.2). Vezme-li se v potaz pouze první dvacítka obrázků, je
možné dosáhnout chyby 190 při průměrné době zpracování 8 sekund pro první trimapu.
Následuje pouze tabulka naměřených hodnot. Trend rychlostí a chyb je podobný.
Čas [𝑚𝑠] MSE
Trimap 1 Trimap 2 Trimap 1 Trimap 2
1 9 190 15 015 322 614
1/2 1 193 2 917 406 676
1/4 264 356 599 829
Tabulka 8.2: Měření na zařízení Nexus 5x. Byla použita celá testovací sada. Výsledky jsou
uvedeny pro CPU implementaci s rozšiřováním známých regionů.
Kvalita mé implementace je srovnatelná s Closed form [26], kde zmíněná metoda produ-
kuje průměrné MSE 350 [40]. Closed form je ohodnocen na alphamatting. com jako mírně
lepší než A Global Sampling matting [18] s filtry (na předzpracování a dodatečnou úpravu
masky pomocí guided filter). I v tomto případě je kvalita srovnatelná. Dalo by se tedy
předpokládat, že ohodnocení na alphamatting.com by zařadilo mou implementaci blízko ke
closed form. Na obrázku 8.4 ilustruji výsledky vybraných obrázků z testovací sady.
Problematickým místem jsou velké plochy neznámé oblasti (třetí obrázek s vlajkou).
Dalším problémem je velice shodné pozadí s barvou popředí. Avšak má aplikace nemusí
předpokládat takto okrajové scénáře, jelikož uživatel pouze označí hranu objektu nebo zvolí
jiný vhodnější podklad. Aplikace nemusí pracovat s fixním obrázkem a je čistě na uživateli
jaké pozadí (pozadí za objektem zájmu) zvolí.
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Algoritmus také zanechává artefakty, jak je možné vidět na posledním obrázku pod paží
medvěda. Tato chyba by mohla být odstraněna dalším zpracováním (filtrací). Přesný důvod
vzniku těchto nekonzistencí je neznámý a je ponechán pro další fáze projektu.
Obrázek 8.4: Výsledky CPU implementace bez rozšiřování regionů. Byly vybrány obrázky
3, 12, 16, 22. V prvním řádku je vstupní obrázek. V druhém řádku trimapa. Následuje
vypočtená maska. Na posledním řádku je obrázek bez pozadí.
8.2 Verze pro GPU
Od času výpočtu GPU implementace byl odečten čas na přenos dat z GPU do paměti
zařízení a také čas na transformaci dat do bitmapy. Tyto dva kroky bylo nutné provést
pouze z důvodů ověření chyby oproti reálné alfa masce. Ve finální implementaci je možné
ponechat masku na GPU bez nutnosti přenášení dat zpět do paměti zařízení. Zobrazení
finálního obrázku (kombinování pozadí a detekovaného popředí danou maskou) nebylo mě-
řeno ani v případě CPU. K přenesení dat by docházelo pouze za v případě uložení obrázku.
Vykreslení náhledu výsledku by bylo možné implementovat v grafickém řetězci. Následuje
tabulka 8.3 naměřených hodnot.
Průměrná chyba je větší než v případě CPU implementace především proto, že u GPU
implementace nedochází k řazení globální množiny pixelů. Jedná se o krok, který bude
nutný doimplementovat při zdokonalování kvality. Ovšem pokud by byla GPU implemen-
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Čas [𝑚𝑠] MSE
Trimap 1 Trimap 2 Trimap 1 Trimap 2
1 47 43 516 805
1/2 27 27 681 946
1/4 26 26 845 1 110
Tabulka 8.3: Měření na zařízení Nexus 5x. Byla použita celá testovací sada. Výsledky jsou
uvedeny pro GPU implementaci bez rozšiřování známých regionů.
tace použita pouze pro zobrazení v reálném čase, je možné tento krok vynechat, jelikož je
důležitější rychlost výpočtu než samotná kvalita. V případě takového zobrazení nemusí být
na obtíž, pokud by maska obsahovala větší množství artefaktů.
Z následujícího grafu (i tabulky) lze vyčíst, že velikost vstupního obrazu není tak důležitá
jako v případě CPU. Stejně tak i z faktu, že prvních dvacet obrázků bylo zpracováno
průměrně za 47 milisekund s průměrnou chybou 348, je možné odvodit, že počet neznámých
pixelů nemá příliš velký vliv na zpracování (u CPU implementace byl rozdíl téměř dvě
sekundy). Poloviční rozlišení také nemá zásadní vliv na nárůst výkonu. Od čtvrtinového
rozlišení je doba zpracování konstantní (viz graf 8.5).
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Obrázek 8.5: Graf rychlosti GPU implementace bez rozšiřování známých regionů pro různá
rozlišení vstupního obrazu. V grafu je použito logaritmické měřítko.
Nejnáročnější operací je přenos dat do GPU, který trvá až 50 % času. Mezi další kritické
operace patří vytváření pamětí okolo 10 %. Ale i přes tyto komplikace je možné dosáhnout
v polovičním rozlišení 30 snímku za sekundu, v plném rozlišení dvaceti. GPU implemen-
tace je tedy vhodná pro zpracování v reálném čase. Zrychlení oproti CPU implementaci je
znázorněno v následujících grafech 8.6.
8.3 Názory uživatelů
Již od prvního (11. listopadu) zveřejnění aplikace na Google Play v alfa fázi jsem si ověřoval
hlavní myšlenky aplikace na samotných uživatelích. Zpočátku bylo hlavním cílem spíše
odladit pády a další problémy. Uživatelská základna byla malá, přibližně 16 uživatelů.
Aplikaci bylo možné nainstalovat standardně přes Google Play, avšak až po navštívení
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Obrázek 8.6: Zrychlení GPU oproti jedno-vláknové CPU implementaci (logaritmické mě-
řítko) na horním grafu. A srovnání MSE chyb na dolním grafu.
speciálního odkazu a odsouhlasení přístupu do alfa verze. S postupným uvolňováním nových
verzí byla přidávaná funkcionalita přizpůsobována zpětné vazbě.
První verze neobsahovaly žádnou nápovědu, ani rady, jak aplikaci ovládat. Z toho dů-
vodu byla vytvořena uvítací obrazovka, která uživatele seznámí s aplikací. Také byly přidány
na vhodná místa nápovědy (například při inicializaci trimapy je uživateli naznačeno, aby
hrubě označil hranu objektu).
Další nedokonalostí bylo nenásledování Google Design Guidelines. Uživatelské rozhraní
aplikace neladilo s materiál designem. To vedlo k přepracování UI tak, aby více vyhovovalo
těmto požadavkům. Výsledek je možné vidět v kapitole 7.2.
Opakovaně bylo aplikaci vytýkáno, že při úpravě trimapy musí uživatel až příliš často
měnit štětce (na kreslení popředí, pozadí a neznámé oblasti). Řešení toho problému vymyslel
vedoucí práce a je inspirováno rozmazáváním plastelíny. Byl přidán nový automatický štětec,
který kreslí podle toho, z jaké oblasti bylo kreslení iniciováno.
K četnějšímu testování došlo při uvedení aplikace do produkční verze (3. dubna). Zprvu
jsem napsal o aplikaci na Reddit (ve vláknu Saturday APPreciation (Apr 09 2016) – Your
weekly app recommendation/request thread! – /r/Android). Mimo jiné jsem dostal i tuto
zpětnou vazbu k verzi aplikace 1.4: „The biggest problem I have with the interface is the
lack of captions on almost all of the icons. Some are cool, some I just couldn’t get. I know
you have an intro part showing the meaning of each icon but it may be better with labels
instead.“
Jelikož mělo tento problém více lidí, dodal jsem v následující verzi ke všem ikonám
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popisek. Komentář pokračuje: „I also had troubles deciphering on how to fine tune the crop
and after I understood it, I feel zooming in to the picture to adjust the selected area would
help significantly. Either that or different brush sizes. Sorry if I’ve overlooked zooming in
my haste, I don’t think I could in the limited time I spent with the app. Also, when I didn’t
understand the buttons at first, I hit back repeatedly and nothing would happen, just the
snackbar saying that "I need to be approximate "I would pop up instead of going back to the
camera screen.“.
Přestože aplikace obsahuje přiblížení, tato funkce je obtížně dohledatelná. Přiblížení je
možné jen při náhledu výsledku (v režimu editace trimapy by docházelo ke kolizím gest).
Chyba s tlačítkem zpět byla opravena. Autor dodává: „I like the idea, the rough crop was
effective and quick as well which is always nice. There’s a good UI there and a good icon
which is also laudable. All in all, you have serious potential with this app. I did something
like this in Picsart years ago. Yours is obviously tailor-made for this and does it faster,
would love to use it. Please keep working on it and market to a broader audience. :)“.
O aplikaci jsem také napsal v subredditu (/r/androidapps/) věnujícímu se novým An-
droid aplikacím. Jeden z komentářů byl následující:
• explaining frames look nice, didn’t fully understand the last one
• don’t understand what the split screen is, is the lower half of the camera input not
used? why display it then?
• did not get what xy touched did, changed the blend mode of some sorts?
• capturing failed, i press once, the camera button starts rotating, the the app crashes
or responds with ’failed, have you tried turning it off and on again?"
• I sent in a crash report, good luck debugging!
První bod je zaměřen na obrázky na Google Play. Obrázky musely být aktualizovány,
poněvadž ukazovaly aplikaci s dřívějším UI. Druhý bod je velice podstatný, protože zpětná
vazba tohoto typu byla zaznamenána vícekrát. Komentář poukazuje na případ, kdy uživatel
fotografuje telefonem na výšku, ale vybrané pozadí je na šířku. Aplikace pak zobrazuje
z větší části náhled kamery a z menší části průhledné pozadí. Uživatel poté neví, která část
obrazu bude použita. Jednou z možností je zobrazit náhled kamery jen na místech, kde
je pozadí, a zbytek obrazovky začernit. Ovšem takto by vznikl další problém, jelikož by
nebyla využívána značná část displeje. Zmíněný problém bude adresován v dalších verzích
aplikace. Zbylé body se zaměřují na chyby, které byly opraveny v předešlých verzích.
Během konferencí CESCG a Excel@FIT, kde jsem prezentoval tuto práci, jsem měl
možnost diskutovat o aplikaci s novými uživateli. Účastníci konference, kteří si nainstalovali
mou aplikaci a ukázali výsledek, byli odměněni čokoládou. Nejlepší výtvor byl na konci dne
odměněn lahví vína. Byla to příležitost, při níž jsem mohl pozorovat uživatele mé aplikace
přímo při práci. Uživatelé měli pouze představu o tom, co aplikace umí a čeho se s ní dá
dosáhnout.
Kromě dříve zmíněných problémů vidím největší úskalí při inicializaci trimapy, kdy po
uvolnění prstu (přerušení tahu při vyznačování hrany) dojde k automatickému uzavření.
Původní myšlenka byla taková, že uživatel jedním tahem označí hranu objektu. Ovšem
uživatelé měli tendence klikat do obrazu, což způsobilo inicializaci trimapy tak, že neobsa-
hovala nic z popředí a zobrazilo se pouze pozadí. Uživatelé si neuměli vysvětlit, co se stalo
a bylo pro ně velice obtížné dále s aplikací pokračovat. Vždy jsem se tázal, co si myslí, že
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by jim pomohlo, aby se do této situace příště nedostali. Častá odpověď zněla – potvrzení
před automatickým doplněním. Potvrzení by mělo vysvětlit, co bude následovat, a mělo by
obsahovat náhled označené hrany. V úvahu připadají dvě akce: znovu inicializace trimapy,
nebo pokračování. Řešení problému je ponecháno do následujících verzí.
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Kapitola 9
Návrhy funkcionality pro další
verze
Předchozí podkapitola 8.3 nastínila problémy spojené se stávajícím uživatelským rozhraním.
Nebyly v ní zahrnuty návrhy na nové možnosti aplikace. Směr aplikace by se mohl ubírat
následujícími funkcionalitami, které bych rád přidal do dalších verzí.
Velmi často navrhovanou funkcionalitou je možnost editace dvou obrázků bez nutnosti
použití kamery. Jak jsem zmiňoval dříve, aplikace se nyní soustředí spíše na odlišení od
konkurenčních nástrojů a také na ověření, zda je zájem o editaci s kamerou. Do nových
verzí bych rád zakomponoval možnost režimu bez kamery.
Cílem je, aby ovládání aplikace bylo co nejjednodušší, čím méně interakce, tím lépe. Pro-
stor vidím mimo jiné v ladění barev (světlost a saturace). Zde by bylo možné automaticky
barevně sladit popředí s pozadím. Podobnou funkcionalitu nabízí i nástroj Photoshop [1].
Také by bylo možné implementovat filtry, jež by byly podobné filtrům například ze služby
Instagram (jde o velmi často žádanou funkcionalitu).
Existují i situace, kdy nestačí pouze umístit popředí do vybraného pozadí. Na obrázku
s Hugh Jackmanen je možné vidět, že se má osoba nachází za ramenem herce. Tohoto efektu
bylo dosaženo pečlivou úpravou trimapy. Lepší uživatelský zážitek by přinesla možnost více
vrstev. V takovémto případě by pak bylo možné nezávisle extrahovat mou postavu i hlavu
herce a následně určit pořadí objektů.
Z mého pohledu je dalším nedostačujícím řešením náhled při focení scény. Pro účely
MVP bylo dostačující zobrazit pouze poloprůhledné pozadí přes náhled kamery, nicméně
nyní je vhodná doba na změnu tohoto konceptu. Domnívám se, že náhled by bylo možné
implementovat v reálném čase. Rychlost výpočtu na GPU je velice rychlá (20-30 snímků
za sekundu). Existuje tedy možnost zpracovat tímto způsobem a bez velkých prodlev také
video (sérii snímků z kamery). Hlavní problém by ovšem představovalo získání trimapy.
Jendou z možností je odhadnout hloubkovou mapu [24, 28, 6] se sekvencí snímků. Uži-
vatel by poté pouze vybral objekt v určité vzdálenosti. Prvotním automatickým odhadem
by mohla být detekce nebližšího objektu. Podle vzdálenosti by bylo možné nalézt celý ob-
jekt zájmu. Hrana tohoto objektu by poté soužila jako neznámá oblast (vnitřní oblast jako
definitivní popředí a vnější oblast jako definitivní pozadí). Kritickým faktorem je časová
náročnost výpočtu hloubkové mapy v reálném čase. Výpočet výsledku by zůstal zachován.
Další řešení představuje možnost využití (do určité vzdálenosti) obvodu náhledu kamery
jako definitivního pozadí, jelikož ve většině případů popředí protíná pouze jednu hranu.
Popředí by mohlo být detekováno například pomocí detekce obličeje nebo postav. K lepšímu
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odhadu trimapy by mohly být využity informace o hranách ve snímku. Případně by mohla
být dostačující trimapa, ve které by většinu plochy zabírala neznámá oblast. Uživatel by
poté jen jednou čarou naznačil popředí, rámeček by sloužil jako pozadí a vše ostatní by
byla neznámá oblast. Algoritmus by poté nejspíše produkoval nekvalitní výsledky, avšak
pro účely náhledu by mohlo jít o dostatečné řešení.
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Kapitola 10
Závěr
Práce se ve svých počátcích soustředí na typické požadavky uživatelů na kompozici foto-
grafií. Byly rozebrány potřeby uživatelů společně s existujícími nástroji a alternativami.
Požadavky jsem kategorizoval do dvou skupin – v první uživatel mění aktuální scénu a
v druhé mění dříve zachycené scény. Svou pozornost jsem zaměřil na první případ. Hlavním
účelem bylo ověření myšlenky v prototypu a dále pak odlišení od konkurence, která tuto
variantu nenabízí.
Následně byl analyzován problém detekce popředí (případně pozadí) v obraze. Kvalita
a rychlost řešení problému rozhoduje o kvalitě produktu, tudíž jde o hlavní prvek aplikace.
Jak jsem již vysvětlil, tento problém, nazývaný matting, nemá jednoznačné řešení.
Zvolil jsem algoritmus A Global sampling matting. Jde o jednoduchý, rychlý a relativně
kvalitní algoritmus. Zpracování stejného obrazu jako u přechozího algoritmu se pohybuje
v řádech jednotek sekund. Navíc je vhodný pro mobilní zařízení, jelikož nemá vysoké pa-
měťové nároky.
Algoritmus byl paralelizován na GPU, čímž bylo dosaženo značného zrychlení. Zpraco-
vání jednoho snímku na GPU se pohybuje okolo 30-50 milisekund. S touto paralelizací by
bylo možné do budoucích verzí přidat možnost náhledu v reálném čase.
Dalším z cílů bylo vytvoření aplikace, která je intuitivní a jednoduchá. Protože ihned při
návrhu aplikace vyvstalo několik zásadních otázek, rozhodl jsem se tvořit aplikaci agilním
přístupem a nejdříve implementovat minimální produkt. Ten měl za cíl odhalit závažné
chyby a nuance mobilních zařízení.
Aby bylo možné aplikaci v co nejkratším čase zprostředkovat veřejnosti, musel jsem
přistoupit k několika kompromisům. Šlo o nutnost promítání scény v reálném čase. Ta
se ukázala zatím jako nedůležitá a nepřispívá k řešení uživatelova problému. Po domluvě
s vedoucím jsme se rozhodli tento bod nerealizovat. Mnohem důležitější se jevilo ukázat
uživateli, jak jeho problém řešit a zjistit slabá místa řešení. Do prototypu jsem zvolil pro-
mítání poloprůhledného obrazu do scény. Také jsem zvolil jednoduchý algoritmus, který
může ověřit, zda uživatelé upřednostňují kvalitu, nebo rychlost. Aplikace byla postupně
vylepšována podle zpětné vazby uživatelů.
Aplikaci jsem publikoval na Google Play (alfa verze 11. listopadu, produkční verze
3. dubna) pod názvem ViralCam. V době psaní práce si aplikaci nainstalovalo více než 270
uživatelů. Do nadcházejících verzí plánuji zapracovat připomínky zmíněné v kapitole 8.3.
Hlavním tématem dalších verzí bude také náhled v reálném čase a návrhy, jež jsou disku-
továny v kapitole 9.
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Abstract
The goal of the project is to create a new image proto-
typing application. The application enables users to cap-
ture scenes and enhance reality in an innovative way using
an ordinary smartphone. They can replace background
of the captured scene and create collages or new original
images. The creation image can be created and shared
within seconds with minimal interaction. Proper fore-
ground/background detection (image matting) is a vital
process. The solution I am suggesting uses appropriate
computer vision and image processing algorithms, namely
Global Sampling Matting. The application is built for the
Android platform and uses SDK together with NDK. Sec-
tions of the core algorithm are accelerated in the GPU via
an OpenGL ES 3.1 compute shader. One part of my work
focuses on optimizing algorithms and effective image pro-
cessing on Android devices. Another part of the work aims
to create an intuitive user interface that requires minimal
interaction. At the moment, the application is in a pre-
release state (open alpha testing) published on Google Play
– ViralCam1.
Keywords: Image composition, Scene prototyping, Fore-
ground detection, Background extraction, Image matting,
Global sampling matting, Learning based digital, Matting,
Trimap, Alpha mask, Android, Compute shader, GPGPU
1 Introduction
Users often have an idea on how to incorporate elements
of one picture into another picture (see Fig. 1, 2 and 4).
However, in many cases, they are not familiar with image
editors (Photoshop, Gimp etc.). Most of the times, the pro-
grams are either too complicated or available for a price
that is prohibitive to this kind of audience. They are not
able to create what they want and they must rely on others
(Fig. 2 and 1). Even if they try to solve the task using
traditional tools it can be an unpleasant task (for example
magic lasso tool in Photoshop). The task gets even more
∗salat.marek42@gmail
†herout@fit.vutbr.cz
1Available for Android 4.1 – 6.0 https://play.google.com/apps/
testing/com.salat.viralcam.app
Figure 1: The example of the image composition. The
iconic iron throne from the Game of Thrones with a person
sitting on it.
difficult when the user has to use a combination of tech-
niques to adjust areas containing hair and semitransparent
objects to achieve a satisfactory result.
The inability to produce own composition or the frus-
tration of doing so are the main issues which led to the
project. With just a little help, these frustrated users them-
selves will be able to produce more creative work. That
is the main reason for building ViralCam. It allows the
user to see in real-time what is being captured and how
this scene fits to the other picture. Combining the images
together requires minimum interaction; the user just se-
lects foreground and places it over a camera preview. The
ViralCam is created for Android platform (Section 4).
Selecting the foreground or background (foreground or
background detection) is a vital task for this project. The
task is more commonly called image or alpha matting and
is described in the following Section 2.
The project uses known image matting algorithms such
as Global Sampling Method for Alpha Matting [6] covered
in Section 3. The algorithm has been implemented in An-
droid NDK. The nature of the algorithm, and the fact that
some newer Android devices are equipped with OpenGL
ES 3.1 Compute Shader, allowed that it has been massively
parallelized and run on GPU (described at Section 4.2).
The GPU parallelization sped up the whole process from
4 – 7 seconds to less then a second which could brought
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Figure 2: Image shows that it does not pay off to ask for
image editing on the Internet. The scene is simple, the user
had a photo and wanted to put his own figure over the first
photo. Request from CollegeHumor [4].
the project closer to a nice-to-have feature real-time scene
visualization.
2 Alpha Matting
Throughout this paper, it is assumed that a color image
I consists of a 3D discrete array of pixels (red, green,
blue). The Alpha matting or the digital matting is associ-
ated with the problem of softly separating an image into a
foreground image F and into a background image B from a
single input image I along with with its opacity mask α . It
means that I is formed by linear blending of F and B using
α . These three images relate by matting Equation (1). Im-
age matting is used in interactive image editing, video seg-
mentation and also in film making.
I= Fα+B(1−α) (1)
The matting problem cannot be solved uniquely since
there are many possible foreground and background expla-
nations for the observed colors [10]. Equation (1) shows
that there are seven unknowns on one hand but only three
equations (three unknowns for foreground color, three for
background color and one for alpha, the only known is im-
age color) solving them.
Despite the fact that the problem is inherently under-
constrained, it could be solved by adding more informa-
tion about the image. The additional information could
take form of a scribble-set or trimaps (see Figure 3). Such
information labels pixels into two groups: the first group
defines pixels which are definitely foreground, the second
group labels pixel which are definitely background. The
remaining pixels are marked as unknown. The alpha value
α is then calculated for unknown pixels only.
Even with a known alpha value and these constraints,
the problem is still ill-posed (the alpha value may be
estimated incorrectly in favour of foreground or back-
ground). Therefore, several solutions proposed other ad-
ditional constraints [15].
2.1 Trimap as a User Input
As mentioned before, the input can be in the form of scrib-
bles [9] or trimaps [8]. I have found scribbles to be unin-
tuitive and most of the times, it was difficult to predict the
result without knowing the principles of the underlying al-
gorithm. Very often, the resulting image was completely
different from the expectations.
In this project, I chose trimap as the input constraint.
Trimap segments the image into three regions: definite
foreground, definite background, and unknown. Alpha val-
ues are calculated only for unknown pixels using knowl-
edge from other regions since theirs alpha values are
known.
The trimap can be easily drawn and with a little help. A
user is then able to create it on a first try in few seconds [8].
More about constructing trimap in the Anroid application
can be found in Section 4.
The trimap quality plays a significant role in the preci-
sion of the resulting alpha mask (or image). Very good
trimap can reduce the number of unknown variables that
imply fewer variables to estimate. The thickness of the
unknown region creates a considerable factor of a good
trimap [13].
The project aims at effective trimap creation requiring
minimal interaction and, at the same time it must be in-
tuitive. Quality of the computed alpha mask and time to
compute trimap are also taken in account.
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Figure 3: Example of the matting problem. From the left first: input image. Second: user-defined trimap (blue for
background, red for foreground and green as an unknown region). Third: computed alpha mask. Fourth: original image
without background (foreground area and unknown region are merged). Last: background is replaced. Figure is borrowed
from book Image and Video Matting: A survey [13].
3 A Global Sampling Method for
Alpha Matting
The algorithm is inspired by Robust matting [12], Knock-
out [3], Shared matting[5]. All these methods collect
nearby (in a certain metric, e.g., Euclidean/geodesic dis-
tance, or nearest on a ray) samples. He et al. [6] proposes
use a global sample set that contains all available samples.
The spatial distance and the color fitness are then consid-
ered simultaneously for selecting the good samples from
this set [6].
The goal is to select a good pair of samples (foreground,
background) for any unknown pixel from all candidate
pairs. The algorithm comprises following steps (the fol-
lowing steps are brief summary of the algorithm, more in-
formation can be found in the seminal work [6]):
Create global sample set – foreground (background)
sample set consists of all known foreground (background)
pixels on the unknown region’s boundary. Global samples
are denoted as FB search space.
Extend global sample set – Add random pixel to global
set. I have chosen to add the same amount of pixels as the
total number of pixels in the global set.
Initialize samples – Each of the unknown pixel has
its own sample. The sample consist of foreground pixel,
background pixel, closest distance to foreground and back-
ground boundary, cost value and alpha. Sample initializa-
tion assigns random boundary pixel from the global set,
cost value is set to infinity. The closest distance is found
by iterating over global set and comparing distances.
Apply SampleMatch algorithm – All pixel from global
set are sorted by intensity (actual sorting criteria does not
matter [6]). The goal is to find a pair (foreground, back-
ground) of points in the FB search space for each un-
known pixel which has the (approximately) smallest cost.
The method iterates over propagation and random search
stages. As He et al. [6] claims, ten iterations are sufficient.
Propagation – For the unknown pixel being scanned,
its cost is updated by considering the current optimal sam-
ple pairs of its neighbouring pixels. I have chosen to
search in 8-neighbourhood.
Random search – Intuitively, the random search step
tests a sequence of random points in the neighborhood (in
the FB space) of the current optimal point. The neighbor-
hood radius decreases exponentially (in each iteration).
4 Android Application
The most important part of the project is to create the ap-
plication that will respect UX and design principles. For
this part I decided to implement an application for An-
droid. According to Gartner, [14] Android shares more
than 84% of the market at the moment. The second place
belongs to iOS.
4.1 Android NDK Utilization
Implementing a real-time image processing application
in interpreted language (Android main programming lan-
guage is Java) can be challenging. Fortunately, Android
offers capabilities of native code via Android NDK. Pro-
grammer can choose from C or C++. All devices are
equipped with standard libraries such as STD for C++.
There are some limitations, but for most cases, it is not
an issue.
Programming in NDK brings significant performance
improvement. The programmer may also target specific
architecture and can compile optimized code for multiple
CPU architectures (x86-x32, arm7, arm8). The current im-
plementation of the A Global Sampling Method for Alpha
Matting for images 800x600 on Nexus 5X takes 4–7 sec-
onds depending on the size of the unknown region.
From my experience, the bottleneck on the Android
platform is usually the memory. It is not recommended
to use more than three images of the same size as the de-
vice screen. Older platforms allow allocating only 16 MB
per application [1]. Furthermore, allocation of more con-
tinuous memory may be an issue; e.g. in case of a bitmap
with dimension of the size of the screen. Other problems
could be caused by reading randomly from a bitmap due
to skipping large chunks of memory which are not cached.
All these things must be considered when porting code to
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android NDK.
My application assumes that users will create photos
quickly, spontaneously and the results will be shared on
social media. The typical image size on Facebook, Twit-
ter, or 9gag is around one mega pixel. On the grounds of
performance reasons and the fact that the image does not
have to be in full resolution I have decided to scale input
images to a lower resolution, somewhere around 0.5 to 1
mega pixel, typically 800×600.
4.2 GPGPU via OpenGL ES 3.1 Compute
Shader
Some older Android devices supported OpenCL. It was
a great tool for massive parallelization. Unfortunately,
Google dropped the support and introduced their own pa-
rallelization library called RenderScript. From my point
of view, the tool is badly documented and the programmer
does not have a good control of whether the code ends up
running on the GPU or just on the CPU. Android 5.0 in-
troduced OpenGL ES 3.1 with compute shaders. At the
moment, compute shaders are supported at least on 7.1 %
devices [2]. It needs to be mentioned that a device running
Android 5.0 or higher may or may not support the feature.
Programmers might take advantage of this technology.
However, compute shaders are still bound to render-
ing pipeline and cannot be used without rendering on
the screen (GLSurfaceView and GLSurfaceView.Renderer
must be used2).
4.3 Implementation of the Compute Shader
The matting algorithm comprises of the following steps:
1. Find the boundary for foreground and unknown
region and boundary for background and un-
known region. Boundary is found by checking
neighbourhood each pixel. If the pixel represents the
foreground and at least one neighbour is labelled un-
known, the pixel is assigned to the foreground set,
similarly for the background pixel. The step is in-
dependent on other pixels. However writing to the
global set must be synchronized in the way that no
value is rewritten or maximal size is preserved. In the
compute shader implementation atomic counters are
used to prevent both issues.
2. Extend the boundary by adding random pixels to
the global set. The step assigns random pixel from
foreground region to the foreground boundary and
analogous to the background pixel. The pixel is not
assigned to the global set if global set is contains
2You can download the fragment I use at GitHub repository. You can
also find there few examples showing how to compile the shader, bind
buffers, textures, pass data through shader and also how to run them.
Please visit https://github.com/MarekSalat for more information.
more than twice the amount of the original bound-
ary size. The step is also independent on other pixels
and can be run in parallel.
3. Initialize samples for each unknown pixel. First,
the initialization, finds the distance to the nearest
foreground and background pixel from the global set
(measured by euclidean distance). Secondly, it as-
signs random foreground and background pixel from
global set. The cost value is set to infinity, the alpha
value is set to zero. The initialization is also indepen-
dent on other samples.
4. Iterate over propagation and random search. The
propagation searches in neighbourhood for better
sample selection. Random search follows immedi-
ately afterwards. It selects random pixel from the
global set by decreasing radius exponentially. Both
propagation and random search update the cost value
and the alpha value. As mentioned above in Section
3, the step is run for each sample (unknown pixel) and
each sample processing is independent from others.
5. Update alpha mask. At this point the algorithm cal-
culated all alpha values for unknown pixels. The
step fills whole alpha mask by corresponding alpha
values (255 for definite background, 0 for definite
foreground and sample alpha value for its unknown
pixel).
Each step must be completed before the next step can
be run; the same applies to the iteration over propaga-
tion and random search. Thus, each step represents one
shader (kernel) which is dispatched only if previous step
has finished. The CPU implementation loops over all pix-
els in the image for in each step; each thread computes one
pixel. The dimension of the workgroup is 32×32 and the
whole problem has the dimension of the image (rounded
and divided by size of the workgroup).
Better performance can be achieved by using texture
units for reading from images. The texture unit caches im-
ages very well for access in neighbourhood around pixel
unlike access in buffer.
Computing alpha mask has been sped up from 4-7 sec-
ond to 300-500 milliseconds. This has been measured on
Nexus 5X.
4.4 User interface
Figure 4 shows application capabilities. When the appli-
cation is started, background is selected first. The Appli-
cation offers several predefined images. The user can also
choose pictures from an image library.
Scene capturing and visualization – At the moment,
for the sake of MVP (minimal viable product) simplicity, I
have chosen to simply overlap the camera output by semi-
transparent background. It turns out that this solution is
sufficient enough for visualizing the scene. The user can
Proceedings of CESCG 2016: The 20th Central European Seminar on Computer Graphics (non-peer-reviewed)
Figure 4: The first image shows the visualization of scene capturing. The second image shows trimap initialization. The
third image is the result. Last picture contains trimap editing. .
swipe over the image to increase or decrease background
transparency.
Trimap initialization – User roughly marks the object
edge. This does not have to be precise to the pixel. The in-
ner area is automatically marked as definite a foreground.
Outer area is marked as definite a background. If the image
contains larger transparent areas, such as hair or spikes, the
trimap can be edited and these areas can be marked as an
unknown region.
Show result – After trimap initialization, the applica-
tion displays the result. At this step, the user can pinch to
zoom to validate all the problematic parts of the image.
Edit trimap – User can always edit the trimap by
simply drawing a definite foreground, background or un-
known region (application user brush named Clear). In
most of the applications, this step requires switching be-
tween different brushes by the user. To improve the user
experience, I introduced a smarter brush which selects
the brush based on the starting point of the user’s swipe
motion. In other words, if the user starts drawing from
the background, the background brush is selected, other
brushes are initiated by drawing from their respective ar-
eas. The final step is to share the result on social media.
5 Conclusions
At the moment, the published alpha application is using
only the NDK implementation. The compute shader vari-
ant is not ready for production. The performance and
quality has been tested on LG Nexus 5X with a standard
dataset [11]. Provided dataset contains various images
with trimaps with respective true alpha mattes. The date-
set is composed of images from non-transparent to semi-
transparent or even fully transparent images, also images
with short or long hair.
Measured average time per unknown pixel is 0.11 mil-
liseconds which is 7.2 seconds per image (roughly half
megapixel). The 7-seconds processing time it is not close
to the real-time preview goal. However, the compute
shaders seem to be promising. For real-time preview the
quality may be lower and the whole process may be sped
up by scaling the image to a lower resolution. On the
other hand, a significant drawback for the compute shader
is lower support on Android devices (less than 7%).
The average MSE error without pre-processing or post-
processing is 353. For comparison, the Robust mat-
ting [12] MSE is 350 on the same data set and the method
is ranked on alphamatting.com as 36th. The quality could
be better and it will be addressed in future releases, still
it is sufficient enough for MVP (minimal viable product).
The general image quality and composition perception
will be a part of the future user testing evaluation.
There are several ways to increase the matte quality.
First way is trimap pre-processing where colors closer to
the unknown region boundary with similar color properties
(color and spatial distance) are considered to be known de-
pending on other regions. Such a pre-processing reduces
the number of unknown variables and increases overall
matte quality. The other method is the post-processing
as He et al. [6] proposed. They used Fast Guided Filter
[7] which ran 0.3 second per mega pixel, but it could be
estimated to run slower on regular mobile device.
The application is published as an open alpha version
on Google Play – ViralCam1 for download.. Within few
weeks, it is going to be published to the production. The
most common issue so far was a lack of a help which was
added in version 1.3. Other important issue coming from
users were problems with camera focus and, on some de-
vices, also image rotation after capturing a scene. All these
issues have been addressed in last the update. However,
the camera rotation issues still persists on Sony Xperi E4g.
For the production version, Google Analytics will be inte-
grated to gather more precise data about user acquisition
and behaviour within the application.
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Abstract
The goal of this project is to create a new image prototyping application. The application enables
users to capture scene and enhance reality in an innovative way using an ordinary smartphone.
They can replace background of the captured scene and create collages or new original images.
The created image can be created and shared within seconds with minimal interaction. Proper
foreground/background detection (image matting) is a vital process. The solution I am suggesting
uses appropriate computer vision and image processing algorithms, namely Global Sampling
Matting. The application is built for the Android platform and uses NDK (Native Development Kit).
Parts of the core algorithm are accelerated in the GPU via an OpenGL ES 3.1 compute shader.
One part of my work focuses on optimizing algorithms and effective image processing on Android
devices. Another part of the work aims to create an intuitive user interface that requires minimal
interaction. At the moment, the application is published on Google Play – ViralCam.
Keywords: Image composition — Scene prototyping — Foreground detection — Background
extraction — Image matting — Global sampling matting — Learning based digital — Matting —
Trimap — Alpha mask — Android — Compute shader — GPGPU
Supplementary Material: Google Play – ViralCam — Youtube – Demo Video
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1. Introduction
Users often have an idea on how to incorporate ele-
ments of one picture into another picture (see Fig. 1, 2
and 4). However, in many cases, they are not familiar
with image editors (Photoshop, Gimp etc.). Most of
the times, the programs are either too complicated or
available for a price that is prohibitive to this kind of
audience. They are not able to create what they want
and they must rely on others (Fig. 2 and 1). Even if
they try to solve the task using traditional tools it can
be an unpleasant task (for example magic lasso tool in
Photoshop). The task gets even more difficult when the
user has to use a combination of techniques to adjust
areas containing hair and semitransparent objects to
achieve a satisfactory result.
The inability to produce own composition or the
frustration of doing so are the main issues which led
to the project. With just a little help, these frustrated
users themselves will be able to produce more creative
work. That is the main reason for building ViralCam.
It allows the user to see in real-time what is being
captured and how this scene fits to the other picture.
Combining the images together requires minimum in-
teraction; the user just selects foreground and places it
over a camera preview.
Selecting the foreground or background (foreground
Figure 1. The example of the image composition.
The iconic iron throne from the Game of Thrones with
a person sitting on it.
Figure 2. Image shows that it does not pay off to ask
for image editing on the Internet. The scene is simple,
the user had a photo and wanted to put his own figure
over the first photo. Request from CollegeHumor [1].
or background detection) is a vital task for this project.
The task is more commonly called image or alpha
matting and is described in the Section 2.
The project uses known image matting algorithm
such as Global Sampling Method for Alpha Matting [2]
covered in Section 3. The algorithm has been imple-
mented in Android NDK (Native Development Kit).
The nature of the algorithm, and the fact that some
newer Android devices are equipped with OpenGL ES
3.1 Compute Shader, allowed that it has been massively
parallelized and run on GPU (described at Section 4.2).
The GPU parallelization sped up the whole process
from 4 – 7 seconds to less then a second which could
brought the project closer to a nice-to-have feature
real-time scene visualization.
2. Alpha Matting
Throughout this paper, it is assumed that a color im-
age I consists of a discrete array of pixels (in RGB
– red, green, blue). The Alpha matting or the digital
matting is associated with the problem of softly sepa-
rating an image into a foreground image F and into a
background image B from a single input image I along
with with its opacity mask α . It means that I is formed
by linear blending of F and B using α . These three im-
ages relate by matting Equation (1). Image matting is
used in interactive image editing, video segmentation
and also in film making.
I= Fα+B(1−α) (1)
The matting problem cannot be solved uniquely
since there are many possible foreground and back-
ground explanations for the observed colors [3]. Equa-
tion (1) shows that there are seven unknowns on one
hand but only three equations (three unknowns for fore-
ground color, three for background color and one for
alpha, the only known is image color) solving them.
Despite the fact that the problem is inherently
under-constrained, it could be solved by adding more
information about the image. The additional infor-
mation could take form of a scribble-set or trimaps
(see Figure 3). Such information labels pixels into
two groups: the first group defines pixels which are
definitely foreground, the second group labels pixel
which are definitely background. The remaining pixels
are marked as unknown. The alpha value α is then
calculated for unknown pixels only.
Even with a known alpha value and these con-
straints, the problem is still ill-posed (the alpha value
may be estimated incorrectly in favour of foreground
or background). Therefore, several solutions proposed
other additional constraints [4].
2.1 Trimap as a User Input
As mentioned before, the input can be in the form of
scribbles [5] or trimaps [6]. I have found scribbles to
be unintuitive and most of the times, it was difficult to
predict the result without knowing the principles of the
underlying algorithm. Very often, the resulting image
was completely different from the expectations.
Trimap segments the image into three regions: def-
inite foreground, definite background, and unknown.
Alpha values are calculated only for unknown pixels
using knowledge from other regions since their alpha
values are known.
The trimap quality plays a significant role in the
precision of the resulting alpha mask (or image). Very
good trimap can reduce the number of unknown vari-
ables that imply fewer variables to estimate. The thick-
ness of the unknown region creates a considerable
factor of a good trimap [7].
The project aims at effective trimap creation re-
quiring minimal interaction and it has to be intuitive
at the same time. Quality of the computed alpha mask
and time to compute trimap are also taken in account.
3. A Global Sampling Method for Alpha
Matting
The algorithm is inspired by Robust matting [8], Knock-
out [9], Shared matting[10]. All these methods collect
nearby (in a certain metric, e.g., Euclidean/geodesic
distance, or nearest on a ray) samples. He et al. [2]
proposes using of a global sample set that contains all
available samples, denoted as FB search space. The
spatial distance and the color fitness are then consid-
ered simultaneously for selecting the good samples
from this set [2].
The goal is to select a good pair of samples (fore-
ground, background) for any unknown pixel from all
candidate pairs. The algorithm comprises following
steps (the following steps are brief summary of the al-
gorithm, more information can be found in the seminal
work [2] or in Section 4.2):
Create global sample set – foreground (background)
sample set consists of all known foreground (back-
ground) pixels on the unknown region’s boundary.
Extend global sample set – Add random pixel to
global set.
Initialize samples – Each of the unknown pixel
has its own sample. The sample consist of foreground
pixel, background pixel, closest distance to foreground
and background boundary, cost value and alpha. Sam-
ple initialization assigns random boundary pixel from
the global set, cost value is set to infinity. The clos-
est distance is found by iterating over global set and
comparing distances.
Apply SampleMatch algorithm – All pixels from
global set are sorted by intensity (actual sorting criteria
does not matter [2]). The goal is to find a pair (fore-
ground, background) of points in theFB search space
for each unknown pixel which has the (approximately)
smallest cost. The method iterates over propagation
and random search stages. As He et al. [2] claims, ten
iterations are sufficient.
Propagation – For the unknown pixel being scanned,
its cost is updated by considering the current optimal
sample pairs of its neighbouring pixels.
Random search – The step tests a sequence of
random points in the neighbourhood (in the FB space)
of the current optimal point. The neighbourhood radius
decreases exponentially (in each iteration).
4. Android Application
The most important part of the project is to create the
application that will respect UX and design principles.
For this part I decided to implement an application for
Android.
4.1 Android NDK Utilization
Implementing a real-time image processing applica-
tion in interpreted language (Android main program-
ming language is Java) can be challenging. Fortu-
nately, Android offers capabilities of native code via
Android NDK. Programmer can choose from C or C++
equipped with standard libraries.
From my experience, the bottleneck on the An-
droid platform is usually the memory. It is not recom-
mended to use more than three images of the same size
as the device screen. Older platforms allow allocating
only 16 MB per application [11]. Furthermore, alloca-
tion of more continuous memory may be an issue; e.g.
in case of a bitmap with dimension of the size of the
screen. Other problems could be caused by reading
randomly from a bitmap due to skipping large chunks
of memory which are not cached.
My application assumes that users will create pho-
tos quickly, spontaneously and the results will be shared
on social media. The typical image size on Facebook,
Twitter, or 9gag is around one mega pixel. On the
grounds of performance reasons and the fact that the
image does not have to be in full resolution I have
decided to downscale the image, somewhere around
0.5 to 1 mega pixel, typically 800× 600. The cur-
rent implementation of the A Global Sampling Method
for Alpha Matting [2] for images 800x600 on Nexus
5X takes 4–7 seconds depending on the size of the
unknown region.
Figure 3. Example of the matting problem. From the left first: input image. Second: user-defined trimap (blue
for background, red for foreground and green as an unknown region). Third: computed alpha mask. Fourth:
original image without background (foreground area and unknown region are merged). Last: background is
replaced. Figure is borrowed from book Image and Video Matting: A survey [7].
4.2 GPGPU via OpenGL ES 3.1 Compute Shader
Android 5.0 introduced OpenGL ES 3.1 with compute
shaders. At the moment, compute shaders are sup-
ported at least on 7.1 % devices [12]. It needs to be
mentioned that a device running Android 5.0 or higher
may or may not support the feature.
Unfortunately compute shaders are still bound to
rendering pipeline and cannot be used without ren-
dering on the screen (GLSurfaceView and GLSurface-
View.Renderer must be used1).
4.3 Implementation of the Compute Shader
The matting algorithm comprises of the following
steps:
1. Find the boundary for foreground and un-
known region and boundary for background
and unknown region. Boundary is found by
checking each neighbouring pixel. If the pixel
represents the foreground and at least one neigh-
bour is labelled as unknown, the pixel is as-
signed to the foreground set, similarly for the
background pixel. The step is independent on
other pixels. However writing to the global set
must be synchronized in the way that no value
is rewritten or maximal size is preserved. In the
compute shader implementation atomic counters
are used to prevent both issues.
2. Extend the boundary by adding random pix-
els to the global set. The step assigns random
pixel from foreground region to the foreground
boundary and analogous to the background pixel.
The pixel is not assigned to the global set if
global set contains more than twice the amount
of the original boundary size. The step is also
1You can download the fragment I use at GitHub repository.
You can also find there few examples showing how to compile
the shader, bind buffers, textures, pass data through shader and
also how to run them. Please visit https://github.com/
MarekSalat for more information.
independent on other pixels and can be run in
parallel.
3. Initialize samples for each unknown pixel. First,
the initialization, finds the distance to the near-
est foreground and background pixel from the
global set (measured by euclidean distance). Sec-
ondly, it assigns random foreground and back-
ground pixel from global set. The cost value
is set to infinity, the alpha value is set to zero.
The initialization is also independent on other
samples.
4. Iterate over propagation and random search.
The propagation searches in neighbourhood for
better sample selection. Random search follows
immediately afterwards. It selects random pixel
from the global set by decreasing radius expo-
nentially. Both propagation and random search
update the cost value and the alpha value. As
mentioned above in Section 3, the step is run for
each sample (unknown pixel) and each sample
processing is independent from others.
5. Update alpha mask. At this point the algo-
rithm calculated all alpha values for unknown
pixels. The step fills whole alpha mask by cor-
responding alpha values (255 for definite back-
ground, 0 for definite foreground and sample
alpha value for its unknown pixel).
Each step must be completed before the next step
can be run; the same applies to the iteration over prop-
agation and random search. Thus, each step represents
one shader (kernel) which is dispatched only if previ-
ous step has finished. The CPU implementation loops
over all pixels in the image for in each step; each thread
computes one pixel. The dimension of the workgroup
is 32×32 and the whole problem has the dimension
of the image (rounded and divided by size of the work-
group).
Computing alpha mask has been sped up from
4-7 second to 300-500 milliseconds. This has been
measured on Nexus 5X.
Figure 4. The first image shows the visualization of scene capturing. The second image shows trimap
initialization. The third image is the result. Last picture contains trimap editing. .
4.4 User interface
Figure 4 shows application capabilities. When the
application is started, background is selected first. The
Application offers several predefined images. The user
can also choose pictures from an image library.
Scene capturing and visualization – At the mo-
ment, for the sake of MVP (minimal viable product)
simplicity, I have chosen to simply overlap the cam-
era output by semi-transparent background. It turns
out that this solution is sufficient enough for visualiz-
ing the scene. The user can swipe over the image to
increase or decrease background transparency.
Trimap initialization – User roughly marks the
object edge. This does not have to be precise to the
pixel. The inner area is automatically marked as a
definite foreground. Outer area is marked as definite a
background. If the image contains larger transparent
areas, such as hair or spikes, the trimap can be edited
and these areas can be marked as an unknown region.
Show result – After trimap initialization, the ap-
plication displays the result. In this step, the user can
pinch to zoom to validate all the problematic parts of
the image.
Edit trimap – User can always edit the trimap by
simply drawing a definite foreground, background or
unknown region (application user brush named Clear).
In most of the applications, this step requires switching
between different brushes by the user. To improve the
user experience, I introduced a smarter brush which
selects the brush based on the starting point of the
user’s swipe motion. In other words, if the user starts
drawing from the background, the background brush
is selected, other brushes are initiated by drawing from
their respective areas. The user may share the result
on social media or save it for a later use.
5. Conclusions
At the moment, the published alpha application is
using only the NDK implementation. The compute
shader variant is not ready for production. The perfor-
mance and quality has been tested on LG Nexus 5X
with a standard dataset [13]. Provided dataset contains
various images with trimaps with respective true al-
pha mattes. The dateset is composed of images from
non-transparent to semi-transparent or even fully trans-
parent images, also images with short or long hair.
Measured average time per unknown pixel is 0.11
milliseconds which is 7.2 seconds per image (roughly
half megapixel). The 7-seconds processing time it is
not close to the real-time preview goal. However, the
compute shaders seem to be promising. For real-time
preview the quality may be lower and the whole pro-
cess may be sped up by downscaling the imageto. On
the other hand, a significant drawback for the compute
shader is lower support on Android devices (less than
7%).
The average MSE (Mean Square Error) of the
computed alpha mask without pre-processing or post-
processing against ground-true alpha as difference of
both images is 353. For comparison, the Robust mat-
ting [8] MSE is 350 on the same data set and the
method is ranked on alphamatting.com as 36th. The
quality could be better and it will be addressed in future
releases, still it is sufficient enough for MVP (minimal
viable product). The general image quality and com-
position perception will be a part of the future user
testing evaluation.
There are several ways to increase the matte quality.
First way is trimap pre-processing where colors closer
to the unknown region boundary with similar color
properties (color and spatial distance) are considered
to be known depending on other regions. Such a pre-
processing reduces the number of unknown variables
and increases overall matte quality. The other method
is the post-processing as He et al. [2] proposed. They
used Fast Guided Filter [14] which ran 0.3 second per
mega pixel, but it could be estimated to run slower on
mobile device.
The application is published on Google Play – Vi-
ralCam for download (see supplementary materials
Section). The most common issue so far was a lack of
a help which was added in version 1.3. Other important
issue coming from users were problems with camera
focus and, on some devices, also image rotation after
capturing a scene. All these issues have been addressed
in last the update. However, the camera rotation issues
still persists on Sony Xperi E4g. For the production
version, Google Analytics will be integrated to gather
more precise data about user acquisition and behaviour
within the application.
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Obrázek C.1: Plakát k přehlídce projektů na konferenci Excel@Fit.
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