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THE HAUSDORFF DIMENSION OF
THE GRAPH OF OPERATOR SCALING STABLE RANDOM
SHEETS
ERCAN SO¨NMEZ
Abstract. We consider operator scaling α-stable random sheets, which were intro-
duced in [12]. The idea behind such fields is to combine the properties of operator
scaling α-stable random fields introduced in [6] and fractional Brownian sheets in-
troduced in [14]. Based on the results derived in [12], we determine the box-counting
dimension and the Hausdorff dimension of the graph of a trajectory of such fields
over a non-degenerate cube I ⊂ Rd.
1. Introduction
In this paper, we consider a harmonizable operator scaling α-stable random sheet as
introduced in [12]. The main idea is to combine the properties of operator scaling α-
stable random fields and fractional Brownian sheets in order to obtain a more general
class of random fields. Let us recall that a scalar valued random field {X(x) : x ∈ Rd}
is said to be operator scaling for some matrix E ∈ Rd×d and some H > 0 if
(1.1) {X(cEx) : x ∈ Rd}
f.d.
= {cHX(x) : x ∈ Rd} for all c > 0,
where
f.d.
= means equality of all finite-dimensional marginal distributions and, as usual,
cE =
∑∞
k=0
(log c)k
k!
Ek is the matrix exponential. These fields can be regarded as an
anisotropic generalization of self-similar random fields (see, e.g., [9]), whereas the
fractional Brownian sheet {BH1,...,Hd(x) : x ∈ R
d} with Hurst indices H1, . . . , Hd > 0
can be seen as an anisotropic generalization of the well-known fractional Brownian
field (see, e.g., [15]) and satisfies the scaling property
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{BH1,...,Hd(c1x1, . . . , cdxd) : x = (x1, . . . , xd) ∈ R
d}
f.d.
= {cH11 . . . c
Hd
d BH1,...,Hd(x) : x ∈ R
d}
for all constants c1, . . . , cd > 0. See [4, 11, 25] and the references therein for more
information on the fractional Brownian sheet.
Throughout this paper, let d =
∑m
j=1 dj for some m ∈ N and E˜j ∈ R
dj×dj , j =
1, . . . , m be matrices with positive real parts of its eigenvalues. We define matrices
E1, . . . , Em ∈ R
d×d as
Ej =


0 0
. . .
0
E˜j
0
. . .
0 0


.
Further, we define the block diagonal matrix E ∈ Rd×d as
E =
m∑
j=1
Ej =

 E1 0. . .
0 Em

 .
In analogy to [12, Definition 1.1.1], a random field {X(x) : x ∈ Rd} is called operator
scaling stable random sheet if for some H1, . . . , Hm > 0 we have
(1.2) {X(cEjx) : x ∈ Rd}
f.d.
= {cHjX(x) : x ∈ Rd}
for all c > 0 and j = 1, . . . , m. Note that, by applying (1.2) iteratively, any operator
scaling stable random sheet is also operator scaling for the matrix E and the exponent
H =
∑m
j=1Hj in the sense of (1.1). Further, note that this definition is indeed
a generalization of operator scaling random fields, since for m = 1, d = d1 and
E = E1 = E˜1 (1.2) coincides with the definition introduced in [6]. The existence of a
random field satisfying (1.2) is guaranteed, since, taking Ej = dj = 1 for j = 1, . . . , m,
an example is given by the fractional Brownian sheet. Operator scaling stable random
sheets have been proven to be quite flexible in modeling physical phenomena and can
be applied in order to extend the well-known Cahn-Hilliard phase-field model. See
[2] and the references therein for more information.
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Random fields satisfying a scaling property such as (1.1) or (1.2) are very popular
in modeling, see [16, 20] and the references in [7] for some applications. Most of these
fields are Gaussian. However, Gaussian fields are not always flexible for example in
modeling heavy tail phenomena. For this purpose, α-stable random fields have been
introduced. See [19] for a good introduction to α-stable random fields.
Using a moving average and a harmonizable representation, the authors in [6] de-
fined and analyzed two different classes of symmetric α-stable random fields satisfying
(1.1). In the Gaussian case α = 2 results about certain Ho¨lder conditions and the
Hausdorff dimension have been obtained. Similar results in the stable case α ∈ (0, 2)
have been derived in [7] for the harmonizable representation. Following the outline
in [6, 7], this two classes were generalized to random fields satisfying (1.2) in [12].
Similar results about Ho¨lder conditions have been obtained. The fields constructed
in [6] have stationary increments, i.e. they satisfy
{X(x+ h)−X(h) : x ∈ Rd}
f.d.
= {X(x) : x ∈ Rd} for all h ∈ Rd.
This property has been proven to be quite useful in studying the sample path prop-
erties. However, the property of stationary increments is no more true for the fields
constructed in [12]. The absence of this property seems to be one of the main diffi-
culties in determining results about the Hausdorff dimension.
Another main tool in studying sample paths of operator scaling stable random
sheets are polar coordinates with respect to the matrices Ej , j = 1, . . . , m introduced
in [17] and used in [6, 7]. If {X(x) : x ∈ Rd} is an operator scaling symmetric α-stable
random sheet with α = 2, using (1.2) one can write the variance of X(x), x ∈ Rd, as
E[X2(x)] = τEj (x)
2HjE[X2
(
lEj(x)
)
],
where τEj (x) is the radial part of x with respect to Ej and lEj(x) is its polar part.
Therefore, in the Gaussian case information about the behavior of the polar coordi-
nates
(
τEj (x), lEj(x)
)
contains information about the sample path regularity. This
property also holds in the stable case α ∈ (0, 2).
This paper is organized as follows. In Section 2, we introduce the main tools we
need for the study in this paper. Since our main focus will be on Hausdorff dimension
and box-counting dimension, we recall their definition and some related results in
Section 2.1. Section 2.2 is devoted to a spectral decomposition result from [17] and
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Section 2.3 is about the change to polar coordinates with respect to scaling matrices.
In Section 3, we present the results derived in [12] on harmonizable and moving
average representations of operator scaling α-stable random sheets. Here, we will
only focus on a harmonizable representation. Based on this results and taking into
account methods used in [3, 6, 7, 22], in Section 4 we present our main results on
the Hausdorff dimension and box-counting dimension of the graph of harmonizable
operator scaling stable random sheets.
2. Preliminaries
2.1. Hausdorff dimension and box-counting dimension. Let B ⊂ Rd and s ≥
0. The s-dimensional Hausdorff measure of B is defined by
Hs(B) = lim
ε↓0
inf
{
∞∑
k=1
|Bk|
s : B ⊂
∞⋃
k=1
Bk, |Bk| ≤ ε
}
.
One can easily show that Hs(B) < ∞ implies Ht(B) = 0 for all t > s (see [10,
Chapter 2.2]). Thus, there exists a critical value, denoted by dimHB, such that
dimHB = inf{s ≥ 0 : H
s(B) = 0} = sup{s ≥ 0 : Hs(B) =∞}.
dimHB is called the Hausdorff dimension of B. Now, in addition assume that B is
non-empty and bounded. For ε > 0, let
M(B, ε) = min{k ∈ N : B ⊂
k⋃
i=1
Bε(xi)}
be the smallest number of balls of diameter at most ε which can cover B. The lower
and upper box-counting dimensions of B respectively are defined as
dimBB = lim inf
ε↓0
logM(B, ε)
− log ε
dimBB = lim sup
ε↓0
logM(B, ε)
− log ε
.
If these are equal we refer to the common value as the box-counting dimension of B,
denoted by dimB B, i.e.
dimB B = lim
ε↓0
logM(B, ε)
− log ε
.
See [10, Chapter 3.1] for equivalent definitions of dimB B.
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In order to determine the Hausdorff dimension of B, one usually gives an upper
bound and a lower bound for dimHB. The following result will be useful for us in
order to find an upper bound for dimHB. See [10, Corollary 11.2].
Lemma 2.1. Let f : Rd 7→ R and denote by Gf
(
[0, 1]d
)
= {
(
x, f(x)
)
: x ∈ [0, 1]d} ⊂
R
d+1 the graph of f over the unit cube. Suppose that f satisfies a uniform Ho¨lder
condition of order s for some s ∈ (0, 1], i.e. there exists a constant C > 0 such that
|f(t)− f(u)| ≤ C‖t− u‖s
for all t, u ∈ [0, 1]d. Then we have
dimHGf
(
[0, 1]d
)
≤ dimBGf
(
[0, 1]d
)
≤ d+ 1− s.
Now let B ⊂ Rd be a Borel set and let M1
(
B,B(B)
)
be the set of probability
measures on B. For s > 0 the s-energy of µ ∈M1
(
B,B(B)
)
is defined by
Is(µ) =
∫
B
∫
B
µ(dx)µ(dy)
‖x− y‖s
.
In order to find a lower bound for dimHB, by Frostman’s theorem (see, e.g., [1, 10,
13]), it suffices to show that there exists a probabilty measure µ ∈M1
(
B,B(B)
)
with
finite s-energy. To be more precise, if there exists µ ∈M1
(
B,B(B)
)
with
(2.1) Is(µ) <∞
for some s > 0, then we have dimHB ≥ s (see also [18, Theorem 4.27]). If we
consider the random graph GX
(
[0, 1]d
)
= {
(
x,X(x)
)
: x ∈ [0, 1]d} of a random field
{X(x) : x ∈ Rd} over the unit cube, a typical choice of a (random) probabilty measure
µ ∈M1
(
X
(
[0, 1]d
)
,B
(
X
(
[0, 1]d
)))
is the occupation measure given by
µ(F ) =
∫
[0,1]d
1
{
(x,X(x))∈F
}dx, for F ∈ B([0, 1]d+1).
Then, by a monotone class argument, it is easy to see that (2.1) is equivalent to∫
[0,1]d×[0,1]d
(
‖x− y‖2 + |X(x)−X(y)|2
)− s
2dxdy <∞,
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which almost surely follows from
(2.2)
∫
[0,1]d×[0,1]d
E
[(
‖x− y‖2 + |X(x)−X(y)|2
)− s
2
]
dxdy <∞.
2.2. Spectral decomposition. Let A ∈ Rd×d be a matrix with p distinct positive
real parts of its eigenvalues 0 < a1 < . . . < ap for some p ≤ d. Factor the minimal
polynomial of A into f1, . . . , fp, where all roots of fi have real part equal to ai, and
define Vi = Ker
(
fi(A)
)
. Then, by [17, Theorem 2.1.14],
R
d = V1 ⊕ . . .⊕ Vp
is a direct sum decomposition, i.e. we can write any x ∈ Rd uniquely as
x = x1 + . . .+ xp
for xi ∈ Vi, 1 ≤ i ≤ p. Further, we can choose an inner product on R
d such that the
subspaces V1, . . . , Vp are mutually orthogonal. Throughout this paper, for any x ∈ R
d
we will choose ‖x‖ = 〈x, x〉1/2 as the corresponding Euclidean norm.
2.3. Polar coordinates. We now recall the results about the change to polar coor-
dinates used in [6, 7]. As before, let A ∈ Rd×d be a matrix with positive real parts of
its eigenvalues 0 < a1 < . . . < ap for some p ≤ d. According to [7, Section 3], one can
write any x ∈ Rd \ {0} uniquely as
(2.3) x = τA(x)
AlA(x),
where τA(x) > 0 is called the radial part of x with respect to A and lA(x) ∈ {x ∈
R
d : τA(x) = 1} is called the direction. It is clear that τA(x) → ∞ as ‖x‖ → ∞ and
τA(x) → 0 as ‖x‖ → 0. Further, one can extend τA(·) continuously to R
d by setting
τA(0) = 0. Note that, by (2.3), it is straightforward to see that τA(·) satisfies
τA(c
Ax) = c · τA(x) for all c > 0.
Such functions are called A-homogeneous.
Let us recall a result about bounds on the growth rate of τA(·) in terms of a1, . . . , ap
established in [6].
Lemma 2.2. Let ε > 0 be small enough. Then there exist constants K1, . . . , K4 > 0
such that
K1‖x‖
1
a1
+ε
≤ τA(x) ≤ K2‖x‖
1
ap
−ε
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for all x with τA(x) ≤ 1, and
K3‖x‖
1
ap
−ε
≤ τA(x) ≤ K4‖x‖
1
a1
+ε
for all x with τA(x) ≥ 1.
We remark that the bounds on the growth rate of τA(·) have been improved in [7,
Proposition 3.3], but the bounds given in Lemma 2.2 suffice for our purposes.
3. Harmonizable operator scaling random sheets
We consider harmonizable operator scaling stable random sheets defined in [12] and
present some related results established in [12]. Most of these will also follow from
the results derived in [6, 7]. Throughout this paper, for j = 1, . . . , m assume that the
real parts of the eigenvalues of E˜j are given by 0 < a
j
1 < . . . < a
j
pj
for some pj ≤ dj .
Let qj = trace(E˜j). Suppose that ψj : R
dj 7→ [0,∞) are continuous E˜Tj -homogeneous
functions, which means according to [6, Definition 2.6] that
ψj(c
E˜Tj x) = cψ(x) for all c > 0.
Moreover, we assume that ψj(x) 6= 0 for x 6= 0. See [6, 7] for various examples of
such functions.
Let 0 ≤ α ≤ 2 and Wα(dξ) be a complex isotropic symmetric α-stable random
measure on Rd with Lebesgue control measure (see [19, Chaper 6.3]).
Theorem 3.1. For any vector x ∈ Rd let x = (x1, . . . , xm) ∈ R
d1 × . . .× Rdm = Rd.
The random field
(3.1) Xα(x) = Re
∫
Rd
m∏
j=1
(ei〈xj ,ξj〉 − 1)ψj(ξj)
−Hj−
qj
α Wα(dξ), x ∈ R
d
exists and is stochastically continuous if and only if Hj ∈ (0, a
j
1) for all j = 1, . . . , m.
Proof. This result has been proven in detail in [12], but it also follows as an easy
consequence of [6, Theorem 4.1]. By the definition of stable integrals (see [19]),
Xα(x) exists if and only if
Γα(x) =
∫
Rd
m∏
j=1
|ei〈xj ,ξj〉 − 1|αψj(ξj)
−αHj−qjdξ <∞,
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but this is equivalent to
Γjα(x) =
∫
R
dj
|ei〈xj ,ξj〉 − 1|αψj(ξj)
−αHj−qjdξj <∞,
for all j = 1, . . . , m. Since, in [6, Theorem 4.1], it is shown that Γjα(x) is finite if and
only if Hj ∈ (0, a
j
1) the statement follows. The stochastic continuity can be deduced
similarly as a consequence of [6, Theorem 4.1]. 
Note that from (3.1) it follows that Xα(x) = 0 for all x = (x1, . . . , xm) ∈ R
d1 ×
. . .× Rdm = Rd such that xj = 0 for at least one j ∈ {1, . . . , m}.
The following result has been established in [12, Corollary 4.2.1]. The proof is
carried out as the proof of [6, Corollary 4.2 (a)] via characteristic functions of stable
integrals and by noting that cEjx = (x1, . . . , xj−1, c
E˜jxj , xj+1, . . . , xm) for all c > 0
and x = (x1, . . . , xm) ∈ R
d1 × . . .× Rdm = Rd.
Corollary 3.2. Under the conditions of Theorem 3.1, the random field {Xα(x) : x ∈
R
d} is operator scaling in the sense of (1.2), that is, for any c > 0
(3.2) {X(cEjx) : x ∈ Rd}
f.d.
= {cHjX(x) : x ∈ Rd}.
As we shall see below, fractional Brownian sheets fall into the class of random fields
given by (3.1). It is known that a fractional Brownian sheet does not have stationary
increments. Thus, in general, a random field given by (3.1) does not possess stationary
increments. But it satisfies a slightly weaker property, as the following statement
shows.
Corollary 3.3. Let x = (x1, . . . , xm) ∈ R
d1 × . . . × Rdm. Under the conditions of
Theorem 3.1, for any h ∈ Rdj , j = 1, . . . , m the random field {Xα(x) : x ∈ R
d}
satisfies
Xα(x1, . . . , xj−1, xj + h, xj+1, . . . , xm)−Xα(x1, . . . , xj−1, h, xj+1, . . . , xm)
d
= Xα(x1, . . . , xj−1, h, xj+1, . . . , xm),
where
d
= means equality in distribution.
Proof. This result has been established in [12, Corollary 4.2.2] and is proven similarly
to [6, Corollary 4.2 (b)]. 
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As in [6, 7], Hoffmann [12] is looking for global and directional Ho¨lder exponents of
the random fields defined in (3.1). In this paper, we will derive global Ho¨lder critical
exponents. Following [8, Definition 5], β ∈ (0, 1) is said to be the Ho¨lder critical
exponent of the random field {X(x) : x ∈ Rd}, if there exists a modification X∗ of X
such that for any s ∈ (0, β) the sample paths of X∗ satisfy almost surely a uniform
Ho¨lder condition of order s on any compact set I ⊂ Rd, i.e. there exists a positive
and finite random variable Z such that almost surely
(3.3) |X∗(x)−X∗(y)| ≤ Z‖x− y‖s for all x, y ∈ I,
whereas, for any s ∈ (β, 1), (3.3) almost surely fails.
In order to derive the condition (3.3), Hoffmann [12] proposes the following defini-
tion.
Definition 3.4. Let the conditions of Theorem 3.1 hold and fix u = (u1, . . . , um) ∈
R
d1× . . .×Rdm = Rd. For all j = 1, . . . , m define the random field {X˜j,uα (x) : x ∈ R
dj}
as
(3.4) X˜j,uα (x) = Xα(u1, . . . , uj−1, x, uj+1, . . . , um), x ∈ R
dj .
Note that the random fields X˜j,uα defined in (3.4) depend on the vector u =
(u1, . . . , um) ∈ R
d1 × . . .×Rdm , and if ui = 0 for at least one i ∈ {1, . . . , m}, i 6= j, by
(3.1), one ends up with the trivial random field given by X˜j,uα (x) = 0 for all x ∈ R
dj .
Moreover, by Corollary 3.2, X˜j,uα is operator scaling in the sense of (1.1) for the matrix
E˜j and the exponent Hj, since for all c > 0
{X˜j,uα (c
E˜jx) : x ∈ Rdj}
def.
= {Xα
(
cEj(u1, . . . , uj−1, x, uj+1, . . . , um)
)
: x ∈ Rdj}
f.d.
= {cHjXα(u1, . . . , uj−1, x, uj+1, . . . , um) : x ∈ R
dj}
def.
= {cHjX˜j,uα (x) : x ∈ R
dj}.
Further, by Corollary 3.3, one can show that X˜j,uα has stationary increments, i.e. for
any h ∈ Rdj
{X˜j,uα (x+ h)− X˜
j,u
α (h) : x ∈ R
dj}
f.d.
= {X˜j,uα (x) : x ∈ R
dj}.
In addition, as a consequence of Theorem 3.1, one also obtains that
Γ˜j,uα (x) := E
[
X˜j,uα (x)
]
<∞ for all x ∈ Rdj ,
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and, in particular, there exists 0 < M < ∞ such that Γ˜j,uα (x) ≤ M for all x ∈ R
dj
with τE˜j (x) = 1. Thus, the random fields defined in (3.4) satisfy all the properties
that are used in [6, 7] in order to determine conditions of the form (3.3). Using all
this properties Hoffmann [12] carried this out in detail and derived Ho¨lder exponents
for the random fields in (3.4). More precisely, he showed the following.
Lemma 3.5. Assume that the conditions of Theorem 3.1 hold and let X˜j,uα (x) be
defined as in Definition 3.4. Then there exist a positive and finite random variable Zj
and a continuous modification of X˜j,uα (x) such that for any s ∈ (0,
Hj
ajpj
) the uniform
Ho¨lder condition (3.3) holds almost surely.
As an easy consequence of Lemma 3.5, Hoffmann [12] obtained the following result.
Corollary 3.6. Under the assumptions of Theorem 3.1, there exist a positive and
finite random variable Z and a continuous modification of Xα such that for any s ∈
(0,min1≤j≤m
Hj
ajpj
) the uniform Ho¨lder condition (3.3) holds almost surely.
Proof. For j = 1, . . . , m, let X˜j,uα be as in (3.4) and 0 < s < min1≤j≤m
Hj
ajpj
. Then,
by Lemma 3.5, there exist positive and finite random variables Z1, . . . , Zm such that
(3.3) holds almost surely for any j = 1, . . . , m and any continuous modification of
X˜j,uα . Then the statement easily follows, by noting that the inequality
|Xα(x)−Xα(y)|
≤
m∑
i=1
|Xα(x1, . . . , xi−1, xi, yi+1, . . . , ym)−Xα(x1, . . . , xi−1, yi, yi+1, . . . , ym)|
holds for all x = (x1, . . . , xm) and y = (y1, . . . , ym) ∈ R
d1 × . . . × Rdm with the
convention that
Xα(x1, . . . , xi−1, yi, yi+1, . . . , ym) = Xα(y)
for i = 1 and
Xα(x1, . . . , xi−1, xi, yi+1, . . . , ym) = Xα(x)
for i = m. 
We remark that Corollary 3.6 is not a statement about critical Ho¨lder exponents.
However, as a consequence of Theorem 4.1 below, we will see that any continuous
version of Xα admits min1≤j≤m
Hj
ajpj
as the critical exponent.
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4. Hausdorff dimension
We now state our main result on the Hausdorff and box-counting dimension of the
graph of Xα defined in (3.1).
Theorem 4.1. Suppose that the conditions of Theorem 3.1 hold. Then, for any
continuous version of Xα, almost surely
(4.1) dimHGXα
(
[0, 1]d
)
= dimBGXα
(
[0, 1]d
)
= d+ 1− min
1≤j≤m
Hj
a
j
pj
,
where, as above,
GXα
(
[0, 1]d
)
=
{(
x,Xα(x)
)
: x ∈ [0, 1]d
}
is the graph of Xα over [0, 1]
d.
Proof. Let us choose a continuous version of Xα by Corollary 3.6. From Corollary
3.6, for any 0 < s < min1≤j≤m
Hj
ajpj
, the sample paths of Xα satisfy almost surely a
uniform Ho¨lder condition of order s on [0, 1]d. Thus, by Lemma 2.1, we have
dimHGXα
(
[0, 1]d
)
= dimBGXα
(
[0, 1]d
)
≤ d+ 1− s, a.s.
Letting s ↑ min1≤j≤m
Hj
ajpj
along rational numbers yields the upper bound in (4.1).
It remains to prove the lower bound in (4.1). Since the inequality
dimBB ≥ dimHB
holds for any B ⊂ Rd (see [10, Chapter 3.1]), it suffices to show
dimHGXα
(
[0, 1]d
)
≥ d+ 1− min
1≤j≤m
Hj
a
j
pj
, a.s.
Further, note that, since Q = [1
2
, 1]d ⊂ [0, 1]d, we have
dimHGXα
(
[0, 1]d
)
≥ dimHGXα(Q)
by monotonicity of the Hausdorff dimension. Thus, it is even enough to show that
(4.2) dimHGXα(Q) ≥ d+ 1− min
1≤j≤m
Hj
a
j
pj
, a.s.
We will show this by combining the methods used in [3, 6, 7]. From now on, without
loss of generality, we will assume that
min
1≤j≤m
Hj
a
j
pj
=
H1
a1p1
.
12 ERCAN SO¨NMEZ
Let γ > 1. According to (2.2), it suffices to show that
Iγ :=
∫
Q×Q
E
[(
‖x− y‖2 + |Xα(x)−Xα(y)|
2
)− γ
2
]
dxdy <∞
in order to obtain dimHGXα(Q) ≥ γ almost surely.
Using the characteristic function of the symmetric α-stable random field Xα, as in
the proof of [7, Proposition 5.7], it can be shown that there is a constant C1 > 0 such
that
(4.3) Iγ ≤ C1
∫
Q×Q
‖x− y‖1−γσ−1(x, y)dxdy,
where
σ(x, y) = E
[
|Xα(x)−Xα(y)|
α
] 1
α = ‖Xα(x)−Xα(y)‖α.
Using the notation x = (x1, . . . , xm) ∈ R
d1 × . . .× Rdm for any vector x ∈ Rd define
(4.4) Wl = {(x, y) ∈ Q×Q : x1 6= y1, 2
−l−1 ≤ ‖x− y‖ ≤ 2−l}
for all l ∈ N0. Then, using (4.3) and (4.4) we obtain
Iγ ≤ C1
∞∑
l=0
∫
Wl
‖x− y‖1−γσ−1(x, y)dxdy
≤
C1
2
∞∑
l=0
∫
Wl
2−l(1−γ)σ−1(x, y)dxdy.
Therefore, the proof of the lower bound in Theorem 4.1 follows from the following
Proposition, by letting ε ↓ 0. 
Proposition 4.2. Let ε > 0 be small enough. Then, for all γ ∈ (1, d+ 1− H1
a1p1
− ε),
we have
∞∑
l=0
2l(γ−1)
∫
Wl
σ−1(x, y)dxdy <∞.
We will need several results in order to prove Proposition 4.2. The following Lemma
(and its proof) can be seen as a generalization of [3, Lemma 3.5].
Lemma 4.3. For any x ∈ Rd, let x = (x1, . . . , xm) ∈ R
d1 × . . . × Rdm. Then there
exists a constant C3 > 0 such that for all β ∈ (0, 1) and for all l ∈ N0 we have∫
Wl
‖x1 − y1‖
−βdx1 . . . dxmdy1 . . . dym ≤ C3 · 2
−l(d−β).
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Proof. Define
G
j
l = {(s, t) ∈ [0, 1]
dj × [0, 1]dj : ‖s− t‖ ≤ 2−l}
for all l ∈ N0 and j = 1, . . . , m. Then it follows from (4.4) that for any (x, y) ∈ R
d×Rd,
x = (x1, . . . xm), y = (y1, . . . , ym) ∈ R
d1 × . . .× Rdm , we have
1Wl(x, y) ≤
m∏
j=1
1Gj
l
(xj , yj).
From this, we obtain ∫
Wl
‖x1 − y1‖
−βdx1 . . . dxmdy1 . . . dym(4.5)
≤
∫
G1
l
‖x1 − y1‖
−βdx1dy1 ·
m∏
j=2
∫
Gj
l
dxjdyj.
By applying Fubini’s Theorem and the inequaliy
‖u− v‖−β ≤ |u1 − v1|
−β
for any vectors u = (u1, . . . , ud1) and v = (v1, . . . , vd1) ∈ R
d1 , it is easy to see that
there are constants c, c′ > 0 such that
(4.6)
∫
G1
l
‖x1 − y1‖
−βdx1dy1 ≤ c · (2
−l)d1−β,
and
(4.7)
∫
Gj
l
dxjdyj ≤ c
′ · (2−l)dj
for all j = 2, . . . , m. Combining (4.5), (4.6) and (4.7) yields the statement of the
Lemma. 
The following Theorem is crucial for proving Proposition 4.2 and its proof is based
on [21, Theorem 1]. See also [22, 23, 24].
Theorem 4.4. There exists a constant C4 > 0, depending on H1, . . . , Hm, q1, . . . , qm
and d only, such that for all x = (x1, . . . xm), y = (y1, . . . ym) ∈ [
1
2
, 1)d1 × . . .× [1
2
, 1)dm
we have
σ(x, y) ≥ C4 · τE˜1(x1 − y1)
H1,
where τE˜1(·) is the radial part with respect to E˜1.
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Proof. Throughout this proof, we fix x = (x1, . . . , xm), y = (y1, . . . ym) ∈ [
1
2
, 1)d1 ×
. . .× [1
2
, 1)dm . We will show that
(4.8) σ(x, y) ≥ CrH1
for some constant C > 0 independent of x and y and r = τE˜1(x1 − y1). Without
loss of generality we will assume that r > 0, since for r = 0 (4.8) always holds. By
definition, we have
σα(x, y) = E
[
|Xα(x)−Xα(y)|
α
]
=
∫
Rd
|
m∏
j=1
(ei〈xj ,ξj〉 − 1)−
m∏
j=1
(ei〈yj ,ξj〉 − 1)|α
m∏
j=1
|ψj(ξj)|
−αHj−qjdξ.(4.9)
Now, for every j = 1, . . . , m we consider a so-called bump function δj ∈ C
∞(Rdj )
with values in [0, 1] such that δj(0) = 1 and δj vanishes outside the open ball
B(Kj, 0) = {z ∈ R
dj : τE˜j(z) < Kj}
for
Kj = min
{
1,
K
j
1
K
j
2
(
√
d1
1
2
)
1
a
j
1
− 1
a
j
pj
+2ε
,
K
j
3
K
j
4
(
√
d1
1
2
)
1
a
j
pj
− 1
a
j
1
−2ε
,
K
j
1
K
j
4
,
K
j
3
K
j
2
,
K
j
1(
√
d1
1
2
)
1
a
j
1
+ε
, K
j
3(
√
d1
1
2
)
1
a
j
pj
−ε}
,
where ε > 0 is some (sufficiently) small number and Kj1, . . . , K
j
4 are the suitable
constants derived from Lemma 2.2 corresponding to the matrix E˜j . The choice of
the constant Kj > 0 will be clear later in this proof. Let δˆj be the Fourier transform
of δj . It can be verified that δˆj ∈ C
∞(Rdj) as well and that δˆj(λj) decays rapidly as
‖λj‖ → ∞. By the Fourier inversion formula, we have
(4.10) δj(sj) =
1
(2pi)dj
∫
R
dj
e−i〈sj ,λj〉δˆj(λj)dλj
for all sj ∈ R
dj . Let δr1(s1) =
1
rq1
δ1
(
(1
r
)E˜1s1
)
. Then, by a change of variables in (4.10),
for all s1 ∈ R
d1 we obtain
(4.11) δr1(s1) =
1
(2pi)d1
∫
Rd1
e−i〈s1,λ1〉δˆ1(r
E˜T
1 λ1)dλ1.
Using Lemma 2.2 and the fact that τE˜1(·) is E˜1-homogeneous, it is straightforward to
see that τE˜j (xj) ≥ Kj , τE˜1
(
(1
r
)E˜1(x1 − y1)
)
≥ K1 and τE˜1
(
(1
r
)E˜1x1
)
≥ K1. Therefore,
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we have δr1(x1) = 0, δ
r
1(x1 − y1) = 0 and δj(xj) = 0 for all j = 2, . . . , m. Hence,
combining this with (4.10) and (4.11) it follows that
I :=
∫
Rd
( m∏
j=1
(ei〈xj ,λj〉 − 1)−
m∏
j=1
(ei〈yj ,λj〉 − 1)
)
·
m∏
j=1
e−i〈xj ,λj〉δˆ1(r
E˜T
1 λ1)
m∏
j=2
δˆj(λj)dλ
= (2pi)d
(
δr1(0)− δ
r
1(x1)
) m∏
j=2
(
δj(0)− δj(xj)
)
− (2pi)d
(
δr1(x1 − y1)− δ
r
1(x1)
) m∏
j=2
(
δj(xj − yj)− δj(xj)
)
= (2pi)d
1
rq1
.(4.12)
Now, we first assume that α ≥ 1 and let β > 1 be the constant such that 1
α
+ 1
β
= 1.
By Ho¨lder’s inequality and (4.9), we have
I ≤
( ∫
Rd
|
m∏
j=1
(ei〈xj ,λj〉 − 1)−
m∏
j=1
(ei〈yj ,λj〉 − 1)|α
m∏
j=1
|ψj(λj)|
−αHj−qjdλ
) 1
α
·
(∫
Rd
1(∏m
j=1 |ψj(λj)|
−αHj−qj
) β
α
|δˆ1(r
E˜T
1 λ1)
m∏
j=2
δˆj(λj)|
βdλ
) 1
β
= σ(x, y) · r−H1−
q1
α
−
q1
β ·
(∫
Rd
1(∏m
j=1 |ψj(λj)|
−Hj−
qj
α
)β
m∏
j=1
|δˆj(λj)|
βdλ
) 1
β
= C˜ · σ(x, y) · r−H1−q1,(4.13)
where C˜ > 0 is a constant, which only depends on H1, . . . , Hm, q1, . . . , qm, d and δ.
It is clear that (4.8) follows from (4.12) and (4.13). If α ∈ (0, 1), choose k ∈ N such
that kα ≥ 1 and let β ′ > 1 be the constant such that 1
kα
+ 1
β′
= 1. We first show that
( ∫
Rd
|
m∏
j=1
(ei〈xj ,λj〉 − 1)−
m∏
j=1
(ei〈yj ,λj〉 − 1)|kα
m∏
j=1
|ψj(λj)|
−αHj−qjdλ
) 1
kα
≤ 2kα(m+1)σ(x, y)
1
k .(4.14)
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For λ = (λ1, . . . , λm) ∈ R
d1 × . . .× Rdm , let
z(λ) =
m∏
j=1
(ei〈xj ,λj〉 − 1)−
m∏
j=1
(ei〈yj ,λj〉 − 1)
and note that, since |eit − 1|2 = 2− 2 cos t ≤ 4 for all t ∈ R, it follows that
|z(λ)| ≤
m∏
j=1
|ei〈xj ,λj〉 − 1|+
m∏
j=1
|ei〈yj ,λj〉 − 1| ≤ 2m+1.
From this, we obtain(∫
Rd
|z(λ)|kα
m∏
j=1
|ψj(λj)|
−αHj−qjdλ
) 1
kα
=
(∫
{λ∈Rd:|z(λ)|≤1}
|z(λ)|kα
m∏
j=1
|ψj(λj)|
−αHj−qjdλ
+
∫
{λ∈Rd:|z(λ)|>1}
|z(λ)|kα
m∏
j=1
|ψj(λj)|
−αHj−qjdλ
) 1
kα
≤
(∫
{λ∈Rd:|z(λ)|≤1}
|z(λ)|α
m∏
j=1
|ψj(λj)|
−αHj−qjdλ
+
∫
{λ∈Rd:|z(λ)|>1}
|z(λ)|kα+α
m∏
j=1
|ψj(λj)|
−αHj−qjdλ
) 1
kα
≤ (2m+1)kα
(∫
Rd
|z(λ)|α
m∏
j=1
|ψj(λj)|
−αHj−qjdλ
) 1
kα
= (2m+1)kασ(x, y)
1
k .
Now, using (4.14) and Ho¨lder’s inequality as before we obtain that
I ≤
(∫
Rd
|
m∏
j=1
(ei〈xj ,λj〉 − 1)−
m∏
j=1
(ei〈yj ,λj〉 − 1)|kα
m∏
j=1
|ψj(λj)|
−αHj−qjdλ
) 1
kα
·
(∫
Rd
1(∏m
j=1 |ψj(λj)|
−αHj−qj
) β′
kα
|δˆ1(r
E˜T
1 λ1)
m∏
j=2
δˆj(λj)|
β′dλ
) 1
β′
≤ 2kα(m+1)σ(x, y)
1
k · r
−
H1
k
−
q1
kα
−
q1
β′
·
(∫
Rd
1(∏m
j=1 |ψj(λj)|
−Hj−
qj
α
)β′
m∏
j=1
|δˆj(λj)|
β′dλ
) 1
β′
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= ˜˜C ·
(
σ(x, y) · r−H1−kq1
) 1
k ,(4.15)
where ˜˜C > 0 is a constant, which only depends on H1, . . . , Hm, q1, . . . , qm, k, α, d and
δ. It is clear that (4.8) follows from (4.12) and (4.15). This finishes the proof of the
Theorem. 
We are now able to give a proof to Proposition 4.2.
Proof of Proposition 4.2. Following Section 2.2, let V1, . . . , Vp1 denote the
spectral decomposition of Rd1 with respect to E˜1 and let Oi = V1⊕ . . .⊕Vi for i ≤ p1.
We first assume that p1 = 1. Let C5, C6, C7 denote unspecified positive constants.
Since p1 = 1, by Lemma 2.2 one can find a constant K > 0 such that for ε > 0
(small) and ‖x1 − y1‖ ≤ 2
−l we have
τE˜1(x1 − y1)
−H1 ≤ ‖x1 − y1‖
−
H1
a1p1
−ε
.(4.16)
Finally, using Theorem 4.4, (4.16) and Lemma 4.3 we obtain
∞∑
l=0
2−l(1−γ)
∫
Wl
σ−1(x, y)dxdy
≤ C5
∞∑
l=0
2−l(1−γ)
∫
Wl
τE˜1(x1 − y1)
−H1dxdy
≤ C6
∞∑
l=0
2−l(1−γ)
∫
Wl
‖x1 − y1‖
−
H1
a1p1
−ε
dxdy
≤ C6
∞∑
l=0
2
−l(1−γ+d−
H1
a1p1
−ε)
<∞,
since γ < d+ 1− H1
a1p1
− ε.
Now, assume that p1 ≥ 2. We will show that
J :=
∫
Wl
τE˜1(x1 − y1)
−H1dxdy ≤ Cˆ · 2
−l(d−
H1
a1p1
−ε)
,
for some constant Cˆ > 0 and some sufficiently small ε > 0 in order to obtain the
statement of Proposition 4.2 from Theorem 4.4 as above.
For z = x1 − y1, let us write z = zp1 + zp1−1 for some zp1 ∈ Vp1 and zp1−1 ∈ Op1−1.
Note that, since Vp1 and Op1−1 are orthogonal in the chosen inner product, we have
that ‖z‖ ≤ 2−l implies both ‖zp1‖ ≤ 2
−l and ‖zp1−1‖ ≤ 2
−l. As before, let C7, . . . , C10
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denote unspecified positive constants. By a version of Lemma 2.2, restricted to the
subspaces Vp1 and Op1−1 respectively, as in the proof of [6, Theorem 5.6], one can find
a constant Kˆ > 0 such that for ε > 0 (small) we have
τE˜1(z) ≥ Kˆ
(
‖zp1‖
H1
a1p1
+ε
+ ‖zp1−1‖
H1
a1
1
+ε
)
,
and from this we get
J ≤ C7
∫
‖zp1‖≤2
−l
∫
‖zp1−1‖≤2
−l
(
‖zp1‖
H1
a1p1
+ε
+ ‖zp1−1‖
H1
a1
1
+ε
)−1
dzp1dzp1−1
·
m∏
j=2
∫
Gj
l
dxjdyj,
where the sets Gjl are defined as in the proof of Lemma 4.3. Let k = dimVp1 and
observe that in the present case we have 1 ≤ k ≤ d1 − 1. By using polar coordinates
for both Vp1 and Op1−1, we get that
J ≤ C8
∫ 2−l
0
∫ 2−l
0
(
u
H1
a1p1
+ε
+ v
H1
a1
1
+ε
)−1
uk−1vd1−k−1dudv · (2−l)d−d1 .
The change of variables u = tv and elementary integration yield
J ≤ C8
∫ 2−l
0
∫ 2−l
v
0
(
(tv)
H1
a1p1
+ε
+ v
H1
a1
1
+ε
)−1
(tv)k−1vd1−k−1vdtdv · (2−l)d−d1
≤ C8
∫ 2−l
0
∫ 2−l
v
0
v
−
H1
a1p1
−ε
(
t
H1
a1p1
+ε
)−1
tk−1vd1−1dtdv · (2−l)d−d1
= C8
∫ 2−l
0
v
d1−1−
H1
a1p1
−ε
∫ 2−l
v
0
t
k−
H1
a1p1
−ε−1
dtdv · (2−l)d−d1
= C9(2
−l)
−
H1
a1p1
−ε+k
∫ 2−l
0
v
d1−1−
H1
a1p1
−ε
v
H1
a1p1
+ε−k
dv · (2−l)d−d1
= C10(2
−l)
−
H1
a1p1
−ε+k
(2−l)d1−k(2−l)d−d1
= C10(2
−l)
d−
H1
a1p1
−ε
and this finishes the proof of the Proposition. 
As an immediate consequence of Theorem 4.1, we obtain the following.
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Corollary 4.5. Let the assumptions of Theorem 3.1 hold. Then any continuous
version of Xα admits min1≤j≤m
Hj
ajpj
as the Ho¨lder critical exponent.
Remark 4.6. Let α = 2, dj = E˜j = 1 for all j = 1, . . . , m and consider the function
ψ(ξj) = |ξj| for all ξj ∈ R. Clearly, ψj is a homogeneous function and satisfies
ψj(ξj) 6= 0 for all ξj 6= 0. Thus, by Theorem 3.1, we can define
X2(x) = Re
∫
Rd
d∏
j=1
(eixjξj − 1)|ξj|
−Hj−
1
2W2(dξ), x = (x1, . . . , xd) ∈ R
d,
for all 0 < Hj < 1, j = 1, . . . , d and the statement of Theorem 4.1 becomes
dimHGX2
(
[0, 1]d
)
= dimBGX2
(
[0, 1]d
)
= d+ 1− min
1≤j≤d
Hj, a.s.
Further, up to a multiplicative constant, the random field X2 is a fractional Brownian
sheet with Hurst indices H1, . . . , Hd (see [11]). Thus, Theorem 4.1 can be seen as a
generalization of [3, Theorem 1.3]. Further, as noted above, for m = 1, d = d1 and
E = E1 = E˜1 the random field Xα given by (3.1) coincides with the random field in
[6, Theorem 4.1] and the statement of Theorem 4.1 becomes
dimHGXα
(
[0, 1]d
)
= dimBGXα
(
[0, 1]d
)
= d+ 1−
H1
a1p1
, a.s.
which is the statement of [6, Theorem 5.6] for α = 2 and [7, Proposition 5.7] for
α ∈ (0, 2). We finally remark that Theorem 4.1 can be proven similarly, if we replace
[0, 1]d in (4.1) by any other compact cube of Rd.
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