In this work it is presented an existence result for the impulsive problem composed 1 by the fourth order fully nonlinear equation 
, i = 0, 1, 2, 3, 
21 where x j ∈ (0, 1) , for j = 1, . . . , m, such that 0 = x 0 < x 1 < · · · < x m < x m+1 = 1 and 22 g j , h j , k j and l j are given real valued functions verifying some adequate conditions to be 23 precise.
24
The theory of impulsive problems is experiencing a rapid development in the last few years,
25
mainly because impulsive differential equations have been used to describe real phenomena 26 where there are instantaneous changes at some time instants. These changes may occur not 27 only at a micro scale but also at a global level. Applications can be found in a wide range of 28 areas, such as physics, medicine, biology, control theory, population and/or gene dynamics
29
(see [1, 11, 18 ] and the references therein).
30
The monotone iterative technique coupled with lower and upper solutions is a powerful 31 method used to approximate solutions in several nonlinear problems in general and periodic 32 ones in particular (see, for instance, [7, 10, 12, [14] [15] [16] [17] 19] ).
33
As far as we know, it is the first time that the above methods are applied to fourth-order 
37
• The assumptions on the nonlinear part f are more general than the ones usually con-38 sidered. As example, we mention that no global monotonicity conditions are assumed,
39
neither a Nagumo-type condition to control a subquadratic growth of f on the third 40 derivative.
41
• An iterative technique, not necessarily monotone, is used to obtain the existence of 42 solutions.
43
• The impulsive effects, given by (3), are given by general functions, not necessarily linear.
44
The arguments make use of lower and upper solutions approach to higher order problems 45 suggested in [3] [4] [5] 9, 8] , and an iterative method as in [2] .
46
The work is organized in the following way: "Definitions and Auxiliary Results" section contains the definitions used and a uniqueness result for some fourth order problems. The 48 main result, an existence and location theorem, is presented in "Existence of Solutions"
49
section. An example is shown in last section, to illustrate the main theorem. 
Definitions and Auxiliary Results

51
In this section some notations, definitions and auxiliary results, needed for the main existence 52 result, are presented.
53
For m ∈ N, let 0 
57
For u ∈ PC (I ), we define the norm by
59
Consider PC (l) (I ) , l = 1, 2, 3, as the space of the real-valued functions u such that
and k = 1, 2, . . . , m.
62
Therefore u ∈ PC 3 (I ) can be written as
and for each u ∈ PC 3 D (I ) we set the norm
Moreover for p ∈ L 1 (I ) we consider the usual norm
71
Throughout this paper the following hypothesis will be assumed:
and for every (y 0 , y 1 , y 2 , y 3 ) ∈ R 4 with |y i | ≤ M for i = 0, 1, 2, 3.
78
(H2) the real valued functions g j , h j , k j and l j are nondecreasing for j = 1, . . . , m. by the equation
87
and the boundary conditions
has a unique solution u ∈ PC 3 D (I ).
90
Proof The solution of problem (5)- (6) can be written as
93
As p (x) is bounded in I, we can define N := p x, u ′′′ (x) 1 and the following estimates 94 can be obtained:
Hence, for δ:
Define the operator T :
105
As p x, u ′′′ (x) is a L 1 -Carathé odory function, then T is continuous and, by (8), Schauder fixed point theorem, T has a fixed point u ∈ PC 3 D (I ) which satisfies (7) and
This proves the existence of solution for (5), (6) .
112
To show uniqueness, we will assume that the problem (5), ( 6) has two solutions, u 1 and
114 By (4),
On the other hand as z x hold.
131
Existence of Solutions
132
In this section the main existence and location result is the following: 
138
Assume that and every x ∈ I.
147
Proof Consider the following modified problem composed by the equation
150 for x ∈ (0, 1) and x = x j where the continuous functions
are given by
153 with the boundary conditions (2) and the impulse conditions ( 3).
154
To prove the existence of solution for the problem (13), (2) , (3) 
158 and for n = 1, 2, . . . the problem composed by Eq. (11)
161
with the boundary conditions
164 and the impulsive conditions, for j = 1, . . . , m,
167
Problem (5)- (6) is an initial value problem, however considering in (13) fixed (y 0 , y 1 , y 2 ) 168 the function f (y 0 , y 1 , y 2 , y 3 ) verifies (5) and, therefore, the sequence (u n ) n∈N is well defined 169 by the uniqueness given by Lemma 3.
170
Remark that the initial value problem (16) for all n ∈ N and every x ∈ I, which implies that
n (x) for i = 0, 1, 2, 3, n ∈ N and ever y x ∈ I.
176
• The sequence (u n ) n∈N is convergent to a solution u ∈ PC 3 D of problem (16)-(18).
177
Step 1 -Every solution of problem (16)- (18) verifies
179 for all n ∈ N and every x ∈ I.
180
Let u be a solution of the problem (16)- (18). To prove inequalities (19) we will rely on 181 mathematical induction.
182
For n = 0, by (15),
and by, Remark 6,
186
Suppose that for k = 1, . . . , n − 1 and every x ∈ I we have
188 for x = 0, by (17), (21) and Definition 4, we have 
From (16) and (12) the following contradiction is obtained for x ∈ x, x :
As x * is taken arbitrarily in ]x j , x j+1 ], then u ′′′ n (x) ≥ α ′′′ (x) for all n ∈ N and every 205 x ∈ I. In the same way it can be shown that u ′′′ n (x) ≤ β ′′′ (x) ∀x ∈ I, ∀n ∈ N, and so (19) 206 is proved for i = 3. Assuming that for k = 1, . . . , n − 1 and every x ∈ I ,
By (17) and (22),
and by (18) and Definition 4
obtaining that u ′′ n (x) ≥ α ′′ (x) for all n ∈ N and every x ∈ I. Using similar arguments it can 221 be proved that u ′′ n (x) ≤ β ′′ (x) and therefore
223
The remaining inequalities in (19) can be proved as above, by integration of (22) in [0,
applying the correspondent hypothesis of induction, conditions (17) , (18), and Definition 4.
225
Step 2 -The sequence (u n ) n∈N is convergent to u solution of problem (16)-(18). 
229
Let be a compact subset of R 4 given by
As f is a L 1 -Carathéodory function in , then there exists a real-valued function
234
By
Step 1 and (24), u n , u ′ n , u ′′ n , u ′′′ n ∈ for all n ∈ N. From (16) and (25) we obtain
237
By integration in I we obtain that
as n → ∞.
247
Therefore as n → ∞
252
As the function f is L 1 -Carathéodory function in x j , x j+1 , then u ′′′ (x) ∈ AC x j , x j+1 .
253
Therefore u ∈ PC 3 D (I ) and u is a solution of problem (16)-(18).
254
To prove that u is a solution of the boundary value problem (1)- (3) we note that taking 
