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Abstract 
Nanophotonics is the field of physics that summarizes all methods for manipulating light on the 
nano scale, i.e. below the wavelength of visible light. The goal of this thesis was to investigate 
light-matter interaction in small systems, in nanophotonic devices based on site-controlled pyrami-
dal quantum dots (QD) embedded in photonic crystal (PhC) cavities. These QDs provide unique 
position and spectral control, which is hardly achievable by the widely exploited self-assembled 
QD-based systems, thus allowing almost ideal cloning of differently designed devices in thousands 
of copies on the same chip. Taking advantage of the high reproducibility of our devices we con-
ducted statistical studies of the optical properties of a large variety of photonic structures without 
concerns about significant deviations from the targeted layout. 
In particular, we addressed the influence of the QD position with respect to the electrical field pat-
tern of the cavity mode (CM) on the optical properties of the QD excitonic transitions. To this end, 
we integrated a single pyramidal QD in a linear PhC membrane cavity with three missing holes (L3 
PhC cavity) at a set of well-defined positions, among which were points corresponding to the first 
and the second CM lobes as well as a CM node. Taking advantage of the high reproducibility of the 
fabricated devices, we aimed at providing statistical evidence of the impact of the positioning of a 
single dipole on the CM-induced Purcell enhancement. Interestingly, we observed a clear Fano-like 
resonance in the QD emission component co-polarized with a CM that vanished for devices with a 
QD at the CM node. 
Further developing pyramidal QD-based QD-PhC cavity integration technology, we successfully 
implemented the integration of up to 4 QDs with a linear PhC cavities having seven missing holes 
(L7 PhC cavity). For several such structures we identified the optical transitions of each QD by 
means of spatial scanning micro-photoluminescence, accompanied with correlations in spectral 
wandering traces. Taking advantage of the well identified excitonic transitions, we demonstrated 
phonon-assisted weak coupling of 4 different QD excitons with the same CM. Using a combination 
of temperature- and water condensation- induced exciton-CM tuning allowed probing the coupling 
of the 4 QDs to different CMs, thereby probing the modal spatial profiles. 
In parallel, we explored spectral diffusion and spectral wandering processes of QD excitons that 
could significantly affect exciton-CM coupling, especially its spectral range. As a tool, we devel-
oped a correlation technique based on the observation of transitions between different excitonic 
energy levels induced by the quantum confined Stark effect (QCSE). This technique allowed us to 
study the nature of charged centers in the vicinity of the QD, leading to spectral jumps between dis-
crete emission energies of the QD excitons. Relating the QD exciton energy to the amplitude of the 
electric field inducing the QCSE allowed observing unusual spectral response of the QD upon in-
creasing the charge density in its vicinity. Additionally, it allowed probing the ratio between the 
dipole moments of different excitonic complexes. Scanning spectrally a CM with a single QD exci-
ton tuned by the fluctuations of the built-in electric field, we observed emission intensity enhance-
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ment associated with the CM-induced Purcell effect. We also observed an irreversible QCSE-
induced giant exciton spectral shift accompanied by the intensity intermittency. Finally, we evi-
denced a strong dependence of the observed spectral wandering and emission intermittency effects 
on the sample light exposure history, clearly exhibiting a photon-activated charge trapping in the 
QD vicinity. 
The results of this thesis demonstrate the advantage of site-controlled pyramidal QDs for photonics 
and highlight the current drawbacks that should be improved for implementation in various photon-
ic devices relevant to QD-based quantum computation and communication as well as low threshold 
lasers and single photon sources. Longer wavelength pyramidal QDs could potentially allow inte-
gration with higher Q-factor photonic cavities that may reach the strong exciton-CM coupling re-
gime, especially if spectral wandering is suppressed leading to nearly Fourier-transform limited 
linewidth of pyramidal QD excitons. Achieving this step is highly important for many quantum 
optics experiments, in particular, for optical addressing of QD exciton-based stationary qubit. 
Keywords  
Nanophotonics, cavity quantum electrodynamics, semiconductor, quantum dot, exciton, quantum 
confined Stark effect, charged defect, spectral wandering, emission intermittency, photonic crystal 
cavity, optical mode, Fano resonance, Purcell effect, phonon coupling, Jaynes-Cummings model. 
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Résumé 
La nano-photonique est une branche de la physique qui englobe les méthodes de manipulation de la 
lumière à l’échelle nanométrique, bien en dessous des longueurs d’onde visibles. Cette thèse vise à 
analyser l’interaction entre lumière et matière dans des systèmes microscopiques : des dispositifs 
basés sur l’intégration de boîtes quantiques (BQ) pyramidales, dont la position est contrôlée, dans 
des cavités en cristaux photoniques (CP). Contrairement aux BQs auto-assemblées plus répandues, 
notre technologie procure un contrôle unique sur la position et le spectre des BQs, qui permettent 
l’implémentation de milliers de structures pratiquement toutes identiques sur un même circuit. Ti-
rant avantage de la reproductibilité de notre technique, nous avons mené des études statistiques sur 
les propriétés d’une large variété de structures photoniques, sans nous soucier des larges écarts au 
design initialement planifié. 
 
En particulier, nous nous sommes intéressé à l’influence de la position de la BQ dans une certaine 
distribution du champ électrique du mode de cavité (MC) sur ses propriétés optiques, c’est-à-dire 
sur les transitions électroniques. Dans ce but, nous avons intégré à différentes positions une seule 
BQ pyramidale dans un PC, avec une cavité linéaire définie par l’absence de 3 trous (L3). Dans le 
premier lobe du MC, dans le deuxième et au niveau d’un nœud. En tirant parti de cette fiabilité à 
reproduire nos structures, nous avançons les preuves statistiques de l’importance du positionnement 
d’une BQ par rapport au champ électrique d’un mode par la manifestation de l’effet Purcell. Effet 
issu de l’interaction entre un dipôle électrique unique et un MC. Il est à noter en particulier que 
nous observons de manière claire la signature d’une résonance de type Fano pour l’émission de la 
BQ co-polarisée avec le CM. Cette même signature disparaît quand la BQ est localisée à un nœud 
du MC. 
 
En continuant à optimiser le processus d’intégration de nos BQs dans des cristaux photoniques, 
nous avons pu implémenter avec succès jusqu’à 4 BQs dans une cavité L7 (sept trous manquants 
alignés). Dans plusieurs telles structures nous avons pu identifier les transitions optiques de chacune 
des BQs en effectuant un balayage spatial pour collecter la lumière émise par ces dernières. Ces 
mesures sont complétées par des mesures de corrélations des émissions, émissions qui sont mar-
quées par de la diffusion spectrale. En tirant parti de l’identification attestée des transitions exci-
toniques, nous apportons les preuves d’un couplage faible facilité par les phonons entre 4 BQs et un 
seul MC. Ce qui nous a permis par la même occasion de sonder le profil spatial du MC. 
 
En parallèle, nous avons exploré les mécanismes de diffusion spectrale et d’élargissement 
homogène des excitons dans une BQ qui peuvent impacter significativement le couplage des ces 
derniers avec un MC, en particulier la gamme spectrale où ce couplage est possible. 
Nous avons développé une technique de mesure qui établit l’influence de l’effet Stark sous con-
finement quantique (ESCQ) sur les transitions excitoniques entre différents niveaux d’énergies. 
Cette technique nous a permis de révéler la nature des impuretés chargées localisées à proximité des 
BQs. Ces impuretés induisent des sauts spectraux entre des niveaux d’énergie discrétisés des transi-
tions excitoniques. En faisant le lien entre l’énergie d’émission d’un exciton d’une BQ et 
l’amplitude du champ électrique qui génère l’ESCQ, nous avons pu observer une réponse inhabitu-
elle de la BQ à l’augmentation de la densité de porteurs de charge dans son voisinage. De plus, cela 
nous a permis d’évaluer les rapports entre les divers moments dipolaires de différents espèces exci-
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toniques. Sous l’action d’un tel champ électrique intrinsèque un exciton d’une BQ peut balayer 
spectralement un MC lorsque son énergie est modifiée par l’ESCQ. Nous rapportons dans ce cas 
une augmentation de l’intensité lumineuse émise par cette BQ, associée à l’effet Purcell généré par 
ce MC. Nous faisons aussi mentions du décalage spectral d’un exciton expliqué par l’ESCQ, très 
marqué, permanent et s’accompagnant d’une modification intermittente de la luminosité. Enfin, 
nous avons mis en évidence une forte dépendance de ces mouvements spectraux et émissions inter-
mittentes à l’histoire de ces échantillons, en particulier leur exposition à la lumière. Ceci indique 
clairement l’évidence d’un mécanisme photo-activé de capture de porteurs de charge à proximité 
des BQs. 
 
Les résultats de cette thèse consolident l’importance loin d’être anecdotique des BQs pyramidales 
dont on peut contrôler la position pour des applications en photonique. Et mettent en avant les 
points négatifs qu’il reste à améliorer pour permettre la fabrication de nombreux dispositifs 
optoélectroniques basés sur des BQs nécessaires à la réalisation d’ordinateurs quantiques et canaux 
de communication quantique, ainsi qu’autres lasers à faible seuil d’émission et émetteurs de pho-
tons uniques. Des BQs pyramidales qui émettent à plus haute longueur d’onde pourraient poten-
tiellement permettre la réalisation de cristaux photoniques avec des facteurs de qualité Q suffisam-
ment élevés pour espérer atteindre le couplage fort et explorer la physique des polaritons. Notam-
ment si nous parvenons à réduire la diffusion spectrale et à obtenir des lignes excitoniques limitées 
par la transformée de Fourier du temps de vie radiatif. Parvenir à cet objectif est de la plus haute 
importance pour de nombreuses expériences d’optique quantique, en particulier pour le contrôle 
optique de qubits stationnaires basés sur les excitons de BQs. 
  
Mots-clés 
Nanophotonique, électrodynamiques quantique en cavité, semiconducteur, boite quantique, exciton, 
effet Stark confiné quantiquement, défaut chargée, errance spectral, intermittence d'émission, cavité 
à crystal photonique, mode optique, résonance de Fano, effet Purcell, couplage phonon, modèle de 
Jaynes-Cummings.  
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Chapter 1 Quantum-dot-based semiconductor 
photonics 
1.1 Introduction 
During the last 50 years technology progress has gradually decreased the typical length scale limit 
of structures that can be carved in solids. At some point the lower limit of structure size became 
comparable with several hundreds of lattice periods (in crystalline materials), opening the way to 
manufacturing complicated devices confining both electronic and photonic states in the volumes 
with characteristic lengths below their de Broglie wavelengths. This breakthrough significantly ex-
panded possibilities for studying quantum electrodynamics (QED) that can be achieved in ways 
different from coupling of a quantized electromagnetic field with a single or just a few trapped at-
oms, the only source for confined electronic states available in the past for which very complicated 
equipment is required. As a result, the number of possible QED experiments drastically increased, 
providing access to many novel fascinating phenomena as well as proposals for possible applica-
tions of these new devices having light-matter interaction manipulated on the single quanta level. 
The physics field that encompasses methods for manipulating light and matter on a scale below the 
photon wavelength is known as nanophotonics[1]. 
Photonic crystals (PhCs), that is, dielectric structures with periodic distribution of the refractive 
index[2] are widely used in nanophotonics, providing a prohibited range of wavelengths close to the 
period of these photonic structures thus opening a photonic bandgap. Modes with frequencies inside 
this bandgap have suppressed density except in the specially designed zones (due to channel or 
point defects) allowing guiding or confining light[3], [4]. Controlling the dispertion of PhC-based 
waveguides, one can achieve slowing down of light[5], that is, decreasing its group velocity. 
Properly designed PhC cavities can concentrate electromagnetic fields at prescribed positions thus 
increasing light-matter interaction with dipole transitions introduced at these points[6], [7]. In the 
solid state, dipole transitions can be provided by either dopant imbedded in the dielectric lattice or 
quantum dots (QDs), semiconductor nanostructures that confine electrons in the volumes with di-
mensions below the Fermi wavelength[8]. Therefore, these nanostructures provide discrete electron-
ic transitions mimicking the behavior of electrons in atomic orbitals. Photonic crystal waveguides 
allow also light transmission, realizing communication interfaces that can be integrated on chip. 
Using coupling to photonic cavities, PhC waveguide based structures are promising for information 
transfer between localized objects, e. g., among QDs by means of guided light quanta[9]. 
Light transmission on the nanoscale could be also obtained using polaritons, quasiparticles formed 
by hybridized photonic states and electronic excitations at metal-dielectric interface. These devices 
form the core of plasmonics, the field that allows shrinking light beams significantly below diffrac-
tion limit and strongly enhancing the light-matter interaction while integrated with (nano)structures 
having non-zero dipole moment. The latter leads to the strong Purcell enhancement effect[10], [11]. 
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Plasmonic nanostructures integrated with active material can serve as a laser[12] while plasmonic-
based circuits are proposed for on chip communication although suffering of considerable ohmic 
losses[13]. Serving as light guides, condensers or filters on the length scale significantly below the 
Abbe’s diffraction limit, metallic or dielectric based nanostructures have significantly changed the 
paradigm of controlling electromagnetic waves in spectral ranges varying from UV to infrared re-
gion. Photonic devices nowadays are the main candidates for successful realization of quantum 
computation, information processing or nonlinear sources thus entering our day-to-day life. 
The goal of this thesis was to investigate light-matter interaction in small systems using the unique 
position and spectral control of pyramidal QD dipole transitions (excitons) as well as the design 
flexibility, high spectral control and electrical field confinement of PhC cavity modes. For this 
purpose we integrated linear PhC cavities with a single QD at a set of different positions or with 
two, three or four QDs at fixed positions. Taking advantage of the high reproducibility of fabricated 
devices we aimed at providing statistical studies of the effect of dipole position on the Purcell 
enhancement and Fano-like resonances induced by exciton-cavity mode coupling. In search for 
collective effects due to multiple dipole transitions talking through the cavity mode, we studied 
systems with up to four quantum dots integrated with the same PhC cavity. We focused at the 
coupling properties of differently positioned QDs with different PhC cavity modes and identified a 
mode that is suitable for coupling with four differently positioned QD excitonic transitions. In 
parallel, we looked for spectral diffusion and spectral wandering processes that significantly affect 
the exciton-cavity mode coupling range. Thus, topics discussed in this dissertation are related to 
QED and solid-state physics of nanoscale structures. 
1.2 Confining charge carriers in semiconductor nanostructures 
1.2.1 Semiconductors 
Matter in solid state often forms crystalline structures with periodically arranged atoms. This perio-
dicity significantly affects the electron motion in solids, which was historically characterized by 
material conductivity. It was noticed that solid materials could be categorized as insulators, semi-
conductors or metals depending on their conductivity value, their response to temperature or doping 
level variations and light exposure. In particular, insulators have nearly zero conductivity while 
semiconductors and metals have intermediate and high conductivity values. Metals reveal higher 
conductivity at low temperature and lower doping layer while semiconductors show the opposite 
behavior, drastically increasing conductivity with temperature and doping. Among all these proper-
ties, semiconductor response to light exposure is a very interesting feature in the framework of 
light-matter interaction, which is one of the topic presented in this thesis. It should be noticed that 
conductivity properties of solids were not as clear as described above before fabrication methods of 
pure crystalline structures were developed. This allowed experiments with pure materials that elim-
inated the influence of the background doping. 
Solids classification described above was gracefully explained by a group of scientists in the 
1920’s-1930’s taking advantage of then recently developed Quantum Mechanics. The band-like 
structure of electronic spectrum turned out to be responsible for whether the particular crystal is 
metal, semiconductor or insulator while the periodically arranged atoms were in charge of these 
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bands formation. Although crystals consist of immense amounts of atoms and electrons, the appro-
priate physical picture of electron band spectrum can be given in the tight-binding approximation 
considering each electron mostly interacting with a particular atom and negligibly interacting with 
neighbor atoms and electrons. Here we also do not consider spin-orbit interaction terms. Then, the 
following Hamiltonian governs a single electron motion 
? ? ? ??? ?? ???? 
where ???? is an atomic potential term that reflects the electron interaction with atomic nuclei. The 
atomic potential is a periodic function: ? ? ? ??? ? ?? where ? ? ???? ? ???? ? ???? is the lat-
tice translation vector, ???? ? ? and ???? are the primitive translation vectors. Solution of the 
Schrodinger equation? ? ? ???????????? proposed by Bloch in 1928 is a product of a plane wave 
and a periodic function with the same periodicity as the atomic potential: 
???? ? ? ???????? ?  
with the plane wave vector ? and the periodic Bloch function ???? ? ? ???? ? ? ? . The disper-
sion relation ????? provided by the solution of this equation is a periodic function with period ? 
that is a reciprocal lattice vector. For III-V semiconductors ????? is nearly quadratic for the ? val-
ues near the bottom of a band valley. Thus, we can define the effective mass of an electron moving 
in the potential of such a periodic lattice 
???? ? ?? ???
???
 
We can then introduce valence and conduction bands that are the highest populated and the lowest 
unpopulated energy bands at zero temperature. If the Fermi level, that is, the highest level that is 
occupied by electrons, lies in-between valence and conduction bands, then the material is either 
dielectric or semiconductor. At nonzero temperatures the energy distance between valence and con-
duction bands, that is, the band gap, can be use to divide solids into semiconductors or insulators. If 
the band gap is commensurable with the Boltzmann energy ?? at the particular temperature then the 
material is a semiconductor since the tail of the electron density of states at this energy partly over-
laps with conduction band. In other words, fluctuations of crystal lattice (local band gap) can pro-
vide single excitation with energy bigger then the band gap, populating conduction band with elec-
trons while leaving positive vacancies in the valence band, that is, holes. Therefore, with increasing 
temperature more and more mobile electrons are generated in the semiconductor providing increas-
ing conductivity. In insulators the band gap is much bigger than the Boltzmann energy, leading to 
zero conductivity if an electron does not have a source to borrow energy for overcoming the band 
gap. 
Figure 1:1(a) shows the Zinc-Blende structure of GaAs, representing the III-V group of semicon-
ductors. This is a direct gap semiconductor, that is, the same ? defines the minimum (maximum) of 
the conduction (valence) band, as can be seen in GaAs band structure shown in Figure 1:1(b). This 
allows the vertical (no change in k-vector) recombination of spatially overlapping electrons and 
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holes providing photon emission, since the momentum conservation is closely satisfied without 
borrowing missing momentum value as in case of indirect semiconductors. The conduction band of 
GaAs is formed by the s-orbitals while the valence band is a p-like band. This leads to valence band 
splitting introduced by the spin-orbital interaction. Since the split-off band is significantly shifted in 
energy from the conduction band, the main optical transitions are between light and heavy holes 
that are quasiparticles with total angular momentum ?? and 
?
?, and electrons that are quasiparticles 
with total angular momentum ??. 
 
Figure 1:1 a) Zinc-blende lattice of GaAs and b) its band gap structure. Figure in b) is adopted 
from[14]. 
Coulomb interaction leads to corrections of the optical transition energy providing two types of ob-
served correlated electron hole pairs. The first is the Frenkel exciton that is a bound electron-hole 
pair localized on one of the lattice sites, that is, its radius is less then the lattice constant. The second 
type is the Wannier-Mott exciton that is a delocalized bound electron hole pair with radius much 
bigger then the lattice constant. Since semiconductors have typically large dielectric constants, the 
dominant exciton type is Wannier-Mott exciton. The exciton binding energy in bulk GaAs is 
~4meV while the Boltzmann energy is around 25 meV at room temperature; therefore, the Wanni-
er-Mott exciton emission line is visible only at cryogenic temperatures, at energies lower than the 
band gap energy by the exciton binding energy. 
1.2.2 Low-dimensional semiconductors 
Progress of growth techniques in the second half of the 20th century allowed fabrication of struc-
tures with sharp interface transitions between different semiconductors. Thus, fabrication of artifi-
cial structures that provide observation of quantum size effect on the single electron level became 
realistic. Figure 1:2 shows structures with decreasing degree of freedom (dimensionality) due to 
quantum confinement that also modifies the density of electronic states. Figure 1:2 (a) show the 
quantum well (QW) structure that consists of a thin semiconductor layer sandwiched between two 
semiconductor layers with wider band gaps. With suitable bandgap alignment this structure pro-
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vides quantum confinement in one direction while in two remaining directions electrons can move 
freely. Such a structure significantly modifies the density of electronic states in comparison with no 
confinement (Figure 1:2(a)). The further development of quantum confinement is obtained with 
quantum wire (QWR) structures where electrons can freely move only in one direction. This affects 
the electron density of states even more leading to the narrow peaked density of states, independent-
ly of the confined electron level. Quantum dots (QD) realize the radical electron confinement in all 
directions thus providing an analog to the atom (in a solid state material). In such a structure, delta-
function-like density of states spectra are formed, providing discrete electronic spectrum. 
 
Figure 1:2 a) Bulk, b) quantum well (2D structure), c) quantum wire (1D) and d) quantum dot (0D) 
structures with corresponding density of states in the bottom. Graphs showing density of states are 
adopted from[15]. 
Figure 1:3(a) shows the case of a GaAs/InGaAs/GaAs QW that provides type I band alignment. In 
this case both electrons and holes are confined inside the QW structure that is typically 1-10 nm 
thick. In this case the electron energy is quantized, which leads to formation of subbands in the 
electronic spectrum. These subbands conserve nearly parabolic dispersion at wavevectors close to 
zero. Due to the quantum confinement, the 1st electron (hole) subband is shifted to higher (lower) 
energies thus increasing the energy separation between electron and hole levels. 
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Figure 1:3 Sketch of the GaAs/AlGaAs/GaAs quantum well (a) and its band gap structure (b). 
Adopted from[15]. 
1.2.3 Semiconductor QDs 
Most of the QD fabrication methods are based on epitaxial growth such as molecular-beam epitaxy 
(MBE) or metal organic vapor phase epitaxy (MOVPE). One of the most intensively used 
GaAs/In(Ga)As/GaAs QDs are grown in the Stranski-Krastanow (SK) mode. This method exploits 
the GaAs and In(Ga)As lattice constant mismatch that leads to more energetically favorable 
In(Ga)As island formation, rather than the layer by layer deposition. After a thin wetting In(Ga)As 
layer deposition on the GaAs substrate surface strain relaxes, leading to QD island formation as 
shown in Figure 1:4(a). These QDs form pyramidal-like structures that turn into truncated pyramids 
after capping due to material intermixing as shown in Figure 1:4(d). Material intermixing leads to 
an inhomogeneous strain and indium distributions providing variations in the confinement potential 
along the growth axis, which moves apart electron and hole envelope function maxima as shown in 
Figure 1:4(d, e). Spatial separation of electron and hole wave functions forms a static dipole orient-
ed along the growth axis and decreases electron-hole overlap. Although these QDs are of high 
quality their implementation into photonic devices is challenging due to their arbitrary locations on 
the sample surface and high inhomogeneity of emission energy[16]. 
Interface fluctuation QDs, another type of semiconductor QDs, arises from AlGaAs/GaAs QW 
height fluctuations induced by its growth interruption during the top GaAs interface formation 
(Figure 1:4(b)). These QDs benefit from lower inhomogeneous broadening in comparison with SK 
QDs, more predictable wavefunction since the intermixing is absent, narrow linewidth ~30-
50 µeV[17] and enhanced oscillator strength that is favorable for photonic application. However, 
their lateral sizes are much larger (~10-100 nm)[18] and confinement energies much lower than 
those of SK QDs while integration with real devices is challenging since AlGaAs is sensitive to 
oxidation processes[16]. 
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Droplet epitaxy is yet another growth technique providing low-density GaAs QDs on the AlGaAs 
surfaces through saturation of gallium droplets with arsenic (Figure 1:4(b)). These QDs are relative-
ly large with base length and height ~10-20 nm[19], although quantum confinement in these QDs is 
smaller then expected due to intermixing effect[16] during annealing of the capping layer (Figure 
1:4(h, i). Although emission with linewidth as low as ~20-30 µeV[20] has been achieved, droplet 
QDs have not achieved the optical quality of SK QDs. In particular, for making droplet QDs opti-
cally active, high temperature post-annealing process is required after low temperature growth of 
the AlGaAs capping layer. This leads to lower quantum efficiency in comparison with the SK 
QDs[16]. 
 
Figure 1:4 Atomic-force microscope (AFM) image of uncapped QDs for a) InAs Stranski-
Krastanov QDs, b) GaAs interface fluctuation QDs and c) GaAs droplet epitaxy QDs. d), f) and h) 
show the confinement potential of the QDs presented in above AFM images. Electron and hole 
wave functions are shown as blue and red ovals. e), g) and i) illustrate the wave functions along the 
growth axis z for the respective type of quantum dots. a)-h) are republished from[16]. 
The methods described above do not provide site control on the QD position. Although several 
techniques for relative single-QD positioning using optical or cathodoluminescence microscopy 
provide deterministic integration of single-QDs with nanostructures, spatial and spectral dispersions 
of QDs is critical for scaling up to multi-QD photonic devices. In particular, integration of multiple 
QDs with photonic cavities is a virtually impossible task for deterministic multi-QD systems using 
self-assembled QDs. The first step towards a solution is fabrication of ordered QD arrays where QD 
positions can be easily identified. Figure 1:5(a) show GaAs surface prepatterned with holes in 
which SK QDs nucleate during growth procedure as shown in Figure 1:5(b, c). This seeding method 
provides well-positioned QDs although additional fabrication steps prior to growth significantly 
reduce the optical quality of QD devices. This can be attributed to impurity incorporation in the 
crystalline structure of the wafer serving as a potential source of defects or fluctuating electrical 
fields that significantly broaden the QD emission linewidth. This can be partially solved using 
GaAs buffer grown on top of patterned surface and increasing purity of the fabrication steps in-
volved. During the recent years several groups successively improved the linewidth of site-
controlled QDs[21], [22] although inhomogeneous broadening is more then 10 meV[21]. 
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GaN QDs fabricated on top of site-controlled AlGaN nanowires combine site-control with efficient 
spatial isolation since these QDs are not necessarily grown in ensembles (Figure 1:5(a)). These QDs 
emit in the deep-ultraviolet diapason that overlaps with the solar blind region (4.35-6.2 eV) there-
fore they can be used for short range free-space ultraviolet communication system. Several tenth of 
meV exciton-biexciton energy of GaN QDs allows separating exciton and biexciton emission even 
at room temperatures, thus these QDs can be used as single photon sources. However, their integra-
tion with complicated photonic devices is unlikely. 
 
Figure 1:5 Site-controlled QDs.a)-c)[21]; d)-g) [23]. 
Another way of fabricating site-controlled QDs is MOCVD growth in inverted pyramids etched on 
(111)B-oriented GaAs substrates. These pyramidal QDs provide excellent position and emission 
energy control[24], [25]. Allowing integration of pyramidal QDs with photonic structures[26]–[28] 
this system forms a basis of this thesis. We discuss their fabrication and optical properties in 
Chapters 2 and 3 correspondingly. 
1.2.4 Quantum dot electronic states 
GaAs/InGaAs QDs that are relevant for the most of quantum optics experiment can be considered 
as quantum boxes with electrons and holes confined both in conducting and valence band due to the 
type I of band alignment discussed above. In small QDs, motion of electrons and holes is dominated 
by quantum confinement and thus optical states in a QD are always excitonic. That is opposite to 
the bulk semiconductors and QWs in which an important distinction between an uncorrelated elec-
tron-hole pair and an exciton exists. Although there is the hole band mixing, the ground state hole 
state in QDs is mainly heavy hole like state. Therefore, the major part of optical experiments with 
QDs can be interpreted in the framework of the two band effective-mass model where only the 
heavy-hole valence band and the conduction band are included. Since QDs important for quantum 
optics experiments have energy level spacing much larger than the Coulomb energy, the strong con-
?? ??
??
?? ??
?? ??
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finement approximation is applied including Coulomb effects perturbatively with the motion of the 
carriers in the conduction and valence band considered independently[16]. 
A single electron state ????  in the conduction (c) or valence band (v) is a superposition of the en-
velope wave function ???? , the electronic Bloch function ????  and the spin state ???? : 
???? ? ???? ???? ???? . In the equivalent electron-hole picture the valence band states are 
transformed to the hole states ?? ? ?? ?, ?? ? ?? ? and ?? ? ?? ?. An optical transition 
from the conduction to the valence band is considered in this picture as a recombination of the elec-
tron and hole with selection rules defined by the total angular momentum of initial and final states. 
In this formalism we can define the electron and hole pseudospin states reflecting the total angular 
momentum as a superposition of electron and hole Bloch and spin wavefunctions: ? ? ?? ?? , 
? ? ?? ?? , ? ? ?? ??  and ? ? ?? ?? . Electrons and heavy holes have pseudospin val-
ues ?? ? ?? and ?? ?
?
? forming heavy-hole excitons with two different angular momenta ??? ? ? or 
??? ? ?, that is, ? ?  ( ?? ) and ? ?  ( ? ? )[16]. 
Symmetry breaking of the QD potential removes the twofold degeneracy for each neutral exciton 
angular momentum value providing four neutral excitonic states with different transition frequen-
cies, that is, two bright excitonic states ?? ? ?? ? ?? ? ?? ? and ?? ?
?
? ? ?? ? ?? ? while 
dark neutral excitonic states are ?? ? ?? ? ?? ? ?? ? and ?? ?
?
? ? ?? ? ?? ?. This classifi-
cation to bright and dark states reflects the fact that the ground state of the QD ?  has total angular 
momentum ?? ? ? and therefore only excitonic states with ??? ? ? are optically active. Two elec-
tron-hole pairs with oppositely oriented angular momentum can be created in the QD forming a 
biexcitonic complex ?? ? ?? ??  with ??? ? ?. Due to optical selection rules biexcitons can 
decay to bright neutral excitonic states[16]. 
Biexciton and exciton optical transitions form an optical cascade as shown in Figure 1:6(a). Transi-
tions from states ??  and ??  to the ground state ?  as well as from ??  to ??  and ??  have 
linearly polarized, perpendicularly oriented dipoles in respect with the main symmetry axes of the 
QD confining potential. The energy splitting between the dark and bright excitonic doublets is 
~500 µeV, which is smaller than the Boltzmann energy ?? ? ???? ?? at ? ? ??? . Therefore, the 
average occupation probabilities of ?? , ?? ,? ??  and ??  excitons are nearly equal. Both the 
bright and dark excitons reveal a fine-structure splitting of the dark and bright neutral exciton states 
that are typically ~1 µeV[29] and ~10-100 µeV[17], [30], respectively. 
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Figure 1:6 Neutral (a) and negatively charged (b) biexcitonic cascades observed in InGaAs/GaAs 
QDs. Dark and grey arrows correspond to optical and nonradiative transitions while ?? (??) corre-
sponds to left (right) polarized light emission.  
Similarly to the neutral excitonic states one can consider negatively (positively) charged excitonic 
states with excess electron (hole) in the QD. Since optical properties of both charged exciton types 
reveal the same properties we review here only the negatively charged excitonic states. It consists of 
2 electrons and a single hole. In the simplest case both electronic state belong to the s-subband of 
the conduction band forming a doubly degenerate state ?? ? ??? ????  with angular momentum 
??? ? ?? . However, 4 more charged excitonic states are possible due to two electrons with the same 
angular momentum at both s- and p-subbands of the conduction band as shown in Figure 1:6(b). 
These charged excitonic states optically decay either to the state with single electron on s- or p-
subbands. Nonradiative transitions between different charged excitonic states are also possible as 
shown by the grey dashed arrows in the Figure 1:6(b). It should be noticed that the main nonradia-
tive transitions are expected to be due to relaxation from the p-subband to the s-subband electron 
state; therefore these transitions are irreversible, which is in contrast to spin-flip induced bright-dark 
neutral excitonic transitions. The charged biexcitonic counterpart consists of two electron-hole pairs 
and the excess electron, and decays to ? , ??????  states with decay paths dictated by optically se-
lection rules. In Figure 1:6(b), ?? (??) corresponds to left (right) polarized light emission by corre-
sponding transition. 
1.2.5 Influence of semiconductor environment 
Semiconductor QDs are often considered as “artificial atoms”. However, the semiconductor envi-
ronment significantly affects QD emission properties in comparison with an atomic system. In gen-
eral, interaction of any kind broadens the system energy spectrum. In atomic systems the emission 
linewidth is broadened due to radiative processes via interaction with photons, motion of atoms 
leads to Doppler line shift that affects the atomic ensemble emission linewidth, while elastic and 
inelastic collisions between different atoms lead to both linewidth shift and broadening and hence to 
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non Lorentzian lineshape. All these processes, except radiative broadening, are suppressed by cool-
ing atoms to microkelvin temperatures, providing systems for single atom experiments. 
In the case of QDs, the main broadening mechanisms come from the solid-state environment in 
which it is integrated as well as from the QD itself. In particular, the angular momentum of the exci-
tonic transition, combined with that of atoms that form the QD, leads to interesting broadening of 
the QD linewidth as shown in resonance scattering experiments. Figure 1:7(a) shows the QD optical 
transition as a two-level system, a typical way to present QD excitonic transitions valid for low QD 
population values. In this panel, the emission linewidth of the QD is only radiatively broadened, 
revealing a Fourier transformed-limited linewidth. This scenario should be the goal of any fabrica-
tion process that aims at the application of QD systems in fields of quantum computing, information 
processing, etc. 
Impurities or defects in the vicinity of the QD can serve as the source of fluctuating electric fields. 
Due to the quantum confined Stark effect, the QD emission linewidth can be either broadened or 
shifted. If the electric field fluctuates faster than the QD emits photons, then the lineshape is ex-
pected to be Lorentzian as shown in Figure 1:7(b) with linewidth independent on the integration 
time used during spectrum measurements. If the fluctuation frequency is much slower than the 
emission rate of the photon by the QD, than the QD emission spectrum globally shifts. In this case 
emission linewidth will significantly depend on the measurement integration time. Figure 1:7(c) 
shows a sequence of spectra measured at different times with spectrometer integration time much 
smaller than the time between electrical field fluctuations. 
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Figure 1:7 Broadening mechanisms for QD emission spectra. Radiative broadening (a), pure 
dephasing (b), spectral wandering (c) and interaction with phonons (d). Spectra in d) are adopted 
from[16]. 
Interaction with crystal vibrations, that is, phonons lead to another broadening mechanism of the 
QD emission linewidth. Figure 1:1(d) shows the calculated linewidth of a two level system interact-
ing with a phonon reservoir. Phonon broadening leads to very asymmetric linewidth at low tem-
peratures. Indeed, at temperatures lower than some critical temperature excitons can only transfer 
energy into heat while emitting photons while surrounding crystalline lattice is too cold to donate 
energy to the excitonic transition. 
1.3 Modifying photon density of states 
Photonic structures allow tailoring the electromagnetic field, which is extremely important for con-
trolling light-matter interaction on the single photon level. The latter is the core of the quantum 
electrodynamics experiments. Photonic structures can efficiently control the propagation of targeted 
optical modes to a level that is of high importance for achieving scalable photonic devices and cir-
cuits. 
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1.3.1 Photonic crystals 
Photonic crystals are structures with dielectric constant periodically modulated in space on a length 
scale comparable with the wavelength of light. Such variations of the dielectric constant lead to 
Bragg scattering of light. Very sensitive to the modulation amplitude of the dielectric constant, 
Bragg scattering leads to the significant modification of photon dispersion relations in PhC struc-
tures as compared with free space. Variations of the photon dispersion properties are achieved in a 
very similar way as periodic crystalline lattices affect the motion of electrons. Due to Bragg reflec-
tions, stop bands can form for particular wave vector directions. For certain frequencies, stop bands 
can overlap for all possible orientations of ?-vectors forming a forbidden band gap of photon states 
inside the PhC structure.  
Figure 1:8(a-c) show PhCs with various degrees of freedom for photon propagation. 3D PhCs hav-
ing refractive index periodic modulation in all 3 directions (Figure 1:8(a)) can completely suppress 
light propagation for certain range of frequencies. Structures that are periodic only in two or one 
spatial directions (Figure 1:8(b, d)) affect the light propagation only in the direction of periodicity 
thus complete band gap cannot be formed. 
 
Figure 1:8 a) 3D, b) 2D and c) 1D PhC structures.  
The band gap structure of the 3D PhC woodpile-like structure is shown in Figure 1:9(a). Such a 
woodpile structure is very complicated from fabrication point of view since multiple bottom-up like 
fabrication steps should be used. More practical PhC structures can be obtained through etching of 
voids in a slab providing 2.5D like membrane PhC structure as shown in Figure 1:9(c). Membrane 
slabs confines light due to total internal reflection while holes can suppress the light propagation in 
the slab plane. Therefore, only optical modes with ? vectors in a narrow solid angle can enter or 
leave the PhC structure, forming a light cone. Although the band gap structure is not complete any-
more, light cone optical modes can be used for addressing states of QD emitters integrated in the 
PhC, which is advantageous in comparison with the 3D PhC structures. Figure 1:9(b) show a pseu-
do band gap of a slab PhC structure with non-confined mode zones shown in blue. 
In order to quantify the modification in light-matter interaction provided by a PhC structure, it is 
useful to introduce the concept of local density of states (LDOS). This value counts the number of 
photon states at the frequency ? per frequency bandwidth and volume 
?? ?? ??
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?
?
??? ? ??? 
where ? is the position of an emitter and ?? is a unit vector specifying the orientation of its transi-
tion dipole moment. The normalized mode function ?? ?  constitutes a set of basis functions used 
to expand the electrical field and obey the wave equation[16]. LDOS is strongly depends on the 
position and polarization orientation that is expressed by the ?? vector. 
 
Figure 1:9 a) Band diagram of 3D PhC woodpile structure. Adopted from[31]. b) Band diagram of a 
triangular-lattice photonic-crystal membrane (shown in the left inset) for TE-like modes with mem-
brane refractive index n=3.5, hole radius to lattice constant ration of r/a=1/3, and membrane thick-
ness t=2a/3. The high-symmetry point of the Brillouin zone is shown in the bottom inset. c) A 
sketch of the slab PhC structure. d), e) Spatial map in the x-y (z=0) plane of the inhibition factor 
?????? at a scaled frequency of ????? ? ?????? for x and y dipoles in d) and e), where ???? ?
???
????? 
is the density of states for a homogeneous medium of GaAs. f) Frequency dependence of the LDOS 
?????? plotted on a logarithmic scale for an x dipole and a y dipole positioned in a photonic-crystal 
membrane at the crosses shown in d) and e). b),d-f) adopted from[16]. 
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Variations of a dielectric constant in PhC media significantly affect anisotropy of the local density 
of states (LDOS) of optical modes. Figure 1:9(d, e) show spatial maps of the inhibition factor of 
LDOS inside the slab PhC in comparison with LDOS in the bulk GaAs, that is, ?????? where 
???? ? ??
?
?????. Orientation {x, y, z} axes are shown in Figure 1:9(c). The electromagnetic field dis-
tribution significantly varies with field polarization leading to the polarization sensitive LDOS in-
side the slab PhC band gap. LDOS of the electrical field parallel to the x axes is suppressed by ~1 
order of magnitude in comparison with y component as shown in the Figure 1:9(f). The LDOS po-
larization anisotropy can significantly affect properties of differently polarized emitters integrated 
with such a PhC structure. Two orthogonal dipole moments oriented along x and y axes would feel 
very different LDOS leading to significant suppression of one dipole emission in comparison with 
another. This can significantly affect polarization properties of a light emission. In particular, an 
emitter with the circularly polarized dipole, that is, with x and y transition dipole moments equal in 
the absolute amplitude but having nonvanishing phase ?? between them could provide strongly ellip-
tically polarized emission while integrated in the environment with such an inhomogeneous LDOS. 
1.3.2 Photonic cavities 
PhC structures with perturbed dielectric constant periodicity could lead to resonating light at the 
certain frequencies thus turning into cavities. This effect could be achieved by breaking a dielectric 
constant periodicity in a small volume of the PhC structure. Figure 1:10(a-c) from left to right show 
3D PhC, PhC membrane cavity and µ-pillar cavity. 3D PhC cavity is obtained by introducing a 
small point defect between sticks thus braking the dielectric periodicity and allowing mode con-
finement in the defect. PhC membrane cavity is obtained by removing 3 holes from the PhC lattice 
while two edge holes of the linear defect are slightly shrinking and shifting outside. This PhC de-
sign is known as L3 PhC cavity. 
The µ-pillar cavity with a strongly confinement ground state mode at wavelength λ is obtained by 
introducing a λ/n wide layer with refractive index n in-between two super lattices consisting of ma-
terials with high contrast in the refractive index. Typically, these layers are ??????? wide where ???? 
are their refractive index constants providing bottom and top Bragg reflector structures. Figure 
1:10(d) show µ-disk cavity that is another type of photonic cavities that confines electromagnetic 
field in whispering gallery modes owning to the total internal reflection rather then the Bragg scat-
tering. 
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Figure 1:10 3D PhC cavity, b)L3 PhC membrane cavity, c) µ-pillar and d) µ-disk cavities. In a) 
schematics of a woodpile like 3D PhC is shown (top) with an SEM image of point defect serving 
for electrical field confinement (bottom). b) Top view of an L3 PhC cavity (top) and side view of a 
cleaved suspended PhC cavity membrane (bottom) obtained with scanning electron microscopy. 
PhC cavity was fabricated at LPN. a) is adopted from[4]. c) and d) are republished from[32] 
and[18] correspondingly. 
Photonic crystal cavities allow coupling optical transitions with prescribed mode while sufficiently 
suppressing coupling with unwanted optical modes. This provides an effective energy and infor-
mation transfer in-between the electromagnetic field and the stationary system with nonzero transi-
tion dipole moment that can constitute for example of QD optical transitions. An ability to transfer 
the energy and/or information exactly into the targeted mode is the core for multiple quantum ex-
periments and such applications as information processing, communication or nonlinear light 
sources technology. 
The electromagnetic filed confinement strength can be characterized to the certain extent[33] by the 
effective mode volume that is defined as 
???? ?
?????????????
?????? ? ??? ?
???
??? 
where ? ?  is the relative permittivity and ??? ?  is a cavity mode electric field. Mode volume 
significantly varies for different photonic cavities. In particular, ????????? effective mode volume 
was obtained for µ-pillars while specially designed PhC cavities provide mode volume lower then 
the cubic wavelength[16], that is, less then ??????. Such a low effective mode volume allows sig-
nificantly enhancing the light matter interaction strength as will be discussed in the following. 
??????
?? ??
????
????
??
??
??????
??????
??????
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Another quantity important for the quantum electrodynamics experiments and photonic cavities 
applications is the quality factor ?. This quantity is defined as a ratio of the resonant frequency to 
the damping rate of the optical mode, that is, the relative energy losses per one oscillation period. 
Thus, quality factor reflects the loss rate of the photonic cavity due to for example scattering on the 
fabrication imperfections. High-finesse PhC cavities fabricated in SiO2 reveal as high quality fac-
tors as 2×106 at l.55 µm emission wavelength[34] although GaAs membrane based PhC cavities 
suitable for QD integration show much lower quality factors (~1×104-3×104)[16]. That is due to 
shorter CM wavelength suitable for the integration with QDs leading to the higher CM sensitivity to 
the fabrication imperfections[35]. 
While integrated with semiconductor quantum boxes, photonic cavities constitute a platform for 
various quantum optics experiments. Hybridization of photon states with QD excitonic states has 
been achieved for membrane PhC cavity[36], µ-pillar[32] and µ-disk cavities[18]. QDs integrated 
with these cavities can serve as a single photon sources[37] as well as sources of quantum entangled 
photons[38]. Successful entanglement of stationary excitonic qubit with photon flying qubit[39] 
have been shown highlighting the potential implementation for quantum information processing of 
these integrated systems. 
1.4 Cavity Quantum Electrodynamics with single quantum dots 
1.4.1 Purcell effect in photonic cavities 
In most cases optical transitions of the QD at low excitation limit as well as optical modes of pho-
tonic cavity are well separated in the energy. Thus, the ground state excitonic transition tuned in the 
resonance with the CM can be considered as a two level system interacting with the single optical 
cavity mode. The two level system is described by ground and excited states ?  and ?  that consti-
tute the Fermi modes. The cavity mode is described by the Fock state ? . In the dipole approxima-
tion together with the rotating wave approximation the following Hamiltonian governs exciton-CM 
system behavior 
??? ? ?????? ? ? ???????
?
? ? ???
?
???? ? ?? ?? ? 
where the photon annihilation and creation operators ?? and ??? obey the boson commutation rela-
tion ?? ???? ? ? while exciton annihilation and creation operators ? and ??obey the fermion 
commutation relation ?????? ? ?. These operators act on the photon and exciton states as 
?? ? ? ?? ?? , ? ? ?? ?  and ?? ? ?? ? . The vacuum state is the eigenstate of the photon 
annihilation operator ?? ? ? ? ? ? . The coupling strength between an optical and excitonic 
modes ?? is expressed through an electrical field ? ??  at the position ?? of the point dipole and 
dipole moment ? providing ?? ? ????? ? ? ?? ?. 
We can obtain dynamics of the system considering the superposition state 
???? ? ? ? ?????? ???? ? ?? ? ?????? ?? ??
?
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with ? ? ? ?, ?? ? . We can formally integrate the equation of motion of probability amplitude 
?? ?  obtained from the Schrödinger equation substituting it into the equation of motion of exciton 
amplitude probability ? ? . This provides the following integral-differential equation 
?? ?
?? ? ? ????
? ??? ? ?????????
?
??
 
where ? ? ?? ? ?. In the terms of LDOS of optical modes we obtain[16]  
?? ?
?? ? ?
? ?
???? ?????????? ??? ??? ? ?
?? ???
?
?
?
?
 
The above equation fully describes the dipole emitter-photon interaction process for any photonic 
environment in which the emitter is introduces allowing to take into account any electrical field 
back action. Here, the local density of states describes the electrical field that is seen by a dipole 
emitter. We can now introduce the memory kernel that expresses the memory of the radiation reser-
voir[16] providing 
? ?? ? ? ?? ?? ?
? ?
???? ???
??????? ??? ??????? ???
?
?
 
The memory kernel describes how the electrical field values at the precedent to ? time points affect 
the probability amplitude ? ?  at the time ?. If ??????? ??? varies insignificantly over the emitter 
linewidth that is the case of Wigner-Weisskopf theory then memory kernel can be approximated 
with a delta function[16] 
??? ?? ? ? ?? ?? ?
? ? ???? ????? ??
??? ??? ? ?? 
Thus, the history of the electrical field evolution does not affect the emitter behavior, in other words 
radiation reservoir is memoryless. In the reservoir theory approach the same approximation is re-
ferred to as the Markov one the core of which is the negligible back action of the radiation reser-
voir. Thus, the excitonic emission decays exponentially with emission rate[16] 
???? ????? ?? ?
? ? ???? ????? ??
???  
Therefore, the emission rate of the emitter depends on the photonic environment in which it is in-
troduced through the LDOS ? ????? ?? . It is convenient to introduce a ratio between emitter emis-
sion rates in the free space and modified photonic environment that is known as the Purcell 
factor[40]. It should be noticed that in the case of the semiconductor QDs serving as emitter emis-
sion rate in the 3D space is sometimes changed by emission rate in the bulk semiconductor that also 
affects an emission rate due to non unite refraction index (dielectric constant)[41]. 
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?? ????? ?? ?
???? ????? ??
??????????
 
Thus, modifying the photonic environment the emission rate in the photonic cavities can be signifi-
cantly modified. An emitter inserted in the PhC has the Purcell factor below unity if the emitter fre-
quency matches the optical band gap. In the PhC cavity emission rate can be enhanced providing 
Purcell factors above unity if the emitter optical transition is coupled with the cavity mode. 
1.4.2 Cavity Quantum Electrodynamics with single quantum dots 
1.4.2.1 Emitter in Fabry-Perot like cavity 
The widely used approach that allows taking into account dissipation processes of an emitter-cavity 
system is consideration of the dissipative Jaynes-Cumming model. In this model Markov approxi-
mation is applied thus different system dissipation processes can be described with dissipation rates. 
Then the system dynamics is governed by the master equation in the Lindblad form 
??
?? ? ?
?
? ??? ? ? ? ??
?
?
??? ?
?
? ??
?
?
?? ? ?  
where ?, ???  and ?? are density matrix operator, Jaynes-Cummings Hamiltonian of the closed 
emitter-cavity system and the Lindblad terms correspondingly. Lindblad terms can describe decay 
through free space radiation modes, emitter dephasing or interaction with phonon modes. 
Figure 1:11 show a typical geometry of an emitter-cavity system that is widely used in the quantum 
optics experiments. It corresponds to an atom in the Fabri-Perot cavity or QD in the µ-pillar cavity. 
Here we consider only interaction between an emitter-CM system and radiation reservoir leaving 
aside other dissipation processes. In this configuration emitter spontaneously decay through the 
radiation modes with the ? vectors directed perpendicularly to the main axes of the cavity since the 
LDOS is significantly suppressed for the ? vectors along this axes except for the set of resonance 
frequencies, e. g., CMs. 
 
Figure 1:11 Emitter in the Fabry-Perot like cavity structure. 
Quite often the CM losses are considered to be through one of the mirrors. Considering µ-pillar 
cavities it is indeed the case since one of its mirrors is designed in a way to allow collection of the 
?
???
?
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CM emission while another serves as a nearly perfect mirror. In the Fabri-Perot cavities used for the 
quantum optical experiments with atoms it is not so obvious since the CM losses happen through 
scattering on the edges of the mirrors. However, we can assume that in both Fabri-Perot and µ-pillar 
based system ? vectors of free space radiation modes excited by an emitter and a CM do not over-
lap. Therefore, one can expect negligible interference between these radiation modes, in other 
words emitter and CM couple to the different radiation reservoirs. Then decay rates through radia-
tion modes can be considered independently for an emitter and a CM providing Lindblad terms 
?? ? ?? and ?? ? ?? for a two level emitter and a CM. 
Considering the low average population of the CM we can solve the Lindblad master equation re-
stricting basis of CM states to the states with no or a single photon, that is, ???  and ???? . The 
total set of emitter-CM superposition wavefunctions is ? ? ? ??? ,? ? ? ? ???  and 
? ? ? ? . The Lindbald master equation then provides a system of differential equations for the 
density matrix elements. This system can be solved in the case of a direct resonance, that is, 
??? ? ?? and real coupling strength g providing the following expression for the density matrix 
element evolution of the QD exciton[16] 
??? ? ?
???????? ?
? ????? ??? ??
? ? ? ? ? ? ? ??? ? ? ? ???? ??? ? ??? 
where ?? ? ??? ? ?????
?
?  is a Rabi frequency. If ? ? ?? ? ???? then the emitter population de-
cays exponentialy and the system is in the weak coupling regime. In this regime emission spectrum 
is Lorentzian. If the condition ? ? ?? ? ???? is satisfied then the system is in the strong coupling 
regime. In this case the emitter population oscillations are observed while the emission spectrum 
consists of two Lorentzians with equal linewidth. The damping rate of the emitter-cavity system is 
then ?? ? ???? defining the linewidth of these Lorentzian lines. 
It should be noticed that the decay rate of the QD governed by the master equation described above 
is symmetric with respect to the ? ? ?? variable change. That is since the emission rate can be 
written as[16] 
??? ? ? ? ? ???
?? ? ???
?? ? ??? ? ??? 
neglecting phonon interactions and dephasing processes. Interactions with phonons could 
potentially break the emission rate symmetry in respect with zero detuning point. That is due to 
different phonon density of states for ?? detuning. At the same time the phonon assisted exciton-
CM emission processes are expected to increase the total emission rate as well as the pure 
dephasing[42]. Thus, the total QD emission rate is bigger then the spontaneous decay rate of the QD 
optical transition ??? ? ? ?. In the following we revise the interference processes that can 
decrease the total emission rate of the QD below its value in the bulk material. 
1.4.2.2 Emitter in membrane PhC cavity 
Contrary to the case discussed above, the membrane PhC cavity allows the interference between 
light excited by a QD optical transition and a CM. Due to the cavity geometry, both emitter and 
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cavity couple with the free-space optical modes that have the same ? vectors as schematically 
shown in Figure 1:12 by the overlap of CM and exciton radiation patterns. In this case, we cannot 
consider the dissipation of emitter and the CM states through interaction with independent reser-
voirs only. 
 
Figure 1:12 Interference between free space emission of an exciton and a CM. Overlap zone of blue 
and red beams, schematically representing spontaneous decay of the exciton and the CM, respec-
tively, shows the free space modes with the same ? vectors (violet).  
With this geometry one can expect an interference effect between two decay channels: emitter de-
cay through direct excitation of the free space radiation modes and decay through excitation of a 
CM. This interference significantly affects the spectral symmetry of the QD emission decay rate 
with respect to the zero detuning point as discussed in [43]. Following this article, we consider the 
Hamiltonian ? ??? ????? ??? that drives the interaction in the exciton-CM system and the 
common radiation reservoir. ??, ???? and ?? are defined as 
?? ? ??????? ? ???????? ??? ? ? ???????
?
 
???? ? ???????? ? ?? ?? ? 
?? ? ? ????????? ? ?? ?? ?
?
? ? ???
?
???? ? ?? ?? ? 
where ?, ??? and ?? are annihilation operators of the QD exciton, CM and free space radiation 
modes. Complex parameters ?, ?? and ?? indicate CM-exciton coupling strength, and CM- and 
exciton-free space modes coupling strengths. In the case of the Fabry-Perot-like cavity, the imagi-
nary part of ? can be set to zero by a proper choice of the CM wavefunction. However, ?, ?? and 
?? cannot be simultaneously turned into the real numbers except in the case when they have equal 
complex phases. Here we choose free space mode and CM wavefunctions that provide real dipole 
coupling strengths ? and ??. Since the CM and free space radiation mode wavefunctions are fixed, 
?
???
?
??
???????
?????????????????
????????????
????????????????????????
???????
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we cannot render also ?? a real number. Rather, one should assume an arbitrary complex coupling 
strength ?? between free space and cavity modes. Now, the dipole phase serves as a reference for 
the phase of the free space and cavity modes since their phases are linked to the phase of the dipole 
transition. 
Considering the low pumping regime we restrict the photon wavefunction basis to a set of Fock 
states corresponding to 0 or 1 photons in the CM and free space radiation modes. The two-level QD 
excitonic transition is between ground and excited states ?  and ? . Then, the superposition wave 
function is written as 
???? ? ? ? ??????? ????? ? ?? ? ? ? ??????? ?? ??? ? ?? ? ?? ? ?????? ?? ??? ? ??
?
 
Looking for evolution of amplitude probabilities ? ? , ? ?  and ?? ?  we solve Schrödinger’s equa-
tion in the framework of the Weisskopf-Wigner approximation [43] and obtain the following equa-
tions of motion: 
?? ?
?? ? ? ?? ? ?
??
? ?
??? ? ? ???? ? ??????
?? ?
?? ? ? ?? ? ?
??
? ?
?? ? ? ????? ? ?? ????
 
where ? and ? are dissipation rates of the exciton and CM through radiation modes, while the inter-
ference term can be written as ???? ? ????
?
?
?????? ??????
 where ? ? ? ? ? and ? ? ?????. Here, the 
phase ? is the phase difference of the radiation modes excited by the exciton and the CM. Solving 
the eigenvalue problem of this set of differential equations one can retrieve the emission rate of the 
exciton. The eigenfrequencies read 
?? ? ?
?
? ?
? ? ?
? ? ????
?
? ?
? ? ?
? ? ???
? ? ??? ? ?? ??? ?
?????? ? ?? ??? ?
??? 
The exciton decay rate can be found as [43] 
? ? ???? ?? ? ? ? ?????? ?? ? ? ? ?  
A similar result can be obtained in a similar way but considering equations of motion for polariton 
wavefunction. Diagonalizing Hamiltonian part ?? ????? we obtain the following set of polariton 
wavefunctions corresponding to the single excitation in the system 
??? ? ???? ? ??? ? ???? ? ???  
??? ? ???? ? ??? ? ???? ? ???  
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where ???? ? ?????????? and the exciton-CM detuning ?? ??? ? ???. The ground state polariton 
wavefunction corresponds to the zero excitation in the cavity-QD system ?? ? ? ?? ??? . Then, 
the annihilation operators of polariton states ?? ??? ? ?? ?  read ?? ? ???? ? ? ???? ??? and 
?? ? ???? ? ? ???? ??? ?while the interaction strengths with the radiation modes are ?? ?
?? ???? ? ?? ???? and ?? ? ?? ???? ? ?? ????. Thus, the total Hamiltonian assumes the form 
?? ? ???????? ? ???????? ? ? ???????? ? ?? ?? ?
?
? ? ???
?
????? ? ?? ?? ? 
Using the similar method as discussed above, we look for equations of motion of the amplitude 
probabilities ???? and ???? of the superposition wavefunction 
???? ? ?? ? ?????? ??? ?? ? ? ? ?????? ??? ?? ? ?? ? ?????? ?? ?
?
??  
obtaining 
??? ?
?? ? ?
??
? ?? ? ? ?
????
? ??????
?????????
??? ?
?? ? ?
??
? ?? ? ? ?
????
? ??????
?????????
 
with ?? ? ???? ?
???
? ????? ? ? ?? ???? ??? ?? . Factor ? ( ? ? ?) is a complex number re-
flecting an overlap and phase shift of radiation modes to which polaritons decay. For ? ? ? (? ?
?), it can be found that ??(??) and ??(??) have their minimum and maximum values at detuning 
point 
???? ?
?
? ????
?
? ?
?
?  
For most cases discussed in the literature the cavity losses exceed the radiation losses of the QD, 
that is, ? ? ?. Taking into account this conditions we found that ?? ? ? (?? ? ?) is exactly zero for 
the detuning point ???? if ? ???? ? ?(? ???? ? ??). Thus, for these conditions, the probability 
amplitude ?? ?  (?? ? ) of polariton ???  ( ??? ) does not vary with time at exciton-CM detuning 
???? since ??? ??? ? ? (
??? ?
?? ? ?). It should be noted that ??? ( ??? ) is the QD-like polariton 
brunch for ? ? ? (? ? ?). Since the sign of detuning ???? be found from ???? ? ? ? ???? ? ? if 
? ? ?, we obtain zero QD decay rate for either positive or negative exciton-CM detuning values 
depending on the phase and sign of the coupling strength. For positive ? values and ???? ? ? 
(???? ? ??) we find that detuning extremum point ???? ? ? (???? ? ?) provides zero decay rate 
for ???  ( ??? ) that is QD like polariton for this detuning sign (? ? ??? ? ???). 
Figure 1:13(a, c) show QD decay rate for a set of coupling strength values. Even at zero exciton-
CM coupling strength QD emission rate is still suppressed due to interaction with the cavity modes 
through free space modes. Figure 1:13(b) show detuning corresponding to the minimum QD decay 
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rate as a function of the radiation pattern overlap ? obtained by looking for the minimum of the 
decay-detuning curve ??????? ? ????? ????? and ??????? superimposed on top. For ? ? ? and 
???? ? ? it is not so easy to show that the ???? still defines the minimum decay rate of the QD. 
We find a clear correspondence between the detuning corresponding to the minimum of the simu-
lated detuning-decay rate curve and ???? point. The two curves overlap very well especially for 
? ? ???. The same procedure was applied for the phase ? providing again a great correspondence 
for the most important phase range of ? ? ?? and ? ?
??
? . The QD emission rate ???
?
? ? ?? ?
? while ??? ?? ? ?? ? ? if we assume ? ? ?. That is, for sufficiently big detuning?? emission 
rate of the QD is bigger for negative detuning and smaller for positive detuning. This observation is 
also a sign of destructive interference in the CM and QD decay channels. 
 
Figure 1:13 QD emission rates as a function of scaled detuning (a) and absolute detuning (c) for 
different exciton-CM coupling strength. In b) and d) we compare the detuning point of the mini-
mum emission rate curve with extreme detuning point of the polariton state. We use ? ? ??????? 
and ? ? ??????? exciton and CM free space decay rates. 
It should be noticed that a small inconsistency in the curves appears due to numerical errors during 
search for the minimum point of detuning-decay rate curve ????. Scattering of ???? points increas-
es for larger values of ???? corresponding to the less important range of ????? points. Increasing of 
?? ? ? ? ? ?
???
?
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???? ???? ???? ? ??? ??? ???
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the ????detuning value while ? ? ? and ? ? ?? reflects the vanishing of the interference between 
the exciton and CM decay channels as expected for the zero free space mode overlap ? ? ? and the 
phase ? ? ??. 
Such an interference effect could be observed either in the time- or polarization-resolved measure-
ments. While time-resolved measurements are the direct probe of the exciton decay rate, it is time-
consuming and suffers from the lack of control of the exciton-CM detuning in a wide energy range 
that do not affect parameters of the exciton-CM system. In particular, temperature tuning could in-
troduce the nonradiative decay channel that affects the measured excitonic lifetimes while providing 
only several meV tuning range. On the other side, at certain conditions polarization-resolved meas-
urements allow directly probing the ratio between QD decays through perpendicularly polarized 
modes as will be discussed in the Chapter 4. 
It should be noticed that the interference in the decay channels discussed above could significantly 
affect the Lindblad formalism that is often used for taking into account pure dephasing and coupling 
with the phonons. Lindblad terms for exciton and CM are usually set independently as ?? ? ?? 
and ?? ? ??. However, this definition does not take into account interference in decay channels. 
In order to take into account this effect one should consider terms of the form 
?? ? ???? ???? ? ?? ? ???, ?? ? ???? ???? ?? and ?? ? ???? ?? where ???? ? ? and 
? ? ?????. With this definition the Lindblad term ?? allow holding the interference between exciton 
and CM emission in the free space. 
Such an interference effect can potentially influence the lifetime of the QD exciton in the PhC cavi-
ty. However, it is often affected by the nonradiative losses, spin-flip processes, etc. that can signifi-
cantly complicate the observation of this effect in detuning-decay curves. Oppositely, such a Fano 
resonance should be well visible in photoluminescence experiments either as emission/absorption 
suppression or in polarization-resolved measurements as will be discussed in the following. 
1.5 Thesis goals and outline 
Several researchers and PhD students working at the LPN during the last decade lay the foundations 
of this thesis providing the fabrication technology, mature optical setups and sets of theoretical hints 
necessary for understanding the physics observed. After the first integration of a single pyramidal 
site-controlled QDs with a PhC cavity [27] several years were spent in order to improve the general 
quality of the QDs. Pyramidal QD showed flexible energy tuning [24] and low inhomogeneous 
broadening [25]. The last is highly important for multiple QDs integration with photonic cavities in 
both spatial and spectral domains. The further improvement of fabrication methods, in particular 
alignment procedures, led to the integration of a single QD in PhC cavity of higher Q-factors re-
vealing new physics [26]. Subsequently, successful spatial incorporation of two QDs at precise po-
sitions inside the L3 PhC cavities was achieved in hundreds of structures providing several devices 
spectrally coupled with the same CM of an L3 PhC cavity [15]. 
This thesis has accomplished further progress in the integration and studies of QD systems with 
PhC cavities, summarized as follows. 
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Chapter 2 presents the details of the techniques that allow deterministic integration of a single and 
multiple QDs with linear PhC cavities. It describes the general approach of the fabrication, charac-
terization and designing of the PhC cavities suitable for integration with site-controlled pyramidal 
QDs. This chapter especially concerns about clean room routines used for QD-PhC cavity structures 
fabrication, describing in details an electron beam lithography alignment procedure that is an im-
portant step in achieving high positioning accuracy. Statistical data presented in this chapter con-
firm achieving better than 30 nm positioning error on several mm length scales. Finally, we show 
successfully implemented designs, part of which is further discussed in the subsequent chapters.  
Chapter 3 starts with the description of the single QD emission properties that were studied using 
two QD isolation methods. The first relies on the QDs isolated in PhC cavities while the second 
uses unique spectral control of our site-controlled QDs providing spectral isolation technique. Sub-
sequently, we focus on the slow dynamic processes observed in the site-controlled QDs integrated 
with PhC cavities. We discuss a new correlation technique that was used to study the nature of the 
charge centers leading to the exciton spectral jumps between discrete emission energies. In this 
chapter we discuss unusual spectral response of the QD exciton to the discretely varying charge 
density in its vicinity. Probing the Purcell enhancement by means of quantum stark effect is also 
discussed, as well as the giant spectral wandering effect accompanied by the intensity intermittency. 
Chapter 4 first discusses an L3 PhC cavity with a QD incorporated at a set of positions varying 
from the position of the fundamental cavity mode (CM) antinode to the higher energy CM antinode, 
with one specific position chosen at the CM electrical field node. After discussion of the charged 
and neutral exciton coupling with the CM we study the Purcell effect by means of polarization-
resolved and time-resolved micro-photoluminescence spectroscopy of a charged exciton positioned 
near the fundamental CM central lobe. We then discuss the effect of the phonon coupling and non-
radiative losses on the exciton emission rate as well as the influence of the interference in exciton 
and CM decay channels on their emission polarization. Next, we present statistical data related to 
the exciton-CM coupling using polarization-resolved measurements of structures with QD at posi-
tions corresponding to minimum, mean and maximum field amplitudes of the fundamental and the 
first excited CMs. An influence of the QD position on the interference between the exciton and the 
CM decay channels is observed. 
Chapter 5 deals with the deterministic coupling of 2 and 4 QD optical transitions with different 
CMs of an L7 PhC cavity. We show results of polarization-resolved measurements evaluated on 
several hundreds of structures with 2 and 4 QDs providing an estimation of the coupling efficiency 
of QDs positioned at 2 well-defined points and the four lowest-energy CMs. After identification of 
each QD optical transitions in the structures with 4 QDs by means of a spatial scanning technique 
and correlations in spectral wandering traces, we demonstrate a structure with all four QD excitons 
coupled with the same CM, demonstrated by both polarization-resolved and time-resolved meas-
urements. Finally, we demonstrate how combinations of wide energy range tuning technique 
through water condensation and temperature variations can be used for probing coupling with dif-
ferent CMs of the L7 PhC cavity using just a single device that contains precisely positioned, site-
controlled QDs. 
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Chapter 6 summarizes results of this thesis and sketches the possible future directions for 
developing of the site-controlled pyramidal QD-based systems. 
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Chapter 2 Fabrication of site-controlled QDs 
integrated with PhC cavities 
Quantum dots (QDs) in photonic cavities could serve as a platform for many cavity quantum elec-
trodynamics experiments and related applications. Results obtained with these structures attracted a 
lot of interest due to novel observations and potential applications, such as the strong coupling re-
gime between a single QD excitonic transition and an optical mode of a photonic cavity [6], [18], 
[44]. Due to the truly stationary nature of QD qubits in comparison with atom-based systems, inte-
gration of several QDs inside a high quality µ-pillar allows a fabrication of solid devices with co-
herent coupling of several QD transitions with a cavity mode (CM) [45]–[49]. The solid-state envi-
ronment reveals itself in off-resonant CM emission [36], [44], [50]–[55] and novel collective effects 
such as phonon-assisted CM-mediated interdot energy exchange [56]–[58]. QD-based photonic 
devices operate at much higher temperature than atom- or superconductor-based systems and do not 
need such complicated equipment as ion or atom traps, thus being much more interesting from the 
application point of view. 
The first implementations of these structures were based on integration of photonic cavities on top 
of a membrane containing randomly distributed self-assembled QDs. Being simple and relatively 
cheap, at the same time this approach has very low yield due to the high spectral dispersion of QD 
emission wavelengths and the low probability of finding the desirable number of QDs in the right 
position in the photonic cavity. In order to identify a single device, thousands have to be optically 
characterized, excluding scaling up of the approach for either scientific investigations as well as any 
industrial or commercial applications. From an experimental point of view, there is always a ques-
tion of how many emitters actually contribute to the measured emission. Even with low QD density, 
it is not always clear how many QDs couple to a CM, especially taking into account off-resonant 
coupling effects[36], [44], [50]–[55]. To solve this problem, complex experimental tricks have been 
used. The influence of spurious QDs not coupled with an optical mode of the photonic cavity can be 
minimized using QD excitation through resonant or higher energy CMs [47], [59], [60] or precisely 
tuned optical (quasi-) resonant excitation [58], [61]–[63]. 
The yield of methods based on self-assembled QDs can be improved by locating the exact QD posi-
tions and aligning the photonic cavities with them [6], [51], [64]–[66]. Spectral mismatch between 
the QD emission and the optical mode can be also eliminated taking into account the particular 
QD’s emission energy. These improvements were successfully implemented, significantly increas-
ing the yield of integration of QDs with photonic cavities i[36], [64], [66]. Taking into account the 
excitonic structure of an optically located QD, complex µ-pillar designs were implemented provid-
ing an entangled photon source with enhanced efficiency [38]. 
If problems with the positioning and optical coupling of a single QD seem to be solved, all the 
methods described above are of little use for the integration of several QDs with photonic cavities 
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or networks. The situation can be significantly improved using self-assembled QDs grown in nano-
holes defined by electron beam lithography (EBL)[67]–[70]. However, this type of QDs still suffers 
from imperfect control of the number of dots per hole and very large inhomogeneous broadening, 
limiting the potential for QD integration with photonic networks [70]. 
Here, we describe a unique technology allowing integration of several spectrally- and site-
controlled QDs with photonic crystal (PhC) structures. This work is an extension of the work done 
at LPN-EPFL during the last decade [71]–[75]. Significant progress is achieved in terms of the 
optical quality of the QDs, their alignment with the optical cavity features and the design and 
fabrication of various photonic crystal (PhC) cavities. This is of high importance for optimization of 
the interaction strength between a quantum emitter and an optical mode, as shown in subsequent 
chapters. 
2.1 Design 
The design chosen for our structures should fulfill several requirements. First, it should corre-
spond to the physical effect that we want to observe and implement all its elements: the PhC cavity, 
the QDs, and their coupling. Then, each element should be optimized: The PhC type and quality, 
the QD emission linewidth and strength, etc. Finally, the matching between the QD emission and 
the PhC CM should match, both spectrally and spatially. All these should be achieved with the 
maximum possible yield, in order to be able to measure a significant number of systems with rea-
sonable effort. 
2.1.1 Membrane wafer 
Designing our devices, we start with the estimation of the appropriate wafer parameters. Figure 
2:1(a) schematically shows the starting GaAs/Al0.7Ga0.3As/GaAs wafer used for the implementation 
of PhC cavities in a floating membrane. This structure is needed to maintain a single tightly con-
fined optical mode in the vertical (z) direction, which is needed to ensure high cavity Q values. This 
is achieved by using the high index of refraction of the GaAs surrounded by air on both sides of the 
floating membrane to produce vertical confinement. Moreover, the vertical distance between the 
membrane and the GaAs substrate should be large enough, to avoid leakage through the evanescent 
part of the confined mode (another Q reduction factor). It is also important to have a fundamental 
optical mode well coupled to the QD, since it gives the higher Q value. 
There are several secondary parameters that influence the choice of the membrane thickness. Thick-
er membranes have the following advantages: 
• They are more robust mechanically 
• Their surface roughness (inevitable due to the growth of AlGaAs sacrificial layer on {111}B 
surface) is less harmful for the optical quality of the cavity, as the optical mode is confined more 
tightly inside the membrane, having thus less overlap with the membrane surface. 
• They provide more flexibility in the design of the pyramidal recesses, where we grow the posi-
tion-controlled QDs, as pyramid size can be increased in thicker membrane. This provides sever-
al advantages: first, a certain minimum pyramid depth is required, in order to accommodate the 
grown buffer and cap layers, as well as the inevitable GaAs diffusion during the deoxidation 
process before growth. Second, with deeper pyramids we can position the QDs vertically in the 
center of the membrane, to provide the best overlap with the cavity optical mode. Finally, larger 
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pyramids are more tolerant to fluctuations during processing, thus producing QDs of better 
quality and smaller fluctuations in emission energies.  
On the other hand, thinner membranes have the following advantages: 
• They provide a smaller optical mode volume, thus increasing the Purcell factor 
• They can allow higher QD density, by accommodating smaller pyramidal recesses. 
Taking into account these limitations, we choose a membrane thickness of around 260±5 nm and 
therefore pyramid sides equal to 300±10 nm. The AlGaAs sacrificial layer’s thickness was chosen 
as 1000±50 nm to assure enough distance between the floating GaAs membrane and the substrate. 
After fixing the membrane wafer layer thickness parameters, we examine the spatial arrangement of 
our PhC-QD structures on the wafer. First, we grow the QDs on membrane substrate segments of 
size 1/6 of 2” wafer. On each segment we fabricate two identical structures, grown together, on 
which the PhC cavities are fabricated separately, to increase versatility and yield. The arrangement 
of these are shown by dashed lines in Figure 2:1(b), where the division of ½ wafer is shown, first to 
1/6 segments, then each segment to two parts. 
2.1.2 Alignment marks 
The first step in the fabrication is to engrave alignment marks onto the wafer. We have designed 
special alignment marks, allowing us to precisely position structures with the EBL system. For this 
purpose, we use 4 groups with 9 identical squares each, simultaneously fabricated on half of the 2” 
membrane wafer (Figure 2:1(b)). Our EBL system needs only 1 square out of each group for 
alignment; the others are redundant to assure the availability of high-quality marks. This is 
important in view of the epitaxial growth steps involved, which might degrade the quality of the 
alignment marks. Using these alignment marks, we can refer to the exact position of each fabricated 
QD. Figure 2:1(c, d) show two different designs used for QDs with PhC integration. QDs were 
grown either in c) 45 independent squares of 330x330 µm2 size, or d) one square of 2.4x2.4 mm2 
size. Both designs allowed successful QD integration with PhC cavities. 
2.1.3 QD arrays 
Our experience in the growth of InGaAs/GaAs QDs on patterned (111)B GaAs shows, that the best 
optical properties in terms of linewidth and inhomogeneous broadening (~6-8 meV) are obtained in 
QD ensembles grown in large-area (0.3-2 mm) pyramidal recess arrays of moderate density (4-
11.108 cm-2, distance between pyramids = 300-500 nm). We subsequently use the etching of the 
PhC cavities on top of these ensembles to remove all the superfluous QDs, leaving only those inside 
the PhC cavities. We therefore fabricate the QDs in a triangular lattice that has a period twice that 
of the PhC hole lattice. Precisely superimposed, through the exact alignment, the holes of the PhC 
cavity remove all QDs except those designed to be placed in the PhC cavity. In Figure 2:1(f), the 
red triangles show the positions of the QDs, including those that are eliminated by the PhC holes. 
To achieve this goal, the maximum alignment error of our procedure should be less than 30 nm, 
taking into account PhC hole radius and QD lateral size. As discussed in more details below, we 
verify the alignment accuracy using control marks introduced at the place of some PhC cavities, as 
shown in Figure 2:1(e). In order to allow for more flexibility in the choice of PhC cavity length, we 
place the QDs intended for integration with PhC cavities in a narrow ‘free’ channel, which does not 
change significantly the growth conditions (Figure 2:1 (f)). 
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Figure 2:1 Design of PhC cavities with site-controlled QDs: a) Cross-section of the 2” membrane 
wafer, showing the GaAs/Al0.7Ga0.3As/GaAs heterostructure, b) alignment marks etched in one half 
of the 2” wafer, c) design with QDs grown in separate square regions, d) design with QDs grown in 
one square region, e) PhC cavities in honeycomb-like lattice and f) an L7 PhC cavity integrated 
with 4 QDs. Color variation in e) reflects resonance energy of ground state CM. 
2.1.4 PhC structures 
Our devices are assigned to several physical experiments. In particular, we are interested in the in-
vestigation of the coupling between different CMs and QD excitonic transitions, as well as in the 
influence of CM to QD-exciton detuning. Moreover, even in homogeneous arrays, the QD emission 
energy fluctuates between QDs, usually by a few meV (inhomogeneous broadening of array emis-
sion is on the order of 5 meV per excitonic line). Therefore, we included in our design PhC cavities 
with (systematic) different resonance wavelengths, spanning the range of measured QD emission 
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energies. Figure 2:1(e) schematically shows 200 fabricated PhC cavities that fit in a 330x330 µm2 
QD array square (as shown in Figure 2:1(c)). In each line, PhC hole radii increase in ~1 nm steps 
from left to right, while in each vertical ‘zigzag’ PhC hole sizes are kept nominally the same. This 
provides 10 sets of 20 devices with nominally the same PhC cavity parameters in each set. Overall, 
each piece comprises about 9000 PhCs, containing 9 different PhC-QD configurations and 10 hole 
radii, each repeated 100 times. 
In order to navigate over different devices, we address each square with its row and column number 
as shown in Figure 2:2(a). In a similar way, we give coordinates to structures in a square. Figure 
2:2(c) shows numbering of different PhC sets with ‘s’ and ‘p’ corresponding to a linear set and a 
‘zigzag’ of PhC cavities. Using this notation, each device can be addressed as RkClsmpn. In each 
sample, all designs are the same for all columns of the same row (same k), and all PhCs are the 
same in all rows of the same column (same n). The PhC CM energy increases with PhC column 
number (n).
 
Figure 2:2 Navigation on the sample: coordinates of a) QD squares (330x330µm each) and b) PhC 
cavities in a square. ‘R’, ‘C’, ‘s’ and ‘p’ stand for row, column, series and PhC number. 
Figure 2:3(a) shows an emission spectrum of a QD ensemble (all excitonic lines) at the center of a 
QD square, obtained with µ-PL setup (see description in 2.3.4). Figure 2:3(b) shows the series of 
PhC CM resonances designed to fit this center emission wavelength. In this way, we obtain spectral 
overlap of the PhC optical mode and the QD excitonic transitions. The wide spread of PhC CM 
wavelengths also increases the robustness of our integration process. We obtain some devices with 
PhC CM close to resonance with the QD excitonic transition, even in the case of a deviation of the 
CM wavelength from its targeted value, due to deviations in PhC hole size or membrane thickness. 
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Figure 2:3 Matching of QD emission wavelength with PhC resonance: a) QD ensemble emission 
and b) PhC cavity resonance energy as a function of PhC hole size. An insert in a) shows a SEM 
image of a QD ensemble with the red circle sketching the approximate extent of the excitation spot 
(1.6 µm) for λ=850 nm. 
2.1.5 Summary of the process 
Figure 2:4 shows the general flow chart of our fabrication process. The process can be divided into 
several major steps: alignment mark definition, QD growth and PhC cavity fabrication.  
   
Figure 2:4 Flow chart of the fabrication process, yielding QDs matched spatially and spectrally with 
a PhC CM. 
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During all the fabrication processes we run several tests in order to control the quality of our QDs, 
PhC cavities and alignment precision. The latter is controlled at all major fabrication steps. This 
procedure allows maintaining the alignment error between QD and PhC cavity positions to below 
30 nm, as well as achieving good energy matching between QD excitonic emission and the PhC 
CM resonance. 
2.2 Fabrication and testing of alignment marks 
2.2.1 Fabrication 
The success of our fabrication procedure depends on an extremely precise alignment of two EBL 
processes serving for the site-controlled pyramidal QD and the PhC cavity fabrication. In our ap-
proach we use special alignment marks (AMs), situated outside the zone of QD growth, so we do 
not need post-growth location of the QDs, contrary to the alignment techniques used in other la-
boratories [6], [51], [64]–[66], as the aligned fabrication of site-controlled QDs allows us to know 
the exact coordinates of all QDs. This is essential for scaling up such integration from single QDs to 
systems of more than 2 QDs. 
The AMs used in our work consist of 4 groups of 3×3 squares; each group is positioned close to the 
edge of the QD growth area. Our electron beam lithography (EBL) system requires a certain con-
trast level for AM recognition, usually achieved with metal (e.g. Gold) AMs deposited on the wafer. 
Because of the epitaxial growth process, we cannot tolerate metal residues on the surface of the 
wafer (diffusion and contamination), instead we use deeply etched (more than 1 µm) markers. The-
se AMs cannot be directly etched into the membrane wafer, as they would penetrate through the 
Al0.7Ga0.3As sacrificial layer and would be removed during the pre-growth cleaning process. There-
fore we etch them directly in the GaAs substrate, having first removed the GaAs membrane and the 
Al0.7Ga0.3As sacrificial layer in a square region around the whole AM region. Here follows the full 
fabrication process of these AMs. 
After SiO2 and PMMA (poly(methyl methacrylate), positive EBL resist) layer deposition on top of 
the membrane wafer surface, we define square openings of 600x600µm2 (later 300x300µm2) size 
using the EBL system Figure 2:5(a)). Figure 2:5(b) shows these square openings transferred into the 
SiO2 hard mask using reactive ion etching (RIE) process [15]. Using an inductive coupled plasma 
(ICP) process, we then etch away the GaAs membrane and part of the Al0.7Ga0.3As sacrificial layer 
as shown (without residual SiO2 layer) in Figure 2:5(c). Using HF solution, we completely remove 
the Al0.7Ga0.3As, as well as the residual SiO2, mask, exposing the GaAs substrate in these large 
square areas (Figure 2:5(d)).  
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Figure 2:5 Fabrication steps of alignment marks: a) square openings written with EBL in PMMA, 
b) transfer to SiO2 mask using RIE, c) square openings etched through GaAs membrane and into 
Al0.7Ga0.3As layer using ICP process, d) removing of all Al0.7Ga0.3As sacrificial layer in the square 
openings with diluted HF solution, e) 3x3 alignment mark pattern defined in hard mask using com-
bination of EBL and RIE and f) alignment marks etched in GaAs with ICP. 
In the same manner, we etch the AMs (four groups of 3x3 20x20 µm2 square holes 1.5µm deep) at 
the bottom of these large square openings as illustrated in Figure 2:5(e, f). After deposition of fresh 
SiO2 and PMMA layers, in each square opening we define a pattern of 3x3 squares in PMMA and 
transfer it to the SiO2 hard mask. Then we remove the PMMA layer and etch the AMs using ICP 
process. The depth of our AMs was controlled using an Alpha-Step (Tencore Instruments) machine, 
while etching quality was characterized using scanning electron microscope (SEM). Figure 2:6(a) 
shows a SEM image of one group of 3x3 squares and an individual square with roughness low 
enough for good alignment. Having 9 AMs in each group increases the reliability of the system, as 
each of these squares can be used for alignment purposes, thus providing sufficient redundancy. 
The size of the AMs was changed in the course of process development: At first we used 20x20 
µm2 marks, with 200µm spacing (these were used with the samples depicted in Figure 2:1(c)); then 
we reduced their size to 10x10 µm2 marks, with 100µm spacing (these were used with the samples 
depicted in Figure 2:1(d)). The surrounding area, where the membrane was etched down to sub-
strate level, was reduces accordingly, from 600x600µm2 to 300x300µm2. 
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Figure 2:6 Testing of alignment mark (AM) quality: a) SEM of all 3 by 3 AMs in a group (inset: 
SEM image of one AM), b) diagram of the procedure used to identify the best AM set, c) Results of 
the procedure: deviation????? ??? of the transformed (0,0) point, from the best transformed (0,0) 
point, d) Histogram showing the number of AM combinations yielding the value of absolute devia-
tion from the best transformed point. 
2.2.2 Testing 
Since the accuracy of alignment between QDs and PhCs depends on AMs, we sought ways to test 
their quality. To that end, we developed two procedures, the first testing the quality of individual 
marker recognition, the second testing the position accuracy of AMs as used in the alignment pro-
cess. To obtain the information needed by these procedures, we run a special program (script), 
which instructs the system to visit systematically all AMs in a sample and report all their parame-
ters. 
In order to develop these qualification procedures, one must first understand the alignment process 
as done by the EBL computer. First, for each AM in a set of four, the electron beam scans the four 
edges of the square AM, registering their position with high accuracy. The AM center position is 
thus found, as shown in the inset of Figure 2:6(a). From the measured center position of the four 
AMs, the system calculates a transformation, using the following parameters: 
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where ????? are the design coordinates, ??????? are the sample coordinates, Gx, Gy are gain (expan-
sion/contraction) factors, Rx, Ry are rotation factors, and dx, dy are translations. During the writing 
of the structures, all design points are thus transformed to yield the corresponding points on the 
sample.  
The first procedure tests the quality of each AM by itself: The edge scan process yields not only the 
mean value (giving the position of the edge), but also a standard deviation value ????? of the AM 
edge coordinate, which can be used as a measure of the quality of this edge. We use the sum of the 
standard deviation value of all four AM edges as a measure of the AM quality. In case of excep-
tionally high values we exclude the AM. However, the highest quality of each of the AMs does not 
necessarily assure the lowest final alignment error. Another factor is the position of the AMs: If we 
use a certain set of AMs to align the QDs, we want the second set of AMs, used to align the PhCs, 
to yield the same positions. Figure 2:6(b) summarizes the algorithm used in the second procedure 
for identification of the best set of AMs in terms of alignment precision. Using the coordinates of 
all AMs, we have to find a transformation ? between sample coordinates ???????? and design coor-
dinates? ????? as shown above: 
? ? ? ????? ? 
This transition matrix can be expressed in terms of a set of parameters G, R, d, corresponding to 
gain, rotation and shift, respectively. Using the coordinates of all AMs ??????? ????????, we find the best 
transformation set of paramters ????? ??? using a least square fitting procedure. These parameters 
provide the best transformation of design coordinates ???? ???? ? ????? to real coordinates ???? ???? . 
However, the EBL system does not use all 36 alignment marks, but only a set of four (specified by 
the user), thus we want to find the set of 4 alignment marks that would give the best transformation 
(= closest to the transformation obtained by using ALL marks). We find parameters ????? ? for 
all possible combinations ‘?’ of 4 AMs from different groups, using their real ????  and design ????  
coordinates. Then, we calculate the transformation of 5 design points for each AM set and compare 
the resulting positions with those obtained using the best transformation parameters. As design 
points we use (0, 0), that is the center of a structure, (-1, -1) mm, (-1, 1) mm, (1, -1) mm and (1, 
1) mm, that are the corners of a square with a 2 mm side centered at the point (0, 0). The smallest 
difference from the best transformation ????? ?? ? ???? ?? ? ???? ???? points to a set (i) of 4 alignment 
marks. The results of this procedure are shown in Figure 2:6(c), where green circles show the values 
of ????????  for all combinations of AMs, with the 10 best values indicated by red circles. Surprising-
ly, the 10 combinations of AMs with the smallest standard deviation of edge position ?????(black 
diamonds, Figure 2:6(c)) give moderate deviation from the best transformation point and do not 
necessarily satisfy our AM selection procedure. Figure 2:6(d) summarizes the alignment errors from 
all 5 design positions in the form of a histogram, counting the number of AM sets yielding a given 
absolute alignment error. In this specific sample, we see that design coordinates (-1,1) and (1,1) 
give worse alignment performance than (0,0). Still, in most samples, we have many AM combina-
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tions giving alignment precision better then 10 nm for all design coordinates, as seen by the 10 red 
points at the center of Figure 2:6(c). 
2.3 Fabrication of site-controlled QD arrays 
Having remarkably low inhomogeneous broadening, site-controlled pyramidal QDs grown in py-
ramidal recess arrays are excellent for integration with PhC structures [76]. Full control on QD co-
ordinates not only serves for precise positioning inside the PhC cavity but also for removing redun-
dant QDs as discussed in 2.4.1. 
2.3.1 Patterning with pyramidal recesses 
We start the fabrication of QD arrays with deposition of SiO2 and PMMA layers on top of the GaAs 
membrane surface deoxidized with HF solution. Using the EBL system, we define triangular open-
ings organized in a triangular lattice as shown in Figure 2:7(a). The array base is aligned with the 
{1,-1,0} crystallographic direction with better than 1 mrad precision. The triangular pattern is then 
transferred to the SiO2 mask using RIE process, as shown in Figure 2:7(b). The sample is character-
ized using SEM before and after PMMA removal, as shown in the insets of Figure 2:7(b). At this 
stage we verify the correct triangular opening sizes, which is important for obtaining the designed 
emission wavelength of our QDs, as discussed below. 
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Figure 2:7 Steps of pyramid pattern fabrication process: a) Triangular array pattern of triangles writ-
ten in PMMA using EBL (note the “channel” with a single triangle in the center), b) RIE of triangu-
lar pattern in SiO2 mask (inset: SEM images of etched SiO2 mask before (right) and after (left) 
PMMA removal), c) pyramids etched in GaAs using Br:Methanol solution (inset: SEM image) and 
d) substrate after MOCVD growth (inset: SEM inclined image of cleaved sample). 
After the triangular pattern transfer to the SiO2 hard mask, we etch pyramidal openings in the GaAs 
membrane using Br:Methanol solution. Due to the orientation of triangular sides, the chemical etch-
ing stops at the border of the triangular openings, producing a pattern of inverted pyramids highly 
homogeneous in size (Figure 2:7(c)), exposing {111}A crystallographic facets. After pyramid pat-
tern etching, we verify their size using SEM and remove the SiO2 mask using HF solution.  
Before growing QDs using metalorganic chemical vapor deposition (MOCVD), we run a clean-
ing/deoxidation procedure using a sequence of RIE-based O2 plasma ashing, water rinsing, and de-
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oxidization with HF solution. After deoxidization, we immediately transfer the sample in nitrogen 
atmosphere to the MOCVD chamber. Using trimethylgallium, trimethylindium and arsine precursor 
gases, we grow GaAs/InXGa1-XAs heterostructures in the inverted pyramidal recesses as further dis-
cussed below. Figure 2:7(d) schematically shows the sample surface with partially planarized sur-
face after MOCVD. The SEM inset shows the cross section of grown QDs with residual, 20 nm 
deep surface undulations, showing the positions of the QDs. 
2.3.2 Optimization of pyramid fabrication. 
The emission wavelength of pyramidal QDs depends not only on growth parameters, but also on the 
length of the pyramid side, as has been reported elsewhere [24], [77]. As a result, we have to opti-
mize all the steps of pyramidal recess fabrication in order to obtain the designed emission wave-
length with low inhomogeneous broadening. With our SiO2 RIE process, we observe only small 
enlargement of the triangular opening size during pattern transfer from PMMA to SiO2. Thus, only 
EBL and the wet etching steps can affect the size and homogeneity of the resulting pyramidal pat-
tern. 
Figure 2:8 shows SEM images of triangular patterns in SiO2 resulting from exposing the PMMA 
resist layer in EBL with different exposure doses. Figure 2:8(b) shows the size corresponding to the 
targeted one. In extreme cases of underexposure, some of the triangles are missing, while overexpo-
sure leads to rounded patterns and loss of resolution. By systematically taking SEM images of the 
pattern, we can verify the size and quality of the triangular edges, which reflects the quality of 
PMMA exposure. 
 
Figure 2:8 Electron beam lithography optimization for QD mask fabrication: a), b) and c) show tri-
angular openings in SiO2 mask obtained with three EBL exposure doses increasing from left to 
right. Targeted opening size is shown with a red triangle. 
The precision of pattern transfer from the triangular opening in the SiO2 mask to the inverted pyra-
mids in GaAs depends on the quality of SiO2 adhesion as well as on the precise calibration of the 
SiO2 hard mask etching step. Since membrane sample fabrication includes many steps of SiO2 and 
PMMA deposition and removal, there is potential danger of surface contamination by residues, 
which could lead to bad SiO2 to GaAs adhesion and thus cause unexpected fabrication problems, 
such as highly inhomogeneous pyramid pattern.  
Figure 2:9 shows SEM images of a correct pyramid array (a) and two common problems. Figure 
2:9(b) shows pyramids etched after insufficient cleaning: Residual PMMA layer prevents 
Br:Methanol solution from interaction with GaAs surface, leading to flat bottoms of the pyramidal 
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recesses. In other cases, residual PMMA layer after alignment mark fabrication can lead to bad SiO2 
adhesion, causing merging of pyramidal recesses as shown in Figure 2:9(c). There, the 
Br :Methanol etching process no longer stops at the boarder of the triangular openings. However, 
simple cleaning procedure with O2 plasma and water rinsing eliminates all these fabrication prob-
lems, leading to homogeneous pyramidal recess pattern (Figure 2:9(a)). 
 
Figure 2:9 Optimization of pyramidal recesses wet etching with Br:Methanol solution: a) correctly 
etched pyramidal recesses, b) pyramidal recesses with flat tip and c) merged pyramidal recesses. 
Using RIE time that ensures etching of triangular openings exactly to the SiO2/GaAs interface, we 
obtain pyramidal recesses with size corresponding to the target size with precision of better than 10 
nm. 
2.3.3 MOCVD growth. 
The grown InGaAs/GaAs heterostructures consist of a GaAs buffer layer, an InXGa1-XAs QD layer 
and a GaAs cap layer. We start the growth sequence with a substrate deoxidation process keeping 
the sample at 570 °C under N2/AsH3 flow in order to avoid excessive rounding of the pyramidal 
recess tips due to Ga surface diffusion, as was confirmed by cross-sectional SEM. The substrate 
temperature is then adjusted to 600 °C while initializing the growth of the GaAs buffer (Figure 
2:10(b)) under a V/III ratio of ≈3000. Decomposition of precursors on the pyramids’ {111}A sur-
faces leads to localized growth in the pyramids, with growth on {111}B plane being almost negligi-
ble. During the growth of GaAs layers inside the pyramidal recesses, the crystallographic planes are 
conserved, maintaining the narrow pyramidal tip at the bottom. This is of high importance for the 
formation of the InXGa1-XAs QD, which nucleates at the pyramidal tip due to capillarity of the in-
coming adatoms [78], [79]. The QD layer (Figure 2:10(c)) is made of InXGa1-XAs layer (X=20%) 
with nominal thickness of 0.6 nm. During the growth of this layer, quantum wire - like structures 
are also formed by the capillarity at the pyramid edges (Figure 2:10(d)), and thin quantum wells are 
formed on the pyramid sides. The InGaAs QD array is finally overgrown with a GaAs cap layer to 
reach near planarization, obtained with a cumulated nominal growth thickness of ≈10 nm. [28]. Pla-
narization increases the distance from the sample’s surface to the QD, reducing an influence of sur-
face states and adds to the quality of PhC devices that are fabricated hereinafter.  
a) b) c)
Correct Flat pyramid tip Merged pyramids
400 nm 400 nm 400 nm
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Figure 2:10 Schematics of pyramidal QD growth: a) cross section of GaAs patterned substrate, b) 
GaAs buffer layer growth, c) InXGa1-XAs layer growth and d) covering with GaAs cap layer[79]. 
Figure 2:11(a) shows a SEM image of a substrate with deep (more than 50 nm) residual recesses 
after QD growth. Such deep recesses can significantly decrease the quality of the PhC cavities fab-
ricated on top of them. The inset shows misaligned PhC holes that lost their roundness due to the 
non planarized surface. By increasing the thickness of the GaAs capping layer, we can almost fully 
planarize the pyramidal recesses, as shown in Figure 2:11(b). In this way we also ensure the round 
shapes of the PhC holes and decrease the CM losses due to scattering at the residual periodic recess 
array near the PhC cavity defect. 
 
Figure 2:11 Calibration of capping layer thickness for planarization purposes: SEM images of: a) 
non planarized, and b) almost fully planarized substrates. An insert in a) shows an SEM image of a 
sample with visible QD fingerprints after PhC etching due to a bad PhC-QD alignment accuracy. 
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2.3.4 Optical characterization 
For optical investigation of our samples we used a micro-photoluminescence (µ-PL) optical setup, 
shown in Figure 2:12. As an excitation source we use Ti:Sapphire laser pumped with 532 nm Spec-
tra Physics Millenia doubled Nd:YAG (DPSS) laser. Ti:Sapphire laser wavelength is tunable in the 
range of 700-1000 nm, allowing both above barrier, that is, optical excitation with a photon energy 
bigger then the GaAs band gap, and (quasi-)resonant excitation regimes. Excitation beam was fo-
cused on the sample surface using Zeiss objective with 50x magnification, 0.55 aperture and 
3.6 mm working distance, resulting in a ~1.6 µm laser excitation spot size. When the sample is ex-
cited at low wavelength (730 nm), carriers are also excited in the GaAs, with typical diffusion 
length of ~4 µm, and can excite QDs in this range. Low-energy excitation (above the GaAs 
bandgap) can be used to reduce diffusion. The PL is collected using the same objective lens and 
then directed using a beamsplitter to an infrared camera and a spectrometer. The infrared camera is 
used for controlling the position of the excitation spot on the sample surface, which can be varied 
using a motorized high-precision (50 nm) xy-position stage while the spectrometer is a part of a 
polarization-resolved spectrum acquisition system. The latter system consists of a polarization ana-
lyzer comprising of a λ/2 waveplate and a polarizer; the spectrometer is equipped with a charge 
coupled device (CCD) detector. We use a ‘Jobin Yvon Triax 550’ spectrometer with 55 cm focal 
length and 1200 grooves/nm diffraction grating; and a ‘Jobin Yvon Spex Spectrum One’ nitrogen-
cooled CCD camera, featuring a 2048x512 pixel matrix allowing optical signal detection in the 400-
1000 nm wavelength range. With this equipment we obtain a spectral resolution of 80-90 µeV.  
 
Figure 2:12 Schematics of the µ-PL optical setup. Laser beam used for excitation is highlighted in 
blue whereas collected photoluminescence is highlighted in red.  
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PL signal collection efficiency of our optical system is significantly affected by chromatic aberra-
tions of the collecting lens. In particular, we lose ~65 % of the signal if the optical setup is aligned 
using the reflected laser beam with λ=720 nm, that is, the typical wavelength used in our experi-
ments with above barrier excitation. This is due to different focal lengths of the lenses at 
λ1=720 nm and λ2=850 nm. This difference leads to PL signal attenuation at the spectrometer en-
trance slit as schematically shown in the insert of Figure 2:13. Thus, after alignment with the laser 
beam we further adjust the collecting lens position focusing the GaAs emission beam on the slit 
surface. The finesse of the focusing is controlled by the intensity of the GaAs PL signal. Using this 
procedure we increase the collection of our PL system by around 3 times as can be seen in the spec-
tra of Figure 2:13. Note that after alignment with the GaAs PL signal the maximum intensity does 
not depend on the spectrometer slit size. Spectra measured with 100 µm and 500 µm slit values al-
most completely overlap, while the spectrum measured with a 50 µm slit is only 25% weaker in 
intensity.  
 
Figure 2:13 Spectra of GaAs emission measured after optical system alignment with reflected laser 
beam and with GaAs PL emission for several entrance slit widths. Insets on the right show GaAs 
emission and laser beam spots at the spectrometer slit for two collection lens positions. 
After QD growth we optically characterize our samples, focusing on center emission wavelength, 
inhomogeneous broadening of the QD ensemble and individual QD transition linewidths. These 
parameters are important for both growth optimization and subsequent integration with the PhC 
cavities. With growth parameters optimized, we expect QD exciton linewidths of around 100 µeV, 
inhomogeneous broadening below 10 meV and center emission wavelength around 870 nm. Figure 
2:14(a) shows the main spectral features observed in the emission of our structures. Typically, we 
observe emission of the InGaAs QD ground and excited states, InGaAs quantum wire (QWR) and 
bulk GaAs emission consisting of carbon impurity and GaAs excitonic lines. The lowest energy part 
of the spectrum, that is, QD ground state, is formed by multiple narrow lines corresponding to dif-
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ferent QDs showing neutral, charged and bi- excitonic transitions. Figure 2:14(b) shows the spectra 
of the QD ensembles (ground state emission) as a function of excitation spot position inside a given 
QD “square”. 
 
Figure 2:14 Optical characterization of QD ensembles: a) panoramic spectrum showing QD, QWR 
and GaAs emissions and b) ensemble QD ground state spectra measured for different excitation 
spot positions in a QD “square” as schematically shown in the insert. 
Figure 2:15(a) shows a typical QD ensemble spectrum measured at the center of a QD array square 
(R5C4). The color map in the inset shows the center emission wavelength of the QD ensembles 
measured in all 45 squares. We see that the central and top region of the pattern shows a relatively 
narrow range of wavelengths (around 865±5 nm), while the bottom and outside squares show 
stronger wavelength dispersion. 
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Figure 2:15 Optical characterization of QD ensembles in sample Gio15-3B: a) Typical QD ensem-
ble emission spectrum, measured at the center of square R5C4. The red curve shows a Gaussian fit 
used to measure the inhomogeneous width. Inset: A color map showing the center emission wave-
length of the QD ensembles measured in all 45 squares. b) Spatial dependence of the QD ensemble 
central wavelength inside a square (R5C4), measured along the red dashed line shown in the inset. 
The central energy is shown by red dots; the envelope shows the inhomogeneous broadening enve-
lope (±3 meV). The straight blue line shows the CM energies of a series of PhC to be superimposed 
on these QDs; the dashed lines show the extent of phonon coupling (±3 meV), as discussed in 
Chapters 4-5. c) Statistics of the inhomogeneous broadening for all 45 squares. d) Expanded emis-
sion spectrum of an ensemble of QDs, with a Gaussian fit (black line) to a single excitonic line. 
Moreover, when scanning a QD square with the excitation spot, we observe repeating red shift of 
QD ensemble center wavelength at the edge of QD squares relative to the center of the square (red 
dots and gray line in Figure 2:15(b)). This wavelength inhomogeneity is due to MOCVD precursor 
diffusion between regions external to the square (with almost exclusively {111}B surface, where 
only weak precursor decomposition and almost no growth take place) and the inside of the square 
(with considerable {111}A surface area, where both precursor decomposition and growth take 
place). This inhomogeneity is similar in all squares, and is of the same size as the inhomogeneous 
broadening of QD ensembles. Therefore no special considerations are taken with regard to this in-
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homogeneity, as the PhC series are already designed in a way to respond to the inhomogeneous 
broadening issue (see below). This is demonstrated by the blue line in Figure 2:15(b), showing the 
expected PhC CM energy variation in a series of PhC that are fabricated with increasing hole diam-
eters along the square. As we can allow for an extra ±3 meV phonon-assisted coupling range[72], 
we can expect that 4-7 PhC CM will couple to QDs in each row. 
Figure 2:15(c) shows the histogram of inhomogeneous broadening collected in all 45 squares of 
sample Gio15-3B (see Appendix A). The average inhomogeneous broadening is around 11 meV, 
with several QD squares having inhomogeneous broadening below 7 meV. It should be noted that 
this broadening reflects not only QD size variations, but also the occurrence of neutral and negative-
ly charged excitons at a given QD, with ~5meV energy separation[76]. Such low inhomogeneous 
broadening is promising for integration of several QDs with a PhC cavity, as the CM to excitonic 
transition phonon-assisted coupling range is around ±3 meV. The linewidths of individual QD exci-
tonic lines are around 100-150 µeV, which is equivalent to a cavity quality factor of about 10000. 
We consider these parameters as satisfying for moving to PhC cavity integration. Using the meas-
ured QD center emission wavelengths, we calculate and implement the correct PhC hole size for 
each QD square area independently. 
2.4 Fabrication of PhC cavities 
The fabrication of PhC cavities is the final and very delicate procedure, as all PhC parameters 
should be correctly realized to match the previously fabricated QDs. Using the knowledge obtained 
previously at LPN-EPFL during integration of site-controlled QWRs and QDs [71], [72], [80] with 
PhC cavities, we successfully demonstrated integration of multiple QDs with PhC cavities [28]. 
2.4.1 Process description 
After QD growth, we deposit a SiO2 hard mask and PMMA resist layer on top of the grown mem-
brane surface. Then we run an alignment test, followed if needed by alignment error compensation, 
as discussed in detail below. These tests are carried out using only the PMMA layer, conserving the 
same SiO2 layer on top of the sample’s surface as a protective layer. In this way, we do not increase 
the defect density that could reduce the quality of our devices. After these tests, we redeposit a new 
PMMA layer and start PhC fabrication. Using EBL, we define the PhC cavity patterns as shown in 
Figure 2:16(a). After PMMA development, we transfer the PhC patterns onto the SiO2 mask using 
RIE and remove PMMA. Figure 2:16(b) schematically shows the superposition of the QD and the 
PhC pattern triangular lattices. At this point, we can finally verify alignment accuracy between the 
QDs and PhC cavity. QD residual recesses are well visible through the holes etched in the SiO2 
mask. The SEM in the inset to Figure 2:16(b) shows a device with alignment error of less then 
30 nm, ensuring the removal of all redundant QDs and precise positioning of the target QDs in the 
PhC cavity.  
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Figure 2:16 Steps of the PhC cavity fabrication process: a) PhC cavity written in PMMA using 
EBL, b) PhC pattern in the SiO2 hard mask (underneath: the QDs). Inset: SEM top view of the PhC 
holes, where the QD centers can be seen, c) PhC structure after ICP process, etched down to the 
Al0.7Ga0.3As sacrificial layer. Inset: SEM top view (a single QD pyramid can be seen at the right 
part of the PhC cavity). d) PhC after membrane release. Top inset: SEM top view at the edge of the 
cavity. Bottom inset: SEM cross-section after membrane release, showing the floating membrane 
and the holes.  
After this final verification of alignment accuracy, we etch the PhC holes in the GaAs membrane 
using ICP process[81]. Figure 2:16(c) schematically shows an L3 PhC cavity with a single QD de-
signed to probe the electric field at the edge of the PhC cavity. A SEM image of a real device is 
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shown in the inset. After etching of the PhC holes, we release the GaAs membrane by etching away 
the Al0.7Ga0.3As sacrificial layer with diluted HF solution. This last processing step also removes 
any residual SiO2 mask and deoxidizes the GaAs sample surface. In Figure 2:16(d) insets show the 
top view and the cross section of a device with released PhC. With our membrane release process, 
the sacrificial layer is over-etched by about 1µm around the PhC cavity. 
2.4.2 Calibration of PhC hole etching 
In order to obtain good matching between the PhC CM resonance and the QD emission wavelength, 
we need to control the PhC hole sizes with precision below 5 nm as can be seen in Figure 2:16(b). 
In PhC cavities, the CM wavelength depends strongly on hole pitch and size[78]. In our structures, 
written by EBL, the hole pitch is fixed by interferometric control with 1 nm precision. This leaves 
the hole size as the most important parameter to control, as the CM wavelength (in nm) depends on 
the hole size (in nm) as dλ/dr ≈ 4. Therefore, we established tight control over the design hole radii, 
with precision of ~1 nm. However, as these patterns pass from the design to PMMA mask to SiO2 
mask and finally to GaAs, their size changes through many processing parameters. Thus, before 
writing the actual PhC structures, we verify that EBL parameters result in correct PhC hole sizes at 
the end of the processing chain, namely in GaAs. For this purpose, we fabricate calibration pieces, 
containing a series of PhC cavities with different nominal hole sizes on a GaAs wafer. These go 
through the same processing steps as the final PhC structures on the membrane wafer, thus serving 
to calibrate the process. Figure 2:17 shows actual PhC hole versus nominal hole diameters used as 
EBL system input. On the right, several SEMs of PhC cavity patterns etched in GaAs wafer with 
different hole sizes are shown. 
 
Figure 2:17 Actual PhC hole diameters versus design (nominal) hole diameters. On the right: SEM 
images taken of PhC cavities of different hole sizes, used for hole size calibration. 
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Apart from wavelength, which depends on hole size and membrane thickness, hole shape is also 
important, especially for achieving high Q values. The demands on shape include both hole round-
ness (as determined by SEM top view) and verticality (as determined by SEM cross-section). Out of 
all processes, RIE etching of the hard mask and ICP etching of the PhC holes are the most im-
portant ones for achieving the required PhC quality. Figure 2:18(a, b) shows a SiO2 mask etched 
during different times. In Figure 2:18(a), the SiO2 mask is over-etched, leading to deeper etching 
into the GaAs layer. This leads to extended lateral etching of GaAs at the beginning of ICP etching, 
which distorts the shape of the PhC holes (Figure 2:18(c)). At the same time, PhC holes have sharp 
round shape if the etching of the SiO2 hard mask stops exactly at the GaAs surface (Figure 2:18(b)), 
as confirmed by top view SEM shown in Figure 2:18(d). 
 
Figure 2:18 Optimization of SiO2 RIE step: a) Over-etching the SiO2 mask, as seen by SEM cross-
section. The etched hole in the SiO2 layer extends into the GaAs. b) Etching the SiO2 layer precisely 
down to the GaAs surface, no over-etch. c) Top view SEM of the PhC cavity (after ICP etching, 
with mask removed) corresponding to the mask in a) The holes have skewed shapes at their tops, as 
is better seen in the enlarged inset. d) Same for the mask in b), showing near-perfect hole shapes. 
After SiO2 mask etching optimization, we tune the verticality of the PhC holes by changing the ratio 
between the ICP gas etching mixture (BCl3:N2). BCl3 chemically etches GaAs, while N2 passivates 
the walls of the PhC holes and removes chemical products [82]. Figure 2:19 shows a cross section 
of the PhC cavity etched in a membrane wafer. The PhC holes penetrate the Al0.7Ga0.3As layer by 
50 nm, allowing easy membrane release with high yield. In Figure 2:19(b) one can see the PhC 
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holes at higher magnification, showing their good verticality (deviation from the vertical below 
0.03 rad, corresponding to the SEM resolution limit). 
 
Figure 2:19 SEM images of PhC holes etched in a 260 nm GaAs membrane grown on 800 nm 
Al0.7Ga0.3As layer. In a) PhC holes are seen together with the sacrificial layer. b) Magnified SEM 
image, showing holes penetrating into the sacrificial layer and the SiO2 residual layer on the top. 
After PhC hole etching we remove the Al0.7Ga0.3As layer with diluted HF solution, releasing the 
GaAs membrane and removing any residual SiO2 mask material from the sample surface. The de-
vices with suspended PhC structures are first characterized by optical microscopy in bright and dark 
field modes (Figure 2:20). The latter allows efficient localization of defects, such as broken PhC 
membrane or contamination with etching products, as shown in Figure 2:20(c). Blue lines passing 
through the centers of the PhC cavities show the positions of the QD free channels in the QD square 
array. In a), b) the control marks used for alignment verification are also visible. 
 
Figure 2:20 Optical microscope images of PhC cavities after membrane release. In a) and b) re-
leased PhC cavities are seen in bright and dark field, correspondingly. In c) (higher magnification 
image in dark field) we can distinguish the PhC cavities, as well as several defects (white arrows). 
2.5 Verification of QD to PhC alignment 
Position control of our QDs and PhC cavities is limited by the precision of the EBL system, which 
is sensitive to various parameters, such as temperature fluctuations (leading to drift), magnetic 
fields or vibrations, as well as to the quality of the alignment marks. While the first three are sys-
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tem-dependent, quality of the alignment marks is sample-dependent and its influence can be inde-
pendently assessed. We developed test procedures in order to assess the quality of the alignment 
marks through the different processing steps, as was shown in section 2.2, as well as methods to 
measure and compensate for positioning errors appearing during pattern writing discussed below. 
2.5.1 Methods of alignment accuracy control 
The high-temperature epitaxial growth process and other fabrication steps (e.g. etching) can lead to 
distortions of the borders of the alignment marks, thus affecting the precision of PhC cavity to QD 
positioning. As a first measure to minimize the effect of these distortions, we choose the best-
quality sets of alignment marks to be used at each EBL writing (see section 2.2). Additionally, in 
order to minimize the effects of thermal sample drift, long (1-2 h) sample thermalization delay was 
introduced before writing, and the alignment procedure was repeated every ~2 min. during the pat-
tern writing. In spite of these precautions (some of which were developed during the last parts of 
this thesis work), some samples still showed position errors. In order to compensate for these errors, 
we developed a procedure of alignment verification, which was carried out between the QD and 
PhC fabrication processes (‘Alignment test’ in the flow chart of Figure 2:4). For this purpose, after 
SiO2 hard mask and PMMA resist deposition on the grown membrane sample, we exposed (using a 
very rapid writing process, to minimize drift) in PMMA 4 control marks in each QD square. Each 
control mark is placed at the position of a corner PhC cavity as shown in Figure 2:1(f). Figure 
2:21(a) shows a SEM image of a control mark with QD fingerprints visible through the SiO2 layer. 
Alignment accuracy is thus checked by comparing the position of the center QD fingerprint (high-
lighted with a red arrow) and a center of the control mark. Usually the measured error is similar for 
the 4 control marks of a square, and varies gradually across the sample, due to its source which is 
usually thermal drift. If the obtained alignment error is smaller than ~100 nm, then we compensate 
this shift by correcting the coordinates of the PhC cavities in each QD square independently. We 
repeat this test with different alignment mark sets in case of bigger positioning error. After choosing 
the set with the smallest positioning error, we compensate for it as explained above by introducing 
the necessary shift in the PhC cavity coordinates. It should be noticed that control marks are written 
in PMMA only, so it can be redeposited for each test run with the underlying SiO2 hard mask kept 
in place. Thus, we prevent any contamination of our sample and protect the alignment marks from 
further distortion. 
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Figure 2:21 Alignment accuracy tests: a) SEM image of a test pattern (exposed in PMMA) used for 
alignment accuracy check after QD growth (‘Alignment test’ in the flow chart), the arrow points to 
the trace of a QD pyramid, which should be at the center. b) SEM image of a PhC pattern etched in 
the SiO2 hard mask, with QD pyramids visible through the PhC holes (marked by arrows) c) SEM 
image of the edge and d) of the center of a PhC cavity, with QD pyramids marked by arrows, as 
used for post processing alignment measurements. Important misalignment can be seen in (d). 
If the final coordinate system shift is successful, that is, misalignment becomes less than 30 nm, we 
start fabrication of the PhC structures, using the same coordinate shifts as found with the test pat-
terns. After SiO2 etching, we re-verify the alignment precision by comparing the positions of the 
QD fingerprints visible through the PhC holes in the SiO2 mask (Figure 2:21(b)). This final verifi-
cation is reflected in the flow chart as ‘PhC-QD alignment test’. 
We also measure the alignment error after the fabrication process to confirm QD isolation. For this 
purpose, we compare the matching of the QDs and imaginary PhC positions on the side of the de-
vices (drawn on a SEM image), or measure the positions of QDs in the PhC cavity, as shown in 
Figure 2:21(c, d). The former method is more precise in case of almost completely planarized QDs, 
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as measurements of QD positions inside the PhC cavity are possible only with relatively deep QD 
fingerprints. 
2.5.2 Compensation of alignment error 
We successfully compensate the alignment errors due to their reproducibility. Distortion of the co-
ordinate system associated with a fixed set of alignment marks remains the same throughout differ-
ent EBL processes, if the same alignment marks are used and are permanently protected with the 
SiO2 hard mask. Figure 2:22 shows the alignment errors before and after applying the alignment 
corrections. The former were measured with control patterns, while the latter were measured in the 
processed PhC structures. Initial alignment errors exceeded 60 nm, as can be seen in Figure 2:19(a). 
After alignment error compensation, we finalized the fabrication of our devices and confirmed that 
the alignment errors were reduced below 20 nm for almost all the structures (Figure 2:22(b)). 
 
Figure 2:22 Positioning error compensation process for sample Gio15-2B: a) Mapping of the initial 
positioning error, measured with control marks in several squares. Total misalignment is the length 
of the alignment error vector. b) Same mapping of alignment accuracy, measured after PhC writing 
using the corrected coordinates. Squares shown in white were not checked for alignment accuracy. 
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2.5.3 Probing the alignment drift 
So far we have treated alignment errors on the level of entire squares. Concerning possible drift 
during the EBL writing process inside a single QD square (see Appendix B), we check the align-
ment accuracy for several PhC devices lying on the same horizontal or vertical line inside the same 
square, that is, ‘s’ or ‘p’ coordinate is kept constant. Alignment accuracy of different PhC cavities 
did not deviate significantly from its mean value inside a square, as one can see in Figure 2:23. We 
observed no significant alignment dependence on position inside the individual square, less than 20 
nm in almost all cases. This shows that the relatively short EBL writing time of an individual square 
does not contribute to any significant drift.  
 
Figure 2:23 Alignment accuracy of QD with PhC cavity inside a square: a) For each square (denot-
ed by a different symbol), the difference between X-axis and Y-axis measured alignment errors of 
different devices, all in the same square, from the mean value in this square. ‘R’ and ‘C’ stand for 
row and column, that is, coordinates of a square while ‘s’ and ‘p’ stand for coordinates of a device 
inside the square as described in section 3.1.4. b) and c) Histograms of X and Y alignment error 
deviation from its mean value (data from all squares, several devices per square). 
Another method for verifying that the QDs are aligned with the PhC structures is to consider the 
elimination of all QD in the arrays by the PhC holes. Using µ-PL spectroscopy, we search for lumi-
nescence signals at zones outside the PhC cavity, as indicators that some QDs were not eliminated. 
This simple procedure, is not as precise as SEM, and can only confirm that alignment of the PhC to 
the QD array is within the PhC hole radius, namely 50-70 nm, without giving any further indication 
on the magnitude or direction of the alignment error. However, because of its simplicity, this proce-
dure was always used as a double-check on all samples. 
Out of 4 samples that reached the final stage of processing, 3 had reasonable optical quality and will 
be discussed in more details later. Figure 2:24 shows the summary of alignment accuracy measured 
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for these samples. Misalignment was significantly less than PhC radii, ensuring confident QD isola-
tion for at least 60% of all structures. 
 
Figure 2:24 Mapping of alignment errors, measured after PhC fabrication, for x, y coordinates and 
absolute deviation for 3 different samples: a) Gio15-1A, b) Gio15-4A and c) Gio15-3B. Squares 
shown in white were not checked for alignment accuracy. 
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Further generation of samples were fabricated with deeper 2 µm alignment marks giving even better 
alignment results. Figure 2:25 shows structures obtained with deeper alignment marks. QD to PhC 
cavity alignment showed errors below 15 nm for a mm wide region allowing, e.g., a perfect integra-
tion of 2 QDs with coupled PhC cavities. 
 
Figure 2:25 SEM of L3 (a), L11 (b) and coupled L3 (c) PhC cavities with QDs placed at the center 
with negligible (< 15 nm) alignment error. 
2.6 Fabricated devices: examples 
Using our approach, we implemented several experiments focused on the investigation of light-
matter interaction in a QD-PhC system. For integration of several QDs, we used linear PhC cavities 
as shown in Figure 2:26(a-c). These cavities provide linearly polarized CMs with high quality factor 
(exceeding 10000 in our devices for wavelength above 900 nm) to mode volume ratio. Figure 
2:26(d) shows a “vertical” PhC cavity that is an alternative to L3 PhC cavity for single QD integra-
tion with a CM having different polarization properties. In order to couple a single QD or two QDs 
with a “photonic molecule” (two coupled PhC cavities), we also fabricated devices containing 2 
coupled L3 PhC cavities as shown in Figure 2:26(e-f). The different spacing between L3 PhC cavi-
ties is used to control the coupling strength between their CMs[83]–[85]. 
 
?? ?? ??
?? ?? ??
?????? ?????? ??????
?????? ?????? ??????
2.7 Conclusions?
?
? 59 
Figure 2:26 Fabricated devices: a), b) and c) linear PhC cavities with 3, 7 and 11 missing holes, d) 
vertical cavity with 2 skipped holes, e) and d) two (modified) coupled L3 PhC cavities with differ-
ent spacing between them. 
2.7 Conclusions 
In this chapter we discussed a fabrication method that allows integration of several pyramidal QDs 
in PhC cavities. The excellent spatial and spectral control obtained with pyramidal QDs significant-
ly increases production yield of obtaining almost identical devices. This is important for significant 
statistical investigation of light-matter interaction of QD excitons and cavity photons that will be the 
core of the following thesis chapters. Together with the advantages of pyramidal QD system, we 
also gain here from flexibility of PhC design that potentially allows using our method for fabrica-
tion of photonic systems containing multiple QDs integrated with any number of PhC cavities. This 
achievement is important more generally, for building a platform for quantum information technol-
ogies as well as for novel light emitting devices. 
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Chapter 3 Slow dynamics in the emission of 
pyramidal QDs integrated with PhC cavities. 
3.1 Introduction 
Although a QD system is often considered as an atomic object, its interaction with a surrounding 
solid environment may lead to significant complications of its physical behaviour. This is well visi-
ble in the photoluminescence features of such “quantum box”. The QD excitonic emission line has a 
nontrivial shape due to the QD interaction with surrounding vibration modes of the semiconductor 
matrix, while the coherence time of an electron trapped in the QD is significantly affected by mag-
netic field fluctuations due to nuclear spin noise of the QD constituting atoms. Due to the QD 
charging, multi-carrier transitions are typical spectral features of the QD emission. Another striking 
effect observed in the QD photoluminescence are spectral diffusion and emission intermittency 
(blinking). These effects appear due to the quantum confined stark effect (QCSE) induced by a fluc-
tuating electric field. The source of this field could be an impurity trapped in the vicinity of the QD, 
fabrication-induced defects or an inhomogeneous charge density near heterointerfaces. 
In this chapter we briefly discuss the optical properties of site-controlled pyramidal QDs and then 
focus on the slow dynamics processes: spectral diffusion and emission intermittency effects, ob-
served in our site-controlled pyramidal QDs integrated in PhC cavities. 
3.2 ‘Typical’ and ‘non typical’ single QD emission 
After etching of PhC cavities, we can observe the emission from a single QD isolated within the 
PhC matrix. Figure 3:1 shows an example of a structure used in such study of a single QD emission, 
that is, a single QD in an L3 PhC cavity shifted in the horizontal direction. Although the polarisa-
tion properties of a QD in PhC cavity could be significantly modified (Chapter 4), these devices are 
very useful for studying many features of the excitonic structure of a single pyramidal QD. 
 
Figure 3:1 A shifted pyramidal QD in an L3 PhC cavity. The QD position is schematically indicated 
on a SEM image of a fabricated structure. 
Typical spectrum of a QD integrated with an L3 PhC cavity consists of neutral and charged excitons 
separated by around 5 meV [15]. Figure 3:2 shows polarization resolved PL spectrum (bottom) and 
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corresponding degree of linear polarization (DOLP) spectrum (top) of a QD whose charged exciton-
ic transition is coupled with a ground state optical cavity mode CM0 of the L3 PhC cavity. This 
mode is linearly polarized along the main axis of symmetry of the cavity (V-direction in Figure 
3:1). Excitonic transitions that spectrally overlap with the CM reveal strong co-polarization (Figure 
3:2), as analysed in detail in Chapter 4. 
 
Figure 3:2 Polarization-resolved (bottom) and DOLP (top) spectra of a QD in an L3 PhC cavity 
(sample Gio15-3B, see Appendix A for details).  
If the cavity mode is tuned out of resonance, then only excitonic transitions are visible in emission 
spectra of a single QD in PhC cavity devices. In Figure 3:3, two sets of measured PL spectra are 
shown for two different samples containing InGaAs QDs grown with a) Trimethyl-Ga (TMGa) and 
b) Triethyl Ga (TEGa) (and trimethyl-In in both) precursors. The GaAs membrane substrates used 
during the fabrication of these two samples were provided by different MBE growers. All other 
parameters, such as PhC design and fabrication process, membrane thickness, etc., were identical. 
Both sets of spectra show the same electronic structure with negatively charged and neutral exciton-
ic transitions independent of precursor types. These spectral features are separated by around 5 meV 
[15]. In both samples the spectra were measured with the excitation conditions corresponding to 
saturation of the neutral excitonic transition.  
Interestingly, the exciton saturation power level for the sample grown with TMGa (a) was 
P=300 µW, that is, one order of magnitude higher than that for the sample grown with TE-Ga (b). 
Comparing the GaAs line intensity in these two samples, we found that the difference in the satura-
tion levels corresponds to the carrier generation efficiency and relaxation processes in the substrate. 
In the sample grown with TMGa the GaAs emission intensity was around 5-7 times smaller than for 
the TEGa sample, that is, close to the difference in the saturation power levels. Thus, QD carrier 
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feeding at a particular excitation power significantly depends on the quality of the GaAs membrane 
substrate as well as on the density of the impurities integrated in the semiconductor matrix during 
the different QD growth processes. The higher impurity density obtained with TMGa leads to addi-
tional channels of carrier recombination, reducing the QD feeding efficiency and increasing the 
saturation power level, although the maximum QD ground state excitonic intensity is not affected.  
 
Figure 3:3 PL spectra of QDs isolated with an L3 PhC cavity. QDs were grown using a) Trimethyl-
Ga (sample Gio15-3B) and b) Triethyl-Ga (sample TA-2-5) precursors.  
As has been already reported[76], spectral fluctuations of an excitonic line energy could be as small 
as 1 meV due to dot-to-dot size and composition variations. At the same time, the QD ensemble 
emission in our samples shows inhomogeneous broadening around 10 meV at low excitation power. 
Using QDs isolated with PhC cavities we found that this apparent inconsistency is not only due to 
different excitonic transitions presented in the QD ensemble emission spectra, but also due to fluc-
tuating electric field at the QD position.  
We measured a set of V3 (Figure 2:26(d)) QD-PhC cavities that do not have a CM coupled with QD 
ground state transitions (Figure 3:4). Out of 10 spectra we were able to assign the QDs to two types. 
The ‘typical’ QDs have usually several reproducible transition lines, the neutral (heavy hole) exci-
ton and the charged exciton, separated by ~5 meV, the biexciton, and a higher energy line that is 
probably an excited (light) hole excitonic state (Figure 3:4(a)). Spectra of non-typical QDs do not 
have this clear structure as can be seen in Figure 3:4(b), but reveal additional broad lines that could 
appear due to interaction with residual impurities and/or defects. Among these 10 devices we find 
an equal number of ‘typical’ and ‘non typical’ QDs.  
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Figure 3:4 Spectra of QDs isolated with V3 PhC cavity (sample TA-2-5-5, grown with TEGa). In a) 
and b) spectra of 2 QD types, that is, ‘typical’ (a) and ‘non typical’ (b) QDs, are shown, obtained by 
scanning of 10 V3 PhC cavities. In c) and d), emission spectra of QD ensembles are simulated by 
summing of the ‘typical’ (c) and ‘non typical’ (d) individual QD spectra. 
The emission energy of particular lines in ‘typical’ QDs fluctuated by ~2.5 meV as can be seen in 
Figure 3:4(c), showing QD ensemble emission reconstructed using spectra of 5 ‘typical’ QDs. The 
inhomogeneous broadening of this “artificially constructed” ensemble is of the order of 8 meV due 
to the presence of neutral and charged excitons. Figure 3:4(d) shows ensemble emission constructed 
using the ‘non-typical’ QD spectra. ‘Non-typical’ QD emission energy is much more dispersed, by 
~10 meV. We thus see that in general growth conditions and substrate quality can affect the QD 
optical quality in terms of spectral reproducibility and inhomogeneous broadening. 
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3.3 Spectroscopy of single pyramidal QDs using spectral isolation 
Single QD spectroscopy is typically implemented by isolating a single dot out of an ensemble, e.g., 
by adding PhC holes around the dot or by etching a mesa that contains the dot. However, the PhC 
holes in the membrane (as well as the mesa etching) create multiple surfaces around that QD, which 
can significantly affect the capture of carriers, emission linewidth[86] and dynamics[87]. Addition-
ally, the PhC cavities significantly modify local density of optical states at the QD, thus modifying 
the QD emission. The bare emission properties of a single QD, free from modified dielectric envi-
ronment, can be investigated using spectrally isolated QDs grown on special seeded pyramidal pat-
terns[77]. An example of such pattern is depicted in Figure 3:5, which shows an array of pyramidal 
recesses of homogeneous size with smaller-size pyramidal recesses introduced on a sublattice (pitch 
of about 4.5 µm).  
 
Figure 3:5 (a) SEM images of the QD pyramidal arrays consisting of smaller pyramids with 
s’ = 175 nm, 245 nm and 285 nm embedded in a matrix of larger pyramids with s = 320 nm 
(p = 450 nm). (b) Schematic of QD growth in the pattern used for “spectrally isolated” QDs. Adopt-
ed from [77].  
QDs grown in pyramids of different sizes have different emission wavelengths [24]. Figure 3:6(a) 
shows PL spectra of QDs grown in ensembles with the 3 different sizes of smaller pyramids ?? 
(175, 245 and 285 nm) and the same size of surrounding bigger pyramids ? ? ??? nm. Excitation 
spot was centred at an s’ pyramidal QD thus providing efficient excitation of a single s’-QD only. 
The emission spectra consist of typical emission of s-QD ensembles appearing at a higher emission 
energy, in addition to the single s’-QD spectrum. The relatively large separation of the emission 
energy of the s- and s’- QDs provides the spectral isolation of the s’-QD emission lines. Figure 
3:6(b-d) show zoomed views of the 3 spectra of individual s’-QDs obtained using this technique.  
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Figure 3:6 (a) Micro-PL spectra of QD arrays with pyramid size s = 320 nm, which include spec-
trally isolated QDs with various pyramid size s’ = 175, 245 and 285 nm. (b)-(d) Zoomed-in spectra 
in the spectra vicinity of the isolated QD lines, for s’ = 175, 245 and 285 nm, respectively. Adopted 
from [77].  
Spectrally isolated QDs allow investigation of properties of a single pyramidal QD without adding 
any additional surfaces (hole or mesa isolation) or perturbation of nearby potential (e.g. deposition 
of metal layer). Figure 3:7 (a, b) shows spectra of spectrally isolated QDs at several excitation pow-
ers. Grown in s’=200 nm in Figure 3:7 (a) and s’=150 nm in Figure 3:7 (b) pyramidal recesses, the-
se QDs have typical excitonic structure with 2 main lines corresponding to neutral and charged ex-
citons separated by ~5 meV as visible at medium excitation powers. At low excitation power, the 
neutral exciton dominates over other spectral features revealing negligible QD charging with excess 
carriers. This suggests low impurity density in the environment of these QDs. At higher excitation 
power we observed biexcitonic transition with several additional lines. QDs grown in the 
s’=150 nm pyramidal recess exhibit more rich spectral structure at high excitation power (Figure 
3:7(b)) that could be explained by smaller distance to substrate/air interfaces and higher charging 
with excess carriers. Figure 3:7(c, d) shows power dependence of several emission lines observed in 
the spectra. The neutral exciton has nearly linear power dependence while the biexciton has quad-
ratic power dependence, as expected. 
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Figure 3:7 PL spectra of ground state and intensity of several excitonic transitions of spectrally iso-
lated QDs. In a) and b) the QDs were grown in pyramids with s’=200 nm and s’=150 nm, respec-
tively. In c) and d) power dependence of several emission line intensities are shown.  
We observed wide emission background at higher excitation power around the single-QD emission 
lines, as can be seen in Figure 3:7(a, b). Figure 3:8 shows expanded spectra of the neutral and 
charged exciton lines extracted from Figure 3:7(a). Measured at 4 excitation powers, these spectra 
are normalized by the maximum intensity of either the neutral or the charged exciton transitions. At 
low power, only emission lines of neutral and charged excitons are visible, while at higher excita-
tion powers, many additional peaks appear together with wide emission background. 
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Figure 3:8 PL spectra of a) negatively charged exciton and b) neutral exciton transitions, normal-
ized by maximum intensity (structures as in Figure 3:7(a)). 
3.4 Slow dynamics in pyramidal QD emission spectra 
3.4.1 Dynamical processes in low dimensional structures 
Quantum communication and information processing request QDs with atom-like behavior, provid-
ing Fourier transform limited linewidth and near unity quantum efficiency. However, this requires 
negligible influence of the surrounding environment on the QD confinement potential and its elec-
tronic structure. During the last 20 years, different groups have reported observations of emission 
intermittency (blinking) in single molecules[88], [89], nanowires[90], nitrogen-vacancy[91] and 
semiconductor QDs[92]–[100]. Intensity intermittency reveals random telegraph signal (RTS) like 
behavior with ‘on’/‘off’ states persisting from microsecond to hundreds of seconds with power-law 
probability density[101]–[105]. 
New theories had to be developed to explain these effects, taking into account the surrounding QD 
media[106]. Almost all theories explained the blinking behavior by fluctuating electric fields at the 
location of the emission source due to charges trapped at defects or surfaces. The influence of the 
QD environment was already clear in [92] where colloidal CdSe QDs capped with ZnS shell re-
vealed higher ‘on’ to ‘off’ state ratio in comparison with uncapped ones. Undesirable for applica-
tions, such blinking was suppressed in later works by removing charge traps from the solution[107] 
or by engineering appropriate shell thickness of CdSe/CdS QDs thereby reducing Auger recombina-
tion of charged excitons[108]. Recently, correlation between blinking and charging of a CdSe/ZnS 
nanocrystal was directly probed by a carbon nanotube[109] showing RTS of current with power-
low statistics. For epitaxial QDs, surface defects play the dominant role in the observation of blink-
ing[96], [99], [100]. However, epitaxial QDs very rarely reveal blinking behavior thanks to high 
quality fabricated semiconductor structures that avoid defects.  
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Spectral diffusion is another interesting effect observed in nanostructures and caused by mecha-
nisms similar to emission intermittency. Useful as a single charge electrometer[110]–[112], QD 
emission energy is very sensitive to charge fluctuations due to the quantum confined Stark effect 
(QCSE). Thus, variations of charge density trapped at defects or nearby surfaces change the QD 
emission line energy. Values of a such energy shift vary between several µeV on µs 
timescale[113]–[115] to tenth of meV up to hundreds of seconds[116]–[119] as summarized in Fig-
ure 3:9. Due to the similar nature of emission intermittency and spectral diffusion, these effects 
could appear simultaneously as reported in [118]. Spectral diffusion even reveals similar power-law 
behaviour to blinking[120].  
 
Figure 3:9 Maximal time and energy parameters of spectral diffusion. Energy shifts and time pa-
rameters were taken from text or estimated from presented figures in the references mentioned in 
the text.  
Emission intermittency and spectral diffusion can be supressed by using sufficiently pure materials 
with low-defect fabrication processes. Consulting many articles presenting spectral diffusion in 
CdSe, In(Ga)N and InGaAs QDs, we did not find clear dependence of these phenomena on the 
growth method of these nanostructures. Spectral diffusion was observed in colloidal CdSe QDs[92], 
[116], [121], in CdSe QDs grown by MOCVD[122]–[124] and MBE[125], In(Ga)N QDs grown by 
MOCVD[126]–[131] and MBE[132]–[134] and in InGaAs QDs grown by MBE[135] and 
MOCVD[136]. More recent articles reported very small energy shifts of several µeV[113], [114] 
evidenced by several µeV linewidth of In(Ga)As self-assembled QDs. 
As reported in [122], [137], [138] the same build-in electrical fields can create very different shifts 
depending on their position with respect to the QD axes. In particular, for CdSe QDs deposited on 
GaAs, 0.26 meV and 1.8 meV energy shifts were estimated for 100 kV/cm electrostatic field in 
?????????????????
???? ???? ??? ???
???
???
??
????
????
?? ?
?? ? ?????
??????
????
Chapter 3 Slow dynamics in the emission of pyramidal QDs integrated with PhC cavities.?
?
?70 
growth and lateral direction correspondingly[122]. In the same article, an average electric field 
~45 kV/cm at the QD position was estimated for 3 charges separated ~10 nm from the QD. This 
energy shift estimation is consistent with calculations reported in [137]. Thus, ~0.3 meV neutral 
exciton energy shift observed in this structure is consistent with the charging of an impurity or a 
defect separated by ~10 nm from the QD center. This 10±5 nm separation is of the order of the QD 
size, therefore a very inhomogeneous field is created at different QD points.  
Among different types of In(Ga)As QDs investigated, site-controlled QDs should be more sensitive 
to spectral diffusion or emission intermittency as they are typically grown on a pre-patterned sur-
face. The latter is exposed to wet or dry etching steps, removal and deposition of different materials, 
de-oxidation processes, etc. Depending on the distance between the regrown interface and the QD, 
all these fabrication steps can increase the defect effects, reducing the emission intensity and in-
creasing the linewidth due to spectral diffusion[112], [137]. Interestingly, for the site-controlled 
QDs grown in nanoholes or in pyramidal recesses, we did not find reports on slow emission dynam-
ics. Moreover, narrow emission linewidth down to 18 µeV was observed in QDs grown in pyrami-
dal recesses[139] separated by more than 100 nm thick buffer layer from the regrown surface. Lin-
ewidth of site-controlled QD grown in the nanoholes was reduced from 2.3 meV down to ~110 µeV 
at large distances from the regrown surface[140]. In another work the linewidth of site-controlled 
QDs grown in nanoholes was independent of the GaAs buffer layer thickness ranging from 15 nm 
to 35 nm as an ultra-clean re-growth process was used[22]. In the course of emission quality im-
provement of these site-controlled QDs, the best linewidth obtained with above-barrier excitation 
was ~40 µeV[67], [141], [142] and even down to 7 µeV[143]. This narrow linewidth is comparable 
with the state of the art values for self-assembled In(Ga)As QDs grown by MBE[144], [145] or 
MOCVD[146], [147]. 
Thick buffer layers of high purity between the substrate and the QD cannot be implemented in our 
QDs grown in pyramidal recesses, which in the context of the current work need to be small enough 
for integration in the PhC membrane cavities. Only a few tens of nanometers (Δ1) separate the QD 
from surfaces that experienced different processing steps as discussed in Chapter 2. These surfaces 
can serve as sources of charged defects if the surface cleaning procedure is not perfect. We should 
also point out that MOCVD-grown GaAs typically exhibits higher residual background doping as 
compared with MBE material, even for thick buffer layers.  
Another source of charge fluctuations in our devices are PhC holes that introduce GaAs/air surfac-
es. QD emission linewidth significantly depends on the distance from these interfaces, even under 
quasi-resonant excitation conditions through QD p-shell[144]. Figure 3:10(a) shows a schematic 
cross section and top view of our structures. The QD is shifted by as much as ~30 nm from the 
265 nm thick membrane center, which corresponds to the precision of our QD positioning. Thus, 
the QD is distanced by around 100 nm from the membrane surface (Δ2). Considering standard de-
vices with 200 nm PhC hole pitch and 80 nm PhC hole radius, Figure 3:10 (b) shows 2 QD posi-
tions providing 90 nm and 120 nm QD-to-PhC hole surface distances. In our devices the shift of the 
QD due to spatial misalignment can reduce the QD to PhC hole surface distance further, by ~15 nm. 
The PhC structures discussed below have 200 nm pitch and hole radii varying from 60±5 nm to 
70±5 nm. 
3.4 Slow dynamics in pyramidal QD emission spectra?
?
? 71 
 
Figure 3:10 Surfaces and interfaces around a pyramidal QD. In a) (side view) approximate distances 
from QD to pyramidal interfaces and membrane surfaces are shown. In b) (top view) typical dis-
tances from PhC hole surface to QD are shown for 2 QD positions. In b) schematics shows QDs 
displaced by Δ=0 nm and Δ=90 nm from the PhC cavity center. 
Another issue relevant to QD spectral shifts is the lateral QWRs formed in our pyramids. Since the 
distance between these QWRs and the surface is of the order of several nm, charges can be trapped 
at one edge of these QWRs, significantly affecting the confinement potential of our QD.  
3.4.2 Spectral diffusion of QD excitonic transitions. 
Here we present a detailed investigation of spectral diffusion of single InGaAs/GaAs pyramidal 
QDs integrated with L3 PhC cavities. These structures contain QDs nominally shifted by Δ=0 nm, 
Δ=120 nm and Δ=180 nm from the L3 PhC cavity center, as shown in Figure 3:10(b) (see also 
Chapter 4). We choose this system instead of the spectrally isolated QDs in bulk GaAs because it’s 
more relevant to our main subject, namely the study of integrated QD-PhC systems, and due to the 
enhancement of the collection efficiency through light redirection in narrower solid angles. Thus, 
significantly shorter integration times could be used for spectral measurements. All measurements 
correspond to the sample Gio15-3B that contains QDs grown using TMGa. 
We knew from previous PL experiments with quantum wells that slow processes in emission signif-
icantly depend on the details of the cooling down process. In particular, any light that can cause 
above-GaAs band gap excitation should be suppressed during cooling, thus all preparations of the 
experiments were done in advance during the day before measurements. Then, the sample was 
cooled down in almost complete darkness, i.e. we switched off computer monitors and laboratory 
light. The objective of the µ-PL setup was positioned above the sample edge far from the region of 
interest (see Chapter 2, schematics).  
After cooling to 10 K we positioned the objective above a PhC device situated at least 100 µm away 
from the device to be probed for slow dynamics. After maximizing the excitation efficiency, we 
blocked the laser beam and moved the objective to the targeted PhC device. Finally, we simultane-
ously unblocked the laser beam and started recording a continuous sequence of spectra taken at 
fixed time intervals. 
Figure 3:11 shows spectra of 2 structures measured in this way during several tens of seconds. In 
the top panels, the first and the last spectra obtained during measurements are shown, with complete 
??????????
??????
???????????????
??
?????
?????
???
????? ???????????
??????????
?? ??
? ??
???
???
??
??
???
Chapter 3 Slow dynamics in the emission of pyramidal QDs integrated with PhC cavities.?
?
?72 
sets of time-resolved traces presented at the bottom. These images of spectral dynamics are plotted 
in pseudo 3D manner with colour code showing the spectral line intensity. These structures do not 
present any spectral diffusion or emission intermittency, at least with our spectral resolution of 
~80µeV and time resolution of 1 s. The time interval between two spectral measurements is the sum 
of integration time and the spectrometer dead time, in this case tint=1 s and tdead=1 s. The smallest 
spectrum integration time used in our measurements is 1 s, therefore the fastest dynamics that we 
are able to measure has approximately 2 s characteristic time. The behaviour represented by Figure 
3:11 is typical for 90 % of all measured devices (~100 devices were measured).  
 
Figure 3:11 In a) and b) spectra (top) and images of spectral dynamics (bottom) for 2 different 
structures. Spectra are shown for 2 times, corresponding to the first and the last measurement 
points. Excited states in top panels of a) and b) are probably p states of our QDs. 
However, around 10 % of the structures revealed very pronounced temporal changes in the energy 
of the emission lines. Figure 3:12 shows examples of two types of the spectral diffusion observed in 
our structures. In some structures, exciton energy fluctuated only during finite periods and then sta-
bilized, while in other structures spectral diffusion continued during hours. “Stabilizing” slow dy-
namics is shown in Figure 3:12(a). After energy fluctuations during several tens of seconds, the 
emission lines converged to well-defined energy positions. Varying excitation level or keeping this 
sample for several hours in the darkness did not resume spectral diffusion. In order to observe again 
these spectral fluctuations, the sample should be heated up to nearly room temperatures and then 
cooled down again. Figure 3:12(b) shows spectra and image of emission dynamics acquired from 
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another structure. In this case, chaotic spectral fluctuations persist during several tens of minutes 
and show around 10 meV energy shifts. 
 
Figure 3:12 Time-resolved PL measurements of 2 devices containing a single QD in an L3 PhC 
cavity shifted by Δ=120 nm (a) and Δ=120 nm (b) from the PhC cavity center. Spectra (top) and 
images of spectral dynamics (bottom) clearly reveal several meV fluctuations in line energies. All 
measurements were obtained at 10 K under 300 µW excitation power.  
Interestingly, after re-measuring this sample with the same excitation power and at the same tem-
perature we found that spectral diffusion also stabilized after some time in the darkness during the 
time when the excitation beam was blocked. As can be seen in Figure 3:13(a), instead of spectral 
diffusion behaviour we obtained emission spectra with properties identical to ones of the QDs with-
out spectral diffusion. Spectral diffusion of this QD can be recovered only through sample heating 
to room temperature with consequent cooling down to the temperatures adequate for our QD spec-
tral measurements. Figure 3:13(b) shows image of recovered spectral dynamics obtained in this 
structure during another day of measurements at the same excitation power as in Figure 3:12(b). In 
the top of Figure 3:13(b) statistics of emission energy shows only a few pronounced peaks. One of 
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these peaks corresponds to a cavity mode (CM) and another to a QD excited state emission line that 
is also evident in the spectrum after stabilization. Irreversible stabilization with changing of excita-
tion conditions was also observed in other samples. It should be noted that a few other devices 
showed spectral diffusion that did not stabilize even after ~10 hours and was insensitive to modifi-
cation of excitation conditions and temperature. 
Thanks to stabilization of the spectral diffusion of this structure we can compare emission proper-
ties of the same QD during the spectral diffusion and during the stable mode. Figure 3:13(c) shows 
the power dependence of this sample after stabilization. Significantly, at low excitation power only 
the charged exciton is present in contrast with ‘non fluctuating’ samples having only neutral exci-
tonic transition visible at low excitation power. This difference highlights the presence of some 
charging centers in the vicinity of this particular QD. These centers modify local carrier balance 
leading to the negative charging of this QD at low excitation power. 
At higher excitation power, additional transitions appear including the neutral exciton and a CM 
pumped by the QD excited state. Another significant difference from ‘non fluctuating’ samples is 
the very wide tail appearing at the lower energy shoulder of the charged exciton line at higher exci-
tation power. This is a sign of spectral fluctuations of excitonic transitions, although too fast to be 
recorded with our spectrometer time resolution. This wide background is typical for structures with 
spectral fluctuations, as will be discussed at the end of this chapter. Correlations between this lower 
energy tail and spectral diffusion will also be clearly shown in section 5.4.2, describing 4 QDs in an 
L7 PhC cavity. 
 
Figure 3:13 Emission of a single QD in an L3 PhC cavity before and after stabilization of spectral 
fluctuations (sample XIII, see also Figure 3:12(b)). In a) spectrum shows QD emission after stabili-
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zation. In b) image of spectral dynamics shows emission fluctuations before stabilization. Statistics 
of excitonic emission energy (top panel) highlights positions of the main spectral lines shown in a). 
In c) spectra are taken at several excitation powers after fluctuation stabilization.  
Remarkably, during the spectral diffusion shown in Figure 3:13(b), the emission of the lower ener-
gy lines corresponding to QD ground state emission is significantly quenched, whereas in the stable 
configuration, at the same excitation power, the neutral exciton has the same intensity as the excited 
state line enhanced by the presence of a CM. This tendency was observed in several devices with 
the spectral diffusion behaviour and can be attributed to reduction in the transition rate of the dipole 
moment of the ground state excitons due to a strong intrinsic electric field at the QD position. 
Such slow dynamics of our exciton emission lines should provide very broad lines in spectra with 
more than 10 s integration time. Figure 3:14 shows polarization-resolved spectra measured in sever-
al devices containing single QDs in PhC cavities with 10 s integration time. The emission lines have 
non-Lorentzian line shapes while two polarization-resolved consecutive spectra show several meV 
wide lines. Statistically, using 10-30 s integration time during quality characterisation of QDs in-
corporated in PhC cavities, we observed similar broad (>1 meV) low intensity lines in 10 % of the 
samples. Thus, we selected the structures with pronounced broad emission features from such spec-
tra specifically for probing the slow dynamics processes. Measuring consecutive set of spectra in 
these structures we found slow dynamics in around 90% of these samples. 
 
Figure 3:14 Spectra with seemingly wide emission lines measured in devices containing a single 
QD in an L3 PhC cavity, acquired with integration time of 10 s. 
Using the procedure described above, we identified 15 structures revealing the spectral diffusion. 
Looking for the correlations between QD distances to the PhC hole surface, we probed 7 devices 
‘p1-7’ in a single raw ‘R2C3 s17’ according to the notification described in Chapter 2. Each of the-
se devices contains a QD horizontally shifted by ~180 nm from the L3 PhC cavity center. PhC hole 
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sizes linearly increase from the first device in row ‘p1’ to the last device in row ‘p10’. The last 3 
structures in the row with the biggest PhC hole sizes ‘p8-10’ were not measured due to contamina-
tion or cracks of the PhC hole matrix. Observing no slow dynamics in structures ‘p1-3’ correspond-
ing to the smaller PhC hole radii (Figure 3:11), we found slow dynamics in structures ‘p4-7’. Thus, 
in this particular series we indeed observed a preference of slow dynamics occurrence near larger 
PhC holes, although we do not have enough statistics for confirming it. We did observed slow dy-
namics in the structures with the smallest hole sizes (sample II and IX, Table 3:1), although not as 
pronounced and of long duration as for larger holes. 
Sample 
number 
Structure ID Stabilization QD nomi-
nal shift 
[nm] 
PhC nomi-
nal size [nm] 
QD to PhC hole 
surface distance 
[nm] 
I R2C3 s13p7 >5 min 180 66 110 
II R2C3 s16p1 ~1 min 180 60 116 
III R2C3 s17p4 >30 min 180 63 113 
IV R2C3 s17p5 >30 min 180 64 112 
V R2C3 s17p6 ~10 s 180 65 111 
VI R2C3 s17p7 ~10 s 180 66 110 
VII R3C3 s9p6 ~30 min 120 65 94 
VIII R3C3 s14p6 ~2 min 120 65 94 
IX R3C4 s5p3 ~12 min 120 62 97 
X R3C4 s3p5 ~30 s 120 64 95 
XI R3C4 s7p9 >14 hours 120 68 91 
XII R3C4 s7p11 ~1 min 120 70 89 
XIII R8C3 s15p9 >5 min 0 68 117 
XIV R8C4 s12p7 ~1 min 0 66 119 
XV R8C4 s20p7 ~1 min 0 66 119 
Table 3:1 Devices with slow dynamics behavior. Text color indicates structures corresponding to 
the same QD shift delta. QD-to-PhC hole surface distance is calculated taking into account the pos-
sible misalignment of ~15 nm (see Figure 3:10). 
3.5 Jumps across just a few discrete emission states 
Depending on the charge trap density, an emission line energy was observed to change 
discretely[120], [121], [127], [132], [148] or quasi-continuously[126], [128]–[131], [133]–[135], 
[149] with clear correlation between energy shifts and different excitonic complexes. Emission line 
jumps across several energy levels are explained by QCSE due to a finite number of charge config-
urations in the vicinity of a QD. Thus, the number of charge configurations is directly projected to a 
number of different spectra observed in the temporal measurements of the same structure. These 
spectra can be considered as different emission configurations reflecting the particular internal field 
at the QD position. 
During investigation of the slow dynamics process in the QD-PhC cavity system we have also 
found several structures with such discrete change of emission line energy. Figure 3:15 shows a 
structure with emission line jumps across only 4 energy levels. Since this structure contains a single 
QD all spectral features change their emission energies simultaneously. Two emission configura-
tions of the QD emission line can be explained by a single impurity/defect in the vicinity of the QD 
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having two charge states. Four emission configurations can be explained by either two impuri-
ties/defects having two charge states each, or a single impurity/defect having four charge states. 
 
Figure 3:15 Images of spectral dynamics of sample XI(Table 3:1) showing jumps between four dis-
crete emission states.  
The structure with four emission configurations revealed non-stabilizing slow dynamics over tens of 
hours with clear spectral features and repeatable temporal parameters among different days of 
measurements. The temporal parameters of slow dynamics were not affected by history of meas-
urements. In particular, characteristic time parameters of the emission line jumps were not affected 
by previous illumination with a high intensity laser beam or by temperature variations. Thus, this 
structure allows a solid study of the QD charge environment temporal evolution and the influence 
of the local electrical field on the QD emission. 
Figure 3:16 shows the spectra of the four emission configurations at two different excitation powers 
observed in this structure. These spectra are extracted from the measurements of slow dynamics 
shown in Figure 3:16(c, d). Measured at excitation power lower than the saturation power level 
(Figure 3:16(a)), the spectra consist of 2 main lines, which are charged X-(y) and neutral X0(y) exci-
tons, where ‘y’ denotes the emission configuration number, arbitrarily chosen according to denote 
increasing energy. At higher excitation power, higher energy lines ES1 and ES2 corresponding to an 
excited QD state appear. These lines are ~6 meV above the neutral exciton, typical to the separation 
of excited hole states. At higher excitation power an additional line XX appears at the higher energy 
shoulder of the charge exciton X-. This line could be either a biexcitonic QD transition or other mul-
tiparticle complex. In the following we keep the XX notification for this optical transition. 
Histograms on the top of the images of the slow dynamics in Figure 3:16(c, d) show the fraction of 
different lines in the temporal measurements. The peak position of the narrowest measured lines 
fluctuates by less than the width of a single histogram bin (27 µeV) corresponding to the distance 
between two energy points measured with two adjacent pixels on the CCD camera. Thus, it is pos-
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sible that spectral diffusion processes additional to the observed discrete energy jumps across the 
four emission states cannot be resolved in our measurements. 
 
Figure 3:16 Spectra and images of spectral dynamics showing jumps between 4 emission configura-
tions of sample XI(Table 3:1). Spectra show 4 emission configurations at 20 µW (a) and 100 µW 
(b) excitation powers. Images of spectral dynamics measured at the same powers as in a) and b) are 
shown in c) and d) correspondingly. Statistics of observed emission energies are shown on top of 
images. Measurements were done at 10 K.  
Integrating intensities of X-(1-4) and X0(1-4) lines in ~100 µeV spectral windows centered at their 
peak energies, we constructed their intensity traces for each configuration (Figure 3:17). Integrated 
intensity of X-(1-4) (Figure 3:17(a)) and X0(1-4) (Figure 3:17(b)) lines fluctuate near two possible 
values, reflecting either occupied or non-occupied emission configurations. If the system is in ‘y’ 
state then the integrated intensities of both X-(y) and X0(y) lines take their maximum values, other-
wise their integrated intensities are nearly zero (Figure 3:17). 
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The intensity fluctuations visible in the time traces are due to fluctuations in the QD position with 
respect to the excitation spot, which happened due to the drift of the cryostat by ~50 nm/min. Cor-
recting cryostat position each 10 minutes without aborting measurements, we supressed the effect of 
this drift on long enough time scale, although on a short time scale ~20% emission intensity fluctua-
tions are still visible. Fluctuations of the zero value of the intensity traces are due to the vicinity of 
X-(y) and X-(y±1) (X0(y) and X0(y±1)) lines corresponding to the adjacent emission configurations 
‘y’ and ‘y±1’. For example, X0(2) and X0(3) lines are separated by less than 200 µeV leading to 
overlap between their tails with spectral windows centered at their peak energies.  
 
Figure 3:17 Intensity of transitions X(1-4) (a) and X0(1-4) (b) for all 4 emission configurations at 
20 µW excitation power (T=10K) of sample XI(Table 3:1). See Figure 3:16 for the definitions of 
the exciton states displayed.  
Figure 3:18 shows correlation coefficients calculated using the intensity traces of lines X-(y) and 
X0(y). Figure 3:18 (a, b) shows correlation coefficients calculated between the different configura-
tions of X-(y) and X0(y) intensity traces, correspondingly. The anti-correlations of intensity traces of 
different configurations reveal that during our measurements only a single emission configuration 
appears during the spectral integration time. In c) correlation coefficients are measured between 
intensity traces obtained for the two exciton types. Near unity correlation coefficients were ob-
served for intensity traces X-(y) and X0(y) corresponding to the same mission state ‘y’. This con-
firms that X-(y) and X0(y) lines appear always in pairs. 
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Figure 3:18 Correlation between different configurations of the same exciton X(y) (a) and X0(y) (b) 
of sample XI(Table 3:1). Correlation coefficients between different configurations of different exci-
tons X-(y) and X0(y) are shown in c).  
We found that all spectral lines are more V-polarized due to the presence of a CM coupled to the 
excited state. As expected[72] the DOLP of the emission lines decreased with increasing detuning 
from the CM. The neutral excitonic nature of the X0(1-4) transition observed in the slow dynamics 
process was proved by polarization-resolved measurements a shown in Figure 3:19(a). X0(1-4) tran-
sitions have FSS ~55 µeV as can be seen in the inset of Figure 3:19(a). Observation of FSS for all 
four emission configurations confirms that the energy shift of emission lines happened due to 
QCSE but not as a result of a QD charging with an excess carrier. 
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Figure 3:19 Polarization-resolved PL (a) and DOLP spectra (b) of the 4 discrete states of Figure 
3:16. The inset shows neutral exciton X0 FSS splitting. In b) DOLP spectra show V-polarization for 
all emission lines.  
The energy of each excitonic emission line is shown in Figure 3:20(a). With increasing configura-
tion number from 1 to 4, emission lines X-, XX and X0 shift to higher energies. Assuming the influ-
ence of the QCSE, we suppose that the electric field at the QD position decreases with increasing 
configuration number. Interestingly, we observed nontrivial energy shifts of the higher energy lines 
that are attributed to the excited state excitonic transitions. The energy of these lines did not in-
crease monotonically with increasing the configuration number that corresponds to the decreasing 
electrical field. Thus, the energy trajectory of the excited state transitions is not linear, while the 
ground state trajectory depends almost linearly on the emission configuration number (electric 
field). 
This behaviour can be explained in the following way. Similar energy shifts are very pronounced in 
structures with multiple emission state configurations and will be discussed below. Although oppo-
site energy shifts of charged and neutral excitons were observed during spectral diffusion[148], we 
did not find any report of opposite energy shifts of the ground and excited state energies. It should 
be noted that the similarity in the energy shifts of different lines during spectral diffusion process 
are widely used for identification of the emission lines corresponding to the same QD[122], [123]. 
This approach can lead to the wrong identification of the spectral diffusing QD spectral structure as 
emission lines that belong to the same QD can shift very differently. However, this problem can be 
???????????
???? ????? ???? ??????
???
???
???
???
???????
???????????
???? ????? ???? ?????
????
?
???
??
???
???
??? ???????
????
?
???
?
??
???
???
???
??
??
???
??
?
???
???
???
??? ???????
????
?
???
??
???
???
???
???
??? ???????
???????
????
?
???
?
???????????
?????? ??????
??
??
???????????
??
??
?? ????
?
?
????
Chapter 3 Slow dynamics in the emission of pyramidal QDs integrated with PhC cavities.?
?
?82 
solved looking at cross-correlations between different excitonic lines energy shifts during spectral 
diffusion[150]. 
 
Figure 3:20 Absolute (a) and relative to X0 (b) energy position for the first 5 excitonic transitions 
observed at 100 µW excitation (structure of Figure 3:15). In b) the relative energy position of exci-
tonic complexes is shown above the data points in units of meV. The arrow in a) schematically 
shows the direction of increasing electric field ?, assuming the influence of the QCSE.  
The negatively charged exciton ‘??’ has higher energy response to the electrical field of the local 
charge center then the neutral exciton ‘??’. Taking into account the nearly linear dependence of the 
charged and neutral excitonic energies on the configuration number, we estimated the ratio between 
their permanent dipoles. As was mentioned above, the transition from one configuration to another 
happens due to the charging of an impurity or a defect by a single electron or hole. Thus, the linear 
dependence on the configuration number reflects a linear Stark effect. Thus, the ratio between the 
permanent dipoles of the charged end neutral excitons ????? ? ?????? ?
???
??? where ??? and ??? are 
slopes of the linear fits of the neutral and charged exciton energy traces shown in Figure 3:20(a). 
We obtain ????? ? ? that is slightly smaller than the value obtained for another QD structure (see 
Table 3:2 below). 
Figure 3:20(b) shows the energies of the excitonic complexes with respect to the neutral exciton 
energy for different configuration numbers. Energy separation between negative and neutral exci-
tonic transitions varied by ~1 meV. Interestingly, the energy separation between the charged and 
neutral excitons reached the typical value ~4.6 meV for configuration 1 although it corresponds to 
the highest electric field. The energy separation between neutral and charged exciton exhibited a 
smaller value of ~3.6 meV for configuration 4 that corresponds to the smallest electric field at the 
QD position. 
3.5.1 Temperature dependence of QD spectral diffusion 
Spectral diffusion in the sample showing jumps across four discrete emission configurations was 
found to be stable in the measured temperature range, between 10 K and 40 K. Independently of the 
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emission configuration, and therefore the local field strength, the QD excitonic transitions showed 
very similar temperature dependence of the emission intensity. Figure 3:21 shows the integrated 
intensity as a function of temperature for the neutral X0 and charged X- excitonic transitions. The 
temperature dependence of charged excitonic intensity is very close to typical Arrhenius intensity 
behavior ? ? ? ??
?????
?? ??
 previously observed in other QD structures[130], [151], [152]. Parame-
ters ?? and ? are the activation energy and the efficiency of thermal activation.  
 
Figure 3:21 Temperature dependence of the neutral X0 and charged X- excitonic transitions of the 
sample XI (Table 3:1) for all four electronic configurations (see Figure 3:16 for definitions of the 
configurations).  
The neutral exciton intensity decreases with increasing temperature much faster than the charged 
exciton transition as can be seen in Figure 3:21. We attribute the neutral excitonic intensity reduc-
tion to thermal population of the higher energy levels. In this structure the excited state (ES) is just 
~5 meV apart from the neutral exciton transition, leading to very efficient thermal population of the 
excited state (ES). 
Averaged over 50 sequential PL measurements with 1 s integration time, the spectra in Figure 3:22 
show the temperature dependence of the QD spectral diffusion observed in the sample XI for two 
excitation powers, that is, 20 µW (a) and 100 µW (c). Figure 3:22(b, d) shows the integrated inten-
sity of the charged exciton X-, neutral excitons X0 and the excited state (ES). A significant reduction 
of the neutral exciton X0 intensity is visible at higher temperatures, while the intensity of the excited 
state transitions increases. This hints to the thermal population of excited states. Another proof of 
this transfer is the fact that the sum of the neutral and excited state intensities (‘X0+ES’) follows the 
same temperature dependence as the charged excitonic transition. We can also see that in a plot of 
the (normalized) total integrated intensity (‘X-+X0+ES’), that is, the sum of intensities of all three 
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QD spectral features, which almost exactly overlaps the (normalized) sum (‘X0+ES’), showing their 
same temperature dependence.  
 
Figure 3:22 Time averaged spectra (a, c) and the intensities of different excitonic transitions (b, d) 
at a set of temperatures of sample XI (Table 3:2) at two excitation powers of 20 µW (a, b) and 
100 µW (c, d). In b) and d) are displayed the intensities of the neutral X0 and charged X- excitons 
and excited state (ES) transitions (integrated over all configurations), as well as their sums. The 
sums (‘X0+ES’) and (‘X-+X0+ES’) are normalized by a factor ???????? ???? .  
At 100 µW excitation power, (Figure 3:22(d)), the temperature dependence of the X-, X0 and ES 
integrated intensities follow a more complicated trend than at 20 µW, although the charged exciton 
integrated intensity and sums of the integrated intensities ‘X-+X0+ES’ and ‘X0+ES’ again have 
identical behaviour. We assume that this deviation from a simple Arrhenius behaviour at higher 
excitation power is due to the influence of several-particle states, such as biexcitonic transitions, 
appearing both at the charged exciton and excited state transition energies. 
In the temperature dependence we also observed reduction of the total integrated intensity, that is, 
‘X-+X0+ES’. We did not observe other QD emission lines outside the presented spectral region. As 
a consequence population of higher energy QD states at higher temperature cannot explain this in-
tensity reduction. Thus, the only reasonable explanation for the total intensity reduction is non radi-
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ative recombination processes or a lower QD pumping efficiency appearing at higher temperatures. 
The latter is important for temperatures above 100 K[152]. Besides, pumping efficiency reduction 
would lead to the relative decrease of excited state intensity (Figure 3:22(d)), which is not observed. 
Thus, we explain the reduction of the total emission intensity (‘X-+X0+ES’) as well as of the 
charged exciton integrated intensity by higher non radiative recombination rate at higher tempera-
tures. This process was confirmed by time-resolved measurements as reported elsewhere[153]. 
3.5.2 Time constants of interstate transitions 
The structure showing jumps across just a few emission configurations is a useful platform for the 
investigation of spectral diffusion time constants. Figure 3:23 shows spectra measured at four exci-
tation powers during several thousands of seconds. The excitation power levels employed provide 
the occurrence times of all emission configurations, which are much longer than the spectral inte-
gration time used. Thus, typically no more than two emission configurations were observed in spec-
tra measured at instants corresponding to the transitions between different emission configurations. 
In other words, the probability of observation of 3 and more inter configuration transitions during 
the integration time employed, and more importantly during the dead spectrometer time, is negligi-
ble. 
 
Figure 3:23 Images of spectral dynamics of sample XI (Table 3:1) measured during ~1-2 hours. In 
a), b), c) and d) measurements were done at 5 µW, 15 µW, 20 µW and 30 µW excitation power, 
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correspondingly. In each image of slow dynamics colour scale was normalized by the maximum 
intensity for three separate spectral regions covering charged exciton, neutral exciton and excited 
state transitions.  
If emission lines jump across a finite number of energy levels, it is possible to introduce an emis-
sion state population parameter for each emission state. The parameter value can be either 0 or 1, 
corresponding to the absence or occurrence of the particular emission configuration in the measured 
spectrum. For the structure revealing 4 emission configurations we reconstructed population param-
eters identifying the neutral excitonic complex ‘B’. If the line energy at time ?? belongs to the ener-
gy interval ??? ? ??,??? ? ???, where ?? is the peak energy of state ? ? ??? ?????? and 
?? ? ??????, the population parameter ?? ?? ? ? while the other population parameters are 
?? ?? ? ??? ? ?. It never happened that the energy of the neutral exciton did not fit one of the 
four energy intervals defined above. 
Figure 3:24(a) shows the population parameters for emission configurations 2 and 3 retrieved from 
the slow dynamics measurements shown in Figure 3:23(b). At several instants, the population pa-
rameter of configuration 2 transits from 1 to 0 simultaneously with the transit of population parame-
ter 3 from 0 to 1. These instants correspond to transitions from emission configuration 2 to emission 
configuration 3. The transition points are clearly visible in the differential parameter ????????? ?
?? ???? ? ?? ??  shown in Figure 3:24(b). The differential parameter can assume one of three val-
ues ??? ? ???? ????. The emission state ? was depopulated (populated) at the moment ?? if 
??????? ? ?? (??????? ? ?). For each transition point between these two emission states (2->3 or 3-
>2) there is a clear coincidence of the positive and negative peaks of their differential signals 
(Figure 3:24(b)). 
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Figure 3:24 a) population traces of emission configurations 2 and 3 and b) corresponding differen-
tial parameters (sample XI, see Table 3:1). Arrows show transitions from configuration 3 to 2 or 
vice versa.  
We identified occurrence time periods of each emission configuration ? by defining time positions 
??? and ??? of negative and positive peaks in the differential parameter, that is, ?? ??? ? ?? and 
?? ??? ? ?. Then the occurrence time period ?? is simply the difference between the closest time 
points ??? and ???, that is, ?? ? ??? ? ???????? ???????? ? ???? ? ????? ????. Figure 3:25 shows histograms of 
time periods obtained using this approach. It can be seen that the time constants significantly de-
pend on the emission configuration and excitation power. 
 
Figure 3:25 Measured life times of all 4 excitonic emission configurations for a) 5 µW, b) 10 µW, 
c) 15 µW and d) 20 µW excitation powers (sample XI, see Table 3:1). 
Figure 3:26 shows the average occurrence time as a function of excitation power for each configu-
ration. The emission configuration ‘1’ corresponding to the biggest red shift revealed the shortest 
occurrence time while emission configurations ‘2’-‘4’ had very similar time constants. Magenta 
curves in Figure 3:26 show the total spectrometer time delay ???? ? ???? ? ?????, that is, the resolu-
tion of our spectrometer temporal measurements. While the average occurrence time approaches 
????, the error of the occurrence time measurements significantly increases, as several transitions 
can happen during the measurement or during the spectrometer dead time ?????. The latter can lead 
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to the higher time constants obtained. We consider these effects negligible for data measured at ex-
citation powers smaller than 50 µW as the average occurrence time for each transition was at least 3 
times bigger than the spectrometer total time and at least 1 order of magnitude longer than the spec-
trometer dead time. Comparing the average occurrence times measured at two different days, we 
found that these measurements were very reproducible as can be seen in Figure 3:26. Excitation 
power dependences of the average occurrence time obtained from data measured in 2 different days 
are reproducible for all emission configurations. 
 
Figure 3:26 Average life times of all 4 excitonic emission states. Lifetime is shown in a) for config-
uration 1 and 2 and in b) for configuration 3 and 4 (sample XI, see Table 3:1). Dashed and solid 
lines correspond to different days of measurements. Sum of spectrometer dead and integration time 
(indicating the precision of this measurement) are shown by magenta curves for each day. 
Fourier transforms of the population traces are shown in Figure 3:27 for the three excitation powers. 
The higher frequency shoulder of the spectral density decays as ????? while at lower frequencies 
power the spectral density flattens. With increasing excitation power the flat spectral region moves 
to higher frequencies. Unfortunately, the duration of measurements was not enough to identify a 
clear frequency dependence of the spectral power density on the low frequency side. In [113] simi-
lar spectral density behaviour is obtained through convolution of a Lorentzian spectrum and a noise 
spectrum with a power-law like spectral density dependence. The Lorentzian spectrum is attributed 
to charge fluctuations of a two level system, whereas the nature of the power-law spectrum is not 
explained. 
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Figure 3:27 Fourier transforms of slow dynamics parameters for configuration 2 (a) and 4 (b) at 
several excitation powers (sample XI, see Table 3:1). 
3.5.3 Transitions between different emission configuration 
Both intermittency and QCSE are very sensitive probes of the QD local environment. Using dots 
consisting of a CdSe core in an elongated CdS shell, a single charge location was detected using 
difference in the quantum jitter of such a single nanocrystal[119]. In a recent work[154], a study of 
two different blinking mechanisms allowed to distinguish between QD electron capture mecha-
nisms. Here we demonstrate how a QD jumping over several discrete energy states can open the 
way to observe the charging processes in the surrounding media. 
Only two mechanisms can explain the observation of four emission states of a QD. Either there are 
two charge centers that can be only in two charge states each, for example, ???? ? ??? ?? where ? is a 
single electron charge; or there is a single charge center that can be in four charge states, for exam-
ple, ? ? ??? ?? ??? ???. It is very unlikely that these two cases can be distinguished by the values of 
the Stark shift. This is due to numerous variants of charge centers positioned in 3D around the QD. 
In particular, highly inhomogeneous electrical fields created by two close charge centers can add 
constructively or destructively depending on the sign of charges trapped in each center and their 
mutual position with respect to the QD. QD energy can be either red or blue shifted depending on 
the electric field orientation with respect to the QD symmetry axes[137], [138]. The latter effect 
was also observed in the case of a QD in a homogeneous lateral electric field created by two exter-
nal electrodes[155], [156]. 
?? ??
????
?????
?????
???
????
???
???
?
????
?????
?????
??????? ???????
???
?
??
???
????
???
??
???
??
??????
?????
???
?
??
???
?
??
???
?
??
???
?
??
???
?
??
???? ???
??????
????? ???? ???
Chapter 3 Slow dynamics in the emission of pyramidal QDs integrated with PhC cavities.?
?
?90 
Although we are not able to distinguish between these two cases, we can study the charging process 
of the QD-environment system using additional information hidden in the temporal dynamics of the 
excitonic energy. In our experiment, we tracked transitions between different charge configurations 
gaining from their influence on the observed QD excitonic emission energy. Looking at allowed 
transitions between different charge configurations of the system we were able to discriminate if 
linear or nonlinear processes drive the charge trapping in the QD environment. Here, the linear 
(nonlinear) charge trapping process means uncorrelated (correlated) trapping of multiple charges. 
All possible charge configurations of a system formed by two charge centers can be described with 
a pair of numbers ????? where ? and ? can be either 0 or 1. Change from 0 (1) to 1 (0) in this nota-
tion corresponds to trapping of a single charge by the single charge center. Thus, the most probable 
transitions between different charge configurations are ??? ? ??? ??, ??? ? ??? ??, ??? ?
??? ?? and ??? ? ??? ?? corresponding to the trapping of a single charge per single charging event. 
If the two charge centers are independent, that is, the charge state of one of then does not influence 
the charge state of another, then transitions ??? ? ??? ??,? ??? ? ??? ??, ??? ? ??? ?? and 
??? ? ??? ?? are highly unlikely as the two independent charge centers simultaneously change 
charge configurations with very low probability. Moreover, there are two possible transition path-
ways for each charge configuration. For example, charge configuration ???  can either change to 
???  or ???  charge configurations, corresponding to no charges trapped in the system or two 
charges trapped by both centers. 
The system formed by a single charge center with the four states can be described in a similar way 
with a single number?? ? ??? ?????? that reflects the amount of charge maintained by the charge 
center. As the probability of trapping of more than a single electron (hole) is low, we get the follow-
ing chain of allowed transitions: ??? ? ??? ? ??? ? ???. Transitions ??? ? ???, ??? ? ??? or 
??? ? ??? have much lower probability and can be considered as forbidden since they require trap-
ping of more than a single charge per single charging event. Therefore, configurations ??? and ??? 
have two possible transition pathways while configurations ??? and ??? have only a single transition 
pathway. 
For excitation powers lower than 30 µW, the total spectrometer measurement time was around one 
order of magnitude smaller than the average lifetime of any emission configuration (Figure 3:26). 
Thus, we were able to exclude events with several transitions happening during the sum of the inte-
gration and dead spectrometer times. Due to QCSE, changes in the QD charge environment were 
directly reflected as changes between different emission configurations. Therefore, transitions be-
tween different charge configurations are in direct correspondence with the transitions happening 
between different emission configurations that can thus be recorded spectrally. Figure 3:28 shows 
the number of observed transitions ? from an initial emission configuration ? to a final emission 
configuration ? (denoted by ? ? ? on the horizontal axes). These data are obtained by multiplying 
the negative part of differential signal of the emission configuration ? by the positive part of the 
differential signal of the emission configuration ? (see Figure 3:24): ? ? ???????? ? ???? where  
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Figure 3:28 Number of transitions between all possible emission configurations. In a), b), c) and d) 
statistics are shown for 10 µW, 15 µW, 20 µW, and 30 µW, correspondingly.  
As can be seen in Figure 3:28, the most frequent transitions are the ones between configuration ‘1’ 
and ‘4’ (see Figure 3:16). Three out of the four emission configurations, namely, ‘2’, ‘3’ and ‘4’, 
are unlikely to be interconnected in the case of QCSE induced by two independent two level charge 
centers. Indeed, in Figure 3:28 they appear with low probability. Figure 3:29 shows the probability 
of transition from an initial configuration ?? to a final configuration ?? obtained from the data pre-
sented above (Figure 3:23). In this figure, it is clearly seen that the emission configurations ‘2’, ‘3’ 
and ‘4’ can transit to any other configuration, while configuration ‘1’ transits preferentially to con-
figuration ‘4’. This observation is a sign of comparable possibilities of observing single and mul-
ticharging effects that is only possible if the charge trapping is nonlinear. 
Obtained result is very solid as transitions during the dead time of our spectrometer are very unlike-
ly for the employed excitation powers because of much longer characteristic inter-configuration 
transition times. It is further confirmed by the fact that we did not observe any single spectrum with 
simultaneous 3 emission configurations. The latter would reflect a set of transitions happening be-
tween more than 2 emission configurations during the integration time employed, which is several 
times longer than the spectrometer dead time (????? ? ???). 
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Figure 3:29 Probabilities of transitions between different emission configurations for 10 µW (a), 
15 µW (b), 20 µW (c) and 30 µW (d). 1-, 2-, 3- and 4- correspond to initial configuration and 1+, 2+, 
3+ and 4+ corresponding to final configuration of the transition. 
(a-d) shows schematic diagrams of transitions obtained at four excitation powers using data pre-
sented in Figure 3:26 and Figure 3:29, where the width of the arrows corresponds to the transition 
probability and the radius of corresponding circle represents the transition time of the emission con-
figuration. All the three transition channels are possible for emission states ‘2’, ‘3’ and ‘4’ that is in 
controversy with a model based on the linear charge trapping. Thus, our system is either driven by 
two charge centers or by a single defect with 4 charge states both having nonlinear charge trapping 
dynamics. 
 
Figure 3:30 Probability diagrams showing schematically the transitions between the 4 configura-
tions, for 10 µW (a), 15 µW (b), 20 µW (c) and 30 µW (d) excitation powers. Radii of the circles 
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correspond to the ratio between lifetime of corresponding configuration and lifetime of configura-
tion 4. 
In conclusion, using the charge state mapping of the defect(s) in the QD vicinity by the QD exciton-
ic emission energy we successfully studied the charge trapping processes in the QD environment. In 
particular, we found an intriguing probability distribution of transitions between different charge 
states revealing nonlinear trapping of the charges by the defect(s). 
3.5.4 Accessing exciton static dipole using the spectral diffusion process with jumps over multiple 
discrete emission states 
Among 15 samples with slow dynamics behaviour examined, we found several structures with 
spectral jumps among several tens of energy states that are introduced by a certain number of 
charges trapped in the vicinity of QDs. These structures allow for probing of the excitonic energy 
and QD electronic structure responses to the increasing electrical field. Figure 3:31(a) shows an 
image of slow dynamics measured at 60 µW excitation power of sample VII revealing discrete 
jumps of emission lines across several energy levels. Figure 3:31(b) shows 3 sets of spectra meas-
ured at the moments of transitions between different emission configurations. If several discrete 
transitions happen faster than the used integration time (1 s), then the spectrum consists of several 
peaks corresponding to the same excitonic complex shifted due to QCSE (Figure 3:31(b)). 
Figure 3:31(c) shows statistics of the excitonic line energies extracted from spectral measurements 
collected during 13 min with time difference ???? ? ????between two consecutive measurements. 
Several peaks in these data reveal the most frequent emission states of the measured QD. Figure 
3:31(d) shows 20 out of the 46 identified emission configurations. These emission configurations 
were arranged according to the energy of the most intense lines, the common interstate transitions 
and the visibility of the ground state excitonic complexes X- and X0, as will be discussed in the fol-
lowing. We also divided these emission configurations into 3 groups by similarities in shapes of 
different emission states. The most frequent interstate transitions were the transitions between group 
1 (2) and group 2 (3) confirming our arrangement of different emission configurations. Transitions 
between group 1 and group 3 were rarely observed. 
Chapter 3 Slow dynamics in the emission of pyramidal QDs integrated with PhC cavities.?
?
?94 
 
Figure 3:31 Jumps of spectral lines between many emission configurations (sample VII, see Table 
3:1). In a) the image of spectral dynamics shows line shifts between discrete energy states. In b) 
spectra show 3 transition events between different emission configurations. In c) statistics of emis-
sion lines show clear peaks corresponding to the most frequently occupied emission configurations. 
In d) 20 emission configurations are shown. 
In Figure 3:31(d) the brightest transitions for group 1 of the emission spectra are the excited state 
lines, although the excitation power is below the saturation level of the ground state excitonic com-
plexes. Ground state excitonic transitions are visible only in a log scale due to the strong intensity 
suppression of these complexes by the intrinsic electric field. Figure 3:32(a) shows the most fre-
quently appearing spectra in this time resolved set of spectra. For states 4 and 9 the neutral and 
charged excitons are visible on top of a background emission that is ~10 meV wide. Similar back-
ground appears in several structures with intrinsic electric field fluctuations, while in the absence of 
electric field fluctuations this background disappears. In Figure 3:32(a), each spectrum was ob-
tained through an averaging of all measured spectra corresponding to the same emission state. For 
all states shown in Figure 3:32(a) at least 10 spectra were observed, thus we significantly increased 
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the signal to noise ratio. Figure 3:32(b) shows the corresponding RTS plotted as time traces of each 
emission state occupation. 
 
Figure 3:32 Spectra (a) and population signals (b) of the most frequently appearing emission states 
of Figure 3:31. 
Figure 3:33(a) shows emission states plotted in a false-3D figure where each spectrum is normal-
ized by the some factor optimizing the visibility of the main spectral lines. The used normalization 
factor is different for the lower and higher energy part of the figure for emission states 1 to 25. For 
the part of Figure 3:33 (a) below 1.444 meV, the normalization factor is 6 times smaller making the 
ground state excitonic lines X-, X0 and X+ visible for the first 20 emission configurations. For the 
emission states from 1 to 26 (‘group 1’), excitonic lines shift to lower energy nearly linearly as a 
function of the state number. At higher emission state numbers 24-26, excited state lines X1-3 almost 
converge to a single line. We did not observe afurther energy shift of these lines. Instead, spectral 
configurations with very broad low intensity emission lines appeared as an extension of the X+ tran-
sition as also visible in Figure 3:31(d) and Figure 3:32(a). 
We attribute these spectra to the emission states corresponding to the further evolution of ‘group 1’ 
spectra at higher internal electric field values. This arrangement is due to the preferential transitions 
from ‘group 1’ emission states to these spectral configurations. Figure 3:33(b) shows the image of 
slow dynamics revealing transition pathways between different groups of emission spectra. For bet-
ter representation of the lower energy emission lines, we again chose different normalization con-
stants for the parts of the spectra below and above 1.445 meV. From the emission configurations 
27-30 (‘group 2’) the system can transit to the emission configurations 1-25 (‘group 1’) or to the 
emission configurations 31-45 (‘group 3’) as can be well seen in the histogram shown in Figure 
3:33(c). Interestingly, the number of observed direct and reverse transitions, that is, ? ? ? and 
y? ? is nearly equal, which could be a sign of established equilibrium in the system with realized 
detailed balance. 
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Figure 3:33 QD emission states (a), slow spectral dynamics shown as a false 3D figure (b) and in-
tergroup transitions observed (c) (sample VII, see Table 3:1). 
Figure 3:34 shows the energy and peak intensity of the main emission lines for ‘group 1’ emission 
states. We observed linear dependence of the emission state energy on the state number as can be 
seen in Figure 3:34(a). The line intensity of the neutral exciton did not vary significantly (Figure 
3:34(c)) while X+( X-) transition intensity increases (decreases) with the state number, which can be 
due to the QD predominant charging by positive carriers at the higher intrinsic electrical field val-
ues. While jumping to ‘group 2’ emission configurations a radical change of the QD emission spec-
trum is observed. This spectrum modification can be due to charging of the QD with several excess 
carriers, or due to some effects caused by a strong inhomogeneous electric field created by charge 
centers very close to the QD that remain unclear at this point. 
Corresponding to higher local electric field values, ‘group 3’ spectral configurations do not have 
lower energy features that could be attributed to the QD s-shell. We assume that this is due to the 
complete suppression of the excitonic ground state with the strong internal electric field. Similar 
effect was observed in other structures, in particular, ‘sample II’ discussed in Section 3.5.5 has very 
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low intensity of the ground state transition while excited state lines are ~2 orders of magnitude more 
intense. 
 
Figure 3:34 Emission energy (a) and intensity dependence of the excited (b) and ground (c) state 
lines versus the emission configuration number (sample VII, see Table 3:1). 
Analysing the energy of the different excitonic species as a function of the emission state number, 
we estimated the ratio between electronic dipoles of the different excitonic complexes. We found a 
nearly linear dependence of the different line energies on the emission state number (see Figure 
3:34(a)). Following a similar procedure to the one reported in [149], the ratio between the dipole 
moments ???? of the two excitonic complexes is the ratio between the corresponding energy slopes 
????: ??? ? ???? ?
??
??. Table 3:2 shows the ratio between the dipole moment of the excitonic complex 
corresponding to the column label to the dipole moment of an excitonic complex corresponding to 
the row label for all 7 excitonic transitions observed. The charged exciton has ~3 times larger per-
manent dipole than the neutral exciton, which is consistent with results obtained for the structure 
revealing jumps across 4 emission states (section 3.5). 
 X- X0 X+ X1 X2 X3 X4 
X-  0.28 
±0.06 
0.33 
±0.07 
0.26 
±0.04 
0.39 
±0.07 
0.52 
±0.10 
0.17 
±0.06 
X0 3.51 
±0.79 
 1.15 
±0.21 
0.91 
±0.14 
1.36 
±0.22 
1.82 
±0.31 
0.60 
±0.19 
X+ 3.06 
±0.63 
0.87 
±0.16 
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±0.17 
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0.52 
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0.84 
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X3 1.93  
±0.36 
0.55 
±0.09 
0.63 
±0.09 
0.50 
±0.06 
0.75 
±0.09 
 0.33 
±0.09 
X4 5.9 
±1.9 
1.67 
±0.51 
1.91 
±0.55 
1.52 
±0.39 
2.27 
±0.59 
3.03 
±0.82 
 
Table 3:2 Ratio between permanent dipole moments of the brightest excitonic complexes observed 
in the emission configurations 1 to 26. Each cell value corresponds to the ratio of the dipole of the 
excitonic complexes in the column to the dipole of the excitonic complex in the row. 
3.5.5 Influence of the intrinsic field fluctuations on the binding energy of different excitonic 
transitions. 
Electrical field oriented along different QD axes can lead to an opposite energy shift of different 
excitonic complexes. We observed both blue and red energy shifts of different emission lines during 
the spectral diffusion processes. Energy shifts opposite in sign have been reported previously for 
negatively charged exciton and neutral exciton (biexciton) transitions in CdTe QDs[157]. Although 
these observations are in controversy with a simple Stark shift induced by tilting of the confinement 
potential, opposite energy shifts of different excitonic complexes were observed experimentally 
under ‘lateral’ electrical field[155] and were explained by the competition between the band-tilting 
and the decreased Coulomb attraction energy[155], [156]. The blue shifts of s- and p- excitonic 
shells are also reported in [138]. 
In our structures opposite energy shifts were observed between different excitonic complexes in-
cluding neutral exciton and biexciton and excited state transitions. Figure 3:35(a) shows a set of 
spectra of the structure with the neutral exciton and biexciton transitions shifting towards opposite 
energy sides. This effect is a spectral diffusion counterpart of a vanishing exciton-biexciton binding 
energy in the QCSE experiments with the ‘lateral’ electric field[158]–[160]. Exciton-biexciton 
binding energy fluctuations happened on the energy scale ~1 meV, superimposed on the bigger 
scale shifts visible in peak energy traces shown in Figure 3:35(b) obtained from the spectra where 
neutral and biexcitonic lines could be identified. These fluctuations of the neutral exciton and biex-
citon emission energies led to fluctuations of their energy separation by ~1 meV, as shown in the 
histogram in Figure 3:35(c). 
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Figure 3:35 Evolution of the neutral exciton and biexciton energy positions. In a) spectra show op-
posite energy shifts of the neutral exciton and biexciton lines. In b) peak energy positions of neutral 
exciton and biexciton are shown as a function of time. In c) a histogram shows statistics of energy 
difference between the neutral exciton and biexciton obtained from the spectral measurements. 
The blue shift of excitonic transitions significantly depends on the QD size as for bigger QDs more 
effective spatial separation of carriers is possible[156]. Figure 3:36 (a) shows an image of slow dy-
namics of the sample II that revealed several meV blue shifts of emission lines. The QD emission 
consists of a single ground state excitonic transition ?? and the excited state transitions. The spec-
tral diffusion of the higher energy lines is accompanied by the energy shift of the ground state line 
?? confirming that it is not a CM line. This low intensity emission line is very well visible in the 
spectra extracted from the temporal measurement of this sample (Figure 3:36(b)). As can be seen in 
this figure the excited state consists of several peaks almost 2 orders of magnitude more intense 
than the ground state transition. It is so although the excitation power is not much higher than the 
saturation power of the QD neutral excitonic transition. We attribute this effect to the emission sup-
pression due to decreased transition dipole moment due to decreased electron-hole overlap at high 
internal electrical field.  
The temporal evolution of this structure could be divided in three parts. During the first 28 s the QD 
emission lines jumped across several discrete energy levels. Then in between 28 and 44 s the QD 
emission energy varied in a smooth manner and finally stabilized after 44 s. After stabilization the 
spectral diffusion processes could not be recovered without sample heating up to the room tempera-
ture and cooling down in the darkness. Remarkably, during continuous variation of the emission 
energy that is between 28 and 42 s the ground state excitonic line ?? and excited state line ?? shift-
ed towards higher energy side while excited state lines ???? were synchronously red shifted. 
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Figure 3:36 Image of spectral dynamics (a) and spectra (b) revealing opposite energy shift of differ-
ent spectral features of the same QD (sample II). 
Blue shift of the emission line ?? is well visible in Figure 3:37(a) showing peak energies of the ex-
cited state lines ????. Emission line ?? shifted towards higher energies by ~4 meV while lower 
energy states are shifted to the lower energy side only by ~0.85 meV. Thus, the effect of the band 
tilting due to the electrical field created by some charge centres in the proximity of the QD is much 
smaller than the reduction of the Coulomb attraction energy. Figure 3:37(b) shows temporal evolu-
tion of the energy separation between ?? and ?? lines that increased nearly linearly from 2.6 meV 
to 7 meV. We did not find any experimental report of comparable energy shifts appearing in the 
spectral diffusion process or in the usual QCSE of a QD in the vertical or lateral electric fields. The 
value of the blue shift of excitonic transitions significantly increases for bigger QDs as reported in 
[156] therefore anomalously big blue shifts observed in our QDs could be explained by bigger py-
ramidal QD size in comparison with a size of typically used self-assembled QDs. 
 
Figure 3:37 Peak energy of emission lines of sample II (a) and change in energy separation between 
X4 and Xexc lines (b). 
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It should be noticed that in this structure the QD is nominally shifted by 180 nm from the L3 PhC 
cavity center. Design size of PhC holes is the smallest used for devices implemented on this chip. 
Thus, the distance between the QD and PhC hole surfaces is one of the biggest among all devices. 
However, this structure revealed very pronounced spectral diffusion. Thus, we discard PhC hole 
surface field induced spectral diffusion as the possible explanation of observed phenomena. 
3.6 Coupling of a spectrally diffusing QD exciton and an optical cavity mode  
An excitonic transition can be brought into resonance with a CM using temperature variation of the 
exciton-CM detuning, varying the CM energy by a gas condensation in the PhC holes, or by using 
the QCSE[161], [162]. Taking into advantage the built-in electric field leading to the spectral diffu-
sion of the QD exciton complexes, we are able to scan a CM by an exciton transition. For this pur-
pose we identified two structures that have a long living spectral diffusion of the exciton transitions 
in the vicinity of the CM. Figure 3:38(a, b) shows images of slow dynamics revealing the spectral 
diffusion of excitonic transitions in the vicinity of an L3 PhC cavity mode. These images were ob-
tained from consecutive spectral measurements in two different devices containing QDs shifted by 
180 nm (a) and 120 nm (b) from the center of an L3 PhC cavity. 
 
Figure 3:38 Images of spectral diffusion measured in structures having a neutral excitonic transition 
coupled with an optical cavity mode. 
In both structures we identified a QD transition in the vicinity of the CM as a neutral exciton due to 
well resolved FSS splitting, as can be seen in a set of spectra shown in Figure 3:39. In Figure 
3:39(a) the most intense line is the neutral exciton while in Figure 3:39(b) both neutral exciton and 
biexciton transitions have comparable intensities. In both structures detuning between the CM and 
the neutral exciton transition varied by ~1 meV. Thus, we were able to probe the exciton-CM cou-
pling without changing semiconductor lattice temperature, gas condensation or an implementation 
of complicated heterostructures for the QCSE. We identified cavity mode observed in samples IV 
(Figure 3:39(a)) as the first excited CM, that is CM1, while in another sample excitonic transition 
was coupled with the ground state CM0 (Figure 3:39(b)). FWHM of CM0 and CM1 were 
~0.95 meV and ~0.75 meV correspondingly. 
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Figure 3:39 Spectra of 2 structures showing energy variation of neutral exciton (a) and both neutral 
exciton and biexciton (b). In both cases neutral excitonic line crosses different CMs of an L3 PhC 
cavity. 
In order to probe exciton-CM coupling we chose spectra that show neutral excitonic lines with 
FWHM lower than 250 µeV. Then intensity traces of neutral exciton and biexciton transitions were 
obtained integrating emission of these lines in a 500 µeV spectral window centered at the corre-
sponding line peak position. We also used normalization factor ? ? ?????????????????? equal to 
the ratio between spectral window and an energy interval corresponding to a single pixel of our 
CCD detector. Bottom panels of Figure 3:40(a, b) show integrated intensity obtained for the main 
transitions visible in Figure 3:39. These integrated intensity traces clearly show neutral exciton in-
tensity enhancement appearing when its energy is in resonance with the CM. It should be noticed 
that the integrated intensity of the biexciton decreases when the neutral exciton is tuned in reso-
nance with the CM in Figure 3:40(b). 
Intensity enhancement is a consequence of light redirection in the objective through CM and inter-
play between excitation and emission rates. Emission of the neutral exciton detuned from a CM is 
close to saturation at excitation power used in this experiment (P=100 µW), that is, exciton pump-
ing rate is of the order of off-resonant excitonic emission rate. While tuned in resonance neutral 
exciton emission rate increases by several times due to Purcell enhancement. Thus, the exciton is 
not saturated anymore and its measured intensity increases. Due to the same effect biexcitonic 
emission slightly decreased when neutral exciton shifts in resonant with the CM (Figure 3:40(b)). 
That is due to lower probability of forming biexcitons in the QD at higher neutral exciton emission 
rates. 
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Figure 3:40 The exciton coupling with CM1 (a) and CM0 (b) scanned by spectrally fluctuating QD 
excitonic line for 2 different structures. Intensity points (bottom) are obtained through integration of 
excitonic line in a 500 µeV energy window. Center of integration region is the line peak energy. 
Corresponding emission energy statistics is shown in the top part. 
Histograms shown in top panels of Figure 3:40 show statistics of appearance of the main emission 
lines in consecutively measured emission spectra. In a) and b) excitonic transition appear in reso-
nance less frequently leading to just a few points in these histograms. In Figure 3:40(a) a clear an-
tibunching of the neutral exciton and the cavity mode emission energies is observed. At first sight, 
neutral exciton energy fluctuations should not be connected with an influence of the CM. However, 
this antibunching can appear due to an influence of the CM on an average QD occupation with an 
electron-hole pair. Several groups recently reported an observation of two different types of QD 
environment charging during investigation of colloidal QD blinking[154], [163]. In colloidal QDs 
the first type of blinking happened due to charging/discharging of the QD core while the second 
type appeared due to surface charge fluctuations. In analogy, charge traps in the QD environment 
can be populated either by the carriers excited in the bulk GaAs or by the carriers captured in the 
QD[100]. In the case of population with QD captured carriers, efficiency of this process significant-
ly depends on the average time of the QD occupation with an electron-hole pair that depends on the 
emission rate of the QD. 
When the neutral exciton overlaps with the CM its emission rate is significantly enhanced due to 
Purcell effect, reducing the average QD occupation with the electron-hole pair. Thus, an average 
occupation of the QD significantly depends on the exciton-CM detuning conditions. If this mecha-
nism takes place then excitonic emission energy evolves as following. The neutral exciton energy 
drops to the values specific to the lower excitation power each time when the neutral exciton over-
laps with the CM. If by accident charging of the trap is enough to overpass CM, then fluctuations 
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will continue at the other energy side of the CM till the moment when the neutral exciton will again 
overlap with the CM. 
 
Figure 3:41 Images of neutral exciton spectral diffusion in the vicinity of the CM measured at two 
excitation powers, that is, 30 µW in a) and 100 µW in b). CM position is shown by red dashed line 
broken at the positions where neutral exciton time-energy traces overlap with it. 
Indeed, spectral diffusion of the neutral exciton behaves according to the model described above. 
Figure 3:41(a, b) shows spectral diffusion of the neutral exciton measured at two different excita-
tion powers. In a) excitation power is ~3 times lower than the saturation level of the QD exciton 
while in b) excitation power P=100 µW corresponds to the saturation level of a typical QD in this 
sample. Already at this point it should be noticed that increase in amplitude of the energy fluctua-
tions correlates with the excitation power corresponding to a nearly unity occupation of the QD 
with an electron-hole pair. In Figure 3:41(b) at each time point where neutral exciton overlaps with 
the CM the neutral exciton energy drops to the average energy values typical for the lower excita-
tion power, that is, to the neutral exciton energies shown in Figure 3:41(a). Energy fluctuations in 
vicinity of this position form the red side bunch in the histogram shown in Figure 3:40(a). Blue side 
bunch visible in this histogram is formed in case if an amount of charge trapped in the QD envi-
ronment is enough to shift neutral exciton to the blue side of the CM, in other words, for over-
passing CM by neutral exciton. In this case the emission rate of the neutral exciton is sufficiently 
low for sustaining high average QD population and therefore QD environment is efficiently 
charged. If the neutral exciton is shifted in resonance with the CM then the emission rate increases 
again and the neutral exciton energy drops again to the red energy side of the CM. Thus, antibunch-
ing of the spectrally diffusing neutral exciton and the CM can be fully explained by the charge traps 
in the QD environment predominantly populated by the electron-hole pairs captured in the QD. 
3.7 Emission intermittency of site-controlled pyramidal QD 
Besides spectral diffusion we also observed emission intermittency in pyramidal QD emission. This 
effect was also accompanied by the excitonic spectral diffusion. In this structure we also observed 
the biggest absolute shift of a single excitonic transition (Figure 3:42). In a) and b) two stages of 
QD ground state emission are shown. During the dark stage that happened during the first ~40 s no 
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QD excitonic lines are observed except a single event as can be seen in the spectrum measured at 
t=8 s in Figure 3:42(a). A very wide background continuing from 1.435 eV to higher energies is 
visible with QWR emission line at the 1.478 eV. 
 
Figure 3:42 Time-delayed ignition of QD luminescence. In a) and b) spectra are taken during dark 
and bright emission regimes correspondingly. Image of spectral dynamics for this structure is 
shown in an insert in a). Measurements were provided at 10 K. 
At the bright stage, narrow lines accidentally appear in the emission spectra (Figure 3:42(b)). Be-
tween ? ? ???? and ? ? ???? time points QD emission remained unchanged but then started to shift 
to the lower energy side. These energy shifts were discrete as can be concluded from emission spec-
tra taken at ? ? ??? ????. In these spectra several narrow lines are visible, probably due to the 
accumulation of several line jumps during the spectrometer integration time ???? ? ???. Jumps of 
the emission line between discrete energy levels are also confirmed by the narrow linewidth ob-
served in the spectra during the energy shifts of emission lines. Continuous spectral diffusion would 
lead to smearing of the emission lines to a width of ~1 meV, as the energy shift was ~1 meV per 1 s 
(????? ? ?? ????) and integration time was 1 s. During the spectral diffusion process, the emis-
sion line is shifted by ~15 meV to the lower energy side and then stabilises after ~2 meV shift 
backwards to higher energies. Remarkably, spectral diffusion is stops after ? ? ???? with no emis-
sion line spectral diffusion observed afterwards. This spectrum stabilization is irreversible at the 
low temperature but can be recovered through sample heating up to room temperature and cooling 
down to the temperatures appropriate for PL measurements. 
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Figure 3:43 Spectra showing ‘off’ and ‘on’ QD emission regimes (a) and integrated intensity over 
the whole measured spectral region as a function of time (b). The background is mainly defined by 
the CCD dark noise since only a constant noise corresponding to the intensity at 1.425 eV was ex-
tracted. 
Figure 3:43(a) shows two emission spectra corresponding to the dark and bright emission stages. 
Background and QWR emission nicely overlapped in both spectra. Therefore the processes leading 
to the QD blinking and spectral diffusion do not affect QWR emission. The independence of the 
QD spectral diffusion processes from the background and QWR emission is also confirmed by the 
total emission intensity. Figure 3:43(b) shows intensity integrated over the whole measured spectral 
region ?? ? ????? ?? with ? ? ????????????????????? normalization factor. We observed a sig-
nificant increase of integrated intensity in the bright region even though the QD emission line has a 
very narrow peak with ???? ? ??????? that is negligible in comparison with the integration 
window. Thus, this background emission appears due to mechanisms different from the fast spectral 
diffusion of the QD emission line. 
Blinking observed in this device can be explained by suppression of the QD trapping of electrons or 
holes. Thus, during the dark period, carriers can escape from the QD only through nonradiative de-
cay channels. An explanation of the following exciton redshift is not yet clear for us. If we assume 
that charges in the environment were compensated by photo-excited impurities leading to the reduc-
tion of the electrical field at the QD position, then the red shift of excitonic transitions during the 
bright period can be hardly understood. 
Although the red shift can be due to reversed blue shift with increasing field due to competing 
band-tilting and the Coulomb attraction energy, its value is limited to a few meV for a reasonable 
QD size ~20 nm[156]. Increasing electrical field with time would explain the red shift of the QD 
excitonic emission but then mechanisms of the QD emission suppression are not clear as in this 
picture the dark stage of the QD emission corresponds to the lowest electrical field values. 
As a conclusion it is worth to notice that if this structure was exposed to any light during cooling or 
alignment processes then no blinking or spectral diffusion could be observed. Therefore we can 
predict a strong variation of the fraction of the QDs with slow dynamics processes depending on the 
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level of the scattered light inside the cryostat. This cannot be completely avoided, as the position of 
the sample in respect with collecting objective should be at least once controlled with optical cam-
era. 
3.8 Conclusion 
In this chapter, we described the optical properties of the QD isolated with an L3 PhC cavity. We 
first presented a novel technique for QD spectral isolation using unique energy control of the QDs 
grown in the pyramidal recesses of different sizes. We then considered the possible effect of an in-
ternal electrical field on the inhomogeneous broadening of a QD ensemble emission as well as on 
the individual QD excitonic linewidth. We next presented evidence for strong electric field fluctua-
tions in the QD environment, due to fabrication imperfections, leading to spectral diffusion and 
emission intermittency. These processes, observed in QD-PhC structures, revealed non-trivial tran-
sition dynamics between several charged states. Remarkably, we were able to show that the charge 
centers causing slow dynamics processes should either be a single charge center with a possibility 
of multicharging, or several interacting charge centers. Additionally, we highlighted the importance 
of the experiment preparation procedure for the investigation of the slow dynamics processes: in 
particular, the influence of light exposure on the QD spectral diffusion and emission intermittency.
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Chapter 4 Coupling of single site-controlled 
quantum dot to a photonic crystal cavity  
4.1 Introduction 
Proportional to the exciton-CM overlap, the coupling strength significantly varies with the QD posi-
tion in the PhC cavity due to the spatial inhomogeneity of the CM electric field pattern. In particu-
lar, the intensity of the central lobe of the lowest energy L3 PhC CM has FWHM ~100 nm. Thus, 
the QD positioning precision should be around a few tens of nanometers for QD overlap with at 
least 80 % of the CM electrical field maximum. Different groups succeeded in achieving such a 
precision with self-assembled QD using post growth positioning methods that allowed achieving 
strong coupling light-matter interaction regime [6], single photon source[164], [165], entangled 
photon source[38] and macroscopic photon polarization rotation [166]. 
Scalable QD-based systems need QDs with both site- and energy-control, which is achievable with 
our pyramidal QDs. It was shown that site-control of our QDs allows alignment precision down to 
~15 nm ensuring excellent CM-exciton coupling strength [72] together with high spectral reproduc-
ibility [25]. Those studies permitted the observation of deterministic weak coupling of single QDs 
with PhC CMs, manifested by co-polarization and intensity enhancement effects on the QD emis-
sion [167].  
Taking into account the limitations and advantages of our system, we found that it is extremely use-
ful for probing the CM electric field spatial distribution. The site-controlled QD serves as a point-
like dipole probe similar to a scanning near-field microscopy (SNOM) tip that allows directly prob-
ing the near-field pattern of the optical mode of a single PhC cavity [168] or the hybridized mode of 
two coupled PhC cavities [169]. For probing the CM electric field distribution, a first experiment 
one could think about is probing of the maxima and minima of the CM electric field. This could be 
achieved by comparison of the exciton-CM interaction in the system with a single QD placed in the 
maxima of the CM electric field or its nodes. The QD positioning with zero CM overlap is in fact 
more ambitious to achieve than positioning at the CM maxima because of the small extension of the 
CM node and the finite size of the QD. At the same time, probing the position of the CM node is of 
high interest for separating effects induced by the CM and surrounding photonic environment, as 
well as for comparing experimental and theoretical CM field patterns. 
Here we demonstrate how the CM field antinodes as well as the CM zero field point could be 
probed using the site- and energy-control of our pyramidal QD system. Using polarization-resolved 
measurements of devices with differently positioned QDs we were able to observe significant varia-
tions in the co-polarization effect of our QD excitonic emission, which reflects variations in the 
exciton-CM coupling strength. Interestingly, we observed Fano resonance effects in the emission of 
the QD in PhC cavities that can be completely suppressed by shifting the QD into the CM node. 
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4.2 Integration of QD - PhC L3 cavity structure 
4.2.1 Structure design and implementation 
Our design for probing exciton-mode coupling consists of a single QD deterministically positioned 
inside an L3 PhC cavity. We chose specific 5 QD positions that correspond to different overlaps 
between the QD and an electric field pattern of the ground state CM0. This optical mode has the 
highest overlap with the QD positioned at the center of the L3 PhC cavity (Figure 4:1(a)). As can be 
seen in the same figure, other high QD-CM0 coupling points are the side CM antinodes that are 
shifted by ~180 nm from the center of the PhC cavity. Overlap between CM0 and QD shifted by 
Δ~90 nm with respect to the center is nearly zero (Figure 4:1(b)). Thus, devices with Δ=0 nm and 
Δ=180 nm shifted QDs are suited for probing the main maxima of the CM0 electrical field while 
devices with Δ=90 nm shifted QD serve for probing the CM0 node. We also implemented QDs 
shifted by Δ=60 nm and Δ=120 nm for probing intermediate QD-CM0 overlaps (Figure 4:1(b)). 
L3 PhC CM electrical field pattern shown in Figure 4:1 was calculated using the finite-difference 
method [170] by Clement Jarlov. The electromagnetic field is calculated only for the symmetry 
plane of the PhC slab, that is, at the half of the membrane height. Calculations were limited only to 
a 2D plane. Finite thickness of the slab was taken into account using an effective dielectric constant 
??????? at the symmetry plane, which is approximated by calculating the effective index of TE 
modes guided by 1D slab with the same thickness as the PhC slab[171]. 
The same structures can be used for probing QD-CM1 overlaps. The first excited CM1 has nearly 
zero overlap with QD positioned at the center of the PhC cavity (Figure 4:1(a)) while devices with 
Δ=60 nm, Δ=90 nm and Δ=180 nm shifted QD show intermediate values of the QD-CM1 overlap 
(Figure 4:1(a, b)). The QD shifted by Δ=120 nm is still not perfectly positioned at the second CM1 
zero field point (Figure 4:1(b)). Thus, small fluctuations of the actual position of such QD and CM1 
antinode positions can introduce enough QD-CM1 overlap for being indistinguishable from the in-
termediate overlap values that are expected for Δ=60 nm shifted QD. 
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Figure 4:1 QDs with prescribed positions in a modified L3 PhC membrane cavity. SEM image with 
schematic QD positions (top panels), and calculated intensity patterns of the CM0 (center panel) 
and CM1 (bottom panel) modes. Different designs allow exploring the best and the worst QD-CM0 
overlaps. For details describing calculation method see text. 
Figure 4:2 shows the x and y E components of the CM0 and CM1 mode patterns. At the y/a=0 
(a=200nm) in Figure 4:2(a, c), that is, the L3 PhC cavity horizontal symmetry axis, both CM0 and 
CM1 optical modes have zero Ex field component, therefore the electric field is oriented along the 
y axis Figure 4:2(b, d). Thus, the biggest coupling strength is achieved there between the CM and 
transitions with the biggest y dipole component (the QD exciton). 
 
Figure 4:2 Ey and Ez field components distributions of the two lower energy level PhC cavity 
modes. Other parameters as in Figure 4:1. 
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4.2.2 Optical mode spectrum 
Figure 4:3(a, b) shows the PL spectra of an L3 PhC cavity with a single QD shifted by 120 nm (a) 
and 60 nm (b). Peaks labeled CM0-3 are L3 PhC cavity peaks while other optical transitions visible 
in the spectra are excitonic transitions. These devices have different hole sizes thus allowing to cou-
ple different CMs with the s-state of the QD emission. The two lowest energy modes are vertically 
polarized (Figure 4:3(a)) separated by ~20 meV, thus their interaction with excitonic transitions can 
be considered independently, since exciton-CM coupling by phonon scattering processes extends to 
a ~3 meV coupling range [72]. The two higher energy modes (labeled CM2 and CM3) are vertically 
and horizontally polarized (Figure 4:3(b)), respectively. These two modes are separated by 10-15 
meV and blue shifted from the CM1 of the device by ~40 meV. CM2 and CM3 modes can overlap 
spectrally at high energies (see Figure 4:3; the low Q factor of CM3 contributes to this overlap). 
The vertically polarized modes show Q- factors of 1000-4000 while CM3 has Q-factor ~100, sug-
gesting it is weakly confined. Exciton coupling to both CM2 and CM3 significantly complicates the 
interpretation of DOLP data, therefore we focus on modes CM0 and CM1. A more detailed study of 
the L3 PhC cavity mode structure with a single QD at delta=0 was presented by Milan Calic in his 
thesis [15]. 
 
Figure 4:3 Polarization-resolved spectra showing the first 4 excited cavity modes: CM0 and CM1 in 
a) and CM2 and CM3 in b). Spectra in a) (b)) we obtained in devices with Δ=120 nm (Δ=60 nm) 
shifted QD and PhC hole radii r≈65 nm (r≈55 nm). T=10 K, 300 µW excitation power. No water 
deposition was applied. 
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Figure 4:4 shows the energy of the CM0 and CM1 resonances obtained from data as in Figure 4:3 
for several tens of devices, as a function of the nominal PhC hole radius. The gray regions show the 
zone of QD ground state emission energy where probability of obtaining devices with ground state 
excitonic transitions coupled with CM0 or CM1 is high. We observed ~10 meV fluctuations in CM 
position energy corresponding to fluctuations of PhC hole diameter by ~2 nm due to fabrication 
imperfections. 
 
Figure 4:4 Measured energies of the two lowest energy TE cavity modes (CM0 and CM1) of the L3 
PhC cavities versus (nominal) PhC hole radii for structures with different QD shifts. 
The energy spacing between CM0 and CM1 slightly increases at higher PhC hole size (Figure 4:4). 
This effect is summarized in Figure 4:5. The lowest energy separation between CM0 and CM1 is 
~15 meV, for the smallest hole sizes, still assuring independent coupling of an excitonic transitions 
to each of these two cavity modes (at least at low temperatures). 
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Figure 4:5 Measured energy spacing between the CM0 and CM1 modes, as function of CM0 ener-
gy. Data extracted from Figure 4:4(a). 
4.3 Radiative coupling of QD-excitons and cavity modes 
CM-exciton co-polarization effects observed when a QD excitonic transition is tuned near reso-
nance with a CM are a good indication for CM-exciton weak coupling [72]. This effect appears due 
to predominant excitonic emission through the linearly polarized CM, because of both suppression 
of the vacuum optical density of states in the PhC bandgap and the high CM density of states. How-
ever, polarization of the excitonic transitions does not necessarily reflect the difference in the pho-
ton density of states of different optical modes. Here we discuss the case in which the polarization 
properties of the excitonic transitions can be used to map the photon density of states. 
4.3.1 Charged and neutral QD excitonic transitions in inhomogeneous photonic environment 
The main excitons observed in the samples discussed here are the charged exciton ?? with two 
electrons in the s-shell, the neutral (mainly heavy-hole) exciton ?? and the biexciton XX (Figure 
4:6(a, c); see also the discussion in 1.2.4 and Figure 1:6). We did not observe other transitions as 
excited charged exciton with one electron on the s-shell and another on the p-shell [172]. The num-
ber of different excitonic lines presented in the observed spectra remains low even at excitation 
powers one order of magnitude higher than the s-shell saturation power level, reflecting no for-
mation of higher charged complexes.  
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Figure 4:6 Biexction-exciton cascade (a), geometry of the neutral exciton transitions, polarization 
dipole directions (b) and charged exciton transition (c). Gray arrows in a) show transitions between 
neutral exciton dark (??, ??) and bright (??, ??)) states.  
Optical transitions between the bright neutral exciton states ?? ? ?? ? ?? ? ?? ? and 
?? ? ?? ? ?? ? ?? ? and the ground state ? ? ?  reveal a fine-structure splitting (FSS) that 
is ~100 µeV in the discussed samples. These transitions have linearly polarized dipoles ??? ?
???
? ??? ???? ? ?? ????? and ??? ?
???
? ???? ???? ? ?? ????? as shown in Figure 4:6(b). Alt-
hough we introduced different dipole moment amplitudes ??? and ???, polarization resolved meas-
urements of our QDs reveal nearly equal emission intensities for both dipole orientations, indicating 
??? ? ???. Unity vectors ??? ? ??? are chosen as the two main symmetry axis of the PhC cavity 
(Figure 4:6(b)). By design ?? also points to the substrate surface misorientation direction. Angle ? 
is arbitrary in our structures although some devices revealed neutral exciton dipoles oriented exactly 
along ??? ? ??? axes. 
The neutral exciton also has two dark excited states ?? ? ?? ? ?? ? ?? ? and 
?? ? ?? ? ?? ? ?? ?. These states are shifted by ~500 µeV [16]from the bright exciton doublet, 
and have a fine structure splitting of ~1 µeV. Energy difference between the dark and bright excited 
states is smaller than the Boltzman energy ?? ? ???? ?? at our ??? ???  experimental tempera-
ture range. Therefore, the average occupation probabilities of ?? , ?? ,? ??  and ??  excitons are 
nearly equal. Transitions between these excitonic states are possible through spin flip processes[16]. 
Taking into account all four neutral excitons, the most general ??  state can be written as a super-
position of two bright and two dark states 
?? ? ? ?? ? ? ?? ? ? ?? ? ? ??  
with ? ? ? ? ? ? ? ? ? ? ? ? ?. All ?? , ?? , ??  and ??  states can decay through nonradia-
tive decay channels while bright states ??  and ??  can also do so through optical modes. Sponta-
neous emission rates ??? and ??? of the ??  and ??  states can be different due to different ??? and 
??? dipole amplitudes as well as due to polarization dependent LDOS of the vacuum optical field. 
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Thus, the decay rate of the superposition state ??  can be estimated as ??? ? ? ???? ? ? ????. 
Here we assumed the same nonradiative decay rate ??? for all four states [87]. Therefore, decay rate 
of the neutral excitonic transition can significantly depend on the absolute values of ? and ? phases. 
Here we also considered negligible effect of the spin flip processes on the emission rate of the ??  
state. 
Different ??? and ??? decay rates can significantly affect polarization of the neutral exciton emis-
sion and could be visible in the polarization-resolved PL measurements. We estimated this effect 
using the following rate equation: 
???
?? ? ? ??? ? ??? ???
? ? ? ??? ???? ? ?? ? ???? ??? 
where? ? is the occupation number of the neutral exciton excited state and P is the pumping rate. 
The angle ? allows accounting for all different phases ? and ?. Solving this rate equation in the 
steady state regime we get the occupation number of the exciton excited state 
?? ? ?????????? ???? ????? ???? ?. Then the intensity of the emission through?? and?? polarized modes 
can be estimated as ????? ? ???? ???
? ?
????????? ???? ????? ???? ? and ????? ?
???? ???? ?
????????? ???? ????? ???? ?. 
Intensities ?? and ?? are equal if the decay rate does not depend on the mode polarization. However, 
this changes in case of an inhomogeneous photonic environment leading to different decay rates 
??? ? ???. Averaging over all possible angles we get ?? ? ??????????? ?
?????????
????????? ? ?? and ?? ?
????
??????? ???
?????????
??????????. Then the degree of linear polarization ???? ?
?????
????? strongly depends on 
the excitation power:  
???? ?
??? ? ??? ? ??? ?????????????????? ? ???
?????????
?????????
??? ? ??? ? ??? ?????????????????? ? ???
?????????
?????????
 
At very low excitation power we get ??????? ? ? while at the high pumping rate limit ? ?
??? ? ??? ? ??? we get the highest (and power-independent) linear polarization with ??????? ?
???????
???????. Indeed, with increasing excitation power the states with lower decay rate will be saturated 
while emission intensity of the states with higher decay rate will continue to increase leading to 
growing linear polarization of neutral exciton emission. 
It should be noted that the presence of the biexcitonic complex changes the polarization of the neu-
tral excitation since it could decay with different probabilities to the different exciton FSS complex-
es in the inhomogeneous photonic environment. However, this model provides good qualitative 
description of the neutral exciton polarization at different pumping rates. Thus, we get qualitative 
measure of the local density of states using neutral exciton polarization at high pumping rate limit if 
dipole amplitudes ??? and ???are equal. 
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In contrast to the neutral exciton, the charged excitonic transition has two-fold degenerate excited 
states ? ??  and ground states ?
?
? . Only transitions 
?
? ?
?
?  and ?
?
? ? ?
?
?  are possible due to 
optical selection rules. These transitions have dipoles ?? ? ???? ??? ???? ? ??? ????? and?? ?
???
? ??? ???? ? ??? ????? with nonvanishing complex phase resulting in the emission of left and 
right circularly polarized photons in the homogeneous photonic environment. The charged exciton 
excited state can be written as ? ? ? ?? ? ? ?
?
?  where ? ? ? ? ? ? ?. Decay rate from this 
state to the ground state is ??? ? ?
?? ? ?
? ??? ?
? ?? ? ?
? ??? ? ??? ?
?
? ???? ? ???? where ??? is non-
radiative decay rate of the charged exciton, ??? and ??? are emission rates through the two optical 
modes polarized along arbitrary left oriented pair of unity vectors ??? ? ???. 
Thus, the charged exciton has the single decay rate independent on the excited state prepared in the 
QD. This decouples polarization of the charged excitonic emission from the QD excitation rate 
since the saturation power of the charged excitonic transitions does not depend on the particular 
state ? ?? ? ? ?
?
? . Using the rate equation model described above we get ?? ?
????
????????????? and 
?? ? ????????????????? providing ???? ?
???????
???????. Since the charged exciton transitions have the single 
dipole amplitude ???, its polarization directly reflects the LDOS of the optical modes. We should 
also note that in the real experiment the collection efficiency of emission through different modes 
can vary providing ???? ? ???????????????? with rate ? between ? and ? polarized mode collection effi-
ciencies. However, this rate is usually close to one (? ? ?). 
4.3.2 CM interaction with charged and neutral excitons 
We considered in the section 4.3.1 the decay through optical modes with spectrally broad density of 
states. However, in cavities the LDOS is strongly frequency-dependent near resonance. In this case, 
one should consider the CM optical field as a quantum state, and the exciton-CM interaction can be 
described using the Jaynes-Cumming model. This model conserves the number of excitations in the 
system, that is, only transitions between the states ? ? ?? ? ?? and ?? ? ? ? ?? are possible. 
Here ? and ? are Fock states of the exciton and photon modes. For example, charged (neutral) ex-
citon and charged (neutral) biexciton correspond to the ?  and ?  number states. We can limit the 
considered exciton modes to ?  and ?  states if the biexciton and other multiparticle complexes 
are far detuned in energy from the exciton and CM transitions thus providing negligible coupling 
with the CM. This condition is always satisfied for charged exciton while it is often broken for neu-
tral exciton because the neutral exciton to neutral biexciton energy separation is ~0.1-2 meV in our 
QDs [173], that is, much less than the exciton-CM phonon coupling strength and quite often of the 
order of the CM linewidth. 
In order to clarify the influence of the biexcitonic transition we can use the low pumping excitation 
regime, that is, the average occupation of the CM and exciton is ? ?. This corresponds to pumping 
rate ? ? ?? ? where ? is the CM dissipation rate and ? is the lowest decay rate of the excitonic state 
?? . Taking into account much faster CM dissipation rate ? ? ? we limit the pumping rate by the 
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decay rate of the dark exciton state defined by the nonradiative dissipation rate ???. For our QDs, 
the nonradiative decay rate is estimated as ??? ? ??????? for the temperature range ~10-40 K. 
We start the analysis of the exciton-CM interaction with the charged exciton complex. This transi-
tion is well isolated from all other QD complexes including the neutral exciton. The exciton-CM 
coupling strength can be written as ? ? ???????? ?? ? ? ? ? ? [15] where ?? ? is the cavity field 
wavefunction, ? the exciton dipole moment, ? ?  a unit vector along the polarization of the CM 
field at the position of the dipole, and ? is the effective mode volume. The orientation ? ?  of the 
CM electric field can vary significantly depending on the position ? of ? ? ??? in the PhC cavity. 
Figure 4:7 shows ? ?  for the plane position ? at the middle of the membrane slab in the PhC cavi-
ty, arbitrarily positioned inside the L3 PhC cavity. Irrespective of the dipole position, the photon 
emitted through the CM will always have the same polarization properties in the far field region. 
We assume in the following vertical CM polarization in the far field region, i.e., ??? ? ?? (Figure 
4:7), since we focus in our experiments on the CM0 and CM1 that have such nearly perfect linear 
polarization in the vertical direction. 
Misorientation between ? ?  and ??? can introduce a phase shift between the photons emitted 
through the CM and the spontaneous emission decay channels in the far field region. Indeed, the 
photon emitted through the CM always has the same polarization properties in the far field emission 
region while the spontaneously emitted photon will keep the phase of the dipole. Let us suppose 
that the CM electric field forms an angle ? with the ?? axes, that is, ? ? ? ?? (Figure 4:7) while 
the transition dipole polarization ?? ? ?? ??? ? ???? , which corresponds to the left and right circu-
lar polarization in a homogeneous photonic environment (as expected for the X- transition).  
 
Figure 4:7 The QD (a dipole source) positioned at an arbitrary point inside the PhC L3 cavity. The 
arrow indicates the orientation of the CM0 electric field ? ?  at the plane position at the middle of 
the membrane slab (see text). V and H denote the cavity axes of symmetry, while x and y are the 
coordinate system of the CM electric field at the QD position, assumed to be oriented in the y direc-
tion.  
In this case, the photon emitted through the spontaneous emission channel will have polarization 
??? ? ?? ??? ? ???? yielding ??? ?
?
? ??????? ? ???? in the ??? ? ??? basis. The photon emitted 
through the cavity decay channel has linear polarization ??? ? ????? in the far field region. Here 
??
?
?
?
????
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we assume some constant phase shift ? between the spontaneous and the CM emissions that will be 
discussed in the following. The total phase difference reads ? ? ? depending on the initial transi-
tion dipole orientation ?? ? ?? ??? ? ????. Thus, the phase between the spontaneously emitted pho-
ton and the CM photon is set by the angle ? between the field orientation at the particular position 
of the point dipole ? ?  and the CM polarization in the far field region, that is, ??. However, in our 
devices the QD is ideally positioned on the horizontal symmetry axes of the PhC cavity. This pro-
vides the orientation of the electric field at the position of the QD exactly along vertical axes 
? ? ? ?? (Figure 4:2). As a result, the phase difference between photons emitted through the CM 
and the spontaneous emission decay channel is equal to ? irrespective of the charged exciton dipole 
orientation. 
Considering ?? ? ???? ?? ? ???  for the ?
?
? ? ?
?
?  transitions of X-, the CM-exciton coupling 
strength is ? ? ????
????
??? ?? ? for any excited state ? ? ????
?
? ? ???? ?
?
? . Indeed, the ex-
cited state ?  can decay either to ??  or to ?
?
?  through an interaction with the CM, yielding  
? ? ????
????
??? ?? ? ?
? ? ? ? ? ????
????
??? ?? ?  
Thus, CM-exciton interaction does not lift the two-fold degeneracy of the charged exciton energy 
level with respect to the projection of the angular moment on the quantization axes. This degenera-
cy is transferred to the polariton states, that is, the eigenstates of the Jaynes-Cumming Hamiltonian 
formed by hybridization of the exciton and photon wavefunctions. Therefore, the charged exciton 
can be considered as a single two-level system with excited state ?  and ground state ?  since the 
CM-exciton interaction does not depend on the exciton angular momentum projection. The corre-
sponding Hamiltonian reads:  
? ? ??????? ? ??????? ? ????? ? ???? 
Here ????? and ????? are creation (annihilation) operators of the charged exciton and CM photon 
respectively. This Hamiltonian is diagonalized with the following polariton wavefunctions:  
????? ? ???? ? ??? ? ? ? ???? ? ???  
????? ? ???? ? ??? ? ? ? ???? ? ???  
where ???  is a CM photon Fock state, the phase ? ? ????? ???? ?????? , where the exciton-CM 
detuning ?? ??? ? ?. These states correspond to energy levels: 
??? ?? ? ? ?????? ?
?
? ? ???? ????? ? ????
? ? ?
?
?  
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Transitions are only possible between polaritons with number of excitations different by a single 
excitation, that is, ????? ? ????? ? ?  and ????? ? ????? ? ? providing emission at 
???? ? ????? ? ??????? ? ????and ???? ? ????? ? ??????? energies. If ??? ? ? then 
??? ? ? ?  and ??? ? ? ?  are the only possible transitions. These transitions lead to the 
doublet emission structure with ????? ? ?? ? ????? ?
??
? ? peak energies for both vertical and 
horizontal polarizations.  
The neutral exciton-CM system is described in a very similar way although some differences can be 
observed. Interaction between the neutral exciton with nonzero FSS energy and the CM can be de-
scribed using the following Hamiltonian: 
? ? ??? ? ??????
? ??? ? ??? ?
?
?????
? ????? ???????
? ? ?? ??? ???? ? ??? ???? ? ????? ???? ? ???? ??????  
where ????????  (???????) and ????? are creation (annihilation) operators of the bright exciton state 
??  ( ?? ) and the CM photon, respectively. ??  and ?? transitions have ??? ? ? ???? and 
??? ? ? ???? interaction strengths with the CM defined by the angle ? (Figure 4:6(b)). The inter-
action of a FSS exciton with the CM can be retrieved from the two extreme cases. The first case 
corresponds to the higher energy state ??  dipole parallel to the CM electric field at the QD posi-
tion, that is, for ? ? ?. Then the Hamiltonian takes the following form:  
? ? ? ? ? ? ???? ??? ? ?????? ??? ? ??????? ? ? ????? ? ???? ?  
where ? is the frequency of the ??  state. This Hamiltonian can be diagonalized using the follow-
ing polariton wavefunctions:  
????? ? ?? ??? ? ?  
????? ? ???? ?? ??? ? ? ? ???? ? ???  
????? ? ???? ?? ??? ? ? ? ???? ? ???  
where CM-exciton detuning ?? ??? ? ? and ? ? ?? ?????
??
? . These polariton states correspond to 
the eigen energies ???????? ? ?? ??, ???????? ? ?? ? ????? and????????? ?
?
? ? ????? with 
???? ? ????? ? ?
?
? . The possible transitions are ????? ? ????? ? ? , ????? ? ????? ? ?  
and ????? ? ????? ? ? providing emission at ????, ???? ? ????? ? ??????? ? ???? and 
???? ? ????? ? ??????? energies. If ??? ? ? then the only possible transitions are ?? ? ?
? ?  and ??? ? ? ? . These transitions lead to the horizontally polarized singlet at ????? ?
?? ?? energy and vertically polarized doublet at ????? ? ?? ? ?? ?
??
? ? peak energies. Thus, in 
the case of neutral exciton with one FSS component dipole-aligned along the CM field at the dipole 
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position, the exciton-CM system forms three polariton states in contrast to the charged exciton. The 
horizontally polarized emission is defined by the spontaneous emission from the dark exciton state 
?? ?  yielding the singlet in the emission spectrum. The vertically polarized emission has the dou-
blet structure identical to the charged exciton case. 
The polariton structure significantly changes if the two neutral exciton dipoles are not aligned with 
the CM field at the position of the emitter. Although the general solution with arbitrary ? has com-
plicated form, a simple analytical solution can be obtained in case of ? ? ?? and detuning corre-
sponding to the CM exactly between the neutral exciton FSS components. Then the Hamiltonian 
has the following form 
? ? ??? ? ??????
? ??? ? ??? ?
?
?????
? ??? ? ??????? ?
?
? ?
? ??? ? ??? ? ????? ? ???? ??  
The eigenvectors of this Hamiltonian are two lower and higher energy polariton states having eigen-
frequencies ??? ? ?? ? ?
?
?  : 
????? ? ????
?
? ?? ? ???
? ?
? ?? ??? ? ? ?
?
? ???? ? ???  
????? ? ????
?
? ?? ? ???
? ?
? ?? ??? ? ? ?
?
? ???? ? ???  
and the polariton corresponding to the eigenfrequency ???:  
????? ?
?
? ???? ?? ? ?? ??? ? ? ?
?
? ???? ? ???  
where ???? ? ?? ???
?????????
. All three polariton states can emit photons through the CM emission 
channel in contrast to the case of ? ? ? due to nonzero fraction of the ? ???  state in each polari-
ton state. Thus, the triplet structure is expected in both horizontal and vertical emission spectra. As-
suming ??? ? ?, the dark polariton ???  emission rate through the CM can be estimated as 
???? ? ????????
? while emission rate of the bright polaritons ?????  is ???? ?
?????
???????
? yielding 
????
????
? ?????. Thus, 
????
????
? ? if the coupling strength ? is half of the fine-structure splitting ?. This 
gives rise to the triplet structure in the vertically polarized emission. Interestingly, in our QD system 
FSS splitting is very close to the exciton-CM coupling as retrieved from the polarization-resolved 
measurements. Unfortunately, the neutral exciton dipole orientation with ? ? ?? discussed here is 
very rare; therefore we were not able to identify a structure with such appropriate parameters. 
Thus, among the different excitonic transitions, the charged exciton is the most suitable for probing 
CM-exciton interaction. This transition provides a decay channel through the CM that is independ-
ent of the particular preparation conditions of the charged exciton state. We also expect very similar 
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interaction of the charged excitons in different devices. In contrast, the neutral exciton-CM interac-
tion significantly depends on the particular neutral exciton FSS dipole orientation yielding complex 
polarization dependence on excitation power. Additionally, we show that it is very important to 
ensure positioning of the QD on the main axis of the liner PhC cavity for probing exciton-CM inter-
action with co-polarization effect. Emission properties of the charged exciton-CM system 
4.3.3 Power dependence of the excitonic transitions  
Devices with a QDs incorporated in the center of L3 PhC cavity (Δ=0) provide the strongest inter-
action between the L3 PhC CM0 and the QD excitons. Figure 4:8(a, b) shows polarization-resolved 
and DOLP spectra obtained at several excitation powers for two different structures, labeled ‘A’ 
and ‘B’. Both structures have charged excitonic transitions detuned by less than 1 meV from CM0. 
The charged excitonic transitions in both structures revealed strong co-polarization with the CM0 
attaining DOLP≈90%. Higher energy excitonic and biexcitonic transitions showed opposite behav-
ior. As can be seen in DOLP spectra in Figure 4:8(a), excitonic and biexcitonic transitions reveal 
clear “anti-polarization” with respect to CM0. This behavior is typically observed in our devices for 
excitonic transitions detuned at higher energies with respect to CM0 by 2-5 meV. We call this be-
havior ‘s-shape’ due to its profile in DOLP spectra [15]. Structure B shows unpolarized emission of 
the higher energy transitions at the observed detuning points. We assume that it is due to more than 
6 meV energy detuning between CM0 and higher energy transitions. As will be shown in the fol-
lowing, almost 100 % of all measured structures reveal such s-shape behavior although the detuning 
parameters at which the horizontal polarization is the most pronounced slightly varied between dif-
ferent structures. 
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Figure 4:8 Polarization-resolved and DOLP spectra of a single QD in the center (Δ=0 nm position) 
of an L3 PhC cavity for a set of excitation powers; for device A (a) and device B (b).  
We fitted the polarization-resolved PL spectra using several Lorentzians. Figure 4:9(a, b) shows 
horizontally and vertically polarized exciton-CM0 emission fitted with two Lorentzians. Although a 
slight discrepancy is visible for the tails of these spectra, this method gives a good approximation of 
the integrated intensity as well as of the full width at half maximum (FWHM) of the observed lines. 
The latter serves as a measure of dissipation processes in the QD-cavity system.  
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Figure 4:9 Horizontally (a) and vertically (b) polarized components of the charged exciton-CM0 
spectra of structure ‘B’ at excitation power P=500 µW (same spectra of Figure 4:8(b), 2nd panel 
from top). CM0 and charged exciton lines were fitted with Lorentzians ‘L1’ and ‘L2’. 
Fitting the main optical transitions with Lorentzian line shapes, we analyzed the power dependence 
of the s-shell transitions, that is, charged and neutral excitons and biexcitons, and the electron p- 
shell transitions that are detuned by ~10 meV to higher energies (Figure 4:8 (a, b). As discussed 
previously, the DOLP of the charged exciton, or of the CM0 line, do not depend on the excitation 
power (Figure 4:10(a)). Polarization of the charged exciton and the CM0 were robust against a 
power-induced variation of the exciton - CM0 energy detuning. Figure 4:10 (b) shows the charged 
exciton - CM0 energy difference and the biexcitonic shift to lower energies at higher powers as ex-
plained by increasing effective sample temperature at higher excitation powers. Power dependences 
of both charged exciton - CM0 detuning and relative energy shift (black solid line in Figure 4:10 
(b)) almost perfectly overlap since at low temperature (T=10 K) the CM0 energy is less sensitive to 
temperature variations than the excitonic transition. 
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Figure 4:10 Dependence of the characteristics of CM-exciton coupling on excitation level: CM0 
and charged exciton (X-) DOLP (a), X- - CM0 and XX - CM0 detuning (b), intensity of the main 
optical transitions (c) and FWHM of CM0 and of X- (d), all plotted as a function of excitation pow-
er. All data obtained for structure ‘B’ (Figure 4:8(b)). In (b) we shifted the excitonic energy ??? by 
the biexcitonic energy ?? obtained at the excitation power ? ? ?????. 
Figure 4:10(c) shows the power dependence of the main excitonic transitions and the CM0 line. We 
did not find correlations between the power dependence of higher energy transitions and CM0, thus 
a direct exciton-CM coupling and phonon-mediated coupling are the main pumping mechanisms of 
the CM. The same observations were obtained in other devices based on site-controlled pyramidal 
QDs [15], [72]. At higher excitation power we observed significant broadening of the charged exci-
tonic transition. While FWHM of the charged exciton is around 120 µeV at low excitation power, it 
increases up to the 380 µeV (Figure 4:10(d)) at excitation powers ~10 times higher than its satura-
tion limit. Excitonic energy red shift at higher excitation power corresponds to increase in tempera-
ture of just a few kelvin that is not enough for such a linewidth broadening [15]. Therefore, we at-
tribute this power broadening to the increasing fluctuations of the QD charge environment. 
4.3.4 Co-polarization and interference effects in the X--CM0 system 
In the following we present a study of the CM-exciton coupling in structure ‘A’. Figure 4:11 (a, b) 
shows temperature tuning of the charged exciton line of structure ‘A’ into resonance with CM0. The 
DOLP of the charged exciton increased from ~70% at ~1 meV detuning up to ~94% in the reso-
nance with the CM0. This effect is expected due to CM-induced Purcell enhancement of the 
charged exciton emission rate. Right at resonance we estimate ???? ? ??
???
?????
?? ????????
 , where ??? is the 
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spontaneous emission rate of the charged exciton in the PhC band gap and ??? is the emission rate 
through the CM. The ratio between coupling efficiencies of the direct and indirect emission to the 
detector is ? ? ???? [167]. Thus, the modification of the charged exciton emission rate due to inter-
action with CM0 (Purcell factor) is around ??, that is, ??? ? ??????. 
 
Figure 4:11 Temperature scanning of a CM0 through the charged exciton line of a single QD posi-
tioned at the center of an L3 PhC cavity corresponding to the Δ=0 nm (structure ‘A’ in Figure 4:8). 
Polarization-resolved and corresponding DOLP spectra obtained at a set of temperatures are shown 
in a) and b). In c) an X-axis zoom of the polarization-resolved PL spectra with corresponding 
DOLP on top are obtained right at resonance showing different line shapes for horizontally and ver-
tically polarized exciton-CM emission. 
The DOLP spectrum at resonance has slightly asymmetric shape (top panel Figure 4:11(c)). This is 
due to the different line shapes of the charged exciton emission for horizontally and vertically polar-
ized spectral components. At resonance the vertically polarized emission is predominantly formed 
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by emission through the CM while horizontally polarized emission is formed by spontaneous emis-
sion into free space. Thus, the vertically polarized charged exciton spectrum reproduces the CM 
lineshape while the horizontally polarized component has asymmetrical lineshape that is typical for 
the charged exciton emission in our structures. This asymmetric lineshape is also visible in the 
charged exciton emission spectra of spectrally isolated QDs at low excitation power (section 3.3). 
Detuning between the charged exciton and the CM0 lines was controlled using both temperature 
tuning and water vapor condensation. The amount of condensed water was controlled by the pres-
sure in the cryostat before cooling down. Using this procedure, we obtained ~1 meV variations of 
exciton-CM detuning. After pumping the cryostat to the target pressure at room temperature, we 
started the cooling process, which led to residual water vapor condensation at 273 K inside the 
PhC holes. After cooling down to 10K we varied the temperature for fine-tuning of the exciton-
CM0 energy difference.  
Figure 4:12 shows polarization-resolved spectra (a, c) and corresponding DOLP spectra (b, d) at a 
set of temperatures. These measurements were obtained with device ‘A’. Using different initial 
pressures for two different cooling processes, we obtained exciton-CM resonance at T=28 K (a) 
and T=36 K (c) for the same structure. At resonance DOLP spectra revealed ~90 % charged exci-
ton co-polarization with the CM0, while the DOLP was negative for the neutral exciton and biex-
citon transitions visible at higher energy (yellow and blue traces in Figure 4:12 (b, d), respective-
ly). These lines were identified using power dependence measurements as in Figure 4:10(a).  
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Figure 4:12 Vertically polarized intensity (a, c) and corresponding DOLP (b, d) color maps showing 
temperature scanning of a CM0 line with a QD charged exciton line (structure ‘A’). Polarization-
resolved data were obtained with no water vapor condensation (a, b) and small water condensation 
(c, d) providing CM red shift by ~0.5 meV.  
Using the fitting procedure of the charged exciton-CM0 system with two Lorentzians we obtained 
the temperature dependence of their intensities and FWHM. At resonance the total emission intensi-
ty of the charged exciton-CM0 significantly increased due to Purcell enhancement of the emission 
rate. At temperatures higher than 50 K, the charged exciton line shifts out of resonance thus de-
creasing its radiative decay rate while its nonradiative decay rate significantly increases leading to 
significant intensity reduction. Such temperature-activated non radiative losses can be attributed to 
hot-exciton thermal escape through the higher energy states of electron and holes [174], [175]. In 
our QD structures, these energy levels can be QD excited states and electron-hole states of the 
QWR-like heterostructures grown in the wedges of the pyramidal recesses. 
 
Figure 4:13 FWHM (a, b) and intensity (c, d) of charged exciton, CM and charged exciton-CM sys-
tem obtained at different temperatures with no water vapor condensation (a, c) and small condensa-
tion providing CM red shift by ~0.5 meV (c, d). Grey regions correspond to the temperatures at 
which nonradiative processes dominant over light emission, leading to the significant intensity as 
well as lifetime reduction as discussed below.  
Additionally to the intensity reduction, we observed significant broadening of the excitonic lin-
ewidth (top panels of the Figure 4:13(a, b)) at temperatures T>40 K. Similar temperature broaden-
ing is widely observed in self-assembled QD structures and usually explained by exciton-phonon 
interactions [144], [176]–[179]. Such linewidth broadening of excitonic transitions can influence 
the CM-exciton emission characteristics, therefore we focus on the temperature region T<50 K. 
Interestingly, we observed the CM narrowing in the resonance with the excitonic transition. The 
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same effect was previously reported for PhC cavities [15] and µ-pillar based structures [180] ex-
plained by the CM interaction with the phonon sideband of the excitonic line [171], [180]. 
Fitting both the vertically and horizontally polarized PL spectra we obtained DOLP as a function of 
the charged exciton-CM0 detuning for both condensation conditions (Figure 4:14(a, b)). In this fig-
ure, charged exciton-CM0 detuning was defined as ? ? ??? ? ???? thus the temperature increases 
from positive to negative detuning values. The DOLP of the QD increases from ~0.4 at ? ~2 meV 
to ~0.85 at resonance due to dominant emission through the cavity decay channel. The DOLP spec-
trum is asymmetric about zero detuning due to the s-shape behavior of the charged exciton polariza-
tion[15] leading to the dominant horizontally polarized emission at positive detuning, as can also be 
seen for the neutral exciton and biexciton in Figure 4:12(b, d). Additionally to the CM0 and charged 
exciton DOLP values, we plotted the total DOLP of the charged exciton-CM0 system defined as 
?????
????? where ?? ? ????? ? ????? and ?? ? ????? ? ????? are integrated intensities of the vertically 
and horizontally polarized exciton-CM system emission. As expected, these DOLP values lay be-
tween DOLP values of the charged exciton and CM0. Fitting with two Lorentzians is not accurate at 
detuning values smaller than the FWHM of charged exciton, therefore we refer to total DOLP in 
this case. 
Surprisingly, the maximum of charged exciton DOLP is observed not in the direct resonance but at 
~±0.5 meV detuning while the DOLP of the CM0 depends on the detuning conditions. This effect is 
directly seen in the polarization-resolved spectra normalized by the maximum of the charged exci-
tonic line (Figure 4:14(c)). At negative detuning the CM0 intensity is more pronounced in the nor-
malized vertically polarized spectra (T=10K and T=16K in Figure 4:14(c)) while at positive detun-
ing relative intensity of the CM0 is bigger in the horizontally polarized spectra (T=38K and T=40K 
in Figure 4:14(c)). The corresponding DOLP spectra are shown in Figure 4:14(d), again confirming 
this observation.  
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Figure 4:14 DOLP of charged exciton and CM0 lines as a function of detuning (a, b), polarization-
resolved spectra at positive and negative detuning normalized by charged exciton peak intensity (c) 
and corresponding DOLP spectra (d). DOLP points in a) and b) correspond to fits of polarization 
resolved data obtained with no and small condensation conditions providing resonances at T=28 K 
and T=38 K, respectively. Polarization-resolved and DOLP spectra in c) and d) were obtained with 
no condensation corresponding to data shown in Figure 4:12(a, b). Polarization-resolved spectra 
were normalized by the peak intensity of the charged excitonic transition X- and correspond to data 
shown in Figure 4:12(a, b). 
This result is remarkable, as in the weak coupling regime CM polarization is usually assumed to be 
internally defined by the properties of the PhC cavity and does not depend on the exciton-CM0 de-
tuning. In the strong coupling regime emission at both polariton branches is contributed by exciton 
decay through direct (spontaneous emission) and indirect (emission through the CM) decay chan-
nels. Destructive interference between direct and indirect decay channels can introduce dependence 
of the CM polarization on the detuning. Indeed, at positive detuning CM emission is attributed to 
the lower energy polariton ???  while for the negative detuning CM emission is attributed to the 
higher energy polariton ??? . ???  and ???  polaritons have different phase between the exciton-
like and CM-like components ? ?  and ? ? : 
??? ? ???? ? ? ? ? ???? ? ? ? 
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??? ? ???? ????? ? ? ? ? ? ? 
where ???? ? ?????????? ? ? for any detuning ?? ??? ? ???? and positively defined coupling 
strength ?. Thus, the phase between direct and indirect emission at the wavelength of the CM 
changes by π when the detuning changes its sign. Depending on the phases and pattern overlap be-
tween exciton and CM field radiation this could lead to the change from constructive to destructive 
interfering regime or vice versa (see Chapter 1). This effect is well visible in Figure 4:12(b, d)) for 
exciton and biexciton transitions that are detuned at higher energies with respect to the CM. 
These interference effects can be extracted from the analysis of the detuning dependence of the 
emission rates of the polariton branches. Without taking into account pure dephasing and interaction 
with phonons, these emission rates read ??? ? ????? ?
????
? ????? ? ? ??? ???? ??? ??  as was 
shown in Chapter 1. This yields ????? ? ?? ? ????? ? ? ??? ???? at zero detuning. Emission at 
the wavelength of the CM is contributed by one of the polaritons depending on the detuning sign; in 
particular, if the system is prepared in the ???  ( ??? ) state for ? ? ? (? ? ?), then the QD-
exciton system emits at the energy of the CM.  
We could consider an experiment in which the CM-exciton system is prepared in ???  and ???  
polariton states for ? ? ? and ? ? ?, respectively, that is, in the CM-like state. Such a state has 
emission rate ??? ? ???? ? ????  where ????  and ????  are emission rates through vertically and hori-
zontally polarized modes. The emission rate through the vertically polarized modes changes for 
different detuning sign since ???? ? ? ? ???? ? ? ??? ? ? ? ??? ?  yielding 
?? ??? ???? ??????. In the limit ? ? ? one gets ??? ??? difference depending on the phase 
?. 
In a similar way we get the emission rate of the CM-like state from the polariton emission rate 
through the horizontally polarized modes. Assuming negligible interference between horizontally 
and vertically polarized free space modes, to which polaritons couple through the direct and indirect 
decay channels, we get that polariton emission rate through horizontally polarized modes reads 
??? ? ??? ??? ???????. Here, we defined ?? ? ? ?
?
? for convenience since ?? ? ? corresponds to 
the zero detuning point (? ? ?). Polariton emission rate through the horizontally polarized modes 
does not depend on the detuning sign but only on its absolute value: ??? ? ? ? ??? ??
???? ????? ? ???? ? ?; in other words, it is described by the symmetric function with respect to 
? ? ?? transformation. 
Therefore, the emission rate through the vertically polarized modes changes by 
?? ??? ???? ?????? while the emission rate through the horizontally polarized modes does not 
change between detuning points ? ? ? ? . Corresponding polarization properties of the exciton-
CM system are convenient to describe in terms of the degree of linear polarization DOLP. We get 
????? ? ??
?????
???????
 since polaritons are eigen functions of Hamiltonian while back action of the free 
space modes on the population of the polaritons can be assumed negligible for our range of parame-
ters. Excitonic DOLP is defined as ??
?????
???????
 for ? ? ? and ?????????????? for ? ? ? while cavity mode DOLP 
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reads ??
?????
???????
 for ? ? ? and ?????????????? for ? ? ?. Figure 4:15 shows the calculated DOLP as a function 
of detuning. Although in these calculations we do not take into account interaction with phonons as 
well as the pure dephasing, the obtained curves qualitatively reflect the observed effects. Cavity 
mode ‘DOLP exchange’ appears while detuning changes sign (CM crosses exciton), in good corre-
spondence with the experimental results (Figure 4:14(a, b)). At the detuning ???? ? ?? ????
?
? ?
?
?  the DOLP attains its minimum due to the destructive interference between emission through 
the CM and the free space modes (see Chapter 1) well corresponding to the observed s-shape in our 
PhC cavity based devices.  
 
Figure 4:15 DOLP of exciton and CM calculated from the polaritonic emission rates. 
Summarizing, we observed clear CM-exciton interference effects in polarization resolved PL meas-
urements. These interference effects are explained by the hybridization of exciton and photon states 
providing competing exciton-CM decay channels into the same vertically polarized free space mode 
reservoir as well as the emission of horizontally polarized photons at the CM energy. For negative 
detuning this provides ‘DOLP exchange’ between the exciton and CM spectral lines near the zero 
detuning point. This effect is expected to be very sensitive to the exciton-CM coupling regime, dis-
appearing in the weak coupling regime. We did not observe the Rabi splitting at zero detuning in 
our system, due to high CM and QD damping rates relative to the coupling strength, thus our sys-
tem does not achieve the coherent coupling regime. However, the observed dependence of the cavi-
ty mode DOLP on the detuning can be a sign that our system operates in an intermediate coupling 
regime at which the exciton-photon hybridization starts to drive the system behavior. Additionally, 
QD vertically polarized emission is strongly suppressed for positive detuning due to the destructive 
interference as discussed in the Chapter 1. This effect holds independently of the coupling regime in 
the system and depends mainly on the geometrical overlap between free space mode patterns as 
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well as on the particular phase difference between the CM and exciton emission. In the following 
we will show how this effect depends on the particular QD position inside the L7 PhC cavity. 
4.3.5 Purcell enhancement of X- radiative decay rate  
We further investigated the charged exciton-CM0 coupling using time-resolved PL measurements 
of the PL spectra of structure ‘A’. Figure 4:16 shows the scheme of the time-resolved PL setup 
used. This setup is a modification of the setup used for polarization-resolved measurements de-
scribed in the Figure 2:12. The Ti:Saphire laser was operated in the mode-locked mode providing 
3 ps laser pulses with 80 MHz repetition rate. A part of the excitation beam was sent to a fast pho-
todiode, serving as reference for the timing measurements. As a single-photon detector we used a 
PicoQuant τ-SPAD-FAST APD with 150-200 ps temporal resolution, positioned at the mono-
chromator’s output. For each spectrally filtered photon Arriving at the APD, the time delay from the 
reference (pump laser pulse) is counted by a fast pulse time counting unit (Time Harp 260 TCSPC 
board, with a 25 ps time bin width). 
 
Figure 4:16 Scheme of the time-resolved PL setup.  
Figure 4:17 shows time-resolved traces of the charged exciton recombination measured at T=28 K 
(a) and T=38 K (b) corresponding to the polarization-resolved data shown in Figure 4:12(a). At 
T=28 K the charged exciton was in resonance with CM0 while at 38 K the exciton-CM detuning 
was ~450 µeV. These traces reveal biexponential shape that is typical for neutral exciton, while 
charged exciton usually has single exponential decay[181], [182]. This difference is usually ex-
plained by the conversion of neutral exciton dark states into the bright states. This process is not 
possible for charged excitons since they do not have dark states. However, biexponential decay of 
the charged exciton can be observed if there are several QD feeding sources [183]. Electron-hole 
pairs excited in the GaAs membrane typically serve as the main source of the QD feeding while the 
additional source can be impurities incorporated in the vicinity of the QD. 
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Figure 4:17 Time-resolved traces of the decay of the charged exciton state at T=28 K (a) and 
T=38 K (b) fitted with a biexponential decay model. At T=28 K (a) the charged exciton is in direct 
resonance with CM0 as can be seen in the corresponding polarization-resolved and DOLP maps 
(Figure 4:12(a, b)). These time-resolved measurements were obtained for structure ‘A’. 
This impurity-feeding source can populate the QD with both electrons and holes, leading to QD 
feeding with excitons. The slow decay time component of the charged excitonic transitions (3 ns at 
10 K, see Figure 4:19) is very close to the one measured for the slow component of the carbon im-
purity (in GaAs) emission (3.4 ns at 10 K, see Figure 4:19). Similar slow decay times were revealed 
for the neutral exciton as discussed in the Chapter 5. The fast component of the time-resolved trace 
in Figure 4:18 reflects the response function of the detector.  
 
Figure 4:18 The decay time of the carbon impurity state measured at 829 nm (1.4956 eV). The fast 
decay follows the shape of the APD detector’s response, while the slow part shows a decay time 
τ≈3.4 ns. 
Therefore, we fitted the time-resolved traces using the model based on two different exciton-feeding 
sources. The first source is the electron-hole pairs excited in the bulk GaAs at much higher energies 
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than the QD excitonic transitions. These pairs cool down to the QD ground state through interac-
tions with phonons during several tens of ps, thus populating the QD on a much shorter time scale 
than the typical decay time of the excitonic transitions. The second exciton-feeding source is nearby 
(mostly carbon) impurities that release carriers with relatively long characteristic time, leading to 
the slow decay component of the QD excitons time traces. This model is described by the following 
rate equations 
??????
?? ? ?????????
??????
?? ? ?????????
??????
?? ? ????????? ???????? ??????? 
where ?????, ????? and ????? are the populations of the QD excited state, an impurity state in the 
vicinity of the QD and the excitonic complex with corresponding emission rates are ??, ??  and ??. 
Assuming ?? ? ? ?, ?? ? ? ? and ?? ? ? ? we get the following decay of the exciton popula-
tion 
?? ? ?
???
?? ? ?? ?? ?
? ????? ? ????? ? ????? ? ?? ?? ?
? ????? ? ????? 
Fitting with this biexponential model we obtained Purcell-enhanced charged exciton radiation decay 
time ?? ? ??? as low as 120 ps (Figure 4:17(a)), that is ~10-15 times smaller than the typical decay 
time of our charged excitonic transitions of the QDs in the bulk GaAs. The CM decay has the same 
biexponential behavior as the charged excitonic transition, confirming that excitonic transitions de-
tuned by ~5 meV have negligible coupling with the CM0. Figure 4:19(a, b) shows the slow and fast 
decay components of the charged exciton and the CM0 at different exciton-CM0 detuning obtained 
from the time-resolved measurements of the same structure. Initial detuning between charged exci-
ton and CM0 was set using different water vapor condensation, and then temperature tuning was 
applied as described above. Thus, we obtained direct resonance of the charged exciton with the 
CM0 at two different temperatures, namely, 28 K in a) and 38 K in b) corresponding to no and 
small water condensation. Figure 4:19(a, b) shows a clear reduction of the charged exciton lifetime 
at temperatures higher than 50K. We explain this effect by thermally activated nonraditative decay 
of the charged exciton, since this lifetime reduction was accompanied by a significant decrease of 
the emission signal intensity (bottom panels of Figure 4:13(a, b)). The charged exciton lifetime 
?? ? ??? was significantly reduced at resonance with the CM, showing very similar values for 
measured resonance temperatures (120 ps for T=28 K and 140 ps for T=36 K, see also Figure 4:20).  
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Figure 4:19 Slow (upper panel) and fast (lower panel) decay times of the charged exciton at differ-
ent temperatures. Time-resolved data in a) and b) were obtained without and with small condensa-
tion respectively. Corresponding polarization resolved data are shown in Figure 4:12(a, b). The 
shadowed regions for T>50 K correspond to the temperature regions for which nonradiative exci-
tonic decay rate dominates decay through optical modes.  
We did not find any correlation between the slow decay time ?? ? ??? and the CM-exciton detuning 
conditions (upper panels of Figure 4:19(a, b)), supporting the assumption of the external QD feed-
ing source. The slow decay time constantly decreased with temperature, as can be attributed to the 
nonradiative losses of the carriers trapped by impurities. We observed a clear asymmetry between 
the negative and positive exciton-CM0 detuning as shown in Figure 4:20(a, b). This effect can be 
explained by the phonon assisted exciton-CM interactions [167], [184] providing higher emission 
rate through CM at the negative detuning and leading to the asymmetric lifetime reduction. In Fig-
ure 4:20(b) the exciton lifetime is around twice smaller at -1 meV detuning then at 1 meV even 
though the charged exciton has higher nonradiative decay rate at positive detuning. 
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Figure 4:20 Decay time of the charged exciton as a function of detuning. Time-resolved data in a) 
and b) correspond to the polarization resolved data shown in Figure 4:12(a, b). 
4.4 Probing a CM near field with a single QD 
Here we show how the exciton-CM spatial overlap can be probed using a single site-controlled QD 
integrated with the L3 PhC cavity. In this study we mainly focused on the probing of the first and 
the second CM0 antinodes as well as the CM0 node, that is, the PhC cavity points that represent the 
main features of the CM electric field distribution. Shifting the QD to the CM0 node we were able 
to significantly reduce the exciton-CM0 coupling strength. The exciton-CM overlap was recovered 
for the QD shifted to the second CM0 field antinode. Applied also for CM1, this approach allowed 
comparing the CM0 and CM1 electric field distributions with modeled ones. 
4.4.1 Probing the spatial distribution of CM0 
As described previously, exciton-CM coupling is manifested by the charged exciton co-polarization 
with a CM. We expect the same behavior for the biexcitonic transition since it has a single excited 
state decaying through both CM and spontaneous decay channels. Using excitation power 3 times 
higher than the average saturation limit of the QD excitonic transition in the bulk GaAs, we brought 
the DOLP of the neutral excitonic transition to similar values as the DOLP of charged exciton. 
Thus, we expect that all QD excitonic transitions will reflect the coupling with the CM in the same 
way. 
As shown previously, the QD positioned at the center of the PhC cavity reveals a temporal Purcell 
factor of ~10. Another QD position for which we expect a local maximum in exciton-CM coupling 
is Δ~180 nm (Figure 4:1(a)). Indeed, we obtained very strong exciton-CM co-polarization for al-
most all such measured devices. Figure 4:21(a, b) shows typical polarization-resolved and DOLP 
spectra measured in 13 devices with Δ=180 nm nominal QD shift from the center of the L3 PhC 
cavity. Here we introduced detuning as the difference between emission energy and CM energy, 
that is, ? ? ???. All devices had the same (nominal) PhC hole diameter ???? ? ????? that pro-
vides the best CM spectral matching conditions with the QD excitonic transitions. We show here 
only spectra of devices, which do not have defective PhC cavities or spectral diffusion that deterio-
rate the spectrally resolved measurements (13 good devices out of a series of 20). These devices 
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reveal very efficient exciton-CM interaction, as can be concluded from strong co-polarization effect 
at zero detuning in Figure 4:21(a, b).  
 
Figure 4:21 Polarization-resolved and DOLP spectra of 13 devices with single QD shifted by 
180 nm from the L3 PhC cavity center. Spectra were taken from a scan of 20 structures with the 
same nominal PhC hole diameter ???? ? ?????. Here, detuning corresponds to the difference be-
tween emission and CM0 energy ? ? ????. Spectra were acquired at 10 K under 300 µW excita-
tion power.  
Figure 4:22(a, b) shows polarization-resolved and DOLP spectra obtained in another set of 16 PhC 
devices with hole diameter ???? ? ????? providing CM shifted to the lower energy side with re-
spect to the exciton transitions. These devices also contain Δ=180 nm shifted single QDs. The CM0 
line remains well visible even at > 20 meV detuning, highlighting efficient coupling to the excitonic 
emission. Our QD structures do not have wetting layers, thus off-resonant CM feeding is not possi-
ble through a hybridization of a QD exciton with 2D wetting layer states[50]. Off-resonant feeding 
observed in our devices could be attributed to the QWR-like structures formed in the wedges of the 
pyramidal recesses. However, we doubt this process is important since we observe clear correlation 
between off-resonant CM emission and the QD position in the L3 PhC cavity as will be shown in 
the following. We consider the fast spectral diffusion processes of the QD excitonic transitions as 
the possible explanation of this off-resonant CM emission[185].  
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Figure 4:22 Polarization-resolved (a) and DOLP (b) spectra of 16 devices with single QD shifted by 
180 nm from PhC cavity center with strong off-resonant emission of CM0. Spectra were taken from 
a scan of 16 good devices out of a series of 20 structures with the same nominal PhC hole diameter 
???? ? ?????. Here detuning corresponds to the difference between peak and CM0 energy 
? ? ????. Spectra were obtained at 10 K temperature under 300 µW excitation conditions.  
The picture significantly changes for QDs shifted by ~90 nm from the L3 PhC cavity center to the 
L3 CM node. Figure 4:23 shows all devices with Δ=90 nm QD shift, out of ~150 measured, for 
which CM0 could be identified. In the other devices CM0 emission was lower than the noise level. 
Remarkably, excitonic transitions reveal here much lower co-polarization with the CM0 at reso-
nance while CM0 off-resonant emission is almost invisible for exciton-CM0 detuning exceeding 
several meV. The QD transitions show very small co-polarization with the CM0 in resonance oppo-
sitely to the devices with Δ=0 nm and Δ=180 nm. This low DOLP, as well as the weak off-
resonance CM emission, is a manifestation of nearly zero exciton-QD overlap.  
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Figure 4:23 Polarization-resolved and DOLP spectra of structures with single QD shifted by 
Δ=90 nm from the PhC cavity center. Only spectra with the most pronounced cavity mode emission 
are shown here. Spectra were obtained at 10 K temperature under 300 µW excitation power. 
Since for each designed Δ we implemented a thousand devices on the chip with nearly identical 
optical properties, we were able to run statistical study of the exciton-CM coupling as a function of 
the QD position inside the L3 PhC cavity. For this purpose, we analyzed polarization-resolved data 
measured at identical conditions (T=10 K, P=300 µW, excitation spot focused on the position of the 
QD), obtaining polarization-resolved integrated intensity of the main excitonic lines. Due to the 
large number of spectra to be analyzed, we adopted a simplified method to obtain the integrated 
intensity of each peak: for each excitonic line identified in the spectrum, we integrated the intensity 
in a 500 µeV energy window centered at the excitonic line peak energy. Identification of excitonic 
lines was automatized allowing to process the big sets of data measured. We filtered all peaks with 
prominence (????????????? ) less than 0.1 taking into account only the well-pronounced excitonic lines. 
Since the energy separation between the excitonic transitions is usually >1 meV, this procedure 
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gives very close results to the fitting with Lorentzian line shape, as we demonstrate here by compar-
ing the two methods. The bottom panel of Figure 4:24 shows the integrated intensity of the charged 
exciton transition of structure ‘A’ obtained both through fitting with Lorentzian line shapes and by 
spectral integration. The fitted intensity previously shown in Figure 4:13(b) very well overlaps with 
the integrated intensity (bottom panel Figure 4:24). We also repeated the same procedure for the 
horizontally polarized emission, obtaining DOLP of charged excitonic transition (top panel of the 
Figure 4:24). These curves overlap with precision that is more than enough for our study. 
 
 
Figure 4:24 Intensity of vertically polarized emission of the X- (bottom panel) and corresponding 
DOLP (top panel) obtained using two different procedures. Black data points (“int”) correspond to 
the integration in a 500 µeV energy window centered at the charged exciton energy. Red data points 
(“fit”) were obtained through fitting of both the CM0 and the charged exciton with Lorentzian line 
shapes. 
Figure 4:25(a, b) is a statistical summary of two QD shifts Δ=90 nm and Δ=180 nm showing polari-
zation-resolved intensity values and corresponding DOLP of excitonic transitions as a function of 
exciton-CM detuning. These data points were obtained from the spectra shown in Figure 4:21, Fig-
ure 4:22 and Figure 4:23. The CM energy was manually identified for each device considering the 
expected energy position for the PhC hole size. With this procedure we were able to display the 
effect of exciton-CM coupling for the particular design, averaging over all uncertainties such as 
errors in the alignment of QD positioning, PhC matrix disorder that can induce fluctuations in the 
CM antinode position, fluctuations of the exciton dipole amplitude among different QDs, etc. 
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In correspondence with the polarization-resolved data shown in Figure 4:23, the statistically ob-
tained DOLP distributions reveal smaller exciton-CM interaction for the Δ=90 nm QD shift design 
(Figure 4:25(b)), in agreement with the calculated CM0 field pattern; the average DOLP at reso-
nance was less than 50%. This value corresponds to the less than 2.3-fold emission rate enhance-
ment in the direct resonance with respect to the emission rate in the PhC bandgap. The emission rate 
in the PhC matrix is already suppressed in comparison with the free space case, thus the Purcell 
enhancement is close to unity; that is, there is almost no emission enhancement as compared to 
emission into free space. This is also well visible in the bottom panel of the (Figure 4:25(b)) since 
the intensity data points are randomly scattered showing no enhancement of the vertically polarized 
emission component. In opposite, devices with Δ=180 nm QD shift provide much higher exciton-
CM0 co-polarization in the direct resonance with very pronounced intensity enhancement (de-
crease) of the vertically (horizontally) polarized emission. Vertically polarized emission intensity 
was enhanced by more then the order of magnitude while horizontally polarized emission intensity 
was suppressed by ~3 times for ? ? ??? nm relative to ? ? ?? nm QD shifts. 
We also observed higher fluctuations in DOLP values for devices with Δ=90 nm, which can be ex-
plained as following. For the small deviations ??, near the CM field node, the field is linear in ??, 
that is, ??? ? ? ?? ? ??? ? ? ?? ??? ? since the electrical field of the mode can be estimated as 
?????? ? ? ????? ??. At the CM antinode the electrical field is quadratic in ?? providing 
??? ? ? ?? ? ??? ? ? ????? ??? ??. Since the exciton-CM coupling ? ? ???, for randomly 
distributed ?? we expect the largest coupling strength variations near the CM node. Therefore, we 
expect bigger DOLP fluctuations for the devices with Δ=90 nm shifted QD due to the PhC matrix 
disorder as well as the QD position fluctuations 
It should be also noticed that our QD size is around 20 nm. Therefore, it is never at the exact zero 
CM field point due to its finite size. Assuming that the amplitude of the electrical field depends on-
ly on the distance from the CM node located at the position ?? we can estimate an electrical field 
value at the position ??in the close proximity of the CM node as ??? ? ? ?? ??? ? where 
?? ? ? ? ??. Considering QD as a disk with a diameter ? and a height small enough for neglecting 
electrical field amplitude variations over vertical direction we get an average electrical filed over 
the QD as ??? ? ????? ?. Therefore, the minimum coupling strength is ???? ?
???
?? ????. For the 
QD size ? ? ?? nm and wavelength ? ? ??? nm we obtain ???? ? ??? ? ???? that provides 
???? ? ? µeV for our coupling strength values[167]. However, these calculations do not include 
the exciton’s electrical density distribution over the QD that could decrease the minimum coupling 
strength due to electron density bunching in the center of the QD.  
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Figure 4:25 Polarization-resolved DOLP (top) and intensity (bottom) obtained for two groups of 
devices with Δ=180 nm (a) and Δ=90 nm (b) (extracted from spectra shown in Figure 4:21 and Fig-
ure 4:23). All data were obtained at 10 K temperature under 300 µW excitation power. Black and 
red points in b) are integrated intensities of horizontally and vertically polarized excitonic emission 
components. 
Applying this procedure to the devices with Δ=0, Δ=90, Δ=120 and Δ=180 nm QD shifts, we clear-
ly observe the difference in exciton-CM0 coupling in both the integrated polarization-resolved in-
tensity as well as the corresponding DOLP spectra (Figure 4:26(a, b)). Devices with the QD at Δ=0 
and Δ=180 nm CM0 antinodes reveal very pronounced exciton-CM0 co-polarization at resonance. 
Devices with QD at the node (Δ=90 nm shift) and at the half maximum of the CM0 antinode 
(Δ=120 nm shift) reveal correspondingly very low or moderate co-polarization with CM0. This re-
sult is in good correspondence with the calculated CM0 field distribution (Figure 4:1).  
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Figure 4:26 DOLP (a) and polarization-resolved intensity (b) of excitonic lines for 0 nm, 90 nm, 
120 nm and 180 nm QD positions in an L3 PhC cavity versus detuning from resonance ? ? ???? 
obtained in several hundred of different devices for each QD position design. The red curves in the 
DOLP spectra serve as the guides for the eye. Corresponding spectra were obtained at 10 K temper-
ature under 300 µW excitation power. Black and red points in b) are integrated intensities of hori-
zontally and vertically polarized excitonic emission components. 
We were not able to see the impact of the difference in the exciton-CM0 overlap between the struc-
tures with Δ=0 and Δ=180 nm shifts. This is due to at least ten-fold enhancement of the emission 
rate through the CM0 (???? in comparison with the emission rate through the spontaneous decay 
channel (????). Thus, we assume the ratio between these decay channels as ? ? ???????? ? ? where ? 
is a rate between ? and ? polarized mode collection efficiencies.. Then, the degree of linear polari-
zation can be estimated as ???? ? ?? ??. Thus, the DOLP variance is proportional to the vari-
ance of the rate ?, that is, ????? ? ????. If we compare two very small ratios ?? and ?? where 
?? ? ?? ? ? then ????? ? ??? ? ?. Due to the high scattering of the DOLP data points it is 
hard to distinguish between DOLP values that are different by less than 0.2. However, we succeed-
ed in the probing of the CM zero field point, which is already a very challenging task. This 
achievement is possible due to the site- and spectral-control of our pyramidal QDs.  
At positive detuning, the intensity and DOLP data points show clear dominant horizontal polariza-
tion for all QD shifts Δ except Δ=90 nm. This s-shape behavior explained above was observed pre-
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viously in a single QD-PhC cavity system with Δ=0 nm[15]. Remarkably, this effect is quenched if 
the CM0-QD coupling strength is zero as clearly observed in DOLP of devices with Δ=90 nm shift-
ed QD (Figure 4:26(a)). Increasing the QD-CM0 overlap at the second CM0 antinode recovers the 
predominant horizontal excitonic polarization at the positive detuning, as can be seen in the emis-
sion of devices with Δ=120 nm and Δ=180 nm shifted QDs. As was noted before, this observation 
can be explained by the interference between spontaneous emission and emission through the CM. 
It could be assumed that reducing the QD-CM overlap would suppress exciton decay through the 
CM eliminating the interference effect between spontaneous and CM channels. However, the CM 
can still regain a photon emitted into free space by the exciton and vice versa. The result of such 
free space modes back action is complete suppression of the QD emission at the zero detuning point 
if the exciton-CM coupling strength is nearly zero. Therefore, the s-shaped suppression observed 
for Δ=90 nm could be due to phase ? ? ? ? or reduced spatial overlap?? for a QD shifted the CM 
node. 
4.4.2 Probing the spatial profile of the first excited CM1 mode 
We applied the procedure described above for probing the exciton-CM1 coupling efficiency. The 
first excited cavity mode CM1 has a different field pattern than the CM0 one (Figure 4:1). QDs 
shifted by Δ=0 and Δ=120 nm fall into the zero CM1 field points while Δ=90 nm and Δ=180 nm 
shifted QDs match the first and the second CM1 antinodes at their FWHM. Thus, we expect very 
low co-polarization for Δ=0 and Δ=120 nm QD shifts while Δ=90 and Δ=180 nm should provide 
much higher co-polarization with this mode. Figure 4:27 shows polarization-resolved and DOLP 
spectra obtained for Δ=180 nm QD shift. All these devices form a complete set of structures with 
the same PhC hole radii for square R2C3 providing the lowest exciton-CM1 detuning. For all of 
these devices the excitonic transitions are strongly co-polarized at resonance while their emission 
intensity is enhanced by ~1 order of magnitude. The CM0 peak is also visible at the lower energies 
revealing ~20 meV splitting between CM0 and CM1 (Figure 4:27(a)).  
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Figure 4:27 Polarization-resolved (a) and DOLP (b) spectra of structures with a single QD shifted 
by 180 nm from the PhC cavity center showing spectral scanning of the CM1 by single QD transi-
tions. Here detuning corresponds to ? ? ????. Spectra were obtained at 10 K under 300 µW excita-
tion power.  
For the structures with the Δ=90 nm, CM1 was much less visible than for Δ=180 nm shifted QD 
(Figure 4:28). It should be noticed that contrary to the devices with Δ=180 nm, we did not observe 
off-resonance CM0 emission for Δ=90 nm. Taking into account the nonzero QWR-CM spatial over-
lap for all QD shifts, suppression of off-resonant cavity mode emission directly confirms that only 
the QD transitions pump the cavity modes spectrally detuned by ~50 meV from QWR emission 
energy.  
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Figure 4:28 Polarization-resolved and DOLP spectra of structures with single QD shifted by 90 nm 
from the PhC cavity center. Only spectra with the most pronounced cavity mode emission were 
chosen. Here detuning corresponds to y ? ? ????. Spectra were obtained at 10 K under 300 µW 
excitation power. 
Figure 4:29(a, b) shows the integrated intensity for the two polarizations and corresponding DOLP, 
summarizing the effect of QD shift on the QD-CM1 coupling efficiency. We were able to identify 
only a few structures with Δ=0 shifted QD with CM1 spectral fingerprints, therefore just a few data 
points are available for structures with Δ=0 nm. Exciton-CM1 co-polarization was very low for this 
design as can be seen in the top panel of the Figure 4:29. Structures with Δ=90 nm and Δ=120 nm 
revealed very similar exciton-CM1 co-polarization with DOLP around 0.5, although in these struc-
tures CM1 modeling predicts different QD-CM1 overlaps (Figure 4:1). We assume that the high 
scattering of the data points hid the DOLP difference for these structure designs. Since the Δ=90 
and Δ=120 nm shifts put the QD between the CM1 node and antinode, these positions provide 
smaller difference in the QD-CM1 overlap in comparison with the structures having QD at the CM 
node and antinode (Δ=0 nm and Δ=90 nm (Δ=180 nm) in the case of the CM0). Thus, the scattering 
of DOLP points due to the PhC matrix disorder as well as the QD position fluctuations could over-
come the difference of the DOLP values of these devices. Devices with Δ=180 nm reveal the 
strongest co-polarization of the excitonic transitions with respect to CM1. This is expected, since 
the CM1 pattern is bunched at the edges of the PhC cavity, providing higher field amplitude for the 
second CM1 antinode as can be seen in Figure 4:1b).  
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Figure 4:29 DOLP (a) and polarization-resolved intensity (b) spectra of individual excitonic lines 
for Δ=0 nm, 90 nm, 120 nm and 180 nm QD positions in an L3 PhC cavity. Here detuning corre-
sponds to ? ? ????. The red curves in the DOLP spectra serve as guides for the eye. Corresponding 
spectra were obtained at 10 K under 300 µW excitation power. Black and red points in b) are inte-
grated intensities of horizontally and vertically polarized excitonic emission components. Off-
resonant CM0 peaks lead to the vertically polarized points in a) at around -25 meV detuning. 
4.5 Tuning the predominant horizontal polarization at positive exciton-CM 
detuning 
As was mentioned previously, QD transitions with sufficient QD-CM overlap show predominantly 
horizontally polarized emission at 2-5 meV positive detuning, thus revealing the s-shape like behav-
ior in the DOLP spectra as explained by the interference in the exciton direct and indirect decay 
channels. Paying attention to this interference process, we studied the effect of the QD position in-
side an L3 PhC cavity on this s-shape behavior. Interestingly, we observed s-shapes with nearly 
vanishing visibility for the QD shifted to the CM0 node. We proposed several mechanisms that 
could lead to this effect. This effect is remarkable since it further highlights the role of the CM in 
the appearance of the s-shape behavior. 
Figure 4:30(a, b) shows polarization-resolved and DOLP spectra obtained for structures with Δ=90 
nm. We chose here devices with QD excitons in between CM0 and CM1 assuring the positive de-
tuning of the excitons with respect to CM0. We did not observe s-shape behavior in these devices. 
??
?
?
???
???
???
???
??
?
?
??
???
???
???
??
??
???
??
???
???
???
???
????? ????? ????? ????? ? ???? ????
??
?
?
?????????????
????? ????? ????? ????? ? ???? ??????
?
???
???
???
??
?? ??
?
?
???
???
???
???
????
????
????
????
????
????
???????
????????
????????
??????
?????????????
?? ??
4.5 Tuning the predominant horizontal polarization at positive exciton-CM detuning?
?
? 149 
Instead, all excitonic transitions are almost perfectly unpolarized as can be seen in both the polariza-
tion-resolved and the DOLP spectra in Figure 4:30(a, b). Thus, we show unambiguously that the s-
shape is eliminated for structures with nearly zero CM-exciton coupling strength. 
 
Figure 4:30 Polarization-resolved (a) and DOLP (b) spectra of QDs placed at the first antinodes of 
CM0 (Δ=90nm). Spectra were obtained at 10 K under 300 µW excitation power. 
We obtained statistics of this effect from measurements of several tens of devices that have QD 
excitonic transitions between CM0 and CM1, that is, for the positive detuning from the CM0 (see 
Figure 4:31). Remarkably, we prove statistically that devices with important exciton-CM0 overlap 
(Δ=0nm) have a clear horizontal polarized emission at positive detuning while structures with very 
small excition-CM0 overlap (Δ=90 nm) reveal nearly zero vertical polarization of the excitonic 
transitions. This finding is robust against averaging over different devices that could potentially 
have nonzero fluctuations of the exciton-CM coupling strength. These fluctuations remain negligi-
ble due to high site-control precision of our QD structures as well as the control over the PhC hole 
size. 
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Figure 4:31 DOLP (a) and polarization-resolved intensity (b) for different QD shifts. Here detuning 
corresponds to the normalized detuning ???????????????? ?? ?
?????????
? ? between emission peaks and 
the center energy of CM0-CM1 doublet ?????????? . The red curves in the DOLP spectra (a) serve as 
guides for the eye. Corresponding spectra were obtained at 10 K under 300 µW excitation power. 
Black and red points in b) are integrated intensities of horizontally and vertically polarized excitonic 
emission components. 
Interestingly, the interference effect at the origin of the s-shape does not disappear if the exciton-
CM coupling strength nearly vanishes. Instead, the interference appears exactly in the resonance 
therefore the excitonic emission becomes predominantly horizontally polarized at zero detuning. 
Figure 4:32(a, b) show modeling of the exciton emission rates through vertically polarized free 
space modes and DOLP for a set of exciton-CM coupling strength values. This modeling is ob-
tained using the Wigner approximation as was discussed in the section 1.4.2.2. As the exciton-CM 
coupling strength approaches zero, the minimum of the exciton emission rate shifts to the zero de-
tuning point following the relationship ?? ????
??
? ?
?
??  as can be seen in Figure 4:32(a). For 
nearly zero coupling strength the excitonic transition is everywhere unpolarized except the small 
spectral region near zero detuning (Figure 4:32(b)). Therefore, even for vanishing exciton-CM cou-
pling the s-shape is conserved in the form of a DOLP dip at zero detuning (Figure 4:32(b)). 
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Figure 4:32 Calculated exciton decay rate (a) and DOLP (b) for a set of exciton-CM coupling 
strengths. 
However, in our experiments the s-shape almost completely vanished for the structures with nearly 
zero coupling strength (Figure 4:31). This discrepancy with the modeling can be explained by either 
changes in the phase ? between direct and indirect decay channels or lowering of the spatial over-
lap ? due to QD shifts. Another reason can be pure dephasing that can potentially reduce the visibil-
ity of the interference picture below resolution of our system. However, we cannot estimate the ef-
fect of pure dephasing as it is not accounted for by our model. It should be noted that in the section 
5.5.2 we will demonstrate the predominant horizontal emission of the QDs integrated with an L7 
PhC cavity having excitons at (spectral) resonance with a CM they do not couple with. These exci-
tonic transitions have identical optical characteristics including the pure dephasing as in the samples 
discussed in the present chapter. Since the possible explanation of this effect is the interference be-
tween direct and indirect exciton decay channel, we doubt that the vanishing of the s-shape for the 
90 nm QD shift appears due to pure dephasing processes. 
4.6 Conclusions 
In this Chapter we first discussed the expected difference between the polarization properties of 
charged and neutral excitons as well as the biexciton, which is crucial for mapping exciton coupling 
strength with an optical field. Using both time-resolved and polarization-resolved measurements, 
we investigated the Purcell enhancement of the QD emission positioned exactly at the first CM0 
antinode. We investigated the effect of the QD position inside the L3 PhC cavity on the exciton-CM 
coupling strength using the co-polarization effect. Relying on the high position and energy control 
of our QDs, we eliminated Purcell enhancement by positioning the QD exactly at the zero field 
point, and then recovered a high Purcell factor by shifting the QD further to the second CM0 anti-
node as was revealed by polarization-resolved measurements. In a similar manner we showed dif-
ference in coupling between the first excited CM1 and the excitonic transitions of differently shifted 
QDs. These observations were robust against statistical averaging over several hundreds of struc-
tures. We observed interference effects in the decay of the exciton-CM system leading to the pro-
nounced detuning dependence of the CM polarization (DOLP exchange) as well as to the vanishing 
of vertically polarized emission component of QD optical transitions (s-shape). These effects are 
successfully explained by the interference in the direct and indirect exciton decay channels, as sug-
gested by [43] and [186]. Varying the QD position, we suppressed the s-shape of the DOLP spectra; 
this effect is not yet fully understood. 
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Chapter 5 Coupling of site-controlled quantum 
dots systems to photonic crystal cavities 
5.1 Introduction 
Although some progress in deterministic integration of systems of semiconductor quantum dots 
(QDs) with photonic-confinement elements has been achieved using coupling of self-assembled 
QDs with different types of photonic cavities[36], [64], [66], [187], [188] control over position, 
energy and polarization of the QD systems is essential for the scaling up of this technology. Here, 
we demonstrate the deterministic radiative coupling of a system of four site-controlled pyramidal 
QDs[28] to prescribed modes of a photonic crystal (PhC) membrane cavity. The radiative coupling 
is observed in the co-polarization of the exciton and cavity lines, as well as in the Purcell enhance-
ment of the exciton decay time. 
5.2 Integration of QD- PhC L7 cavity structure 
5.2.1 Structure design and implementation 
Our designs for integrating multiple QDs with an L7 PhC cavity consists of two and four QDs de-
terministically positioned inside an L7 PhC cavity. We positioned two QDs at ±200 nm (along the x 
axis) from the L7 PhC cavity center (‘central’ position), targeting the best overlap between the fun-
damental mode CM0 and the QDs, as shown in Figure 5:1(a). Calculations of CM fields provided 
by Clement Jarlov (2D finite difference time domain, FDTD, method [171]) also predicted nonzero, 
nominally identical overlap between these 2 QDs and CM1 (and weak coupling to CM2). The struc-
tures with 4 QDs are shifted by ±200 nm (‘central’ position) and ±600 nm (‘side’ position) from the 
L7 PhC cavity center, respectively. These QDs exhibit different, but deterministic, spatial overlaps 
with the lobes of the three lowest order CMs, represented by their calculated near field patterns in 
Figure 5:1(b). Calculations predicted nearly equal overlap between all 4 QDs and CM1 antinodes, 
while CM0 has much stronger coupling with the central QDs and CM2 has much stronger overlap 
with the side QDs. 
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Figure 5:1 2D-FDTD calculated intensity patterns of the three lowest energy modes of an L3 PhC 
cavity (energies indicated). a) A device with 2 QDs. b) A device with 4 QDs. CM modelling is pro-
vided for PhC structures with hole radii r=60 nm and pitch a=200 nm [171]. 
5.2.2 Optical mode spectrum 
Figure 5:2 shows the measured PL spectra for two L7 PhC cavities containing four QDs each. The 
polarization-resolved spectra were obtained for devices with PhC nominal hole radii r≈62 nm and 
r≈64 nm. Although we expected only 3 CMs that can spectrally overlap with QD excitonic transi-
tions, as inferred from Figure 5:2 (a), typical spectra show up to 4 CMs (Figure 5:2(b)) with Q-
factors of around 1000-3000, as obtained from their off-resonant emission. The peaks labeled CM0-
3 are L7 PhC cavity resonances while other lines visible in the spectra represent excitonic transi-
tions of the QDs. These first 4 modes are vertically polarized (Figure 5:2(a, b)). The lowest energy 
modes CM0 and CM1 are separated at least by ~10 meV while CM2 and CM3 are separated by 
~25 meV, thus their interaction with excitonic transitions can be considered independently, since 
the exciton-CM coupling range is limited by phonon scattering processes to ~3 meV [72]. Energy 
separation between CM2 and CM3 significantly fluctuated as will be discussed in the following.  
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Figure 5:2 Polarization-resolved PL intensity and DOLP spectra showing the first four cavity modes 
CM0 – CM3. Spectra in a) and b) were obtained in devices with 4 QDs in the L7 PhC cavity with 
PhC hole radii r≈64 nm and r≈62 nm, respectively. T=10 K, 300 µW excitation power. No water 
vapor deposition was applied in this case. 
Figure 5:3 (a) shows the energy positions of the CM0-CM3 modes as a function of PhC hole size, 
acquired from ~100 devices with 4 QDs in the L7 PhC cavity. Depending on the device position 
with respect to the center of the QD array (see Figure 2:15), the central energy of the QD ensemble 
emission varied between 1.41 eV and 1.44 eV while the inhomogeneous broadening remained be-
low 10 meV. Thus, we were able to identify devices with ground state excitonic transitions in the 
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spectral vicinity of all first three CMs. We observed ~10 meV fluctuations of CM0 and CM1 reso-
nance energy, corresponding to fluctuations of PhC hole radius by ±1 nm. We attribute this imper-
fection to the precision of our fabrication procedure. While CM2-CM3 energy separation is 
~10 meV for the structures with the lowest hole radii (the lowest CM emission energy), CM2 and 
CM3 converge to a single CM at higher energies as can be seen in Figure 5:3(a). Luckily, CM2 is in 
resonance with QD transitions in devices with the smallest PhC hole radii providing at least 10 meV 
separation with respect to the other CMs. Therefore, all devices with CM2 coupled with the ground 
state excitonic transitions can be considered independently of the other CMs. 
 
Figure 5:3 Measured energies of the first four TE cavity modes (CM0-CM3) of the L7 PhC cavities 
versus PhC hole radius (a); and the energy separations of the CM1-CM3 modes with respect to the 
CM0 one versus the CM0. 
Figure 5:3(b) shows the energy of modes CM1-CM3 relative to the emission energy of CM0 as a 
function of the emission energy of CM0. The energy separation between CM0 and CM1-CM3 
slightly decreased for structures with higher energy of CM0, that is, for structures with larger PhC 
hole radii (Figure 5:3(b)). The CM0-CM1 energy separation fluctuates by a few meV while CM0-
CM2 and CM0-CM3 energy separations are much more dispersed as expected for higher energy 
confined levels. Although we did not find higher CMs in the energy region below 1.48 eV using 
this statistical study, additional CMs were observed at higher energies with respect to the CM3 by 
variations of the DOLP value of the QD excitonic transitions while they are tuned in and off reso-
nance with these modes (see section 5.5). These modes showed lower interaction with the QDs as 
well as lower quality factor, which leads to CM-exciton ‘bad cavity’ coupling regime, explaining 
their absence in the off-resonant emission of the QWR transitions (1.47-1.48 meV) and QD excited 
state (1.45-1.46 meV). 
5.3 Probing CM near fields with sets of QDs 
5.3.1 Probing the spatial distribution of CM0 
Devices with the two and four symmetrically positioned QDs provide a perfect playground for 
probing QD-CM spatial overlaps. Symmetrically positioned QDs provide twice as rich spectral 
structure in comparison with a single QD integrated with the L7 PhC cavity, increasing the possibil-
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ity of spectral overlap between excitonic transitions and prescribed CMs. In the following we 
demonstrate how designs presented in Figure 5:1(a, b) could be used for probing an overlap of L7 
PhC cavity modes with point dipoles at deterministic positions. 
Figure 5:4(a, b) shows typical polarization-resolved PL and DOLP spectra measured for devices 
with two QDs (±200 nm shifts, “central” QD position) integrated with the L7 PhC cavity. Panels in 
Figure 5:4(a) show polarization-resolved spectra obtained in devices with increasing PhC hole radii 
from 60 to 64 nm. We used very high excitation power in order to saturate the QD excitonic transi-
tions and provide sufficient pumping of all CMs, to increase the signal to noise ratio of our CMs 
strongly highlighting their positions. 
Mainly CM0 and CM2 are visible in these spectra while the intensity of the CM1 and CM3 modes 
are negligible, providing qualitative measure of the CM0-CM3 coupling with ‘central’ QDs. While 
the apparent ‘central’ QD coupling with CM0 is in good correspondence with the calculations of the 
near field pattern (Figure 5:1), higher order modes show unexpected behavior. According to the 
calculated CM1 pattern, it should be well coupled with both ‘central’ and ‘side’ QDs (Figure 5:1). 
However, QD excitons in resonance with the CM1 showed very weak co-polarization effect. More-
over, this mode is much weaker in resonance than the off-resonance emission of the CM0 as can be 
seen in several spectra in Figure 5:4(a). Thus, we conclude that direct coupling of excitonic emis-
sion to the free-space modes is much stronger than the coupling to the CM1. 
According to the calculations of the near field pattern of CM2 ‘central’ QDs slightly overlap with 
weak CM2 antinodes at ±200 nm (Figure 5:1(a)). However, this mode is well visible in the polariza-
tion-resolved and DOLP spectra in Figure 5:4(a, b)). Additional mode CM3 is very weak in all 
spectra thus we also conclude that this mode has very small coupling with ‘central’ QDs that is a 
sign of the small CM3 electrical field amplitude at ±200 nm of the L7 PhC cavity. Interestingly, this 
observation correspond to the modeling of the second excited mode (‘CM2’) as can be seen Figure 
5:1(a). 
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Figure 5:4 Polarization-resolved PL (left) and DOLP (right) spectra of L7 PhC cavities containing 2 
QDs shifted by ±200 nm from the cavity center. Nominal PhC hole radii increase, from top to bot-
tom, from 60 to 64 nm with 1 nm step, providing systematic CMs shift to the higher emission ener-
gies by ~6 meV steps.  
We probe ‘side’ QD coupling with the L7 PhC CM0-CM3 using 4 QD in L7 PhC cavity devises 
(Figure 5:1). These structures with 4 QDs positioned at ±200 nm and ±600 nm from the L7 PhC 
cavity center provided much better pumping of the CM1 and CM3 then 2 QD in L7 PhC cavity 
structures as concluded from polarization-resolved measurements. Figure 5:5(a, b) shows polariza-
tion-resolved and DOLP spectra of 4 QD in L7 PhC cavity structures with well visible CM0-CM3 
peaks. These spectra were obtained in 5 devices with nominal PhC hole radii varying between 60 
nm and 64 nm from top to bottom panel. Higher intensity of the CM1 and CM3 in polarization-
resolved spectra of structures with 4 QDs (Figure 5:5(a)) than with 2 QDs (Figure 5:4(a)) in L7 PhC 
cavity highlights better coupling of these modes to the ‘side’ than with ‘central’ QDs. It can be seen 
that CM2 and CM3 converge to the same energy position as was already shown in Figure 5:3(b). 
This effect was not observed in calculations since only a single mode was observed at the CM2-
CM3 energy region. We assume that it can be attributed to fabrication disorder. 
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Figure 5:5 Polarization-resolved PL (left) and DOLP (right) spectra of L7 PhC cavities containing 4 
QDs shifted by ±200 nm (‘central’ position) and ±600 nm (‘side’ position) from the cavity center. 
Nominal PhC hole radii increase, from top to bottom, from 60 to 64 nm with 1 nm step providing 
CMs shift to the higher emission energies by ~6 meV steps.  
All devices revealed predominantly horizontal polarization in-between modes as can be seen in 
DOLP spectra in Figure 5:5. We assume that this effect is caused by the same interference process 
as in case of the single QD coupled to the CM (section 4.5). In case of 4 QDs it is hard to predict 
the phase between the QD excitonic emission through spontaneous decay channel and through dif-
ferent CMs. Therefore, we expect predominant horizontal polarization appearing at different detun-
ing sign for different QD positions as well as for different CMs. 
Using the same type of statistical study previously applied for a single QD in L3 PhC cavity 
(Chapter 4) we proved the difference in CM pumping between 2 and 4 QDs in the L7 PhC cavity. 
Figure 5:6 shows the DOLP and polarization-resolved intensity of different emission lines as a 
function of spectral position with respect to the average of CM0 and CM2 (a, b), and to the average 
of CM0 and CM1 (c, d). For this purpose, we integrated the intensity of each excitonic transition in 
a 500 µeV window as described before (section 4.4). We normalized the energy axis for each ana-
lyzed spectra in such a way that a chosen pair of CMs always falls at the same energy positions. For 
example, in Figure 5:6(a, b) we extracted the mean energy of all CM0 and CM2: ??????????  from 
the energy of excitonic transitions. Thus, the zero point in Figure 5:6(a, b) corresponds to the ener-
gy position of the CM0 and CM2 doublet center. Then we multiplied the energy of all excitonic 
transitions by the scaling factor ??? ? ??????????????????  providing an efficient detuning defined as 
?????????
????????? ?? ?
?????????
? ?. Thus, CM0 and CM2 always fall at the same energy points, reducing 
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scattering of polarization-resolved intensity and DOLP data due to uncertainty in CM0-CM2 sepa-
ration energy. The same procedure was applied for the CM0 and CM1 in Figure 5:6(c, d) providing 
???????? ? ?????????????????? ?? ?
?????????
? ?. This normalization did not significantly change detuning 
of excitonic transitions in real energy units since deviation of the energy difference between CM0 
and CM1 as well as CM0 and CM2 was much smaller then the mean value of energy difference 
between these modes themselves. 
DOLP in resonance with CM0 and CM2 was as high as 90% revealing predominant excitonic emis-
sion through these cavity modes. In Figure 5:6(b) vertically polarized intensity points are signifi-
cantly enhanced in the resonance with the CM0 and CM2 while horizontally polarized intensity 
points are suppressed due to predominant excitonic emission through the CM0 and CM2. At the 
same time CM1 was almost uncoupled with QD excitonic transitions. DOLP value in resonance 
with CM1 was lower then 50 %. Therefore, we conclude that the emission through the CM1 was 
lower then the spontaneous emission rate suppressed by the PhC environment. This can be also seen 
in the spectra formed by polarization-resolved intensity points (Figure 5:6(b)). Both horizontal and 
vertical emission components of the excitonic emission have similar value. Just a few structures 
revealed CM3 peak in the polarization resolved spectra revealing its low coupling efficiency with 
‘central’ QDs. 
 
Figure 5:6 Polarization-resolved intensity (b, d) and DOLP (a, c) of individual lines extracted from 
polarization-resolved spectra measured in ~100 L7 PhC cavities containing 2 QDs (±200 nm, ‘cen-
tral’ position). Energy scale is normalized to the CM0-CM2 difference in a, b and to the CM0-CM1 
transition in c, d (see text). These spectra were obtained at 10 K under 300 µW excitation power (all 
QDs were excited).  
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Clear s-shape behavior as discussed in Chapter 4 is visible for QD transitions in spectral vicinity 
with CM0. QD transitions at energies lower than CM0 are unpolarized (Figure 5:6(a, c)) while 
DOLP of transitions at energies higher than CM0 dropped very fast to the ~-0.5 value (Figure 5:6(a, 
c)). Emission of the excitonic transitions in-between CMs revealed predominant horizontal polariza-
tion as can be seen in Figure 5:6(a, c). That can be explained by the superposition of the different s-
shapes induced by CM0-CM3.  
Figure 5:7 shows DOLP and polarization-resolved intensity of different emission lines as a function 
of spectral position with respect to CM0-CM1 (a, b), CM0-CM2 (c, d) and CM1-CM2 (e, f) dou-
blets, in structures with 4 QDs in the L7 PhC cavity. Here, we applied similar normalization proce-
dure as described above. These structures revealed much stronger co-polarization effect between 
CM1 and excitonic transition (Figure 5:7(a, b)) than in Figure 5:6, revealing better coupling of the 
‘side’ QDs with CM1 then the ‘central’ QDs. This difference in coupling leads to the very big scat-
tering of the DOLP points as can be seen in Figure 5:7(a). In the resonance DOLP of excitonic 
emission varied from almost zero to the nearly 80 % as expected taking into account that these 
structures contain QDs positioned at both ‘bad’ and ‘good’ coupling positions at ±200 nm and 
±600 nm from the L7 PhC cavity center. 
The strongest co-polarization was observed for excitonic transitions in resonance with CM0 and 
CM2 as can be seen in Figure 5:7(с, e) while polarization resolved intensity points in Figure 5:7(d, 
f) show strong absolute intensity enhancement in the resonance with these modes. That is due to the 
high (300 µW) power level used in this experiment, above the saturation limit of QDs grown in 
bulk GaAs. Simultaneous suppression of horizontal emission and enhancement of vertical emission 
highlights the predominant excitonic decay through vertically polarized emission modes. 
Interestingly, we observed two minima in DOLP points between CM1 and CM2 as can be seen in 
Figure 5:7(e). These minima can be either a result of the s-shape induced by multiple CM structure 
or a fingerprint of an additional (low-Q) mode in-between CM1 and CM2. Just a few structures 
have QD excitons in resonance with CM3, revealing very big scattering of the data points since the 
CM3 was detuned to the higher energies with respect to the excitonic emission energy. Therefore, 
we investigated CM3 coupling with ‘side’ and ‘central’ QDs using water vapor condensation tech-
nique as will be discussed in the following. 
5.3 Probing CM near fields with sets of QDs?
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Figure 5:7 Polarization-resolved intensity (b, d, f) and DOLP (a, c, e) of individual lines extracted 
from polarization-resolved spectra measured in ~100 L7 PhC cavities containing 4 QDs (±200 nm 
and ±600 nm, ‘central’ and ‘side’ positions). Energy scale is normalized to the CM0-CM1 differ-
ence in a, b; to the CM0-CM2 transition in c, d and to the CM1-CM2 transition in e, f (see text). 
The red line in e) is a guide to the eye. These spectra were obtained at 10 K under 300 µW excita-
tion power (all QDs were excited).  
In conclusion, we qualitatively probed CM0-CM3 mode overlap with QDs at two well-defined po-
sitions (±200 nm and ±600 nm from PhC center) using the deterministic positioning of site-
controlled pyramidal QDs. We identified the best CMs of an L7 PhC cavity for coupling excitonic 
transitions of these 4 QDs. We observed a clear discrepancy between experimental and calculated 
CM structure of the L7 PhC cavity not only in the spectral domain but also for the CM near field 
pattern using site-controlled QDs as the point dipole probes. In particular, CM1 was expected to 
provide efficient coupling with all 4 QDs positioned at around ±200 nm and ±600 nm from the L7 
PhC cavity center, being in close proximity to its antinodes. However, ‘center’ QDs (±200 nm) 
show stronger coupling to the free space modes than to the CM1, while ‘side’ QDs (±600 nm) show 
moderate coupling with this mode. At the same time, CM2 coupled with all 4 QDs while theoretical 
modeling predicted coupling with only ‘side’ QDs. In the following we will focus on the study of 
the coupling between 4 QDs and CM0-CM3 for selected structures. 
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5.4 Four QD-excitons coupled to the same PhC cavity mode 
5.4.1 Identification of individual QDs in spectra using spatial scanning technique 
Among all devices we could identify several structures with the CM2 coupled to the 4 QD excitonic 
transitions. Figure 5:8(a, b) shows two such devices with 4 QDs in L7 PhC cavity having all 4 QD 
excitons coupled with the CM2. The QDs are positioned as shown in Figure 5:1(b). These structures 
have very similar exciton emission energies (~5 meV spread of different QD excitonic transitions) 
and the same (nominal) PhC hole radii r≈61 nm. Both structures had strong excitonic co-
polarization with the CM2 on both sides of the CM resonance without revealing any s-shape behav-
ior. This fact is remarkable since it reveals that the interference between spontaneous decay channel 
and decay channel through the CM2 (see section 1.4.2.2) is negligible. This can be a result of the 
phase between spontaneous emission and emission through the CM2 being close to π/2. In this case, 
π phase flip does not change constructive to destructive interference conditions when CM2-exciton 
detuning changes sign [43]. 
 
Figure 5:8 Polarization-resolved and DOLP spectra of two structures containing 4 QDs in the L7 
PhC cavity having all excitonic transitions coupled with the same CM2. Structures ‘A’ (a) and ‘B’ 
(b) are adjacent structures on the sample, corresponding to the same nominal PhC hole radius 
r≈61 nm. 
We chose structure ‘A’ for studying CM2 coupling with excitonic transitions of 4 different QD ex-
citons since this structure shows more than 10 meV CM2-CM3 separations, thus coupling of the 
QD excitons with CM2 can be considered independently from the coupling with CM3. Quantitative 
probing of different QD coupling with the same CM needs assigning of each excitonic transition 
observed in polarization-resolved spectra to its corresponding QD. The low-temperature photolumi-
nescence (PL) spectra of the different QDs in the system were identified by scanning the ~1µm-
wide excitation laser spot across the sample, which was mounted on a high-precision (50 nm) mo-
torized XY stage. Figure 5:9 shows an example of such polarization-resolved and DOLP spectra ac-
quired with excitation at four different spot positions along the PhC cavity (labelled by Xspot). The 
intensity variations in each spectrum observed with varying excitation position allow identification 
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of the different QDs in the system. The maximum (V-polarized) DOLP value allows us to estimate 
spectral position of CM2.  
 
Figure 5:9 Polarization-resolved and DOLP spectra at different excitation spot positions of structure 
A of Figure 5:8. The spectral position of CM2 is marked in a). Xspot corresponds to the ? coordinate 
of the point on the line ? ? ? in Figure 5:1. 
 
The scanning-PL spectra are summarized in Figure 5:10, which shows the integrated intensity of 
each PL peak, displayed on a brightness scale, as a function of energy and excitation position. Each 
of the four QDs is thus identified in the PL spectra. In addition to the excitonic transitions, biexci-
tonic transition ‘QD2 XX’ of QD2 is also visible as was identified by its power dependence as well 
as the opposite FSS splitting of this transition with respect to its excitonic counterpart ‘QD2 X1’. 
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Figure 5:10 Spatial and spectral scanning map of the 4 QD emission of structure ‘A’ (intensity on 
the graded color saturation scale; each color is separately normalized to its peak value). The spec-
trum at the bottom is taken at the cavity center, with linear intensity Y scale. The same QD labelling 
is used in all figures below. CM2 is in direct resonance with QD4 X3 and QD1 X1 emission lines 
(Figure 5:9(a)). 
 
CM2 is identified based on the energy position expected for the PhC hole radii r≈61 nm as shown in 
Figure 5:3(a) as well as by its energy variations with water vapour condensation and temperature 
variation. Figure 5:11(a) shows the polarization-resolved spectra obtained at intermediate water 
vapour condensation conditions at T=10 K and excitation power P=300 µW. This condensation 
shifted CM2 to lower energies by ~5 meV, while the QD optical transitions remain at the same en-
ergy positions. CM3 is also visible at higher energies as indicated in both polarization-resolved and 
DOLP spectra in Figure 5:11(a, b). Thus, CM redshifts induced by condensation allows us to clear-
ly identify the CM2 and CM3 peaks. The most intense excitonic transition is the one that is coupled 
to CM2 as can be seen by comparing the polarization-resolved spectra shown in Figure 5:9(a) and 
those in Figure 5:11(a). This is expected since the P=300 µW excitation power is above saturation 
limit of the QD positioned in bulk GaAs. 
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Figure 5:11 Polarization-resolved (a) and DOLP (b) spectra at different excitation spot positions as 
well as the spatial-spectral scanning map in c). All measurements were obtained at T=10 K, 
P=300 µW and intermediate water vapour condensation leading to ~5 meV CM2 red shift. 
 
Figure 5:11(c) shows the spatial-spectral map acquired after the water vapor deposition step de-
scribed above. Additional peaks enhanced by the presence of CM2 are now visible at lower energies 
with respect to the main excitonic transitions. We attribute these transitions to charged exciton 
complexes of QD1 and QD2. Taking into account only the most pronounced QD transitions, the 
resulting decomposed individual QD spectra are displayed in Figure 5:12. All transitions fall within 
a 5 meV wide range, allowing their coupling with CM2 through the phonon-mediated coupling 
mechanism[72]. These individual QD spectral lines were extracted from PL spectra acquired with-
out water condensation.  
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Figure 5:12 Individual excitonic transitions of each QD of structure ‘A’. The same QD labelling is 
used in all figures below. The decomposition of the excitonic lines corresponds to the spectrum 
shown as the black solid line in Figure 5:10 using spatial scanning data shown in Figure 5:10 and 
Figure 5:11. 
5.4.2 Identification of the QDs corresponding to the different optical transitions using spectral 
diffusion 
As was discussed before, our QDs may suffer from the spectral diffusion, and this effect was also 
observed in our 4 QDs in the L7 PhC cavity structures. Remarkably, this effect was very rare. Dur-
ing ~400 hours of measurements of this structure this effect was observed 6 times and lasted less 
then 5 min. We did not observe any correlation with experimental parameters as temperature, exci-
tation conditions or cooling procedure. Thus, we assume that this spectral diffusion processes could 
be caused by a metastable state of the charge centers in the vicinity of the 4 QD ensemble of the 
structure ‘A’. 
Although spectral diffusion is an unwanted process that can affect polarization-resolved measure-
ments, it can be useful in identification of lines corresponding to the same QD. Thus, we supported 
our spatial scanning technique by searching for spectral diffusion of different QDs. In structure A, 
only a single QD revealed spectral diffusion during a measurement session and therefore we could 
easily correlate excitonic transitions corresponding to the different QDs. Figure 5:13 shows a set of 
spectra obtained sequentially with integration time ???? ? ??? and spectrometer dead time 
????? ? ???. In these spectra, excitonic transitions of QD1 revealed clear spectral diffusion while 
the positions of excitonic transitions of QD2, QD3 and QD4 remained unchanged. QD3X3 transi-
tion is in resonance with the CM2, thus we labeled this peak as ‘CM2’. 
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Figure 5:13 Time-resolved spectra showing spectral diffusion of QD1 plotted using linear (a) and 
logarithmic (b) intensity scales. In the logarithmic scale (b) additional spectral features as a low-
energy tail (low-E tail) and excited state transitions appear at the first seconds of the spectral diffu-
sion process. 
 
Interestingly, QD1 spectrum revealed bistability. At the beginning of the experiment, that is, before 
spectral diffusion started, spectrum of QD1 consisted of 2 intense transitions, ‘QD1 Met.’ and ‘QD1 
X1’ as shown in the bottom panel of Figure 5:14. After stabilization of spectral diffusion process 
shown in Figure 5:13 the ‘QD1 Met.’ vanished while ‘QD1 X1’ slightly shifted in energy (Figure 
5:14). Spectra in Figure 5:14 were obtained with excitation spot position at QD1 and at excitation 
power much below the saturation limit of these QDs, thus we assign optical transitions visible in 
these spectra to excitonic transitions of these 4 QDs. The metastable line ‘QD1 Met.’ appeared in 
the spectrum from time to time, with no correlation to the sample cooling-down procedure.  
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Figure 5:14 PL spectra before (bottom) and after (top) spectral diffusion of QD1 lines shown in 
Figure 5:13. 
 
During another spectral diffusion event we observed fluctuations of the energy position of the QD2 
optical transition ‘QD2 X1’. ‘QD2 X1’ was identified as a neutral excitonic transition using its pow-
er dependence as well as the clear FSS splitting. After we started to observe fluctuation of the 
‘QD2 X1’ line, we immediately cut off the excitation laser. After that we simultaneously unblocked 
the excitation laser beam and started recording the spectral diffusion process with integration time 
???? ? ??? and spectrometer dead time ????? ? ???. Excitonic transition ‘QD2 X1’ fluctuated during 
~1 min and then stabilized and never revealed spectral diffusion again during subsequent measure-
ments. The emission energy of QD1, QD3 and QD4 once again remained unchanged, confirming 
the correct QD-exciton assigning. 
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Figure 5:15 Time-resolved spectra showing spectral diffusion of QD2, plotted using linear (a) and 
logarithmic (b) intensity scales. 
 
Thus, we observed spectral diffusion processes that allowed confirming the correctness of QD-
exciton assigning obtained with the spatial scanning technique. Additionally, this demonstrates the 
local nature of the charging processes revealed by the spectral diffusion of only a single QD out of 
four QD separated by 400 nm from each other.  
5.4.3 Identification of excitonic transitions using power dependence 
In order to identify the type of excitonic transitions coupled with CM2 we studied power depend-
ence of optical transitions observed in ±5 meV detuning range from CM2 (in structure A). Figure 
5:16 shows polarization-resolved and DOLP spectra of the 4 QD optical transitions coupled with 
CM2, obtained at several excitation powers. Excitonic transitions of QD2 and QD3 show clear FSS 
splitting typical for the neutral excitonic transitions. Interestingly, excitons of QD2 and QD3 have 
transitions nearly perfectly aligned along ‘H’ and ‘V’ polarization axes, respectively. Thus, the 
~100-150 µeV FSS-marked excitons produced clear fingerprints in the DOLP spectra in Figure 
5:16. 
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Figure 5:16 Polarization-resolved (left) and DOLP (right) spectra at several excitation powers 
(structure A). No water vapor condensation was applied. 
 
At low excitation power, all excitonic transitions independently of the detuning conditions, have the 
same emission intensity as can be seen in the bottom polarization-resolved spectra of Figure 5:16 
(P=40 µW). However, transitions detuned from the CM are saturated faster with increasing excita-
tion power then optical transitions at resonance with the CM. Thus, at higher excitation power, 
emission intensity of the optical transitions at resonance is significantly higher than the intensity of 
the detuned transitions. In particular, neutral excitonic transitions ‘QD2 X1’ and ‘QD3 X1’ are 
around one order weaker than the intensity of ‘QD1 X1’ and ‘QD4 X3’ that are in direct resonance 
with the CM2. 
Saturation of the neutral excitonic transitions ‘QD2 X1’ and ‘QD3 X1’ leads to the formation of the 
biexcitonic complexes ‘QD2 XX’ and ‘QD3 XX’. These transitions have opposite sign of the FSS 
splitting as can be seen in bottom panel of the DOLP spectra in Figure 5:16 for neutral exciton 
‘QD3 X1’ and biexciton ‘QD3 XX’. The FSS structure of the QD2 biexciton is not visible in these 
spectra due to the proximity of the ‘QD4 X3’ transition enhanced by CM2. However, the FSS struc-
ture of both neutral exciton ‘QD3 X1’ and biexciton ‘QD3 XX’ is well visible in the DOLP spectra 
shown in Figure 5:17. This figure shows polarization-resolved as well as the DOLP spectra obtained at 
several excitation powers in the same structure A but with water vapor condensed inside the PhC 
holes. This condensation led to ~5 meV shift towards positive detuning from CM2 of all main tran-
sitions. Remarkably, no s-shape profile was observed in the DOLP spectra, leading to co-
polarization of the QD excitons detuned less than 5 meV from the CM2 independently of the detun-
ing sign. This is contrary to the results obtained with the single QD in L3 PhC cavity (section 4.3.4) 
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or with CM0 coupled with the ‘central’ QDs (QDs shifted by ±200 nm from the L7 PhC cavity cen-
ter) as can be seen in Figure 5:7(a) in statistical manner for several hundreds of structures and in  
Figure 5:29(a) below for a single structure.  
 
Figure 5:17 Polarization-resolved and DOLP spectra of structure A at several excitation powers, 
T=10 K. Intermediate water vapor condensation was applied. 
 
The power dependence of the spectral features of structure A with water vapor deposition (as for 
Figure 5:17) is summarized in Figure 5:18 (a-d). Excitonic transitions of ‘side’ QDs ‘QD1 X1’, 
‘QD4 X3’ and ‘central’ QDs ‘QD2 X1’, ‘QD3 X1’, shown in Figure 5:18(a, b), revealed slightly 
superliner power dependence with power-law exponents ~1.4 and 1.1, respectively, under above 
barrier excitation. Line CM2 had two exponents, with a quadratic power dependence at low power, 
since it is coupled to both lower energy transitions visible as additional peaks superimposed with 
the CM2 peak in the polarization-resolved spectra of Figure 5:17. After saturation of these peaks, 
CM2 is mainly populated by the excitonic transition ‘QD2 X1’, returning of an exponent of 1.2. 
Biexcitonic transitions reveal nearly quadratic power dependence as shown for ‘QD3 XX’ in Figure 
5:18(d).  
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Figure 5:18 Power dependence (log-log plot) of the intensity of the vertically polarized emission of 
several optical transitions visible in the polarization-resolved spectra in Figure 5:17. 
 
Thus, we distinguished between single and bi-excitonic transitions using their power dependence, 
confirming that excitonic transitions of the QD1-4 are dispersed by less then 5 meV. Such a small 
scattering of the excitonic energy allowed coupling of all 4 QD excitons with the same CM through 
phonon mediation. 
5.4.4 Evidence for 4 QD excitons coupling with the same optical mode revealed by co-
polarization 
Figure 5:19(a) shows the temperature dependence of the V-polarized emission spectra. Increasing 
sample temperature we sequentially coupled excitonic transitions of all 4 QDs. Although we used 
the same excitation power level, relative intensity of the uncoupled excitonic transitions significant-
ly decreased with increasing T. We attribute this effect to the temperature induced population of the 
higher QD energy levels that are shifted by ~10 meV from the excitonic states (see Figure 5:17). 
Higher energy excitonic transitions have around one order of magnitude faster emission rate, so 
they dominate at higher sample temperatures. Taking into account the emission rate enhancement 
due to the Purcell effect, this transition temperature is expected to be higher for the excitonic transi-
tions coupled with CM2. Thus, coupling with CM2 postpones the temperature induced excitonic 
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emission losses. However, these processes do not affect DOLP (Figure 5:19(b)) as was shown pre-
viously, allowing us to use this parameter for CM-exciton coupling characterization.  
 
Figure 5:19 Co-polarization of QD emission with the CM at different temperatures: (a) spectra of V 
polarized emission spectra (H component is much weaker). (b) Corresponding degree of linear po-
larization (DOLP) spectra. Main excitonic transitions of the QDs are indicated by the same symbols 
as in Figure 5:10. An example of fitting of polarization-resolved resolved spectra: (c) V polariza-
tion, (d) H polarization. Narrow lines correspond to the theoretical model discussed in the text while 
grey broad lines are experimental spectra. 
 
The excitonic transitions observed in the polarization-resolved spectra (Figure 5:19(a)) were fitted 
using Lorentzian line shapes as shown in Figure 5:19(c, d). Different FSS components of neutral 
excitonic transitions ‘QD2 X1’ and ‘QD3 X1’ were fitted with different Lorentzian lines. The lin-
ewidth of the different excitonic transitions are summarized in Table 5:1. Interestingly, we repeat-
edly observed broader excitonic transitions of the ‘side’ QDs while excitonic transitions of the ‘cen-
tral’ QDs have nearly resolution limited linewidth, that is, ~80 µeV. 
 
 QD1 QD2 QD3 QD4 
X1 Met. X1 X2 X1 X2 X1 
FSSV FSSH FSSV FSSH 
FWHM [µeV] 185 345 115 150 135 90 105 210 200 
Table 5:1?Excitonic linewidth extracted from the fitting procedure shown in Figure 5:19 (c, d). 
6 K
38 K
46 K
T=58 K
1.434 1.438 1.442 1.446
0  
0.8
0  
0.8
0  
0.8
0  
0.8
Energy [eV]
In
te
ns
ity
 [a
.u.
]
 
 
1.434 1.438 1.442 1.446
0   
1   
0   
1   
0   
1   
0   
1   
Energy [eV]
D
O
LP
 
 
a) b)
6 K
38 K
46 K
T=58 K
QD2 X1
QD1 
X1
QD3 X1
QD2 X2
QD4 
    X2
QD4 X3
CM2
1.438 1.44 1.442 1.444 1.446
In
te
ns
ity
 [a
.u.
]
0   
200 
400 
600 
800 
1000
1.438 1.44 1.442 1.444 1.446
In
te
ns
ity
 [a
.u.
]
0  
50 
100
150
200
QD2
X1
QD2
X1
QD4 
    X2
QD4 X3
QD1 
X1
QD3 X1
QD2
X2 QD2
X2
QD3 X1
QD1 
X1
QD4 
    X3QD4 
    X2
V pol
V pol H pol
QD1
Met.
T=10 K T=10 K
c) d)
Spectrum
Σ Li QD2
QD1
QD4
QD3
Energy [eV] Energy [eV]
Spectrum
Σ Li QD2
QD1
QD4
QD3
QD1
Met.
Chapter 5 Coupling of site-controlled quantum dots systems to photonic crystal cavities?
?
?174 
At higher temperatures ‘QD1-X1’, ‘QD2 X1’, ‘QD4 X1’ and ‘QD4 X2’ tune away from the CM and 
their DOLP decreases, while other transitions (QD2-X2 and QD3-X1) tune into resonance, also dis-
playing increasing DOLP up to 0.98. At 38K, we can distinguish clearly the peak corresponding to 
CM2, showing a quality factor Q≈2500. Thus, the DOLP serves as a measure of the exciton-CM 
coupling. This is summarized in Figure 5:20, where we plot the DOLP for all observed excitonic 
transitions (at several temperatures) as function of the energy detuning from CM2. The DOLP re-
mains positive for all detuning values shown, as explained by effects of phonon scattering and pure 
dephasing for the single QD-CM case[72], [167] 
 
 
Figure 5:20 Summary of the DOLP values for all observed excitonic transitions at different temper-
atures, versus detuning energy. Dashed lines correspond to the theoretical model discussed in the 
text. 
The experimental results were interpreted in the framework of a Jaynes-Cummings model including 
Lindblad terms in the Hamiltonian, accounting for pure dephasing and phonon scattering [167], 
[189]. Following the procedure found suitable for the case of single QD-CM coupling [167], we 
calculated the DOLP of the equivalent two-level system as a function of detuning using the same 
system parameters as for QD2 in Table 1 of reference 14, except for the cavity decay rate, set here 
to κ=600µeV, and the two-level system pure dephasing rate, set here to γd=165µeV. The obtained 
DOLP values versus detuning are shown by the curves in Figure 5:20 with the exciton-photon cou-
pling parameter g as a parameter. Comparison with experiment suggests coupling values of g~70-
100µeV, in agreement with our findings for a similar single QD-CM system [167]. This favourable 
comparison between experimental and simulated DOLP curves establishes a range of a few meV of 
detuning in which phonon exchange and pure dephasing allow radiative coupling manifested by 
CM-X co-polarization. This allows effective coupling of several QD excitons to the same CM, in 
spite of their dispersion in energy of a few meV. 
5.4.5 Enhancement of decay rates of 4 QD excitons coupled with a CM 
The effect of CM2 coupling on the dynamics of the 4 QD system was investigated using time-
resolved PL spectroscopy. Tuning the CM2 using water vapour condensation, in addition to tuning 
by temperature variations, extended the range of QD-CM2 detuning. Figure 5:21 shows time-
resolved PL traces of the QD4-X2 transition tuned into resonance with the CM, being almost totally 
V-polarized, and for the off-resonance (-3meV detuning) QD2-X1 exciton (T=10K, with condensa-
tion). The decay time of the tuned QD exciton is reduced with respect to the detuned one. The de-
tuned transition shows much longer (≈2.2 ns) decay time (possibly limited by non-radiative pro-
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cesses) for H-polarized emission, due to smaller coupling of the H-polarized dipole moment with 
the CM electric field.  
 
Figure 5:21 Time-resolved PL decay traces for V-polarized transitions (red and green) and H-
polarized transition (black) for two spectral lines of the system; QD4X2 transition is in resonance 
with CM2 (structure A, with condensation). 
  
Figure 5:22 summarizes the measured decay times for the observed excitonic transitions versus 
CM2 detuning. Minimum decay times of <0.5ns are observed near zero detuning. The measured 
decay rates of the excitonic transitions versus detuning follow the trend previously observed for a 
single QD in L3 PhC cavity[190], as modelled by the dashed curves in Figure 5:4(с). In this case we 
used cavity decay rate κ=600µeV, pure dephasing rate γd=165µeV and QD lifetime in the bulk τ0=1 
ns as parameters extracted from PL measurements with an estimated Purcell factor FP=17. Here, the 
QD decay rate g = 1/tleak + 1/tnrad is used as the fitting parameter, where τleak is the QD lifetime in the pho-
tonic bandgap and τnrad is the nonradiative decay rate. Good agreement with experiment is obtained 
for 0.45<g<1 ns-1, which is close to the corresponding best-fit decay rate of a single QD in the pho-
tonic bandgap of an L3 PhC cavity[190]. We thus conclude that all four QDs exhibit a Purcell dy-
namic effect with respect to the same CM, further supporting the coupling of the entire QD system 
to the same cavity mode. 
 
Figure 5:22 Summary of decay times of different QD transitions in structure A as function of the 
CM2 detuning for V-polarized emission. Data points are marked as follows: no mark: 10K; sur-
rounding ellipse: 40K; grey ellipse: 10K with condensation. For comparison, two values for H-
polarized emission are shown at the top. 
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In conclusion, we demonstrated the simultaneous coupling of a system of four site-controlled QDs 
with a single optical mode of an L7 PhC cavity. This (weak) coupling was confirmed by both the 
co-polarization and the reduced lifetime of the QD excitonic transitions within ±3 meV detuning off 
the CM energy. Comparison with a two-level system model indicates that this finite detuning range 
is brought about by both pure dephasing phonon scattering effects. 
5.5 Probing coupling of different modes using water vapor condensation 
Our site-controlled QDs provide an excellent system for probing near field pattern of a prescribed 
CM, as was shown in Chapter 4 for a single QD deterministically positioned inside an L3 PhC cavi-
ty. Here, we describe probing the CM0-CM3 patterns to the differently positioned QDs. For this 
purpose we used 4 QD in L7 PhC cavity structures with QDs shifted by ±200 nm and ±600 nm 
from the cavity center. Using water vapor condensation, we were able to couple different CMs each 
with the same 4 QD excitonic transitions, probing the CM-exciton overlap for different CMs. 
5.5.1 Coupling between 4 QD excitons and CM0-CM2 optical modes 
Let us begin with a review of several structures with CM0 and CM1 in the spectral vicinity of the 
excitonic transitions of the 4 QDs. We identified multiple structures with excitonic transitions cou-
pled with CM0 and CM1 revealing very similar polarization properties. This reflects the reproduci-
bility of the CM near field pattern between different PhC cavity devices since our site-controlled 
QDs are precisely positioned inside the L7 PhC cavity. Figure 5:23 shows polarization resolved 
measurements obtained in three structures with CM0 and CM1 in the spectral vicinity of the 4 QD 
excitonic transitions. Difference in the coupling between the CM0 and CM1 is well visible in the 
polarization resolved spectra of the structure #1 (Figure 5:23(a)). The intensity of CM0 is of the 
same order of magnitude as the intensity of CM1 although the CM0 is detuned by at least 5 meV 
while CM1 is in direct resonance with the excitonic transitions. In Figure 5:23(b, c) the emission of 
CM0 dominates in the spectra although both CM0 and CM1 overlap with the excitonic transitions. 
This is in good agreement with results obtained previously (Figure 5:7) with the statistical analysis 
of the polarization-resolved emission of 4 QD in L7 PhC cavity. 
5.5 Probing coupling of different modes using water vapor condensation?
?
? 177 
 
Figure 5:23 Polarization-resolved (a, c, e) and corresponding DOLP (b, d, f) spectra of 3 structures 
with CM0 and CM1 near the excitonic transitions of the 4 QDs in L7 PhC cavity. Structures #1 and 
#2 have nominal PhC radii r=64 while structure #3 has PhC hole radii r=61. 
Identifying the QDs coupled to the most pronounced excitonic transitions, we found that both ‘side’ 
and ‘central’ QDs have nonzero but weak overlap with CM1. Figure 5:24(a) shows again the polari-
zation-resolved and DOLP spectra of structure #1. The QD sources of the most intense lines were 
identified using the spatial scanning technique as shown in Figure 5:24(b), revealing that all 4 QDs 
have excitonic transitions in the spectral vicinity of the CM1. All these transitions showed co-
polarization effect, but much weaker than in the case of the CM2 coupled with the 4 QD excitons 
discussed previously. Already at ~1 meV detuning with respect to CM1, the DOLP of the emission 
lines decreased below 50 %; thus, for detuning >1 meV the excitons are predominantly coupled to 
the free space optical modes.  
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Figure 5:24 Polarization-resolved spectra with DOLP trace on top (a) and spatial-spectral scanning 
map (b) of structure #1. Spatial scanning was implemented at P=50 µW and T=10 K with collection 
of the vertically polarized emission. Xh is the higher energy line repeatedly observed in our QD 
emission spectra.  
Figure 5:25(a) shows polarization-resolved and DOLP spectra of structure #2 having QD optical 
transitions coupled with both CM0 and CM1. The QD sources of the most intense lines were identi-
fied using spatial scanning PL as shown in Figure 5:25(b). Only excitonic transitions of the ‘central’ 
QDs could be found in the spectral vicinity of CM0. It should be noted that among all measured 
structures we were not able to find ones with ‘side’ QD excitonic transitions coupled with the CM0. 
This can be due to significant enhancement of the ‘central’ QD excitonic emission intensity as well 
as strong emission at the wavelength of the CM0 for wide range of detuning (see for example Fig-
ure 5:24(a)) that can hide the excitonic peaks of the ‘side’ QDs for which we expect much smaller 
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coupling according to the CM0 near field pattern modeling (Figure 5:1(b)). A possible way to coun-
teract this effect is spectral-spatial scanning with collection of only the horizontally polarized emis-
sion. However, this needs a significant increase of the integration time (more than 30 s), leading to 
loss of precision of the spatial scanning due to sample drift.  
 
Figure 5:25 Polarization-resolved PL and DOLP spectra (a) and spatial-spectral scanning map (b) of 
structure #2. Spatial scanning was implemented at P=50 µW and T=10 K with collection of verti-
cally polarized emission.  
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Excitons of ‘side’ QDs nearly resonant with CM0 reveal DOLP values as high as 90 %, which cor-
responds to around 10 times enhanced emission rate through the CM0 in comparison with excitonic 
emission rate into the PhC bandgap. Excitonic transitions of QD3 and QD4 in resonance with CM1 
identified with spatial scanning (Figure 5:25(b)) show <60 % DOLP values, thus the emission rate 
through the CM1 is almost equal to the emission rate through spontaneous emission decay channels. 
The emission rate through CM0 is therefore ~10 times bigger than the emission rate through CM1. 
The emission rate through a CM is proportional to the square of the electric field at the dipole posi-
tion, therefore the ratio between the electric field amplitude of CM0 at ±200 nm to that of CM1 at 
±600 nm position is ~3. This is surprising, since the calculated electric field of CM0 (CM1) has 
60 % of their maximum electric field amplitude at ±200 nm (±600 nm) position (see Figure 5:1). 
Thus, either the antinode position of the CMs does not correspond to the calculations, or the mode 
volume of CM1 is significantly bigger than that of CM0, leading to ~3 times different CM ampli-
tudes at the maximum of the CM0 and CM1 fields. 
Even bigger difference in the coupling of CM0 and CM1 to the ‘central’ and ‘side’ QDs was ob-
tained with structure #3. Figure 5:26(a) shows polarization-resolved and DOLP spectra of this struc-
ture, having QD1, QD3 and QD4 optical transitions coupled with CM1 while CM0 is slightly de-
tuned to lower energies from the ‘central’ QD transitions. This device also has ‘central’ QD exci-
tons well-coupled with CM0, while ‘side’ QD exciton (‘QD4 X1’) has DOLP≈0.4, that is, revealing 
higher emission rate through free space optical modes than through CM1 (Figure 5:26(a)). Exciton-
ic transitions were successfully assigned to their source QDs using spatial scanning, as summarized 
in Figure 5:26(b). 
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Figure 5:26 Polarization-resolved spectra with DOLP trace on top in a) and spatial-spectral scan-
ning map in b) of structure #3. Spatial scanning was implemented at P=100 µW and T=10 K with 
collection of only the vertically polarized emission.  
Structure #3 has smaller PhC hole radii providing well-separated CM2 and CM3 and smaller CM1-
CM2 separation than in structures #1 and #2. Thus, CM2 can be potentially tuned into resonance 
with the QD excitonic transitions using water vapor deposition, providing the possibility to study 
coupling with all first 3 CMs using the same structure. For this purpose we spectrally scanned the 
QD excitons with the CM using temperature and condensation tuning. Figure 5:27(a, b) shows po-
larization-resolved and DOLP spectra obtained at several water vapor condensation conditions. At 
the strongest water condensation used in our experiment we tuned CM2 into resonance with the 
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QD1, QD3 and QD4 excitonic transitions. Their DOLP revealed very high co-polarization effect at 
resonance with CM2, in exact correspondence with the case of CM2 and 4 QD exciton coupling 
obtained in the absence of water condensation with structures ‘A’ and ‘B’ (Figure 5:8). This con-
firms that water condensation does not significantly change the CM-exciton overlap and can be 
used for probing of the different CM near field patterns with the same QD excitonic transitions. 
 
Figure 5:27 Polarization-resolved (a) and DOLP (b) spectra measured at several water vapor con-
densation conditions of structure #3. All spectra are obtained at T=10 K and P=300 µW. Dashed 
lines serve as an eye guides, highlighting the position of the first three CMs.  
In this structure we obtained ~18 meV CM energy shift to the lower energies at the strongest con-
densation. Such a strong energy shift of CMs was observed previously [191]–[193]. Interestingly, 
the CM quality factor slightly increased while water condensed inside the PhC holes as reported in 
[192]. However, we were not able to change the amount of water condensed in the PhC holes after 
cooling down the sample, thus we also used the temperature variations for fine tuning of the relative 
CM-exciton energy position. Figure 5:28(a, b) shows polarization-resolved and corresponding 
DOLP spectra obtained under weak condensation conditions leading to ~2 meV CM shift. At this 
condensation conditions CM1 was in resonance with the ‘side’ QD transition revealing 
DOLP≈40 %. Transitions of the ‘central’ QDs coupled with the CM0 revealed fast build up of co-
polarization effect while they are being tuned into resonance with CM0. 
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Figure 5:28 Polarization-resolved (a) and corresponding DOLP (b) spectra of structure #3 at a set of 
temperatures.  
In this device we observed typical s-shape behavior (discussed previously for the single QD in L3 
PhC cavity, Chapter 4) for the ‘central’ QD excitons coupled with CM0. Detuned to the higher en-
ergy side by several meV, these transitions show DOLP that is very fast reduced to almost negative 
values. In the vicinity of CM1 the excitonic behavior was different for ‘central’ and ‘side’ QDs. 
Interestingly, ‘side’ QD excitonic transitions were almost unpolarized at negative energy side of the 
CM1, which is typical for the s-shape behavior. Simultaneously, the transition of the ‘central’ QD3 
was horizontally polarized at nearly the same detuning conditions. 
This effect is well visible in the summary of the DOLP values obtained at weak condensation condi-
tions supplemented by the temperature tuning shown in  
Figure 5:29(a). ‘Central’ (‘side’) QD excitons reveal the typical s-shape behavior in DOLP spectra 
in resonance with CM0 (CM1). In the figure, transitions of QD2 and QD3 are green triangles and 
red diamonds, while transitions of QD1 and QD4 are blue squares and magenta circles. DOLP val-
ues of CM0 and CM1 are shown as orange circles. Much stronger CM0 with ‘central’ QD coupling 
leading to the pronounced s-shape behavior that dominates over CM1-exciton co-polarization ex-
plains this effect. 
 
Figure 5:29(b) shows DOLP spectra of excitonic transitions tuned into resonance with CM2 using 
water vapor condensation. All excitonic transitions revealed strong co-polarization with CM2 alt-
hough DOLP values were slightly lower than obtained previously with structure ‘A’ (Figure 5:20). 
Leaving aside fluctuations of the DOLP values that can be induced by water condensation as well as 
fluctuations of the CM characteristics between different devices, we thus confirm the successful 
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probing of exciton coupling to the first three CMs of the L7 PhC cavity, which favorably compares 
with the statistically obtained values in Figure 5:7.  
 
Figure 5:29 DOLP of excitonic lines of structure #3 obtained using condensation and temperature 
variations near resonance conditions with CM0 and CM1 (a) and CM2 (b). Black curves show 
DOLP traces of structure #3 obtained at 10 K under P=300 µeV excitation with weak (a) and strong 
(b) water vapor condensation conditions. 
5.5.2 Coupling between 4 QD excitons and CM2-CM3 optical modes 
Here, we conclude the study of the coupling of the first four CMs with the excitons at two well-
defined positions in the L7 PhC cavity, focusing on the CM2-CM3 doublet. Using structure ‘A’ that 
has all 4 QD excitons coupled with CM2 at low temperatures without gas condensation, we investi-
gated coupling between these transitions and CM3. Using water vapor condensation we tuned CM3 
into resonance with the same QD transitions. This was possible since the CM2 –CM3 energy differ-
ence is around 16 meV in this structure. 
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Figure 5:30(a) shows polarization resolved spectra obtained at four condensation conditions provid-
ing a very wide detuning range between excitonic transitions and the CM2-CM3 doublet. The 
amount of water vapor condensation increases from top to bottom panels with ‘CND’ value repre-
senting the induced relative energy shift in percentage, with the maximum shift shown in the bottom 
panel. All spectra were obtained at the same excitation power P=300 µW and low temperature 
T=10 K. The difference in noise level for the H and V polarized spectra is due to different integra-
tion times used to record these spectra since the emission intensity of the excitonic transitions cou-
pled with the CM is around one order of magnitude higher than that of the horizontally polarized 
component. 
CM2 remains well visible in the polarization-resolved spectra even at ~10 meV detuning from the 
lower energy excitonic transition. Its intensity at these detuning conditions is of similar magnitude 
as the intensity of the QD excitons. Oppositely, at ~10 meV detuning conditions the weakly coupled 
CM1 has around one order of magnitude lower intensity once again proving that off-resonant CM 
emission in our structures strongly depends on the coupling strength that is defined by the CM-
exciton overlap. With increasing amount of water condensation, the CM3 approaches the 4 QD ex-
citonic transitions. 
 
Figure 5:30 Polarization-resolved (a) and corresponding DOLP (b) spectra of ‘structure A’ at a set 
of condensation conditions. Dashed lines in the DOLP spectra panels serve as an eye guide for 
highlighting CM2 and CM3 energy positions. All spectra are obtained at P=300 µW excitation and 
T=10K. 
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Figure 5:31(a) shows polarization-resolved spectra obtained at a set of temperatures with CM3 
tuned in-between the QD2 and QD3 neutral excitonic transitions ‘QD2 X1’ and ‘QD3 X1’. Re-
markably, excitonic transitions of the ‘central’ QDs show predominant horizontal polarization at 
both negative and positive detuning. At T=10 K the neutral exciton ‘QD2 X1’ is detuned by only -
0.6 meV towards the lower energies revealing DOLP≈-0.6; thus even at almost direct resonance 
with CM3, excitonic transitions of the ‘central’ QDs show perpendicular polarization with respect 
to CM3. This effect can be explained by either enhancement of the horizontal or suppression of the 
vertical component of the excitonic emission. The horizontally polarized emission could be en-
hanced due to coupling of excitonic transitions with the CM of very low quality factor that would 
be invisible at off-resonant conditions. This effect can be probed by time-resolved measurements as 
will be discussed in the following. The vertically polarized emission could be suppressed due to 
interference between direct and indirect decay channels (see Chapter 4).  
 
Figure 5:31 Polarization-resolved (a) and corresponding DOLP (b) spectra of structure ‘A’ at a set 
of temperatures under strong condensation conditions (panel “CND=100%” of Figure 5:30). 
Dashed lines in b) serve as an eye guide for highlighting the CM2 and CM3 energy positions.  
We summarized the DOLP values of all 4 QD optical transitions as a function of detuning from 
CM2 in Figure 5:32, showing two panels with DOLP values obtained for the optical transitions of 
‘central’ (a) and ‘side’ (b) QDs. These data were obtained using the fitting procedure of the main 
emission lines with Lorentzian lineshape as shown in Figure 5:19(c, d). Interestingly, at 5 meV posi-
tive detuning from CM2, excitonic transitions of all QDs show increasing vertical polarization in-
tensity. Such enhancement was also observed for other spectral features in between CM2 and CM3. 
This effect can be due to a spurious mode in-between CM2 and CM3 that is not visible in the off-
resonant emission. Such spurious modes CMsp can appear due to PhC disorder and can be probed 
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only by direct scanning with the excitonic transitions. However, this mode does not significantly 
influence the polarization properties of QDs in resonance with CM2 and CM3, therefore we defer 
the discussion of the CMsp-exciton coupling efficiency. 
While Figure 5:32(a, b) shows strong co-polarization effects with CM2 of all 4 QD excitons, the 
optical transitions of the ‘central’ and ‘side’ QDs showed opposite behavior while tuned into reso-
nance with CM3. QD1 and QD4 excitonic emission revealed pronounced co-polarization effect 
with the CM3 with very clear s-shape behavior (Figure 5:32(b)). Oppositely, QD2 and QD3 exci-
tons were predominantly horizontally polarized (Figure 5:32(a)) as was already noted above. These 
optical transitions reveal horizontal polarization at almost 5 meV negative detuning from CM3 with 
the lowest values occurring close to the resonance with CM3. 
 
Figure 5:32 DOLP points of ‘central’ (a) and ‘side’ (b) QD excitons obtained using condensation 
and temperature variations. Black curves show DOLP trace of structure ‘A’ obtained at 10 K under 
P=300 µeV excitation with strong water vapor condensation conditions that is also shown in the 
bottom panel of Figure 5:30(b) and Figure 5:31(b).  
Figure 5:33 shows decay time of the QD1-QD4 optical transitions tuned in the spectral vicinity of 
the CM3. In the resonance with the CM3 ‘side’ QD excitons revealed ~0.2 ns decay time with Pur-
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cell enhancement factor of ~ 8 assuming excitonic lifetime of 1.5ns in the bulk. This value corre-
sponds well to the DOLP≈0.9 at resonance with CM3 as can be seen in Figure 5:32(b). We were not 
able to probe the lifetime of the vertically polarized component of the ‘QD2 X1’ excitonic line since 
only its horizontally polarized FSS component remains close to the resonance with the CM3 (see 
Figure 5:31) providing predominantly horizontal emission in the vicinity of the CM3 (Figure 
5:32(a)). 
Remarkably, the ‘QD2 X1’ horizontal FSS component showed ~2 ns lifetime, which means that 
there is no Purcell enhancement of this FSS component caused by the coupling with the horizontal-
ly polarized mode located in the vicinity of the CM3. The same result is also valid for the QD3 neu-
tral excitonic transition ‘QD3 X1’ that has the same lifetime for both the horizontally and the verti-
cally polarized FSS components (Figure 5:33). Therefore, the effect of decreasing DOLP of the 
‘central’ QDs, from the zero DOLP value in-between CM2 and CM3(Figure 5:32) to negative val-
ues while approaching the CM3 transition, can not be explained by the presence of the additional 
horizontally polarized CM.  
 
Figure 5:33 Summary of the decay times of the different QD transitions in structure A, obtained via 
time-resolved PL measurements under different condensation conditions. Detuning is defined as 
? ? ????.  
It should be noted that almost identical decay time of both vertical and horizontal ‘QD3 X1’ FSS 
components is in contradiction with the measured negative DOLP values. We expect faster decay of 
the horizontal FSS component since its emission is several times stronger than the emission of the 
vertically polarized component. The possible explanation of this discrepancy is the biexponential 
nature of the neutral excitonic transition dynamics. While coupled with the CM, excitons reveal the 
biexcitonic decay traces (section 4.3.5) with the fast decay component corresponding to the exciton-
ic decay rate through the CM and the slow decay corresponding to the background QD population 
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with electron hole pairs. However, in the case of very small coupling with the CM the fast decay 
component can be defined by either the decay rate through the optical modes or the background 
population rate depending on their interplay. 
The PhC bandgap significantly reduces the density of vacuum optical modes therefore significantly 
increasing the decay time of QD excitons incorporated in the PhC cavities. As a result, the lifetime 
of the excitonic transitions in the PhC can be around several tenths of ns [182]. Therefore, the back-
ground population rate that has characteristic time ~3 ns as was observed for the charged excitons 
(section 4.3.5) defines the decay time of ‘QD2 X1’ and ‘QD3 X1’ neutral excitonic complexes. We 
can only estimate the lower limit for the exciton decay time, that is, ~2 ns. Thus, the background 
QD population hides the suppression of the decay through the vertically polarized modes with re-
spect to the decay through the horizontally polarized modes that provides the dominant horizontal 
polarization of the ‘QD2 X1’ and ‘QD3 X1’ excitons. 
This suppression could be due to the interference between direct and indirect decay channels as 
described in the section 1.4.2.2. Although the coupling strength between the CM3 and the ‘central’ 
QD excitons is very small, these optical transitions can interact through the free space modes 
providing destructive interference in the vertical emission of the ‘central’ QDs as described in sec-
tion 1.4.2.2. This interference would lead to the predominantly horizontally polarized emission of 
the ‘central’ QDs close to the resonance with the CM3, although we expect narrower spectral region 
at which it happens (see section 4.5). 
5.6 Conclusions 
In this Chapter we discussed the integration of 2 and 4 QDs at well-defined positions inside an L7 
PhC cavity. Taking advantage of the high reproducibility of our integration method, we studied 
coupling between the four L7 PhC modes and excitonic transitions with prescribed locations inside 
the L7 PhC cavity. Statistical study of the polarization properties of structures with 2 and 4 QDs in 
an L7 PhC cavity allowed identifying the modes suitable for coupling with a system of four QD 
excitons. Such deterministic integration of semiconductor emitters in a photonic cavity can be 
scaled up to larger cavities, waveguides, and coupled optical elements, providing an important step 
towards QD-based integrated quantum photonics.??
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Chapter 6 Conclusions and outlook 
In the course of this thesis we demonstrated advantages of site-controlled pyramidal QDs for inte-
gration with photonic cavities. The high position control of these QDs has yielded numerous devic-
es with a single or several QDs incorporated into linear PhC cavities at well-defined spatial posi-
tions. The spectral homogeneity of the pyramidal QDs, as well as the high control of the PhC opti-
cal mode energy, provides high reproducibility of spectral features observed in the PL spectra of the 
structures. Thus, we achieved high fabrication yield of nearly identical devices with sufficiently 
small deviations from the targeted layout, providing an ideal platform for statistical studies of the 
optical properties of a large variety of photonic structures. 
To this end, we addressed the influence of the QD position with respect to the electric field pattern 
of the CM on the optical properties of the QD excitonic transitions. For this purpose we integrated a 
single pyramidal QD in an L3 PhC membrane cavity at a set of prescribed positions, among which 
were positions corresponding to the first and the second CM antinodes as well as a CM node. Time-
and polarization-resolved PL measurements showed strong Purcell enhancement of the single-QD 
exciton positioned exactly at the maximum of the electric field of the ground state CM0. We meas-
ured more than tenfold enhancement of the exciton emission rate (excitonic life time reduction from 
~1.5 ns to ~120 ps) at direct resonance with the CM0 proving efficient exciton-CM0 coupling. In-
terestingly, coupling charged excitons with a CM allowed for observing an additional QD popula-
tion channel with ~3 ns characteristic time that is much longer than the QD absorption time of the 
free carriers excited in the bulk GaAs. The possible explanation of this population mechanism is 
QD capturing of carriers trapped by carbon impurities, which has very similar slow decay character-
istic time. 
One of the most important results of this thesis is a clear demonstration of the impact of the posi-
tioning of a single dipole on the CM-induced Purcell enhancement using exciton-CM co-
polarization as its probing. Taking advantage of the high reproducibility of devices obtained with 
our fabrication approach, we aimed at providing statistical evidence of the strong reduction of the 
excitonic co-polarization with the ground state CM0 while the QD was shifted from the antinode to 
the node of the CM0 electric field. This effect was demonstrated for several hundreds of devices for 
each nominal QD position revealing high correspondence between modeled and actual CM electric 
field patterns. The degree to which the exciton-CM co-polarization is suppressed is limited by the 
finite size of the QD, that is, around 20 nm. The latter introduces nonzero exciton-CM overlap even 
if the QD center is exactly at the CM node yielding nonzero exciton-CM coupling strength. Howev-
er, a QD placed at the zero electrical field of the CM shows an emission rate through the CM that is 
much lower than the spontaneous exciton emission rate; therefore, the latter dominates providing 
negligible exciton-CM co-polarization.  The high precision of our fabrication approach, allowing 
misalignment errors as low as ~15 nm, is the core of this experiment.  It highlights its importance 
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for the realization of QD-based photonic circuits that require high alignment precision of multiple 
QDs with more complex photonic structures. Additionally to the fundamental mode CM0, we in-
vestigated the effect of the QD position on the coupling with the first excited mode CM1 getting 
similar results. Thus we concluded that CM1 also has an actual electric field pattern very similar to 
its modeled version. 
Another major result of this thesis is the explanation of the s-shape behavior found previously in the 
degree of linear polarization (DOLP) spectra of the single QD exciton in the L3 PhC cavity [15], 
[72]. Excitonic emission becomes predominantly horizontally polarized (along the cavity axis) for 
certain positive exciton-CM energy detuning. One of the explanations of this effect proposed earlier 
[15] was a different excitonic spontaneous emission rate through horizontally and vertically polar-
ized free space optical modes induced by the inhomogeneous LDOS of optical modes in the PhC 
matrix. Using the position control of our QD system we demonstrated that the s-shape behavior 
strongly depends on the relative QD position with respect to the CM antinodes.  Varying the QD 
position we clearly showed that the s-shape profile vanishes simultaneously with the exciton-CM 
coupling when the QD is positioned at the CM node. This, in turn, results in unpolarized excitonic 
emission, and thus has no relationship with the LDOS inhomogeneity of the optical modes in the 
PhC matrix [16]. Subsequently, we theoretically explained the s-shape behavior by expanding a 
model previously developed by Yamaguchi et al. [43] that describes a Fano-like resonance between 
the direct (spontaneous emission) and indirect (emission through the CM) excitonic decay channels. 
We showed how this resonance affects excitonic polarization at various exciton-CM energy detun-
ings and the phase difference between the exciton and the CM coupling strengths to the free space 
modes. Diagonalizing the Janyes-Cumming Hamilton we obtained a simple analytical expression 
that describes the exciton-CM detuning at which excitons experience the maximum horizontal po-
larization. This expression can be potentially used for identification of the exciton-CM coupling 
parameters, such as the phase between the exciton and the CM coupling strengths with the free 
space modes. 
Addressing the question of physical phenomena limiting the optical quality of our pyramidal QDs 
when embedded in PhC structures we explored spectral diffusion and spectral wandering processes 
of the QD exciton recombination. We found slow spectral wandering and intermittency of QD exci-
tonic emission that are explained by charge fluctuations in the QD solid-state environment. We ob-
served a strong dependence of the spectral wandering and emission intermittency effects on the 
sample light exposure history, clearly exhibiting a photon-activated charge trapping in the QD vi-
cinity. We assume that similar charge fluctuations also lead to the pure dephasing observed in the 
QD excitonic linewidth. 
Exploring the charge trapping processes in the QD environment, we developed a correlation tech-
nique based on the observation of transitions between different excitonic energy levels induced by 
the quantum confined Stark effect (QCSE). This technique allowed us to study the nature of 
charged centers in the vicinity of the QD, leading to spectral jumps between discrete emission ener-
gies of the QD excitons. Relating the QD exciton energy to the amplitude of the electric field induc-
ing the QCSE allowed observing unusual spectral response of the QD upon increasing the charge 
density in its vicinity. Additionally, it allowed probing the ratio between the dipole moments of 
different excitonic complexes. Scanning spectrally a CM with a single QD exciton tuned by the 
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fluctuations of the built-in electric field, we observed emission intensity enhancement associated 
with the CM-induced Purcell effect. 
We observed irreversible QCSE-induced exciton spectral shift to the lower energies by more than 
10 meV accompanied by the intensity intermittency. Interestingly, decrease in the excitonic energy 
corresponds to a reduced built-in electric field, which can be a sign of neutralization of charged 
centers by the excited carriers. We explain the emission intermittency by such high built-in field 
values that led to QD trapping of only one type of carriers. Such spectral wandering and emission 
intermittency processes, a novel observation in our QD system, could be used as a measure of fur-
ther QD optimization. 
In the course of this thesis we successfully integrated of up to 4 QDs with an L7 PhC cavity, repre-
senting a further development step of pyramidal QD-based PhC cavity integration technology. For 
several such structures we identified the optical transitions of each QD by means of spatial scanning 
micro-photoluminescence, accompanied with correlations in spectral wandering traces. Taking ad-
vantage of the well identified excitonic transitions, we demonstrated phonon-assisted weak coupling 
of four different QD excitons with the same CM. Using a combination of temperature- and water 
condensation- induced exciton-CM tuning allowed probing the coupling of the four QDs to differ-
ent CMs, thereby probing the modal spatial patterns of the L7 PhC cavity at two well defined posi-
tions. Interestingly, we observed orthogonal-polarization of the QD excitons that are tuned into res-
onance with the L7 PhC optical mode they do not couple with. This effect is explained in a similar 
way as the s-shape behavior summarized above. Successful demonstration of spatial integration and 
spectral coupling of the QD and the photonic cavity is an important step towards scalable QD-based 
technology. 
High finessse cavities having an optical mode coupled with multiple high quality QDs could serve 
as a low-threshold laser systems, whereas two or more QDs integrated with PhC cavities coupled 
through a PhC waveguide could allow information exchange between stationary excitonic qubits by 
means of single photons. However, further development in the integration of our QD in PhC cavity 
systems is necessary for achieving these goals. As was noted previously[15], the Q factor of PhC 
cavities increases at wavelength higher than 900 nm, mostly due to reduced optical absorption in the 
membrane material. Therefore, we should target QD-exciton emission and CM resonances in future 
devices at this spectral range. Since the exciton-CM resonance is spectrally defined by the QD 
emission wavelength, we should shift the QD emission to wavelengths above 900 nm. This was 
recently achieved[194] using triethyl galium instead of trimethyl gallium as a MOCVD source. An-
other outstanding issue is optimization of the QD linewidth. It should include both optimizations of 
MOCVD growth procedure itself as well as the clean room processing during substrate patterning 
with inverted pyramids. The latter is probably the main source of defects leading to the spectral 
diffusion of our QD excitonic lines. Recently, average emission linewith around 50 µeV with min-
imum values of a few tens of µeV were demonstrated for pyramidal QDs at EPFL [LPN, provate 
communication]. Combining high finesse QD-PhC cavity systems with resonance photo-excitation 
instead of above barrier pumping could allow achieving pyramidal QD emission with much reduced 
spectral diffusion effects. 
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In conclusion, the results of this thesis demonstrate the advantages of site-controlled pyramidal QDs 
for photonics and highlight the current drawbacks that should be improved for implementation in 
various photonic devices relevant to QD-based quantum computation and communication as well as 
low threshold lasers and single photon sources. Longer wavelength pyramidal QDs could potential-
ly allow integration with higher quality factor photonic cavities that may reach the strong exciton-
CM coupling regime, especially if spectral diffusion and wandering is suppressed leading to nearly 
Fourier-transform limited linewidth of pyramidal QD excitons. Achieving this step is highly im-
portant for many quantum optics experiments, in particular, for optical addressing of QD exciton-
based stationary qubit. Additionally, our pyramidal QDs could be very suitable for experiments in 
plasmonics. Exploiting polarization, direction and intensity control of the QD emission by plas-
monic devices it should be possible to obtain matrices of highly polarized optical sources[195]. Fi-
nally, one could think about not only single-photon but N-photon sources with predefined polariza-
tion properties. Such a source could be obtained if one combines N spectrally homogeneous site-
controlled pyramidal QDs coupled with a plasmonic antenna. Using the pulsed excitation scheme of 
QDs in such a device would lead to emission of N-photons on-demand due to the high Purcell en-
hancement. Such an experiment could also provide a possibility of deterministic study of collective 
emission of N emitters coupled through a common radiation field. Moreover, using spectrally- iso-
lated QDs (section 3.3), such plasmonic devices could be obtained without additional procedures 
for QD isolations, which would significantly simplify their fabrication process. 
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Appendix A 
In this appendix we present the precursors fluxes and the partial pressures used during the growth 
process of our samples. The list of growth runs that yielded the samples mentioned in this thesis is 
given in Tab. 2. 
All samples studied in the course of this thesis were grown by Dr. Alok Rudra using a commercial, 
low-preassure (20 mbar) Aixtron MOCVD reactor. We used N2 as carrier gas. The tables presented 
below list used fluxes, partial pressures and other growth conditions. Fluxes are taken from growth 
files, while partial pressures of hydrides are calculated by normalizing the total pressure p by the 
ratio of the precursor flux, ????? ? ??? sccm, divided by the total flux ???? ? ???? sccm, that is, 
????? ? ?????????? ??. The partial pressure of metalorganics is calculated similarly ??? ?
??? ?
????
???
???? ?? where 
??? ? is the metalorganics vapour pressure ∼53 mbar for TMGa at -10 ◦C and ∼1.13 mbar for 
TMIn at 17 ◦C while ???? ? ??? bar is the bubbler cylinder pressure. Prefactor ??? ? ???? accounts 
for the fact that metalorganics sources are liquid[78]. Tab. 1 shows the vapour pressure for each 
chemical source and its temperature. Exhaustive lists of metalorganics vapour pressures can be 
found in [196], [197]. The ratio of the fluxes yields a V/III ratio of 2800. 
Precursor/Gas Flux (sccm) Thickness (µbar) Source T(°C)  
AsH3 233 660  
TMGa 3.3 0.2325 -10 
TMIn 20 0.0532 17 
Tab. 1?Fluxes and partial pressures for gasses used during the MOCVD growth. 
Tab. 1 shows the list of epitaxial layer sequence used for the QD growth in the main samples uti-
lized for the L3 and L7 PhC integration with a single and multiple QDs. The values are copied from 
the MOCVD database. 
Layer Material % Thickness 
(nm) 
Growth rate (nm/s) T(°C) V/III Source 
Buffer GaAs  4.1 0.007 590 2643 TMGa, AsH3 
QD InGaAs 30 0.268 0.01 590 1714 TMGa, TMIn 
AsH3 
Cap GaAs  2.5 0.007 590 2643 TMGa, AsH3 
Tab. 2 The growth list of the samples Gio15-1B (4877), Gio15-2B (4879), Gio15-4B (4881), 
Gio15-3A, 3B (4885) 
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Appendix B 
Every EBL? system has some inevitable drift of the sample holder relative to the electron beam. The 
main cause of this drift is changes in holder temperature, which can have two sources: First, the 
temperature difference between the outside ambient and the inside of the EBL vacuum chamber, 
causing slow thermalization (and drift) of the holder. Then, heating inside the EBL by the last elec-
tron lens, which influences locally the sample temperature, according to the writing pattern. The 
error introduced by this drift process can be reduced by breaking the EBL design to small parts and 
realigning to the same AM set before writing each part. In this way, the drift-induced error is re-
duced to the drift during the writing time of one part, which can be made sufficiently small. This 
process costs in extra complexity and alignment time, but has the added benefit of providing us with 
the information on the AM position, which allows us to estimate the errors. In our samples, com-
posed of 45 squares, we chose to realign before writing the PhC pattern in each square, thus limiting 
the drift time to about 4 min. Figure 1(a) shows the measured coordinates of 3 AMs over time dur-
ing the whole 193 min. writing time, choosing as zero the coordinates at the last alignment. The 
coordinates ???? ????? are measured for the ith alignment mark (i = 1 - 3) before writing of PhC cavi-
ties in the jth square, where j = 1, 2,…,45. As the system reports the exact time of alignment, we 
obtain the time evolution of the coordinates for each alignment mark ???? ? ?? ? ???, ??? ? ?? ?
???). As we see in Fig. 20(a), we observe almost zero drift of the?? coordinates, while the?? coordi-
nates change with time by about 0.4 nm/min, or 1.6 nm per square writing period (between align-
ments). This is due to the structure of the sample holder, where the sample’s distance from the cen-
ter of the holder is small in x, but not in y. Therefore, thermal expansion of the holder has much 
larger influence on the y coordinate than on x. We also observe that all three AM coordinates follow 
approximately the same drift trend, which allows for efficient drift compensation by realigning the 
EBL system at 4 min. intervals. 
Comparing coordinates measured at the nearest alignment events?????? ? ??? ? ?????, ???? ? ??? ?
?????), we can estimate the uncertainty in AM recognition. Figure 1(b) shows the coordinate differ-
ence as function of time. Due to the very small drift between two alignment events (as we have 
shown it’s equivalent to 1.6 nm), both????and ??? show pure stochastic time distribution. Plotting 
histograms of all ??? and ??? values (Figure 1(c, d)) we observe the near-Gaussian distribution of 
the AM positions, with??? and ?? of the order of 8-9nm and a center shift of 0.8 nm in x but 3.2 nm 
in y (corresponding to the much larger y drift value, as seen in Figure 1(a)). From this analysis we 
can conclude that the random component in AM position (on the order of s = 8-9 nm) is much more 
important than the drift component (3 nm), showing that we have indeed reduced the drift effect to 
an acceptable level. Overall, we estimate our alignment accuracy as ±10 nm (corresponding to 
>80% of the measurements; we have >95% of the measurements within ±20 nm).  
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Figure 1 a) Cumulative drift error, as shown by tracing the positions of the three alignment marks 
used in sample Gio15-2B during the whole writing period (200 min.), plotted relative to the last 
measurement. b) AM drift error per alignment, as shown by the difference in three alignment mark 
positions between successive alignments???? and ???. (c,d) Histograms of ??? and ??? from (b), 
with Gaussian fits (Xcenter = 0.8 nm, Xs = 9.3 nm; Ycenter = 3.2 nm, Ys = 7.9 nm) 
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Contributions 
The author performed all optical measurements presented in this manuscript except the optical 
characterization of QD ensembles for growth optimization and PhC implementation provided by 
Clement Jarlov (see flow chart in Figure 2:4; Figure 2:14 and Figure 2:15). The author participated 
in clean-room fabrication of all samples containing QDs in PhC cavities together with Irina Kulko-
va, Benjamin Dwir and Alok Rudra. In particular, using clean room tools the author patterned and 
characterized all samples except the ones presented in Section 3.2 that were patterned together with 
Irina Kulkova. Benjamin Dwir carried out all electron beam lithography and alignment optimization 
procedures. Alok Rudra did all MOVPE growth of QDs. Irina Kulkova did patterning and charac-
terization of samples containing spectrally isolated QDs (Section 3.2). The author analyzed all data 
shown in this manuscript, explained observed effects (Section 4.3.4, 4.3.5) and implemented water 
vapor condensation tuning of CM energy (Section 5.5). Eli Kapon and Benjamin Dwir designed the 
structures implemented in these samples while Clement Jarlov modeled PhC cavities using a Math-
lab code written by K. F. Karlsson (Linköping University). Dr. Benjamin Dwir and Prof. Eli Kapon 
supervised the work presented in this thesis. 
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