At present, all output-based mesh adaptation methods in the existing literature have adopted the discrete adjoint approach which, depending on the structure of the code, could be very complex to implement. In this work, we aim to investigate the continuous adjoint approach for adaptive mesh refinement, with an application to the compressible Euler equations. Both the primal and the adjoint equations are solved with the high-order spectral difference (SD) method. The approach is tested on steady subsonic and transonic flows over a NACA0012 airfoil on a C-mesh with p-refinement and isotropic h-refinement. The performance is assessed by looking at the trend of the local estimated error, as well as by the accuracy of capturing local flow features (e.g. shocks).
I. Introduction

I.A. Mesh adaptation
Mesh generation has been an important step in computational fluid dynamics. It is not trivial to generate a good mesh which is able to resolve the small scales of flow features where needed, yet not carrying redundant degrees of freedom over regions of mostly uniform flows. In order to generate such a mesh, a lot of prior knowledge of the problem is needed as well as many man-hours, and the process gets much harder for complex geometries such as a Formula-1 car.
Automatic mesh adaptation is one of the best ways to solve this problem. A local error indicator is calculated from the current numerical solution and the mesh is refined or coarsened in an attempt to achieve error equidistribution. Various error indicators have been studied, and the two main categories are feature-based and output-based. Feature-based error estimation methods are generally computationally cheaper but they rely on heuristic indicators and therefore are less robust. On the other hand, output-based error estimation proved to be promising and consistent. The output-specific adjoint solution provides the sensitivity of the output to local residuals. However, this approach requires more computational time because the adjoint equations need to be solved for one or more output functionals.
I.B. Continuous vs discrete adjoint
There are two approaches to develop the adjoint equations: the continuous one and the discrete one. In the continuous adjoint approach, the adjoint equation and its boundary conditions are derived from linearizing the flow equations and the output functional. The adjoint equation can then be discretized and solved using any numerical schemes which could be independent from the method used to solve the flow equations. The flexibility in implementation is an advantage of the continuous adjoint approach.
In the discrete adjoint approach, the flow equations are discretized first. The adjoint equation is then derived from linearizing the discrete flow equations. The implementation of the discrete adjoint solve varies depending on the code structure. If the full Jacobian matrix (∂R/∂w, where R is the residual operator) has been calculated and stored from the solution of the primal problem, then it is relatively easy to compute the adjoint solution. Otherwise, the implementation could be very complex.
At present, most of the existing output-based mesh adaptation are implemented with the discrete adjoint approach 7 . The only exception is the entropy adjoint approach proposed by Fidkowski and Roe 3 , where a set of entropy variables have been proved to satisfy the continuous adjoint equations for an output that measures the net entropy flow out of the domain. Both methods have shown promising results. Continuous and discrete adjoint approaches have been shown to give comparable results in aerodynamic shape optimization 8 . We predict this should also be the case in error estimation: the entropy adjoint approach shows that the continuous adjoint works well for error estimation. In addition, for mesh adaptation purposes we may not need highly accurate error estimation. In this work, it appears that the indicated region for refinement remains largely unchanged once the adjoint solve starts to converge.
Part II of this paper derives the output-based error estimation and the continuous adjoint equation. Part III derives the continuous adjoint equation and its boundary conditions for the Euler equations. Part IV describes the implementation using the spectral difference method. Part V presents and discusses the results.
II. The output-based error estimation
II.A. Error estimation
Consider a differential equation
and an output functional J(u). The goal is to find the sensitivity of J to some disturbance δR in the residual. Let u H be the solution of the discretized problem (i.e. R H (u H ) = 0 where R H is the discretized differential operator on a mesh H) and define
Since u is the exact solution of Equation (1), it follows that δR = R(u H ). We can linearize the above relations to get a first order approximation of the disturbances:
with δu = u H − u. Relation (4) can be written in weak form:
Substracting relation (6) to equation (5) leads to
If we can find ψ H such that the right hand side vanishes, then we have
Therefore, ψ H has to satisfy the 'adjoint equation'
When Equation (7) is evaluated, the continuous residual R(u H ) is not readily available. We can approximate it by the discrete residual on a finer mesh h, R h (u h H ), where u h H is obtained by extrapolating u H onto mesh h. We do the same for ψ H , and the error can be evaluated as
Note that in estimating the error, two approximations are made. The first one occurs when linearizing J and R (Equation (4), (5)). The second is done when the discrete residual R h (u h H ) is used instead of the continuous residual R(u H ), as the latter is not available.
II.B. The Continuous Adjoint Equation
Let us now focus on the adjoint equation. Consider the following conservation law
where summation over a repeated index is implied. Let u H be the discrete solution to Equation (10) on mesh H. Linearize the residual around u H ,
where
Let us consider an output functional in the form (12) We can derive the adjoint equation as follows. Starting with equation (8), we have
Canceling the first integrand in (13) leads to the actual adjoint equation satisfied by ψ
Very often, the functional of interest does not depend on domain terms (P = 0) and the adjoint equation
The second term in (13) is treated as a Dirichlet boundary condition on ψ
At this point, it is tempting to cancel out δu = u H − u, however, as we will see for the Euler equations, conserving this term can lead to dramatic simplifications in the derivations of the boundary conditions. We can therefore rewrite (15)
III. Application to the Euler equations
III.A. Euler Equations and functionals of interest
The Euler equations for the three dimensional flow of an inviscid gas can be written in differential form as
We define the Jacobians of the flux A i = ∂F i ∂w Let F be the flux across a boundary of normal n. Therefore, we have
where u n is the normal velocity u n = u i n i . Note that if this boundary is a solid wall, the euler boundary conditions impose u n = 0 and
T . Whether the flow is computed around a single airfoil, a full aircraft or even an automobile, engineers are interested in values such as the lift or the drag produced by the object. These values are good candidates for the functional J as they do not depend on domain values leading to the important simplification P = 0.
Define a unit vector i D oriented in the direction of the far field flow V ∞ and the normal to it i L . The drag generated on the body ∂Ω w by the pressure is given by
where n is the local unit normal to the wall. Similarly, lift is given by
III.B. Adjoint equation
We give here the complete derivation of the adjoint equation and its boundary conditions for the case where the functional of interest is the drag. The derivations for other output functions can be done in a similar fashion.
III.B.1. Domain terms
In this case, the drag does not depends on domain terms and P = 0. The adjoint equation is given by (14)
III.B.2. Boundary conditions
We consider boundary conditions in the form given by equation (16):
The boundary ∂Ω of the domain Ω can be decomposed into 3 sub-boundaries: a wall boundary ∂Ω w , a cut behind the airfoil ∂Ω c and a far field boundary ∂Ω ∞ . While we can ignore what happens on the cut, we need to be careful with the other two boundaries. Given the equation of the drag, it is obvious that this quantity does not depend on the values of the flow in the far field (δM |∂Ω∞ = 0). Therefore, we can take
On the wall, things are more complex. We know that both w the exact solution and w H the numerical solution on a mesh H satisfy the wall boundary conditions u n = u nH = 0. If follows
As a consequence,
If we recall the expression of the drag (17), we see that δM = κδp, with κ = n · i D . Hence, we obtain the condition that needs to be satisfied by ψ on the wall boundary after cancelling δp
III.B.3. Formulation of the problem
Finally, we can formulate concisely the problem we need to solve:
IV. Implementation in the spectral difference (SD) framework
IV.A. The transformed equation
The implementation of the SD method for the adjoint equation is very similar to that for the Euler and Navier-Stokes equations 4 . For an unstructured mesh, each element in the physical domain {x i } is firstly transformed to a standard element in the computational domain {ξ i } ∈ [0, 1] d , where d is the dimension. A pseudo time stepping term is then added to Equation (19) giving the transformed equation in the standard element:
and J = ∂x ∂ξ .
IV.B. The basis function
Two sets of points are defined in the standard element, namely the solution points and the flux points. In each dimension, the solution points are defined at the Gauss-Lobatto points and the flux points at the LegendreGauss-Quadrature points 
where subscript i represents the solution points and i+ 1 2 represents the flux points. The reconstructed adjoint solution polynomials in higher dimensions are therefore just the tensor products of these 1D polynomials.
IV.C. Implementation in 2D
In 2D, at each time step the residual R = ∂ψ/∂t can be obtained through the following steps:
1. Given at the solution points ψ i,j , reconstruct ψ with
and compute at the flux points ψ i+ 
4. Eventually, the residual at the solution points is
IV.D. Interface values of ψ
At the interface flux points, the ψ values interpolated from the left and right cells are discontinuous (ψ L = ψ R ). We can define a common value ψ interface as follows:
where α = 0 corresponds to a central flux and α = 1 corresponds to an upwind flux. sign(C) is given by
where Λ is a diagonal matrix.
IV.E. Boundary conditions in 2D
A set of boundary values of ψ that would satisfy the boundary conditions in Equation (19) are shown below. Far field:
Airfoil wall:
T is the unit normal vector. ψ + refers to the values of ψ at flux points extrapolated from the solution in the boundary cell, and ψ − refers to the fictitious values of ψ on the other side of the boundary interface.
V. Results
The code is tested on a NACA 0012 airfoil in subsonic flow and transonic flow, with an initial C-mesh as shown in Figure 1 . In each test case, 10% of the total number of elements are refined at each level of h-or p-adaptation. Isotropic h-refinement is used, i.e. a quadrilateral element is divided into four quadrilateral elements by joining the middle points of opposite sides. The drag coefficient is used as the functional of interest. The first test case is the subsonic flow over an airfoil at M = 0.4 and an angle of attack α = 5
• . Both h-and p-refinement are investigated, with three levels of refinement for either of them. h-refinement is tested with a fourth order scheme. p-refinement is tested with an initial third order scheme globally. Figure 2 shows the mesh after three h-refinement, and Figure 3 shows the order distribution after three levels of p-refinement. In both figures, refinement occurs around the leading edge, trailing edge and along the stagnation line. Figure  4 shows the estimated error (in the log scale) before each level of h-refinement. It can be seen that the local error in the refined regions is reduced after each level of adaptation. This is particularly evident around the leading edge and along the upper surface of the airfoil. This means that mesh adaptation drives towards error equidistribution in the global domain. Also note that the h-refined mesh looks very similar to the results given in other literature 3 . This shows the the continuous adjoint and the discrete adjoint aproaches give comparable results in error estimation, as also suggested by theory. • .
Only h-refinement is investigated in this case, with a second order scheme. Four levels of refinement are conducted. Figure 5 shows the mesh after three levels of refinement. Refinement focuses around the leading edge as well as around the shock. Figure 6 shows the Mach contour before and after the refinement. Note that artificial viscosity 5 is used to ensure a stable flow solution. However some oscillations are not suppressed completely, particularly upstream of the shock. The Mach contour on the initial mesh shows a thick shock profile. With h-refinement, the shock profile is notably sharper, and the Mach contours smoother. Also note that the solution is plotted without any smoothing effects, i.e. the values are discontinuous across the element interfaces. This may have also caused the unsmoothness of the contours. Figure 7 shows the estimated error before each level of h-refinement. Again the error around the leading edge is significantly reduced with refinement. The error around the shock is also improved. 
VI. Conclusion
This work implements the continuous adjoint approach for error estimation and mesh adaptation and tests the algorithm on both subsonic and transonic flows over an NACA 0012 airfoil. The error indicator successfully identifies the leading edge, trailing edge, as well as flow discontinuities as the regions to be refined. For mesh adaptation purposes, the adjoint equations do not need to be solved with a very high accuracy. This could save the computational cost significantly. Qualitatively, the refined meshes are similar to the ones in other literature, indicating that both continuous and discrete adjoint approaches give comparable results in the context of mesh adaptation. The error plots also show that mesh refinement works towards error equidistribution globally. The same error estimation mechanism can also be used for automatic hp-adaptivity. The fact that the adjoint solutions do not need to be of very high accuracy also suggests that it is possible to use a low order fast adjoint solver (e.g. a finite volume solver) that is independent of the flow solver to save computational cost.
