Large-scale genome-wide analyses scans provide massive volumes of genetic variants on large number of cases and controls that can be used to estimate the genetic effects.
INTRODUCTION
Recent advances in genotyping technology generated volumes and variety of datasets that are archived in massive publicly available databases (e.g. the Database of Genotypes and Phenotypes https://www.ncbi.nlm.nih.gov/gap/, the Cancer Genome Athlas https://portal.gdc.cancer.gov/, the UK Biobank https://www.ukbiobank.ac.uk/). These data provide valuable information that can be analyzed to improve our understanding about the genetic predisposition to complex diseases, such as cancer, diabetes, neurodegenerative disease. Such analyses of association might serve multiple purposes one of which is to identify the genetic variants and rank them according to strength of the evidence for an association with the complex diseases. As the result we might obtain valuable clues to the underlying aeteologic mechanisms of complex diseases. A commonly overseen complication is that omitting a variable from a logistic regression model can substantially bias the genetic effect estimates. We are interested to derive what types of information are needed to recover bias in settings when the actual values of the omitted variable are not available to the researcher.
From the statistical literature (Gail et al (1984) , Neuhaus et al (1993) , Hauck et al (1991) , Zeger et al (1988) ) we know that omitting variables associated with the disease can cause bias in the odds ratio (OR) estimates, because the OR estimates reflect both the effect size and variability in the error terms. Gail et al (1984) , Neuhaus et al (1993) , Zeger et al (1988) derive the magnitude of bias in the estimate that is a function of the OR of the omitted variable and the distribution of the omitted variable.
Because the correct OR estimates of the omitted variable, i.e. the estimates from the full model that includes both the genetic effects and the omitted variable, are rarely available in the literature, we are interested to examine what other types of information are needed for a researcher to be able to correct the bias. We are also interested to assess what determines the directionality of the bias.
The setting we consider is unique. The model with an omitted variable is misspecified for three reasons. First, the data are collected using retrospective design where the cases and controls are sampled from their populations, while the data are analyzed in a prospective logistic regression model. As pointed out in the seminal work by Prentice and Pyke (1979) , we know that this aspect of misspecification does not result in bias of OR estimates because the OR can be estimated consistently from retrospective likelihood-based methods. Secondly, model is misspecified because the variable is omitted from the model, what also results in the third misspecification, namely that if the true risk function is logistic, the link between the other variables and risk of the disease with omitted variable might not be logistic.
The setting we consider is also unique in that usually the magnitude of the effect of a genetic variant is estimated to be small to moderate, i.e. the range of effect sizes somewhere between -log(1.5) and log(1.5) (Park et al, 2011 genotype (Kukull et al, 1996) .
Our paper is organized as follows. We first perform a series of simulation studies to assess the problem empirically. The simulations are described in the Assessment of the Problem section. Next, in the Estimates of the Reduced vs. Full Models section we derive the relationships between parameters of the reduced model where the variable is omitted and the parameters in the full model where the variable is included. We further conduct simulation studies described in Simulation Studies section to assess how various pieces of information can contribute to recovery of the bias. We show the application to the studies of Alzheimer's disease. And we conclude the paper by a brief discussion.
MATERIALS AND METHODS

ASSESSMENT OF THE PROBLEM
We first perform a series of simulation studies to assess potential bias, variance, mean squared error (MSE), false discovery rate (FDR), and power reduction due to omitting a continuous variable that is associated with the disease status. We assume that the omitted variable ܱ and the genotype ‫ܩ‬ are distributed independently in the population.
Setting 1:
We first examine models with one genetic variant. We simulate the genetic variant from Bernoulli(0.1) and an omitted variable ܱ from Normal(0,ߪ ଶ ). We set ߪ ൌ 1 , 2 and next simulate the disease status according to the full disease risk model
where we let
across various settings.
Generate 5,000 samples of 3,000/10,000 cases and 3,000/10,000 controls using retrospective/case-control design.
We next estimate the parameters based on the reduced (and hence misspecified) Biases increase as the magnitude of the coefficient increases, however the bias because of its direction does not have impact on power to detect the effect. As illustrated in Supplementary Table 3 the biases noted in samples with 3,000 cases and 3,000 controls persist in samples with 10,000 cases and 10,000 controls.
Setting 2. We next conduct a simulation experiment to assess if the ratio of the parameters is estimated correctly when a continuous variable is omitted from the model. We simulate the true disease status from the logistic model :
We simulate one genetic variant
where we let and we consider various pairs:
and we let Moreover, we simulate the disease status according to the risk model:
. We next estimate the parameters based on misspecified logistic regression
We would like to assess if the order of the genetic effect estimates is preserved.
Suppose it does not matter what the magnitude of the estimate is, as long as the relative ordering in maintained. We define the order of the genetic effect by 1) Value of the coefficient; 2) P-value for the coefficient, that is, one ordering will be based just on the value of the coefficient estimate, and the second ordering just based on the p-value. Table 3 and Supplementary Table 4 are the results based on 5,000 samples of 3,000 cases and 3,000 controls. Shown in Table 3 , the proportion of the genetic variants for which the ranks are the same. As illustrated in Supplementary Table 4 , the proportion of the genetic variants for which the ranks are the same are very close to 1 when ߚ ை is small.
Shown in
In summary, we conclude that in the context of the genetic association studies the issue of bias due to omitting variables needs to receive more attention because it can be pronounced, in either direction and can distort false positive rate and power to detect an effect.
ESTIMATES OF THE REDUCED VS. FULL MODELS
Suppose we obtained estimates of the genetic effects from a case-control study that omits a variable, i.e. the estimates based on the reduced model (2). The risk of the disease is, however, determined by both the genetic effects ‫ܩ‬ and the omitted variable ܱ , i.e. the full model (1).
It can be easily seen that
Hence Bias recovery from assuming
, then it can be easily seen that
By equation (6), we can derive
; and the difference between
or equivalently, Based on the true model (1) and the fact that the rate of disease
Suppose that what is available about the omitted variable ܱ from the literature is the estimate from the following reduced model
Under the logistic regression model (8),
are the solutions to the expected score equations and thus we can derive
In a similar way, under the logistic regression model (2), γ and γ ீ are the solutions to the expected score equations and thus we can derive Applying numerical approximation to (7), (9) and (10) 
SIMULATION STUDIES
The goal of the simulation studies is to assess bias in the estimates and the derivation (6) and the system of equations (7), (9) and (10). We simulate the genetic variable ‫ܩ‬ from Bernoulli(0.1).
Setting 4:
We are first interested to assess the equation (6). Hence simulated genotype from Bernoulli(0.1), then assumed
Next we generate the disease status according to model (4) for 5,000 datasets with 3,000 cases and 3,000 controls. Table 4 and Supplementary Table 5 are biases estimated based on (6), empirical bias, variance, MSE and power. The results suggest that the empirical bias is similar to the bias obtained through (6).
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Setting 5: We now assess the solution according to system of equations (9)-(11). We simulate the genetic variant from Bernoulli(0.1) and the omitted variable from Normal(0,1). And next we generate the disease status according to model (1) with
for 5,000 datasets with 3,000 cases and 3,000 controls. Results shown in Table 5 demonstrate that the numerical solution to the system of equations (7), (9) and (10) status is 1.5 (SE=0.13), p-value<0.001. Using the system of equations (7)-(10) we arrived at the log(OR) estimate that varied between 1.45 and 1.79 for various settings of the initial values that we considered.
DISCUSSION
In the genetic association studies, we interested to accurately estimate either the parameters or the order of the magnitude of the parameters, because the estimates would determine our understanding about the underlying pathophysiologic mechanisms, risk prediction and can lead to the estimates of heritability, population attributable risk to the genetics, etc. Massive amounts of genetic data available in various databases can be utilized to estimate the genetic associations. Yet, the set of non-genetic variables is often brief.
We show that omitting a continuous variable associated with the disease status can result in substantial bias of parameter estimates in either direction. We derived two possible approaches for understanding the bias. The fist is explicit and is based on
The second is numerical and requires knowing the estimates from a univariable model with the omitted variable as the predictor (8) Both of the approaches that we considered require knowing the set of variables in the full (true) model, what might not be feasible practically in many settings. In the analyses of Alzheimer's disease studies we assumed various models to be the true (full) models and based on these assumptions assessed the directionality and magnitude of bias.
Overall, the main contribution of our work is the justification that omitting a continuous variable from the logistic regression model can result in bias in either direction.
In some settings it is of interest to correctly estimate the order of the magnitude of the genetic effects to be able to rank the genetic markers according to strength of their association. In these settings, if the bias affects the estimates proportionally, then the bias would not change the ordering of the genetic effect estimates.
We found that if the genetic variable and the omitted variable are independent conditionally on the disease status, then omitting the variable does not result in bias of the genetic effects. This assumption is not equivalent to independence between the genotype and the omitted variable in the population. -1,2) 0.42 -0.27 0.007 0.08 0.37 (-5,1) 0.04 -0.10 0.007 0.02 0.97 (-5,2) 0.14 -0.25 0.007 0.07 0.48 ), and false discovery rate (FDR). The genotype is simulated to be Bernoulli(0.1), the omitted variable is simulated from Normal(0, ߪ ଶ ). We simulated the disease status from model (1) with parameters
The results are based on 5,000 datasets of 3,000 cases and 3,000 controls. ). We simulated the disease status from model (1) with parameters
The results are based on 5,000 datasets of 3,000 cases and 3,000 controls. Table 3 : Proportions of genetic variants that received the same rank based on the full and reduced genetic models across all variants (ALL), top 10% and top 20%. We simulated 5,000 datasets with 3,000 cases and 3,000 controls. We simulated 10 genetic variants from Bernoulli(0.1) and disease status from the full model with coefficients (5)) 0.37 0.002 0.03 0.03 (-5,log(5)) 0.03 0.03 0.02 0.02 (-1,log (8)) 0.39 -0.008 0.04 0.04 (-5,log (8)) 0.05 0.02 0.03 0.03 Table 5 : Bias, Variance and Mean Squared Error (MSE) for the genetic effect estimates corrected based on the system of equations (9)-(11). We simulated 5,000 datasets of 3,000 cases and 3,000 controls. The genetic variant is simulated Bernoulli (0.10), the omitted variable is simulated from Normal(0,1) and the disease status is simulated based on model (2) 
