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Matrix iteration theories are characterized by identities using theory operations as well as 
a star operation on T(n, n), for each n > 0. The initial matrix iteration theory is described 
explicitly. An extension theorem is proved which implies that if Mat, is a matrix iteration 
theory, so is Mat,, where R is a semiring of formal power series over S. In Part II these 
results are extended to Elgot’s matricial theories. 0 1993 Academic Press, Inc. 
1. INTRODUCTION 
This paper considers matrix theories which are simultaneously iteration theories. 
It is shown that such theories are determined by semirings S equipped with a star 
operation*: S + S satisfying certain equational properties. The results here have 
been applied to the problem of finding equational axioms for the semiring 
of regular sets with the Kleene star [BEb] and to program correctness logic for 
nondeterministic flowchart algorithms [BEa]. Although some proofs have been 
omitted here, complete details can be found in our technical reports [BE90a, 
BE90b]. 
2. THEORES AND MATRIX THEORIES 
In this section we recall the concepts of an algebraic theory and a matrix theory. 
Familiarity with [Elg75] or [BE883 would be helpful. We will use the following 
notation. For n 2 0, the set [n] is 
[n] = { 1, 2, . . . . n}. 
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The composite of the functions f: X + Y and g: Y + Z is written f. g: X + Z, and 
the value off on x E X is written xf or f(x). 
DEFINITION 2.1. An algebraic theory is a category T whose objects are the non- 
negative integers n, n > 0. For each n > 0, there are n distinguished morphisms 
i,: 1 +n 
with the following coproduct property: For any family of morphisms fi: 1 -+p, for 
ic [n] in T there is a unique morphism f: n +p such that 
for each iE [n]. 
i, .f=fi, (1) 
In the case that n = 0 the above condition amounts to the requirement that there 
is a unique morphism 0, : 0 +p, for each p. The morphism f determined by (1) is 
called the source tupling of the morphismsfi and is written 
We always assume that f, = ( fi ). The identity morphism n -P n will be denoted 
using boldface, 1,. (Note that 1, = (l,, 2,, . . . . n,).) 
The collection of morphisms formed by source tupling applied to the 
distinguished morphisms are called the base morphisms. A base morphism /?: n +p 
can be identified with a function [n] + [p] whose value at iE [n] is Jo [p] if 
i, . /3 = jP. From now on, we identify a base morphism with the corresponding 
function, so that in effect we assume that every nontrivial algebraic theory contains 
a copy of the theory of functions [n] + [p], n, p 20. (A theory T is trivial if all 
horn sets T(n,p), n,p>O, have at most one element.) 
Two useful extensions of the source tupling operation are source pairing and 
separated sum. If f: n +p and g: m +p are two morphisms in a theory with the 
same target, then (f, g): n + m +p is the unique morphism satisfying 
The separated sum f @g off: n +p and g: m + q is defined as the pair 
where K: p --) p + q and I : q + p + q are base morphisms corresponding to the 
inclusion and translated inclusion functions. 
If T and T’ are algebraic theories, a theory morphism rp: T--t T’ is a functor 
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which preserves objects and distinguished morphisms. Thus, if q: T + T’ is a theory 
morphism, 
ncp=n, n>O 
i,cp=i n, is[n], nB0 
(f-g)cP=fv.m 
(fi, Yftl> cp= <fVl, -*,f%>. 
A semiring S= (S, +, ., 0, 1) consists of a commutative monoid (S, + , 0 ), a 
monoid (S, ., 1) such that 0 .x = x .O = 0 and the two distributive laws hold: 
x*(y+z)=x.y+x.z 
(y+z)*x=y.x+z.x, 
for all x, y E S. Two famous examples of semirings are N, the nonnegative integers, 
and (for any set C) the collection N((Z’*)) of all functions 
r:C*+N, 
with addition and multiplication defined by 
(r + r’)(w) = r(w) + r’(w) 
(rr’)(w) = C r(u) r’(u). 
U” = w 
The same formulas make sense when N is replaced by an arbitrary semiring S, and 
with these operations S((Z*)) is a semiring when S is (see [KS86]). 
A matrix theory T = Mat, is an algebraic theory whose morphisms n -*p are all 
n by p matrices over a fixed semiring S. (An algebraic characterization of matrix 
theories has been given by Elgot in [Elg76].) In a matrix theory T= Mat, com- 
position is given by matrix multiplication and the distinguished morphism i,: 1 + n 
is the 1 x n row matrix with a one in the ith column and zero in all other columns. 
Thus, if A: n +p in T, i, -A is the ith row of A, and the source tupling (al, . . . . a,,) 
of the row matrices ai is the matrix n +p whose ith row is ai. We identify elements 
of S with morphisms 1 + 1 in T. When 0 # 1 in S, a base morphism in Mat, is a 
matrix such that each row contains exactly one occurrence of 1; all other entries are 
0. 
For each set A, the theory Rel, is isomorphic to a matrix theory; in Rel,, the 
morphisms n +p are all relations A x [n] + A x [p]. In matrix theories, one may 
form the target tupling of the morphisms A: n +p and B: n + q, denoted 
CA Bl 
which is the n by p + q matrix whose first p columns are those of A, and whose last 
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q columns are those of B. Note that any morphism n + n +p can be written as the 
target tupling [A B], where A: n --) n and B: n +p. 
If A:n+p and B:m-+q, then the separated sum A@B:n+m-+p+q is the 
matrix indicated: 
A@B= A On, [ 1 0 B’ mP 
Of course, 0, is the n by p matrix all of whose entries are 0. For example, if 
A:n-+n, 
A@O,= [A O,]. 
Certain natural matrix manipulations are easily expressible by the theory 
operations. For example, if A: n +p is a morphism in the matrix theory Mat, and 
if p: m --) n and o:p -+ q are base morphisms (i.e., functions) then p . A is the m by 
p matrix whose’ ith row is row ip of A. Similarly, A . rr is the n by q matrix whose 
ith column is column i(~ of A. In particular, if rc is a permutation of [n] and A is 
an n by n matrix, x.A.n-’ is obtained by interchanging the appropriate rows and 
columns of A. (Below, we will frequently omit the symbol . for composition.) 
If T= Mat, and T’ = Mat,, are matrix theories, a matrix theory morphism 
cp: T + T’ is a just a theory morphism. It can be shown that a matrix theory 
morphism is totally determined by its restriction to the map 
q: T(1, 1) -+ T’(l, 1) 
which is necessarily a semiring homomorphism S + s’. In general, the n by p matrix 
A:n+pin Tmaps to A(p:n+pin T’, where 
Thus a matrix theory morphism will preserve distinguished morphisms, source 
tupling, and separated sums, since it is a theory morphism; moreover a matrix 
theory morphism preserves target tupling and the additive structure of each 
horn-set T(n, p). 
3. MATRIX ITERATION THEORIES 
A preiteration theory is an algebraic theory equipped with an operation + 
taking morphisms f: n -P n +p to f t: n +p. If T and T’ are preiteration theories, a 
preiteration theory morphism cp: T + T’ is a theory morphism such that 
f+v=w+ 
for all f: n + n +p in T. An iteration theory is a preiteration theory in which the 
dagger operation satisfies certain identities, which we list below. 
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There are two known simple groups of axioms for iteration theories. Each group 
involves the following equation scheme, the so-called commutatiue identity, 
for all f: n --f m +p, surjective base p: m --t n, and base morphisms pi: m - m such 
that pi. p = p, for i E [m]. This identity is an equational formulation of the state- 
ment that if one flowchart algorithm simulates another, then they are equivalent 
(for an application to finite automata, see [BJ?c] ). 
THEOREM 3.1. A preiteration theory T satisfies all of the identities (Al)-(A4) iff 
T satisfies all of the identities (Bl)-(B5). 
The A-group is the following: 
Al. The left zero identity, 
(% w+ =f, 
allf:n+p. 
A2. The right zero identity, 
(f0 0,1+ =f+ 0 o,, 
allf:n+n+p. 
A3. The pairing identity, 
(fI>f*>+=<f:.(~+Y l,>,h+>Y 
for anyfi:n+n+m+p andf,:m+n+m+p, where 
h :=f2. <fL L+,>. 
A4. The commutative identity. 
The B-group is the following: 
Bl. The fixed point identity, 
f+=f-(f+J,> 
for all f:n+n+p. 
B2. The parameter identity, 
(f-(L@d)+=f+% 
for allf:n+n+p, g:p-+q. 
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B3. The composition identity, 
(fd+ =f. (g. (f@ q+, 
allf:n+p, g:p-,n+q. 
B4. The double dagger identity, 
allf:n+n+n+p. 
B5. The commutative identity. 
DEFINITION 3.2. An iteration theory is a preiteration theory which satisfies all of 
the identities Al-A4, or, equivalently, Bl-B5. If T and T’ are iteration theories, an 
iteration theory morphism cp: T + T’ is a preiteration theory morphism. We say a 
preiteration theory has a functorial dagger, or satisfies the functorial dagger 
implication if 
f+=p.g+ 
whenever 
allf:n-tn+p, g:m+m+p, and surjective base p:n-m. 
It is easy to show that a preiteration theory with a functorial dagger satisfies the 
commutative identity. Thus a preiteration theory with a functorial dagger is an 
iteration theory iff Al-A3 or Bl-B4 hold. 
In the following propositions, we suppose that T= Mat, is a matrix theory which 
is also a preiteration theory. If A is an n by n matrix and fA : n + n + n is [A l,], 
we define the n by n matrix A* by 
(2) 
Thus, each horn-set T(n, n) is a semiring equipped with an operation 
* : T(n, n) + T(n, n). 
In order to obtain Theorem 3.12 below, we are interested in those conditions on the 
star operations which are equivalent to the various dagger identities mentioned 
above. 
PR~PO~~~I~N 3.3. Let f: n --P n +p be the matrix [A B], where A is n by n and 
B is n by p. Then 
[A B]+=A*B (3) 
iff the parameter identity (B2 above) holds in T. 
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Thus, from now on, we suppose that the dagger operation in T is given by 
formula (3). 
PROPOSITION 3.4. The fixed point identity (Bl ) holds in T iff the star fixed point 
identity holds, i.e., 
A*=l,+AA* (4) 
for all n by n matrices A. 
PROPOSITION 3.5. The composition identity (B3) holds in T zff the star product 
identity hoI&, i.e., 
(AB)* A = A(BA)* (5) 
for all A:n-+p, B:p-+n. 
It is easy to show that the identities (4) and (5) are together equivalent to the 
following single general star product identity, 
(AB)* = 1, + A(BA)* B (6) 
for all A:n-+p and B:p-+n. 
PROPOSITION 3.6. The left zero identity holds in T iff for each n, the following 
star zero identity hoI& for all n 2 0: 
o,*, = 1”. (7) 
PROPOSI~ON 3.7. The right zero identity always holds. 
PROPOSITION 3.8. The double dagger identity holds in T zjJf for all matrices 
A, B: n -+ n, the star sum identity ho&, i.e., 
(A + B)* = (A*B)* A*. (8) 
Proof Suppose that f = [A B C]: n + n + n + p. Then 
f + = [A*B A*C] 
and so 
f ++ = (A*B)* A*C. 
Also, 
(9) 
f.((l,, l.>@l,)= CA+B Cl 
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so that 
(f.((L, L>ol,))+=(A+B)* c. 
Thus by (10) and (9), the double dagger identity 
f++=(f4(L l”>ol,))+ 
holds iff (8) holds. I 
(10) 
PROWSITION 3.9. The pairing identity holds in T iff the star pairing identity 
holds, i.e., the identity 
where 
A:n+n, B:n+m, C:m+n, D:m+m 
(11) 
and where 
6 = (D + CA*B)* 
y=GCA* 
p= A*B6, 
c(= A*BGCA* + A*. 
We will usually apply the star pairing identity in the case that m = 1. This 
case is called the scalar star pairing identity. If both the star sum and star product 
equations hold, we can prove 
c( = (A + BD*C)* 
y = D*C(A + BD*C)*. 
We now consider the form that the commutative identity takes in matrix theories. 
First, if A: n + m is written as the source tupling (A,, . . . . A,) of the n row matrices 
Ai, ie [n], and if for each io [n], Bi: m +p, then we define the n by p matrix 
A II (4, . . . . B,) as follows: 
A II (B,, . . . . B,) := (A,B,, . . . . A,B,). (12) 
PROPOSITION 3.10. The commutative identity holds in T iff for all A: n + m, all 
surjective base morphisms p: m + n, and all m-tuples of base morphisms pi: m + m 
with pi.p=p, for each ie [ml, we have 
((PA) II (PI, .-., P,))* P = P(AP)*. (13) 
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Proof: Write f: n --) m +p as 
f= [A B]. 
We identify the base morphism p with a function [m] + [n] as usual: ip =j if 
i,,, . p =j,. Then, if A is written as (A i, . . . . A,), 
(l;P.f.(plOl,),...,m,.p.f.(p,Ol,))+= [ CA,, 4,l “d p [ 1 P i 1 ’ 
= ((PA) II (PI, ...y pm))* PB. 
Also, 
P$~-.(P@~,))+=P CA Bl ( [i p,1)’ 
=PCA, Bl’ 
= p(Ap)* B. 
The proposition is proved. 1 
Equation (13) will be called the star commutative identity. In order to summarize 
the above facts, we use the following terminology. 
DEFINITION 3.11. If T is a matrix theory equipped with a family of operations 
*: T(n, n) + T(n, n), IZ > 0, we say that * is adequate if * satisfies the star 
commutative identity (13), and either 
l the star zero identity (7) and the star pairing identity (11) hold, or 
l the star sum identity (8) and the general star product identity (6) hold. 
THEOREM 3.12. Let T be a matrix theory. Suppose that T is an iteration theory 
and the operation *: T(n, n) + T(n, n) is defined by the equation 
A* = [A l,]+. 
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Then * is adequate. Conversely, suppose that a family of operations * on T(n, n) is 
given and that the dagger operation is defined by 
[A B]+=A*B 
for all A: n + n, B: n -‘p. Then T is a matrix iteration theory if * is adequate. 
DEFINITION 3.13. A matrix iteration theory is a matrix theory T which is 
simultaneously an iteration theory. If T and T’ are matrix iteration theories, a 
matrix iteration theory morphism cp: T + T’ is a matrix theory morphism which is 
also an iteration theory morphism. 
A *-semiring is a semiring S equipped with an operation *: S + S. A *-semiring 
homomorphism is a semiring homomorphism which preserves the *-operation. We 
omit the easy proof of the next fact. 
PROPOSITION 3.14. A theory morphism cp : T + T’ between matrix iteration theories 
is a matrix iteration theory morphism iff the restriction cp: T( 1, 1) --f T’( 1, 1) is a 
*-semiring homomorphism. 
In view of Theorem 3.12, one can view a matrix iteration theory T as a matrix 
theory equipped with a star operation on each set T(n, n) which satisfies the 
appropriate equations, or as a preiteration theory with a dagger operation 
T(n, n +p) + T(n, p) satisfying the iteration axioms. 
Remark 3.15. The A-axioms for iteration theories were found by l?sik in 
[I?siSO]; the B-group was found by Stefanescu [Stef87a]. The equivalent forms of 
the fixed point, parameter, composition, and double dagger identities were stated 
without proof in the paper [Stef87b] by Stefanescu. Also, the equivalent form of 
the functorial dagger implication was noted (see below). The details were worked 
out in Research Report 42 [CG88]. What is essentially new here is the *-version 
of the commutative identity. 
A useful “scalar” axiomatization of iteration theories has been found recently by 
fisik [l%i90]. We state the result as a proposition. 
F~OP~SITION 3.16. A preiteration theory T is an iteration theory iff the following 
identities are valid in T: 
Cl. The scalar parameter identity, 
forallf:l+l+pandg:p-+q; 
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C2. The scalar composition identity, 
(f.(g,0,Ol,))+=f.((g.(f,O,~l,))+,1,) 
for all f, g: 1 + 1 +p; 
C3. The scalar double dagger identity, identity (B4) with n = 1; 
C4. The scalar pairing identity, identity (A3) with m = 1; 
C5. The scalar commutative identity, 
l;(l;p.f.(p,Ol,),...,m, .P.f.(PmOlp)>+=ln.(f.(POlp))+, (14) 
for all f: n + m + p, all surjective, monotone base p: m + n and base pi: m + m with 
pi-p=p, ie [ml. 
The identities Cl-C4 imply the identities Al-A3 and Bl-B4, and if T satisfies 
Cl-C4, T will satisfy the functorial dagger implication iff the scalar functorial dagger 
implication holds, namely, 
COROLLARY 3.17. Let T= Mat, be a matrix theory which is also a preiteration 
theory. Suppose that the *-operations are defined by Eq. (2). Then T is a matrix 
iteration theory iff the following equations hold: 
1. 
[a b]+=a*b 
for all a, b E S. 
2. The scalar star sum identity, 
(a + b)* = (a*b)* a*, 
for all a, b E S. 
3. The scalar star product identity, 
(ab)* = 1 + a(ba)* b, 
for all a, b E S. 
4. The scalar star pairing identity, 
[; 3’ = [ (a + bd*c)* 
d*c(a + bd*c)* 
a;hd(t;;;by*] 
for all aE T(n, n), be T(n, l), CE T(l, n), and dg T(l, 1). 
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5. The scalar star commutative identity, al,pl [ 1 
* 
1; i .P=l;(a.p)*, 
amp pm 
where a = (a,, . . . . a,,) is an n by m matrix and where p and the pi are as in (14). 
Any matrix theory T with a *-operation which satisfies Eqs. (2), (3), and (4) also 
satisfies the more general versions of these equations, namely the star sum (8) and 
general star product identities (6), as well as the star zero (7) and star pairing (11) 
identities. 
We will obtain another corollary after introducing some terminology. 
DEFINITION 3.18. A Conway semiring is a semiring S, equipped with an 
operation *: S -+ S, in which the equations 
(a + b)* = (a*b)* a* 
(ab)* = 1 + a(ba)* b 
(15) 
(16) 
are valid. A Conway theory is a matrix theory T = Mat, equipped with a family of 
*-operations on each horn-set T(n, n), n 20, which satisfies the star sum, the 
general star product, and the star pairing identities, so that the operation on 
T(n, n), n > 2, is determined by the operation on S. 
Thus every matrix iteration theory is a Conway theory, and conversely a Conway 
theory is a matrix iteration theory iff the (scalar) star commutative identity holds. 
If T= Mat, is a Conway theory, then S is a Conway semiring. 
COROLLARY 3.19. Suppose that S is a Conway semiring. Then there is a unique 
way to extend the star operations to all square matrices over S so that T = Mat, 
becomes a Conway theory. Further, T is an iteration theory with + defined by (3) isf 
the (scalar) star commutative identity holds in T. 
A Conway matrix theory has a functorial star if for every pair of matrices a: n + n 
and b: m + m and every subjective base p : n + m, 
a.p=p.b+a*.p=p.b*. (17) 
PROPOSITION 3.20. Let T be a Conway theory. T has a functorial star ijjf Eq. (17) 
is assumed to hold only when m = 1. T has a functorial star iff T has a functorial 
dagger when the dagger operation is defined by Eq. (3). Thus a Conway theory with 
a functorial star is a matrix iteration theory. 
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ProojI It is easy to check that condition (17) is equivalent to the condition that 
f.(POl,)=p.g=>f+=p.g+. 
This latter implication, the functorial dagger implication, implies the commutativity 
equation, as is well known (see @iSO]). fl 
For later use, we note the following fact, which is a special case of the 
commutative identity. 
PROPOSITION 3.21. Suppose that T is a Conway theory. For any A: n + n and any 
base permutation rr: n --, n, the star permutation identity 
(n-A.11 -1)*=n.A*.n-1 (18) 
holds in T. 
Proof. 
4. THE INITIAL MATRIX ITERATION THEORY 
In this section we give a concrete description of the initial matrix iteration theory 
TO. This theory is the theory of all matrices over a semiring S,, that is a quotient 
of a semiring described by Conway in [Con71]. First, several facts are needed. 
Almost all proofs are omitted. 
LEMMA 4.1. Let T be a matrix iteration theory, and let S be the semiring T( 1, 1). 
Then the following equations hold in S: 
1** = (l*l*)* 
1**= l**(l*)” 
1** = (I*)” 1** 
l**=n+ l** 
l**=(l*)“+l** 
1** = 1*** 
1**=1**+1** 
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1**= 1**1** 
1**=(2+n)* 
1*=1*+1* 
1*+n= 1*, n20 
(l*)k+n=(l*)k, k>l, n>O 
(l*)“+(l*)“=(l*)“, n>m>O, notboth0. 
1** = ((l*)“)*, n> 1. 
We prove that 1* + l* = l* in any matrix iteration theory. Define the matrix 
A:1+2by 
A=[1 O] 
Let p: 2 + 1 be the base surjection and define the two base p,, p2: 2 + 2 by 
0 1 
Pl= 1 o [ 1 
1 0 
P2= o 1 . [ 1 
ThenpiP=P, for i=l,2, and 
pA= 
10. 
= 10’ [ 1 
AP= PI; 
0 1 
PA II(P~,P,)= 1 o . [ 1 
Thus, 
(PA II (P,,P,))*P= :: :: P [ 1 
1*+1* 
= 1*+1* . [ 1 
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But 
(PA II (PI> P*))* P = d-o)* 
=Pcl*l 
1* = [ 1 1* ’ 
by the star commutative identity. Thus, l* + l* = l*. 
We now define a (linearly ordered) *-semiring So as follows. The elements of So 
are, in order, 
0, 1, 2, . ..) 1*, (l*)*, (1*)3, . ..) 1**. 
Addition and multiplication on the integers are the standard operations; the 
addition and multiplication on the remaining elements are forced by the previous 
lemma: 
x+y=max(x,y} if x>,l* or yal*; 
(l*)” (l*)P=(l*)n+p 
x1**=1**x=1** 3 if x # 0. 
Last, the star operation is defined by 
if x = 0; 
if x=1; 
otherwise. 
We define the matrix theory To as Mat,. Each horn-set T,(n, n) is ordered 
componentwise: A <B in TO(n, n) iff for each i,jrz [n], A, < B, in S,,. Note that 
A < B o 3A’(A + A’ = B). 
We will briefly outline an argument to establish the following fact. 
PROPOSITION 4.2. TO = Mat, is a matrix iteration theory which has a functorial 
dagger. 
The next theorem follows easily. 
THEOREM 4.3. T,, is the initial matrix iteration theory, i.e., if T is any matrix 
iteration theory, there is a unique matrix iteration theory morphism cp: TO + T. 
Proof. Any matrix iteration theory morphism is determined by its restriction to 
the semiring homomorphism 
Tdl, I)-, T(L 1). 
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Thus, it is sufficient to show that S, is initial in the class of all *-semirings such that 
Mat, is an iteration theory. But any *-semiring homomorphism h: S, + S must 
take 
n times 
n=(-cq 
to n, xy to h(x) h(y), and h(x*) = h(x)*. By Lemma 4.1, this map is well defined. 
Proof Sketch for Proposition 4.2. By construction, S,, is a Conway semiring. It 
remains to show that the corresponding matrix theory has a functorial dagger. It 
is not hard to show that S, satisfies the implication: 
(a, + a*)* u3 = (6, + b,)* b, * (b, + b,a:a,)* (b,4a,) + b3) = (a, + u*)* u3. 
Using this implication, one shows that T,, satisfies the scalar star functorial 
implication: 
Ap=p.ba*A*.p=p.b*, 
for all A: n + n, b E S,, where p: n -+ 1 in the unique base matrix. 
Remark 4.4. See [B890a] for a direct proof that T, has a functorial dagger. 
COROLLARY 4.5. Let S, = (0, 1, l*} be the idempotent *-semiring (i.e., 
x +x =x,) with the obvious *-operation. Then Mats, is the initial idempotent matrix 
iteration theory. 
Proof: If l+l=l then l*=l**, and it follows that (l*)” = l*, for all n 2 1. 
Thus, S, is a *-semiring quotient of S,, so that Mat,, is an iteration theory. If 
h:S,+S 
is any *-semiring homomorphism from So to an idempotent *-semiring S, h factors 
uniquely through Si. Hence there is a unique matrix iteration theory morphism 
Mat,, + Mat, whenever Mat, is an idempotent matrix iteration theory. 1 
We end this section with two problems. 
Problem 4.1. It is easy to see that the collection of all *-semirings S such that 
Mat, is a matrix iteration theory is closed under subalgebras, quotients, and 
homomorphic images, since as we have seen, matrix iteration theories are defined 
using equations. Thus there is a set E of *-semiring identities such that a *-semiring 
S satisfies E iff Mat, is an iteration theory. Find such a nice set E of equations 
explicitly. It is not hard to see that this problem amounts to finding a simplification 
of the translation of the commutative identity. 
Problem 4.2. For each set X, find an explicit description of the matrix iteration 
theory freely generated by X. 
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5. AN EXTENSION THEOREM 
Suppose that the theory T= Mat, is a matrix iteration theory. Let R be either 
the semiring S(( X* )) of all formal power series over S or the semiring Srat(( X* )) 
of all rational power series in R with variables in the set X. In this section we prove 
a theorem which implies that the theory Mat, is an iteration theory whenever Mat, 
is. 
An ideal .Z in a semiring S is a subset that contains zero, is closed under the 
addition operation, and, last, contains both as and sa, for any a in J and s in S. 
Note that if R is either of the above power series semirings, the collection of all 
functions 
which are zero on X+, the set of all words on X of positive length, forms a sub- 
semiring of R isomorphic to S. From now on, we identify S with this subsemiring 
of R. Let P denote the set of functions a E R such that U(E) = 0, where E is the empty 
word; i.e., the support of the function a is a subset of X+. Then P is an ideal in R 
and each function in R is uniquely expressible as a sum x + a, where x is in S and 
a is in P. Similarly, if f: n + m is an n by m matrix over R, f can be expressed 
uniquely as a sum 
f=x+u, 
where x: n -+ m is in Mat, and a: n + m has entries in P. 
DEFINITION 5.1. Suppose that T is a matrix theory. A collection Z of morphisms 
in T is an ideal if 
. each zero matrix 0, is in I; 
l iff,g:n-+p are in Z, so isf+g; 
l if f: n +p is in Z, so are h .f and f. g, for all composable g and h; 
l iffi:ni+p are in Z, for ie[2], then (fi,fi) is in I. 
We note some closure conditions on ideals in matrix theories. First, if a: n -+p 
and b:m+q are in the ideal Z, so is u@b, since u@b=(u-tc,b.l), for 
appropriate base K and 1. Thus Z is closed also under target tupling, since if a: n + p 
and b:n+q, 
[a b] =uOO,+O,@b. 
If Z is an ideal in Mat,, then the collection J := (f: f E Z and f: 1 + 1 } is an ideal 
in S, and a matrix a is in Z iff each of its components uV is in J. Conversely, given 
an ideal J in S, the collection of all matrices all of whose entries are in J forms an 
ideal in Mat,. 
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We repeat a well-known fact. Let P be the ideal in the semiring of the power 
series mentioned above. 
PROPOSITION 5.2. Suppose that B: n + n is a matrix with entries in P. Then for 
any matrix C: n +p there is a unique solution to the equation in the variable 5: n +p, 
r=B<+C. 
We are now able to state the extension theorem. 
THEOREM 5.3 (The matrix extension theorem). Let T= Mat, be a matrix theory 
having a submatrix theory TO. Let I be an ideal in S. Suppose that the following three 
conditions hold: 
1. T,, is an iteration theory; 
2. for each a: 1 + 1 in I and each b: 1 + 1 in T, there is a unique solution to 
the equation in the variable l: 1 + 1, 
5=a5+b; 
3. each morphism f: 1 + 1 in T can be written uniquely as a sum 
f=x+a, 
where x: 1 + 1 is in TO and a: 1 + 1 is in I. 
Then there is a unique extension of the iteration operation in T,, to all morphisms 
n + n + p of T such that T becomes an iteration theory. 
Proof The proof will occupy the rest of this section. Since TO is an iteration 
theory, there is a family of star operations * : T,(n, n) + T,(n, n). We will show how 
to extend these operations to all of T so that the star sum, general star product, and 
star commutative identity hold. Thus, by Theorem 3.12, T is an iteration theory. 
For an n by n matrix, we will write a E Z to mean that each entry of a belongs 
to the ideal I. The first observation is that the hypothesis imply the following facts. 
LEMMA 5.4. Each morphism f: n +p can be written uniquely as a sum 
f=x+a, 
where x: n +p is in T,, and a: n +p is in I. 
LEMMA 5.5. For each n 2 1 and a: n + n in Z and each b: n +p, there is a unique 
solution to the equation in the variable g: n + p, 
r=ac+b. (19) 
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Proof of Lemma 5.5. We prove the following assertion by induction on n: For 
a E Z, the equation 
has a unique solution, denoted a e; further, the unique solution to (19) is aeb, for 
any p 2 0 and any b: n +p. The basis case n = 1 is proved in two steps: p = 1 and 
otherwise. When p = 1, there is a unique a0 such that a0 = a . a0 + 1, since a E I. 
The second statement is proved by showing that aQb satisfies the equation. When 
p = 0, there is a unique morphism 1 + 0 in any matrix theory, and aeb is such a 
morphism. When p > 1, write 
and 
b= [b,, . . . . b,]: 1 +p, 
5 = cs,, .-., r,1: 1 +p. 
Then Eq. (19) becomes a system of p equations 
<i=a[i+bi, iE [PI. 
Since, by assumption, each one has a unique solution, namely aebi, the unique 
solution to (19) is ae[b,, . . . . bJ. 
For the induction step, assume that a: n + 1 --t n + 1 is written 
aI1 42 
a= [ 1 a21 a22 
c= :I [I 2 
b= 
where a,,: n + n, etc. First, using the induction assumption, if 5 is a solution to 
(19), then 
Hence, 
Hence 
52 = (a21aEa12 + az2) t2 + a2,aZbl + b,. 
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Using the induction hypothesis to solve for C;z and then in turn tl, we can write 
where 
This proves the uniqueness of the solution. We then can verify that the array 
r = [F $1 is the solution to the equation < = a5 + l,, 1, and that <[ii] is a solution 
to (19), completing the induction step. 
We now begin the main part of the proof. First, since O,, is in Z, 
OZ=l n 
Since T,, is already an iteration theory, each horn-set T,(n, n) is a *-semiring and 
o,*= 1,. 
Thus, the two operations * and Q agree on the zero matrices. 
We now define the extension of the operation * to all of T. 
DEFINITION 5.6. For f = x + a: n --) n in T, with x E To, a E Z, the morphism f @ 
is defined by: 
f@ :=(x*u)@x*. 
Note that x*u is in Z, so that (~*a)~ is meaningful. For f = x E To(n, n), 
f@=((X+Onn)@=(x* .o,,)~.x*=x*, 
so that the new operation extends the operation *. Similarly, for a E Z, 
u@ = (O”, +a)@ = (O,*,u)” o,*, = ue, 
so that @ also extends O. From now on, the reader will be relieved that we write 
just * for all three operations. Note that the definition of the extended operation is 
forced by the star sum identity. Thus there is at most one possible extension. We 
must show that with this extension T is an iteration theory. 
We list a number of facts. 
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LEMMA 5.7. If a: n -+ n is in Z, and b: n -+ p is in T, the unique solution to the 
equation 
t=a<+b 
is a*b. Further, 
aa* = a*a. 
For any c: n -+ n in either TO or in Z, we write 
c+ := cc* = pc. 
LEMMA 5.8. Zf either a: n + p or b: p --t n is in Z, so that ab and ba are in Z, 
(ab)* = 1, + a(ba)* 6. 
Proof. Let 
c = 1, + a(ba)* 6. 
Then we show c is a solution to the equation ( = (ab)< + 1,. 1 
COROLLARY 5.9. For either a: n +p or b: p -+ n in Z, 
a(ba)* = (ab)* a. 
LEMMA 5.10. For a, b: n + n in Z, 
(a + b)* = (a*b)* a*. 
ProofI One shows that the right-hand side is a solution to the equation 
r=(a+b)t+l,. 
Now we prove that T is a Conway theory. We will use the letters x and y to denote 
morphisms in T,,, and the letters a and b for morphisms in I. 
LEMMA 5.11. Forf=(x+a):n-+n in T, 
f*=ff*+ 1,. 
Proof. 
f * = (x*a)* x* = x*(ax*)*, 
571/46/s10 
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1, +ff* = 1, + xx*(ax*)* + ax*(ax*)* 
= 1, +xx*(l, f ax*(ax*)*) + ax*(ax*)* 
= xx* + 1, + (xx* + 1,) ax*(ux*)* 
=x*(1, + ux*(ux*)*) 
= x*(ux*)* =f *. 
It is more difficult to prove the star sum identity. 
LEMMA 5.12. For f, g: n + n in T, 
(f+g)*=(f*g)*f** 
ProoJ This lemma is proved in several steps. 
CASE 1. f=u in Zand g=y in To. 
Proof: 
(f+g)*=(a+.Y)* 
=(y+u)*=(y*u)*y* 
=Y*(aY*)*, 
by Corollary 5.9, 
=y*(u + uy+)* 
=y*(u*uy+)* a*, 
by Lemma 5.10, 
=y*(u+yy*)* a* 
= (y*u+y)* y*u*, 
by Corollary 5.9, 
by definition, 
= (y + u+y)* a*, 
= (u+y+y)*u* 
= (u*y)* a* 
= (f *g)*f *- 
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CASE 2. f=x+a and g=b in I. 
Proof: 
(f+ g)* = (x + a + b)* 
= (x + (a + b))* = (x*(a + b))* x* 
= (x*a + x*b)* x* 
= ((x*a)* x*6)* (x*a)* x*, 
by Lemma 5.10, 
=((x+a)*b)* (x+a)*=(f*g)*f*. 
CASE 3. f=x+a and g=yETO. 
Proof 
(f+g)*=((x+a)+y)*=((x+y)+a)* 
= ((x+y)* a)* (x+y)* = ((x*y)* x*a)* (x*y)* x*, 
since T,, is an iteration theory, 
= (x*y + x*a)* x* = (x*a + x*y)* x* 
= ((x*a)* x*y)* (x*a)* x*, 
by Case 1, 
=((x+a)*y)* (~+a)* 
= (f *g)*f *. 
CASE 4. The general case: f = x + a and g = y + b. 
ff+g)*=((x+a+y)+b)* 
=((x+a+y)*b)* (x+a+y)*, 
by Case 2, 
by Case 3, 
= (((x + a)* y)* (x + a)* b)* ((x + a)* y)* (x + a)* 
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by Case 2, 
= ((x + a)* y + (x + a)* b)* (x + a)* 
= (f *g)*f *. 
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The proof of this lemma is complete. 
The proof that T satisfies the identity 
for all f: n -+p and g:p --t n is similar and is omitted. Since the star fixed point 
identity holds, it follows that the general star product identity holds. 
It remains to show that T satisfies the star commutative identity. We will make 
use of the following observation, which shows that the morphisms in Z satisfy a 
strong form of the star commutativity condition. 
PROPOSITION 5.13. Suppose that a: n + n is in Z and that g: m -+ m is in T. Let 
p: n -+ m be any morphism such that 
a.p=p.g. 
Then 
a*.p=p.g*. 
Proof We need only show that p .g* is a solution to the equation 
x=ax+p. 
This is easy to do. 
Now suppose that f = x + a: n -+ m and that p: m --) n, and pi: m + m are base 
such that for each ie [m], pi. p = p. Abbreviate the m-tuple (pl, . . . . p,) by just R. 
LEMMA 5.14. The star commutative identity holds, i.e., for f, p, and R as above, 
ProoJ 
((of) II RI*. P = P . U-.P)*. 
(d) II R=(Px+w) II R 
= (PX II W + (pa II W. 
Hence, since (px I( R) E TO and (pa I( R) E Z, 
(pfll R)*.P=((Px II R)*.(pa II R))*.(P~ II R)*.P 
Define the morphism b E I by: 
b := (px (1 R)* . (pa (1 R). 
(20) 
We claim that 
b .P = P. @PI* (up). (21) 
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Indeed, 
b.P=(Px II R)*-(Pa II R).PY 
but 
since pi. p = p, and 
(Pa II R).P=P.aPY 
(PX II RI* .P = P . (xP)*T (22) 
since T, is an iteration theory. This proves the claim (21). Using Proposition 5.13 
and the fact that the morphism b is in Z, it follows that 
b* .p = p ’ ((xp)* up)*. (23) 
Thus, using (20), (22), and (23) 
(pf IIN*. P=~*.P.(xP)* 
=P~((xP)*.aP)* (xP)*? 
by (231, 
=p.(xp+ap)* 
by definition, 
=P.(f.P)** 
The proof of the last lemma and the theorem is complete. 1 
Remark 5.15. We observe that if the iteration theory To has a functorial star, 
then so does the full theory T. Indeed suppose that 
f.P=P.gT 
where f: n + n, p: n --) m is a surjective base morphism and g: m + m. We show that 
f*.p=p-g*. 
Letf=x+a, g=y+b, with x,yeTo and a,bEZ. Then 
x.p+a.p=p.y+p.b. 
Since x . p, p - y are in To, and a . p, p . b are in Z, it follows by the uniqueness of 
the representation that 
x.p=p.y 
a.p=p.b. 
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Hence 
x*.p=p.y* 
since T,, has a functorial star, and 
a*.p=p.b* 
by Proposition 5.13. Thus, 
f*.p=(x+a)*.p=(x*.a)*.x*-p=(x*.a)*.p.y*. (24) 
But 
tx* .a).p=x* .(a.p)=(x*.p).b=p.y*.b, 
and x* . a is in I. Thus, again by Proposition 5.13, 
(x*.a)*.p=p-(y*.b)*. 
Using (24), 
j-*.p=p.(y*.b)*.y* 
= P .g*, 
completing the proof. fi 
Note that the above argument shows that if the iteration theory T,, satisfies the 
implication 
for all p E Fc T,,, for some family F of morphisms in T,,, then T will satisfy the 
same implication for the morphisms in F. One place where this observation can be 
applied is the case that T,= Mat,, where B = (0, l> with 1 + 1 = 1 = l* = l**, 
T=Mat,, where R=B((X*)) and where F= To. 
There are several corollaries. 
COROLLARY 5.16. Suppose that the theory T= Mat, is a matrix iteration theory. 
Let R be either the semiring S((X* )) of all f ormal power series over S or the semi- 
ring Srat((X* >) of all rational power series in R with variables in the set X. Then 
Mat, is an iteration theory. 
Proof: As already noted, if we take the ideal P consisting of those power series 
in R which are zero on the empty word, all of the hypotheses of the matrix exten- 
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sion theorem apply. Note that if R consists only of the rational power series, then 
the unique solution to the fixed point equation 
<=a<+b 
is rational, when a E P, b E R. (See [KS86].) 1 
The next result follows from the proof of the matrix extension theorem. 
COROLLARY 5.17. Let S, be a *-subsemiring of the semiring S, and let I be an 
ideal in S. Suppose that 
1. S1 is a Conway semiring; 
2. for each a in I and each b in S, there is a unique solution to the equation 
[=ar+b; 
3. each element in S can be expressed uniquely as x + a, with x E S1 and a E I. 
Then there is a unique way to define the star operations on Mat, so that Mat, is a 
Conway theory and the star operation on Mat,( 1, 1) extends the star operation on S,. 
Remark 5.18. It is easy to see that if Mat, is an iteration theory and if s’ is a 
*-semiring which is a quotient of S, then Mat,. is also an iteration theory. 
Thus, S’((X* )) is also an iteration theory, by the matrix extension theorem. 
Some computationally interesting quotients of S,, are the two element semiring 
B = (0, 1 > mentioned above, and the infinite semiring N, = (0, 1,2, . . . . l* = 
(1*)2= . . . = ,**>. 
Problem 5.1. Find a base of identities for the equational class generated by all 
matrix iteration theories Mat,, where R is a semiring S(( X* )) and where S is the 
semiring N, . The case that S = B is considered in [B&c]. 
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