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Abstract
It is well-known that the pointer basis of a quantum system satisfies the condition to diago-
nalize the interaction Hamiltonian between the subsystems. We show that this condition can be
translated into the form δΛ = 0, where Λ, so-called the action, is the time integrated interaction
energy: it is found out naturally in the phase of state vectors due to diagonal interaction. The
careful treatment of a two states system demonstrates that the states of the total system branch
into the states with different values of the action. Mathematically the pointer states are selected
out by the saddle point condition on the phase Λ. This study helps us to understand the precise
mechanism and the general dynamics of decoherence.
1 Introduction
The concept of decoherence is expected to reproduce not only the framework of classical
physics but also classicality observed in our experience, including the arrow of time. The
recent developement of this field has clarified the important role of the environment for
quantum systems. Although it is still difficult task to establish a new view of nature, our
understanding about ‘openness’ has certainly advanced for the last three decades by many
contributions on this subject.
So far, however, the important consequences of decoherence have been understood and
discussed mainly with the use of density matricies (for example, [1, 2, 3]). Needless to say,
it is desirable that these consequences can be interpreted also in terms of state vectors
that represent the established kinematical concept of quantum theory[4]. In this study
we intend to reconstruct the argument that leads decoherence and in particular pointer
basis: the set of privileged states to express a system interacting with its environment[2].
Consequently, we show that the main consequences can be derived also from the state
vectors.
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2 Extension of state space due to action
We start from the initial state in the simple product form of normalized vectors, |Φ(t0)〉 =
|φ(t0)〉|ε(t0)〉, where |φ(t0)〉 denotes the state of the apparatus entangled with the mi-
croscopic system and |ε(t0)〉 denotes its environment. These non-perturbative states are
defined to obey Schro¨dinger equations:
[ih¯∂t − hˆφ]|φ(t)〉 = 0, (1)
[ih¯∂t − hˆε]|ε(t)〉 = 0, (2)
where hˆφ (hˆε) is the Hamiltonian of the subsystem to act only on |φ(t)〉 (|ε(t)〉). Then, the
non-perturbative state of the total system |Φ0(t)〉 = |φ(t)〉|ε(0)〉 also satisfies,
[ih¯∂t − hˆφ − hˆε]|Φ0(t)〉 = 0. (3)
Let us consider the effect of the interaction between these systems, hˆint, in the Schro¨dinger
equation for the total system:
[ih¯∂t − hˆφ − hˆε − hˆint]|Φ(t)〉 = 0. (4)
First, we do the calculation simply assuming that we can use the basis of the non-
perturbative system, {|Φ0n(t)〉}, which has completeness at each time t, to expand a state
of the total system even when the interaction, hˆint, exists: this means that we can expand
a perturbed state the same way as the standard perturbation theory,
|Φ(t)〉 = ∑
n
Cn(t)|Φ0n(t)〉. (5)
Substituting this into Eq. (4) and acting 〈Φ0n(t)|, we obtain
ih¯∂tCn(t) =
∑
n′
Cn′(t)〈Φ0n(t)|hˆint|Φ0n′(t)〉. (6)
In many cases one may replace Cn′(t)’s in the right hand side with Cn′(t0)’s under the
assumption of the weak time dependence for these coefficients.
In order to consider the interaction between the macroscopic systems, we, however, must
interpret that {|Φ0n(t)〉} represents the basis consisting of macroscopically distinguishable
states. Then the following two points are crucially important:
(1) Even if the interaction is too weak to occur the macroscopic transition between these
states, the time integration of the interaction energy over a finit interval gives cosiderably
large contribution compared with h¯.
(2) The number of these states is much smaller than that the total system potentially has.
Let us analyze these facts in detail below: we see the validity of the lowest order (mean-
field) approximation for the variation of the state vectors, in which we can exactly treat
the time dependence originating from the interaction energy.
(1) Because the interaction is weak not to occur the macroscopic transition, it is rea-
sonable that hˆint is considered to be approximately diagonal in a certain basis {|Φ0n(t)〉}
as Zurek did[2]: 〈Φ0n(t)|hˆint|Φ0n′(t)〉 ≃ δn,n′〈Φ0n(t)|hˆint|Φ0n(t)〉. Therefore we obtain,
ih¯∂tCn(t) ≃ Cn(t)〈Φ0n(t)|hˆint|Φ0n(t)〉. (7)
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We can easily integrate it as Cn(t) = Cn(t0)e
−iΛn(t)/h¯, where Λn =
∫ t
t0
〈Φ0n(t)|hˆint|Φ0n(t)〉dt
and,
|Φ(t)〉 ≃ ∑
n
Cn(t0)|Φ0n(t)〉e−iΛn(t)/h¯ (8)
Therefore if the initial state is in the eigenstate, |Φ(t0)〉 = |Φ0n(t0)〉, this state evolves into
|Φn(t)〉 = |Φ0n(t)〉e−iΛ(t)n/h¯. The standard perturbation theory teaches us that Cn′(t)’s in
the right hand side can be replaced by Cn′(t0)’s for weak interaction in many cases. The
factor Λn/h¯, however, becomes so large for the contact of the macroscopic systems in the
present case that we cannot neglect the time dependence of Cn′(t)’s.
We here notice that the solution above obtained, |Φn(t)〉 = |Φ0n(t)〉e−iΛn(t)/h¯ satisfies
the mean-field equation:
[ih¯∂t − hˆφ − hˆε − 〈Φn(t)|hˆint|Φn(t)〉]|Φn(t)〉 = 0. (9)
As easily understood, if the non-perturbative state |Φ0n(t)〉 is also the exact eigenstate of
the interaction Hamiltonian, hˆint, at time t, the mean-field solution |Φn(t)〉 agrees with the
exact solution of the original equation, Eq. (4) at this moment. (For example, a localized
state is the eigenstate of the Coulomb interaction but it instantly spread over obeying Eq.
(4).) And only in this case, the assumption Eq. (5) is correct in the strict sense. In general,
it is obvious that the basis of the system satisfies Eq. (7) holds only in the sense of the
mean-field approximation although this approximation can be justifiable in the case that
for a macroscopic system interacting with its environment.
(2) Therefore it is a consistent approach to adopt the mean-field approximation for
an arbitrary non-perturbed state: the state evolves into, |Φ(t)〉 = |Φ0(t)〉e−iΛΦ(t)/h¯, which
obviously satisfies
[ih¯∂t − hˆφ − hˆε − 〈Φ(t)|hˆint|Φ(t)〉]|Φ(t)〉 = 0, (10)
where ΛΦ =
∫ t
t0
〈Φ(t)|hˆint|Φ(t)〉dt. From the fact that this equation has the non-linearlity
depending on |Φ(t)〉, we necessarily reconsider the expansion of the total system with the
basis {|Φn(t)〉}. The interaction hˆint requires us to extent the state space.
We then should consider carefully the superposition of the product states paying atten-
tion to both the linearity of the equation (4) and the time dependence of Λ(t). Two non-
orthogonal initial states, 〈Φ0(t0)|Φ0(t0)′〉 6= 0, evolve into the states, |Φ(t)〉 = |Φ0(t)〉e−iΛΦ(t)/h¯
and |Φ′(t)〉 = |Φ′0(t)〉e−iΛΦ′(t)/h¯ with different Λ’s in general. Therefore these must be
treated as the linearly independent solutions of Eq. (4) because the time dependence
of ΛΦ − ΛΦ′ leads the orthogonality relation,∫ ∞
−∞
〈Φ(t)|Φ′(t)〉dt = 〈Φ0(t)|Φ′0(t)〉
∫ ∞
−∞
ei(ΛΦ−ΛΦ′)/h¯dt = 0. (11)
(We used the fact that the coefficient 〈Φ0(t)|Φ′0(t)〉 is independent of time as immediately
represented in the eigenstates of the non-perturbed Hamiltonian, {|Φ0ǫ〉}. The expansions,
|Φ0(t)〉 = ∑ǫCǫ|Φ0ǫ〉e−iǫt/h¯ and |Φ′0(t)〉 = ∑ǫ C ′ǫ|Φ0ǫ〉e−iǫt/h¯ lead 〈Φ0(t)|Φ′0(t)〉 = ∑ǫC∗ǫC ′ǫ.)
We here assumed that Λ’s monotonously increase because we consider the continuous
interaction between the apparatus and its environment. It is already known that this time
dependent ‘action’, Λ, plays important role when decoherence occurs[2, 3]. It, however,
has been discussed mainly in the information context.
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3 Two states system
In the previous section we found that the lowest-order (particular) solution is constructed
with the solutions of (1) and (2) in the product form as,
|Φ(t)〉 = |Φ0(t)〉e−iΛ(t)/h¯ = |φ(t)〉|ε(t)〉e−iΛ(t)/h¯, (12)
and here Λ(t) is the action:
Λ(t) =
∫ t
t0
〈φ(t)|Vˆ |φ(t)〉dt =
∫ t
t0
〈Φ(t)|hˆint|Φ(t)〉dt, (13)
where Vˆ = 〈ε(t)|hˆint|ε(t)〉 is the ‘external’ field that continuously effects on |φ〉. We also
found that the orthogonality relation in terms of the time integral emerges from non-
orthogonal initial states.
Let us study further the case that the apparatus, represented by |φ(t0)〉, is the two
states system. Firstly we consider the following linear combination in order to find out one
particular solution of Eq. (4):
|φθ(t0)〉 = cos θ|φ↑(t0)〉+ sin θ|φ↓(t0)〉, (14)
where |φ↑(t0)〉 and |φ↓(t0)〉 are two normalized eigenstates of hˆφ and orthogonal each other.
That is to say, the state of the apparatus is represented by the superposition of two macro-
scopically distinct states at t0. For an arbitrary θ, each pair |φθ(t0)〉 and |φθ+π/2(t0)〉 can
be the basis of this subsystem.
We here assume the diagonal form of the interaction especially for the basis |φ0(t0)〉 =
|φ↑(t0)〉 and |φπ/2(t0)〉 = |φ↓(t0)〉, so that the Hamiltonian of the subsystem and the interac-
tion Hamiltonian commute, [hˆφ, Vˆ ] = 0 (so-called non-demolition case[2]). For simplicity,
although originally such a diagonal form for a macroscopic system is an approximate re-
lation as mentioned in the previous section, we do calculation if it was an exact relation
here: we assume
〈φ↑(t0)|Vˆ |φ↓(t0)〉 = 〈φ↓(t0)|Vˆ |φ↑(t0)〉 = 0. (15)
Moreover we also assume the interaction energy is independent of the state of the environ-
ment, |ε(t)〉. These lead,
Λθ(t) = cos
2 θ
∫ t
t0
〈φ↑(t)|Vˆ |φ↑(t)〉dt+ sin2 θ
∫ t
t0
〈φ↓(t)|Vˆ |φ↓(t)〉dt (16)
≡ cos2 θΛ↑(t) + sin2 θΛ↓(t). (17)
Therefore now the initial states simply evolves as,
|Φθ(t0)〉 = |φθ(t0)〉|ε(t0)〉 → |Φθ(t)〉 = |φθ(t)〉|ε(t)〉e−iΛθ(t)/h¯, (18)
where we can interpret that the environment only changes its phase from |ε(t0)〉 to |εθ(t)〉 =
|ε(t)〉e−iΛθ(t)/h¯.
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We here notice again that |Φθ(t)〉 depends on the coefficients cos2 θ and sin2 θ through
the action. Therefore the linearity of the subsystem |φ〉 cannot be extended for the total
system |Φ(t)〉 in its entirely: For the initial state |φ(t0)〉 = (α|φ0(t0)〉+ β|φπ/2(t0)〉)|ε(t0)〉,
the time evolution in the form, |φ(t)〉 = α|φ↑(t)〉|ε↑(t)〉 + β|φ↓(t)〉|ε↓(t)〉, appears to be
certainly correct as considered in the earlier studies[2, 3] (see also [5]). There, however, is
ambiguity in this expression: When the interaction exists, states of the total system should
be distinguished also by the time evolution through the action, Λ, as below.
Obviously Λ↑(t) 6= Λ↓(t) reproduces the orthogonality relation 〈εθ(t)|εθ′(t)〉 = ei(Λθ(t)−Λθ′ (t))/h¯ →
δθ,θ′ for time average, which is consistent with the discussion by Zurek[3]. At the same
time, we also find that the corresponding states of the total system, |Φθ(t)〉 and |Φθ′(t)〉,
are the linearly independent solutions of Eq. (4) for Λθ(t) 6= Λ′θ(t):∫ ∞
t0
〈Φθ(t)|Φθ′(t)〉dt = cos(θ − θ′)
∫ ∞
t0
dte−i(Λθ(t)−Λθ′ (t))/h¯ = δθ,θ′. (19)
For example,
1√
2
(|φ↑(t)〉 + |φ↓(t)〉) = |φπ/4(t)〉 and |φ↑(t)〉 = |φ0(t)〉 give different time
dependence to the action, Λθ(t), and resultingly the corresponding total states |Φπ/4(t)〉
and |Φ0(t)〉 are orthogonal in time each other. If we assume the constant monitoring
of macroscopic object by its environment, i.e., Λ(t) = λ(t − t0), we estimate that the
orthogonality is achieved in very short time, τ ≃ h¯/λ, where the interaction energy, λ =
〈φ(t)|Vˆ |φ(t)〉, is a macroscopic quantity.
Therefore the interaction between subsystems fractionates the expansion of the total
system through Λ, so that the linear combination of |Φθ(t)〉’s, is necessarily required. An
arbitrary states at t0 is expressed as |φ(t0)〉 = eiα cos θ|φ↑(t0)〉 + eiβ sin θ|φ↓(t0)〉, but Λ is
independent of these phase factors, α and β, in the present model. Then, in the mean-field
level, the (general) solution of Eq. (4) is represented appropriately as,
|Φ(t)〉 = ∑
0≤θ≤π/2
Cθ|Φθ(t)〉 (20)
=
∑
0≤θ≤π/2
Cθ|φθ(t)〉|ε(t)〉e−iΛθ(t)/h¯ (21)
=
∑
0≤θ≤π/2
Cθ(cos θ|φ↑(t)〉+ sin θ|φ↓(t)〉)|εθ(t)〉, (22)
where
∑
θ |Cθ|2 = 1. (Although the angle θ is continuous, here we use the notation
∑
θ just
for simplicity. Explicitly we should use
2
pi
∫ π/2
0
· · · dθ and the orthogonality relation is also
changed.)
As a matter of course, also for the explicitly expressed initial state |Φ(t0)〉 = |Φ0(t0)〉 =∑
θ Cθ|Φθ(t0)〉, the total system evolves unitarily as,
e−iHˆ(t−t0)/h¯|Φ(t0)〉 =
∑
θ
Cθe
−iHˆ(t−t0)/h¯|φθ(t0)〉|ε(t0)〉 (23)
≃ ∑
θ
Cθ|φθ(t)〉|ε(t)〉e−iΛθ(t)/h¯, (24)
under the mean-field approximation. We notice that only giving the initial conditions α
and β for the subsytem |φ(t)〉 = α|φ↑(t)〉+β|φ↓(t)〉 is generally insufficient to determine the
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evolution of the whole system |Φ(t)〉 with no ambiguity because the initial state, |Φ(t0)〉 =
|Φ0(t0)〉 = [(∑θ Cθ cos θ)|φ↑(t0)〉+ (∑θ Cθ sin θ)|φ↓(t0)〉] |ε(t)〉, has a kind of degeneracy for
θ. (The analysis in [3] starts from the particular initial states corresponding to single θ.) In
other words, in appearance, different time evolutions can emerge from an identical initial
condition, |φ(t)〉 = α|φ↑(t)〉+ β|φ↓(t)〉.
4 decoherence in the state vectors: pointer basis
For t > t0, the interaction between the macroscopic systems, |φ(t)〉 and |ε(t)〉, naturally
makes the action Λ(t) large. Under the condition Λθ(t)≫ h¯, we can adopt the saddle point
approximation on the solution: the contribution of the terms that satisfy
δ
δθ
Λθ(t) = 0 only
survive in equation (20),
|Φ(t)〉 ∼ C˜0|φ↑(t)〉|ε(t)〉e−iΛ↑(t)/h¯ + C˜π/2|φ↓(t)〉|ε(t)〉e−iΛ↓(t)/h¯ (25)
= C˜0|φ↑(t)〉|ε↑(t)〉+ C˜π/2|φ↓(t)〉|ε↓(t)〉, (26)
where C˜0,π/2 = C0,π/2
√
2πi
Λ′′
0,pi/2
(t)/h¯
= C0,π/2
√
±πih¯
Λ↑(t)−Λ↓(t)
.
Now we can conclude that the condition Λθ(t) ≫ h¯ (more explicitly the variation of
Λθ(t)/h¯ being large and also assumed Λ↑(t) 6= Λ↓(t)) leads that only one basis, {|Φθ(t)〉 =
|φθ(t)〉|εθ(t)〉}, is privileged to express the total system |Φ(t)〉: This basis consists of the
|Φθ(t)〉’s, which give extremum to the action, Λθ(t). The interaction Hamiltonian is nat-
urally diagonal in this basis because the saddle point condition δΛ = 0 always selects out
the approximate eigen states of the interaction Hamiltonian from the all of the solutions
{|Φθ(t)〉}. We have demonstrated the emergence of pointer basis in terms of state vectors.
The density matrix of the total system should be composed from the expression (26)
rather than (20). In the present context, the reduced density matrix of the subsystem
ρSA = Trε|Φ(t)〉〈Φ(t)| has the off-diagonal terms with the factor r(t) = 〈ε↑(t)|ε↓(t)〉 =
ei(Λ↑(t)−Λ↓(t))/h¯. These will vanish for the time average[3].
5 Conclusion Remarks
We saw the precise mechanism of decoherence in two states system in terms of state
vectors. It is crucially important to recognize that the interaction between macroscopic
systems requires the extension of the state space.
The consequences in this study reproduce the discussion in terms of density matrices
by Zurek[2, 3]. A kind of action principle leads a pointer basis: the saddle point condition,
δΛθ
δθ
= 0, selects out the states being the closest to the eigenstates of the interaction
Hamiltonian from the all of the solutions of the Schro¨dinger equation for the total system.
On the other hand, other states disappear because of the destructive intereference due to
the action, Λ.
Although, in §2, we assumed the diagonal form of the interaction energy in Eq. (10).
This assumption can best be satisfied for the pointer basis and may be too rough for the
other states. This is the future task.
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This action brings not only the dynamics but also the non-unitary ‘appearance’ in the
time evolution of the state of the total system as,
|Φ(t0)〉 =
[
(
∑
θ
Cθ cos θ)|φ↑〉+ (
∑
θ
Cθ sin θ)|φ↓〉
]
|ε〉 (27)
→ |Φ(t)〉 ∼ C˜0|φ↑〉|ε〉e−iΛ↑/h¯ + C˜π/2|φ↓〉|ε〉e−iΛ↓/h¯, (28)
although it still evolves in unitary fashion (see Eq. (23)).
It is also important to unify the dynamics demonstrated in the two states systems
here. For this purpose, our simple interpretation using an action is worthwhile because it
naturally reflects the time evolutional feature of a system.
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