ABSTRACT We propose a flow table management scheme for OpenFlow switches to minimize table-miss in a flow table. Commercial OpenFlow switches have one or more flow tables that consist of flow entries for processing packets. However, flow entries are managed based only on their timeout parameters, meaning they are expired and deleted by switches regardless of their reusability. The absence of the flow entry then causes table-misses in the future. We propose a solution for the problem of switches disregarding vacancies in the flow table when deleting expired flow entries. When a table-miss occurs, the corresponding switch must perform additional interactions with an OpenFlow controller to insert new flow entries, but this results in additional processing time and communication overhead. Previous studies aimed at solving this limitation have used sophisticated training sets or modified network architectures. In contrast, we propose a simple flow table management scheme with a least recently used-based caching algorithm to keep flow entries in an OpenFlow switch as long as possible. For this purpose, the switch continually adjusts its cache size according to the vacancy of each flow table and the controller determines the packet forwarding path through the switches by referring to the vacancies. We perform an experimental evaluation of the proposed scheme and demonstrate the performance gains in terms of the number of table-missed packets. We also analyze the effectiveness of the flow entry caching scheme using a mathematical model. 
I. INTRODUCTION
In recent years, Software-Defined Networking (SDN) [1] has emerged as an advanced networking technology that decouples the control plane and data plane of each network switch. To control networks in a simple and programmable manner, an SDN architecture is designed such that distributed data planes are managed by a centralized control plane. OpenFlow [2] is one of the communication protocols used for interactions between the control plane and data plane in SDN. By using the OpenFlow protocol, a centralized OpenFlow controller, which plays the role of the control plane, applies packet forwarding policies to distributed OpenFlow switches, which define the data plane. Fig. 1 presents a layered view of an SDN architecture and illustrates the differences between an SDN architecture and traditional network architectures.
In SDN environments, incoming packets are processed according to the rules defined in SDN applications on an OpenFlow controller. Rules can be inserted, modified, or deleted by the controller in the form of flow entries in the flow table of an OpenFlow switch. The main components of a flow entry consists are a subset of the header fields of the packet to be matched (i.e., match fields), the instructions for processing the matched packet (i.e., instructions), and idle time before the flow entry is expired by the switch (i.e., timeouts). By leveraging the flow entries in the flow table, the switch has two methods for processing incoming packets. In the first method, the incoming packet whose header fields match the match fields in the flow entry is processed according to the instructions defined in the flow entry. This is called a proactive process and the switch does not need to interact with the controller to process the packet. However, when the header fields of the incoming packet do not match any match fields of the existing flow entries in the flow table, we call it a table-miss. To handle the tablemissed packet, the switch must perform a reactive process that interacts with the controller to insert new flow entries to process the packet. Fig. 2 illustrates the different steps between the proactive and reactive processes of an OpenFlow switch. One can verify that the reactive process performs additional interactions with an OpenFlow controller based on the table-miss flow entry in each flow table.
If the number of table-missed packets increases, the switch must interact with the controller more often, which may result in additional processing time and communication overhead. In a study by Fernandez et al. [3] , the experimental results of a performance comparison in terms of throughput (i.e., flows per second) indicated that the proactive process yields higher performance than the reactive process in various scenarios. Because of the frequent interactions with the controller, the throughput difference also becomes larger as the number of switches increases.
We have previously addressed the above limitations caused by frequent table-misses and analyzed the flow table management scheme for existing OpenFlow switches [4] . A flow entry expires if its match fields do not match with the header fields of incoming packets within an idle timeout period. The switch then deletes the expired flow entry without considering vacancy in the flow table. To keep the flow entries in a flow table as long as possible, we propose a modified flow table management scheme that caches expired flow entries as inactive entries rather than deleting them. In our scheme, inactive flow entries are managed based on a Least-RecentlyUsed (LRU) caching algorithm for their future replacement. An OpenFlow controller determines packet forwarding paths by referring to vacancies in the corresponding flow tables to maximize usage of the cached flow entries. As a result, the switch can handle more incoming packets using the proactive process instead of the reactive process, which results in performance gains in terms of the number of 
II. PROBLEM DEFINITION
When a packet arrives at an OpenFlow switch, the packet is handled using either the proactive or reactive process depending on the presence of the corresponding flow entries in a flow table. Although the proactive process handles the incoming packet much faster than the reactive process, the switch immediately deletes the expired flow entries even if the vacancy in the flow table is sufficient to keep them for future reuse. In this case, if a packet whose header fields match the match fields of the recently deleted flow entry arrives at the switch, the packet will lose the opportunity to be handled by the proactive process because of a table-miss. For example, all non-periodic packets, such as HTTP or instant messaging traffic, are reactively processed if their packet intervals are longer than the idle timeouts of the corresponding flow entries. As a result, a fixed timeout parameter for deleting expired flow entries is not appropriate in some cases. It also increases the table-miss rate in the flow table of a switch.
According to Nguyen et al. [5] , up to 8 million rules are required to support all essential policies in typical enterprise networks, but commercial OpenFlow switches can only store up to 16 thousand flow entries in a flow table [6] . Kobayashi et al. [7] and Kreutz et al. [8] also mentioned that a limitation of existing OpenFlow switches is that flow table capacity is not sufficient to cover all incoming packets in emerging networks. Although this is the reason why switches immediately delete expired flow entries to create vacancies for new flow entries, the switch can only store a limited number of flow entries, regardless of its current vacancy. As a simple alternative, an OpenFlow controller can set the idle timeout of each flow entry long enough that the switch keeps more flow entries in the flow table, but this may cause flow table overflow when the number of incoming packets suddenly increases.
Since an initial OpenFlow switch specification [9] was released, the flow table overflow that results from a flow table exceeding its finite capacity has been a recurring problem. In earlier versions of the specification, new flow entries were no longer inserted when the flow table of a switch was full, which caused as disruption of service. To allow an OpenFlow controller to avoid filling the flow table, OpenFlow switch specification 1.4.0 [10] introduced the concept of vacancy events, which enable the controller to receive early error messages based on the capacity threshold of the switch. In our flow table management scheme, an OpenFlow switch exploits the vacancy parameter of vacancy events to apply the LRUbased caching algorithm for SDN.
III. RELATED WORKS
We have focused on the fundamental limitation of existing OpenFlow switches having insufficient flow table capacity to cover all policies in typical network environments. To solve the problem of limited capacity, the following works have proposed various solutions.
Curtis et al. [11] and Lee et al. [12] classified incoming packets into elephant flows and mice flows according to their flow patterns. An OpenFlow switch selectively interacts with an OpenFlow controller in their models. Although both models cache flow entries to potentially reduce interactions with the controller, their caching policies are slightly different. In [11] , the rules for the mice flows are aggregated according to a set of least-energy paths before being inserted as flow entries and the rules for the elephant flows are individually managed as flow entries. In [12] , the cached flow entries for elephant and mice flows are managed separately and the switch does not share the cache memories for those flows. These two approaches provide an alternative method to reduce interactions with the controller by classifying incoming packets according to their flow patterns, but they still require sophisticated training sets for elaborate classification.
In the study by Yu et al. [13] , authority switches were placed between OpenFlow controllers and OpenFlow switches as intermediate components. They duplicate authority rules from the controller to reduce additional interactions when inserting new flow entries. As an extra OpenFlow switch, the authority switch handles table-missed packets according to predefined flow entries whose rules are aggregated. Although table-missed packets can be processed by predefined flow entries without any interactions with the controller, this model requires large changes to the existing OpenFlow network model for SDN.
Zhu et al. [14] and Kim et al. [15] proposed an approach in which the idle timeout of each flow entry in a flow table is adjusted dynamically based on corresponding flow patterns. For this purpose, an OpenFlow controller collects various flow patterns from OpenFlow switches and predicts optimized idle timeouts based on packet intervals. To prevent excess communication overhead due to excessive tablemissed packets, the controller inserts flow entries with long idle timeouts for periodic flows that have long packet intervals. Their approaches to minimizing the number of flow entry deletions are well suited to overcoming the drawbacks of static idle timeouts, but they come with a tradeoff between VOLUME 5, 2017 accurate prediction for optimizing idle timeouts and communication overhead for collecting flow patterns from the switch.
To evaluate performance in terms of A. LRU-BASED CACHING ALGORITHM Fig. 3 presents the pseudo code for both the LRU-based caching algorithm that we propose and the traditional approach. To apply the LRU policy to inactive flow entries in a simple manner, we use a unique non-zero age parameter for each inactive flow entry in a flow table. The age sequentially increases each time the switch caches an expired flow entry as an inactive flow entry. The inactive flow entry with the oldest age is considered to be the least recently used flow entry. In the proposed scheme, an inactive flow entry is deleted when its age reaches a certain threshold, rather than when its idle timeout expires. To minimize idle space in flow tables, the switch continually adjusts the threshold for each flow table based on its vacancies over the past few seconds. The idle space is used as variable cache memory. Fig. 4 illustrates the differences in flow table usage over time between the proposed scheme and the traditional approach. If the idle space is filled with inactive flow entries in the proposed scheme, the cache size of the flow table can be continuously adjusted to prevent flow table overflow because of its variable size. Meanwhile, an inactive flow entry whose match fields match with any header fields of incoming packets becomes active again. This process does not require any interactions between an OpenFlow controller and OpenFlow switch. In this case, the age of the inactive flow entry is reset from non-zero to zero and the flow entry is handled as an active flow entry with its initial state again.
B. VACANCY-BASED PACKET FORWARDING POLICY
An OpenFlow controller determines packet forwarding paths according to the rules defined in SDN applications. The shortest path between network nodes is found using Dijkstra's algorithm [17] , which calculates the distance from a single source node to a single destination node. In Dijkstra's algorithm, all packet forwarding paths between network nodes are represented by a weighted graph composed of distance vectors, where each vector has a distance and direction. Based on this weighted graph, SDN applications for determining optimized packet forwarding paths are designed to find the shortest distance and their rules are applied through the controller as a form of flow entry when the corresponding packet arrives at the switch.
To cache more inactive flow entries in a flow table, we determine the optimal packet forwarding paths between network nodes using Dijkstra's algorithm with additional consideration for the vacancies in flow tables. As an additional parameter to calculate distance vectors, higher vacancies are considered as higher weight factors for finding the shortest path. In our scheme, inactive flow entries are evenly stored in adjacent switches as not only alternative paths for forwarding but also as extra spaces for caching.
V. MATHEMATICAL MODEL
To demonstrate the effectiveness of the proposed LRU-based caching algorithm, we introduce a mathematical model that predicts the table-miss rate of OpenFlow switches. Our mathematical model is based on the idle timeout of a flow entry, cache size of a flow table, number of hosts, and pattern of incoming flows.
A. TRAFFIC GENERATION
According to Mori et al. [18] , realistic traffic patterns based on the characteristics of internet traffic variability have an occurrence rate of 4.65% and occupation rate of 41.30% for elephant flows. To apply these two rates to our probability model, we first divide the flow patterns into elephant flows and mice flows according to the number of incoming packets per second (pps). We then define the rates of occurrence and occupation for the elephant flows as probability variables with values between 0 and 1.
OCCURRENCE ELEPHANT = 0.0465
(1)
To obtain the ratio of packets per second between elephant and mice flows in a simple manner, we assume that all packets in the flows have the same size. Each flow size can then be defined by dividing the occupation rate by the occurrence rate. We can also consider the ratio of flows per second (fps) to be the same as the ratio of packets per second.
Using (1) and (2), we calculate that the number of incoming packets per unit time in elephant flows is 14.42 times more than that in mice flows, which is expressed by (7) .
For a simple approach to define the probability of flow occurrence on a host, we assume that every host has the same chance to generate an elephant flow or a mice flow every second, which depends on the mean number of incoming packets per second. Additionally, the total number of packets increases in proportion to the number of hosts and the weighted probability of the flow occurrence is defined by applying the ratio of packets per second between the elephant and mice flows.
Fig. 5 displays an example of traffic generation based on the equations (1) through (9) , where the mean number of incoming packets per second and number of hosts are set to 25 and 20, respectively. In our model, every host has the same probability (9) to generate a flow every second, and we can generate various traffic patterns by changing the parameters VOLUME 5, 2017 FIGURE 5. Traffic generation example based on the introduced mathematical model. In this model, the mean number of incoming packets per second was set to 25, the number of hosts was set to 20, and the rates of occurrence and occupation for elephant flows were set to 4.65% and 41.30%, respectively.
of (1) and (2), as well as the mean number of incoming packets per second and number of hosts.
B. TABLE-MISS RATE CALCULATION
To predict the table-miss rate of an OpenFlow switch, we first define the probabilities of flow entry existence in the existing and proposed schemes.
In the existing scheme, a flow entry exists only before its idle timeout expires and the probability of flow entry existence can be defined as (10) . However, the probability of flow entry expiration at time j can be defined as (11) , which is used for the calculation of the probability of inactive flow entry existence in the proposed scheme.
We consider the cache size of a flow table because expired flow entries can only be cached as inactive flow entries within the cache size.
Based on the probability mass function of a binomial distribution, we define the probability of inactive flow entry existence at time j, where the number of inactive flow entries is less than the cache size. This can be expressed as (12) with the assumption that the flow table has a static cache size. To apply the LRU policy to the probability model, we stipulate that only inactive flow entries whose ages are less than the cache size are considered for calculation. Additionally, an expired flow entry should be cached as an inactive flow entry only if the total number of cached flow entries is less than the cache size.
Using (12) with the above two considerations, we can obtain the probability of inactive flow entry existence for applying the proposed LRU-based caching algorithm, which is expressed as (13) .
EXISTENCE PROPOSED
= EXISTENCE EXISTING + EXISTENCE CACHED (14) The final probability of flow entry existence in the proposed scheme can be defined as (14) and we can verify that the proposed scheme has a higher probability of flow entry existence than the existing scheme. Their performance difference is expressed by (13) .
We now predict the table-miss rate of an OpenFlow switch based on (10) and (14) .
When a packet arrives at the switch, a table-miss occurs if there is no matched flow entry in the flow table of the switch. Based on this definition, the table-miss rates of the existing and proposed schemes can be defined as (15) and (16), respectively.
E (TABLEMISS EXISTING )
= TABLEMISS EXISTING * PACKET TOTAL (17) 
E (TABLEMISS PROPOSED )
= TABLEMISS PROPOSED * PACKET TOTAL (18) The expectation values of table-miss occurrences per second in the existing and proposed schemes can be defined as (17) and (18), respectively. According to equations (15) to (18), the table-miss occurrence rate in the proposed scheme is lower than that in the existing scheme. We further verify our mathematical model through experiments in Section VI.
VI. EXPERIMENTS
We generated realistic traffic patterns based on the mathematical model described in Section V-A and constructed the simple OpenFlow network topology shown in Fig. 6 . In our experiments, when a host connected to switch A communicated with another host connected to switch B, their packets passed through switch C as a default path and switch D was considered as an alternative. Additionally, each experiment ran for 15 minutes with a cold start where the initial state of the flow tables was empty and the flow table capacity to store flow entries was set to 300.
We conducted experiments on the proposed flow table management scheme by applying the LRU-based caching algorithm with a simple modification of the OpenFlowenabled virtual switch Open vSwitch version 2.7.0 [19] . The OpenFlow controller Floodlight version 1.2 [20] and instant virtual network emulator Mininet version 2.3.0 [21] were also used for our experiments. They ran on the operating system Ubuntu version 16.04 [22] .
The experimental results are presented in terms of the number of table-missed packets with changing cache size, number of hosts, and number of incoming packets. All experiments were repeated 10 times and the results of each experiment are expressed as a mean value. To verify the mathematical model from Section V-B, we also compared the experimental results with the expectation values of table-miss occurrence from the probability model.
A. RESULTS FOR CHANGES IN CACHE SIZE
To identify the effectiveness of LRU-based caching in a flow table, we compared the numbers of table-missed packets with various cache sizes. For this purpose, two experiments were conducted: one using only switch A with its 30 hosts and the other using only switch B with its 20 hosts. In both cases, the mean number of incoming packets per second was set to 30 and cache sizes ranged from 0 to 50. According to the vacancy in the flow table, variable cache size was also considered. Fig. 7 indicates that the number of tablemissed packets decreases as the cache size increases and that the OpenFlow switch achieves the highest performance with a variable cache size. For LRU-based caching, switches A and B showed 7.48% and 40.73% higher performance than the existing scheme, respectively. We also identified that the results of the experiment and the mathematical model are very similar with an acceptable error rate.
B. RESULTS FOR CHANGES IN THE NUMBER OF HOSTS
According to the results presented in Section VI-A, switch B achieved a higher performance improvement rate than switch A. To identify the impact of the number of hosts on performance improvement, we compared the numbers of table-missed packets with various numbers of hosts. For this purpose, we set the number of hosts independently in each experiment by disabling the constant number of hosts for switches A and B. The cache size in the proposed scheme was set to be variable and the mean number of incoming packets per second was set to 30. Fig. 8 indicates that the performance improvement rate exponentially increases as the number of hosts decreases and that the OpenFlow switch achieves the highest performance when considering both the LRU-based caching algorithm and vacancy in all cases. Additionally, switch B achieved a higher performance improvement rate than switch A. The reason for this is that the total required flow entry for the switch exponentially decreases as the number of hosts decreases, which increases the probability that incoming packets will match the inactive flow entries in a flow table. 
C. RESULTS FOR CHANGES IN THE NUMBER OF INCOMING PACKETS
As another factor affecting performance improvement, we compared the number of table-missed packets with various numbers of incoming packets. For this purpose, we changed the mean number of incoming packets per second in each experiment by adjusting the probability of generating packets for all hosts. The cache size in the proposed scheme was set to be variable. Fig. 9 indicates that the performance improvement rate linearly increases as the mean number of incoming packets per second decreases and that the OpenFlow switch achieves the highest performance when considering both the LRU-based caching algorithm and vacancy in all cases. The reason for this is that the period for flow entry replacements becomes linearly longer as the mean number of incoming packets per second decreases, which allows the switch to keep more inactive flow entries in the flow table.
VII. CONCLUSION
Commercial OpenFlow switches have one or more flow tables with multiple flow entries that are managed based only on their timeout parameters. The flow entries are expired and deleted by the switch regardless of their reusability and the absence of flow entries can cause frequent table-misses in the future. To handle a table-missed packet, an OpenFlow switch must perform additional interactions with an OpenFlow controller to insert new flow entries, which results in additional processing time and communication overhead. Previous studies aimed at overcoming this limitation required sophisticated training sets or large changes to SDN architectures. We proposed a simple flow table management scheme with an LRUbased caching algorithm to keep flow entries in a flow table as long as possible. For this purpose, we considered a variable cache size that is continually adjusted by the switch and an alternative packet forwarding scheme based on the vacancies in each flow table. Through an experimental evaluation of the proposed scheme, we demonstrated significant performance enhancement in terms of the number of table-missed packets with changes in the cache size, number of hosts, and number of incoming packets. According to the results of our experiments, the performance improvement rate increases exponentially with a decreasing number of hosts and increases linearly with a decreasing number of incoming packets. Using a mathematical model that we defined to predict the table-miss rate of an OpenFlow switch, we also verified the effectiveness of the LRU-based caching algorithm for managing expired flow entries in the flow tables of switches. 
