We present inequalities related to generalized matrix function for positive semidefinite block matrices. We introduce partial generalized matrix functions corresponding to partial traces and then provide an unified extension of the recent inequalities due to Choi [6], Lin [14] and Zhang et al. [5, 19] . We demonstrate the applications of a positive semidefinite 3 × 3 block matrix, which motivates us to give a simple alternative proof of Dragomir's inequality and Krein's inequality.
Introduction
Let G be a subgraph of the symmetric group S n on n letters and let χ be an irreducible character of G. For any n × n complex matrix A = [a ij ] n i,j=1 , the generalized matrix function of A (also known as immanant) afforded by G and χ is defined as
a iσ(i) .
Some specific subgroups G and characters χ lead to some acquainted functionals on the matrix space. For instance, If G = S n and χ is the signum function with value ±1, then the generalized matrix function becomes the usual matrix determinant; By setting χ(σ) ≡ 1 for each σ ∈ G = S n , we get the permanent of the matrix; Setting G = {e} ⊂ S n defines the product of the main diagonal entries of the matrix (also known as the Hadamard matrix function).
Let A and B be n × n positive semidefinite matrices. It is easy to prove by simultaneous diagonalization argument that det(A + B) ≥ det(A) + det(B).
(
There are many extensions and generalizations of (1) in the literature. For example, a remarkable extension (e.g., [17, p. 228] ) says that
Recently, Paksoy, Turkmen and Zhang [19] provided a natural extension of (2) for triple matrices by embedding the vectors of Gram matrices into a "sufficiently large" inner product space and using tensor products. More precisely, if A, B and C are positive semidefinite, they showed
Their approach to establish (3) is algebraic as well as combinatorial. Soon after, Chang, Paksoy and Zhang [5, Theorem 3] presented a further improvement of (3) by considering the tensor products of operators as words on certain alphabets, which states that
We remark here that (4) is indeed an improvement of (3) since
We use the following standard notation. The set of m × n complex matrices is denoted by M m×n . If m = n, we use M n instead of M n×n and if n = 1, we use C m instead of M m×1 . The identity matrix of M n is denoted by I n , or simply by I if no confusion is possible. We use M m (M n ) for the set of m × m block matrices with each block being n-square. By convention, if X ∈ M n is positive semidefinite, we write X ≥ 0. For two Hermitian matrices A and B of the same size, A ≥ B means A − B ≥ 0. It is easy to verify that ≥ is a partial ordering on the set of Hermitian matrices, referred to Löwner ordering.
On the other hand, Lin and Sra [16] gave the following extension of (1), i.e., if
where det 2 (A) = [det A ij ] m i,j=1 ∈ M m and ≥ stands for the Löwner ordering. The paper is organized as follows. In Section 2, we briefly review some basic definitions and properties of tensor product in Multilinear Algebra Theory. In Section 3, we extend the above-cited results (2), (3), (4) and (5) to block positive semidefinte matrices (Theorem 3.5 and Corollary 3.6). As byproducts, some new inequalities related to trace, determinant and permanent are also included. In Section 4, we investigate the applications of a positive semidefinite 3 × 3 block matrix and provide a short proof of Dragomir's inequality (Theorem 4.4) . In Section 5, we present a simple proof of Krein's inequality (Theorem 5.1), and then we also provide some new triangle inequalities.
Preliminaries
Before starting our results, we first review some basic definitions and notations of Multilinear Algebra Theory [17] . Let X ⊗ Y denote the Kronecker product (tensor
A denote the r-fold tensor power of A. We denote by ∧ r A the rth antisymmetric tensor power (or rth Grassmann power) of A, which is the same as the rth multiplicative compound matrix of A, and denote by ∨ r A the rth symmetric tensor power of A; see [1, p. 18] for more details. We denote by e r (A), s r (A) the rth elementary symmetric and rth complete symmetric function of the eigenvalues of A (see [11, p. 54] ). Trivially, e 1 (A) = s 1 (A) = tr(A) and e n (A) = det(A) for A ∈ M n .
Let V be an n-dimensional Hilbert space and ⊗ n V be the tensor product space of n copies of V . Let G be a subgroup of the symmetric group S n and χ be an irreducible character of G. The symmetrizer induced by χ on the tensor product space ⊗ n V is defined by its action
All elements of the form (6) span a vector space, denoted by V n χ (G) ⊂ ⊗ n V , which is called the space of the symmetry class of tensors associated with G and χ (see [17, p. 154, 235] ). It is easy to verified that V n χ (G) is an invariant subspace of ⊗ n V under the tensor operator ⊗ n A. For a linear operator A on V , the induced operator K(A) of A with respect to G and χ is defined to be K(A) = (⊗ n A) V n χ (G) , the restriction of ⊗ n A on V n χ (G). The induced operator K(A) is closely related to generalized matrix function. Let e 1 , e 2 , . . . , e n be an orthonormal basis of V and P be a matrix representation of the linear operator A on V with respect to the basis e 1 , . . . , e n . Then
where deg(χ) is the degree of χ and e * := e 1 * e 2 * · · · * e n is the decomposable symmetrized tensor of e 1 , . . . , e n (see [17, p. 227, 155] ). Now, we list some basic properties of tensor product for our latter use.
Proposition 2.1. (see [1, pp. 16-20] ) Let A, B and C be n × n matrices. Then 
Finally, we introduce the definition of partial traces, which comes from Quantum Information Theory [20, p. 12] . Given A ∈ M m (M n ), the first partial trace (map) 
Under the above definition, it follows that both tr 1 (A) and tr 2 (A) are positive semidefinite whenever A is positive semidefinite; see, e.g., [24, p. 237 ].
Partial Matrix Functions
Then we can verify that
Motivated by this relation, we next introduce the following definition. Clearly, when Γ = tr, this definition coincides with that of partial traces; when Γ = det, it identifies with the partial determinants, which were introduced by Choi in [6] recently.
Let
are positive semidefinite matrices; see, e.g., [24, p. 221, 237] . Whereafter, Zhang [25, Theorem 3.1] extends the positivity to generalized matrix function via generalized Cauchy-Binet formula, more precisely,
is also positive semidefinite. We extend the positivity to more matrix functionals. Proof. We denote by A = [G rs ] n r,s=1 ∈ M n (M m ), and then it is easy to see that A = A and Γ 1 (A) = Γ 2 ( A). Moreover, A and A are unitarily similar; see [6, Theorem 7] for more details. Thus, we only need to show Γ 2 (A) is positive semidefinite. It is similar with the approach in [25] , we omit the details of proof.
The following Lemma 3.3 plays a key step in our extension (Theorem 3.5), it could be found in [3] or [5] , we here provide a proof for convenience of readers. 
The same result is true for ∧ r and ∨ r .
Proof. The proof is by induction on r. The base case r = 1 holds with equality, and the case r = 2 is easy to verify. Assume the required result holds for r = m ≥ 2, that is
For r = m + 1, we get from Proposition 2.1 that
It remains to show that
This follows immediately by the superadditivity (5) in Proposition 2.1.
We require one more lemma for our purpose.
is a principal submatrix of ⊗ r A for every positive integer r. Now, we present our main result, which is an unified extension of (4) and (5) . Proof. We only show that the desired result holds for Γ = d G χ and Γ = e r since other case of functionals can be proved similarly. It suffices to show the second desired result by exchanging the role of A and A. By Lemma 3.3, we have
which together with Lemma 3.4 leads to the following
. By restricting above inequality to the symmetry class V G χ (V ), we get
. By combining (7) , the second desired result in the case of Γ = d G χ follows.
By the same way, it follows that
. By taking trace blockwise and using Proposition 2.1, it yields the second desired result in the case of Γ = e r . From Theorem 3.5, one could get the following Corollary 3.6. We remark that these two inequalities could be proved by using a majorization approach of eigenvalues. It is more elementary and totally different from our method. We refer to [14] and [24, p. 215 ] for more details.
Positivity and Dragomir's inequality
Recently, positive semidefinite 3 × 3 block matrices are extensively studied, such a partition leads to versatile and elegant theoretical inequalities; see, e.g., [9, 15] . Assume that X, Y, Z are matrices with appropriate size, then it follows from Section 3 that the 3
is positive semidefinite whenever Γ is selected for trace and determinant. Different size of matrices in (8) will yield a large number of interesting triangle inequalities. In particular, if X, Y, Z are column vectors, say u, v, w ∈ C n , it is easy to see that   
is positive semidefinite; see [4, 13] for more applications.
In this section, we provide two analogous results (Corollary 4.2 and Proposition 4.3) of the above (9) . Based on this result, we then give a short proof of Dragomir's inequality (Theorem 4.4). The following Lemma is an Exercise in [2, p. 26], we will present a detailed proof. and observe that D * |A|D = |D * AD|. By scaling, we further assume that
Recall that X ≥ 0 means X is positive semidefinite. Our goal is to prove 
Assume that a = |a|e iα and b = |b|e iβ , and denote Q = diag 1, e −iα , e −iβ . By a direct computation, we obtain
Since Q * AQ ≥ 0, taking the determinant leads to the following 1 + |a||b| ce i(α−β) + ce i(β−α) ≥ |a| 2 + |b| 2 + |c| 2 .
Note that 2|c| ≥ 2 Re ce i(α−β) ≥ ce i(α−β) + ce i(β−α) , then
which is actually det |A| ≥ 0. Combining 1 − |a| 2 ≥ 0, that is, every principal minor of |A| is nonnegative, then |A| ≥ 0. Thus, the desired statement (10) now follows.
Remark. We remark that the converse of Lemma 4.1 is not true, additionally, the statement not holds for 4 × 4 case. For example, setting 
is a positive semidefinite matrix.
Proof. We choose an orthonormal basis of Span{u, v, w}, then we may assume that u, v and w are vectors in R 3 and form a triangle on a plane. We denote the angle of u, v by α, angle of −u, w by β and angle of −w, −v by γ, respectively. Note that α + β + γ = π, then we have cos 2 α + cos 2 β + cos 2 γ + 2 cos α cos β cos γ = 1.
By computing the principal minor, it follows that Dragomir [7] established the following inequality (Theorem 4.4) related to inner product of three vectors, which yields some improvements of Schwarz's inequality; see, e.g., [8] . We here give a short proof using Corollary 4.2.
Theorem 4.4. Let u, v and w be vectors in an inner product space. Then
Proof. Without loss of generality, by scaling, we may assume that u, v and w are unit vectors. We now need to prove
which is equivalent to showing
By Corollary 4.2, it follows that 
is positive semidefinite. Taking determinant on this matrix yields (11) .
Recently, Zhang gave the following inequality (see [25, Theorem 5.1] ), if u, v and w are all unit vectors in an inner product space, then
Inequality (11) seems weaker than (12) . Actually, it is not difficult to prove that (11) and (12) are mutually equivalent, we leave the details for the interested reader.
Some Triangle inequalities
Let V be an inner product space with the inner product ·, · over the real number field R or the complex number field C. For any two nonzero vectors u, v in V , there are two defferent ways to define the angle between the vectors u and v in terms of the inner product, such as,
Both these definitions are frequently used in the literature, and there are various reasons and advantages that the angles are defined in these ways; see, e.g., [4, 13, 18] for recent studies.
The angles Φ and Ψ are closely related, but not equal unless u, v is a nonnegative number. We can easily see that 0 ≤ Φ ≤ π and 0 ≤ Ψ ≤ π/2, and Φ
There exist two well known triangle inequalities for Φ and Ψ in the literature, we will state it as the following Theorem 5.1.
Theorem 5.1. Let u, v and w be vectors in an inner product space. Then
and
The first inequality (14) is attributed to Krein who stated it without proof in [12] , and proved first by Rao [21] and [10, p. 56] , whose proof boils down to the positivity of the matrix (9) . We remark that (14) on the real field could be seen in [24, p. 31] .
For the second one, Lin [13] observed that (15) can be deduced from (14) because of the relation (13) . It is noteworthy that either Corollary 4.2 or Theorem 4.4 also guarantees (15) . Indeed, by Theorem 4.4, we can obtain
By dividing with u v w 2 , we have To end this paper, we present a new proof of inequality (14) and (15) , which can be viewed as a generalization of the method in [24, p. 31] , and then we also provide some new angle inequalities.
Proof of Theorem 5.1. We here only prove (15) , since (14) can be proved in a slight similar way. Because the desireed inequality involves only three vectors u, v and w, we may focus on the subspace spaned by u, v and w, which has dimension at most 3. We may further choose an orthonormal basis (a unit vector in the case of dimension one) of this subspace Span{u, v, w}. Assume that u, v and w have coordinate vectors x, y and z under this basis, respectively. Then the desired inequality holds if and only if it holds for complex vectors x, y and z with the standard product x, y = y 1 x 1 + y 2 x 2 + · · · + y n x n .
That is to say, our mian goal is to show the following
We next prove the inequality (16) in two steps. If the inner product space is a Euclidean space (i.e., an inner product space over field R). Then the problem is reduced to R, R 2 or R 3 depending on whether the dimension of Span{u, v, w} is 1, 2 or 3, respectively. In this real case, one can draw a simple graph to get the result. If the inner product space is an unitary space (i.e., an inner product space over field C). We now do some technical tricks. We note that the desired inequality (16) is not changed if we replace x, y with ωx, δy for any complex numbers ω, δ satisfying |ω| = |δ| = 1. Therefore, we may assume further that both x, z and z, y are real numbers. Let x = X 1 + iX 2 , y = Y 1 + iY 2 and z = Z 1 + iZ 2 for some vectors X i , Y i , Z i ∈ R 3 (i = 1, 2) and denote by
Note that X, Y, Z ∈ R 6 , then by the previous statement for Euclidean space, we get Ψ(X, Y ) ≤ Ψ(X, Z) + Ψ(Z, Y ).
Since x, z and z, y are real numbers, we have
x, z = Re x, z = Z T 1 X 1 + Z T 2 X 2 = X, Z , z, y = Re z, y = Y T
. It is easy to see that x = X , y = Y and z = Z . Thus, Ψ(x, z) = Ψ(X, Z), Ψ(z, y) = Ψ(Z, Y ).
Since f (t) = arccos (t) is a decreasing function in t ∈ [−1, 1], we get Ψ(x, y) = arccos x, y x y
Combining (17), (18) and (19), we can get the desired inequality (16) .
Using the same idea of the proof of Theorem 5.1, one could also get the following Proposition 5.2. Moreover, the above inequalities hold for Ψ.
The following inner product inequality is the main result in [22] and also can be found in [24, p. 195] , it is derived as a tool in showing a trace inequality for unitary matrices. Of course, the line of proof provided here is quite different and simple. Corollary 5.3. Let u, v and w be vectors in an inner product space over C. Then
Moreover, inequality holds if we replace | · | with Re (·).
Proof. For brevity, we denote α, β, γ by the angles Ψ(u, v), Ψ(u, w), Ψ(w, v) or Φ(u, v), Φ(u, w), Φ(w, v), respectively. By Proposition 5.2, we have
Then 0 ≤ sin
The required inequality can be written as sin α ≤ 2 sin β + γ 2 cos β − γ 2 = sin α + sin β.
This completes the proof.
