Abstract. This article is concerned with the discretization of parabolic optimization problems subject to pointwise in time constraints on mean values of the derivative of the state variable. Central component of the analysis are a priori error estimates for the dG(0)-cG(1) discretization of the parabolic partial differential equation (PDE) in the L ∞ (0, T ; H 1 0 (Ω))-norm, together with corresponding estimates in L 1 (0, T ; H −1 (Ω)) for the adjoint PDE. These results are then utilized to show convergence orders for the discrete approximation towards the solution of the parabolic optimization problem.
1. Introduction. We are concerned with optimization problems governed by parabolic partial differential equations (PDEs). For clarity of the presentation, we confine ourselves to the case of the heat-equation with homogeneous Dirichlet boundary conditions and a control acting distributed in the domain. The most important feature is the consideration of pointwise in time constraints on weighted mean-values of the spatial gradient of the solution of the PDE. Consideration of such constraints is motivated by bounds on average stresses in glass cooling processes, [10, 31, 32] , and steel cooling, see, e.g., [38] and the references therein.
To be precise, for a time interval I = (0, T ) and a domain Ω ⊂ R d , d ∈ {2, 3}, let u = u(t, x) be the state variable, i.e., the solution of the parabolic PDE and q = q(t) the control variable. We consider the following model problem
where u and q are coupled by the parabolic PDE ∂ t u(t, x) − ∆u(t, x) = q(t)g(x)
with suitable boundary conditions and initial data. Additionally, box constraints on the control variable and, most importantly, state constraints of the form
are considered. The precise formulation of the problem is presented in Section 2.
The following a priori error analysis is inspired by the work of [26] where the authors extended the technique developed in [27] and [28] , to the case of constraints on mean values of the state. However, due to the consideration of derivatives of the state, the analysis of the problem at hand is severely more involved. Indeed, the error estimate for the optimal control problem requires, at any level of discretization, error estimates for the state equation in L ∞ (I, H 1 0 (Ω)), instead of L ∞ (I, L 2 (Ω)) considered in [26] , which are not present in the literature. Namely, for the temporal discretization we will show u − u k L ∞ (I,V ) ≤ Ck log T k + 1 1 2 f L ∞ (I,V ) + u 0 H 3 (Ω) in Theorem 4.8. The corresponding estimate for the spatial discretization error
will be provided in Theorem 4.12.
In addition, as usual in the presence of pointwise state constraints, the associated Lagrange multiplier is a Borel measure in C(Ī) * , leading to low regularity of the adjoint state.
The literature on gradient state constraints for parabolic problem has only few contributions. To the best of the authors knowledge, an a priori analysis in the case of gradient state constraints has not yet been considered. Integral gradient constraint pointwise in time are considered in [25] , where existence and optimality conditions are discussed. In [8] , a Pontryagin's principle is obtained using Ekeland's variational principle. In [33] , second order sufficient conditions are discussed in a setting including integral gradient constraints.
Integral state constraints, involving the state, but not its derivative, were considered in [15] and [2] . In both cases, second order sufficient conditions were investigated; the former in presence of a non-linearity in the boundary condition, the latter in presence of a cubic non-linearity in the differential equation. For state constraints of integral and mixed type in the semilinear case, we mention also [4, 9] .
State constraints pointwise in space and time are discussed in several publications. Regarding the linear case, in the recent publication [16] a priori error estimates in the L 2 -norm are derived. A Lavrentiev-type regularization was considered in [29] for both distributed and boundary controls. For a discussion of the variational discretization approach in the parabolic case, we refer to [12] . The papers [1, 5, 21, 34] deal with semilinear differential equations and second order sufficient conditions. Gradient constraints for elliptic problem have recently received more attention than the parabolic case. Optimality conditions have been derived on smooth domains in [6, 7] , the case of nonsmooth polygonal domains was considered in [39] Algorithmically, barrier methods where considered in [35] , while penalty methods are considered in [19] for smooth domains and [40] for nonsmooth polygonal domains. A priori error estimates have been derived in [11, 18, 30] , and [40] for nonsmooth domains. This paper is structured as follows: In Section 2, we define the model problem, introduce some notations and state the necessary optimality conditions. The time and space discretization of the problem is presented in Section 3. In Section 4, we provide stability estimates for the state equation and for additional auxiliary problems. At any level of discretization, we derive error estimate for the state equation in the L ∞ (I, H 1 0 (Ω))-norm. In Section 5, we assemble the results providing the rate of convergence for the optimal control problem.
We consider the linear parabolic PDE
The splitting of the right hand side is motivated by practical considerations in the context of industrial applications, where the control q acts in time only and g represents the control action.
The regularity of the data ensures the existence of a weak solution for (2.1) in the space
see [14, Chapter 7, Theorem 5] . The thus defined control-to-state map S : L 2 (I) m → U , which associates to any given q ∈ L 2 (I) m the solution Sq = u(q) to (2.1), is continuous.
In the following, (·, ·) I denotes the standard inner product in L 2 (I, H), i.e., (·, ·) I = I (·, ·)dt with associated norm · I , while (·, ·) and · is used for H. Additional notation is introduced at the end of the section.
The following optimal control problem with tracking-type objective is then considered
subject to (2.1) and
with prescribed temperature profile u d ∈ L 2 (I, H), weighting function ω ∈ L ∞ (Ω), b ∈ R, and admissible control set
with q min < q max ∈ R. Assumption 2.1. We assume the following regularity condition to hold:
4)
for some ∈ R + . The regularity condition ensures the existence of a feasible point for (2.3), justifying the well-posedness of the problem using standard arguments.
Proposition 2.2. The optimal control problem (2.3) admits a unique solution (q,ū) ∈ Q × U , where Q = L ∞ (I). Proof. The problem can be formulated in the setting of the distributed optimal control problem analyzed in [25] , where well-posedness is showed. The additional regularity of the control is a consequence of the box-control constraint.
Remark 2.3. We observe that there holds the embedding U → C(Ī, V ), see [22, Theorem 3.1, Chapter 1] . This is what we need to treat the state constraint. Indeed, defining G(u) := (|∇u| 2 , ω) we have G : U → C(Ī).
In a next step, we formulate the necessary optimality conditions for the optimal control problem.
Theorem 2.4. Given Assumption 2.1 the pair (q,ū) ∈ Q ad × U is optimal for (2.3) if and only if it is feasible and there exists a Lagrange multiplierμ ∈ C(Ī) * and an adjoint statez ∈ L 2 (I ×Ω) satisfying the following system of optimality conditions:
where ·, · denotes the duality pairing between C(Ī) * and C(Ī). Proof. The continuity of the control-to-state map S ensures that the reduced cost functional j(q) = J(q, Sq) is well-defined.
Denoting with K = {v ∈ C(Ī) | v ≤ 0, a.e. inĪ} the closed convex cone of non positive continuous functions, we observe that Assumption 2.1 corresponds to G(Sq) ∈ int K. Thus, we can formulate problem (2.3) in the abstract setting min j(q)
and the claim follows by standard argument, see, e.g., [37, Chapter 6] together with the solvability of the adjoint equation, see, e.g., [25, Lemma 3] .
Remark 2.5. Indeed, for the solution of the adjoint equation (2.5b) there holds the additional regularityz ∈ L ∞ (I, H −1 (Ω)), see [25, Appendix 1] . We conclude the section with some notation for continuous and discrete negative norms following [36] . For a nonnegative integer s, we introduce the spacė
and the iterated solution operators for Poisson's problem
Then, the semi-norm
is equivalent to the usual negative norm on the spaceḢ s (Ω), see [36, Lemma 5.1] . As a consequence, we can define the following equivalent norms on H −s (Ω) and
Denoting by V h the standard conforming finite element space of piecewise linear functions, which will be introduced in detail in Section 3.2, we define the inverse of the discrete Laplacian
We introduce the discrete semi-norm
which is equivalent to the continuous semi-norm modulo a small constant, see [36, Lemma 5.3] . Throughout the article, we denote by C a generic constant. Remark 2.6. From the definition ofḢ s (Ω), we observe that the norm · H −s corresponds to the norm of (H s (Ω) ∩ H 1 0 (Ω)) * when s = 1, 2. While for s = 3, we have the additional condition ∆v = 0.
3. Discretization. In this section, we briefly describe the discretization in time and space of the state equation together with the corresponding optimality conditions for the semidiscrete and discrete optimal control problem.
The problem is discretized using the so called dG(0)cG(1) method, continuous in space and discontinuous in time Galerkin method. We refer to [13] and [36] for more details.
For the discretization of the control variable, we use the variational approach, going back to [20] , implying that the control variable is discretized implicitly by the optimality conditions. Here this means that q k is piecewise constant.
Time Discretization.
To discretize the problem in time, let t i be such that 0 = t 0 < t 1 < ... < t N −1 < t N = T . Then, the intervals I n = (t n−1 , t n ] for n = 1, ..., N and I 0 = {0} give a partition ofĪ. The length of the interval I n is k n and we set k = max n k n . Further, we assume the existence of strictly positive constants a, c,k such that the following technical conditions hold:
Denoting with P 0 (I n , V ) the space of piecewise constant polynomials on I n with values in V , we introduce the semidiscrete state and trial space
with inner product (·, ·) In and norm · In given by the restriction of the usual inner product and norm of L 2 (I, H) onto the interval I n , i.e., (·, ·) In = In (·, ·)dt. Since our functions are piecewise constant on each interval, we can simplify standard notation in our case. It is
and the semidiscrete state equation reads: for q ∈ Q, find u k (q) ∈ U k such that
holds for any ϕ ∈ U k . In particular, we observe that
2) as well. Thus, there holds the orthogonality relation
After this preparation, we state the semidiscrete optimal control problem:
subject to (3.2) and
Remark 3.2. Indeed, given Assumption 2.1, the above problem (3.3) satisfies a regularity condition once k is sufficiently small. To see this, we note that (2.4) asserts the existence of > 0 such that G(u(q)) ≤ b − , from which
Proof. The well-posedness of the problem follows by standard argument, utilizing that by Remark 3.2 there exists a feasible point once k is small enough.
Theorem 3.4. Given Assumption 2.1 for the semi-discretized solution operator, the pair (q k ,ū k ) ∈ Q ad × U k is optimal for (3.3) if and only if it is feasible and there exists a Lagrange multiplierμ k ∈ C(Ī)
* and an adjoint statez k ∈ U k satisfying the following system of optimality conditions
where the Lagrange multiplierμ k is given by
with µ k,n ∈ R + for any n = 1, ..., N . Proof. The proof moves along the same line of the continuous case with the difference given by the presence of the finitely many state constraints
As a consequence, we have the existence of Lagrange multipliers µ k,n ∈ R + for all n = 1, ..., N , associated to the subintervals I n . Then, we haveμ k ∈ C(Ī)
* by construction in (3.5).
Remark 3.5. The boundedness of the optimal pair (q k ,ū k ) and Lagrange multiplierμ k follows by standard argument. In particular, in view of Theorem 4.8 and Assumption 2.1, one has
Exploiting the adjoint equation (3.4b), the variational inequality (3.8c) and the positivity ofμ k one obtains μ k C(Ī) * ≤ c, compare to [26, Lemma 6.2.].
Space Discretization.
We consider a family T h of subdivisions consisting of closed triangles or quadrilaterals (tetrahedral or hexahedral in dimension three) T which are affine equivalent to their reference elements. The union of these elements Ω h = int T ∈T h T is considered to be such that the vertices on ∂Ω h are located on ∂Ω. We assume the family T h to be quasi-uniform and shape regular in the sense of [3] denoting by h T the diameter of T and h := max T ∈T h h T . Then, we define the conforming finite element space V h ⊂ V as the space of piecewise linear functions with respect to T h with the canonical extension v Ω\Ω h ≡ 0 for any v ∈ V h . Then, the discrete state and trial space are given by
The discrete state equation reads: for q ∈ Q find u kh ∈ U k,h such that
for any ϕ ∈ U k,h . Then, the discrete optimal control problem is given by
subject to (3.6) and
Using similar arguments as in the semidiscrete case, the regularity condition for the discrete problem is a consequence of Assumption 2.1 once k, h are sufficiently small utilizing the discretization error of the state equation shown in Theorem 4.12, compare Remark 3.2. In particular, Assumption 2.1 provides the existence of a feasible point for (3.7) once k, h are sufficiently small. Then, the existence of a unique optimal pair (q kh ,ū kh ) ∈ Q ad × U k,h of (3.7) follows by standard arguments. The optimality conditions are given in the following. Theorem 3.6. Given Assumption 2.1 for the discretized solution operator, the pair (ū kh ,q kh ) ∈ U k,h × Q ad is optimal for (3.3) if and only if it is feasible and there exists a Lagrange multiplierμ kh ∈ C(Ī)
* and an adjoint statez kh ∈ U k,h satisfying the following system of optimality conditions
where the Lagrange multiplierμ kh is given by
with µ kh,n ∈ R + for any n = 1, ..., N . Proof. The proof follows by standard arguments, compare to Theorem 3.4 Remark 3.7. The boundedness of (q kh ,ū kh ) andμ kh independent of the discretization parameters follows as in Remark 3.5, compare to [26, Lemma 6.5].
The State Equation .
In this section, we derive the L ∞ (I, V ) error estimate for the state equation. The derivation employs a duality technique for parabolic equations requiring at any level of discretization the introduction of the homogeneous (uncontrolled) backward counterpart of the state equation, see, e.g., [24] , [36] .
In the following subsection, we analyze the stability of the continuous backward problem together with an additional auxiliary problem. In Section 4.2 and 4.3, we inspect the temporal and spatial error, respectively. 4.1. Continuous Auxiliary Solutions. For a given w T ∈ V * := H −1 (Ω), we consider the problem to find w ∈ W : Further, we need an additional backward continuous problem on the truncated time interval I = (0,t), wheret ∈ I N . Find w ∈ W ( I) such that
. We start the analysis with a regularity result for the solution of (4.1). The following regularity result extends the well-known energy estimates for linear parabolic equations with homogeneous Dirichlet data. This result is already present in some classical books, see, e.g., [23] ; we include it to keep the exposition self-contained.
Lemma 4.2. Let w ∈ W be the solution of (4.1). Then, there holds
Proof. We test (4.1) with ϕ = −∆ −1 w, obtaining
We note that (4.4) holds also pointwise almost everywhere on I and w(T ) = w T . Then for a.e.
We reformulate the first term, using the relation ∂ t w = −∆w, obtaining
For the second, we see, by analogous arguments,
Then, observing that the time derivative interchanges with ∇ and ∆ −1 , we have
Thus, it follows from (4.5) that
Integrating (4.6) over (t, T ) and defining η(t) = ∇∆ −1 w(t) 2 ,ψ(t) = w(t) 2 , we obtain
Noting that both η and ψ are nonnegative, this shows the assertion.
In a next step, we derive an error estimate for the solution of (4.1) and (4.2). In Section 4.2, we use this estimate to investigate the error at the nodal points of the time discretization.
Lemma 4.3. Let w and w be solutions of (4.1) and (4.2), respectively. Then the error satisfies
Proof. In a first step, we derive the equation for the error ε := w − w. Then, subtracting (4.1) from (4.2), integrating only on I, we obtain
. Integration by parts in the second term gives
The proof is now divided in two parts corresponding to the two terms in the left-hand side of (4.7). We start estimating ε(0)
Observing that
we rewrite (4.9) as
We consider each term in the last equation separately. Integration by parts in space gives
Further, the relation ∂ t ε = −∆ε and ∆ −1 being self-adjoint implies
To estimate the right-hand side of (4.10), we observe that
Then, with the help of the Cauchy-Schwarz inequality, the Fubini-Tonelli theorem, and Lemma 4.2, we have
(4.13)
Combining (4.10) with the relations (4.11), (4.12) and the estimate of the right-hand side (4.13), we conclude
(4.14)
(ii) To derive an estimate for ε L 1 (I,H −1 (Ω)) , we set ϕ = τ ∆ −2 ε in (4.8), where
Assuming that the following relation has already been derived
It follows
Therefore, we focus in the derivation of (4.15). Inserting ϕ = τ ∆ −2 ε in (4.8), it follows
We reformulate the first term on the left-hand side using the relation
where τ denotes the first derivative of τ with respect to t. The second term in (4.16) is handled by
Then, observing that −τ ≤ 1 and ε(t) = w T − w(t ), we obtain from (4.16)
(4.17)
In the next step, we estimate the second term in the right-hand side of the previous expression. Thanks to (4.13) and Lemma 4.2, it follows
Then, from (4.17) and thanks to (4.14) we concludê
This establishes (4.15) as required.
We conclude the section with a time weighted stability result for the solution of (4.1). This estimate will be used later in the derivation of the temporal error in the interior of the time interval. A similar technique has been used in [26, Theorem 4.4 ], see also [13, Lemma 1]. Lemma 4.4. Let w ∈ W be solution of (4.1). Then there holds
Proof. We start with the first relation. The choice ϕ = (T − t)∆ −1 ∂ t w in (4.1) leads to
We observe that
and
Then, from (4.20) we conclude
where in the last step we used Lemma 4.2. The second relation directly follows from (4.18) by means of Cauchy-Schwarz inequality. In fact, recalling that k = T , there holds
Temporal Discretization Error Estimates.
We now focus on the derivation of the L ∞ (I, V ) error estimate for the temporal discretization error which will be given in Theorem 4.8.
In a first step, we introduce the semidiscrete counterpart of (4.1). For a given
for any ϕ ∈ U k (V ).
As in [26, Lemma 5.2], we introduce a projection operator π
onto the semi-discrete space, defined by the relation
and establish a system of equations for the error between (4.22), when applied to the solution of (4.1), and the solution of (4.21). Lemma 4.5. For the error ε = π k w − w k between the solutions w given by (4.1) and w k given by (4.21) with the same initial value w T , it holds for any n = 1, . . . , N and ϕ ∈ P 0 (I n , H Remark 4.6. We observe that, thanks to the embedding U → C(Ī, V ), the application of the semidiscrete projector to elements of the continuous state space is well-posed. Further, we can extend π k to U k by letting π k U k = Id U k . The following result will be used in Theorem 4.8 for the error estimate in the interior of the time interval.
Lemma 4.7. Let w and w k be solutions of (4.1) and (4.21), respectively. Then the corresponding error satisfies
Proof. We recall the abbreviation ε k = π k w − w k and separate the proof in to two parts corresponding to the norms in the left-hand side of the assertion.
(i) We observe, that
We set ϕ = −∆ −3 ε k in (4.23) and obtain, using integration by parts and
Then, noticing that
and thanks to the equality 27) we obtain from (4.26) 
We conclude
(ii) To estimate the L 1 (I, H −1 (Ω))-norm, we utilize the splitting
In this part, we derive an upper bound for ε k L 1 (I,H −1 (Ω)) . Before starting, we note that it will be sufficient to show
Then, the required estimate follows by
Therefore, we show that (4.31) holds. Testing (4.23) with ϕ := τ k,n ∆ −2 ε k , where τ k,n := T − t n−1 , we have
For the left-hand of (4.32) side, we have, using (4.27),
We estimate the right-hand side of (4.32) as follows
Combining the previously derived relations, using the equality τ k,n = τ k,n+1 + k n for the term ∆ −1 ε k,n+1 2 , it follows
Summing over n = 1, ..., N , using ε k,N +1 = 0 and recalling that k n ≤kk n+1 , we have
We note that for t ∈ I n and n = 1, ..., N − 1 it holds τ k,n ≤ (1 +k)(T − t), while τ k,N = k N . This observation suggests the following splitting for the second term in the right-hand side of (4.33)
In conclusion, inserting the above bound in (4.33), using Lemma 4.4 and the estimate on ∆ −1 ε k 2 I from (4.29), we obtain (4.31). (iii) We continue and estimate the remaining term on the left of (4.30). In view of (4.19), we introduce the splitting
To estimate the first term we observe that ∆ −1 , being independent of t, interchanges with π k . As a consequence, it holds
We note that the projection operator π k is an interpolation operator acting at the nodal points in time. By standard transformation arguments, we assert 
Then, Lemma 4.2 and Lemma 4.4 give the desired bound.
After this preparation, we are ready to show the temporal discretization error estimate.
Theorem 4.8. Let u ∈ U and u k ∈ U k be solution of (2.1) and (3.2), respectively, with f (x, t) = q(t)g(x) ∈ L ∞ (I, V ) and u 0 ∈Ḣ 3 (Ω). Then for the semi-discretization error it holds
Proof. Defining ξ k = u − u k , on each time interval I n , n = 1, ..., N , we consider the following splitting of the error
We estimate the two terms in the right-hand side separately on each time interval I n . Then, summing over n = 1, .., N the resulting estimates gives the assertion.
With no loss of generality, we focus on the last time interval I N denoting bŷ t ∈ I N a generic fixed time. For a generic I n , the proof follows by similar arguments considering (4.1) on I = (0, t n ) and (4.2) on I = (0,t) fort ∈ (t n−1 , t n ], noting that 0 ≤ log(t n /k) ≤ log(T /k).
(i) We start the analysis with the interpolation error u(t) − u(t N ). We consider the solutions w andŵ to (4.1) and (4.2), respectively, with terminal value w T to be specified later. Integration by parts in time of (4.1) and (4.2) leads to
for any ϕ ∈ U . In particular, setting ϕ = u it follows from the state equation (2.1) that
Since by definition w(T ) = w(t) = w T , subtracting (4.37) from (4.38) yields
We observe that the choice w T = −∆(u(t) − u(T )) and integration by parts for the left-hand side of (4.39) gives ∇(u(t) − u(T )) 2 . Therefore, we have
In the last step we used Lemma 4.2 to bound w L ∞ (I,H −1 (Ω)) and Lemma 4.3 for the remaining terms. Then, observing that it holds w T H −1 (Ω) = ∇(u(t) − u(T )) due to the choice of the terminal value, we conclude
(ii) We consider w and w k solutions of (4.1) and (4.21), respectively, with terminal value w T = −∆(u(t) − u(T )). This choice gives
for any ϕ ∈ U k . In particular, by means of Galerkin orthogonality and (3.2), we have
Then, thanks to Lemma 4.7 we obtain
In conclusion, inserting (4.40) and (4.41) in (4.36), we have shown the desired estimate for the interval I N . We conclude the section with a stability result for the solutions of the auxiliary problems Lemma 4.9. For w k solution of (4.21), there holds
Proof. Using integration by parts, the bilinear form (3.1) is formulated as
Then, observing w k,N = w T , we rewrite (4.21) for any I n , n = 1, ..., N − 1, as
By the choice ϕ = −∆ −1 w k , we have
The second term in the left-hand side can be expressed by the identity (4.27) leading to
The assertion follows summing over n = 1, ..., N − 1.
Spatial Discretization Error Estimates.
In this section, we derive the spatial L ∞ (I, V ) error estimate with a series of lemmas culminating in the main result, namely Theorem 4.12.
We introduce the discrete counterpart of (4.21) to find w kh ∈ U k,h (V * ) such that
where w T ∈ H −1 (Ω). Further, for given v 0 ∈Ḣ 2 we consider the forward problems to find v k ∈ U k such that
and to find v kh ∈ U k,h such that
When needed, we will require additional regularity on the initial data v 0 .
Lemma 4.10. Let w k , w kh be solutions of (4.21) and (4.45), respectively. Then, there holds
Proof. By definition of the norm, we have
therefore we provide an upper bound of the numerator in terms of ψ H 2 (Ω) and
To obtain (w k,1 − w kh,1 , ψ), we pick the test functions in the auxiliary problems so that the backward and forward problems have same left-hand side. Namely, for a fixed ψ ∈Ḣ 2 (Ω), we consider v 0 = ψ in (4.46), and (4.47). Then, we set ϕ = w k in (4.46), ϕ = w kh in (4.47) and ϕ = v k in (4.21), ϕ = v kh in (4.45), obtaining
Using Galerkin orthogonality we have
By standard interpolation and inverse estimates, there holds
where the last estimates follows, e.g., from [17, 
For the second term, there holds
due to [26, Lemma 5.7] . Combining this, we assert
This implies
from which, recalling that ψ = v 0 , we obtain the assertion
Lemma 4.11. Let w k , w kh be solutions of (4.21) and (4.45), respectively. Then, there holds
(4.52)
Proof. We introduce the L 2 -projection in space P h : V → V h and, noting that P h w kh = w kh , we split the error as
For the first part of the error, standard error estimates for the L 2 -projection give
and we obtain the desired estimate by virtue of Lemma 4.9. Hence, we are left with the estimate of P h η h . Subtracting (4.45) from (4.21) and using (4.43), we have
Thanks to (4.53) and the definition of P h , this can written as
For the second term on the left-hand side we use (4.27) and, noting that the jump term is positive, we have
Adding these inequalities for n = 1, ..., N − 1, we obtain
In .
We observe that P h η h,N = 0. As a consequence, the third term in the left-hand is zero and we can extend the sum up to the last time interval. Then, observing that the second term in the left-hand side is positive, thanks to the splitting (4.53) we obtain
Then, using (4.54) and recalling the equivalence between the discrete negative norm ∇∆ −1 h · and the continuous one ∇∆ −1 · , we get
The proof is concluded by virtue of Lemma 4.9.
After this preparation, we conclude the section combining the preceding results to obtain the L ∞ (I, V ) error estimate in space.
Theorem 4.12. Let u k ∈ U k and u kh ∈ U k,h be solution of (3.2) and (3.6), respectively, with f (x, t) = q(t)g(x) ∈ L ∞ (I, V ) and u 0 ∈Ḣ 2 (Ω) Then for the discretization error in space it holds
(4.57)
Proof. We observe that both u k , u kh are constant on I n for any n = 1, ..., N , hence we can equivalently show the estimate on I n and with no loss of generality we consider I N only.
Considering w k ∈ U k , w kh ∈ U k,h solutions of (4.21) and (4.45), respectively, with w T = −∆ h (u k,N − u kh,N ), by means of the duality argument and Galerkin orthogonality there holds
Using Lemma 4.10 and Lemma 4.11, we conclude
The assertion follows observing that by our choice of w T it holds
Error Analysis for the Optimization Problem.
This section is concerned with the estimate of the error between the solution (q,ū) of the continuous optimal control problem (2.3) and the solution (q kh ,ū kh ) of the discretized problem (3.7). We recall that by virtue of the variational discretization approach the optimal control problem is already fully discretized with the dG(0)-cG(1) method.
We analyze the error arising from the time and space discretization of the problem separately. The main result of this article, i.e., the error for the space-time discretization of the optimization problem, is shown at the end of the section.
In both cases, we first derive the error estimate emphasizing its dependency on the L ∞ (I, V ) error estimates for the state equation derived in Theorem 4.8 and in Theorem 4.12.
We start the analysis with the temporal error. Theorem 5.1. Let (q,ū) and (q k ,ū k ) be the optimal solutions of (2.3) and (3.3), respectively. Then, there holds
Proof. We test (2.5c) with q =q k and (3.4a) with q =q, obtaining
Adding the inequalities above, we have
We now consider the two terms separately.
(a) We consider (2.5a) with right-hand side given by q =q k −q and we set ϕ =z. Then, in a first step we obtain
With the choice ϕ = u(q k ) −ū in the adjoint equation (2.5b), we have from (5.2) that
We consider the second term on the right-hand side. In view of the complementary slackness condition (2.5d), the positivity ofμ, the boundedness of
Therefore, we obtain
We proceed along the same lines of the previous case using the semi-discrete state and adjoint equation. We consider (3.4a) with right-hand side q =q −q k and we set ϕ =z k . Then, through the choice ϕ = u k (q) −ū k in (3.4b), we have
Estimating the second term in the right-hand side as in case (a), using the uniform boundedness of μ k C(Ī) * , we have
We go back to (5.1) inserting (5.4),(5.5) to obtain
Now, we note that
Adding this to (5.6), we obtain ū −ū k
The assertion follows, since the · I -norm can be bounded by the · L ∞ (I,V ) -norm. Proof. The claim directly follows from the previous Theorem inserting the L ∞ (I, V ) estimate of Theorem 4.8 together with the assumed regularity of f and u 0 .
In a second step, we consider the error arising from the space discretization. Theorem 5.3. Let (q k ,ū k ) and (q kh ,ū kh ) be the optimal solutions of (3.3) and (3.7), respectively. Then, there holds
Proof. The proof moves along the same lines of the error estimate for the semidiscrete case in Theorem 5.1.
In particular, testing (3.4c) with q =q kh and (3.8c) with q =q k , we can add the resulting inequalities to get α q k −q kh L 2 (I) ≤ (z k −z kh , (q kh −q k )g) I = (z k , (q kh −q k )g) I .
(5.8)
(a) As in the semi-discrete case, the idea is to express (a) in term of the semidiscrete state equation and then in term of the semi-discrete adjoint equation equalizing the common term B(·, ·). First, we consider (3.4a) with right-hand side q k =q kh −q k and we set ϕ =z k . Then, with the choice ϕ = u k (q kh ) −ū k in (3.4b), we have
The proof now proceeds exactly as in Theorem 4.1, yielding Proof. The thesis follows from the previous Theorem, inserting the error estimate from Theorem 4.12 together with the assumed regularity of u 0 and f .
We conclude the error analysis for the optimal control problem with the main result of this article. The following Theorem is obtained combining the error estimate for the time discretization with the error estimate for the space discretization derived above.
Theorem 5.5. Let (ū,q) ∈ U × Q ad be the optimal solution of the continuous problem (2.3) and (ū kh ,q kh ) ∈ U k,h × Q ad be the optimal solution of the discrete problem (3.7). Then, there holds the following error estimate ū −ū kh 
