Reliability and high availability in cloud computing environments: a reference roadmap by Mesbahi, M.R. et al.
Reliability and high availability in cloud 
computing environments: a reference roadmap
Mohammad Reza Mesbahi1, Amir Masoud Rahmani1,2*  and Mehdi Hosseinzadeh3
Introduction
It was not so long ago that applications were entirely developed by organizations for 
their own use, possibly exploiting components/platforms developed by third parties. 
However, with service-oriented architecture (SOA), we moved into a new world which 
applications could delegate some of their functionalities to already existing services 
developed by third parties [1].
For meeting ever-changing business requirements, organizations have to invest more 
in time and budget for scaling up IT infrastructures. However, achieving this aim by 
own premises and investments not only is not cost-effective but also organizations will 
not be able to have an optimal resource utilization [2]. Therefore, these challenges have 
forced companies to seek some new alternative technology solutions. One of these mod-
ern technologies is cloud computing, which focuses on increasing computing power to 
execute millions of instructions per seconds.
Nowadays, cloud computing and its services are at the top of the list of buzzwords 
in the IT world. It is a recent trend in IT that can be considered as a paradigm shift 
for providing IT & computing resources through the network. One of the best and 
most popular definitions of cloud computing is the NIST definition proposed in 2009 
and updated in 2011. According to this definition, “Cloud computing is a model for 
enabling ubiquitous, convenient, on-demand network access to a shared pool of 
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configurable computing resources (e.g., networks, servers, storage, applications, and 
services) that can be rapidly provisioned and released with minimal management 
effort or service provider interaction” [3].
Recent advances in cloud computing are pushing virtualization more than ever. In 
other words, cloud computing services can be considered as a significant step towards 
realizing the utility computing concept [4]. In such a computing model, services can 
be accessed by users regardless of where they are hosted or how they are delivered.
Over the years, computing trends such as cluster computing, grid computing, ser-
vice-oriented computing and virtualization have gained maturity but cloud comput-
ing is still in infancy, and experiences lack of complete standards and solutions [5]. 
Therefore, the following critical issues are introduced by cloud business models and 
technologies including load balancing [6, 7], security [8, 9], energy-efficiency [10–12], 
workflow scheduling [13–17], data/service availability, license management, data 
lock-in and API design [1, 2, 5, 18–20].
High Availability (HA) and reliability in cloud computing services are some of the 
hot challenges. The probability that a system is operational in a time interval with-
out any failures is represented as the system reliability, whereas the availability of 
a system at time ‘t’ is referred to as the probability that the system is up and func-
tional correctly at that instance in time [21, 22]. HA for cloud services is essential for 
maintaining customer’s confidence and preventing revenue losses due to service level 
agreement (SLA) violation penalties [23, 24]. In recent years, cloud computing envi-
ronments have received significant attention from global business and government 
agencies for supporting critical mission systems [25]. However, the lack of reliabil-
ity and high availability of cloud services is quickly becoming a major issue [25, 26]. 
Research reports express that about $285 million have been lost yearly due to cloud 
service failures and offering availability of about 99.91% [26].
Cloud computing service outage can seriously impact workloads of enterprise sys-
tems and consumer data and applications. Amazon’s EC2 outage on April, 2011 is an 
example of one of the largest cloud disasters. Several days of Amazon cloud services 
unavailability resulted in data loss of several high profile sites and serious business 
issues for hundreds of IT managers [27]. Furthermore, according to the CRN reports 
[28], the 10 biggest cloud service failure of 2017, including IBM’s cloud infrastructure 
failure on January 26, GitLab’s popular online code repository service outage on Janu-
ary 31, Facebook on February 24, Amazon Web Services on February 28, Microsoft 
Azure on March 16, Microsoft Office 365 on March 21 and etc., caused production 
data loss, and prevented customers from accessing their accounts, services, projects 
and critical data for very long and painful hours. In addition, credibility of cloud pro-
viders took a hit in these service failures and unavailability.
Although many research papers and studies have been conducted in recent years 
such as studies in [26, 29–34], but each of these previous works focused on a spe-
cial aspect of HA in cloud computing and there are no comprehensive studies, which 
cover all aspects of HA problem in cloud computing environment based on all cloud 
actors’ requirements. In this paper, a comprehensive study results about cloud com-
puting reliability and HA problems as a ‘Reference Roadmap’ for future researchers 
will be proposed.
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This research aims to offer a comprehensive strategy for providing high availability and 
reliability while guaranteeing less performance degradation in cloud computing data-
centers. Therefore, by satisfying the users’ requirements and providing services accord-
ing to the SLA and preventing SLA violation penalties, providers can make a huge profit 
[35]. To achieve this goal, all possible aspects to this issue will be studied by propos-
ing a big picture of the problem (for clarifying the possible future approaches). In this 
research, the proposed research gaps will be puzzled out by completing the pieces of our 
big picture through answering four questions starting with ‘Where?’, ‘Which?’, ‘When?’ 
and ‘How?’ question words. In the rest of this paper, a proposed reference roadmap will 
be introduced and its different aspects will be described. Then the possible primary solu-
tions for these proposed questions will be introduced. The main contributions of this 
study can be considered as follows:
  • A reference road map for cloud high availability and reliability is proposed.
  • A big picture is proposed through dividing the problem space into four major parts.
  • A comprehensive cloud task taxonomy and failure classification are presented.
  • Research gaps which were neglected in the literature review are identified.
The rest of this paper is as follows. The research background and literature review 
is presented in “Research background”. The proposed reference roadmap in terms of 
research “Big Picture” is presented in “Proposed reference roadmap”. Discussion and 
open issues section is presented in “Discussion and open issues”. The paper is concluded 
in “Conclusion”.
Research background
Cloud computing provides the context of offering virtualized computing resources and 
services in a shared and scalable environment through the network on a pay-as-you-go 
model. By rapid adoption of cloud computing, a large proportion of worldwide IT com-
panies and government organizations have adopted cloud services for various purposes 
including hosting the mission-critical applications and thus critical data [34]. In order to 
support these mission-critical applications and data, there is need to provide dependable 
cloud computing environments.
In order to study dependability of cloud computing, the major cloud computing sys-
tem (CCS) dependability attributes should be identified which can quantify the depend-
ability of cloud in different aspects. Some important attributes for dependable cloud 
environments have been mentioned in [36] and include availability, reliability, perform-
ability, security, and recoverability.
Five major actors and related roles in cloud environments are described in the NIST 
Cloud Computing Standards Roadmap document [37]. These five participating actors 
are cloud provider, cloud consumer, cloud broker, cloud carrier and cloud auditor [37]. 
Table 1 presents the definitions of these actors. Consumers and Providers are two main 
roles among these actors which are significantly considerable in the most cloud comput-
ing scenarios. Therefore, this research paper focuses on these two actors.
Pan and Hu [36] proposed a summary of the relative strengths of dependency on dif-
ferent dependability attributes for each class of actors shown in Table 1. This empirical 
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analysis shows that there are three ‘Availability’, ‘Reliability’, and ‘Performability’ critical 
requirements for cloud consumers and providers. Thus, on one hand, from the con-
sumers’ viewpoint, there is a great requirement for highly available and reliable cloud 
services, but on the other hand, while cloud providers understand the necessity for pro-
viding highly available and reliable services for meeting quality of services (QoS) due to 
the SLA, they also prefer to have highly utilized systems to achieve more profits [35]. 
Under these considerations, providing dependable cloud environments which can meet 
the desires of both cloud consumers and providers is a new challenge.
There are many different design principles such as ‘Eliminating Single Point of Failure’ 
[27, 38], ‘Disaster Recovery’ [39, 40] and ‘Real-Time and Fast Failure Detection’ [41–43] 
that can help achieve high availability and reliability in cloud computing environments. 
The single point of failure (SPOF) in cloud computing datacenters can occur in both 
software and hardware level. Single point of failure can be interpreted as a probable risk 
which can cause the entire system failure. Applying redundancy is an important factor 
for avoiding SPOFs [27]. In simple words, every vital component should exist in more 
than one instance. At the occurrence of a disaster at a main component in a cloud data-
center, system operations can be switched to backup services and efficient techniques 
are required for data backup and recovery [40]. The time taken to detect a failure is one 
of the key factors in the cloud computing environments. So, fast and real-time failure 
detection to identify or predict a failure in the early stages is one of the most important 
principles to achieving high availability and reliability in cloud systems [42, 43]. Moreo-
ver, there are some new trends in cloud computing such as SDN-based technology like 
Espresso that makes cloud infrastructures more reliable and available in the network 
level [44].
A systematic review of high availability in cloud computing was undertaken by Endo 
et  al. [45]. This study aimed to discuss high availability mechanisms and important 
related research questions in cloud computing systems. From the results, the three most 
useful HA solutions are ‘Failure Detection’, ‘Replication’, and ‘Monitoring’. In addition, 
the review results show that ‘Experiment’ approach is used more than other approaches 
for evaluating the HA solutions. However, the paper proposed some research questions 
and tried to answer these questions, but the study results are more similar to the study 
Table 1 Actors in cloud computing [37]
Actors Definition
Cloud consumer Any individual person or organization that has a business relationship with cloud providers 
and consumes available services
Cloud provider Any individual entity or organization which is responsible for making services available and 
providing computing resources to cloud consumers
Cloud broker An IT entity that provides an entry for managing performance and QoS of cloud computing 
services. In addition, it helps cloud providers and consumers with management of service 
negotiations
Cloud auditor A party that can provide an independent evaluation of cloud services provided by cloud pro-
viders in terms of performance, security and privacy impact, information system operations 
and etc. in the cloud environments
Cloud carrier An intermediary party that provides access and connectivity to consumers through any access 
devices such as networks. Cloud carrier transports services from a cloud provider to cloud 
consumers
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mapping review. Furthermore, it did not consider the different cloud actors’ require-
ments in terms of high availability.
Liu et al. [46] applied an analytical modeling and sensitivity analysis for investigating 
the effective factors on cloud infrastructure availability such as repair policy and system 
parameters. In this study, the replication method was used to provide physical machine 
availability. Two different repair policies were considered in this study, and a Stochastic 
Reward Nets availability model was developed for each policy. The numerical results of 
this study showed that both policies provide the same level of availability but with the 
different cost level. The system availability was assessed through modeling without con-
sidering the failure types in this paper. In addition, the limited number of hot pares and 
repair policies cannot be sufficient to evaluate the large-scale cloud environments.
The availability and performance of storage services in private cloud environments 
were evaluated in [47]. In this study, a hierarchical model was applied for evaluation 
which consists of Markov chain, stochastic Petri Nets and reliability block diagrams. The 
result of this study showed that the adoption of redundancy could reduce the probability 
that timeouts occurred and users were attended to due to failures.
An et al. [32] presented a system architecture and framework of fault tolerance mid-
dleware to provide high availability in cloud computing infrastructures. This middleware 
uses the virtual machine replicas according to a user defined algorithm for replication. 
Proposing an optimal replica placement in cloud infrastructure is an important issue in 
this study. So, authors developed an algorithm for online VM replica placement.
Snyder et al. [48] presented an algorithm for evaluating the reliability and performance 
of cloud computing datacenters. In this study, a non-sequential Monte Carlo simula-
tion was used to analyze the system reliability. This paper demonstrated that using this 
approach can be more efficient and flexible for cloud reliability evaluation when there is 
a set of discrete resources.
A cloud scoring system was developed in [49] that can integrate with a Stochastic Petri 
Net model. In this study, while an analytical model was used for evaluating the appli-
cation deployment availability, the scoring system can suggest the optimal HA-aware 
option according to the energy efficiency and operational expenditure. The proposed 
model in this study can consider different types of failures, repair policies, redundancy, 
and interdependencies of application’s components. One of the main contributions of 
this study is proposing an extensible integrated scoring system for offering the suitable 
deployment based on the users’ requirements.
A comparative evaluation of two redundancy and proactive fault tolerance techniques 
was proposed in [50], based on the cloud providers’ and consumers’ requirements. This 
evaluation was proposed in terms of cloud environment’s availability based on the con-
sumers’ viewpoint and cost of energy from the providers’ viewpoint. The result of this 
study showed that the proactive fault tolerance methods can be better than traditional 
redundancy technique in terms of cloud consumers’ costs and execution success rate.
A framework for amending GreenCloud simulator was proposed in [51] to support the 
high availability features in simulation processes. In this study, the necessity of a simu-
lator that can provide the HA features was addressed. Then, the phased communica-
tion application (PCA) scenario was implemented to evaluate the HA features, workload 
modeling and scheduling.
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Table 2 presents a comparative analysis of some availability and reliability solutions. 
The comparative factors in this table are main idea, advantages, challenges and evalua-
tion metrics.
The lack of evaluating solutions to quantitatively assess the availability of provided 
cloud services is one of the main issues and gaps. In addition, according to the literature 
review, it seems that VM performance overhead [52] can affect the system availability. 
Furthermore, the high availability common techniques such as VM migration can also 
affect the VM performance overhead. So, considering the mutual impact of VM perfor-
mance overhead and high availability solutions in cloud environments is another impor-
tant research gap in the current CCS study area.
Proposed reference roadmap
This section presents the proposed reference roadmap in terms of the big picture shown 
in Fig.  1. The goal of this section is to cover all different aspects of the reliability and 
availability issues in cloud computing research area. So, the area in the big picture is 
divided into four major steps. Figure  1 illustrates the general scheme of the proposed 
big picture of our reference roadmap. This big picture represents all aspects and fac-
tors of high availability and reliability issues in cloud computing environments. In this 
big picture, a eucalyptus-based architecture illustrates the major and key components 
of a cloud computing environment. By determining cloud key components in this 
architecture we will be able to identify the most important factors that can affect sys-
tem high availability and reliability. The main components include VM, node controller, 
cluster controller, storage controller, cloud controller and Walrus [23]. Four major steps 
to achieve a high available and reliable cloud system are posed in terms of four pivotal 
questions. In addition, other related issues such as cloud computing nodes’ performance 
have been considered in this big picture.
By proposing this big picture we aim to have a comprehensive look at the problem area 
and have a reference roadmap for taking each step to solve the problem in cloud com-
puting environments. It is believed that by taking these four steps in terms of answering 
the four questions, a high available and reliable cloud computing system will be obtained 
and while satisfying the cloud consumers’ requirements, the providers’ concerns could 
also be considered.
In the rest of this section, the different parts of our proposed big picture will be 
explained in details. Each question will be discussed and current available approaches 
and solutions for each part will be proposed. In future works, we aim to study each part 
in more details as another independent research and use this big picture as a reference 
roadmap as mentioned earlier.
Where?
“Where are the vital parts for providing HA in the body of cloud computing datacenters?”
There are many different geographically distributed cloud clusters in a cloud environ-
ment. Cloud computing datacenters comprise of a different stack of components such 
as physical servers with heterogeneous hardware characteristics like different proces-
sor speed, disk and memory size [53]. In addition, based on the property of workload 
heterogeneity and dynamicity, datacenters run a vast number of applications with 
Page 7 of 31Mesbahi et al. Hum. Cent. Comput. Inf. Sci.  (2018) 8:20 
Ta
bl
e 
2 
Co
m
pa
ra
ti
ve
 a
na
ly
si
s 
of
 c
lo
ud
 a
va
ila
bi
lit
y 
an
d 
re
lia
bi
lit
y 
so
lu
ti
on
s
Pa
pe
rs
’ 
re
fe
re
nc
e
M
ai
n 
id
ea
A
dv
an
ta
ge
s
Ch
al
le
ng
es
Ev
al
ua
tio
n 
m
et
ri
cs
[4
6]
In
ve
st
ig
at
in
g 
th
e 
re
pa
ir 
po
lic
y 
an
d 
sy
st
em
 p
ar
am
-
et
er
s 
on
 c
lo
ud
 a
va
ila
bi
lit
y
Re
pa
ir 
po
lic
y 
eff
ec
tiv
en
es
s 
is
 e
va
lu
at
ed
U
si
ng
 d
iff
er
en
tia
l a
na
ly
si
s 
fo
r a
na
ly
zi
ng
 p
ar
am
et
er
 
se
ns
iti
vi
ty
Ty
pe
s 
of
 F
ai
lu
re
s 
ar
e 
no
t c
on
si
de
re
d
Li
m
ita
tio
n 
on
 n
um
be
r o
f p
hy
si
ca
l m
ac
hi
ne
s
Th
e 
la
ck
 o
f d
iff
er
en
t t
yp
es
 re
pa
ir 
fa
ci
lit
ie
s 
in
 e
va
lu
-
at
io
n
M
TT
R 
St
ea
dy
 s
ta
te
 a
va
ila
bi
lit
y
M
TT
M
Po
ol
 s
iz
e
[4
7]
St
or
ag
e 
se
rv
ic
es
 a
va
ila
bi
lit
y 
ev
al
ua
tio
n 
us
in
g 
hi
er
ar
-
ch
ic
al
 m
od
el
s
A
do
pt
io
n 
of
 a
va
ila
bi
lit
y 
im
po
rt
an
ce
 in
de
x
C
rit
ic
al
 c
om
po
ne
nt
s 
av
ai
la
bi
lit
y 
id
en
tifi
ca
tio
n
St
ud
y 
ca
se
 s
tu
dy
 a
nd
 a
ss
es
sm
en
ts
 a
re
 li
m
ite
d 
to
 
th
e 
Eu
ca
ly
pt
us
 p
la
tfo
rm
M
TT
F
M
TT
R 
Fi
le
 S
iz
e
M
ax
C
lie
nt
s
In
Se
rv
ic
e
Th
ro
ug
hp
ut
[3
2]
U
si
ng
 V
M
 re
pl
ic
as
 in
 c
lo
ud
 d
at
ac
en
te
r t
o 
pr
ov
id
e 
hi
gh
 a
va
ila
bi
lit
y
Re
so
ur
ce
 o
pt
im
iz
at
io
n 
w
hi
le
 a
ss
ur
in
g 
av
ai
la
bi
lit
y
VM
 a
nd
 a
pp
lic
at
io
n 
sc
he
du
lin
g 
is
 n
ot
 c
on
si
de
re
d 
in
 
th
e 
pr
op
os
ed
 m
et
ho
d
Ev
al
ua
tio
n 
on
 a
 s
m
al
l c
lo
ud
 in
fra
st
ru
ct
ur
e
La
te
nc
y
O
M
G
 D
D
S 
Q
oS
St
an
da
rd
 D
ev
ia
tio
n
[4
8]
A
pp
ly
in
g 
no
n-
se
qu
en
tia
l M
on
te
 C
ar
lo
 S
im
ul
at
io
n 
to
 re
lia
bi
lit
y 
ev
al
ua
tio
n
A
 n
ew
 c
lo
ud
 c
om
pu
tin
g 
te
st
-b
ed
 w
er
e 
de
ve
lo
pe
d
A
 n
ew
 a
lg
or
ith
m
 fo
r e
xp
an
si
on
 p
la
nn
in
g 
w
er
e 
pr
es
en
te
d
Th
is
 a
pp
ro
ac
h 
ca
nn
ot
 b
e 
us
ed
 fo
r m
od
el
in
g 
ot
he
r 
re
lia
bi
lit
y 
fe
at
ur
es
 s
uc
h 
as
 li
ve
 V
M
 m
ig
ra
tio
n
N
um
be
r o
f f
ai
lu
re
s
N
um
be
r o
f V
M
 a
llo
ca
tio
ns
[4
9]
U
si
ng
 a
 c
om
bi
na
tio
n 
of
 a
 s
to
ch
as
tic
 P
et
ri 
ne
t m
od
el
 
an
d 
a 
pr
op
os
ed
 c
lo
ud
 s
co
rin
g 
sy
st
em
Co
ns
id
er
in
g 
bo
th
 c
lo
ud
 c
on
su
m
er
s 
an
d 
cl
ou
d 
pr
ov
id
er
s 
in
 th
e 
pr
op
os
ed
 m
et
ho
d
Pr
op
os
in
g 
a 
cl
ou
d 
sc
or
in
g 
sy
st
em
Th
e 
pr
op
os
ed
 c
lo
ud
 s
co
rin
g 
sy
st
em
 o
ve
rh
ea
d 
an
d 
co
st
 is
 n
ot
 c
on
si
de
re
d
Th
e 
us
er
 re
qu
ire
m
en
ts
 a
re
 li
m
ite
d 
to
 o
nl
y 
co
st
 a
nd
 
en
er
gy
 in
 th
is
 s
tu
dy
O
PE
X 
op
tio
n
Ca
rb
on
 fo
ot
pr
in
t o
pt
io
n
O
ve
rlo
ad
 fa
ct
or
D
ep
lo
ym
en
t D
is
ta
nc
es
Re
la
tiv
e 
av
er
ag
e 
ut
ili
za
tio
n
[5
0]
Co
m
pa
rin
g 
tw
o 
fa
ul
t t
ol
er
an
ce
 te
ch
ni
qu
es
 a
cc
or
d-
in
g 
to
 th
e 
cl
ou
d 
co
ns
um
er
s’ 
an
d 
pr
ov
id
er
s’ 
re
qu
ire
m
en
ts
Co
ns
id
er
in
g 
bo
th
 c
lo
ud
 c
on
su
m
er
s’ 
an
d 
cl
ou
d 
pr
ov
id
er
s’ 
re
qu
ire
m
en
ts
Fa
ilu
re
 p
re
di
ct
io
n 
m
ec
ha
ni
sm
 is
 re
qu
ire
d
M
TB
F
El
ec
tr
ic
ity
 B
ill
Fa
ilu
re
 p
re
di
ct
io
n 
ac
cu
ra
cy
En
er
gy
 c
on
su
m
pt
io
n
Ta
sk
 c
om
pl
et
io
n 
ra
te
[5
1]
A
m
en
di
ng
 th
e 
cu
rr
en
t c
lo
ud
 s
im
ul
at
or
s 
to
 s
up
po
rt
 
H
A
 fe
at
ur
es
Co
ns
id
er
in
g 
gr
ee
n 
co
m
pu
tin
g
Li
m
ite
d 
av
ai
la
bi
lit
y 
ev
al
ua
tio
n 
m
et
ric
s
Re
qu
es
t p
er
 s
ec
on
d
A
ve
ra
ge
 s
er
vi
ce
 ti
m
e
Po
w
er
 c
on
su
m
pt
io
n
Page 8 of 31Mesbahi et al. Hum. Cent. Comput. Inf. Sci.  (2018) 8:20 
diverse characteristics. Particularly, an application can be divided into one or more 
processes running on dedicated virtual machines (VM) and the resource requirement 
differs from VM to VM [53]. Therefore, by posing the where question at the first step, 
we are trying to find out where the vital parts are with high priority and basic require-
ment for high availability. Figure 2 illustrates the proposed roadmap of the “Where” 
step. The following possible approaches are available for offering primary solutions 
for the where question.
• SLA-based approach
A service level agreement is simply defined as a part of a standardized service contract 
where a service is formally defined. It is an agreement about the quality of a provided service. 
Fig. 1 Proposed big picture of high availability and reliability issue in cloud computing environments
Fig. 2 Proposed roadmap of the “Where” step
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The agreement describes terms regarding service usage rate and delivery which are agreed 
between the service providers and the consumers. SLAs contain the following parts [54]:
  – The agreement context. Signatory parties, generally the consumer and the provider, 
and possibly third parties entrusted to enforce the agreement, an expiration date, and 
any other relevant information.
 – A description of the offered services including both functional and non-functional 
aspects such as QoS.
 – Obligations agreement of each party, which is mainly domain-specific.
 – Policies: penalties incurred if a SLA term is not respected and SLA violation occurs.
Service level agreements can also be discussed at these three different levels:
  – Customer-based SLA It is a type of agreement with a single customer that covers all 
the necessary services. This is similar to the SLA between an IT service provider and 
the IT department of an organization for all required IT services.
 – Service-based SLA It is defined as a general agreement for all customers who are using 
the delivered services by the service provider.
 – Multi-level SLA This kind of agreement can be split into different levels, with each 
level addressing a different set of customers for the same services.
By using this approach, we can focus on the SLA in the ‘Multi-level SLA’ to find the 
clusters which are offering services to the users whose basic requirement and first prior-
ity to run their tasks are highly available in the entire cloud system. Then by determining 
these clusters it can be said that the vital parts of the system are known and if high avail-
ability can be provided for these clusters, it can be said that while providing a high avail-
able system, more benefits are gained by preventing SLA violation penalties.
• Using 80/20 Rule
Pareto principle or 80/20 rule is a useful rule in computer science world [55–57]. In sim-
ple words, it says that in anything, a few (about 20%) are vital and many (about 80%) are 
trivial. In the subject of cost in cloud computing environments, 80/20 rule can be used 
which says that 80% of the outcomes will come from 20% of your effort [58]. In addition, 
the 80/20 rule is leveraged in our previous study to provide a highly reliable architecture in 
cloud environments [57]. According to our research results, there are a reliable sub-cluster 
and a highly reliable zone in cloud computing datacenters which can be used to serve the 
most profitable request. This rule can be applied from two different perspectives:
  – 80% of cloud service providers’ profits may come from 20% of customers.
 – 80% of requested services consist of just 20% of the entire cloud providers’ services.
So in this step, we can limit the domain of providing high availability in cloud com-
puting clusters in our study based on this assumption that the majority of cloud pro-
viders’ profits will be earned by offering 20% of the entire services to 20% of whole 
customers. Therefore, if the high availability in the clusters which belong to that 20% 
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of customers can be guaranteed, then it can be claimed that cloud providers will make 
the maximum profits while offering a system with high availability.
• Task-based approach
Providing high availability for different requests and incoming workloads according to 
the requested task classification and through various suitable mechanisms for each task’s 
class is another approach for this step. So, if the cloud computing tasks can be classified 
according to their resource requirements (CPU, Memory, etc.), then cloud services and 
tasks high availability can be provided by hosting tasks in the suitable clusters to avoid 
task failure due to the resource limitation. For instance, a memory-intensive task will be 
forwarded into a cluster with sufficient memory resources. Therefore, tasks can be com-
pleted without any execution interruption related to the lack of memory errors.
There are many different types of application software and tasks that can be exe-
cuted in a distributed environment such as high-performance computing (HPC) and 
high-throughput computing (HTC) applications [59]. It is required to provide a mas-
sively parallel infrastructure for running High-performance computing applications 
using multi-threaded and multi-process program models. Tightly coupled parallel jobs 
within a single machine can be executed efficiently using HPC applications. This kind 
of applications commonly uses message passing interface (MPI) to achieve the needed 
inter-process communication. On the other hand, distributed computing environments 
have had awesome achievements to execute loosely coupled applications using work-
flow systems. The loosely coupled applications may involve numerous tasks that can be 
separately scheduled on different heterogeneous resources to achieve the goals of the 
main application. Tasks could be large or small, compute-intensive or data-intensive and 
may be uniprocessor or multiprocessor. Moreover, these tasks may be loosely-coupled 
or tightly-coupled, heterogeneous or homogeneous and can have a static or dynamic 
nature. The aggregate number of tasks, the quantity of required computing resources 
and volumes of required data for processing could be small but also extremely large [59].
As mentioned earlier, the appearance of cloud computing guarantees providing 
highly available and efficient services to run applications like web applications, social 
networks, messaging apps etc. Providing this guarantee needs a scalable infrastruc-
ture including many computing clusters which are shared by various tasks with dif-
ferent requirements and quality of service in terms of availability, reliability, latency 
and throughput [60]. Therefore, to provide required service level (e.g. highly available 
services), a good understanding of task resource consumption (e.g. memory usage, 
CPU cycles, and storages) is essential.
As cloud computing has been in its infancy during the last years, the applications 
that will run on clouds are not well defined [59]. The Li and Qiu [61], expressed that 
the required amount of cloud infrastructure resources for current and future tasks 
can be predicted according to the major trends of the last decade of the large-scale 
and grid computing environments. First, singular jobs are mainly split into two data-
intensive and compute-intensive tasks categories. It can be said that there are no 
tightly coupled parallel jobs. Second, the duration of individual tasks is dimensioning 
with every year; few tasks are still running for longer than 1 h and majority require 
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only a few minute to complete. Third, compute-intensive jobs will be divided into 
Dag-based workflow and bags-of-tasks (BoTs). But data-intensive jobs may utilize 
several and different programming models.
A task classification has been done in [60] based on the tasks’ resource consump-
tion running in the Google Cloud Backend. The results of this study are presented 
in Table  3. Cloud computing tasks are classified based on their execution duration, 
number of required CPU cores and amount of required memory in this study. The 
essential amount of resources for each class of cloud tasks is represented with three 
major ‘Small’, ‘Med (Medium)’, and ‘Large’ factors, which are abbreviated as ‘s’, ‘m’ and 
‘l’, respectively in the ‘Final Class’ column of Table 3. Three words in this column rep-
resent the duration, cores and memory, correspondingly. In addition, ‘*’ means that 
all three factors are possible in this type of class. For instance, the Final Class ‘sm*’ 
refers to a class of tasks having an execution duration as ‘small’ (short-running tasks), 
the number of required CPU cores are ‘Med’ and they would consume ‘small’, ‘Med’ or 
‘large’ amount of memory.
In addition, Foster et al. [59] characterize the clouds’ application to be loosely cou-
pled, transaction oriented (small tasks in the order of milliseconds to seconds) and 
likely to be interactive (as opposed to batch-scheduled).
The proposed taxonomy of cloud computing tasks is presented in Fig.  3. According 
to our studies, cloud tasks can be classified into two long-running and short-running 
Table 3 Cloud task classification [60]
Final class Duration (h) CPU (Cores) Memory (GBs)
1: sss Small Small Small
2: sm* Small Med All
3: slm Small Large Small + med
4: sll Small Large Large
5: lss Large Small Small
6: lsl Large Small Large
7: llm Large Large + med Small + med
8: lll Large Large + med Large
Fig. 3 Cloud tasks taxonomy
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tasks in terms of tasks’ duration. Therefore based on Table  3, it can be said that task 
durations are bimodal, either somewhat less than 30 min or larger than 18 h [60]. Such 
behavior results from the characteristics and types of application tasks running on cloud 
infrastructures. There are two types of long-running tasks. The first are interactive or 
user-facing tasks which run continuously so as to respond quickly to a user request. The 
second type of long-running tasks is compute-intensive, such as processing web logs 
[60]. Interactive tasks consume a large amount of CPU and memory during periods of a 
high user request rate. It means that they are CPU-intensive and memory-intensive. In 
addition since they handle end-user interactions, they are likely latency-sensitive. There 
are several types of short-running tasks. These tasks dominate the task population. Some 
short duration tasks are highly parallel operations such as index lookups and searches 
[60]. We can also mention HPC tasks. Some tasks can be considered as short memory-
intensive tasks which include memory intensive operations like map reduce workers that 
compute an inverted index. These types of tasks are specified as class 2 in Table 3. Other 
tasks which include CPU-intensive operations are considered as short CPU-intensive 
tasks like map reduce workers which compute aggregation of a log. Finally, it can be said 
that typical data-intensive workloads consist of short-running, data-parallel tasks. For 
data-intensive applications, data should be moved across the network, which represents 
a potential bottleneck [62].
According to the proposed cloud tasks taxonomy and previous discussion we can have 
more understanding of cloud tasks’ requirements and suggest the best approach for pro-
viding HA based on the tasks’ types. As the conclusion of this section, it can be said that 
interactive tasks require more HA from the customer perspectives. Because they are 
interacting with end users and consuming a large amount of CPU and memory during 
periods of high user request rate, then by detecting and providing more CPU and Mem-
ory resources for these group of tasks, their availability can be improved. In addition, as 
they are latency sensitive, then providing these resources should be done during a spe-
cific threshold. Likewise, for other types of tasks, related requirement and resources for 
being highly available can be provided.
Which?
“Which components play key roles to affect cloud computing HA and reliability?”
As mentioned earlier we identified main constituent components of a cloud computing 
architecture which are inspired by the Eucalyptus architecture. By answering to “Which” 
question, we are trying to know the system’s weak points of HA and reliability in this 
step as illustrated in Fig. 4. After knowing these weak points, we will be able to think 
about how we can improve them and find suitable solutions in the next steps. Therefore, 
to catch this goal all cloud failures and their causes should be classified first. Next, all 
important reliability and HA measuring tools and metrics to evaluate the importance 
degree of each cloud components in the proposed architecture will be specified. Some 
main failure modes of CCSs have been proposed in [36, 63, 64] but as one of the future 
works of this research, different viewpoints exist for proposing a comprehensive clas-
sification of cloud failures. Table 4 presents a summary of these studies. Six main failure 
modes include software failures, hardware failures, cloud management system failures, 
security failures, environment failures and human faults.
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Table 4 Failure classification in cloud computing systems
Failure classification Failure modes Description
Software failures System/application software failure [36] The cloud tasks and VM hypervisors are 
actually software programs running on 
different computing nodes, which may 
contain software faults, bugs, and errors
Database failure [36] There is the possibility of hardware or 
software failure in each database system. 
So, database systems are prone to losing 
data
Hardware failures Hardware component failure [65] The computing resources, in general, 
have hardware components (such as 
storage devices, processing elements, 
and memory) which may also encounter 
hardware failures
Network failure [65] When cloud tasks access remote data 
sources, the communication channels 
could be broken, which causes the net-
work failure, especially for the long time 
transmissions of large datasets
Cloud management 
system (CMS) failures
Overflow [66, 67] There is usually a limitation on the maximal 
number of incoming requests in the 
queue. Waiting too long in the queue 
can cause the Timeout failure for new 
requests. So, if the queue is full, new 
requests will be dropped simply which is 
called an overflow failure
Timeout [66, 67] The cloud service commonly has its due 
time set by the owner or the service 
monitor. If the waiting time of the 
queued requests is over the due time, 
the Timeout failure occurs. Therefore, 
those timeout requests will be dropped 
from the queue
Data resource missing [66, 67] In CMS, the data resource manager should 
register data resources. However, it is 
possible that some previously registered 
data are removed but the data resource 
is not updated. So, data resource missing 
will happen
Computing resource missing [66, 67] The computing resource missing is another 
failure like data resource missing that can 
also happen in the cloud management 
system. This failure will happen because 
of the reasons like turning off the PC 
without notifying the CMS
Security failures Customer faults [68] The recent research results show that 
only a small portion of security failures 
impacting cloud services consumers 
have been due to the provider’s fault. 
According to the Gartner’s top predic-
tions for IT users for 2016 and beyond, 
about 95% of cloud security failures 
through 2020 will be the customer’s 
faults
Software security breaches [69] Software security breaches can lead to the 
cloud services failure. When the attackers 
can gain access to the customer infor-
mation such as login data, credits and 
etc. through the cloud-based software 
security breaches, it can result in huge 
problems for the customers who rely on 
their daily cloud-based activities
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One of the important aspects of software failures is database failure and data resource 
missing [36]. Therefore one of the HA and reliability issues in cloud computing systems 
will be based on the user requests to unavailable or removed data resources. For provid-
ing HA and reliability for data related services we can use 80/20 rule based on the fact 
that most of the data requests only access a small part of the data [55]. So, concentrating 
on hotspot data which are normally less than 20% of the whole data resource in terms of 
80/20 rule for improving system’s availability and reliability could be one of the future 
approaches of this research.
Hardware failure is another important failure mode in cloud computing datacenters. 
In [65], hardware failures of multiple datacenters have been examined for determin-
ing explicit failure rates for different components including disks, CPUs, memory, and 
RAID controllers. One of the most important results of this study is that disk failure is 
Table 4 (continued)
Failure classification Failure modes Description
Security policy failure [69] Miscalculating the cloud security require-
ments in providing a security policy is 
really a hot challenge which leads to 
system failures. Common mistakes to 
define a comprehensive security policy 
are some of the main reasons for security 
failure
Human Operational Faults Misoperation [67] This kind of failure is related to acciden-
tal faults made by human personnel 
operating or configuring the system, for 
both updates of the system and during 
a repair process. The extent to which this 
misoperation affects the cloud system 
can depend on the level on which the 
fault has occurred
Misconfiguration [67] There is a possibility of affecting a whole 
cluster or even a whole datacenter in 
a cloud system in case network node 
software is misconfigured. The worst 
case, however, remains the misconfigura-
tion of the cloud management software 
which leads to bringing down all the 
cloud at once
Environmental Failures Environmental disasters [67] Environmental disasters can play the main 
role in the dependability of a cloud sys-
tem. Factors such as floods, power out-
ages, fires etc. are although outside the 
control of the service provider but can 
always interrupt service provision. This is 
because these environmental disasters 
like floods and power outages affect a 
whole cloud datacenter and hence their 
consequences can be a very large-scale 
service disruption
Cooling system failure [67] The functionality of physical servers in a 
cloud datacenter also depends on the 
thermal conditions of the location where 
the servers are installed. So, failure in the 
air-conditioning system where servers 
are placed also causes failure in services 
provision. Therefore, the servers will 
either shut down completely or will be 
under-utilized for offering services and 
hence can be regarded as unavailable
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the major source of failures in such datacenters [65]. Therefore, cloud storage devices or 
storage controllers as pointed in the proposed architecture can be one of the main com-
ponents that can affect system reliability. Based on the conclusion of [65], we propose 
the hypothesis that failures of components follow the Pareto principle in cloud comput-
ing datacenters. This hypothesis can be studied as another future work of this paper. 
Therefore it can be said that about 80% of cloud system failures are related to storage 
failures.
Some researches conducted about the networks of CCS show that most of the data-
center networks and switches are highly reliable and only load balancers most often 
experience faults due to software failures [26, 70].
Cloud management system (CMS) is the last important failure classification of Table 4 
which will be considered in this section. Cloud management system can be considered 
as the manager of cloud computing services. A cloud management system uses the com-
bination of software and technologies for handling the cloud environments. In other 
words, CMS can be considered as a response to the management challenges of cloud 
computing. At least, a CMS should be able to:
  • Manage a pool of heterogeneous resources.
  • Provide remote access for end users.
  • Monitor system security.
  • Manage resource allocation policies.
  • Manage tracking of resource usage.
As aforementioned in [71], three different types of failures have already been identified 
for CMSs and include: (1) technological failures that result from hardware problems, 
(2) hardware limitations creating management errors as a result of limited capability 
and capacity for processing information and (3) middleware limitations for exchanging 
information between systems as a result of various technologies using different infor-
mation and data models. Currently, CMSs can detect the failures and follow the pre-
defined procedures to re-establish the communications infrastructure [71]. However, the 
most important type of failure is related to content and semantic issues. These failures 
will occur when management systems operate with incorrect information, when data is 
changed erroneously after a translation or conversion process, or when data is misinter-
preted. So, this kind of problem is still largely unsolved and is a serious problem.
One of the fundamental reasons behind avoiding the adoption and utilization of cloud 
services is the issue of security. Security is often considered as the main requirement for 
hosting critical applications in public clouds. Security failure which is one of the most 
important modes of cloud computing failures can be divided into three general modes 
which include: customer faults, software security breaches and security policy failure.
According to the Gartner predictions for IT world and users for 2016 and beyond, 
through 2020, 95% of cloud computing security failures will occur because of customers’ 
faults [68]. So, it can be said that customers’ faults will be the most important reason of 
cloud security failures. In addition, cloud-based software security breach is another seri-
ous issue. When cloud services are unavailable because of cloud system failures, this can 
cause huge problems for users who depend on their daily cloud-based activities, loss of 
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revenue, clients and reputation for businesses. The reported software security breaches 
in recent years such as Adobe’s security breaches, resulted in service unavailability and 
cloud system failures [69].
Design and human-made interaction faults currently dominate as one of the 
numerous sources of failures in cloud computing environments [67]. In other words, 
an external fault can be considered as an improper interaction with system during 
the operational time by an operator. But because environmental failures and human 
operational faults are considered as external faults from the system viewpoint, they 
are beyond the scope of this paper. Based on the previous discussion it can be con-
cluded that hardware component failures and database failures are two most impor-
tant hotspots for more future studies in this step. Likewise, the most impressive 
factors among all cloud components can be specified as a new failure classification in 
future work of this research step. In addition, some reliability and availability measur-
ing tools that would enable us to identify the most effective components in the cloud 
systems’ availability and reliability will be used. So the second part of this step for 
answering “which?” question involves identifying and classifying these measures. In 
the rest of this section, some of these measures will be introduced.
• Recurring faults
As earlier discussed, another goal of this part is to classify all-important reliability 
and HA evaluation measures. The study in [72] proposes this point that when a PC 
component fails, it is much more likely to fail again. This is called recurring faults 
which can be helpful after identifying faulty components in this step.
•Reliability importance (RI)
Identifying the weaknesses of a complex system is not as easy as identifying these 
weak components in a simple system such as series systems. In the complex sys-
tems, the analyst requires a mathematical approach that will provide the means of 
Fig. 4 Proposed roadmap of the “Which” step
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identifying the importance of each system component. Reliability Importance (RI) is a 
suitable measure to identify the relative importance of each component according to 
the total reliability of the system. The reliability importance, IRi, of component i in a 
system of n components is given as [73]:
where Rs(t): is the system reliability at a certain time, t; Ri(t): is the component reliability 
at a certain time, t.
The RI measures the rate of change at the certain time t of the system reliability 
regarding the components reliability change. The probability that a component can 
cause system failure at time t, can also be measured by the RI. Both reliability and 
current position of a system component can affect the calculated reliability impor-
tance in Eq. 1.
So, in this step, the most important components which can have a high impact on 
cloud computing reliability will be identified. Therefore this step focuses on reliability 
issues as the first concern.
When?
“When reliability and HA will decrease in cloud computing environments?”
Concentration will be on evaluating the different system states by answering the 
“When” question from the HA and reliability points of view to identify the causes and 
times of availability and reliability degradation at this step. Figure 5 shows the pro-
posed roadmap of this step.
Availability and reliability models capture failure and repair behavior of systems and 
their components. Model-based evaluation methods can be one of the discrete-event 
simulation models, analytic models or hybrid models using both simulation and analytic 
parts. An analytic model is made up of a set of equations describing the system behavior. 
The evaluation measures can be obtained by solving these equations. Actually, analytical 
models are mathematical models that present an abstraction from the real world system 
in relation to only the system behaviors and characteristics of interest.
This section introduces the model types used for evaluating the availability and reli-
ability of a system. These types can be classified into these three classes:
Combinatorial model types The three most common combinatorial model types which 
can be used for availability and reliability modeling under certain assumptions are “Fault 
Tree”, “Reliability Block Diagram” and “Reliability Graph”. These three models consider 
the structural relationships amongst the system components for analytical/numerical 
validations.
• Reliability block diagram
The reliability block diagram (RBD) is a type of inductive method which can be used 
for large and complex systems reliability and availability analysis. The series/parallel 
(1)RIi(t) =
∂Rs(t)
∂Ri(t)
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configuration of RBDs assist in modeling the logical interactions of complex system 
components failures [74]. RBDs can also be used to evaluate the dependability, availabil-
ity and reliability of complex and large scale systems. In other words, it can be concluded 
that RBDs represent the logical structure of a system with respect to how the reliability 
of each component can affect the entire system reliability. In the RBD model, compo-
nents can be organized into three: “Series”, “Parallel” or “k-out-of-n” configurations. In 
addition, these combinations together can be used in a single block diagram. Each com-
ponent with the same type that appears more than once in the RBD is assumed to be a 
copy with independent and identical failure distribution. Every component has a failure 
probability, a failure rate, a failure distribution function or unavailability attached to it. A 
study of all existing RBD based reliability analysis techniques has been proposed by [74].
• Reliability graphs
The reliability graph is a schematic way of evaluating the availability and reliability. 
Generally, a reliability graph model consists of a set of nodes and edges, where the edges 
(arcs) represent components that have failure distributions. There is one node without 
any incoming edges in a reliability graph and is called the reliability graph source. In 
addition, there is another node without any outgoing edges and is called the sink or ter-
minal or destination node. When there is no path from the source to the sink in a reli-
ability graph model of a system, it is considered as a system failure. The edges can have 
failure probabilities, failure rates or distribution functions same as the RBDs.
• Fault tree
Fault trees are another type of combinatorial models widely used for assessing the reli-
ability of complex systems through qualitative or quantitative analysis [75]. Fault trees 
can represent all the sequences of components failures that cause the entire system fail-
ure and stop system functioning, in a treelike structure. This method visualizes the cause 
of failure which can lead to the top event at different levels of detail up to basic events. 
Fault Tree Analysis (FTA) is a common probabilistic risk assessment technique that ena-
bles investigation of the safety and reliability of systems [76].
Fig. 5 Proposed roadmap of the “When” step
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The root of a fault tree can simply be defined as a single and well-defined undesirable 
event. In the reliability and availability modeling, this undesirable event is the system 
failure. To evaluate the safety of the system, the potentially hazardous or unsafe condi-
tion is considered as an undesirable event. The fault tree is a schematic representation of 
a combination of events that can lead to the occurrence of a fault in the system.
State‑space models The models discussed in the previous section will be solved by using 
algorithms which assume that there is a stochastic independence interaction between dif-
ferent system components. Therefore, for availability or reliability modeling, it is assumed 
that the component failure or repair was not affected by other failures in the system. 
Therefore, to be able to model more complicated system interactions, other types of avail-
ability and reliability models such as state space models should be used.
State space models constitute a powerful method for capturing dependencies amongst 
system components. In other words, this model is a general approach for availability and 
reliability modeling which is a collection of stochastic variables which show the state of 
the system at any arbitrary time. The Markov chain is an example of this model type. A 
Markov model can be defined as a stochastic model which is used in the modeling of 
complex systems. It is assumed that future states in a Markov model only depend on 
the current state of the system. In other words, it is independent of the previous events. 
There are usually four known Markov models which can be used in different situations. 
The Markov chain is the simplest type.
A simple type of stochastic process which has the Markov properties can be consid-
ered as a Markov chain. The “Markov F Chain” term is used to refer to the sequence of 
the stochastic variables in this definition.
Reliability/availability modeling of any system may produce less precise results. The 
use of graceful degradation will make it possible for a system to provide its services at a 
reduced level in the existence of failures. The Markov reward model (MRM) is the usual 
method of modeling gracefully degradable systems [77–80]. In addition, the other com-
mon model types are: (1) Markov reward model or irreducible semi-Markov reward 
model and (2) stochastic reward nets.
Non-state-space models can help to achieve efficiency in specifying and solving the 
reliability evaluation, but these models assume that components are completely inde-
pendent. For example, in RBDs, fault-tree or reliability graph, the components are con-
sidered as some completely independent entities in a system in terms of failure and 
repair behavior. It means these models assume that a component failure in a system can-
not affect the function of another component. However, Markov models have the ability 
to model systems that reject the assumptions made by the non-state-space models but at 
the cost of the state space explosion.
Hierarchical models Hierarchical models can assist in solving the state space explosion 
problem. They can allow the combination of random variables that show different sys-
tem parameters to have a general distribution [81]. Therefore, by this approach, we can 
obtain more realistic reliability/availability models to analyze the complex systems. In 
other words, large-scale models can be avoided using hierarchical model composition. If 
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the storage issue can be solved, the specification problem will be solved by using briefer 
model specifications which are transformable to the Markov models.
As a kind of summary for this section, we can express that in the context of availability 
and reliability modeling, many of the initial works focus on the use of Markov chains 
[82–86], because a cloud computing system is effectively considered as a complex avail-
ability problem. Other studies concentrate on the conceptual problems, priority and 
hierarchical graphs or the development of performance indices [87]. As stated earlier, 
combinatorial model types like RBDs consider the structural relationships amongst 
the system components which can represent the logical structure of a system with 
respect to how the reliability of its components affects the system’s reliability. In addi-
tion, state space models like Markov chains can be used for the modeling of more com-
plicated interactions between components. Therefore, it seems that using hierarchical 
hybrid models [88], for example, combining RBDs and Generalized Stochastic Petri Nets 
(GSPNs) [89], RBDs and an MRM [90] are more suitable for evaluating cloud-based data 
centers’ availability and reliability.
To have a better understanding of reliability/availability models, the relationship 
between availability and reliability and their relationship with maintainability for deter-
mining the degradation states in details need to be considered, like the study proposed 
by [91]. Table 5 shows a summary of this study on these relationships.
Availability is defined as the probability that the system is operating properly at a given 
time t and when it is accessed for use. In other words, availability is defined as the prob-
ability that a system is functional and up at a specified time. At first, it would seem that 
if a system has a high availability, then it is also expected to have a high reliability. How-
ever, this is not necessarily true [91], as shown in Table 5.
Reliability shows the probability of a system/component for performing the required 
functions in a period of time without failure. It does not contain any repair process in its 
definition. It also accounts for the period of time that it will take the system/component 
to fail during its operating time. Therefore, according to the definition of availability, it 
can be said that availability is not only a function of reliability, but it is also a function 
of maintainability. Table 5 shows the reliability, maintainability, and availability relation-
ships. From this table, it should be noted that an increase in maintainability means a 
decrease in the repair time and maintenance actions period. As shown in Table 5, if the 
reliability can be held constant, even at a high value, this does not directly mean provid-
ing high availability, because as the time to repair increases, the availability will decrease. 
Therefore, even a system with a low reliability could have a high availability provided 
that the repair time does not take too long.
Table 5 The relationship among availability, reliability, and maintainability [91]
Reliability Maintainability Availability
Constant Decrease Decrease
Constant Increase Increase
Increase Constant Increase
Decrease Constant Decrease
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Finally, for answering the ‘When’ question is to have an appropriate definition of avail-
ability. The definition of availability can be flexible, depending on the types of downtimes 
and actor’s points of view considered in the availability analysis. Therefore, different 
definition and classifications of availability can be offered. A classification of availability 
types has been proposed by [91, 92]. In the following, four common types of availability 
will be introduced briefly:
• Instantaneous availability
Instantaneous availability is defined as the probability that a system is operating at 
any given time. This definition is somehow similar to the reliability function definition 
which gives the probability that a system will function at the given time t. However, dif-
ferent from the reliability definition, the instantaneous availability contains information 
on maintainability. According to the instantaneous availability, the system will be opera-
tional provided the following conditions could be met:
The required function can be properly provided during time t with probability R(t);
or
It can provide the required function since the last repair time like u, 0 < u < t, with the 
following probability:
where m (u) is the system renewal density function.
The instantaneous availability is calculated as:
• Mean availability
The average uptime availability or mean availability can be defined as the proportion 
of mission time or time period that a system is available for use. The mean value of the 
instantaneous availability over a specific period of time such as (0, T), is defined by this 
availability.
• Steady-state availability
The steady state availability can be determined by calculating the limit of the instan-
taneous availability as the time goes to infinity. In fact, when the time approximates to 
about four times the MTBF in instantaneous availability, it can be said that the instanta-
neous availability function approaches the steady state value. Therefore, the steady state 
availability can be calculated by using the following equation:
(2)
t∫
0
R(t − u)m(u)du
(3)A(t) = R(t)+
t∫
0
R(t − u)m(u)du
(4)Am(T ) =
1
T
T∫
0
A(t)dt
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• Operational availability
Operational availability can be considered as an important measurement for evaluat-
ing the system effectiveness and performance. It evaluates the system availability which 
includes all the downtime sources, such as diagnostic downtime, administrative down-
time, logistic downtime, etc. The operational availability is calculated as:
where the operating cycle is the overall time of the investigated operation period 
whereas Uptime is the system’s total functional time during the operating cycle. It is 
important to note that the availability that a customer actually experiences in the system 
is operational availability which is the availability according to the events that happened 
to the system.
How?
“How to provide high availability and reliability while preventing performance degradation or 
supporting graceful degradation?”
As the last important step that should be taken, suitable solutions will be chosen to pro-
vide HA and reliability, while supporting graceful degradation based on the previous 
results as shown in Fig. 6. Table 6 presents fault tolerance (FT) methods classification in 
cloud computing environments.
By identifying the states which have higher failure rate and specifying the causes based 
on the results obtained from “Where?”, “Which?” and “When?” steps, we will be able to 
provide high available and reliable services in our cloud computing systems. Therefore, 
appropriate action can be taken according to the specific occurrence and failure type 
because there is no one-size-fits-all solution in the HA and reliability issues area.
(5)A(∞) = lim
T→∞
A(T )
(6)A0 =
Uptime
Operating cycle
Fig. 6 Proposed roadmap of the “How” step
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Fault tolerance mechanisms deal with quick repairing and replacement of faulty 
components for retaining the system. FT in cloud computing systems is the ability to 
withstand the abrupt changes which occur due to different types of failures. Recovery 
point objective (RPO) and recovery time objective (RTO) are two major and impor-
tant parameters in fault management study. The RPO shows the amount of data to be 
lost as a result of a fault or disaster, whereas RTO shows the minimum downtime for 
recovering from faults [93].
Ganesh et al. [93] presented a study on fault tolerance mechanisms in cloud com-
puting environments. As noted in this paper, there are mainly two standard FT poli-
cies available for running real-time applications in the cloud; they are “Proactive Fault 
Tolerance Policy” and “Reactive Fault Tolerant Policy”. These FT policies are mainly 
used to provide fault tolerance mechanisms in the cloud.
The proactive fault tolerance policy is used to avoid failures by proactively taking 
preventive measures [95–97]. These measures are reserved by studying the pre-fault 
indicators and predicting the underlying faults. The next step is applying proactive 
fault tolerance measures by refactoring the code or failure prone components replace-
ment at the development time. Using proactive fault tolerance mechanisms can guar-
antee that a job execution will be completed without any further reconfiguration [98].
The principle of reactive fault tolerance policy is based on dealing with measures 
applied for reducing the effects of the faults that already occurred in the cloud sys-
tem. Table 6 shows a summary of this study on FT policies and techniques in cloud 
computing systems.
Although cloud computing systems have improved significantly over the past few 
years, improvements in computing power depend on system scale and complexity. 
Table 6 Fault tolerance methods in cloud computing systems [93, 94]
FT policy FT technique Description
Proactive FT Preemptive migration Preemptive migration involves suspending a process, recording its state, 
transferring it to another node and resuming operation of the process 
in the new node. It makes use of a feedback-loop control system where 
applications are constantly monitored and analyzed
Software rejuvenation Software rejuvenation technique can be applied proactively as inescapably 
software aging can lead to the software systems failures. In fact, it is a 
technique in which periodic reboots are scheduled for the system. After 
each reboot, the system resumes with a clean state
Reactive FT Checkpointing/restart Application checkpoint/restart technique allows saving the state of a run-
ning application to resume its execution later from the time at which it 
was checkpointed, on any arbitrary machine
After a failure has occurred, the application software will be restarted from 
the point of failure, instead of rerunning the whole application from the 
scratch. It is an efficient fault tolerance technique for high computation 
intensive applications hosted in the cloud
Replication Replication is one of the most popular techniques which can be used 
according to the reactive policy. In cloud computing fault tolerance tech-
niques, replication can be applied by keeping multiple replica of data 
and services. So, when an incoming request is received, it can be han-
dled by a set of available replicas. Several different replicas are running 
through different computing resources to complete the requested task
Task resubmission The failed task can be resubmitted either to the same or to a different host 
at system runtime without any interruption during the system workflow
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Modern processing elements are extremely reliable, but they are not perfect [99]. The 
overall failure rate of high-performance computing (HPC) systems such as cloud sys-
tems, increases with their size [99]. Therefore, fault tolerating methods are important 
for systems with high failure rate.
Proactive FT policies in cooperation with failure prediction mechanisms can avoid 
failures by taking proactive actions. The recovery process overheads can be signifi-
cantly reduced by using this technology [99]. Task migration is one of the widely 
used techniques in Proactive FT techniques. While task migration can avoid failures 
and achieve much lower overheads than Reactive FT techniques like Checkpointing/
Restart, there are two shortcomings in this technique. First, migration will not be 
performed if there is no spare node for accommodating the processes of the suspect 
node. The second problem is that task migration is not an appropriate method for 
software errors [100]. Thus, a proactive fault tolerance method which only rely on 
migration cannot gain all advantages of the failure prediction.
One of the other techniques to provide fault tolerance in cloud environments is by 
using VM migration. Jung et al. [101] propose a VM migration scheme using Check-
pointing to solve the task waiting time problem. A fault tolerant mechanism usually 
triggers the VM migration before a failure event. It actually backs VM to the same 
physical server after system maintenance ends [102].
Redundancy is a common technique for providing high available and reliable sys-
tems [103], but it could not be as effective as expected as a result of particular types 
of failures such as transient failures and software aging. The most common proce-
dure for combating software aging is to apply software rejuvenation. A software reju-
venation process can be done by restarting the software application. Therefore, this 
technique will help to restart the application to its standard level of performance and 
effectively solve the software aging problem. In other words, software rejuvenation is 
a preventive and proactive technique which is particularly useful for counteracting 
the appearance of software aging, aimed at cleaning up the internal states of the sys-
tem to prevent further and future failure events. Without any rejuvenation, both the 
OS software and the hosted running application software will be degraded in perfor-
mance with time due to the exhaustion of system resources such as free memory that 
could finally lead to a system crash, which is very undesirable to HA systems and fatal 
to mission-critical applications. The disadvantage of rejuvenation is the temporary 
outage of service. To completely eliminate the service outage during the rejuvenation 
process, the use of virtualization technology is one of the possible approaches [104].
The software rejuvenation process can be applied to the system according to the 
different parameters of software aging or the elapsed time since the last rejuvenation 
event. Software rejuvenation can be used at different scopes like system, application, 
process, or thread [105].
A classification of techniques has been proposed by [106] which distinguishes 
between two classes of failure handling techniques, namely, task level failure handling 
and workflow level failure handling. The recovery techniques that can be performed 
at the task level for masking the fault effects are called task level techniques. These 
types of recovery techniques have been widely studied in distributed and parallel 
environments. These recovery techniques are classified into four different types: retry, 
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alternate resource, checkpoint/restart, and replication techniques. Generally, it can 
be concluded that the two simplest task level techniques are retry and alternate, as 
they simply try to execute the same task on the same or alternate resource again after 
failure.
The checkpoint is mostly efficient for long-running applications. The checkpointing 
approach has attracted significant attention over the recent years in the context of fault 
tolerance research like studies that have been carried out by [107–110]. Generally, the 
checkpoint technique periodically saves the state of an application. After the checkpoint, 
failed tasks can restart from the failure point by moving the task to another resource. 
There are several different checkpointing solutions for large-scale distributed computing 
systems. A classification of checkpointing mechanisms have been proposed in [111]. It 
shows that these mechanisms can be classified based on four different viewpoints. From 
one viewpoint, the checkpointing mechanism can be classified into two groups called 
the incremental checkpointing mechanisms and the full checkpointing mechanisms, 
depending on whether the newly modified page states are saved or the entire system run-
ning states are stored. The second viewpoint classifies the checkpointing mechanisms 
into two local and global checkpointing mechanisms, according to how checkpointing 
data is saved, locally or globally. Depending on whether the checkpointing data is saved 
coordinately or not, the third classification can be proposed, which is organized into two 
coordinated checkpointing mechanisms and uncoordinated checkpointing mechanisms. 
Finally, it can be concluded that the last classification is based on saving the checkpoint-
ing data on disk or not, and they are called disk and diskless checkpointing mechanisms.
Finally, as the last task level technique, we point to the replication. Running the same 
task on different computing resources and simultaneously ensures that there is at least 
one successful completed task which is the replication technique [112, 113].
As previously mentioned, workflow-level techniques are the second class of failures 
handling in distributed systems. Manipulating workflow structure for dealing with erro-
neous conditions is referred as workflow level technique. In other words, workflow level 
FTTs change the flow of execution on failure according to the knowledge of task execu-
tion context. They can also be classified into four different types: alternate task, redun-
dancy, user defined exception handling and rescue workflow [106]. The only difference 
between alternate task and retry technique is that alternate task exchanges a task with 
a different implementation of the same task with different execution characteristics on 
the failure of the first one. The rescue workflow technique allows the workflow to con-
tinue even when task failure occurs. In another technique, the particular treatment to 
the task workflow is specified by the user and it is called user defined exception handling 
technique.
As a conclusion of the previous discussion, it can be said that both proactive and 
reactive fault tolerance policies have advantages and disadvantages. The results of the 
experiment show that migration techniques (proactive FT policy) are more efficient 
than checkpoint/restart techniques (reactive FT policy) [98]. Even though proactive 
techniques are more efficient, they are not frequently used. This is because the system 
is less affected by incorrect predictions due to proactive fault tolerance and also reactive 
methods are relatively simple to implement as FT techniques are not applied during the 
development time.
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There is a serious gap in cloud computing fault tolerance research area, that is, the 
mutual impact of cloud performance overhead [52, 114–117] and HA solutions.
There are hot topics like VM Granularity, IaaS Routing Operations (such as live 
VM migration, concurrent deployment and snapshotting of multiple VMs …), and 
the inability to isolate shared cloud network and storage resources in the cloud per-
formance overhead research area. All these factors can impact on VM performance, 
total system performance and therefore VM’s availability and reliability. On the 
other hand, using additional mechanisms for providing HA and reliability in cloud 
computing systems can be considered as a system overhead which can have negative 
effects on system performance.
It seems that interesting and desired results would be achieved as the contribution 
of this research step by studying these mutual impacts for providing highly available 
and utilized cloud computing systems and considering performability concerns.
Discussion and open issues
Many research works have been carried out on cloud computing HA and reliability, 
but there is no comprehensive and complete overview of the entire problem domain. 
Attempt was made to propose a reference roadmap that covers all the aspects of the 
problem from different cloud actor’s viewpoints, especially cloud consumers and 
providers. This study proposed a big picture which divided the problem space into 
four main steps to cover the various requirements in the desired research area. A 
specific question was posed for each step that answering these questions will enable 
cloud providers to offer high available and reliable services. Therefore, while cloud 
providers can satisfy the cloud consumers’ requirements, they can also have highly 
utilized resources to achieve more business profits.
The four major questions starting with “Where?”, “Which?”, “When?” and “How” 
keywords form the main steps of the proposed roadmap. By taking these steps, our 
purposes can be achieved. In fact, taking each step means understanding the main 
concern presented by the specific question and proposing suitable solutions for that 
issue. Some suggestions were proposed as the primary answers for each of these 
questions which can be helpful for more future work in this research area. Making 
future research suggestions and proposing efficient solutions for each of these steps 
in the big picture is one of the important open issues in this study. Therefore, the 
proposed big picture can lead to future researches in cloud computing in the field of 
high availability and reliability.
Two main research gaps were specified through the proposed big picture, which 
have been neglected in the literature review. The first one is related to the providing 
HA and reliability solutions regardless of considering all cloud actors’ requirements 
and viewpoints. By proposing “Where” question, attempt was made to consider both 
cloud consumers and providers which are most important actors in the cloud com-
puting environments. Therefore, not only was attention given to have a high avail-
able and reliable system, but also provider’s demands for having highly utilized 
systems were considered. The second research gap was proposed in “How” ques-
tion section. As pointed out, adding an additional mechanism to the system can have 
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negative effects on the total system performance. In addition, some performance 
overhead issues can degrade system availability and reliability. Therefore, this sci-
entific hypothesis that system performance overhead and HA solutions can have the 
mutual impact on one another was proposed.
Conclusion
This paper presented a reference roadmap of HA and reliability problem in cloud 
computing systems that can lead to future research papers. By proposing this road-
map, all the different aspects of HA and reliability problem in cloud computing sys-
tems were specified. Furthermore, the effects of cloud computing main components 
on total system failure rate were studied according to the proposed eucalyptus-based 
architecture in our big picture. In this study, we focus on the comprehensive roadmap 
and covering all the different related aspects of HA and reliability in cloud environ-
ments. In addition, attempt was made to consider not only techniques (‘When’ and 
‘How’ steps) that improve availability and reliability, but also characteristics (‘Where’ 
and ‘Which’ steps) of cloud computing systems. However, we will go into the details 
of specific technologies for each step as the future work of this study. Therefore, we 
can assess each step of the proposed solution in a more specific way. Evaluating the 
mutual impact of system performance overhead and HA solutions using the Open-
Stack platform is one of the main future works. SDN-based technology such as 
Espresso in Google cloud is one of the latest technology trends in cloud computing 
that can make cloud computing environments faster and more available. The applica-
tion of this approach will be considered as a solution to ‘How’ step in future work. 
Furthermore, the contributions in this paper raise some other future works of reliabil-
ity and HA in cloud computing through interesting proposed aspects of the problem. 
Some other significant future works are as follows:
  • A comprehensive study of cloud failure modes, causes and failure rate, and reli-
ability/availability measuring tools;
  • A highly utilized and more profitable cloud economy that can guarantee the provi-
sion of highly available and reliable services.
  • Evaluating availability and reliability of cloud computing system and components 
based on the proposed architecture;
  • Studying the mutual impact of HA mechanisms and VM performance overhead.
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