Cloud computing has gained a lot of interest from both small and big academic and commercial organizations because of its success in delivering service on a pay-as-you-go basis. Moreover, many users (organizations) can share server computing resources, which is made possible by virtualization. However, the amount of energy consumed by cloud data centres is a major concern. One of the major causes of energy wastage is the inefficient utilization of resources. For instance, in IaaS public clouds, users select Virtual Machine (VM) sizes set beforehand by the Cloud Service Providers (CSPs) without the knowledge of the kind of workloads to be executed in the VM. More often, the users overprovision the resources, which go to waste. Additionally, the CSPs do not have control over the types of applications that are executed and thus VM consolidation is performed blindly. There have been efforts to address the problem of energy consumption by efficient resource utilization through VM allocation and migration. However, these techniques lack collection and analysis of active real cloud traces from the IaaS cloud. This paper proposes an architecture for VM consolidation through VM profiling and analysis of VM resource usage and resource usage patterns, and a VM allocation policy. We have implemented our policy on CloudSim Plus cloud simulator and results show that it outperforms Worst Fit, Best Fit and First Fit VM allocation algorithms. Energy consumption is reduced through efficient consolidation that is informed by VM resource consumption.
The reason for energy wastage in the data centre is inefficient workload consolidation [5] [1]. Moreover, inefficient resource utilization and wastage of idle power cause overall server energy wastage [6] [7] .
Inefficient consolidation may be as a result of how VMs are mapped to physical servers. For instance, experiments carried out in [8] have shown that coscheduling VMs with similar profiles in terms of resource demands is not beneficial from energy consumption and performance point of view. If VMs with similar profiles are co-located, there is increased workload interference. As a result, workload tasks run longer and more energy is consumed.
One of the technologies used in cloud computing is virtualization and is poised to be a solution to the problem of energy consumption [8] . This technology enables efficient utilization of resources because many users can use the same physical server to run their applications with secure isolation. This type of sharing is what is termed as multi-tenancy in the cloud. Load balancing can also be achieved through live VM migration, which guarantees zero downtime during migration.
Cloud services are divided into three models:
Infrastructure as a Services (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) [9] .
SaaS model provides service as a complete functioning software over the internet via the browser. PaaS provides a platform with a set of tools, which businesses can use to develop and deploy applications. IaaS model provides virtual computing resources and the users have to set their environment for them to run any applications they choose. For small organizations, IaaS cloud is the most promising service model and thus it is popular [10] , [11] . As such, many international CSPs such as Google, Amazon, HP, IBM, Citrix, Rackspace, Microsoft, DigitalOcean, Linode and Vultr are already providing IaaS service [7] . In the IaaS cloud model, users are allowed to pick VM sizes from CSPs' list of available VM types without the knowledge of the type of applications they will execute in them [8] . Besides, the CSPs do not have control or knowledge of the types of applications users execute in the VMs. From the CSP point of view, applications are a black box host in a VM. Nevertheless, the VMs have to be mapped to physical servers immediately. This is dangerous if VMs meant to have similar profiles are mapped to the same physical server according to the conclusion made in [8] . VMs consolidated this way need to be analyzed via their trace logs after they start operating.
The most common method of gaining knowledge of the application host in a VM is to monitor the VM hosting the application [12] . Gaining this knowledge is important for VM deployment and migration.
Deployment needs to consider application resource usage, resource usage patterns and interference with other applications that share tenancy in a server. This is known as VM profiling. Trace logs collected from VMs can be analyzed or characterized using statistical techniques. These techniques include VM clustering using k-means, basic statistics such as mean and correlations [13] . K-means has achieved a lot of success VM clustering for consolidation. For instance, in [14] , k-means has been used to group jobs submitted in Google cluster trace for purposes of understanding the relationship between task characteristics and associated resource consumption.
Research in the area of VM profiling and trace log analysis is made by use of publicly available workload traces such Google cluster trace (GCT), GWA-T-12
Bitbrain dataset, GWA-T-13 Materna dataset, WorldCup trace 98, Facebook Hadoop workloads, OpenCloud Hadoop, Yahoo cluster traces and Eucalyptus IaaS cluster traces [15] [16] [17] . This because it may be time-consuming to collect such traces from production data centres. The outcome from workload trace analysis and characterization can be used to achieve efficient workload consolidation, which in turn reduce energy consumption while maintaining the required level of performance.
In this paper, we propose an architecture for profiling VMs, which are consolidated without the knowledge of the applications to be hosted from a CSP's perspective. This is common in the IaaS cloud service model. Our architecture collects VM logs and the clusters VMs based on resource usage and resource usage patterns for purposes of re-consolidation. Dissimilar VMs are co-located to reduce interference.
By achieving this, tasks run faster and consequently, less energy is consumed, which is the objective of this work.
In order to apply our architecture using real workload traces, we have utilized GWA-T-13
Materna dataset, which contains information about VMs hosted in a data centre that supports businesscritical workloads in Germany [16] . This dataset is explained in section III. Further, our approach is evaluated by simulating it using a cloud simulator known as CloudSim Plus [18] , which is a fork of CloudSim [19] . This simulator is written in Java CloudSim provides a base or abstract classes, which can be extended and interfaces, which can be implemented to change the way resources are managed in a cloud computing environment. For instance, VmAllocationPolicy is an abstract class, one can use to implement own algorithm for deciding on the host that runs a particular VM. In section VI, we have shown the specific items that have been used or modified to implement our algorithm. To this end, the main contributions of this work are:
• We propose an architecture for VM resource usage clustering for the purpose of VM allocation with the aim of reducing energy consumption in a centre.
• We propose an approach of clustering VM trace logs using K-means.
• We provide early insights towards understanding Grid Workload Archive Trace 13 (GWA-T-13) Materna cloud dataset.
• We provide an approach for creating VMs and cloudlets in CloudSim Plus for cloud trace log files.
The rest of the paper is structured as follows. Section II discusses related work. Section III elaborates the workload dataset we have used in this paper. In section IV, we explain the target cloud model for this work as well as our proposed system architecture. In section V, we explain the use of k-means for VM clustering. In section VI and VII, we explain our experimental setup and experiment and evaluation results. Finally, in section VIII, we conclude the paper as our planned future work. An analysis in [25] shows that clustering is a necessary analysis tool used to gain behavioural knowledge of VMs and cloud users for prediction purpose. This is because it is difficult to predict each type of resource separately for two reason -VMs have different resources, which makes it difficult to create a prediction technique and different cloud users may request different amounts of a similar resource. So, it makes sense to cluster VMs and then create prediction models for clusters. Thus, the authors have proposed the use of k-means for this purpose.
In [26] , the authors have used k-means to group cloudlets (task to be mapped to a VM) using instruction size, execution deadline and cost paid by the customer as a clustering feature set. The Euclidean distance is computed using the three clustering feature set. As such, the priority of an incoming cloudlet is determined by the three parameters. Authors have reported that when their technique is compared to base techniques (existing work), there is an improvement in power consumption, total turnaround time, wait time, processing time and processing cost. Moreover, the work in [27] has reported an improvement in performance while using a similar approach.
In [20] , the authors presents a technique for consolidation where jobs to be processed are classified based on their resource usage. Thus, any incoming job's resource usage can be determined based on the group to which it belongs. Moreover, it is easy to map an incoming job to the right VM size because its resource consumption is already known.
In addition, this clustering ensures that VMs running similar jobs are not placed in similar physical servers.
The objective of this work is to better utilize the involved physical server resource, which minimizes energy consumption. Although the authors have not disclosed the algorithm used to cluster the jobs, clustering has been done anyway.
In [28] , the authors propose an algorithm based on dynamic programming that takes advantage of scheduling dissimilar workloads in the same server. workloads and fio for disk-intensive workloads [29] .
Although the author does not mention how energy consumption is reduced, the work in [30] has shown that the increase in interference among co-residence VM decreases energy efficiency. • Timestamp -this is the epoch timestamp in milliseconds.
III. GRID WORKLOAD ARCHIVE TRACE
• CPU cores -this is the number of vCPUs provisioned to the VM.
• CPU capacity -this is the vCPU capacity in MHZ. It is given as the product of number of cores and the speed per core.
• CPU usage (MHZ) -CPU capacity that is actually used by workloads in MHZ.
• CPU usage (%) -CPU capacity that is actually used by workloads in percentage (%).
• Memory provisioned -this is the memory capacity for the VM in KB.
• Memory usage (KB) -this is the actively used memory in KB.
• Memory usage (%) -this is the actively used memory in percentage (%).
• We have considered VM CPU and memory usage in this case because their shortages during a short period impact QoS negatively.
VI. EXPERIMENT SET UP
In this section, we explain how we have conducted our experiments. We have explained VM clustering and evaluation procedures A. VM clustering
The dataset used in this paper is Grid Workload Archive Trace 13 (GWA-T-13) Materna as described in (see Section 3 of this paper). There are a total of 520 VMs in trace 1. Each VM has data collected for a period of 1 month at 5 minutes interval. Our choice of clustering of the feature set is explained in Section V and the k-means algorithm has been used to group the VMs. We have used Scikit-learn [32] , a python machine learning open source library, which includes k-means clustering. The input to the k-means algorithm, k, is determined using the elbow method.
We have computed the average CPU and memory usage for all the 520 VM and used it to group the VMs. Each VM has collected over 8300 resource usage pints.
B. Evaluation procedure
We have evaluated our technique on Cloudsim Plus [18] cloud simulator with a datacenter configuration shown in Table 1 . The datacenter, hosts, VMs and cloudlets configurations are based on workload traces described in section 3. 
A. VM clustering results
In this section, we go through the results of the kmeans clustering of VMs. The elbow method used to determine k as an input to k-means has revealed that the optimal value for k is 4. The population of VMs in each cluster is summarized in Table 2 . Fig 4 (a) and (b) shows scatter plots before and after k-means clustering. From Table 2 or Figure 4 (b), it can be observed that Large VM has only one member and is considered an outliers. Next, we describe the four resultant VM groups. 
B. Evaluation results
The results of our evaluation are shown in Figure 5 and 6. The figures show the total amount of energy consumed by all the 46 hosts and the total time of execution respectively when executing dataset workload using different algorithms.
We have compared our new VM allocation algorithm, 
