This paper describes a Fortran program, IsGISAXS, for the simulation and analysis of grazing-incidence small-angle X-ray scattering (GISAXS) of islands supported on a substrate. As is usual in small-angle scattering of particles, the scattering cross section is expressed in terms of an island form factor and interference function. However, the emphasis is placed on the speci®city of the grazing-incidence geometry, in particular in the evaluation of the island form factor in the distorted-wave Born approximation. A library of simple geometrical shapes is available. A full account of size and possible shape distributions is given in the decoupling approximation, where sizes and positions are not correlated, and in the local monodisperse approximation. Two types of island repartitions on the substrate are considered: disordered systems characterized by their particle±particle pair correlation functions, and bidimensional crystalline or paracrystalline systems of particles.
Introduction
The past two decades have given rise to an increasing need for morphological characterization of deposited layers, multilayers and nanostructures like quantum dots or supported islands. Indeed, most of the physical and chemical properties of such systems, such as light emission in quantum dots or catalytic properties of clusters, are intimately linked to their morphology. In this context, many techniques have been developed to obtain accurate information on the nanometric scale (1±100 nm). Among them, the near-®eld microscopies in conjunction with transmission electron microscopy allow direct imaging of the sample surface. Morphological information can also be obtained in reciprocal space using the small-angle X-ray scattering technique (Guinier & Fournet, 1955; Glatter & Kratky, 1982) . Until recently, this technique was limited to three-dimensional samples, as the deep penetration depth of the radiation and the small signal to noise ratio hampered surface sensitivity. Thanks to, in particular, the increasing use of synchrotron radiation (Als-Nielsen & McMorrow, 2001) , this technique was extended to surface geometry using the phenomenon of total external re¯ection of X-rays in the grazing-incidence range. In this way, the path of the X-ray beam inside the surface layer is considerably increased, giving rise to an enhanced surface signal. In the case of wide-angle scattering, surface diffraction, which is now routinely used in surface science, allows accurate information to be obtained on surface reconstructions, surface relaxations and on atomic positions (Robinson, 1991; Dosch, 1992) . In a parallel way, the ®eld of semiconductors and thin-®lm growth brought a need for knowledge about layer morphology, which has pushed the development of grazing-incidence small-angle X-ray scattering (GISAXS). The ®rst experiments were initiated by two groups, that of Levine (Levine et al., 1989 (Levine et al., , 1991 , which worked on metal deposits on glass, and that of Naudon (Naudon et al., 1991 Thiaudie Á re, 1996; Naudon & Thiaudie Á re, 1997; Babonneau et al., 2000 Babonneau et al., , 2001 , which was mainly interested in clustering near surfaces. The use of GISAXS is constantly increasing as, contrary to re¯ectometry which provides information only on the dependence of the electronic density perpendicular to the surface (Als-Nielsen & McMorrow, 2001) , valuable information can be extracted from off-specular measurements; such information includes the roughness of a surface (Holy Â et al., 1993; Holy Â & Baumbach, 1994; Boer, 1994) , the lateral correlations, sizes and shapes of semiconductor dots (Metzger et al., 1998 Stangl et al., 1999; Zhang et al., 2001) , metallic islands (Lairson et al., 1995; Robach et al., 1999; Renaud et al., 2001) , self-organized dot superlattices Stangl et al., 2000; , or wires (Holy Â, Roch et al., 2001) . Even though the near-®eld microscopies can give some insight into these types of surfaces, Xrays present several advantages: (i) they give averaged statistical information over the whole sample surface; (ii) they can be applied in various environments, ranging from ultrahigh vacuum to gas atmospheres, in situ and in quasi real time when kinetics phenomena are involved; (iii) using the variable probed depth as a function of the incidence angle, X-rays offer the opportunity to characterize a range of phenomena from surface roughness to buried particles. By combining the advantages of synchrotron radiation and two-dimensional detectors with in situ sample preparation, the full potential of such a method can be realised. Thus, quite recently, some experiments used the GISAXS technique to characterize, in situ and in ultra-high vacuum, the growth process of metal/oxide interfaces and the self-organized growth of Co clusters on a herringbone reconstruction Au(111) surface. The quality of the data, with a very low background, opens the door to a real quantitative analysis, even in the very thin ®lm range.
To date, GISAXS data analysis on island layers has often been performed in a crude way, forgetting either the re¯ec-tion±refraction effects, using the simple Born approximation, or the interplay between the interference function and form factor or the particle size distributions. For instance, in most cases, the interparticle spacing D is directly extracted from the position of the intensity maximum q m using the`Bragg' law (D = 2%/q m ). Moreover, concerning particle sizes, the coupling between the interference function and the form factor greatly increases the complexity of the analysis and prevents the use of classical Guinier or Porod approaches (Guinier & Fournet, 1955; Pedersen, 1994) . Consequently, only direct modelling of the data is appropriate.
In fact, the required theoretical background is derived simply from classical small-angle scattering (Guinier & Fournet, 1955; Glatter & Kratky, 1982) . Particular attention has to be paid to the refraction of the beam at the surface. The theory in the distorted-wave Born approximation was recently derived for rough surfaces (Sinha et al., 1988; Holy Â et al., 1993; Holy Â & Baumbach, 1994; Boer, 1994; Dietrich & Haase, 1995) , buried particles (Rauscher et al., 1995) and supported islands (Rauscher et al., 1999) . As will be shown herein, the use of such a theory is mandatory for describing correctly the in¯uence of the substrate in the scattering phenomenon. However, complete software for easily analysing data and simulating offspecular scattering for supported islands is still lacking in this rapidly growing ®eld. The aim of this paper is to present the main theoretical elements implemented in the program IsGISAXS. 1 This paper is organized as follows. In a ®rst theoretical part, the scattering cross section is recalled and decomposed in terms of the island form factor and interference function. In order to obtain tractable expressions, two approximations are described for the size±position coupling: the decoupling approximation and the local monodisperse approximation. The implemented interference functions cover the problem of uncorrelated islands characterized by their pair correlation function, that of a paracrystal with loss of long-range order and that of a regular lattice with the possible presence of defects. In the second part of this paper, the capabilities of the software are illustrated, with various examples that are linked to recently performed experiments .
Theoretical background
This section is aimed at giving the necessary theoretical background for deriving the cross section in the case of scattering by islands supported on a substrate and excited by an electromagnetic X-ray wave at grazing incidence. All the situations described hereafter are, of course, supported in the IsGISAXS program.
The scattering geometry
In a grazing-incidence experiment (see Fig. 1 ), a monochromatic beam of wavevector k i in the X-ray range (wavelength ! between 0.5 and 2 A Ê , wave number k 0 = 2%/!) is directed on a surface with an incident angle i of a few tenths of a degree with respect to the surface. Possibly, the in-plane direction of the incident beam 2 i is different from zero. The reference Cartesian frame used to de®ne the scattering geometry has its origin on the substrate surface, its z axis pointing upwards, its x axis perpendicular to the detector plane and its y axis along it. The light is scattered along k f in the direction (2 f , f ) by any type of roughness on the surface. Because of energy conservation, the scattering wavevector q is de®ned by
The scattering intensity is recorded on a plane, ensuring that the angles are in the range of a few degrees and thus enabling the study of lateral sizes of a few nanometres. Only the upper part of the pattern ( f ! 0) is accessible because of the shadowing by the substrate surface. The detector is in general bidimensional (Naudon & Thiaudie Á re, 1997; Renaud et al., 2001) [charge-coupled device (CCD), image plate for instance] but can be a linear detector (Robach et al., 1999; Metzger et al., 1999) or a one-dimensional one. The direct beam is often suppressed by a beam stop to avoid detector saturation as several orders of magnitude in intensity separate the diffuse scattering from the re¯ected beam.
The scattered intensity: analysis in terms of form factor and interference function
The goal of this section is to compute the scattering cross section, de®ned by
Re Âmi Lazzari IsGISAXS 407 research papers Figure 1 Sketch of the grazing-incidence geometry: an incident wave of wavevector k i is scattered in the direction k f .
with N the number of photons scattered per second into the solid angle Á around (2 f , f ), I 0 the¯ux of incident photons and N the total number of scatterers, i.e. islands. On a perfectly¯at surface, all the intensity is concentrated in the re¯ected beam. In fact, the off-specular scattering appears when any type of surface roughness or scattering density is present on the surface. In the present case, the roughness is restricted to small particles or islands on a surface. Each object is characterized by its position on the substrate R i k and its shape function S i r, equal to one inside the object and zero outside. The scattering density (electronic density) is given by
where indicates the convolution product and & 0 is the mean electronic density of the islands. This notation implicitly implies that the exact distribution of electrons around the nuclei is of no special interest as the scattering angles are in the small-angle range.
In the framework of the kinematic approximation, the scattered cross section is proportional to the modulus square of the Fourier transform of the electronic density. The polarization effect for X-rays can be dropped out safely as the scattering angles are small. Thus, by normalizing to the mean electronic density and by using the classical Thomson scattering cross section r 2 e , the scattering cross section d'/d(q) can be written as
In the simple Born approximation (BA), F i is the Fourier transform of the shape function:
If the re¯ection±refraction effects at the surface of the substrate have to be accounted for, F i has to be calculated within the distorted-wave Born approximation (DWBA) and has a more complex expression (see x2.4). By isolating the i = j term, one has
If only the statistical quantities (Ziman, 1979) are known for the considered system (i.e. the size distribution and the position disorder), the previous expression, equation (6), can be written with a continuous integral:
& S is the number of particles per unit of surface and S is the surface sampled coherently by the beam. The particles have been sorted in classes, , of sizes and shapes, of occurrence probability p . The probability per unit of surface to ®nd a particle of class in R i k knowing that there is a particle of class
k is known as the partial pair correlation function. The condition i T j of equation (6) is of course implicitly included in this function as a hard-core type effect. In practice, the previous equation is unusable as it implies the knowledge of all the G Y . Equation (6) has been directly implemented in the program for simulating GISAXS results from known morphologies, for example in the case of a transmission electron microscopy picture. To proceed further, when the morphology is not exactly known or when data ®tting is involved, some hypothesis needs to be made.
2.2.1. Decoupling approximation (DA). A current hypothesis (Guinier & Fournet, 1955; Hosemann & Bagchi, 1962) known as the decoupling approximation is to suppose that the nature of the scatterers and their positions are not correlated in such a way that the partial pair correlation functions depend only on the relative positions of the scatterers and not on the class types:
This genuine random substitutional mixture leads to
where hF F Fi is the mean value over the size±shape distribution. Finally, the cross section appears as the sum of two terms, a coherent one and a diffuse one:
d' d q 9 I d q jhFqi j 2 Sq 10 with I d q jFqj 2 À jhFqi j 2 11
and
is the diffuse part of the scattering, which is linked to the disorder in the scatterer nature (size, shape). S(q) is the total interference function; it describes the statistical distribution of the objects on the surface and thus their lateral correlations. It is the Fourier transform of the island position autocorrelation function:
zr 1 N iYj r À r i r À r j r iT j r À r i r j X 13 S(q), which is the leading term in the coherent scattering, will be detailed in the following. 2.2.2. Local monodisperse approximation (LMA). To account partially for the coupling between the position and the nature of the particles, the local monodisperse approximation is often used in the literature (Pedersen, 1994; Pedersen et al., 1997) . It consists of replacing the scattering power of each particle by its mean value over the size distribution:
For large q, this model is asymptotically equal to the decoupling approximation: jFqj 2 9 q3I jhFqi j 2 X 15
Equation (14) is obtained from equation (6) by supposing that the surrounding particles for each origin particle are approximately of the same size in such a way that the size and shape of the islands vary slowly across the sample. In some way, in the LMA, the intensity originates from an incoherent sum of the scattering intensities from monodisperse subsystems weighted by the size±shape probabilities. Such an approximation is expected to reproduce the experimental data better than equation (10) (Pedersen, 1994) as it includes, in some way, the coupling between the position and the nature of the scatterers. To conclude, this size±position coupling is, by far, the most delicate point in the quantitative analysis of experimental data as it varies from one situation to another, leading to strong variations of the scattered intensities, in particular close to the specular beam (see x4).
If the incident beam has a ®nite divergence [distribution on (2 i , i )] and wavelength resolution, i.e. a ®nite coherence length, for each scattering direction (2 f , f ), one has to perform an incoherent sum of the intensity scattered by each plane wave with a weight p(!)p(2 i )p( i ):
The form factor, equation (5), is only the Fourier transform of the shape of the particle. In some particular cases with special symmetries, the three-dimensional integral can be reduced to a one-dimensional integral or can even expressed analytically. The shapes that are supported in the IsGISAXS program are depicted later in Appendix A, along with their form factor expressions. For in-plane anisotropic islands, when the frame linked to the island is not aligned with the x axis of the impinging beam, the rotation matrix has to be applied to the scattering vector in order to apply the formulae given in Appendix A:
Rq cos Àsin 0 sin cos 0 0 0 1
The phase factor in q z of equations (67)±(77) seems to be useless, but it ®nds its importance in the averaging process over the size distribution, which implies the use of a common origin of the frame. Indeed, to perform the averages of equations (10) and (11), one has to de®ne the distribution probabilities of each parameter that characterizes the island (lateral size R, height H, orientation ) and to compute the integrals
Reflection±refraction effects and the distorted-wave Born approximation
Because of the presence of the substrate and of the closeness of i to the critical angle of total external re¯ection c , the Born approximation has to be modi®ed in order to account for re¯ection±refraction effects. The appropriate theory, called the distorted-wave Born approximation, is nothing else than the application of ®rst-order perturbation (Messiah, 1964) induced by the island roughness to the correct unperturbed wave, i.e. the trio of incident±re¯ected±refracted waves at the substrate surface.
A physical picture of the full calculation (Sinha et al., 1988; Rauscher et al., 1995 Rauscher et al., , 1999 for the scattering cross section in the DWBA for an island is depicted in Fig. 2 . k i and k f are respectively the incident and the outgoing wavevectors. The four terms involved are associated to different scattering events which involve or not a re¯ection of either the incident beam or the ®nal beam collected on the detector. These waves interfere coherently, giving rise to the following effective form factor, in which the classical form factor comes into play but computed with speci®c momentum transfers:
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Figure 2
The four terms in the scattering for a supported island. The ®rst term corresponds to the Born approximation.
Thus in the DWBA, the form factor does not simply depend on the wavevector transfer q but on q k Y k z i Y k z f . Each term is weighted by the corresponding Fresnel re¯ection coef®cient, either in incidence, R F i , or in re¯ection, R F f . The latter are de®ned by the formulae R F k z Àk z k z k z withk z Àn 2 s k 2 0 À jk k j 2 1a2 X 20 n s = 1 À s + i s is the complex refractive index of the substrate. Possibly, the Fresnel re¯ectivity of the substrate, equation (20), can be reduced, in a classical way (Als-Nielsen & McMorrow, 2001) , by an uncorrelated roughness of mean standard deviation ' = hh 2 i 1a2 :
To conclude, if the absorption has to be accounted for inside the island, the correct scattering cross section of one island is
with n i = 1 À i + i i , the index of refraction of the island. If i = 0, as the scattering is connected to the refraction index via i = 2%& 0 r e /k 2 0 , the prefactor is equal to one to ®rst order in i . In the program, i = 0.
An effective and approximative way, called BDWBA (Sinha et al., 1988; Rauscher et al., 1995) (or buried DWBA) to account for this phenomenon is to consider that the particles are not supported on a substrate but buried in a matrix, which leads to a strong dependence of the scattered intensity as function of k f z :
In this last case, the index of refraction is that of the ®ctitious substrate where the islands are supposed to be buried. Because of the sharp variation of the re¯ection coef®cient around the critical angle for total external re¯ection, c = (2 s ) 1/2 , the DWBA is expected to be important only when the incident i or exit f angles are close to c . More precisely, the in¯uence of the re¯ection±refraction effects is depicted in Fig.  3 . Because of a complex interference between the four terms whose amplitudes are depicted in Fig. 4 , neither the Born approximation nor the effective layer model are able to catch the exact position of the form factor minima and the overall curve intensity, in particular when i is close to c (maximum of intensity). This interference phenomenon blurs the sharp minima of the cardinal sine function, which is found in the simple Born approximation as the phase factor is shifted from one term to the other by AEk i z . However, if i ) c and f ) c , the Born approximation and the effective layer model can give a good approximation. Indeed, in this case the dominant term of the DWBA form factor Fq is the ®rst one.
The interference function
In the evaluation of the interference function, equation (12), three main useful cases can be distinguished: (i) the disordered lattice described by a particle±particle pair correlation function; (ii) the regular bidimensional lattice; (iii) the bidimensional paracrystal.
2.5.1. The pair correlation function. When the islands do not present a long-range order, as for instance in a classical nucleation±growth±coalescence process, the only relevant statistical quantity in the interference function is the total pair correlation function, as underlined in the DA and LMA (see x2.2). Let us assume that dP(r || ) is the number of particles at r || , knowing that a particle is at the origin. As for a completely random distribution, this value tends towards the surface per particle times the elementary surface area around r || , we de®ne the pair correlation function g(r || ) as the departure from this mean value:
with & S the particle density per surface unit. In fact, the autocorrelation function of the island±island position can be written in terms of the pair correlation function:
The Dirac function represents the particle at the origin. Using equation (13), we see that
where hF F Fi is a con®guration average. As the long-range order is absent, g(r || ) 3 1 when r || 3 I. Thus, by writing equation (25) as
the oscillating part of g(r || ) is revealed. By Fourier transform of equation (27), the interference function, equation (12), is obtained:
The ®rst term leads to the specular re¯ectivity, which will be described in x2.6. It will be ignored in the following as it is often dif®cult to measure it at the same time as the diffuse scattering because of the intensity differences. Moreover, for an homogeneous and isotropic sample, the pair correlation function and the interference function depend only on the modulus r || and q || , respectively. Thus, in two dimensions
An inverse Fourier transform leads to
By building, the limit g(r || ) 3 1 when r || 3 I ensures the convergence of the previous equation. The size of the coherently irradiated area S i was not accounted for in the previous derivation; it should lead to a convolution product of the righthand side of equation (28) with the Fourier transform of the autocorrelation function of S i and to broadening to the specular re¯ectivity & S (q || ) . To conclude, one has to take care of the fact that, after eliminating the`Dirac peak' at the origin, S(q || = 0) is not zero but equal to the relative¯uctuation on the number of particles in the irradiated surface (Guinier, 1963; Hosemann & Bagchi, 1962) . 2.5.2. The regular bidimensional lattice. In the case of a regular lattice, a pattern is linked to each node of the lattice de®ned by its base vectors a, b. In the interference function, equation (12), the intensity is concentrated in Bragg rods perpendicular to the substrate surface. For an in®nite crystal, these rods are Dirac peaks at the nodes of the reciprocal lattice given by the vectors a*, b*:
where n is the normal to the surface and is the vector product. The orientation $ of the ®rst lattice vector a with respect to the x axis implies rotation of the momentum transfer,
before its decomposition on the basis vectors a, b. Moreover, in the case of a regular lattice made of different variants rotated from one to the other, an incoherent sum of intensities has to be applied with the weights of each variant. Defective crystal: ®nite size effect. In reality, the crystal is always defective and the ®rst defect that is encountered is the ®nite-size N a , N b cells in both directions a, b. Thus, by decomposing q on the a*, b* basis (q = a* + b*), the interference function is equal to
Again, as in the case of variants, for various types of domain sizes, one has to make an incoherent sum of the diffracted intensities from the various domains.
Defective crystal: correlation length. To account for various kinds of defects in diffraction, it is usual to assess that the correlation between two unit cells decreases with their distance in such a way that The interference fringes for the form factor of a cylinder as function of the exit angle f normalized by the angle of total external re¯ection c (! = 1 A Ê , = 5 Â 10 À6 , = 2 Â 10 À8 , H = 5 nm) within the various approximations: BA, DWBA ( i = c /2, c , 2 c ), layer BA or BDWBA ( i = c ).
Figure 4
The modulus square of the four terms in Fig. 2 for a cylinder as function of f / c for various i : term 1 (circles), term 2 (upward triangles), term 3 (squares), term 4 (downward triangles) (same parameters as in Fig. 3) .
with CR i k À R j k 3 0 when jR i k À R j k j 3 I. However, when the correlation function depends only on the distance between nodes, the summation in equation (34) has no analytical simple expression and is intractable numerically. One other approximate and tractable way is to write
With these expressions, knowing that q = a* + b*, one ®nds for a size-limited lattice that
and the same expressions for S b (q). For a Gaussian dependence in CR i k À R j k , the sum has no analytical expression but converges rapidly from a numerical point of view.
Defective crystal: reciprocal-space approach. The other way is to work directly in the reciprocal space by convoluting the nodes of the reciprocal lattice with special rod shapes (Gaussian, Lorentzian, Pseudo-Voigt, etc.) as in the case of the analysis of powder diffraction data:
where S is the desired shape for the diffraction rod. For convenience, the peak shape has been decomposed in the following way:
Whatever the peak shape is, it implies the use of a reciprocal length that accounts for the size of the coherent domains in real space, Ã a = 1/' a Ã . For a pseudo-Voigt shape (0 < < 1), one has
The structure factor and the decoupling approximation. In the case of a regular lattice, a pattern, made of N i islands, is attached to each node of the lattice. By using the hypothesis of a full decorrelation between the position of the unit cell and its contents, the form factor in equations (10), (11), (12) and (19) has to be replaced by the structure factor which describes the contents of the unit cell:
where r k k = x k a + y k b is the position of the kth island in the unit cell. Moreover, the mean values in equations (10) and (11) should account for the intra-cell position and scatterer-type disorders. With a lack of intra-cell correlation of these parameters, one is led to
where the indexes N and P stand for nature and position, respectively. It is possible to write r k k = r kY0 k + r k k as the sum of its mean value and a deviation from it; after an expansion of the exponential term with hr k k i = 0 , the classical Debye± Waller term appears:
B k is the symmetric tensor of standard deviations of the kth island position. In an analogous way,
By gathering equations (43) and (44) in equations (10) and (11), one obtains, to ®rst order in the disorder Debye±Waller factors, d' d q 9 I d q I c qY 45
To conclude, in the total decoupling approximation, it appears that the decrease of intensity in the coherent part I c (q) of the intensity induced by the Debye±Waller factor is found in the diffuse scattering I d (q) spread uniformly over all the reciprocal space.
The structure factor and the local monodisperse approximation. In this approximation, the diffuse scattering is forgotten and each node is associated with a structure factor accounting for the Debye±Waller term but with each island replaced by its mean value over the size and shape distributions:
q 9 jF k j 2 N S C qS L qX 49 2.5.3. The bidimensional paracrystal. The paracrystal theory is fully described in the book of Hosemann (Hosemann & Bagchi, 1962) . The type of disorder (referred to as the ®rst kind) described previously in the interference function of a regular lattice S L (q) does not affect the long-range order but only the intensity in the Bragg rods. On the contrary, in the model of a paracrystal, the long-range order is destroyed gradually in a probabilistic way. This model allows one to make the link between the regular lattice and the fully disordered structures.
To understand the paracrystal theory, the example of a onedimensional disordered lattice (Guinier, 1963) is instructive. To build the autocorrelation function g(x) for the island positions, the distance between two successive points A nÀ1 , A n (see Fig. 5a ) is chosen to be independent of the previous and next one, and to obey a statistical distribution p(x) with
Thus, after having placed the ®rst island A 0 at the origin and a second island A 1 at a mean distance D from the ®rst one (see Fig. 5a ), the probability of placing the third one A 2 at a distance x from the ®rst one is given by the occurrence of a distance y between the ®rst and the second and a distance x À y between the second and the third. By integrating over all the y possibilities, one is led to
which is the self-convolution product p(x) p(x). By generalizing, zx x px px px px px px F F F 52
The interference function is then given by the Fourier transform of equation (52):
By writing the Fourier transform of p(x) as Pq = 9q expiuq, one ®nds Sq 1 2 I n1 9 n cosnu 1 À 9 2 1 9 2 À 29 cosu X 54
For a Gaussian probability distribution, which is the small disorder limit of any type of distribution, px 1a32% 1a2 expÀx À D 2 a23 2 Y Pq exp%q 2 3 2 expÀiqDX 55
The results for this Gaussian disorder are depicted in Fig. 6 in direct and reciprocal space. The broadening of the peaks with increasing ratio 3/D re¯ects the transition from an ordered lattice to a disordered lattice. In two dimensions, the paracrystal is constructed on a pseudo regular underlying lattice with basis vector a, b (see Fig. 5b ). In an analogous way as for the one-dimensional case, the probabilities of ®nding a particle at a position around the basis vector a, b are de®ned by p a (r), p b (r), respectively, with p aYb r d 2 r 1Y rp a r d 2 r aY rp b r d 2 r bX
56
If the Fourier transforms of the probability distributions are de®ned by P aYb q k , assuming that the two directions behave independently, the interference function is
For convenience (Wilke, 1983) , the Fourier transforms of the probability distributions P aYb are decomposed in the program along = q k Á a and = q k Á b as P a q k P aYa P aYb Y P b q k P bYa P bYb X 58
The available functions for P aYa , P aYb , P bYa , P bYb are chosen as Gaussian, Lorentzian, pseudo-Voigt, etc. However, with this formalism, a divergence appears close to the origin of the reciprocal space when one approaches along a direction perpendicular to the basis vectors. This divergence is cured by the convolution brought by the ®nite sizes of the domains (Hosemann & Bagchi, 1962; Hosemann et al., 1981; Matsuoka et al., 1987; Pedersen et al., 1997; Mu, 1998) . From a practical point of view, the ®nite size of the paracrystal is incorporated not by the shape function of the crystal but by explicitly accounting for the number of cells N k in the k direction:
Notice that equation (59), contrary to equation (57), contains the`Dirac peak' [term in P k q k N k ] at q = 0, evoked in equation (28) 2.6. The X-ray reflectivity on an island layer
The Dirac term in the interference function, equation (28), gives rise to the re¯ectivity signal. In the DWBA, the re¯ectivity amplitude is given by
with R S the re¯ectivity of the bare substrate. In the absence of absorption in the islands, i = 0,
The re¯ection coef®cient in intensity is given by |R T | 2 .
Program overview 3.1. A short description
The program IsGISAXS, written in Fortran 90 (Metcalf & Reid, 1998) , presents two working modes: (i) a simulation mode, which allows the simulation of GISAXS images or line cuts on a (2 f , f ) grid; (ii) a data ®t mode, employing a Levenberg±Marquadt minimization (Press et al., 1992) of a 1 2 criterion on a variable number of line cuts in the reciprocal space.
The program, which, at the present time, runs under Windows 9x, 2000, NT, is based on ®xed-format input ®les, presents its own image and graph display systems, and produces ASCII outputs.
Frameworks and beam parameters
The calculation can be performed in the various frameworks previously described for the scattering process (BA, DWBA or BDWBA) and for the size±position coupling (DA or LMA). The beam can be polychromatic with a ®nite divergence.
Island morphology
The simple island shapes depicted in Appendix A have been implemented. Except for the facetted sphere, the onedimensional integration is performed by a Gauss±Konrod algorithm (Piessens et al., 1983) with an autoadaptive sampling of the integration range in order to attain the user-desired accuracy. Two ways for describing the island layer morphology and size distribution are available. (i) A user-de®ned layer morphology is provided in a separate ®le with the island shape, size, orientation and position on the substrate. With this ®le, either the exact scattered intensity can be computed through equation (6) or the mean island form factor, needed in equations (10), (11) and (14), can be computed. (ii) The probability distributions for the island parameters (particle radius R, aspect ratio H/R, and orientation ) are prede®ned functions.
Two types of size distributions have been implemented: either the height and the lateral size of the islands are distributed in a completely independent way, except that unphysical particles like a sphere with H/R > 2 are eliminated; or the height distribution is de®ned through a distribution in the aspect ratio in such a way that any type of lateral distribution is echoed in the height distribution.
The following functions for the R, H/R and distributions have been chosen (similarly as for the distributions of the wavelength and incidence-angle beam parameters). None:
Gate:
px 1aN for x min x x max X 63
Lorentz:
Gaussian:
Lognormal: Obviously, for the lognormal distribution, '/x 0 > 1. From a practical point of view, these distributions are sampled on a ®nite number of points N between x min , x max to compute the integrals (18). The values x min , x max are either ®xed or given as a shift from the central value in units of full width at half-maximum.
Island position
Some arbitrary pair correlation functions, like the hard-core Debye model, have been implemented in the program and are gathered in Appendix A. Although their shapes re¯ect the main features for this type of function as the ®rst-neighbour peak, they do not represent a physical situation in all the parameter space as they are not self-convolution products of a function in two dimensions, as suggested by equation (13). Moreover, the island density for these functions is not specially linked to the ®rst-neighbour distance D as one would expect. However, a good approximation of the two-dimensional hard-core pair correlation function is available, as suggested by Baus & Colot (1987) and displayed in Fig. 7 . Notice that in this case the position of the ®rst peak in the interference function and in the pair correlation has nothing to do with the particle density & S and is only driven by the hardcore radius. The two-dimensional hard-core pair correlation function (a) and the interference function (b) as function of the surface coverage = & S %' 2 0 /4 , with ' 0 the hard-core diameter. The functions are plotted against the reduced parameters r/' 0 and q' 0 /2%.
Figure 9
Calculated form factor for a cylinder (R 0 = 5 nm, H 0 /R 0 = 1) for 0 < 2 < 2 , 0 < f < 2 , in the distorted-wave Born approximation for two angles of incidence: (a) i = c and (b) i = 2 c (logarithmic intensity scale).
Figure 8
The interference function (a) and the pair correlation function (b) for a paracrystal of hexagonal symmetry averaged over all the azimuths . The Gaussian disorder parameter 3/D is indicated on the ®gure. The axes are normalized by the lattice parameter D. The expected peak positions 1, 3 1/2 , 2, 7 1/2 , 3, 2(3 1/2 ), (13) 1/2 , 4 are marked with circles.
One convenient way of obtaining a`physical' isotropic interference function is to average the paracrystal interference function, equation (59), over all the azimuthal directions $. Fig.  8 presents the S(q || ) and the corresponding g(r || ) for an hexagonal paracrystal of parameter D with various Gaussian isotropic disorder 3/D. The peak at q || = 0 is, as explained in x2.5.3, the result of the Fourier transform of the crystal shape function whose oscillatory parts appear clearly at small disorder. The back Fourier transform, equation (30), for computing g(r || ) leads to unphysical results below r || /D = 1. Besides this problem, by reducing 3/D, the interdistances in the hexagonal lattice, 1, 3 1/2 , 2, 7 1/2 , 3, 2(3 1/2 ), 13 1/2 , 4 (in reduced units), show up more and more clearly in the g(r || ) function. It is very instructive to notice that, depending on the disorder value, the ®rst peak in the interference function is shifted from the value q || = 2%/D. This shift is simply linked to the modulus of the reciprocal basis vector, which is 2/(3 1/2 ) 9 1.15. Thus, as the close packing in two-dimensions leads to a deformed local hexagonal symmetry, taking & S = (q m /2%) 2 as the particle density (q m position of the interference peak) induces an overestimation of 15%. This error, often encoun-tered in the literature, is induced by a hidden square-lattice hypothesis.
Concerning the regular lattice (crystal or paracrystal), all the previously described rod shapes are available with a pattern that is possibly perturbed by a Debye±Waller term.
Examples of potentialities
In the following examples, all the images are displayed with a decimal logarithmic arbitrary unit scale with the horizontal axis proportional to sin2 and the vertical one to sin f . If not speci®ed explicitly in the legend of the ®gure, the chosen wavelength is ! = 1 A Ê and the angles of incidence are ®xed at i = c = 0.2 , i = 0 . The indices of refraction of the substrate are ®xed to = 6 Â 10 À6 , = 2 Â 10 À8 . For images, the angular scales are noted in the legend and the line indicates the f = c angle.
4.1. The form factor 4.1.1. Distorted-wave Born approximation. As shown in x2.4 and in particular in Fig. 3 , treatment in the DWBA is a prerequisite for a correct description of the scattering phenomenon. The images in Fig. 9 show that the maximum of intensity is obtained when the incidence and exit angles are close to the critical angle, i 9 f 9 c , when the four DWBA terms interfere coherently.
4.1.2. The island facetting. An anisotropic shape is able to generate an anisotropy of scattering as function of the angle between the island edge and the incident beam. Some rods of scattering by facets appear clearly in Fig. 10 for a pyramidal island. For = 0 , the direction of scattering is exactly at the complementary angle of the facet angle (35.27 = 90 À 54.73 ).
4.1.3. The island size distribution. For a monodisperse size distribution, sharp interference fringes (called Kiessig fringes in re¯ectivity) appear at roughly q || 9 2%/R or q c 9 2%/H. These fringes are associated to the zero of the sine cardinal or Bessel function for simple shapes like parallelepipeds or cylinders. Fig. 11 illustrates the smoothing of these fringes in q || upon increasing the width of the size distribution. In this case a Guinier analysis at small scattering vector is tractable (Guinier & Fournet, 1955; Guinier, 1963) as the interference function does not perturb the form factor. The change in scattering underlines a transfer of intensity from the lobes to the minima, which smoothes out the entire curve.
For the pyramidal shape, the size and height distribution sheds more light on the rod of scattering by facets, as is readily apparent in Fig. 12 in which all the sharp minima that appeared in Fig. 10 are smoothed out. 4.2. The interference function 4.2.1. Non-regular lattice and the DA±LMA approximations. The main in¯uence of the interference function is to shift the maximum of the intensity of the form factor located at q y = 0. Fig. 13 illustrates this in the case of the isotropic paracrystal interference function (see x2.5.3). Notice that, Figure 10 Calculated form factor for a truncated pyramid [R 0 = 5 nm, H 0 /R 0 = 1, = 54.73 , the angle between the (111) and (100) planes in cubic system] at i = c for 0 < 2 < 3 , 0 < f < 3 in the distorted-wave Born approximation for two angles between the direct beam and the island edge: (a) = 0 , (b) = 45 (logarithmic intensity scale).
Figure 11
Cut along q || at f = c for the mean form factor h|F| 2 i of a cylinder (Born approximation). The size distribution is Gaussian (R 0 = 5 nm) with various broadening '/R 0 .
because of the slope of the mean form factor, the maximum of the intensity is not located at the maximum of the interference function, which means that this position cannot give with certainty the mean interparticle distance. As usual in scattering at small angles, this interplay between the interference function and the form factor often prevents classical Guinier or Porod analysis (Guinier & Fournet, 1955) ; it implies a full treatment of all the scattering curve to extract reliable parameters. Moreover, the DA model generates a strong diffuse scattering I d (q) around the specular beam, contrary to the LMA model. 4.2.2. Regular lattice. For a regular lattice, the interference function is built from diffraction rods perpendicular to the surface whose widths are inversely proportional to the correlation length Ã. In this case, the GISAXS can be interpreted in terms of the Ewald construction, as shown in Fig. 14. The directions of scattering are given by the intersection of the Ewald sphere and of the rods of scattering. In the small-angle range and for typical island interspacing, only the ®rst and second orders of diffraction can be seen. For a $ = 0 angle between k i k and the lattice, these rods are tangential to the Ewald sphere, leading to rods on the GISAXS image as shown in Fig. 15(a) . By rotating slightly the lattice, the ®rst and second rods penetrate the Ewald sphere at f T 0, leading to a concentration of intensity in an out-of-plane spot (see Fig.  15b ).
Practical application: growth of Au on TiO 2 (110)
The present program has been used to analyse quantitatively GISAXS data acquired in situ, under ultra-high vacuum, during the growth of Au clusters on TiO 2 (110). Details about the experimental setup and the physics of the growth will be given elsewhere. Brie¯y, the experiments were performed on the bending-magnet beamline BM32 of ESRF (European Mean form factor h|F| 2 i for a Gaussian distribution of pyramidal-shaped islands (R 0 = 5 nm, '/R 0 = 0.2; same parameters as Fig. 10 ; logarithmic intensity scale).
Figure 13
GISAXS patterns computed for À0.5 < 2 < 0.5 , 0 < f < 1 at i = c using the (a) DA and (b) LMA models (see x2.2) (logarithmic intensity scale). The DWBA form factor is that of a cylinder with the morphological parameters R 0 = 5 nm, H 0 /R 0 = 1, '/R = 0.5 (Gaussian). The interference function is given by the isotropic paracrystal model with a preferential distance D = 20 nm and a Gaussian disorder '/D = 0.25. (c) Line cut at f = 0.2 of both images showing the intensity, the mean form factor, the incoherent signal and the interference function.
Figure 14
The Ewald construction in the case of a bidimensional regular lattice.
Figure 15
The GISAXS image in the DA for a regular square lattice of size a = b = 10 nm with a correlation length of Ã = 200 nm seen over 0 < 2 < 1.5 , 0 < f < 1.5 , for two orientations with respect to the incident beam: (a) $ = 0 , (b) $ = 1.5 . The form factor is that of a cylinder (R 0 = 2 nm, H 0 /R 0 = 1; logarithmic intensity scale).
Synchrotron Radiation Facility, Grenoble) at a ®xed wavelength of 1.04 A Ê . The substrate indices of refraction are = 6 Â 10 À6 , = 1.5 Â 10 À7 . The incidence angle was set at the critical angle of total external re¯ection of the substrate, c = 0.2 , to enhance the GISAXS signal. The scattered beam was collected on a Peltier cooled bidimensional CCD detector and the direct beam was suppressed by dedicated beam stops. The scattering by beryllium windows was eliminated by a set of slits and beam stops. This setup allows one to record highquality data over four orders of magnitudes with a very low background; moreover, a reference taken on the bare substrate can be subtracted to enhance the island signal. Gold was evaporated from a calibrated Knudsen cell onto a clean TiO 2 (110) surface. As expected for a metal on a dielectric substrate, the growth of nanometric islands proceeds by nucleation and lateral growth (Cosandey & Madey, 2001) . Fig. 16(a) presents an experimental GISAXS image (logarithmic scale) for a 1.2 nm gold deposit that had been annealed to 820 K during 3 min in order to obtain the island equilibrium shape. To analyse this image, two lines (cuts) have been ®tted, one at constant emergence angle, f = 0.2 , at the refraction maximum (called the q y cut), and one at constant scattering angle 2 at the maximum of the interference lobe (called the q z cut). According to the previous microscopy studies (Cosandey & Madey, 2001 , and references therein), the growth proceeds in two steps: the islands nucleate as one monolayer of high cylinders, and grow as¯at particles before reaching a spherical three-dimensional equilibrium shape for particles larger than 4 nm in diameter. Both cuts have been simultaneously ®tted in the DWBA±LMA approximations with truncated spheres with uncoupled size distributions parallel (lognormal) and perpendicular (Gaussian) to the surface. The one-dimensional paracrystal interference function was chosen. The best ®ts [1 2 (q y ) = 28, 1 2 (q z ) = 4.4] resulting from the minimization of a 1 2 criterion are presented in Fig. 17 ; the results of the ®ts are given in Table 1 and the radius size distributions are displayed in the inset of Fig. 17 . Some attempts to ®t the data with a cylinder shape were unsuccessful, in particular for the q y cut at high 2 values. The simulated full image, Fig. 16(b) , with the above parameters agrees well with the experimental one, except very close to the beam stop where size±position coupling effects come into play . The obtained mean radius, R m = 2.95 nm, and particle density, & = 9.1Â 10 11 particles cm À2 , are in close agreement with the values found by scanning tunnelling microscopy (Cosandey & Madey, 2001) . The resulting mean contact angle of = 132 corresponds approximately to that of Cosandey & Madey (2001) . The recalculated equivalent thickness, e = 0.9 nm, is slightly lower than the expected value because of gold re-evaporation. The advantage of GISAXS is to obtain the full parameters of the size distribution parallel and perpendicular to the surface in one measurement with a statistic over the whole sample.
This example simply demonstrates the usefulness of IsGI-SAXS for the analysis of experimental data. Table 1 Fit parameters of Fig. 17 (see text for de®nitions).
Radius
Height/radius
2.9 AE 0.3 1.7 AE 0.2 1.2 AE 0.1 0.09 AE 0.04 10.5 AE 0.6 3.1 AE 0.3 Figure 16 (a) Experimental and (b) simulated GISAXS images for a gold deposit on TiO 2 (110). The images are displayed with the same logarithmic colour scale (see contours on the simulation). The line cuts used to perform the 1 2 re®nement are displayed as dotted lines in (a).
Figure 17
Fits (bold lines) of the experimental cuts (circles with error bars) (see Fig.  15 ): (a) in the q y direction [also plotted are the interference function (thin line) and the mean form factor (dotted line), with the employed radius size distribution in the inset]; (b) in the q z direction.
Conclusions
The program described herein, IsGISAXS, is designed to be a tool to analyse data in the growing ®eld of grazing-incidence small-angle X-ray scattering of nanostructures and islands. The island form factor is treated in the distorted-wave Born approximation, which describes correctly the re¯ection± refraction effects at the substrate surface. A library of simple shapes with a full account of the size distribution is available. Various island repartitions on the surface are encompassed in IsGISAXS, from disordered structures characterized by their pair correlation functions, to regular bidimensional structures. This program is well suited to the analysis of GISAXS data resulting from natural or self-organized island growth.
APPENDIX A
A1. The form factor expressions
A library of the simple island shapes depicted in Figs. 18 and 19 is available in the IsGISAXS program. In the Cartesian frame attached to each island, with its origin at the centre of the bottom of the island, its x axis aligned along one side of the island, and its z axis pointing upwards, the mathematical expressions for the form factor are as follows.
Parallelepiped: Supported geometries for island shapes in the IsGISAXS program (left: side view; right: top view).
Figure 19
Supported geometries for island shapes in the IsGISAXS program (left: side view; right: top view). Tetrahedron:
F te qY RY HY H 0 2i3 1a2 q x q 2
x À 3q 2 y q 1 sinq 2 R z a2 expiq x R z a2 À q 2 sinq 1 R z a2 expÀiq x R z a2 expÀiq z z dz q 1 3 1a2 q y À q x Y q 2 3 1a3 q y q x Y R z R À 2za3 1a2 tanY HaR`3 1a2 a2 tanX 72
Prism 6: Cubooctahedron:
HaR`tanY r H HaR`tanX 76
Facetted sphere:
The Fourier transform is performed by Monte Carlo integration as no special symmetries can be usedX 77
In these expressions, sin c x = sinxax, the cardinal sine, and J 1 (x) is the Bessel function of ®rst order.
A2. The implemented pair correlation functions
The following arbitrary functions are available in IsGI-SAXS for describing the pair correlation function of a disordered system of particles.
The Debye hard core (Guinier, 1963) :
gr 0 for 0 r R 0 Y gr 1 for R 0 r IX 78
The Gaussian pair correlation function (Robach, 1997) :
gr 0 for 0 r R 0 Y gr expÀr À D 2 a3 2 À expÀR 0 À D 2 a3 2 expÀD 1 À D 2 a3 2 À expÀR 0 À D 2 a3 2 for R 0 r D 1 Y gr 1 for D 1 r IX 79
The Lennard±Jonnes pair correlation function (Guinier & Fournet, 1955) :
gr expfÀ32Dar 4 À 4Dar 2 gX 80
The gate pair correlation function:
gr 0 for 0 r 2D À D 1 Y gr 1 3 for 2D À D 1 r D 1 Y gr 1 for D 1 r IX 81
The Debye hard core with power-law decrease (Guinier, 1963) :
gr 0 for 0 r R 0 Y gr 1 3ar 3 for R 0 r IX 82
The Zhu pair correlation function (Zhu & White, 1996) :
gr 1 À sin c 2%raD expÀra3X 83
The Venables pair correlation function (Venables, 1973) gr 1 À J 0 raD 3 X 84
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