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Abstract—The process of state preparation, its transmis-
sion and subsequent measurement can be classically simulated
through the communication of some amount of classical informa-
tion. Recently, we proved that the minimal communication cost
is the minimum of a convex functional over a space of suitable
probability distributions. It is now proved that this optimization
problem is the dual of a geometric programming maximization
problem, which displays some appealing properties. First, the
number of variables grows linearly with the input size. Second,
the objective function is linear in the input parameters and the
variables. Finally, the constraints do not depend on the input
parameters. These properties imply that, once a feasible point
is found, the computation of a lower bound on the communi-
cation cost in any two-party process is linearly complex. The
studied scenario goes beyond quantum processes and includes
the communication complexity scenario introduced by Yao. We
illustrate the method by analytically deriving some non-trivial
lower bounds. Finally, we conjecture the lower bound n2n for a
noiseless quantum channel with capacity n qubits. This bound
can have an interesting consequence in the context of the recent
quantum-foundational debate on the reality of the quantum state.
I. INTRODUCTION
In some distributed computational tasks, the communication
of qubits can replace a much larger amount of classical
communication [1]. In some cases, the gap between classical
and quantum communication can be even exponential. What
is the ultimate limit to the power of a quantum channel? In
a two-party scenario, a limit in terms of classical communi-
cation is provided by the communication complexity of the
channel. As defined in Ref. [2], this quantity is the minimal
amount of classical communication required to simulate the
process of preparation of a state, its transmission through
the channel and its subsequent measurement. In general, the
sender and receiver can have some restriction on the states
and measurements that can be used. In Ref. [2], we proved
that the communication complexity of a quantum channel is
the minimum of a convex functional over a suitable space of
probability distributions.
In this paper, we will show that the original minimization
problem is the dual of a geometric programming maximization
problem with inequality constraints. As Slater’s condition [4]
is satisfied, the duality gap is equal to zero. Thus, the new
optimization problem turns out to be equivalent to the original
one. Furthermore, any feasible point of the constraints provide
a lower bound to the communication complexity. The new
reformulation has some interesting features. First, the number
of unknown variables scales linearly in the input size. Second,
the objective function is linear in the input parameters and
the variables. Finally, the constraints are independent of the
input parameters defining the channel. Thus, if we find the
maximum for a particular channel, we can still use the
solution to calculate a lower bound for a different channel,
which can be tight for a slight change of the channel. For
example, we could evaluate the communication complexity
for a noiseless quantum channel and, then, we could wish to
find a lower bound for a channel with a small noise. We will
use this reformulation of the original minimization problem
to derive analytically a lower bound for the communication
complexity of a noiseless quantum channel followed by two-
outcome projective measurements with a rank-1 event and its
complement. Finally, we conjecture the lower bound N logN ,
N being the Hilbert space dimension.
The considered scenarios are a generalization of the follow-
ing one. A sender, Alice, prepares a quantum state |ψ〉. For
the moment we assume that she can choose the state among a
finite set whose elements are labeled by an index a. Second,
Alice sends the quantum state to another party, Bob, through a
quantum channel. Then, Bob performs a measurement chosen
among a given set whose elements are labeled by an index b.
Again, for the moment we assume that b takes a finite number
of values between 1 and M . Finally, Bob gets an outcome
s. In a more abstract setting, we will consider the overall
process as a black box, which we call C-box, described by a
general conditional probability P (s|a, b). The C-Box has two
inputs a and b, which are separately chosen by the two parties
and an outcome s, which is obtained by Bob. This setting
goes beyond quantum processes. In particular, it includes the
communication complexity scenario introduced by Yao [5],
where s takes two values and P (s|a, b) is deterministic.
A C-box can be simulated classically through a classical
channel from Alice to Bob. We call the minimal communica-
tion cost communication complexity, denoted by Cch, of the C-
box. Here, we employ an entropic definition of communication
cost (see Refs. [2], [6] for a detailed definition). Similarly, the
asymptotic communication complexity, denoted by Casymch , of a
C-box is the minimal asymptotic communication cost in a par-
allel simulation of many copies of the C-box. In Ref. [2], we
proved that the asymptotic communication complexity Casymch
is the minimum of a convex functional over a suitable space,
V , of probability distributions. Then, we also proved a tight
lower and upper bound for the communication complexity Cch
in terms of Casymch . Namely, we have that,
Casymch ≤ Cch ≤ C
asym
ch + 2 log2(C
asym
ch + 1) + 2 log2 e. (1)
Note that a lower bound for the Casymch is also a lower bound
for Cch. Let us define the set V .
Definition. Given a C-box P (s|a; b), the set V contains
any conditional probability ρ(~s|a) over the sequence ~s =
{s1, . . . , sM} whose marginal distribution of the b-th variable
is the distribution P (s|a, b) of the outcome s given a and b.
In other words, the set V contains any ρ(~s|a) satisfying the
constraints
ρ(~s|a) ≥ 0,∑
~s,sb=s
ρ(~s|a) = P (s|a, b), ∀a, b and s, (2)
where the summation is over every component of the sequence
~s, except the b-th component sb, which is set equal to s.
Then, we proved that
Casymch = min
ρ(~s|a)∈V
C(a→ ~s), (3)
where
C(a→ ~s) ≡ max
ρ(a)
I(S;A) (4)
is the capacity of the channel ρ(~s|a), defined as the maximum
of the mutual information
I(S;A) =
∑
~s,a
ρ(~s|a)ρ(a) log2
ρ(~s|a)∑
a′ ρ(~s|a
′)ρ(a′)
(5)
between the input and the output over the space of input
probability distributions ρ(a) [3]. As the mutual information
is convex and the maximum over a set of convex functions is
still convex [4], the asymptotic communication complexity is
the minimum of a convex function over the space V . Since
the set V is also convex, the minimization problem is convex.
As the mutual information is convex in ρ(~s|a) and concave
in ρ(a), we have from the minimax theorem that Casymch =
maxρ(a) Iρ(a), where
Iρ(a) ≡ min
ρ(~s|a)∈V
I(S;A) (6)
is a functional of the distribution ρ(a). In some cases, it
is trivial to find the distribution ρmax(a) maximizing the
functional I. For example, when there is no restriction on
the set of states and measurements that can be used and
the channel is noiseless, we can infer by symmetry that the
distribution ρmax(a) is uniform. Thus, if ρmax is known, the
computation of Casymch is reduced to the minimization of the
mutual information I(S;A), that is, Casymch = Iρmax(a). More
generally, even if ρ(a) does not maximize the functional, we
have that Casymch ≥ Iρ(a). Thus, the computation of I with a
non-optimal distribution ρ(a) provides a lower bound on the
asymptotic communication complexity. Again, let us recall that
a lower bound for the Casymch is also a lower bound for Cch.
II. DUALITY
In the following, we will assume that ρ(a) is given and
possibly optimal. Our task is to show that the computation
of I is the dual of a geometric programming maximization
problem (See Ref. [4] for a definition of geometric program-
ming and duality). Namely, the objective function of the new
maximization problem is
I =
∑
s,a,b
P (s|a; b)ρ(a)λ(s, a, b), (7)
which has to be maximized with respect to the variables
λ(s, a, b) under the inequality constraints∑
a
ρ(a)e
∑
b
λ(sb,a,b) ≤ 1, ∀~s = (s1, . . . , sM ). (8)
The number of variables is equal to the number of input
parameters P (s|a; b), whereas the number of constraints grows
exponentially with the number of measurements. As the prob-
lem is convex and Slater’s condition [4] is satisfied, strong
duality holds and the maximum of I under the constraints (8)
is equal to the minimum of its dual.
Theorem. Given the maximization problem with objective
function (7) and inequality constraints (8), its dual is the
minimization of the objective function
Idual =
∑
~s,a
ρ(~s|a)ρ(a) log2
ρ(~s|a)∑
a′ ρ(~s|a
′)ρ(a′)
(9)
with respect to the variables ρ(~s|a) under the constraint
ρ(~s|a) ∈ V , that is, under the constraints (2).
Proof. It is convenient to introduce a further set of variables,
α(~s, a), and the constraint
α(~s, a)−
∑
b
λ(sb, a, b) = 0. (10)
Through this equation, we recast Ineqs. (8) as
1−
∑
a
ρ(a)eα(~s,a) ≥ 0. (11)
The objective function of the dual problem is the maximum
of the Lagrangian
L = I +
∑
~s η(~s)
[
1−
∑
a ρ(a)e
α(~s,a)
]
+
∑
~s,a ρ(~s, a) [α(~s, a)−
∑
b λ(sb, a, b)] ,
(12)
which is a function of the Lagrange multipliers η(~s) and
ρ(~s, a) with the constraint
η(~s) ≥ 0. (13)
By differentiating L with respect to λ(s, a, b) and α(~s, a), we
get the maximization conditions∑
~s,sb=s
ρ(~s, a) = P (s|a, b)ρ(a) (14)
η(~s)ρ(a)eα(~s,a) = ρ(~s, a). (15)
As the left-hand side of the second equation is positive, we
have the constraint
ρ(~s, a) ≥ 0. (16)
From Eqs. (14,15), we have that
Lmax =
∑
~s
η(~s) +
∑
~s,a
ρ(~s, a)
(
log2
ρ(~s, a)
η(~s)ρ(a)
− 1
)
, (17)
which is the objective function of the dual problem. Now, we
can analytically perform the minimization with respect of η(~s)
under the constraint (13), and we get
η(~s) =
∑
a
ρ(~s, a) ≡ ρ(~s). (18)
As P (s|a, b) and ρ(a) are normalized, from this equation and
Eq. (14) we have that ∑~s η(~s) = ∑~s,a ρ(~s, a) = 1. Let us
define the new variable ρ(~s|a) ≡ ρ(~s, a)/ρ(a). From these
equations and Eqs. (14,16,17), we have that the objective
function is the function in Eq. (9) with the constraints (2).

A. Infinite set of states and measurements
Until now, we have assumed that Alice and Bob can choose
one element in a finite set of states and measurements, respec-
tively. The maximization problem (7,8) can be extended to the
case of infinite sets. In particular, if the sets are uncountable
and measurable, the sums over a and b have to be replaced
by integrals. For example, suppose that Alice can prepare any
state and Bob can perform any rank-1 projective measurement.
Let the dimension of the Hilbert space be N . The space of
states is a manifold with dimension 2N − 1 including the
physically irrelevant global phase. The space of measurements
is defined as the space of any orthogonal set of N normalized
vectors. Let us denote by M≡ (|φ1, . . . , |φN 〉) an element in
this manifold, where |φj〉 are the vectors of the orthonormal
basis. The function in Eq. (7) becomes
I =
∑
s
∫
dM
∫
dψP (s|ψ,M)λ(s, ψ,M) (19)
in the continuous limit, under the assumption that the integra-
tion measure is such that∫
dM =
∫
dψ = 1. (20)
The second equality implies that ρ(ψ) = 1, as the distribution
is uniform over the space of quantum states. Let us denote by
S : M → s any function mapping a measurement M to a
value s in the set of possible outcomes. The constraints (8)
become ∫
dψe
∫
dMλ[S(M),ψ,M] ≤ 1, ∀ S. (21)
This constraint can be recast in the form∫
dψe
∑
s
∫
Ωs
dMλ(s,ψ,M) ≤ 1, ∀ (Ω1, . . . ,ΩN ) ∈ P , (22)
where (Ω1, . . . ,ΩN ) ∈ P is any partition of the measurement
manifold so that Ωi ∩ Ωj = ∅ if i 6= j and ∪iΩi is the whole
manifold.
Thus, the optimization problem is the maximization of the
objective function (19) under the constraints (22).
III. APPLICATION: LOWER BOUNDS
The solution of the geometric programming maximiza-
tion problem introduced in the previous section gives the
asymptotic communication complexity of a quantum chan-
nel. Furthermore, any feasible point satisfying the inequality
constraints provides a lower bound on Casymch and Cch. As
an application of the method, let us analytically calculate
non-trivial lower bounds in the case of noiseless channels
and two-outcome measurements with a rank-1 event and its
complement. In particular, we will consider the cases with
N < 5, for which the calculations are simpler. It is possible
to find non-trivial lower bounds for arbitrary dimensions by
using the same procedure, but the calculations become harder
as a used differentiability property does not hold for N ≥ 5.
The measurement is specified by a vector |φ〉 defining the
rank-1 event |φ〉〈φ| and the complement 1− |φ〉〈φ|.
The objective function and the constraints take the forms
I =
2∑
s=1
∫
dφ
∫
dψP (s|ψ, φ)λ(s, ψ, φ), (23)
∫
dψe
∫
Ω
dφλ(1,ψ,φ)+
∫
Ωc
dφλ(2,ψ,φ) ≤ 1, ∀ Ω, (24)
where Ω is a subset of the set of measurements |φ〉 and Ωc
is its complement. For a noiseless quantum channel, we have
that
P (s|ψ, φ) = δs,1|〈ψ|φ〉|
2 + δs,2(1− |〈ψ|φ〉|
2). (25)
The constraints can be written in the form∫
dψe
∫
Ω
dφλ(ψ,φ)+
∫
dφλ(2,ψ,φ) ≤ 1, ∀ Ω, (26)
where λ(ψ, φ) ≡ λ(1, ψ, φ)− λ(2, ψ, φ).
Every λ(i, ψ, φ) satisfying the constraints induces a lower
bound to the asymptotic communication complexity. A simple
form for these functions is
λ(i, ψ, φ) ≡ αi|〈φ|ψ〉|
2 + βi. (27)
The constraints are satisfied for a suitable choice of αi and βi.
This is obviously the case for αi = βi = 0. Let α ≡ α1 − α2
and β ≡ β1 − β2. It is simple to show that∫
dφ|〈φ|ψ〉|2 = 1/N. (28)
Furthermore, ∫
dφ|〈φ|ψ〉|4 =
2
N(N + 1)
. (29)
Using these equations, we have that the objective function
takes the form
I =
β
N
+
2α
N(N + 1)
+
α2
N
+ β2 (30)
and the constraints become
e
α2
N
+β2+βSΩ
∫
dψeα
∫
Ω
dφ|〈ψ|φ〉|2 ≤ 1 ∀ Ω, (31)
where
SΩ ≡
∫
Ω
dφ. (32)
Taking Ω equal to the empty set and to the whole set of
vectors, we get the inequalities
α2
N
+ β2 ≤ 0,
α
N
+ β +
α2
N
+ β2 ≤ 0. (33)
To have a non-trivial lower bound, the objective function has
to be positive, thus, the above inequalities and the positivity
of I give the following significant region of parameters
α ≥ 0, −
2α
N + 1
≤ β ≤ −
α
N + 1
. (34)
In particular, α must be positive.
Using the Isserlis-Wick theorem [7] and the positivity of α,
it is possible to prove that the left-hand side of constraint (31)
is maximal if Ω is a suitable cone of vectors.
Claim. The left-hand side of the Ineq. (31) is maximal for a
set Ω such that, for some |χ〉 and θ ∈ [0, π/2],
|φ〉 ∈ Ω⇐⇒ |〈χ|φ〉|2 ≥ cos2 θ. (35)
In other words, Ω is a cone with symmetry axis |χ〉 and angular
aperture 2θ.
Let us denote by Ω(θ) a cone with angular aperture 2θ. From
this claim, we have that constraints (31) are satisfied for any
Ω if and only if they are satisfied for Ω = Ω(θ), where θ is
any element in [0, π/2]. Thus, we need to evaluate the integral
in the exponent of the constraints only over any cone Ω(θ) of
unit vectors. Let us denote by S(θ) the quantity SΩ(θ). It is
easy to find that
S(θ) = sin2N−2 θ. (36)
Using equation∫
Ω(θ)
dφ|〈ψ|φ〉|2 = S(θ)
(
cos2 θ|〈ψ|χ〉|2 +
sin2 θ
N
)
(37)
(See Ref. [6] for its derivation) and performing the integral
over ψ in the constraints (31), we obtain the inequalities
F(θ, α, β) ≡ −S(θ)
[
β + α
(
sin2 θ
N + cos
2 θ
)]
− log (N−1)!−(N−1)Γ(N−1,αS(θ) cos
2 θ)
(αS(θ) cos2 θ)N−1
≥ α2N + β2, ∀θ.
(38)
where Γ is the incomplete gamma function.
Since the objective function is linear in the unknown
variables, its maximum is attained when the minimum of
F(θ, α, β) over θ is strictly equal to α2N + β2. Let θm(α, β)
be the value of θ such that F is minimum. We have that
F [θm(α, β), α, β] =
α2
N
+ β2 (39)
dF(θ, α, β)
dθ
∣∣∣∣
θ=θm(α,β)
= 0, (40)
the last equation coming from the fact that θm is a stationary
point in θ. Note that, until this point, the input function
P (s|ψ, φ) is not involved in the calculations, as it appears
only in the objective function.
Using the first equation, we can remove β2 and α2 from
the objective function and we get
I =
β
N
+
2α
N(N + 1)
+ F [θm(α, β), α, β]. (41)
Now, we assume that the function θm(α, β) is differentiable in
the maximal point. We have checked a posteriori that this turns
out to be true for N < 5, but it is false in higher dimensions,
which we will not consider here. Thus, if the objective function
is maximal, then
∂I
∂α
= 0,
∂I
∂β
= 0. (42)
With Eq. (40), we have three equations and three unknown
values, that is, α, β and θm. To find an analytical solution,
we introduce an approximation by neglecting the gamma
function in F(θ, α, β). Then, we will check the validity of
this approximation. The analytical solution is
α =
N2(N + 1)
N − (N + 1)N
1
1−N
, (43)
sin2N−2 θm =
1
N
, (44)
β =


(
1−N
1
1−N
)−1
− 1
N
− 2

 α
N + 1
. (45)
Using these equations, we obtain that the maximum is
Imax = (N − 1) log
N(N + 1)
(
N
1
1−N − 1
)
e−1[
(1 +N)N
1
1−N −N
]
Γ
1
N−1 (N)
. (46)
Thus, in base 2 of the logarithm, we have the lower bounds
1.14227, 1.86776, and 2.45238 bits for N = 2, 3, 4, respec-
tively. They are higher than the trivial lower bound of 1 bit,
which is the classical information that can be communicated
through the channel with subsequent two-outcome measure-
ment. They even beat the trivial bounds obtained in the case
of rank-1 measurements, log2 2 = 1, log2 3 = 1.585, and
log2 4 = 2, although we considered only simulations of a
channel with subsequent two-outcome measurements.
To derive Eq. (46), we have neglected the incomplete
gamma function in F(θ, α, β). The exact solution still satisfies
Eqs. (44,45), but the explicit Eq. (43) is replaced by the
implicit equation for α
(
N
N
1−N − 1N+1
)
α
N + 1 =
e−
cos
2
θmα
N
(
cos
2
θmα
N
)N−1
Γ(N)−(N−1)Γ(N−1,cos θmα/N)
,
(47)
where θm is given by Eq. (44). The approximate α given
by Eq. (43) is obtained by neglecting the right-side term in
Eq. (47).
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Fig. 1. F(θ, α, β) as a function of θ for N = 2 (solid line), N = 3
(dashed line) and N = 4 (dotted line). The variables α and β take the values
maximizing the objective function I in Eq. (41). The minimum of F is in
θ = arccosN
1
2−2N , in agreement with Eq. (44).
To check the validity of the approximation used to calculate
the maximum (46), we have numerically solved the exact
Eq. (47) through few iterations of the Newton method. We
obtain slightly higher values, thus Eq. (46) gives an exact valid
lower bound. The numerical bounds are 1.14602, 1.87606 and
2.46463 bits for N = 2, 3, 4, respectively. Note that Eq. (40)
guarantees that θm is a stationary point of F , not a minimum.
To be sure that θm is actually a minimum, we have plotted F
as a function of θ, see Fig. 1.
The lower bound for N = 2 is lower than the bound 1 +
log2
π
e ≃ 1.2088 previously derived by us in Ref. [2]. A better
result can be obtained by using a slightly different form of
λ(i, ψ, φ) in Eq. (27). This will be discussed in a more detailed
paper [9]. Also, the other two bounds are lower than the bound
N−1 proved by one of us in Ref. [8], but the proof relies on an
unproved property, called double-cap conjecture. The overall
bounds are plotted in Fig. 2. If we extrapolated Eq. (46), we
would have that the lower bound for high N would scale as
Imax ∼ N log
(
1 +
1
logN
)
∼ N/ logN, (48)
which is sublinear in N . Although this asymptotic behavior is
not reliable, as Eq. (46) does not hold for N > 4, it is likely
that the maximization of I in Eq. (41) for N > 4 will give
a result close to Eq. (46). The case N > 4 will be discussed
in the detailed paper [9]. There are some reasons, related to
Eq. (44), suggesting that the stronger lower bound N logN
for the communication cost can be achieved with a suitable
choice of λ(i, α, β).
IV. CONCLUSION
We have shown that the (asymptotic) communication com-
plexity of a quantum channel is the maximum of a linear
objective function under inequality constraints. Feasible points
of the constraints provide lower bounds on the communication
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Fig. 2. Calculated lower bound of the communication cost (solid line). The
dashed line is the lower bound proved using the double cap conjecture [8]. The
star for N = 2 is the lower bound obtained in Ref. [2]. As the measurements
have two outcomes and the quantum channel is noiseless, 1 bit is a trivial
lower bound.
cost. We have used this optimization problem to derive analyt-
ically some non-trivial lower bounds for a noiseless quantum
channel and subsequent two-outcome measurements with a
rank-1 event and its complement. We explicitly evaluated
the bounds for a Hilbert space dimension N between 2
and 4. In a more detailed paper [9], we will discuss the
case N > 4. There are some reasons suggesting that it is
possible to prove the lower bound N logN with a suitable
choice of λ(i, ψ, φ). This lower bound would have interesting
consequences in the context of the recent debate on the reality
of the quantum state [10], [11]. The relation between this
quantum foundational problem and communication complexity
was pointed out in Ref. [11].
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