This study obtained and compared confidence intervals for the mean of a Gaussian distribution. Considering the square error and the Higgins-Tsokos loss functions, approximate Bayesian confidence intervals for the mean of a normal population are derived. Using normal data and SAS software, the obtained approximate Bayesian confidence intervals were compared to a published Bayesian model. Whereas the published Bayesian method is sensitive to the choice of the hyper-parameters and does not always yield the best confidence intervals, it is shown that the proposed approximate Bayesian approach relies only on the observations and often performs better.
Introduction A significant amount of research in Bayesian analysis and modeling has been published during the last twenty-five years. Bayesian analysis implies the exploitation of suitable prior information and the choice of a loss function in association with Bayes' Theorem. It rests on the notion that a parameter within a model is not merely an unknown quantity, but behaves as a random variable that follows some distribution. In the area of life testing, it is realistic to assume that a life parameter is stochastically dynamic. This assertion is supported by the fact that the complexity of electronic and structural systems is likely to cause undetected component interactions resulting in an unpredictable fluctuation of the life parameter. Vincent A. R. Camara earned a Ph.D. in Mathematics/Statistics. His research interests include the theory and applications of Bayesian and empirical Bayes analyses with emphasis on the computational aspect of modeling. This research paper has been sponsored by the Research Center for Bayesian Applications, Inc E-mail: gvcamara@ij.net Although no specific analytical procedure exists which identifies the appropriate loss function to be used, the most commonly used is the square error loss function. One reason for selecting this loss function is due to its analytical tractability in Bayesian modeling and analysis.
The square error loss function places a small weight on estimates near the parameter's true value and proportionately more weight on extreme deviations from the true value. The square error loss is defined as follows:
.
This study considers a widely used and useful underlying model, the normal underlying model, which is characterized by
Employing the square error loss function along with a normal prior, Fogel (1991) obtained the following Bayesian confidence interval for the mean of the normal probability density function:
where the mean and variance of the selected normal prior are respectively denoted by 1 μ and
2
. τ This study employs the square error and the Higgins-Tsokos loss functions to derive approximate Bayesian confidence intervals for the normal population mean. Obtained confidence bounds are then compared with their Bayesian counterparts corresponding to (3) .
Methodology
Considering the normal density function (2), to derive approximate Bayesian confidence intervals for the mean of a normal distribution, results obtained on approximate Bayesian confidence intervals for the variance of a Gaussian distribution are used (Camara, 2003) . The loss functions used are the square error loss function (1), and the Higgins-Tsokos loss function.
The Higgins-Tsokos loss function places a heavy penalty on extreme over-or underestimation. That is, it places an exponential weight on extreme errors. The Higgins-Tsokos loss function is defined as follows:
The use of these loss functions (1) and (4), along with suitable approximations of the Pareto prior, led to the following approximate Bayesian confidence bounds for the variance of a normal population (Camara, 2003) . For the square error loss function:
For the Higgins-Tsokos loss function:
Using the above approximate Bayesian confidence intervals for a normal population variance (5) (6) along with
the following approximate Bayesian confidence intervals for the mean of a normal population can easily be derived for a strictly positive mean. The approximate Bayesian confidence interval for the normal population mean corresponding to the square error loss is:
The approximate Bayesian confidence interval for the normal population mean corresponding to the Higgins-Tsokos loss function is:
With (9), (10), (11), (12) 
Results
To compare the Bayesian model (3) with the approximate Bayesian models (9 & 10), samples obtained from normally distributed populations (Examples 1, 2, 3, 4, 7) as well as approximately normal populations (Examples 5, 6) were considered. SAS software was employed to obtain the normal population parameters corresponding to each sample data set. For the Higgins-Tsokos loss function, f1 = 1 and f2 = 1 were considered.
Example 1
Data Set: 24, 28, 22, 25, 24, 22, 29, 26, 25, 28, 19, 29 (Mann, 1998, p. 504 Example 2 Data Set: 13, 11, 9, 12, 8, 10, 5, 10, 9, 12, 13 (Mann, 1998, p. 504 : 16, 14, 11, 19, 14, 17, 13, 16, 17, 18, 19, 12 (Mann, 1998, p. 504 Set: 52, 33, 42, 44, 41, 50, 44, 51, 45, 38, 37, 40, 44, 50, 43 (McClave & Sincich, p. 301) . Data Set: 52, 43, 47, 56, 62, 53, 61, 50, 56, 52, 53, 60, 50, 48, 60, 5543 (McClave & Sincich, p. 301) . Set: 50, 65, 100, 45, 111, 32, 45, 28, 60, 66, 114, 134, 150, 120, 77, 108, 112, 113, 80, 77, 69, 91, 116, 122, 37, 51, 53, 131, 49, 69, 66, 46, 131, 103, 84, 78 (SAS Data) . 
Conclusion
In this study, approximate Bayesian confidence intervals for the mean of a normal population under two different loss functions were derived and compared with a published Bayesian model (Fogel, 1991) . The loss functions employed were the square error and the Higgins-Tsokos 
