For a given system (A, B, C) necessary and sufficient conditions are given to assign invariant factors to the matrix of the system performing a state feedback and an output injection, over an arbitrary field.
Introduction
One of the central results on linear time-invariant systems is the so-called Rosenbrock's theorem [22] . It completely describes the eigenstructure that the state matrix can attain after performing a regular static state feedback. In other words, if we have a linear time-invariant systeṁ
x(t) = Ax(t) + Bu(t),
or a linear discrete time system
where (A, B) ∈ F n×n × F n×m (F an arbitrary field such that in the continuous case differentation makes sense for enough functions R → F, e.g. F = R or C) and we apply the control law
u(t) = F x(t) + Gv(t),
with G ∈ F m×m invertible, F ∈ F m×n , then we get the closed-loop systeṁ x(t) = (A + BF )x(t) + BGv(t) or x k+1 = (A + BF )x k + BGv k .
Rosenbrock's theorem gives a characterization of the possible similarity classes where the matrix A + BF can lie for any choice of F, provided that the system is controllable. In addition, Rosenbrock's theorem works for any arbitrary field.
This important result on the systems structure has attracted the attention of many researchers on the field. Namely, alternative proofs have been proposed by Dickinson [4] who used a state-space approach, Kučera [12] who applied the theory of polynomial equations, Flamm [6] and more recently by Özçaldiran [21] who studied the problem in the geometric framework. Rosenbrock's theorem has been also generalized to implicit systems (see for example [13] or [32] ) and even for non-controllable systems by Zaballa [28] (see also [17] ).
On the other hand, Rosenbrock's result can be directly applied by duality (see for example the book by Kučera [14] or Basile and Marro [2] ) to the system ẋ = Ax + Bu, y = Cx, C ∈ F p×n , when output injection through a matrix K ∈ F n×p is performed. In this case the system becomes (see [2, p. 164] ) ẋ = (A + KC)x + Bu, y = Cx. If we apply simultaneously both actions (static state feedback and output injection), the resulting matrix of the system is A + BF + KC. It is well known that in actual physical systems these actions are not implementable, since neither is the state accessible for direct measurement nor is the forcing action accessible for direct intervention. Nevertheless, it allows us, on one hand, to gain insight into the knowledge of the system structure and, on the other hand, these two schemes are useful to state some basic and physically implementable feedback connections such as the output-to-input dynamic feedback (see [2, p. 161 
]).
Let us state precisely the problem to be studied in this paper.
Problem 1.1. Given a matrix triple (A, B, C) ∈ F
n×n × F n×m × F p×n , F an arbitrary field, and given a sequence of monic polynomials γ 1 , . . . , γ n satisfying the conditions γ i | γ i+1 , 1 i n − 1 and d(γ 1 ) + · · · + d(γ n ) = n, where "|" stands for divisibility and d(·) for the "degree of", under what conditions do there exist matrices F ∈ F m×n and K ∈ F n×p such that A + BF + KC has γ 1 , . . . , γ n as invariant factors?
In [25] this problem was shown to be essentially equivalent to the problem about the existence of an n × n matrix in a given similarity class with a prescribed arbitrary submatrix. This completion problem was solved in [3] when F is an infinite field. More precisely, as we will see later, these problems can be reduced to complete a given singular pencil and in order to avoid dealing with the infinite elementary divisors a standard technique consists in reducing the problem to an equivalent one without infinite elementary divisors (see for example [3, 8, 9, 25, 31] ). For this purpose the underlying field needs to have a sufficient number of elements.
This paper is devoted to solving Problem 1.1 on an arbitrary field. Our techniques will provide more insight into the nature of the problem. Namely, we will have to deal with the question of characterizing the possible feedback invariants of matrix pairs of the form (A + KC, B) for all possible choices of the output injection matrix K. A solution to this problem when (A, B, C) is minimal was given by Loiseau in an extended abstract [16] . We will study the same question for more general systems.
We must say at this point that our proofs are strongly based on the Kronecker canonical form of a singular matrix pencil (see for example [8, 9] ). It turns out that most of the proofs of the reduction of a matrix pencil to Kronecker canonical form in the literature requires a field with enough number of elements (for example to be infinite). Fortunately, there is, at least, a reference where this reduction, by a geometric approach, is made with no restriction on the field (see [5] ).
The paper is organized as follows: in Section 2 we present the notations and auxiliary results that we will use along the paper. In Section 3 we give necessary conditions to solve Problem 1.1 and solve it in a particular case. In Section 4 the necessary conditions will be proven to be sufficient. In Section 5, Problem 1.1 is related to other completion problems.
Notations and auxiliary results
All along this paper F will denote any arbitrary field and F[s] the ring of polynomials with coefficients in F. As usual, two polynomial matrices A(s), B(s) ∈ F[s] n×m are said to be equivalent if there are unimodular matrices (i.e. polynomial matrices whose determinants are non-zero constants) U
(s) ∈ F[s] n×n and V (s) ∈ F[s] m×m such that B(s) = U (s)A(s)V (s).
It is well known that two polynomial matrices are equivalent if and only if they have the same invariant factors [7] . These are monic polynomials γ 1 | · · · | γ n that completely characterize each equivalence class.
A fundamental theorem of linear algebra states that two matrices A, B ∈ F n×n are similar if and only if sI n − A, sI n − B ∈ F[s] n×n are equivalent. The invariant factors of A are those of sI n − A and so, A and B are similar if and only if they have the same invariant factors. Next we recall the concept of feedback-injection equivalence of matrix triples:
p×n are said to be feedback-injection equivalent if there are matrices P ∈ F n×n , Q ∈ F m×m , T ∈ F p×p , R ∈ F n×p and S ∈ F m×n such that P , Q and T are invertible and
We prove now that in order to solve our problem we can replace the given matrix triple by any other one in its feedback-injection equivalence class. Proof. Let P , T , Q, R and S be matrices of appropriate sizes, P , T and Q invertible, satisfying (1) and assume that there are matrices F 1 and
. . , γ n as invariant factors. The converse can be proven exchanging the roles of (
The feedback-injection equivalence of matrix triples has been studied by several authors. Significative papers are Refs. [19, 20, 27] where canonical forms and complete systems of invariants are exhibited. Actually, as shown in [27] , these can be obtained from the Kronecker canonical form of the pencil
to be called from now on the characteristic (singular) pencil associated to system (or triple) (A, B, C). A complete system of invariants for the feedback-injection equivalence of matrix triples is given by the so-called (see [8, 9] ) row and column minimal indices, invariant factors and infinite elementary divisors of their characteristic singular pencil. Or, using the terminology of [15, 20] , the I 1 , I 2 , I 3 , I 4 Morse's list. Given (A, B, C) and its characteristic pencil H (s), some (perhaps all) invariant factors of H (s) may be trivial (i.e. equal to 1). If γ 1 | · · · | γ h are its non-trivial invariant factors and
. . , α u = γ h are said to be the invariant factors of (A, B, C). We also call row minimal indices, column minimal indices and infinite elementary divisors of (A, B, C) to those of H (s). We will refer to all of them as a whole as the Kronecker invariants of (A, B, C). It is worth noticing that the degrees of the infinite elementary divisors of any triple (A, B, C) have degree greater than 1. In fact, if 
with N ∈ F u×u being the rational canonical form (or first normal form, see [7] ) whose invariant factors are α 1 | · · · | α u and
(A c , B c , C c ) will be said to be the Kronecker canonical form of (A, B, C). For notational simplicity we will assume in the sequel that B and C are of full rank. This means that m = r + t and p = s + t; i.e. there are no minimal indices equal to 0.
As a conclusion, and according to Lemma 2.1, we can assume without loss of generality that the given matrix triple is (A c , B c , C c ) as given above.
For pairs of matrices, the feedback-injection relation reduces to the feedback equivalence relation:
n×n × F n×m are said to be feedback equivalent if there are matrices P ∈ F n×n , Q ∈ F m×m and L ∈ F m×n , P and Q invertible such that
If L = 0 and Q = I m , then (A [29] or [24] ). Note that in general they are not ordered and some of them may be 0. It turns out that the Hermite indices are invariant under system similarity [11, p. 494] . A canonical form for the similarity of matrix pairs associated to the Hermite indices is given in the following lemma [1] (we will use only the case when 
and We will need also the concept of majorization in the sense of Hardy-LittlewoodPólya [10] : Given two sequences of numbers (a 1 , . . . , a n ), (
where a (1) · · · a (n) and b (1) · · · b (n) are the elements of a and b, respectively, in non-increasing order.
We will use an extension to non-controllable systems of the so-called Rosenbrock's Theorem [22] on pole placement: 
, 1 i n + j, 0 j r and we agree that α i = γ i := 1 for i < 1.
Main results
As mentioned above, the solution to Problem 1.1 was given in [25] when the underlying field F has sufficient number of elements. The provided proof remains true for an arbitrary field when the system (A, B, C) does not have infinite elementary divisors. We give as a lemma without proof the translation of the conditions given in [3] from where the result in [25] is obtained, when there are no infinite elementary divisors. 
n as invariant factors if and only if there exist monic polynomials
µ 1 | · · · | µ n such that lcm(α i−n 1 −n 2 , γ i−r ) | µ i | gcd(α i−n 1 −n 2 +s , γ i ), i = 1, . . . , n, (f 1 , . . . , f s ) ≺ (d( s ), . . . , d( 1 )), (c 1 , . . . , c r ) ≺ (d( r ), d( r−1 ), . . . , d( 1 )), where j = n+j i=1 lcm(α i−n 1 −n 2 −j , µ i−s ) n+j −1 i=1 lcm(α i−n 1 −n 2 −j +1 , µ i−s ) , j = 1, . . . , s j = n+j i=1 lcm(µ i−j , γ i−r ) n+j −1 i=1 lcm(µ i−j +1 , γ i−r ) , j = 1, .
. . , r and we agree that
We will obtain in this section necessary conditions to solve Problem 1.1, working on an arbitrary field. These conditions will be expressed in terms of the Kronecker invariants of the characteristic pencil H (s). Their sufficiency will be proven in Section 4; for it requires some additional auxiliary results.
Before proceeding we will reduce slightly the action of a state feedback and an output injection on a general system (A, B, C). We need three lemmas to achieve it, but the reduction will prove to be crucial later. (2) . Then for any given matrices
there exist matrices T ∈ F n 2 ×n 1 and L ∈ F t ×n 1 satisfying the following two properties:
Proof. Observe that for every matrix X 2 we can partition R + X 2Ĝ according to the sizes of the diagonal blocks of R, that is,
(All along this proof the * 's will denote unspecified elements.) Suppose first that t = 1. If k 1 = 1, there is nothing to prove because X 1Ĝ + EY 1 reduces to one row and taking T = 0 and L = X 1Ĝ + EY 1 the above conditions are satisfied. Assume then that k 1 > 1.
To see that the result is true in this case, we will prove by induction on l = 1, . . . , k 1 − 1, that there exists a matrix T ∈ F k 1 ×n 1 (notice that in this case n 2 = k 1 ) such that GT = 0 and the matrix
has null components on the last l rows. More precisely, we will show that if we partition this matrix as
blocks Z l j show the following structures:
for some scalars z 1 , . . . , z f j ∈ F. In both cases the last l rows are equal to 0.
Write
s, W j has the following form:
and put
Due to the last row of zeros of T and the form of G, GT = 0. Let us compute
We can write
where
It is a matter of calculation to see that if f j = 1, then
for some z j 1 ∈ F, and if f j > 1, then
Hence the last row of Z 1 is 0. Assume that the property is true for 1, . . . , l − 1. Then there is a matrix T l−1 such that GT l−1 = 0 and
can be written as
has its last l − 1 rows equal to 0. Let us show that the proposition holds for l. Takinĝ
T j ∈ F k 1 ×f j and, according again to f j > l or f j l:
with the property that the only possibly non-zero row ofT j is the (k 1 − l)th one. It is easy to see that GT = 0 and
has the components of its last l rows equal to 0. Putting T = T l−1 +T we have that GT = 0 and, taking into account (5) and (6),
T has its last l rows equal to 0. Thus, this T is the desired matrix.
Hence the only possibly non-zero row of Z k 1 −1 is the first one what means that this matrix can be written as
We deal now with the case t > 1. For j = 1, . . . , t consider the subsystem
as in (2) . Such a subsystem has only one infinite elementary divisor of degree k j + 1 and we can apply the case t = 1 just proved to this subsystem as follows: Partition
. . .
. . , t we can find matrices T j andL j such that G j T j = 0 and (3) and (4) and the lemma follows.
Remark 1. It should be noticed the following properties of matrix
If for some j = 1, . . . , s we have that f j k 1 , then the first column of the corresponding block T j is equal to 0. (ii) The last row of T is 0.
These very basic properties will be used later on.
Next lemma states similar properties for systems having only column minimal indices and infinite elementary divisors. 
S, D,Ê, E, G defined as in (2) . Then for any given matrices
and L ∈ F n 1 ×t satisfying the following two properties:
Proof. (2) and let us consider the transposed of the matrix in (7)
Let J (n) be the n × n matrix whose elements are all 0 but the ones placed along the counterdiagonal which are equal to 1; i.e., the only non-zero entries are
So, system (10) has c 1 · · · c r > 0 as row minimal indices and k 1 + 1 · · · k t + 1 2 as degrees of its infinite elementary divisors.
Applying the previous lemma to system (10) and matricesX 1 ,X 2 ,Ỹ 1 ,Ỹ 2 we can find matrices T ∈ F n 2 ×n 1 andL ∈ F t ×n 1 such that
Transposing these two equations and taking P = T T J and L =L T , it is easy to see that
and the lemma follows.
Next lemma states the reduction of the action of a state feedback and an output injection on a general system we aimed at. 
Proof. The sufficiency is trivial. Let us prove the necessity. Assume that we have F and K as in (11) such that
has γ 1 | · · · | γ n as invariant factors. We are going to reduce to 0 the feedback actionÊF 14 in position (3, 4) and the output injection action K 41Ĝ in position (4, 2) by elementary transformations on the matrix (13), without changing the rest of its structure. Applying Lemma 3.3 we can find matrices P ∈ F n 2 ×n 3 andK 32 ∈ F n 2 ×t such that P E = 0 and K 32 G +ÊF 14 − P (D + K 42 G) + (S +ÊF 13 )P =K 32 G. Then, adding to the third block row of (13) the last one multiplied by −P on the left and to the fourth column the third one multiplied by P on the right we obtain a matrix of the form 
whereK 31 = K 31 − P K 41 andF 24 = F 24 + F 23 P , which is similar to A + BF + KC. Now we proceed to reduce the block K 41Ĝ + EF 22 . From Lemma 3.2, there are matrices T ∈ F n 3 ×n 1 andF 22 ∈ F t ×n 1 satisfying GT = 0 and 22 . Then, adding to the last block row of (14) T times on the left the second one and to the second column −T times on the right the last one, we get 
whereK 42 = K 42 + T K 22 . This matrix is similar to A + BF + KC and can be realized as A + BF +KC for some matricesF andK of the form (12) . This proves the lemma.
The following theorem states necessary conditions to solve Problem 1.1 in the general case. As announced, the proof of the sufficiency is postponed until some additional auxiliary results have been proved. This will be accomplished in the following section. 
and we agree that
Proof. We can assume that (A, B, C) is in Kronecker canonical form. Suppose that there exist matrices F and K such that A + BF + KC has γ 1 | · · · | γ n as invariant factors:
From Lemma 3.4 we can consider F 14 = 0 and K 41 = 0. Let us take
and denote by δ 1 | · · · | δ n 1 +n 2 +u the invariant factors of A 1 . From Lemma 3.1 there exist µ 1 | · · · | µ n 1 +n 2 +u such that
Then, from (19) the necessity of (16) follows.
To obtain a closer view to the invariant factors of the matrix
we can perform polynomial elementary transformations on the matrix
Let us pay attention to matrix
It shows the following block structure:
where * 's denote arbitrary elements. For i = 1, . . . , t define
. , V t (s)).
Since the only non-zero columns of X are the columns 
. . t, we have that XV (s) = X. On the other hand
where now the first row in each block may have polynomial entries. Taking advantage of the −1's along the low diagonal we can make 0 all the elements of D(s) but the ones placed at the upper right hand corner of each block D ij (s). Bearing in mind that the only non-zero rows (columns) of matrix Y (X) are the rows (columns)
. . , t, we can see that these matrices are not changed by the performed transformations. Finally we permute rows and columns in order to place together all 1's which are along the low diagonal of the diagonal blocks of D(s). We then obtain a matrix with the following form:
whereX (Ȳ ) is the submatrix of X (Y) formed by its possibly non-zero columns (rows) andD(s) ∈ F[s] t ×t is the submatrix of the transformed D(s) obtained by grouping together the elements in the upper right-hand corner of each block D ij (s).
Now it is clear that γ 1 = · · · = γ n 3 −t = 1 and γ n 3 −t +1 | · · · | γ n are the invariant factors of sI u+n 1 +n 2 − A 1X
YD(s) .
From Sá-Thompson interlacing conditions, [23, 26] , relating the invariant factors of a polynomial matrix and each one of its submatrices, we have
From (18) and (21) we obtain for i = 1, . . . , n 1 + n 2 + u,
which implies that
and (15) is fulfilled. It remains to prove the necessity of (17). On one hand, for j = 1, . . . , r,
because γ i+n 3 −(t +r) | µ i for i = 1, . . . , r. On the other hand
As γ i+n 3 −(t +r) | δ i−r we conclude that
hence,
From (20) we have that
with equality for j = r. Then
Finally, from (20) and (23) 
and from (22)
As δ 1 , . . . , δ n 1 +n 2 +u are the invariant factors of A 1 , it follows that the sum of its degrees equals the size n 1 + n 2 + u of A 1 . Now, if
from (26) we obtain that
and from (24) this value is greater than or equal to 0. Moreover, taking into account (25) we obtain (17) as desired.
Feedback invariants by output injection
We prove now that the conditions stated in Theorem 3.5 are also sufficient to solve Problem 1.1. First of all we will see that it is true if the system only has finite and infinite elementary divisors. Then, we will show that the general case can be reduced to this one with the help of Lemma 3.1.
If the triple (A, B, C) only has finite and infinite elementary divisors, the result we get is as follows. 
The necessity of condition (27) follows from condition (15) bearing in mind that n 1 = n 2 = r = s = 0. So we only have to prove the sufficiency. In order to achieve this goal we proceed as follows: We consider first the problem of characterizing the feedback invariants of matrix pairs of the form (A + KC, B) for all possible choices of K when (A, B, C) has no minimal indices. Then, using Lemma 2.3 we will be able to prove Theorem 4.1. We first show that in solving the problem of characterizing the feedback invariants of (A + KC, B) we can substitute the given triple (A, B, C) for any other one with the same Kronecker invariants. The proof is similar to that of Lemma 2.1. (A 1 , B 1 , C 1 The following auxiliary result will also be needed below. 
Lemma 4.2. Let
First we prove by induction on j = 1, . . . , t that there exists a lower block triangular matrix, T = Diag(T , I k j+1 +···+k t ) ∈ F n×n with identity blocks along the main diagonal, satisfying the following properties:
for certain matrices F pq ∈ F 1×k q andK pq ∈ F k p ×1 . If j = 1, then there is nothing to prove, so assume that j = 2. In this case, the system
has k 1 as a single row minimal index and k 2 + 1 as degree of a single infinite elementary divisor. Lemma 3.2 guarantees the existence of matrices
and
Furthermore, by the remark following Lemma 3.2 the first column of T 21 is 0 because k 1 k 2 . This implies that T 21 E 1 = 0 since the only non-zero element of E 1 appears in its first row. Thus, if we put
then GT −1 = G, T E = E, and
Thus the proposition follows for j = 2. Suppose t > 2 and j t and that for i = 1, . . . , j − 1 we can find a block lower triangular matrix with identity blocks along the diagonal, T j −1 = Diag(T j −1 , I k j +···+k t ), satisfying (i)-(iii). That is to say T j −1 E = E, GT
, where
For i = 1, . . . , j − 1 we can find matrices T ji by a recurrent procedure such that ifT
, the matrix T j =T j T j −1 has the desired form and satisfies properties (i)-(iii). Indeed, let us consider the single row minimal index, single infinite elementary divisor system
2 and the remark following it we know that there are matrices T ji and F ji such that
It is a matter of calculation to see that the matrix T j satisfies properties (i)-(iii). Now for j = t we have that
and performing a state feedback of matrix
on system (D, E), the resulting matrixD + EF will be in Hermite form (see Lemma 2.2) as desired. The converse is trivial.
If (A, B, C) is minimal, then m = p = t, t being the number of infinite elementary divisors, and (A + KC, B) is completely controllable for any choice of K. In this case Loiseau in an extended abstract [16] completely characterized the possible controllability indices of this type of matrix pairs:
be the degrees of its infinite elementary divisors. Let l 1 · · · l t be positive integers. Then there is a matrix
K ∈ F n×t such that (A + KC, B) has l 1 , .
. . , l t as controllability indices if and only if
We want to extend Loiseau's characterization to systems that are no longer minimal but have also finite structure. Our results are based upon the observation that condition (28) is exactly the same as the one about the existence of a matrix pair with (l 1 , . . . , l t ) as controllability indices and (k 1 , . . . , k t ) as Hermite indices. Lemma 4.5 [29, Theorem 3.7] . Let (A, B) ∈ F n×n × F n×t be a controllable pair with l 1 · · · l t 0 as controllability indices. Let h 1 · · · h t be non-negative integers. Then there is a matrix pair feedback-equivalent to (A, B) having h 1 , . .
. , h t as Hermite indices if and only if
(l 1 , . . . , l t ) ≺ (h 1 , .
. . , h t ).
The proof of the following lemma would be then straigthforward. However we will give it because, as far as we know, Loiseau's result has never been published and it is a basic result in order to deal with the non-minimal case. To extend Lemma 4.6 to the non-minimal case we need the following auxiliary result which, in turns, is a slight generalization of Lemma 3.5 in [30] .
Proof. Put D 1 = D + K 1 G and let us assume first that D 1 has only one block
where the * 's denote unspecified elements. Let x 1 , . . . , x p be the columns of X; i.e. X = [x 1 · · · x p ] and define
It is a matter of calculation to see that T E = 0 and the only possibly non-zero column of Y is the last one. That is to say Y = K 2 G for some matrix K 2 as required.
In the general case
where D ii is as in (29) but of size k i × k i and 
Proof. Assume that (A, B, C) is in Kronecker canonical form
and that there exists K such that (A + KC, B) has l 1 · · · l t as controllability indices and 
and (A + KC, B) is feedback equivalent to
for some matrix X as desired.
Conversely, assume that there exists a matrix X and a controllable pair (D 1 , B 1 ) with k 1 , . . . , k t as Hermite indices such that
has l 1 · · · l t as controllability indices and γ 1 | · · · | γ n as invariant factors. Again by Lemma 4.6 there is a matrix K 2 such that (D + K 2 G, E) is feedback equivalent to (D 1 , B 1 ) . That is to say, there are non-singular matrices P and Q and a matrix L such that
Lemma 4.7 guarantees that by a similarity transformation on the last matrix pair we can reduce XP −1 to a matrix of the form K 1 G. In other words
are system similar with
. Thus (A + KC, B) has l 1 · · · l t as controllability indices and γ 1 | · · · | γ n as invariant factors.
The following result will provide us with a characterization of the possible feedback invariants of (A + KC, B) for any choice of K when (A, B, C) has neither column nor row minimal indices.
Lemma 4.9 [30, Theorem 4.7] . Let A 1 ∈ F n 1 ×n 1 be a matrix with 
From this result and Lemma 4.8 we obtain the desired characterization of the feedback invariants of pairs (A + KC, B) for any output injection matrix K. 
Observe that when u = 0, that is if the system is minimal, this corollary reduces to Loiseau's result (Lemma 4.4).
Using this result and Lemma 2.3 we can prove the sufficiency of condition (27) in Theorem 4.1.
Proof of Theorem 4.1. Recall that the necessity of condition (27) is a consequence of Theorem 3.5. Suppose then that (27) is satisfied. Define
Since α i−(n−u)−t | α i−(n−u) and by condition (27) 
, j = 1, . . . , t.
Now, if q and r are the quotient and remainder of the euclidean division of n − p by t: n − p = tq + r, 0 r < t, then it is easily seen that (see [18, p. 132 
From (31), (32) 
Hence, if we define
, j = 1, . . . , t, then these rational functions are actually polynomials and
Thus we also have that 
Proof. The proof is a consequence of the fact that u = 0 and then γ i−t = α i − n = 1 for i = 1, . . . , n.
We can now prove the sufficiency of conditions (15)- (17) for the existence of F and K such that A + BF + KC has prescribed invariant factors in the most general case. The result is as follows. Proof. By Lemma 2.1 we can assume that (A, B, C) is in Kronecker canonical form (2) . Suppose that (15)- (17) are satisfied. Let ν be an arbitrary monic polynomial of degree q. Let us define
From condition (15) we have
and if we define
we can see that j = j for j = 1, . . . , r − 1 and r = ν r . Then, condition (17) is equivalent to and the theorem follows.
Related problems
The problem of characterizing the similarity invariants of a square matrix having a prescribed arbitrary submatrix was solved in [3, Theorem 2] under the assumption that the underlying field F has sufficient number of elements. In [25 (α 1 , . . . , α u ; k 1 , . . . , k t ; f 1 , . . . , f s ; c 1 , . . . , c r ; γ 1 , . . . , γ n ) .
Next result, which can be extracted out of the proof of Theorem 1 of [25] , shows that the problem solved in [3, Theorem 2] is also true for arbitrary fields. so, if the submatrix M can be completed to a matrix A, then it is possible to find K and F such thatÂ +BF + KĈ is similar to A . Conversely, if we can find K and F such thatÂ +BF + KĈ is similar to A , it is obvious that the matrix M can be completed to a matrix A similar to A.
Then, there exists a matrix
Moreover, as the Kronecker invariants of the system (Â,B,Ĉ) are those that appear in condition (37) (see [25, Proof of Theorem 1]), according to Theorem 3.5 there exist K and F such thatÂ +BF + KĈ is similar to A if and only if (37).
The above-mentioned problems are related also to the problem of characterizing the feedback-injection invariants of a pencil (A, B, C) when the matrix A is prescribed. As the existence of solution to Problem 1.1 is characterized working on an arbitrary field and the equivalence shown in [25, Theorem 2] is of an algebraic nature, this result becomes true when F is an arbitrary field. We just restate it for arbitrary fields. 
