The higher Chow group with modulus was introduced by Binda-Saito as a common generalization of Bloch's higher Chow group and the additive higher Chow group. In this paper, we study invariance properties of the higher Chow group with modulus. First, we formulate and prove "cube invariance," which generalizes A 1 -homotopy invariance of Bloch's higher Chow group. Next, we introduce the nilpotent higher Chow group with modulus, as an analogue of the nilpotent algebraic K-group, and define a module structure on it over the big Witt ring of the base field. We deduce from the module structure that the higher Chow group with modulus with appropriate coefficients satisfies A 1 -homotopy invariance. We also prove that A 1 -homotopy invariance implies independence from the multiplicity of the modulus divisors.
Introduction
For a separated scheme X which is equidimensional of finite type over a field k, S. Bloch introduced in [1] the higher Chow group CH r (X, * ) of codimension r to give a description of Quillen's algebraic K-theory by using algebraic cycles. It is a very nice cohomology theory, which is isomorphic to the motivic cohomology group defined by V. Voevodsky. However, there is a problem that the higher Chow group forgets the information of non-reduced schemes. Indeed, though K * (X) = K * (X red ) in general, we have CH r (X, * ) = CH r (X red , * ).
• If the characteristic of k is p > 0, then NK * (X) is a p-group. In particular, it vanishes if we ignore p.
• If the characteristic of k is zero, then NK * (X) is a k-vector space. In particular, it vanishes in finite coefficients.
In §5, we introduce the nilpotent higher Chow group with modulus, denoted by NCH r (X , * ), which fits in the following canonical splitting: CH r (X ⊗ A 1 , * ) ∼ = CH r (X , * ) ⊕ NCH r (X , * ).
Here, we regard the scheme A 1 as the pair (A 1 , ∅). Therefore, by definition, X ⊗ A 1 = (X × A 1 , D × A 1 ). The following theorem is an analogue of Weibel's result, which answers Q2. In fact, for any abelian group A, we can define the higher Chow group with modulus CH r (X , * , A) and the nilpotent higher Chow group with modulus NCH r (X , * , A) with coefficients in A (see Definition 2.11). For example, NCH r (X , * , Z[1/p]) = NCH r (X , * ) ⊗ Z Z[1/p]. They also satisfy the same splitting as above. (b) If the characteristic of k is zero, then NCH r (X , * , A) is a k-vector space. In particular, it vanishes if A is a torsion abelian group.
Moreover, if NCH r (X , * , A) vanishes, the higher Chow group with modulus with coefficients in A satisfies A 1 -homotopy invariance i.e.
CH r (X , * , A)
In the positive characteristic case, we can give a more direct proof of A 1 -homotopy invariance using Frobenius argument (see Remark 4.12) , without using the nilpotent higher Chow group with modulus.
Finally, we would like to answer Q3. In the following, we assume that the divisors D are all effective. The main goal of §5 is the following result. • The characteristic of k is p > 0 and A is a Z[1/p]-module.
• The characteristic of k is zero and A is a torsion abelian group.
Then, for any non-negative integer r, we have a canonical isomorphism CH r (X|D, * , A) ∼ = CH r (X|D , * , A).
In other words, the higher Chow group with modulus with coefficients in A is independent of the multiplicity of the divisors D.
This result is closely related to [3, Theorem 2.7] , which states that if X is proper over k, then the "unipotent part" (=non-homotopcally invariant part) of CH 0 (X ) = CH dim X (X , 0) is p-primary torsion when char(k) = p > 0 and that it is divisible when char(k) = 0. The group CH 0 (X ) = CH 0 (X|D) is called the Chow group of zero cycles with modulus, and it is used by M. Kerz and S. Saito in [11] to give a cycle-theoretic description of theétale fundamental group of the interior X \ |D|.
The strategy of the proof of the above theorem is to compare both sides of the isomorphism with an intermediate abelian group called the "naïve" higher Chow group with modulus, which is a priori independent of the multiplicity of the divisors. We use A 1 -homotopy invariance (Theorem 1.2) for the comparison. We remark that we also obtain an independence result (Theorem 5.10) for relative motivic cohomology groups H * M (X , Z(r)), introduced in [6] (see Definition 5.8), which is defined as the Nisnevich hypercohomology group of the sheaf of the cycle complexes with modulus.
Moreover, supposing that D ≤ D , we study the structure of the "difference" between the groups CH r (X|D, * ) and CH r (X|D , * ). Precisely speaking, we consider the "cycle complexes with modulus" z r (X|D, * ) and z r (X|D , * ), whose homology groups are by definition the higher Chow groups with modulus CH r (X|D, * ) and CH r (X|D , * ), respectively. We have a canonical inclusion of complexes z r (X|D , * ) ⊂ z r (X|D, * ). Then, we have the following result. Then, for any integer q, the homology group H q z r (X|D, * ) z r (X|D , * ) of the quotient complex is a p-group if the characteristic of k is p > 0, and is a Q-vector space if the characteristic of k is zero.
2 The higher Chow group with modulus
Preliminaries on modulus pairs
We recall the notion of modulus pairs. In the introduction, a modulus pair is denoted by X = (X, D), but in the following, it is denoted by X = (X, X ∞ ).
Definition 2.1. A modulus pair is a pair X = (X, X ∞ ) such that
(1) X is a separated, equidimensional scheme essentially of finite type over k,
We call X • := X − |X ∞ | the interior of X . We say that X is effective if X ∞ is effective.
The following lemmas are very important in the modulus theory, and will be used frequently in the rest of the paper. Lemma 2.3. (Containment lemma)Let X = (X, X ∞ ) be a modulus pair. Let V ⊂ X • = X − |X ∞ | be an integral closed subscheme, and let V ⊂ V be an integral closed subscheme of V . Let V ⊂ X be the closure of V in X, and let V N be its normalization. Denote by ν V the composite map
Proof. See Finally, we introduce the tensor product of modulus pairs. It will be used in the formulation of the cube invariance.
Definition 2.4. For modulus pairs
and call it the tensor product of X and Y .
Proof. It suffices to prove that
The inclusion ⊂ is immediate from the definition of support. To prove the inclusion ⊃, by symmetry, it is enough to show that
Since both sides are closed subsets of X × Y , we are reduced to proving that any generic point η ∈ |X ∞ |×Y belongs to |X ∞ ×Y +X×Y ∞ |. Consider the projection pr 2 : |X ∞ | × Y → Y and set η := pr 2 (η) ∈ Y . Since pr 2 is flat, η is also generic. By shrinking Y around η, we may assume that Y ∞ = 0. By flatness of pr 2 , we obtain
This finishes the proof.
Definition of the higher Chow group with modulus
First, we recall the definition of "cubical" higher Chow group in [2, §4] . Let X be an equidimensional scheme of finite type over k. For any integer r, q ≥ 0, let z r (X, q) denote the free abelian group generated on the following set: V V is an irreducible closed subset of X × q of codimension r which intersects X × F properly for any face F ⊂ q .
For any i = 1, . . . q and = 0, 1, the face map
and the degeneracy map
are defined as the pullback of algebraic cycles along the inclusion
and the projection
respectively. Then, {z r (X, * ), d i , π i } defines a cubical abelian group i.e. a functor
where Ab is the category of abelian groups, and Cube is the subcategory of Sets such that the objects are q = {0, 1} q , q = 0, 1, 2, . . . , and the morphisms are generated by the following. 
Inclusions:
Define a map d q : A(q) → A(q) as the alternating sum
Then, (A( * ), d * ) defines a (homological) complex of abelian groups. Moreover, d q induces maps on the subgroups:
Therefore, we obtain two subcomplexes
called the reduced subcomplex and the degenerate subcomplex, respectively. We have a canonical splitting of complexes:
In particular, the quotient complex A( * ) := A( * )/A( * ) degn is canonically isomorphic to A( * ) 0 .
Since z r (X, * ) is a cubical abelian group, we obtain subcomplexes z r (X, * ) degn and z r (X, * ) 0 .
An element of z r (X, * ) degn is called a degenerate cycle. The cubical cycle complex is defined as the quotient complex z r (X, * ) := z r (X, * )/z r (X, * ) degn , which is canonically isomorphic to the reduced subcomplex z r (X, * ) 0 . We define the cubical higher Chow group of X by CH r (X, q) := H q (z r (X, * )) ∼ = H q (z r (X, * ) 0 ). We define the higher Chow group with modulus as the homology group of a subcomplex of the cubical cycle complex. Definition 2.8. For a modulus pair X = (X, X ∞ ) and integers q, r ≥ 0, we define an abelian subgroup
where we say that an irreducible closed subset V ⊂ X • × q satisfies the modulus condition if the following holds:
q be the composite of the normalization morphism and the natural inclusion. Then, we have an inequality of Cartier divisors on
, where F q is an effective Cartier divisor on (P 1 ) q defined by
Remark 2.9. For effective modulus pairs, the above definition coincides with the one introduced by BindaSaito in [6] . The case q ≥ 1 is by definition. We can see the case q = 0 by noting that for any integral closed subscheme 
and {z r (X , * ),
Proof. Obviously, the permutation of factors and the involutions preserve the face condition and the modulus condition. So, it suffices to prove that the pullbacks of cycles
are well-defined. The proof for π i is easy, noting that for any integral closed subscheme
where V × A 1 ⊂ X ×(P 1 ) q and V ⊂ X ×(P 1 ) q−1 are closures. Then, the modulus condition on V immediately implies the modulus condition on V × A 1 . The assertion for d i is a consequence of Lemma 2.3. Indeed, for any irreducible cycle V ⊂ X
• × A q , the support |d i (V )| is contained in V , so by Lemma 2.3, the modulus condition for V implies the modulus condition for d i (V ). This finishes the proof. Definition 2.11. Let A be an abelian group, and set
Obviously, the cubical structure on z r (X , * ) induces a cubical structure on z r (X , * , A). Define the (cubical) cycle complex with modulus with coefficients in A as the quotient complex
By Lemma 2.6, it is canonically isomorphic to the reduced subcomplex
We define the higher Chow groups with modulus of codimension r of a modulus pair X with coefficients in A by
A variant
In §5, we also use a variant of the higher Chow group with modulus.
Definition 2.12. For a modulus pair X = (X, X ∞ ) and integers q, r ≥ 0, we define an abelian subgroup
where we say that an irreducible closed subset V ⊂ X • × q satisfies the naïve modulus condition if the following holds:
q be the composite of normalization morphism and the natural inclusion. Then, we have an inequality
Then, we obtain a cubical abelian subgroup
by the same argument as in the proof of Proposition 2.10. For any abelian group A, we define
We call CH r (X , q) the naïve higher Chow group with modulus.
Remark 2.13. If X = (X, X ∞ ) is effective, then the naïve higher Chow group CH r (X , * ) is independent of the multiplicity of X ∞ . Indeed, for effective X ∞ , the naïve modulus condition ( ) is equivalent to the condition that the closure V ⊂ X × A q misses the support
Flat pullback and proper pushforward
Definition 2.14. A morphism of modulus pairs f :
We use the symbol f
• instead of f if we want to clarify that we are considering just a morphism of k-schemes. The composition of morphisms of modulus pairs are defined by the composition of morphisms of k-schemes.
Moreover, let V ⊂ X × Y be the closure of V , and let
• f is minimal if f is admissible and coadmissible,
• f is left fine (resp. right fine) if V is proper over X (resp. over Y ),
For later use, we introduce the following definition.
Definition 2.15. For every modulus pair X = (X, X ∞ ) and an integer n ∈ Z − {0}, define a modulus pair
Remark 2.16. (1) For two modulus pairs X , Y , a morphism of modulus pairs f : X → Y is admissible (resp. coadmissible) if and only if f is coadmissble (resp. admissible) considered as a morphism of modulus pairs
A morphism of modulus pairs f : X → Y is left fine (resp. right fine) if there exists a morphism (resp. a proper morphism) of k-schemes f :
We omit the proof of the following proposition because it will not be used in the rest of the paper, and the proof is the same as in [12, Lemma 1.11].
Proposition 2.17. Let f : X 1 → X 2 and g : X 2 → X 3 be morphisms of modulus pairs and consider the composite g • f : X 1 → X 3 . Then, the following assertions hold:
(1) If f, g are admissible (resp. coadmissible) and left fine, then so is g • f .
(2) If f, g are admissible (resp. coadmissible) and right fine, then so is g • f .
Proposition 2.18. Let A be an abelian group. Let f : X → Y be a morphism of modulus pairs (see Definition 2.14).
(1) Assume that f is coadmissible, left fine and flat as a morphism of modulus pairs. Then, we have a canonical pullback morphisms of cubical groups
In particular, we obtain a pullback maps for any q ≥ 0
(2) Assume that f is admissible, right fine and proper as a morphism of modulus pairs. Then, we have a canonical pushforward morphisms of cubical groups
In particular, we obtain a pushforward maps for any q ≥ 0
Proof. For simplicity, we assume that A = Z. The maps for general A are obtained by taking ⊗ Z A. Moreover, we only prove that f * : z r (Y , * ) → z r (X , * ) and f * : z r (X , * ) → z r (Y , * ) are well-defined. The proof for the naïve variant is obtained by considering z r (−, * ) , z r (−, * ) instead of z r (−, * ), z r (−, * ), and replacing (P 1 ) q , F q by A q , 0 respectively First, we prove (1) . Assume that f is coadmissble and flat. By the definition, the flat morphism f of modulus pairs is just a flat morphism of k-schemes f = f
, it suffices to prove that the map f * sends z r (Y , * ) to z r (X , * ). In the following we set X = X
• and Y = Y • . Fix q ≥ 0 and take any integral algebraic cycle V ∈ z r (Y , q). To show that W := f * (V ) belongs to z r (X , q), it suffices to check the modulus condition. The support |f
Since f is left fine (see Definition 2.14), Γ f ⊂ X × Y is proper over X, hence the composite map
q denote the closure of W , we obtain a proper surjective morphism
By the universality of normalization, we obtain a commutative diagram
Thus, Lemma 2.2 implies that the desired inequality of Cartier divisors on
The last inequality is obtained by the following two inequalities:
By Lemma 2.3, (a) and (b) follow from
q , the coadmissibility of f implies (a) . On the other hand, since X × V = X × V , the assumption on V implies (b) . This finishes the proof of (1).
Next, we prove (2). Set
Since f is proper we have the pushforward map of cubical abelian groups f * : z r (X, * ) → z r (Y, * ). Noting that z r (X , * ) ⊂ z r (X, * ) and z r (Y , * ) ⊂ z r (Y, * ), it suffices to prove that the map f * sends z r (X , * ) to z r (Y , * ).
Fix q ≥ 0 and take any prime cycle V ∈ z r (X , q). We check that
Since V is prime, W is irreducible. Thus, it suffices to prove that
where
q is the closure of W . Consider the following commutative diagram
where Γ f is the graph of f and the bottom line is surjective by a trivial reason. Then, since
q by the assumption that f is right fine, the induced map
q is also proper, hence surjective. Thus, we can obtain the desired inequaly of Cartier divisors on W N by following the argument of proof of (1).
Corollary 2.19. Let k /k be a finite field extension and let π : X k → X be the induced morphism, where
Then, the composite maps
equal the multiplication by [k : k].
Cube invariance
The aim of this section is to prove the cube invariance (Thoeorem 1.1). Recall that (−1) = (P 1 , −{∞}). Note that for any modulus pair X , the first projection pr 1 :
Moreover, pr 1 is left fine, flat, and coadmissible because it extends to the map pr 1 : X × P 1 → X and we have pr *
Thoeorem 1.1 is a consequence the following theorem. We prove it in §3.5.
Theorem 3.1. Let X = (X, X ∞ ) be a modulus pair, and let A be an abelian group. Then, the pullback maps
are quasi-isomorphisms.
Remark 3.2. We can prove that for any modulus pairs X and Y such that Y ∞ is effective (and non-trivial), the pullback map
is not well-defined. This fact shows that we need non-effective modulus pairs in order to formulate a generalization of A 1 -homotopy invariance.
Rigidity lemma
Let X be an equidimensional scheme of finite type over k, and let w be a finite set of locally closed subsets of X. For any integers r, q ≥ 0, we define a subgroup
as the free abelian group generated on the set V V is an irreducible closed subset of X × q of codimension r which intersects W × F properly for any face F ⊂ q and W ∈ w .
Since the structure maps d i : z r (X, q) → z r (X, q − 1) and π i : z r (X, q − 1) → z r (X, q) restrict to the subgroups, we obtain a cubical subgroup z r w (X, * ) ⊂ z r (X, * ).
In particular, we have a subcomplex Note that we have natural inclusions
Now, consider the tensor product
of modulus pairs X = (X, X ∞ ) and
Let ∈ {0, 1}. By Lemma 2.3, noting that the inclusions
are minimal (see Definition 2.14), we obtain well-defined pullback maps of complexes
We have the following lemma. In particular, the pullback maps induced by i on naïve version
are also homotopic, since it factors as
where the first map is the inclusion.
Proof. We may assume that A = Z. Note that the identity map
induces the canonical identifications
for every q. Since these maps send a degenerate cycle to a degenerate cycle, they induce
Then, these maps satisfy the homotopy relations
A moving lemma: powered generic translation
We prove the following key result, which is used frequently in the rest of the paper. Fix an algebraic closure k of the base field k. (1) a connected algebraic k-group G acting on Y such that the map
Note that this implies automatically that γ restricts to
(2) A finitely generated purely transcendental field extension K ⊃ k and a K-morphism ψ : A 1 K → G K such that ψ(0) = 1 G K and for any τ ∈ A 1 (k) with τ = 0, the image of the composite
is the generic point of G, where pr is the natural projection.
(3) A finite collection w of irreducible locally closed subsets of
• is surjective and all fibers have the same dimension.
Then, the following inclusions are quasi-isomorphisms:
Remark 3.6. Note that the theorem shows that
are also quasi-isomorphisms (see Lemma 2.6).
Corollary 3.7. Let X = (X, X ∞ ) be a modulus pair over k. For integers n ≥ 0 and m 1 , . . . , m n ∈ Z, we define a modulus pair Y by
Consider the product of algebraic groups
Let w be a finite collection of faces of Y • = X • ×A n . Then, the following inclusions are quasi-isomorphisms:
Proof. First, note that the action G Y • = X • × A n naturally extends to an action G Y , since the additive group G a acts on 
. . , t n ) be the function field of G = (G a ) n and consider a K-morphism
where v = (v 1 , . . . , v n ) ∈ G is the generic point of G and t · v = (tv 1 , . . . , tv n ). Then, we can see that for any closed point τ ∈ A 1 −{0}, the point τ ·v lies over a generic point of G. Indeed, the K(τ )(:
. We want to prove that the image of the composite τ · v → G K(τ ) → G is generic. This is equivalent to that the kernel of the composite c :
Since τ is algebraic over k, the images c(t 1 ) = τ · t 1 , . . . , c(t n ) = τ · t n ∈ K(τ ) have no algebraic relation over k, which shows the desired statement. Thus, we can apply Theorem 3.5. This finishes the proof.
In the following, we prove Theorem 3.5. Since the following argument is independent of A, we assume that A = Z without loss of generality, in order to simplify the notation. Moreover, using Corollary 2.19, we may assume that the base field is infinite by considering a tower of field extensions of degree prime to a given prime p. 
Then, π induces a canonical pullback maps
To prove that z r (Y , * ) ( ) /z r w (Y , * ) ( ) is acyclic, it suffices to prove the following assertions:
on quotient complexes is injective on homology groups. (2) The map π * is zero on homology groups.
To prove the assertion (1), we need the following lemma.
Lemma 3.9. Let X be a scheme of finite type over a field k and D a Cartier divisor on X. Let w be a finite set of closed subsets of X \ |D|. Suppose given a filtered projective system (U i ) i∈I of open subsets of X such that the transition morphisms ι j i : U j → U i are affine for all i < j. Set U := ∩ i∈I U i . Moreover, let D (resp. D i ) be the pullback of D onto U (resp. U i ). Then, for any r, q ≥ 0, we have canonical isomorphisms
where the subscript w, on the left (resp. right) hand sides of the isomorphisms, denotes the set {W ∩ U i |W ∈ w} (resp. {W ∩ U |W ∈ w}).
Proof. We give a proof of the first isomorphism. The proof for the naïve version is formally obtained by replacing every z r (−, * ), z r w (−, * ), (P 1 ) q , F q by z r (−, * ) , z r w (−, * ) , A q , 0 respectively. First, we prove injectivity. Set U
by definiton, the injectivity follows. Next, we prove surjectivity. Take any integral cycle
, there exist an element i 0 ∈ I and a cycle
, q) such that the restriction of Z i0 coincides with Z. By discarding components of Z i0 if necessary, we may assume that Z i0 is also integral. Then, Z i0 equals the closure of Z in the scheme U
. It suffices to prove that
and let Z N → Z be the normalization. Then,
Thus, Z N does not contain any generic point of A i0 , which implies that there exists i > i 0 such that A i = ∅. This finishes the proof.
We prove the assertion (1) by using the standard "specialization argument" as in the proof of [1, Lemma 2.3]. Since k ⊂ K is a finitely generated purely transcendental extension, we may assume that tr.deg k (K) = 1 by induction on the transcendental degree. Then, K = k(t) for some transcendental element t ∈ K. By Lemma 3.9, we have z
We can find a non-empty open subset
. By shrinking U if necessary, we may assume that Z 1 and Z 2 are equidimensional over U (by the semi-continuity of the dimension function). Since the field k is assumed to be infinite, there exists a k-rational point x : Spec(k) → U of U . By specializing the above equation at x (which is possible by equidimensionality), we obtain
This finishes the proof of the assertion (1) of Proposition 3.8.
Construction of homotopy
To prove the assertion (2) of Proposition 3.8, it suffices to construct a weak homotopy between π * and the zero map. Consider a "generic translation" K-isomorphism
Note that ϕ restricts to a K-isomorphism
Fix q ≥ 0, and consider the composite
where the first and the third isomorphisms are the exchanging maps. For a moment, fix a positive integer d > 0. Consider the d-th power morphism
Note that ρ d is a finite morphism. Set
The aim of this subsection is the following theorem.
Theorem 3.10. For all integers q ≥ 0 and d > 0, the above construction defines a linear map
satisfying the following properties for any V ∈ z r (Y • , q).
, where we set H −1 = 0, and
Moreover, assume that V belongs to the subgroup
We prepare some elementary lemmas.
Lemma 3.11. Let k be a field, X an equidimensional scheme of finite type over k, and G a connected algebraic k-group. Suppose that we are given an action γ : G × X → X. Let Z, W be two closed subsets of X and let γ| G×Z be the composition γ| G×Z : G × Z → G × X γ − → X, where the first map is the natural inclusion. Assume that the map γ| G×Z is dominant and all the fibers (γ| G×Z ) −1 (x) (x ∈ X) have the same dimension. Then, there exists a non-empty open subset U ⊂ G such that for any point g ∈ U , the closed subsets g · Z := γ(g, Z) and W meet properly in X.
Lemma 3.12. Let X be a quasi-compact scheme and let D, E be Cartier divisors on X with E ≥ 0. Assume that the restriction of D to the open subset X \ E ⊂ X is effective. Then, there exists a natural number n 0 ≥ 1 such that D + n · E is effective for any n ≥ n 0 .
Proof. It suffices to prove that there exists at least one number n ≥ 1 such that D + n · E ≥ 0. By quasicompactness we may assume that X = Spec(A) is affine and that the Cartier divisors D and E are given by rational functions f g and h respectively, where f, g, h ∈ A. The assumption that D| X\E ≥ 0 means that f g ∈ A h , where A h denotes the localization of A obtained by inverting h. Note that the canonical map A → A h is injective because h is a non-zero divisor. Since every element of A h is of the form a h m , where a ∈ A and m ≥ 1, we can find a natural number n ≥ 1 such that f g h n is in (the image of) A, which implies that D + n · E is effective. This finishes the proof.
The rest of this subsection is devoted to the proof of Theorem 3.10. The proof of [1, Lemma 2.2] shows that, for any finite set of locally closed subsets w (possibly empty), the linear map
is well-defined. Taking w = ∅, we obtain a map z
is also well-defined and i *
We need the following lemma. Lemma 3.13. For a closed point τ ∈ A 1 , define
Assume that τ = 0. Then, we have i *
Here, recall from the assumption (2) in Theorem 3.5 that
Since the field extensions do not change the dimensions of closed subsets, it suffices to prove that η
In other words, we want to prove
which can be rewritten as
Since Z and Y • × F meet properly in Y • × A q by assumption, we have the following inequality
which can be written as
So, to prove the desired inequality, it suffices to show
which is equivalent to that η
The last assertion follows from Lemma 3.11, since η −1 ∈ G is generic.
Consider the closed subset F ⊂ q × A 1 of the form
where F ⊂ q is a face and F ⊂ A 1 is an irreducible closed subset. Then, for any W ∈ {Y • } ∪ w, 
consists of finitely many closed points of A 1 − {0}. Thus, Lemma 3.13 shows that the map
is well-defined and i *
In particular, we obtain a well-defined map
To prove the assertion (a), note that for each i = 1, . . . , q − 1 and = 0, 1, we have
where the first equality follows from the cartesian diagram
and the projection formula. The second equality is obvious. This proves the assertion (a).
The assertion (c) is a consequence of the projection formula
where · denotes the intersection product, combined with the equations
Finally, we prove the assertion (d). Assume that V ∈ z r (Y , q). We must show that h
for any d > 0. Therefore, it suffices to check the modulus condition.
We may assume that V is an integral algebraic cycle.
q be the closure of V K , and
Note that Ψ extends to an isomorphism
and let h q (V ) N be its normalization. Then, we have h q (V ) = Ψ * (V K × A 1 ). Therefore, we have
Moreover, let h q (V ) be the closure of h q (V ) in Y K × (P 1 ) q × P 1 , and let h q (V ) N be its normalization. Since
Lemma 3.12 implies that there exists a positive integer d V such that
Note that the d-th power map ρ d : A 1 → A 1 , t → t d naturally extends to a finite morphism
N be its normalization. Then, we have a commutative diagram of finite surjective morphisms
where the vertical maps are the normalization morphisms, and the bottom horizontal arrow is the restriction of id × ρ d , where id is the identity map on Y × (P 1 ) q . The top horizontal arrow is induced by the universal property of the normalization. Since (ρ d ) * {∞} = d · {∞}, Lemma 2.2 shows that the last inequality implies
This finishes the proof of Theorem 3.10 for z r (Y , q). The proof for the naïve version z r (Y , q) is obtained by replacing every F q in the above proof with the trivial divisor.
End of proof of the moving lemma
We are now ready to prove the assertion (2) of Proposition 3.8.
Proposition 3.14. Let C * ⊂ z r (Y , * ) ( ) be a finitely generated subcomplex, and set C w, * := C * ∩ z r w (Y , * ) ( ) . Then, the composite map
is homotopic to zero. In particular, by taking the inductive limit over C * , we can see that the assertion (2) of Proposition 3.8 holds.
Proof. Fix finite number of irreducible closed subsets
} contains all components of all cycles d q (V q l ). Let C q be the free abelian group generated by {V q l } l . Then, we obtain a finitely generated subcomplex
Since the complexes of this type are cofinal among all finitely generated subcomplexes, we may assume that the subcomplex C * in the assertion of the proposition is of this type.
For each V
Module structure over the ring of Witt vectors
Recall that the big Witt ring W(k) is defined as an abelian group
with a unique continuous functorial multiplication satisfying (1 − au) (1 − bu) = 1 − abu. For any integer m ≥ 0, the truncated big Witt ring W m (k) is defined as the quotient
Note that every element of W m (k) is represented by a polynomial. Moreover, we have
We regard W(k) as a topological ring with respect to the projective limit topology, with each W m (k) given the discrete topology. The goal of this section is to prove the following result. Fix a Z-module A.
Theorem 4.3. For any modulus pair X over k and for arbitrary integers r, q ≥ 0, the nilpotent higher Chow group NCH r (X , q, A) has a structure of W(k)-module, where W(k) denotes the big Witt-ring of k, which is continuous in the following sense:
For any element V ∈ NCH r (X , q, A), there exists a positive integer m ≥ 1 such that (1+u
Before starting the proof, we recall the following result. It is not used in the proof of the above theorem, but it motivates our construction of the action. Proof. The reader can find a proof in [14] . We recall only the construction of div. Let f (u) = 1 + ug(u) ∈ 1 + uk[u] be a polynomial. Then, it defines a divisor div(f ) on A 1 = A 1 k . This result leads us to the following construction. Consider the natural surjection
where the left hand side denotes the free abelian group generated by zero cycles on A 1 \ {0}. Note that by definition we have NCH r (X , q, A) = H q z r (X ⊗ A 1 , * , A) pr * 1 z r (X , * , A)
.
Let α ∈ z 0 (A 1 \ {0}, 0) be a zero cycle and let V ∈ z r (X ⊗ A 1 , q) be an integral cycle. Then we obtain a cycle α × V on A 1 × (X • × A 1 × A q ). Consider the multiplication map
Let |α| denote the support of the cycle α, which is a finite set of closed points on A 1 \ {0}. Then, α × V can be regarded as a cycle on |α| × (X • × A 1 × A q ). Since |α| does not contain 0, the restriction
of µ is a finite morphism. We define a cycle α · V on
This construction is linearly extended to the following homomorphism:
Proof. The right hand side is a subgroup of the left hand side by definition. Take any irreducible closed subset V which belongs to the left hand side. Let V be the closure of V in Y ×(P 1 ) q , and set Z = V ∩(Y \|E|)×(P 1 ) q .
Let V N and Z N be the normalizations of V and Z, respectively. Then, by assumption, we have
By Lemma 3.12, there exists a positive integer m such that
Claim 4.8. For any Z ∈ z r w (X ⊗ A 1 , q, A), we have (1) i * 0 Z = deg f · pr * 1 (i * 0 Z), and (2) i * 1 Z = div(f ) · Z. Clearly, we may assume that Z = V is integral. The assertion (1) follows from the calculation:
In the following, we prove (2) . First, we note that i *
where π denotes the structure morphism. By projection formula, we obtain where the first isomorphism follows from Theorem 3.7 and Remark 3.6. The second one follows from Theorem
