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We derive an effective low-energy theory of disordered interacting quantum wires. Our theory describes
Anderson localization in the limit of vanishing dephasing and reduces to standard abelian bosonization
in the limit of vanishing disorder. In a system with many transport channels, it exhibits the diffusive
physics characteristic for multi-channel quantum wires.
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Introduction.— The suppression of transport (’localiza-
tion’) in disordered one-dimensional quantum wires is a
well established paradigm of condensed matter physics. In
view of this, it is remarkable that only very recently the ac-
tual mechanisms of one-dimensional localization have been
clearly identified. Specifically, the point has been made
that two fundamentally different mechanisms of localiza-
tion need to be distinguished [1, 2]: at high temperatures,
impurities impede the propagation of left- and right-moving
charge density waves (CDW) by a mechanism known as pin-
ning [3, 4]. At low temperatures, pinning competes with a
second process wherein the electron and hole amplitude con-
stituting a density mode break up in a diffractive scattering
event. The two amplitudes then undergo different sequences
of scattering events before they recombine to form a phase-
coherent entity. An accumulation of such interferences leads
to the phenomenon of ‘Anderson localization’ [5, 6].
The renormalization of the impurity strength by Friedel
oscillations [7, 8] notwithstanding, pinning is essentially a
classical effect. In contrast, Anderson localization is funda-
mentally quantum. The different nature of the two phenom-
ena reflects in that they are usually described in incongru-
ent theoretical languages. The standard theory of pinning
is abelian bosonization, an approach building on an action
S = SLL + Sbs [9], where
SLL = − 1
K
∫
dxdτ
2pi
∑
a
φa
(
u−1∂2τ + u∂
2
x
)
φa, (1)
and Sbs = − vF4τb
∑
ab
∫
dxdτdτ ′
(2piλ)2
(
e2i(φ
a(x,τ)−φb(x,τ ′)) + c.c.
)
is
a scattering term generated by (Gaussian distributed) dis-
order [8]. Here a, b are replica indices, and K, vF , u, λ, and
τb are the so-called Luttinger parameter, the Fermi velocity,
the CDW velocity, an UV cutoff length scale, and the mean
backscattering time, respectively.
The fact that abelian bosonization emphasizes the elas-
tic excitations of a density like variable ∼ ∂xφ signals that
this approach is poorly suited to describe quantum interfer-
ence phenomena. This, and the observation that at moder-
ate interaction strength the low temperature regime exhibits
signatures of an ordinary Fermi liquid, has led to the sugges-
tion [1] to describe interference in terms of fermionic degrees
of freedom. Within this approach, remnants of the high
temperature CDW regime are condensed into a renormal-
ization of impurity scattering rates. The effective fermionic
theory then affords a straightforward description of, e.g.,
the dephasing influence of interactions on weak localiza-
tion corrections. The insights gained in this way have been
used to propose a complete (if partly implicit) description
of the scaling behavior of the conductivity as a function of
temperature [1]. On the other hand, we know from higher-
dimensional contexts that purely fermionic approaches are
poorly suited to describe strong Anderson localization. Also,
it is evident that a description of different regimes (there
are no phase transitions or equally drastic changes separat-
ing the high and the low temperature regime) of one and
the same system in terms of degrees of freedom as distinct
as bosons and fermions cannot be ideal.
ψ¯(x, t)
ψ¯(x, t)
ψ(x, t)
ψ(x, t′)
FIG. 1: Weak localization loop in 1d (lateral dimension added
for clarity.) Discussion, see text.
In this Letter we introduce a new theory of the disordered
quantum wire. Aspects of this theory appeared recently by
way of an approximate representation of a high tempera-
ture regime, in which the effects of disorder scattering can
be treated perturbatively [10]. Below, we will show that
the scope of the new formulation is actually much broader.
We will provide a general derivation, and apply the theory
to the discussion of various limiting regimes. Specifically,
we will show that (i) in the limit of vanishing interaction it
predicts a direct crossover from ballistic dynamics to strong
Anderson localization, in the limit of vanishing disorder (ii)
the theory collapses to (1), and (iii) upon coupling several
channels it transmutes to the familiar nonlinear σ-model
of diffusive conductors [11]. By way of a simple applica-
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2tion, we will demonstrate how dephasing destructs the large
quantum fluctuations responsible for Anderson localization.
Our approach is built on bosonic variables which are general
enough to represent all low-energy processes in the system.
This is not to say that the new formulation makes the un-
derstanding of the complicated interplay of interaction and
strong localization an easy task. It represents no more and
no less than a framework in which the different mechanisms
of localization can be explored in a unified and efficient
manner.
The foundations of our theory can be motivated by in-
spection of the weak localization loop shown in Fig. 1.
The loop represents the propagation of pair amplitudes
ψ¯(x, t)ψ(x, t′) where the particle (ψ) and hole (ψ¯) degree of
freedom traverse a given point x at different times t and t′,
respectively. This structure suggests to build the description
of quantum interference on a (bosonic) composite degree of
freedom B(x; t, t′) ∼ ψ¯(x, t)ψ(x, t′). In the limit t→ t′ of
time-local density propagation, this mode is expected to re-
duce to the standard degrees of freedom of bosonization,
B(x; t, t) ∼ ∂x(φ ± θ)(x, t), where θ is conjugate to ∂xφ
and the sign is dictated by the chirality of the participating
amplitudes. The idea to employ time non-local variants of
boson fields is in fact not original: the field theory approach
to Anderson localization in disordered conductors is based
on these very degrees of freedom [12].
Model.— On a microscopic level, a disordered and inter-
acting system of one-dimensional fermions is described by
the replica action
S =
∫
d2x (ψ¯+, ψ¯−)
(
∂ + a+ U+ V
V ∗ ∂¯ + a¯+ U−
)(
ψ+
ψ−
)
.
(2)
Here, the overbar denotes complex conjugation, ψ± =
{ψa±} are replicated left- and right-moving fermion fields,
the two component variable (x0, x1) ≡ (τ, x) comprises
imaginary time and spatial coordinate, and ∂ ≡ ∂0 +
ivF∂1. The Hubbard-Stratonovich field (replica indices are
suppressed) a = a1 + ia2 represents the interaction in
terms of the correlators 〈a1/2(x)a1/2(x′)〉 = δ(x− x′)g4/2,
where the constants g4 and g2 characterize the strength
of the interaction between fermion densities of identical
and opposite chirality, respectively. (For the spinless elec-
trons considered here, the g4-interaction may be absorbed
in a redefined Fermi velocity vF → vF + g4/2pi (see,
e.g., Ref. [1]) and ignored thenceforth.) Finally, the for-
ward/backward scattering disorder amplitudes U±(x)/V (x)
are correlated according to 〈U±(x)U±(x′)〉 = 12piντf δ(x −
x′) and 〈V (x)V ∗(x′)〉 = 12piντb δ(x−x′), where ν = 1/pivF
is the density of states and τf the forward scattering time.
Clean non-interacting system.— Let us first study a re-
duced model, free of interactions (a = 0) and backscatter-
ing disorder (V = 0). In this limit, S decouples into two
actions S± for the left- and right-moving fields. The for-
ward scattering potential remaining in the problem merely
decorates left- and right-moving fermion amplitudes by a
phase which can be removed by a gauge transformation.
This freedom will now serve as a basis to transform to new
degrees of freedom. The idea is to assume infinitely strong
forward scattering, τf → 0, and keep only contributions of
order O(τ0f ) to the disorder-averaged effective action. In
this way we filter out the physically relevant (gauge invari-
ant) sector of the ballistic theory. Technically speaking, our
theory becomes an exact representation of the microscopic
model in the limits EF →∞ (EF is the Fermi energy) and
τf → 0 with EF τf  1.
Averaging the exponentiated action exp(−S) over the
forward scattering potentials U (the subscript ± is tem-
porarily suppressed for notational clarity), decoupling the re-
sulting four-fermion term by a Hubbard-Stratonovich trans-
formation, and integrating over the fields ψ, we arrive at
the effective action S = piντf
∫
dx tr(Q2)− tr ln(∂ + 12τfQ),
where Q = {Qabττ ′(x)} is a bilocal operator in replica-
and time-space. Much as in higher-dimensional field the-
ories of disordered electron systems [12], we may subject
this action to a stationary phase analysis to obtain the
manifold of low-energy field configurations Q = TΛT−1,
where Λ = {sgn(n)δnn′} represents the imaginary part
of the local Green’s function at fermionic Matsubara fre-
quency ωn, and the unitary matrix-fields T define the soft
mode manifold of the theory. Deviations from this manifold
are penalized in the parameter EF τf  1. Substitution
of the soft mode configurations into the action leads to
S[T ] = −tr ln( 12τf Λ + ∂ + T−1[∂, T ]). Rewriting the log-
arithm in a power series in T−1[∂, T ] and integrating over
intermediate Green’s functions G ∼ ( 12τf Λ + ∂)−1, we find
that the only τf -independent contributions are (s = ±)
Ss[Ts] =
1
2vF
∫
dx tr
(
svFTsΛ∂xT−1s + ωˆTsΛT
−1
s
)
. (3)
Eq. (3) is known as the action of the ballistic σ-model [13].
We may think of it as a generalization of the standard
abelian bosonization action: parametrize the fields Ts by
generators Ts = eWs with [Λ,Ws]+ = 0. The bosonic
field W abs,ττ ′(x) describes an s-moving electron (in replica
a) and hole (in replica b) at common coordinate x and
times τ and τ ′, respectively. One may therefore suspect
that a restriction to time-local and replica-diagonal gen-
erators W abs,ττ ′ = w
a
s,τδττ ′δ
ab, will make Ss collapse to
the standard abelian form. To see that this is indeed the
case, we use the UV regularized time representation of
the fermionic Green’s function limτ→τ ′ Λττ ′ = vF /(piλ).
A straightforward point splitting procedure then shows
that the parameterization was,τ = i (sφ
a
τ − θaτ ) generates
Qaas,ττ = ivF∂x (φ
a
τ − sθaτ ) /pi. Substitution into (3) and in-
tegration over θ leads to the non-interacting (K = 1) limit
of Eq. (1). In fact we may consider (3) as the minimal
generalization of Eq. (1) to replica rotation symmetry and
broken Matsubara rotation symmetry (see also discussion
below). We finally note that it is straightforward to com-
pute exact (gauge invariant) fermion correlation functions
3from the action (3). (This is possible, because in the clean
limit all non-linear terms in the expansion of the fields in
generators lead to vanishing contributions, a phenomenon
that reflects the absence of loop diagrams in chiral fermion
systems [14, 15].)
Including interactions.— Interactions are conveniently
treated by performing a gauge transformation in the mi-
croscopic action (2), ψs → ei(χ+sϕ)ψs, ψ¯s → ψ¯se−i(χ+sϕ),
with (a1, a2)t =
(
∂¯ ∂¯
−∂ ∂
)
(χ, ϕ)t. This transformation gen-
erates a chiral anomaly (see e.g. Ref. [16]) which modifies
the Coulomb field propagator. After integration over χ, the
latter takes the form
Sϕ = −
∑
m,q,a
[
(v2F q
2 + ω2m)(u
2q2 + ω2m)
g2(vFuKq2 + ω2m)
]
|ϕam,q|2, (4)
where u =
√
v2F − g22/4pi2 and K =
√
vF−g2/2pi
vF+g2/2pi
. If we
now represent the gauged and non-interacting theory in
terms of the ballistic σ-model, restrict ourselves to time-
and replica-diagonal generators (φ, θ) as outlined above,
shift φ → φ − ϕ, and integrate over the quadratic fields
(ϕ, θ), we obtain the Luttinger action (1). However, this
level of approximation does not suffice to describe impurity
scattering.
Backscattering disorder and Anderson localization.— The
use of time non-local bosonic fields shows its power once we
introduce backscattering into our model. For the moment,
we restrict ourselves to the limit of vanishing dephasing or
zero temperature, where the dominant effect of interactions
is a renormalization of the backscattering rate τ−1b .
Averaging exp(−S) over the backward scattering poten-
tial V generates a second four-fermion term, describing
correlations between fermion amplitudes of the left- and
right-moving branch. Assuming the limit τf/τb → 0, we
can decouple this additional interaction term by the matrix-
fields Qs. Integrating over the fields ψ, we arrive at the
effective averaged action Ss = piντf
∫
dx tr(Q2s) − tr ln(∂ +
1
2τf
Qs + 12τbQ−s). Saddle-point analysis and reduction to
the soft mode contribution leads to the effective action
Ss = −tr ln
(
1
2τf
Λ + ∂ + T−1s [∂, Ts] +
1
2τb
T−1s Q−sTs
)
.
Expanding the ‘tr ln’ as discussed above, we find only one
backscattering contribution that is independent of τf ,
Sbs[T+, T−] =
1
8vF τb
∫
dx tr (Q+Q−) . (5)
In the limit τf/τb → 0, the sum of the actions (3) and (5),
S+[T+]+S−[T−]+Sbs[T+, T−] defines an exact description
of the disordered quantum wire.
We next turn to the phenomenon of Anderson localiza-
tion. The action (5) couples the ± channels and penalizes
fluctuations T+ 6= T−. Elementary power counting shows
that the backscattering term is a relevant perturbation of
scaling dimension 1 or ’length’. At length scales L smaller
than a crossover scale, L < vF τb ≡ lb, this term represents
a weak perturbation and the dynamics remains essentially
ballistic. However, at larger scales, L & lb, the backscatter-
ing term dominates over the kinetic action (3). To explore
the consequences, we define ’massive’ and ’massless’ gen-
erators K = W+ −W− and W = W+ +W−, respectively.
A quadratic integration over K-fluctuations then generates
the effective action
Sdiff[Q] =
piν
4
∫
dx tr
(
4ωˆQ+Db (∂xQ)
2
)
, (6)
where Q ≡ eWΛe−W is a matrix field ’isotropic’ in ±-space,
and Db = vF lb is the one-dimensional diffusion constant.
At length scales comparable to the UV cutoff, L ∼ lb, the
coupling constant in Eq. (6) is of O(1). This means that
we are dealing with a strongly fluctuating σ-model. These
models show exponentially decaying correlations at length
scales comparable to their UV cutoff; in the present con-
text, this means Anderson localization at scales L & lb.
The above formalism thus predicts a direct crossover from
ballistic dynamics at L . lb to localization at larger scales;
unlike in multi-channel wires, there is no intermediate dif-
fusive regime. In passing, we note that one may couple a
finite number N > 1 of theories (3) by straightforward gen-
eralization of (5) to an N -channel disordered quantum wire.
For generic coupling, only fluctuations isotropic in channel-
and ±-space remain massless. An integration over massive
fluctuations then generates (6) with a global prefactor N .
For N  1, this defines the diffusive σ-model [12]: it fluc-
tuates weakly (→ diffusive correlations) at scales below the
localization length ξ ≡ Nlb and only at larger scales crosses
over into the localized regime.
‘Theory of everything’.— To treat disorder and interac-
tions simultaneously, we gauge out the interaction, as in
the clean case discussed above. Apart from modifying the
Coulomb field propagator, the transformation dresses the
backscattering disorder potential V → e2iϕV , which means
that Sbs assumes the form
Sbs[T+, T−;ϕ] =
1
8vF τb
∫
dx tr
(
Q+e
2iϕQ−e−2iϕ
)
. (7)
Eqs. (3), (4), and (7) define the final form of our field theory
for disordered interacting quantum wires and represent the
main result of this paper.
Interaction and disorder.— As in the standard abelian ap-
proach [8], an integration over fluctuations of the field ϕ
on short length scales λ < L < λ′ renormalizes the disorder
strength according to τ−1b → τ−1b (λ′/λ)3−2K [17]. This is
the celebrated renormalization of scattering rates by Friedel
oscillations. At larger scales, interactions suppress electron
interference by the mechanism of dephasing. Rather than
focusing on a specific observable (dephasing rates τϕ para-
metrically depend on the phenomenon under consideration)
we here briefly outline the ways by which the fluctuations
W responsible for localization get suppressed in the weakly
interacting (K ' 1) system.
To this end, let us anticipate that in a regime of strong
dephasing (characterized by a dephasing time τϕ  τb),
a perturbative expansion in generators is legitimate, Qs ≈
Λ
(
1 + 2Ws + 2W 2s + . . .
)
. The zeroth order contribution
in Ws introduces dissipation into the Coulomb field prop-
agator (4), Sdis[ϕ] = −12pilb
∑
m,q |ωm||ϕam,q|2. Integrating
the second order contribution to Sbs over fluctuations of the
’screened’ interaction, we generate the sum of a self energy
and a vertex contribution,
∑
s S[Ws,Ws] + 2S[W+,W−],
with
S[Ws,Ws] = c tr ((ΛWsWs)τ1τ2Λτ2,τ1) e
F (τ1−τ2),
S[W+,W−] = c tr ((ΛW+)τ1τ2(ΛW−)τ2τ1) e
F (τ1−τ2),
where c is a constant,
F (τ) ≡ α ln
(pivF
λT
sin (|2piTτ |)
)
+
(
τ
τWLϕ
)2
, (8)
and α = 2 − 2K ' g2pivF . In the absence of interactions,
F = 0, the ±-isotropic combination, W , is a zero mode
of the action (see discussion above.) At finite α, the loga-
rithmic contribution to F generates the renormalization of
the scattering strength alluded to above. The second term
contains the time scale τWLϕ =
g2
2pivF
√
piT
τb
, previously iden-
tified as the dephasing time of weak localization [1]. In
the present context, it limits the time non-locality to values
|τ1 − τ2| . τϕ. For larger time differences, the dephas-
ing term prevents the cancellation of self energy and vertex
contributions, thereby suppressing the previously massless
mode W . In effect, this means that the duration of quan-
tum interference ’loops’ is limited to values. τϕ. For strong
dephasing, τϕ < τb, this suppression can be explicated on
the level of the quadratic action above or, equivalently, by
direct perturbation theory [1] (an explicit description of de-
phasing in the multi-loop localization regime, τϕ  τb, may
be out of reach.) At zeroth order in an expansion in τϕ,
one is left with a theory that admits only time-local fluctu-
ations, Wττ . A straightforward RG analysis [15] shows that
the action of these fluctuations describes pinning, much in
the same way as the original formulation [8]. We thus con-
clude that the backscattering vertex (5) encapsulates the
full information on the crossover from a regime of time lo-
cal fluctuations and pinning to time non-local interference
and Anderson localization.
Symmetries.— In more formal terms, the role of time non-
locality reflects in the symmetries of the problem: the proto-
typical non-interacting fermion theory contains two impor-
tant symmetries, namely replica rotation symmetry, ψa →
T abψb, ψ¯a → ψ¯b(T−1)ba, and an approximate symmetry
under slow time dependent transformations, ψn → Tnmψm,
ψ¯n → ψ¯m(T−1)mn, where n,m are indices of fermionic
Matsubara frequencies ωn, ωm, and it is understood that the
symmetry breaking difference |ωn−ωm| defines the smallest
frequency scale in the problem. These symmetries are no
longer manifestly present in the (formally exact) representa-
tion (1) (for a very pedagogical discussion of the shortcom-
ings of abelian bosonization in problems with symmetries,
see [18],) and this is the reason for its problems in describ-
ing interference phenomena. By contrast, the action (3)
fully contains the relevant information. It is invariant under
rotations in replica space, while the approximate Matsubara
rotation symmetry of (2) is broken to two subgroups oper-
ating only in the positive/negative frequency sectors. Eq.
(3) is the Goldstone mode action associated with this sym-
metry breaking. In the weakly interacting limit, fluctuations
of the Goldstone modes lead to localization. At finite in-
teractions, the underlying symmetries are explicitly broken,
and the model collapses to a theory of ’pinning’, essentially
equivalent to abelian bosonization.
In this communication we have not ’done’ anything with
the new theory, other than exploring limiting cases (for a
first application to out-of-equilibrium disordered Luttinger
liquids see Ref. [10].) We have argued that time non-local
Goldstone mode fluctuations define an essential (and min-
imal) generalization of standard bosonization necessary to
describe the conspiracy of interaction and interference in
one dimension. Beyond its conceptual value, this extended
approach may become of value as a basis to describe one-
dimensional quantum interference in a coherent fashion.
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