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Improved Transients in Multiple Frequencies
Estimation via Dynamic Regressor Extension and
Mixing
Stanislav Aranovskiy1,2, Alexey Bobtsov2, Romeo Ortega3, Anton Pyrkin2
Abstract
A problem of performance enhancement for multiple frequencies estimation is studied. First, we consider a basic gradient-
based estimation approach with global exponential convergence. Next, we apply dynamic regressor extension and mixing technique
to improve transient performance of the basic approach and ensure non-strict monotonicity of estimation errors. Simulation results
illustrate benefits of the proposed solution.
I. INTRODUCTION
A problem of frequency identification for sinusoidal signals attracts researchers’ attention both in control and signal processing
communities due to its practical importance. Indeed, frequency identification methods are widely used in fault detection systems
[1], for periodic disturbance attenuation [2], [3], in naval applications [4] and so on.
Many online frequency estimation methods are currently available in literature, e.g. a phase-locked loop (PLL) proposed in
[5], adaptive notch filters [6], [7]. Another popular approach is to find a parametrization yielding a linear regression model,
which parameters are further identified with pertinent estimation techniques, see [8]–[10]. However, the most of online methods
are focused on stability studies and local or global convergence analysis; transients performance is not usually considered and
is only demonstrated with simulations. On the other hand, it is well-known that many gradient-based estimation methods can
exhibit poor transients even for relatively small number of estimated parameters, the transients can oscillate or even display a
peaking phenomena. A method to increase frequency estimation performance with adaptive band-pass filters was proposed in
[11] but for a single frequency case only. Thus, the problem of performance improvement for multiple frequencies estimation
remains open.
A novel way to improve transient performance for linear regression parameters estimation was proposed in [12]; the approach
is based on extension and mixing of the original vector regression in order to obtain a set of scalar equations. In this paper we
apply this approach to the problem of multiple frequencies estimation. It is shown that under some reasonable assumptions and
neglecting fast-decaying terms, non-strict monotonicty can be provided for estimates of parameters avoiding any oscillatory or
peaking behavior.
The paper is organized as follows. First, in Section II a multiple frequencies estimation problem is stated. A basic method
to solve the problem is presented in Section III. Next, in Section IV we consider dynamic regressor extension and mixing
(DREM) procedure and apply it to the previously proposed method. Illustrative results are given in Section V and the paper
is wrapped up with Conclusion.
II. PROBLEM STATEMENT
Consider the measured scalar signal
u(t) =
N∑
i=1
Ai sin(ωit+ ϕi), (1)
where t ≥ 0 is time, Ai > 0, ϕi ∈ [0, 2π), and ωi > 0 are unknown amplitudes, phases, and frequencies, respectively,
i ∈ N := {1, 2, . . .N}, N is the number of the frequencies in the signal.
Assumption 1: All the frequencies ωi, i ∈ N , are distinguished, i.e.
ωi 6= ωj ∀i 6= j, i, j ∈ N.
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2Remark 1: The signal (1) can be seen as an output of a marginally stable linear signal generator
z˙(t) = Γz(t), z(0) = z0 ∈ R2N ,
u(t) = Hz,
where Γ ∈ R2N×2N and H ∈ R1×2N . The characteristic polynomial of the matrix Γ is given by
Pθ(s) := s
2N + θ1s
2N−2 + . . . θN−1s
2 + θN ,
where the parameters θi are such that roots of the polynomial Pθ(s) are ±iωi, where i :=
√−1, i ∈ N . Obviously, given a
vector θ := col(θi) ∈ RN , the frequencies can be univocally (up to numerical procedures accuracy) defined, and vice versa.
Thus, in many multiple frequencies estimation methods the vector θ is identified instead of separate frequencies values. In our
paper we follow this approach and assume that the frequencies are estimated if the vector θ is obtained. The problem of direct
frequency identification is considered, for example, in [13].
Frequencies Estimation Problem. The goal is to find mappings Ψ : R×Rl 7→ Rl and Θ : Rl 7→ RN , such that the following
estimator
χ˙(t) = Ψ(χ(t), u(t)),
θˆ(t) = Θ(χ(t)).
(2)
ensures
lim
t→∞
|θˆ(t)− θ| = 0. (3)
III. A BASIC FREQUENCIES IDENTIFICATION METHOD
In this section we consider a multiple frequencies estimation method, proposed in [14] and further extended in [15], [16].
This method is based on State-Variable Filter (SVF) approach, see [17], [18].
Lemma 1: Consider the following SVF
ξ˙(t) = Aξ(t) +Bu(t), (4)
where ξ :=
[
ξ1(t), ξ2(t), . . . ξ2N (t)
]⊤
,
A =


0 1 0 . . . 0
0 0 1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . 1
−a0 −a1 −a2 . . . −a2N−1


, B =


0
0
.
.
.
0
a0


,
ai, i ∈ {0, 2, . . . , 2N − 1}, are coefficients of a Hurwitz polynomial
a(s) = s2N + a2N−1s
2N−1 + . . . a1s+ a0.
Define
y(t) := −ξ˙2N (t) =
2N∑
i=1
ai−1ξi(t)− a0u(t). (5)
Then the following holds:
y(t) = φ⊤(t)θ + ε(t), (6)
where
φ(t) :=
[
ξ2N−1(t), ξ2N−3(t), . . . ξ3(t) ξ1(t)
]⊤
, (7)
θ is defined in Remark 1, and ε(t) is an exponentially decaying term.
The proof is straightforward and follows the proof presented in [16].
Using Lemma 1 we can propose a multiple frequencies estimator.
Proposition 1: Consider the signal (1) satisfying Assumption 1, the SVF (4), and the signals y(t) and φ(t), defined by (5)
and (7), respectively. Then the estimator
˙ˆ
θ(t) = Kθφ(t)(y(t) − φ⊤(t)θˆ(t)), (8)
where Kθ ∈ RN×N , Kθ > 0, ensures the goal (3). Moreover, the estimation error θ˜(t) := θˆ(t) − θ converges to zero
exponentially fast.
3Remark 2: The proposed estimator can be also written in form (2) as (the argument of time is omitted):
χ := col(ξ, θˆ),
Ψ(χ, u) :=
[
Aξ +Bu
Kθφ(y − φ⊤θˆ)
]
,
Θ(χ) := θˆ.
Sketch of the proof. The proof of Proposition 1 follows the proof given in [16]. Substituting (6), it is easy to show that the
estimation error θ˜(t) obeys the following differential equation
˙˜θ(t) = −Kθφ(t)φ⊤(t)θ˜(t) + ǫ(t), (9)
where ǫ(t) := Kθφ(t)ε(t) is bounded and exponentially decays. Since signal (1) consists of N sinusoidal components with
distinguished frequencies, the vector φ(t) satisfies persistant excitation condition [19], that is∫ t+T
t
φ(s)φ⊤(s)ds ≥ δIq,
for some T, δ > 0 and for all t ≥ 0, which will be denoted as φ(t) ∈ PE. Thus, the linear time-varying system (9) is
exponentially stable and
lim
t→∞
|θ˜(t)| = 0.
The estimation algorithm (8) ensures global exponential convergence of θ˜(t), but do not guarantee performance transients. It
is known from practice that for N ≥ 2 behavior of the estimator (8) becomes oscillatory and can exhibit peaking phenomena.
However, these limitations can be overcome with DREM technique presented in the next section.
IV. ENCHANCING THE BASIC ALGORITHM VIA DREM PROCEDURE
In this section we first present the DREM procedure proposed in [12], and then apply it to the basic frequencies estimation
algorithm studied in Section III.
A. Dynamic Regressor Extension and Mixing
Consider the basic linear regression
ρ(t) = m⊤(t)r, (10)
where ρ ∈ R and m ∈ Rq are measurable bounded signals and r ∈ Rq is the vector of unknown constant parameters to be
estimated. The standard gradient estimator, equivalent to (8),
˙ˆr(t) = Krm(t)(ρ(t) −m⊤(t)rˆ(t)),
with a positive definite adaptation gain Kr ∈ Rq×q yields the error equation
˙˜r(t) = −Krm(t)m⊤(t)r˜(t), (11)
where r˜(t) := rˆ(t)− r is the parameters estimation error.
We propose the following dynamic regressor extension and mixing procedure. The first step in DREM is to introduce q− 1
linear, L∞-stable operators Hi : L∞ → L∞, i ∈ {1, 2, . . . , q− 1}, whose output, for any bounded input, may be decomposed
as
(·)fi (t) := [Hi(·)](t) + ǫt,
with ǫt is a (generic) exponentially decaying term. For instance, the operators Hi may be simple, exponentially stable LTI
filters of the form
Hi(p) =
αi
p+ βi
,
with αi 6= 0, βi > 0; in this case ǫt accounts for the effect of initial conditions of the filters. Another option of interest are
delay operators, that is
[Hi(·)](t) := (·)(t− di),
where di > 0.
Now, we apply these operators to the regressor equation (10) to get the filtered regression1
ρfi(t) = m
⊤
fi
(t)r.
1To simplify the presentation in the sequel we will neglect the ǫt terms. However, it is incorporated in the analysis and proofs given in [12].
4Combining the original regressor equation (10) with the q − 1 filtered regressors we can construct the extended regressor
system
Re(t) = Me(t)r, (12)
where Re ∈ Rq and Me ∈ Rq×q are defined as
Re(t) :=


ρ(t)
ρf1(t)
.
.
.
ρfq−1 (t)

 , Me(t) :=


m⊤(t)
m⊤f1(t)
.
.
.
m⊤fq−1(t)

 . (13)
Note that, because of the L∞–stability assumption of Hi, Re and Me are bounded. Premultiplying (12) by the adjunct matrix
of Me we get q scalar regressions of the form
Ri(t) = ψm(t)ri (14)
with i ∈ q¯ := {1, 2, . . . , q}, where we defined the determinant of Me as
ψm(t) := det{Me(t)}, (15)
and the vector R ∈ Rq
R(t) := adj{Me(t)}Re(t). (16)
Proposition 2: Consider the q–dimensional linear regression (10), where ρ(t) and m(t) are known, bounded functions of time
and r ∈ Rq is a vector of unknown parameters. Introduce q−1 linear, L∞–stable operatorsHi : L∞ → L∞, i ∈ {1, 2, . . . , q−1}
verifying (IV-A). Define the vector Re and the matrix Me as given in (13). Next consider the estimator
˙ˆri = kiψm(t)(Ri(t)− ψm(t)rˆi), i ∈ q¯, (17)
where ki > 0, ψm(t) and R(t) are defined in (15) and (16), respectively. The following implications holds:
ψm(t) /∈ L2 =⇒ lim
t→∞
r˜i(t) = 0, ∀i ∈ q¯. (18)
Moreover, if ψm(t) ∈ PE, then r˜i(t) tends to zero exponentially fast.
Remark 3: It is well–known [19] that the zero equilibrium of the linear time–varying system (11) is (uniformly) exponentially
stable if and only if the regressor vector m(t) ∈ PE. However, the implication (18) proposes a novel criterion for assymptotic
convergence which is not necessary uniform for ψm(t) /∈ PE. This criterion, namely ψm(t) /∈ L2, is established not for the
regressor m(t) itself, but for a determinant of the extended matrix Me, and do not coincide with the condition m(t) ∈ PE.
For more details and illustrative examples see [12].
Remark 4: It is easy to show that error dynamics is given by
˙˜ri(t) = −kiψ2m(t)r˜i(t).
It follows that all the transients are non-strictly monotonic and do not exhibit oscillatory behavior.
B. Applying DREM for frequencies estimation
Following the proposed procedure we introduce N − 1 linear, L∞–stable delay operators [Hi(·)](t) := (·)(t − di), i ∈
{1, 2, . . .N − 1}, where di > 0 and di 6= dj for i 6= j, and define N − 1 filtered signals
φfi (t) = φ(t− di),
yfi(t) = y(t− di).
(19)
Next coupling these signals with y(t) and φ(t) we construct
Ye(t) :=


y(t)
yf1(t)
.
.
.
yfN−1(t)

 , Φe(t) :=


φ⊤(t)
φ⊤f1 (t)
.
.
.
φ⊤fN−1(t)

 , (20)
where Ye(t) is a N × 1 vector and Φe(t) is a N ×N matrix. Defining
ψφ(t) := det{Φe(t)} (21)
and
Y (t) = adj{Φe(t)}Ye(t), (22)
5we result with a set of N scalar equations
Yi(t) = ψφ(t)θi.
Next the basic differentiator (8) is replaced with
˙ˆ
θi(t) = γiψφ(t)(Yi(t)− ψφ(t)θˆ(t)), (23)
where γi > 0, i ∈ N .
Following the Proposition 2 and Remark 4, we are now in position to establish the main result.
Proposition 3: Consider the signal (1) and the SVF (4). Define y(t) and φ(t) as (5) and (7), respectively. Choose N − 1
parameters di, i = {1, 2, . . . , N − 1} and compute Ye(t) and Φe(t) as (19),(20). If the parameters di are chosen such that
ψφ(t) /∈ L2, where ψφ(t) is defined in (21), then estimation algorithm (23) with Y (t) defined in (22) guarantees for i ∈ N
• limt→∞ |θˆi(t)− θi| = 0;
• θˆi(t) is non-strictly monotonic and |θ˜i(t)| is non-increasing.
Moreover, if ψφ(t) ∈ PE, then θˆi(t) converges to θi exponentially fast.
The main novelty of Proposition 3 in compare with the basic algorithm given in Proposition 1 consists in guaranteed non-strict
monotonicity of the transients θˆi(t). Obviously, the second statement of Proposition 3 is only valid neglecting exponentially
decaying terms in SVF transients, namely ε(t) in (6). However, these transients depend on our choice of SVF matrix A in (4),
and, practically, are significantly faster then the estimation process.
V. AN EXAMPLE
As an illustrative example we consider the case N = 2, i.e.
u(t) = A1 sin(ω1t+ ϕ1) +A2 sin(ω2t+ ϕ2). (24)
First we are to choose the tuning parameters
• SVF (4) with the characteristic polynomial of the matrix A
a(s) = (s+ λ)
4
,
where λ > 0;
• the linear delay operator [H1(·)](t) := (·)(t − d1), where d1 > 0;
• the tunning gains γ1,2 > 0.
Next we construct φ(t) = [ξ3(t), ξ1(t)]⊤, φf1 (t) = φ(t− d1), y(t) as (5), yf1(t) = y(t− d1), and the matrices
Φe(t) =
[
ξ3(t) ξ1(t)
ξ3(t− d1) ξ1(t− d1)
]
, (25)
Y (t) = adj{Φe(t)}
[
y(t)
yf1(t)
]
.
Applicability of the DREM procedure is stated in the following proposition.
Proposition 4: The condition
d1 <
π
max{ω1, ω2} (26)
is sufficient to ensure det{Φe(t)} /∈ L2.
Remark 5: The condition (26) is not, actually, restrictive, since in many practical scenarios it is reasonable to assume a
known upper bound, i.e. ω ≥ ωi ∀i ∈ N . Then (26) is satisfied for d1 < πω−1.
Proof 1: Neglecting exponentially decaying terms, for the states of SVF we have
ξ1(t) = B1 sin(ω1t+ ϕ¯1) +B2 sin(ω2t+ ϕ¯2),
ξ3(t) = −
(
ω21B1 sin(ω1t+ ϕ¯1) + ω
2
2B2 sin(ω2t+ ϕ¯2)
)
,
where the parameters B1,2 > 0 and ϕ¯1,2 ∈ [0, 2π) depend on the choice of λ and parameters of the signal (24).
Define the function
I(t) :=
∫ t
0
(det{Φe(s)})2 ds.
Tedious but straightforward trigonometric computations yield
I(t) = Clint+ Cper(t) + C0,
where the linear term is
Clin :=
1
2
B21B
2
2(ω
2
1 − ω22)2 (1− cos(d1ω1) cos(d1ω2)) ,
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Fig. 1: Transients of the basic estimator (8) for the input signal (27) with λ = 5, K =
[
30 0
0 3
]
.
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Fig. 2: Transients of the estimator with DREM (23) for the input signal (27) with λ = 5, d1 = 0.3, γ1 = γ2 = 0.1.
Cper(t) is a bounded periodic term and C0 is a constant. The condition det{Φe(t)} /∈ L2 is equivalent to I(t)→∞ as t→∞,
that is satisfied if Clin 6= 0. Noting that
| cos(d1ωi)| < 1, i = 1, 2
follows from (26) and recalling Assumption 1 complete the proof.
It is worth noting that condition Clin 6= 0 implies that d1 is not a period of the signals u(t), ξi(t), or a half of period if
the signals have half-wave symmetry, u(t− d1) 6= ±u(t); otherwise the matrix Φe(t) is singular for all t ≥ 0. The inequality
(26) guarantees that d1 is smaller then a have of the smallest period among sinusoidal components with the frequencies ω1,2;
it is sufficient but conservative estimate.
The both estimators (8) and (23) were simulated for the input signal
u(t) = 1.2 sin(2t+
π
3
) + 2 sin(3t+
π
4
). (27)
with the following parameters
• λ = 5, K =
[
30 0
0 3
]
for the estimator (8);
• λ = 5, d1 = 0.3, γ1 = γ2 = 0.1 for the estimator (23).
Zero initial conditions are chosen for the both estimators, θˆ(0) = 0, that implies θ˜(0) = −θ = −[13, 36]⊤. To separate
transients of the estimator and of the SVF both the estimators are turned on at t = 5 seconds.
Transients θ˜(t) of the estimator (8) are presented in Fig.1, while transients θ˜(t) of the estimator (23) are presented in Fig.2;
note the difference in gains K and γ1,2 and in transient time. Transients of the estimator (23) with λ = 5, d1 = 0.3 and
different values γ1,2 are given in Fig. 3 and illustrate the impact of the gains.
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(a) θ˜1(t)
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0
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γ2 = 0.1
γ2 = 1
(b) θ˜2(t)
Fig. 3: Transients comparision of the estimator with DREM (23) for the input signal (24) with λ = 5, d1 = 0.3 and different
gains.
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Fig. 4: Transients of the basic estimator (8) for N = 3 with λ = 25, K =

240 0 00 40 0
0 0 10


.
We also present simulation results for N = 3 and θ = [38, 361, 900]⊤ with zero initial condition, SVF (4) with a(s) =
(s+ λ)
6
and l = 25, and start time t = 2 seconds. The transients θ˜1,2,3(t) are given in Fig. 4 for the estimator (8) with
K =

240 0 00 40 0
0 0 10

 ,
and in Fig. 5 for the estimator (23) with d1 = 0.2, d2 = 0.5, γ1 = γ2 = γ3 = 10−5; note the difference in time scales.
VI. CONCLUSION
The problem of transients improving for multiple frequencies estimation was considered. The dynamic regressor extension
and mixing (DREM) procedure, which allows to translate the original vector estimation problem to a set of scalar sub-problems,
was successfully applied to enhance the basic estimation algorithm; as a benefit of this translation the non-strict monotonicity
can be ensured. Significant transients improvement is illustrated with simulation results.
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