Introduction
NSTRUCTURED grids have gained popularity over the past two decades, since they can handle more complex geometries than the structured counterparts in CFD (computational fluid dynamics) [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . However, there remain several issues in practical uses, in addition to much memory requirement and complicated data structure.
One of such issues lies in choosing slope limiters [1] . Represented by those of Barth-Jespersen [12] and Venkatakrishnan [13] , a variety of slope limiters are available and used in unstructured grids, yet, they are in a sense different from those designed for structured grids [14] : The slope limiters on unstructured grids are used to control gradients of physical variables at each cell center ‡ , calculated by Green-Gauss (G-G) formula, least-square (LSQ), or their variants according to its all the surrounding cell information [15] ; in contrast, the structured grid limiters such as Van Albada [16] or minmod [17] , along with MUSCL approach [14] , evaluate the gradients at each cell interface (which is exactly where numerical flux is calculated) by using variables only along one index (e.g., i, j or k-index in 3D). The former group is thus more likely to encounter convergence difficulty even at smooth regions (and even worse, the solution itself can be affected), since the slope limiter can be activated by trivial differences in the surrounding cells. This problem typically arises when a Cartesian-type grid is adopted in which cell sizes abruptly change at most twice in 2D (and four times in 3D) at hanging nodes (shown later in Sec. IV-C, for example), and this amount of size change can occur also in any other types of unstructured grids. One way to avoid this problem is obviously to turn off limiters, but such a strategy can be used only when the whole computational ‡ Our discussion is based on a cell-centered finite-volume-method (FVM), but it also holds for a cell-vertex FVM when the word "cell" is simply replaced by the "control volume." U domain is known to be filled with subsonic flows; otherwise, in a transonic flow, for instance, some portion of the computational region may become supersonic and create shock discontinuities, leading to an unstable solution. Such a difficulty was removed in Ref. [18] by switching supersonic and subsonic modes, though in an elaborate manner (explained later in Sec. III-B) and only to Euler equations. In addition, since their modification is extended from the Barth-Jespersen limiter involving several user-specified parameters, its general performance in combination with other limiters is questionable. Similarly, various additional limiters (or sometimes called 'second' limiters) are available in commercial or research codes [19, 20] , but such techniques are not thoroughly investigated nor are they widely used. Therefore, in this note, we pursue a simpler, parameter-free, and easy-to-use alternative for engineering purpose.
Here the recent work conducted by Park et al. [21] should be reviewed briefly in which what is called MLP (Multi-dimensional Limiting Process) was successfully extended to unstructured meshes. They introduced inherently multi-dimensional, less diffusive limiters than conventional ones, by taking account of multi-dimensional flow physics represented by both cell-centers and vertices surrounding the cell of interest. Numerical tests in two dimensions demonstrated their superiority over the Barth-Jespersen [12] and Venkatakrishnan [13] in convergence and accuracy. They also claimed that their limiters can be extended to three-dimensional tetrahedral meshes. Their limiters, in principle, can be used as the first limiters together with the second limiters. However, it has not been examined yet whether those limiters actually work well on the other three-dimensional unstructured meshes, e.g.,
Cartesian meshes having hanging nodes. Thus, in the present work, we use very common Barth-Jespersen [12] and Venkatakrishnan [13] limiters instead of newly arrived ones as the first limiters, and performances will be compared with our second-limited counterparts in various types (inviscid/viscous, steady/transient, one-/multi-dimensional, or with/without shocks) of aerodynamic benchmark problems.
It should also be noted that, in recent years, more sophisticated, higher-order methods such as DG (discontinuous Galerkin) [22] , SV (spectral-volume) [23] , or residual distribution [24, 25] have attracted CFD community.
Nevertheless, many practitioners desire a second-order method guaranteed within the framework of a finite-volumemethod (FVM), which has been widely spread among them for aerodynamic problems [26] [27] [28] [29] .
II. Computational Method

A. Governing Equations
The governing equations are the compressible Euler or Navier-Stokes equations:
where ρ is density, u i velocity components in Cartesian coordinates, E total energy per unit mass, p pressure, H total enthalpy (H = E + (p/ρ)), and T temperature. The working gas is air approximated by the calorically perfect gas model with the specific heat ratio γ =1.4. The Prandtl number is Pr=0.72. The molecular viscosity μ and thermal conductivity κ are related as κ =c p μ/Pr where c p is specific heat at constant pressure. In the Euler simulations, μ is merely turned off (μ =0). In the turbulence calculations, molecular viscosity μ is replaced by (μ+μ t ), where μ t is turbulence viscosity. Likewise, κ is replaced by (κ +c p μ t /Pr t ), and Pr t is turbulent Prandtl number, 0.89.
Then, Eq.(1) is discretized as follows and solved with an unstructured grid finite-volume code:
where V i stands for the volume of the cell i, Δt i the (local) time step, ΔQ i change of conservative variables in time, E i,j and F i,j the inviscid (Euler) and viscous fluxes through the cell-interface S i,j (which separates the cell i and its neighbor cell j), respectively (see Fig. 1 for a cell geometric schematic). Details are explained below.
B. Computational Method
The following methods are used for computations herein, if not mentioned otherwise.
As for spatial discretization, the primitive variables at each cell-interface are interpolated from cell-centered values by Green-Gauss (G-G) second-order reconstruction [15] with or without slope limiters (explained later). Then, inviscid fluxes at the cell-interface are calculated from an AUSM-type scheme, SLAU (Simple Low-dissipation
AUSM) [30] ; whereas for time integration, conventional LU-SGS (Lower-Upper Symmetric Gauss-Seidel) [31] is employed.
In viscous simulations, viscous fluxes are computed by Wang's formula [32] for second-order accuracy. SpalartAllmaras (S-A) turbulence model [33] without tripping term [34] is used for turbulent cases to replace μ and κ in Eqs. (2), (3) . Detailed information of the solver with regard to formulations and discretizations is found in [35, 36] .
III. Slope Limiters for Unstructured Grids
In cell-centered FVM, cell-interfacial variables q i,j are extrapolated from cell-center values q i , their gradients i q ∇ , distance from the center r i to the interface r i,j (see Fig. 1 ), and a slope limiter (limiting function φ) [32] :
A limiter φ is once calculated for ρ and p separately, but then their minimum is used for all the primitive variables (i.e., ρ, u, v, w, p in 3D) to stabilize computations.
A. Slope Limiters by Barth-Jespersen and Venkatakrishnan
Barth-Jespersen's limiter [12] is described as follows according to Wang [32] :
where q j is the value at the neighbor cell j of cell i, and q i,j is the interfacial value at the cell-interface separating cells i and j, within cell i. Note that this form appears slightly different from the original expression in [12] , since the present work uses variables only at cell centers, whereas Ref. [12] used both cell-center and cell-vertex values.
Further explanations can be found in Ref. [32] .
This limiter is applicable to unstructured grids having arbitrary polyhedra or polygons. It was noted in [13] , however, that the limiter sometimes fails to reach convergence due to its non-differentiability. Thus, its improved version, more like Van Albada's limiter [16] for structured grids, was developed by Venkatakrishnan [13] : where K is constant (usually taken as K=0. 3) and Δx is mesh size; or Wang's corrected expression [37] where ε' = 0.05, q max and q min are the maximum and the minimum over the whole computational domain. In this paper, we employed Wang's version. In either way, this limiter attained better convergence over all, but still, its convergence rate was hindered by several facts, such as unexpected activation of the limiter at subsonic speeds and the need of careful choice for the parameters such as K or ε'.
B. Michalak and Ollivier-Gooch's Improvement
Michalak and Ollivier-Gooch [18] proposed the following implementation for convergence improvement of (first) limiter.
where φ 1-BJ stands for the limiting function derived from Barth-Jespersen's (original) limiter [12] (though used in a more sophisticated manner, and interested readers are encouraged to read Ref. [18] carefully).
This method successfully disabled the limiter at smooth regions, but with the user-specified constant K which was borrowed from Venkatakrishnan's limiter, though its usage was different from the original limiter [13] .
Furthermore, an additional modification was made using two prescribed Mach numbers M 1 =0.8 and M 2 =0.85 in their supersonic case to accurately treat stagnation region:
where M i,max is the maximum Mach number of the control volume averages of the reconstruction stencil of cell i.
Thus, the resultant limiter is complicated and contains several tunable parameters K, M 1 , and M 2 , though K in this limiter had reportedly less sensitivity to its performance than in the original Venkatakrishnan's limiter. Detailed implementation procedure can be found in the original paper [18] .
C. Present Improvement: New Second Limiter
Our simple requirement is that limiters be activated only at shock discontinuities, without any user-specified values. In other words, our attention is paid for whether they are turned off (i.e., φ 2 =1) at subsonic speeds, not at supersonic smooth regions. Thus, we propose the following modification to the limiter function φ 1 which was obtained from existing methods:
where the function f(M) should be i) within 0 and 1 (so that φ 2 ∈[0, 1]), ii) unity at subsonic (then, φ is replaced by f(M)) and near zero for the others (then, the original φ 1 is recovered), and iii) continuous and differentiable even at M=1. In order to satisfy those all requirements, we adopted the following formula here among infinite number of
Its behavior according to M is shown in Fig. 2 . Then, the final form of the present modification to the existing limiters is given as: § The value '5π' in Eq. (11) is selected based on the results shown later in Sec. III-D, in which it gave almost converged performance in aerodynamic forces and residual for '5π' or higher.
, j stands for any surrounding cells of the current cell (10b)
Note that this modification is applicable to any existing slope limiters, since it is used right after the usual calculation of the limiter function φ 1 without requirement of any prescribed parameters in specific limiters. Such an implementation is sometimes called 'second' limiter (φ 2 ), since it is applied after the 'first' limiter for the original φ 1 .
The present modification is simple (only additional 10 lines required to our code) and needs no user-specified information, hence, its wide applicability is expected.
The formal accuracy of second-order is still retained with the present limiter, which will be demonstrated below.
IV. Numerical Results
The following numerical examples include results with currently improved (i.e, second-limited) Venkatakrishnan 
A. Accuracy Study #1 -Vortex Preservation (Cartesian Grid, Unsteady)
The static and propagating vortex problems, widely known benchmark tests for Euler equations [23, 38] , are solved first to assess spatial accuracy of the present method. Euler equations are solved by the following methods:
spatial reconstruction using G-G (formally second order in space) with the proposed second limiter applied to Venkatakrishnan (first) limiter; SLAU inviscid flux; and Shu's TVD Runge-Kutta [38] (second order in time) for time integration.
The computational setup is exactly the same as in [23] .
where U ∞ =0 for static vortex, whereas for vortex advection problem U ∞ =1.
-Perturbations representing isotropic vortex:
where center of the vortex is initially located at ( In the vortex advection case, the vortex moves with the speed U ∞ =1 both in the x and z directions (thus, propagating in the diagonal direction) in the x-z plane. Tables 1 and 2 .
Computations are conducted until t=2.0 when the exact solution of the advection vortex center is located at (7, 0, 7). We also point out that the computational cost increased by the second limiting operation accounts for only 1% in this example, while the first limiting costs 2% of the entire iteration.
B. Accuracy Study #2 -Ringleb's Flow (Structured Grid and Triangular Unstructured Grid)
The Ringleb's flow [18, 39, 40] is also known as a test case for accuracy study of an Euler code where the flow is accelerated from transonic to supersonic speed continuously (without shocks) [40, 41] . The parameters are chosen as exactly the same as in [41] in which the detailed explanation on this problem can be found: -Ψ min = 0.69, Ψ max = 1.2, and V min = 0.5 where Ψ is a stream function, and V is a velocity magnitude. The subsonic flow (M∼0.52) comes from top boundary, passes through the computational domain, and exits at the bottom boundary with Mach 1.9 at maximum (Fig. 5 ).
We use a set of four computational grids with different grid densities, consisting of 15×30 (very coarse), 30×60
(coarse), 60×120 (medium), or 120×240 (fine) cells. The coarse grid is displayed in Fig. 5a . These grids are ( ) (13) generated using the code available in [42] . The exact solution at each cell center is also calculated by using the same code. Although these grids were originally structured, they have been converted into the unstructured format in this study.
The computations are carried out with G-G (nominally second order) along with Venkatakrishnan (Mod.), Venkatakrishnan (original), or no-limiter (unlimited), or without slopes (first order) for comparison; SLAU inviscid flux; and LU-SGS (no sub-iteration, CFL=20), and run for 1,000 time steps. As the initial condition, the exact solutions are imposed to all the interior cells. The exact solution at each boundary surface q i,j is also given, and then, the value at the ghost cell q j is calculated from both the value q i at cell i adjacent to the boundary and that of the boundary q i,j , with the one-sided extrapolation (Fig. 6 ).
Similar tests are conducted also on triangular unstructured grids of 896 (coarse), 2,206 (medium), or 6,172 (fine) elements. These grids are constructed using the exactly the same boundary points having the same grid names, e.g., the coarse unstructured grid of 896 elements (Fig. 7a) shares the same 180 boundary points with the coarse (structured) grid of 30×60 cells. Then, the interior elements are filled with triangles. The computational procedure is the same as the structured grid cases, except for the fact that the least-square (LSQ) reconstruction is adopted (again, nominally second order) rather than G-G. Within 1,000 time steps, each computation attained at least four orders drop in density residual magnitude. 
The result of the Venkatakrishnan (Mod.) case on the coarse unstructured grid is displayed in Fig. 7b . It is demonstrated that the present method is successfully applied even on a triangular elements, one of very common unstructured grid types.
The errors from the exact solutions are shown in Tables 7-10 and Fig. 8 . The results are roughly consistent with the structured grid cases. On the fine unstructured grid, however, the non-limited computation diverged, whereas the cases with (either first or second) limiters succeeded in producing reasonable results, compensated by degeneracy of L ∞ order. This may be attributed to the mesh quality, and it is left as a future challenge. Nevertheless, the proposed limiter does not show any drawback compared with the original limiter, triggering the first limiter where it is needed.
As presented later in this note, the desired properties such as solution and convergence improvements at subsonic speeds are realized on grids with a certain degree of good quality.
C. Subsonic, Viscous Flow over Sphere (Cartesian/Body-Fitted Hybrid Unstructured Grid)
The third test case is a Mach 0.1, Reynolds number of 118, and no angle-of-attack flow past a sphere. This example has been often used as a benchmark for Navier-Stokes Equations, since both a converged solution [43] and the reference experimental results [44] are available in literature. In this study, the computational grid, composed of body-fitted layer cells and the surrounding Cartesian cells, total of 158,342 cells (15 cell-layers around the body), is generated by our unstructured meshing tool ("LS-GRID" [45] ), in order to examine our limiter on such a grid system that has been recently used for aerodynamic simulations with complex geometries [2, 3, 11] . The computational domain is only the half of the sphere (y≤0); the minimum spacing near the wall is 1.0e-3 with the stretching ratio 1.3, based on the diameter of 1; the far field boundary is 20 times the diameter away from the wall (Fig. 9 ).
The computations were conducted with CFL=1,000 (5,000 time steps) with three Newton-iterations [46] . In Fig.   10 , the visualized computed flow fields are displayed, along with the corresponding experimental result [44] for reference. This set of figures showed that the computed results by the proposed limiter well reproduced the wake flow in the experiment, though the pressure distribution is spotty in the Barth-Jespersen (original) case (Fig. 10d) . Thus, the effect of the present modification at a subsonic flow has been confirmed.
D. Subsonic, Turbulent Flow over Flat Plate (Structured Grid)
The fourth case tests the proposed method on a structured grid. with no angle of attack; computations were conducted with CFL=10 for 150,000 time steps using local time stepping.
S-A turbulence model is used, and three cases are considered by using different slope limiters: Venkatakrishnan limiter (Mod.), Venkatakrishnan limiter (original), and no limiter.
The grid system used here is also provided at the NPARC website[47], consisting of 110 (streamwise: wallboundary starts from 11th cell) × 80 (wall-normal) structured cells, covering -1.0≤x≤16.7 and 0≤z≤3.0. This mesh was converted to unstructured format (Fig. 12) . The minimum spacing (width of cell closest to wall) satisfies z
over the turbulent region, with the stretching ratio 1.2.
The prescribed boundary conditions are: adiabatic, no-slip condition on wall (bottom of Fig. 10, x≥0) ; inflow condition (left); outflow condition with fixed pressure (right and top); symmetry (slip wall) condition for rest (spanwise, and bottom except for wall, x<0). Figure 13 shows computed skin-friction profiles versus Reynolds number. All the three cases agree with profiles given by theory or experiment [48] , showing that neither of modified nor original limiter was activated, hence, no adverse effect is observed by our new implementation method on a structured grid even for a turbulence flow.
E. Transonic, Inviscid Flow over NACA0012 Airfoil (Structured Grid)
This example is a transonic, inviscid flow of M ∞ =0.8 and an angle-of-attack α=1.25º, past the NACA0012 airfoil, involving a shock created over the leeward side of the airfoil where the flow is accelerated to Mach 1.2. This test is widely used to see how numerical methods work at the leeward shock [13, 21, 45, 49] .
The grid is a two-dimensional, O-type, structured grid, and the topology is shown in Fig. 14 Table 11 , also show that the modified limiters gave better predictions than the original ones, giving closer results to very fine mesh results (16.8M cells) by Vassberg and Jameson [49] . Figure 15d and Table 12 show effects of coefficient '5π' in function f(M) of Eq. (11) on the Barth-Jespersen (Mod.) limiter. The coefficient is replaced by 'π,' '2π,' or '10π' and the convergence and aerodynamic coefficients are compared. In Fig. 15d , it is observed that the residual histories using the '5π' and '10π' are indistinguishable to each other, followed by the '2π' case with slight deviation, and the 'π' case shows degraded convergence. According to Table 12 , change of the drag coefficient C d converges from the '2π' to '5π' cases, and the lift coefficient C l also begins to asymptote to certain value at '5π.' These come with no surprise, since the higher the coefficient in f(M), the closer is the f(M) to unity (Fig. 1) , meaning that the (first) limiter is less likely to be activated. Thus, the coefficient in f(M) should not be too small, and '5π' is chosen as the default value here. We also point out that there is no effect of the coefficient for the Venkatakrishnan (Mod.) limiter cases, as there is no remarkable difference in the results between Venkatakrishnan (Mod.) and Venkatakrishnan (original) limiters (Fig. 15c) .
F. Shock Tube Problems (1D Uniform Grid, Unsteady)
This final example is the well-known 'Sod's problem,' involving propagations of a shock, a contact discontinuity, and an expansion wave. The grid is a one-dimensional, uniform, structured grid with 100 cells. The initial conditions are the same as in [21] : 
V.
Conclusions
Simple, parameter-free, and widely-applicable implementation is proposed for slope limiters on unstructured grids. The modification is made right after the usual calculation of a limiter function (called 'second' limiter), thus, it is used with any existing ('first') limiters. The proposed second limiting is such that the first limiter is active near the shock and supersonic regions, while turned off elsewhere in a very smooth manner, by using only local Mach number information. Numerical results demonstrated that the proposed second limiter retains the formal secondorder accuracy, and that it dramatically improved convergence at subsonic speeds on an unstructured grid.
Furthermore, the method can be used even for a stationary/transient shock/contact discontinuity or an expansion wave with no undesirable effect either on a structured or unstructured grid. In spite of these advantages, the new second limiter operation accounts for merely 1% of an entire iteration. 1.E-05
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