Abstract-This paper introduces a new unsupervised hyperspectral unmixing method conceived to linear but highly mixed hyperspectral data sets, in which the simplex of minimum volume, usually estimated by the purely geometrically based algorithms, is far way from the true simplex associated with the endmembers. The proposed method, an extension of our previous studies, resorts to the statistical framework. The abundance fraction prior is a mixture of Dirichlet densities, thus automatically enforcing the constraints on the abundance fractions imposed by the acquisition process, namely, nonnegativity and sum-to-one. A cyclic minimization algorithm is developed where the following are observed: 1) The number of Dirichlet modes is inferred based on the minimum description length principle; 2) a generalized expectation maximization algorithm is derived to infer the model parameters; and 3) a sequence of augmented Lagrangian-based optimizations is used to compute the signatures of the endmembers. Experiments on simulated and real data are presented to show the effectiveness of the proposed algorithm in unmixing problems beyond the reach of the geometrically based state-of-the-art competitors.
I. INTRODUCTION
H YPERSPECTRAL imaging is a remote sensing technology that collects 2-D spatial images from the Earth's surface in hundreds of narrow and contiguous bands of high spectral resolution covering the visible, near-infrared, and shortwave infrared bands. This technique has been used for planetary exploitation [3] , [4] and also for a wide range of applications in the fields of environmental monitoring, agriculture, forestry, geology [5] , [6] , food safety [7] , [8] , counterfeit drug detection [9] , urban geography [10] , detection, classification, and surveillance of military target activities [11] , [12] .
The spatial resolution corresponding to a single pixel of a hyperspectral image depends on the flying height of the aircraft and on the instantaneous field of view of the sensor. Very often, the resolution cells, in an image, contain several substances. Thus, the radiances collected in spectral vectors are mixtures of spectra from the constituent substances (also called endmembers) present in the respective resolution cells [5] . The linear mixing assumption has been widely used to describe the observed hyperspectral vectors. According to this assumption, a mixed pixel is a linear combination of endmember signatures weighted by the corresponding abundance fractions [13] . Due to physical considerations, the abundance fractions are subject to the so-called nonnegativity and a fulladditivity (sum-to-one) constraints [14] . Thus, the observed spectral vectors in a given scene are in a simplex whose vertices correspond to the endmembers.
Hyperspectral unmixing is a challenging task, underlying many hyperspectral imagery applications, that decomposes a mixed pixel into a collection of reflectance spectra, called endmember signatures, and the corresponding abundance fractions. This can be handled as a two-procedure task: the endmember extraction, which identifies endmembers present in the scene, and the inversion step, which estimates the proportion of each endmember for each pixel of the image [15] - [17] .
Most popular endmember extraction algorithms, such as the vertex component analysis (VCA) [18] , the automated morphological endmember extraction [19] , the pixel purity index [20] , the N-FINDR [21] (see [22] for recently introduced reinterpretations and improvements of N-FINDR), and the iterative error analysis [23] , exploit the geometric perspective referred to above and assume that the data set contains at least one pure pixel of each endmember, e.g., a pixel containing just a single endmember. These methods are followed by a fully constrained least square estimation [24] or by a maximum likelihood estimation [25] of the abundance fractions to complete the unmixing procedure.
When the data set does not contain pure pixels for some (or for none) endmembers, a popular line of attack introduced by Craig and named minimum-volume transform (MVT) [26] is widely applied. MVT finds the smallest simplex that contains all observed spectral vectors. Other methods that follow the same strategy and do the unmixing procedure in one step are the iterated constrained endmembers (ICEs) [27] , the sparsity promoting ICE (SPICE) [28] , the minimum-volume enclosing simplex (MVES) algorithm [29] , the robust MVES [30] , the minimum-volume simplex (MVSA) [31] , the simplex identification by variable splitting and augmented Lagrangian tools (SISAL) [32] , and the alternating projected subgradients [33] .
0196-2892/$26.00 © 2011 IEEE A necessary condition for the correct identification of the mixing matrix is the existence of at least p − 1 (p stands for the number of endmembers) spectral vectors on each facet of the data simplex. However, in highly mixed data sets, this assumption is not realistic, which has fostered research in the statistical front [1] , [34] - [37] .
Hyperspectral unmixing is a blind source separation problem, where abundance fractions can be interpreted as sources. Independent component analysis (ICA) [38] comes naturally to mind and have, in fact, been used in hyperspectral applications (see, e.g., references in [39] ). However, as shown in [39] , the applicability of canonical ICA to hyperspectral data is compromised by the statistical dependence existing among abundances. In addition to this limitation, ICA does not ensure the nonnegativity constraint.
The nonnegative matrix factorization (NMF) [40] - [42] was designed to unmix nonnegative sources. Elaborations of these ideas have been applied to hyperspectral unmixing. For example, the works [43] - [46] use regularization terms to unmix hyperspectral data with additivity constraint. However, NMF minimizes a nonconvex function with respect to factor matrices leading to local minima solutions. The Bayesian framework, where constraints can be incorporated directly in the problem formulation and any parameter involved modeled as a random variable, opens the door to highly flexible approaches to unmixing [35] , [36] , [47] , [48] .
Dirichlet processes have been used in the piecewise convex endmember detection (PCE) [48] algorithm to determine the number of convex regions needed to describe an input hyperspectral image. PCE estimates a set of endmember distributions for each context, rather than a single spectrum. The work [49] , closely related with PCE, uses a Bayesian framework to unmix hyperspectral images taking into account possible spatial correlations between pixels. This work assumes that the image can be partitioned into regions to which hidden variables are associated. In these regions, the statistical properties of the abundance fractions are homogeneous, which leads, under given conditions, to a mixture of densities similar to the ones herein considered.
A. Contribution
This paper elaborates on the dependent component analysis (DECA) methodology introduced in [1] and [2] to unmix highly mixed hyperspectral data sets, which are beyond the reach of the purely geometrically based methods. DECA uses a mixture of Dirichlet densities as prior for the abundance fractions. Mixtures of densities allow one to model complex distributions in which the mass probability is scattered by a number of clusters inside the simplex. Furthermore, the Dirichlet density automatically enforces the nonnegativity and sum-to-one constraints on the abundance fractions.
The two main improvements to DECA herein introduced are the following: 1) The number of Dirichlet modes is adaptively inferred based on the minimum description length (MDL) principle as proposed in [50] ; 2) the generalized expectation maximization (GEM) algorithm we adopt to infer the model parameters is improved by using alternating minimization and augmented Lagrangian methods to compute the mixing matrix, similarly to those used in [32] . This paper is organized as follows. Section II formulates the unmixing problem. Section III describes the fundamentals of the proposed method. Sections IV and V illustrate aspects of the performance of the proposed approach with experimental data based on USGS laboratory spectra and with real hyperspectral data collected by the AVIRIS sensor, respectively. Section VI concludes with some remarks.
II. PROBLEM STATEMENT
Assuming the linear observation model, each pixel y ∈ R L of a hyperspectral image (L is the number of bands) is given by
where T is the abundance vector containing the fractions of each endmember, and n is the additive noise vector (notation (·) T stands for vector transposed).
To be physically meaningful [14] , abundance fractions are subject to nonnegativity and sum-to-one constraints, i.e., abundance fractions are in the p − 1 probability simplex {s ∈ R p : 
Usually, the number of endmembers is much lower than the number of bands (p L), and thus, it is advantageous, in terms of signal-to-noise ratio (SNR), memory usage, and computational complexity, to represent the spectral vectors in a signal subspace basis [51] . In most hyperspectral applications, the SNR is sufficiently large, meaning that noise can be safely neglected after the observed data projection onto the signal subspace. Nevertheless, we evaluate the robustness of the proposed method to noise in Section IV.
Let E p ≡ [e 1 , . . . , e p ] be a matrix L × p, with p orthonormal directions spanning the signal subspace. This matrix is determined by a recent method, termed as hyperspectral signal identification by minimum error (HySime) [51] , a fully automatic and unsupervised algorithm. HySime starts by estimating the noise covariance matrix, and then, it infers the number of endmembers and selects the subset of eigenvectors that best represent the signal subspace in the least squared error sense.
Let (E p E T p )y denote the orthogonal projection of y ∈ R L onto the subspace spanned by the columns of E p , and let x ≡ E T p y ∈ R p denote the respective coordinates with respect to the columns of E p , i.e., with respect to the orthonormal basis defined by the columns of E p . Owing to spectral variability from pixel to pixel, topographic modulation, and modeling errors, and even assuming negligible noise, the observed vectors y, and therefore x, are not in a simplex set [39] . Since our approach, as many other, assumes that the observed spectral vectors belong to a simplex set, we identify the affine set containing this simplex set and project vectors x ∈ R p onto it. Fig. 1 shows this procedure. The vector x ∈ R p is projected onto the identified simplex set S, yielding the projected vectorx ∈ R p . Given a point on S, for example, x, we may writex = x + Δx. Since Δx ∈ R p−1 , it can always be written as
With this scheme, we have two projections: The first projects the observed spectral vectors onto the identified subspace signal, and the second projects the already projected vectors onto the identified affine set. We stress that the effect of the two projections could not be obtained just with the second one, at least in the case of nonwhite noise. This is so because the optimal signal subspace estimate depends on the noise correlation matrix, as shown in [51] .
We now focus on the identification of the affine set S and on the projection of x onto it. Let {y (i) , i = 1, . . . , N} and {x
. . , N} be the observed and projected (on the signal subspace) data sets, respectively. A solution for the projection of vectors {x (i) , i = 1, . . . , N} on the hyperplane (an affine set) that best represents this set in the least squares sense is given by [29] 
where x and U p−1 denote, respectively, the sample average and the set of p − 1 eigenvectors of the sample covariance of {x (i) , i = 1, . . . , N}. Fig. 1 shows the affine projection introduced earlier. The affine set is represented by the hyperplane S, the set {x (i) , i = 1, . . . , N} by the gray cloud, and the affine projection of x (i) byx (i) . From now on, and to lighten the notation, we drop the tilde symbol on the top of x to denote the projection on the affine set. We have then
where s belongs to the p − 1 probability simplex and A ∈ R p×p is the mixing matrix. The representation of the endmembers in the original space R L is given by M = E p A. In the next section, we address the blind estimation of the mixing matrix A by modeling the fractional abundances s as a mixture of Dirichlet densities.
III. PROPOSED APPROACH
Let us assume that W ≡ A −1 exists. Then, we have s = Wx. As already referred to, we adopt a k-component Dirichlet finite mixture as a prior for the abundance fractions. The rationale underlying this choice is the following.
1) The Dirichlet density automatically enforces the nonnegativity and sum-to-one constraints, and thus, it accounts for statistical dependence usually found in hyperspectral data. 2) As noted in [52] , the Dirichlet density is suited to model fractions. 3) Mixtures of densities allow one to model complex distributions in which the mass probability is scattered over a number of clusters inside the simplex. The abundance fraction density is then written as
where, for q = 1, . . . , k, q and D(s|θ q ) denote, respectively, the probability of mode q and its Dirichlet density with parameter θ q ≡ {θ q1 , . . . , θ qp }. We denote the complete set of parameters as
Since the spectral vectors x play now the role of observed data, we must base our inferences on the their density, denoted by p X , which, in terms of p S and given the linear and invertible relation s = Wx between s and x, is given by
Consider that each vector x represents one particular out-
, then the log-likelihood of the set of parameters θ and unmixing matrix W is
where
cannot be found analytically [50] , [53] . The usual choice for obtaining the ML estimates of the parameters is the expectation maximization (EM) framework [54] , which relies on the socalled incomplete data and missing data. In our setup, X is the incomplete data. The missing data, denoted by Z ≡ {z (1) , . . . , z (N ) }, are a set of N k-dimensional vectors representing which component has produced each sample. Each vector
k ] is a binary k-vector, where only one component z (i) q is set to one indicating which mode produced the i-sample. The complete log-likelihood is then
The EM algorithm iterates between the E-step and the M-step [54] , [55] .
1) E-step: It computes the conditional expectation of the complete log-likelihood, given the samples and the cur-
. The result is the so-called Q-function
,
with
x (i) and E(·) denoting the mean value operator.
2) M-step: It updates the parameter estimates according to
Optimization (11) is still a hard problem. Instead of solving it exactly, we implement alternate minimization with respect to θ and to W. In the same vein, instead of computing θ (t+1) q , we maximize the Q-function with respect to θ qj , for j = 1, . . . , p, resulting in the following learning rules for the mixing probabilities and for the mixture of Dirichlet source parameters [56] 
The resulting algorithm is of the GEM class [54] : The learning rule (12) maximizes Q-function with respect to (t) q , whereas (13) assures that the Q-function does not decrease. We note that steps (12) and (13) define a new GEM algorithm to learn the mixture of Dirichlet densities. 1 Denoting S ≡ WX = [s (1) , . . . , s (N ) ], the optimization with respect to W amounts to compute
where the constraints WX 0 and 1
T N enforce, respectively, nonnegativity and sum-to-one on each abundance fraction vector (1 p stands for p-dimensional column vector of ones) and
The optimization problem (14) is very hard to solve owing to the nonconvex term log | det(W)|. Herein, we use a modified version, the SISAL algorithm introduced in [32] , termed as Dirichlet mixture unmixing via split augmented Lagrangian (DUSAL), to solve a problem similar to (14) . As in SISAL, we exploit variable splitting and augmented Lagrangian methods. The resulting algorithm is presented in Appendix A. The main difference with respect to that in [32, Algorithm 3] is the replacement of function z h by −φ(z) and of the respective decoupled optimization, which yields now, for each component of z, the larger root of a second-order polynomial. See line 8 of Algorithm 2 in Appendix A.
Having computed W, the signatures of the endmembers are given by
A. Number of Dirichlet Modes
The estimation of the number of modes k is a model order selection problem. It is well known that the ML criterion alone cannot be used to do such an inference because of the nested nature of model parameters for increasing model orders. 1 As in the EM case, a GEM algorithm generates a sequence of increasing
, W (t) ) with respect to (θ, W), only a log-likelihood increase is ensured, which is usually simpler to compute [54] .
To estimate the number of mixture components, we adopt the model selection criterion
where L(θ(k)) is given by (6), for k modes, and P(k) is a penalizing term that increases with k [50] . Herein, we adopt the MDL [57] , [58] which amounts to compute
is the Fisher information matrix and c ≡ k(p + 1) is the dimension of θ.
For mixtures, the Fisher information matrix cannot be obtained analytically. Herein, we follow the study in [50] , where I(θ) is replaced by the complete-data information matrix I C (θ). Assuming a priori independence of the parameters and adopting the noninformative Jeffreys' prior p(θ j ) ∝ |I(θ j )| for each θ j , the negative log-likelihood in (18) is given by (see [50] and [59] for details)
The model order and the respective parameters are given by
Since we do not know the fractions S, we implement the GEM algorithm described in the previous section where the negative log-likelihood is as in (6) plus the MDL terms, and the optimization with respect to θ is replaced with the optimization with respect to θ(k) and k.
B. Complete Algorithm
The pseudocode for the DECA algorithm is presented in Algorithmic 1. DECA implements two nested loops: The outer loop, between lines 11 and 34, iterates over k, the number of Dirichlet modes, from k min to k max . The inner loop, between lines 12 and 24, implements the GEM algorithm (9)-(13) to compute the ML estimate of θ(k) and of the mixing matrix W (line 22), for each value of k. The relative variation of the negative log-likelihood L((θ(k), k) given by (19) is used as stopping criterion for the inner loop.
To decrease the number of modes, a component annihilation is performed based on the smallest mixing probability i (see lines 32 and 33). Finally, for each k, the parameter values are stored if the negative log-likelihood values are smaller than the minimum found so far (lines 25-31). A ∈ R p×p } 7: θ := {Initial estimate using criterion defined in Section IV-A} 8: L min := +∞ 9: t := 0 10: k := k max 11: while k ≥ k min do 12: repeat 13:
t := t + 1 14: 
23:
27:
θ best := θ 29:
s best := s 31: end if 32: Annihilate mode with smallest 33: k := k − 1 34: end while
C. Identifiability of the Endmembers
The identifiability of the mixing matrix is a pertinent question: Is it possible that different sets of endmembers explain the same observed data? If no further constraint is enforced, in addition to the positivity and sum-to-one, the answer is yes. The proof is very simple. Suppose that we are given a set of linearly independent vectors, for example, B = [b 1 , . . . , b p ] , containing in its convex hull a set of endmembers, for example, A = [a 1 , . . . , a p ] . Therefore, if the data set belongs to the convex hull of A, it also belongs to the convex hull of B. As a consequence, given x ∈ R p , a spectral vector in the data set, we have x = As a and x = Bs b , where both s a and s b satisfy the positivity and the sum-to-one constraints.
The minimum-volume constraint makes the spectral unmixing problem identifiable by choosing the minimum-volume mixing matrix. However, as already explained, this constraint leads to incorrect estimates in highly mixed data sets. The method we are introducing was conceived, precisely to overcome that limitation of the minimum-volume-based approaches. Of course, to be effective, the statistical model underlying DECA must be identifiable. We now give formal and experimental evidence of this identifiability.
0 , and θ 0 denote, respectively, the true mixing matrix, the true unmixing matrix, and the true parameters of the Dirichlet mixture. From the definition of the loglikelihood function L(W, θ) introduced in (7) and noting that
0 (the subscript 0 in s
0 refers to a sample from p S (·|θ 0 )), we have
where, assuming a large N , we have invoked the strong law of large numbers [60] to obtain (23) and c te in (24) is a term not depending on (W, θ). The right-hand side of (24) is, apart from c te , the Kullback Libler divergence (KLD) [61] between the densities p S (·|θ 0 ) and p S (WA 0 (·)|θ)| det(WA 0 )|. Therefore, computing the ML estimate of (W, θ) amounts to minimize the KLD between those densities.
The KLD between two densities is nonnegative and takes the value zero if and only if the densities are equal almost everywhere [61] . As expected, in our case, the parameters (W, θ) = (W 0 , θ 0 ) are an ML estimate as they yield zero KLD. The relevant question now is whether there is any parameters (W , θ ) = (W 0 , θ 0 ) such that p S (s|θ 0 ) = p S (WA 0 s|θ)| det(WA 0 )| almost everywhere in S p−1 . The answer is negative. The proof of this results beyond the scope of this paper. We give, however, an informal justification hereinafter.
Assume that W = W 0 . In this case, the parametric family p S (WA 0 (·)|θ)| det(WA 0 )| does not belong to the mixture of Dirichlet class, and then, it does not follow that p S (s|θ 0 ) = p S (WA 0 s|θ)| det(WA 0 )| almost everywhere in S p−1 . As- sume now that W = W 0 and θ = θ 0 . Again, it is not possible to have p S (s|θ) = p S (s|θ 0 ) almost everywhere in S p−1 . We conclude then that the KLD is zero if and only if (W, θ) = (W 0 , θ 0 ).
The next experiment, based on 50 Monte Carlo runs, gives further evidence of the claimed identifiability of the statistical model. For each run, the data sets are generated according to (3) , where three endmember signatures (p = 3) are selected from the USGS digital spectral library [62] . These reflectances are observed in L = 224 spectral bands ranging from 0.3 to 2.5 μm. The scene is composed by N = 10 4 pixels partitioned into two different regions. The size of regions A and B represents 66% and 33%, respectively. The abundance fractions for each region follow a Dirichlet distribution with parameters θ A = [6, 25, 9] and θ B = [7, 8, 23] for regions A and B, respectively. Table I summarizes, for each region, the scene parameters and the mean and variance of the abundance fraction statistics. Fig. 2 shows a scatterplot of the evolution of DECA for three initializations, which differ from an endmember rotation. Black large dots represent the true endmembers, and red and pink dots represent the observed spectral vectors for each region. Purple triangles, blue squares, and green diamonds represent the initial estimated matrix A and the successive DECA estimates along the iterations, and filled triangles, squares, and diamonds represent the final estimates. Notice that, in spite of the large differences among the three initializations, the final estimates of the endmembers are practically equal. This is clearly in line with our claim that DECA statistical model is identifiable. 
IV. EVALUATION WITH SIMULATED DATA
In this section, the proposed method is tested and quantitatively compared with VCA [18] , MVSA, [31] , MVES [29] , MVC-NMF [44] , SPICE [28] , and SISAL [32] . The parameters of the algorithms were hand tuned for optimal performance. Fig. 3 shows three data sets raising different degrees of difficulties in which unmixing is concerned: The data set shown in Fig. 3(a) contains pure pixels, i.e., the spectra corresponding to the simplex vertices are in the data set. This is the easiest scenario with which all the unmixing algorithms cope without problems; the data set shown in Fig. 3(b) does not contain pure pixels, at least for some endmembers. This is a much more challenging task, usually attacked with the minimumvolume-based methods such as MVSA, MVES, MVC-NMF, ICE, SPICE, and SISAL. A necessary condition for this class of algorithms to yield good results is the presence of at least p − 1 spectral vectors per simplex facet, which is not the case shown in Fig. 3(c) , where a highly mixed data set is shown. Unmixing of these data sets is beyond the reach of any of above referred to algorithm and is where our approach exhibits a clear advantage.
The experiments presented in this section are based on 50 Monte Carlo runs. For each run, the data set, generated according to (3) , is generated with different endmember signatures, selected from the USGS digital spectral library [62] , with different abundance fractions, and with different additive noise levels.
Four experiments with simulated data are presented: In the first experiment, the algorithms are tested in scenarios with different Dirichlet parameters for the noiseless case. This experiment allows us to show the functioning of the algorithm for highly mixed data and thus with the absence of pure pixels. In the second experiment, the performance is measured as a function of the number of endmembers present in the scene. In the third experiment, the number of pixels of the scene is varied. Finally, in the fourth experiment, the algorithms are evaluated with respect to the SNR, defined by SN R ≡ 10 log 10 E (As) T As
where n is additive zero-mean Gaussian noise which is assumed to be i.i.d.
To evaluate the performance of the different algorithms, the abundance fractions and the signature estimates are compared with the true ones. Based on the mean square error (MSE), we define the spectral mean error (SME) and the abundance mean error (AME)
where the columns of M = E p W −1 are endmember signature estimates, S ≡ [s (1) , s (2) , . . . , s (N ) ] is a p × N matrix with the endmember abundance fractions of each pixel, and S ≡ [ s (1) , s (2) , . . . , s (N ) ] holds the abundance fraction estimates (notation · F stands for Frobenius norm).
A common performance metric is the spectral angle distance, which measures the angle between a signature m i and its estimate m i [13] . Based on this metric, we define a spectral mean angle error (SMAE), given by
It is clear that the performance of the algorithms increases as SME, AME, and SMAE indices approach zero. Notice, however, that the estimates of M and S are up to a permutation matrix; thus, a simple algorithm based on the Hungarian method [63] , [64] has been designed to infer the permutation matrix leading to the best index of performance.
A. Experiment I
In this section, data sets are generated as in Section III-C, i.e., three endmember signatures (p = 3) were selected from the USGS digital spectral library. The scene is composed by N = 10 4 pixels partitioned into two different regions (the size of regions A and B represents 66% and 33%, respectively). The abundance fractions for each region follow a Dirichlet distribution with θ A = [6, 25, 9] and θ B = [7, 8, 23] . Table I summarizes the scene parameters and the abundance fraction statistics for each region. Notice that, for this setting, the spectral vectors are highly mixed. Fig. 4 shows a scatterplot for a simulated scene, where dots represent the observed spectral vectors and large dots represent the true endmembers. The two clouds correspond to the two regions in the scene.
In this experiment, the number of modes varies from k max = 5 to k min = 1, the Dirichlet parameters are randomly initialized, and the mixing probabilities are set to q = 1/k, for q = 1, . . . , k. This setting reflects a situation in which no knowledge of the size and the number of regions in the scene exists.
The parameters of the remaining methods were hand tuned for optimal performance, namely, the MVC-MNF regularization parameter is τ = 10 −4 ; the convergence tolerance for MVES method is 10 −6 ; SISAL regularization parameters are set to λ = 10, τ = 1, and μ = 10 −4 ; SPICE regularization parameter is set to μ = 10 −3 ; the sparsity parameter is Γ = 0.5; and the stopping criterion is 10 −6 . For this data set, the minimum of the negative log-likelihood [see (19) ] is reached when the estimated number of modes is k = 2 which is the number of regions on the scene. The estimated parameters at this iteration are presented on the last line of Table II. Note that the estimated values are close to the true parameter values. The Dirichlet mixing probability ( q ) values are 0.664 and 0.336, which correspond to the areas in the scene occupied by regions A and B, respectively. Fig. 5 shows the evolution of the negative log-likelihood as a function of the number of iterations. The minimum of the function occurs at iteration number 637 when k = 2. Notice that the negative loglikelihood is not monotonic because DECA finds the optimal model order by computing a sequence of ML estimates θ ML (k), for k = k min , . . . , k max (see Algorithm 1, lines 12-24). The k best corresponds to the minimum value of −L( θ ML (k)), for k = k min , . . . , k max . To make clear the dependence of the negative log-likelihood −L(θ(k), k) on the model order k, we show in Fig. 5 vertical lines where a component annihilation is performed. Fig. 4 shows the true endmembers (large dots), the estimated endmembers by the proposed method (circles), by MVSA (squares), by VCA (triangles up), by MVES (hexagrams), by MVC-NMF (pentagrams), by SPICE (diamonds), and by SISAL (triangles left). Since the endmembers are highly mixed, i.e., there is no spectral vector near the vertices nor near facets, the proposed method gives better estimates than the other methods. Note that the endmember estimates generated by the proposed method are closer to the true endmembers than the estimates provided by the compared algorithms. Table III shows the mean and the variance (in brackets) of the performance results for the different algorithms based on 50 Monte Carlo runs. These results illustrate the advantage of the proposed scheme when compared with the remaining methods.
In order to test the effectiveness of DECA as a function of the initialization parameters, these Dirichlet parameters are initialized in three different ways: Randomly, all parameters set to one and all parameters set to five. The first initialization does not assume any kind of prior information, the second assumes that all samples are uniformly distributed over the simplex, and the last assumes that the data set is highly mixed. Table IV presents the mean and the variance (in brackets) of the performance measures. This test shows that DECA yields similar performance independently of the initialization parameters. ON 1, 1, 1] , the abundances are uniformly distributed over the simplex, and thus, it is very likely to have pixels over, or very close, to the facets of the simplex; for θ = [10, 10, 10] , this is no longer true, since pixels are highly mixed and thus the geometrically based approaches fail. Tables V-VII present the evaluation metrics for the three different setups. As expected, the performance of all algorithms is worse for the highly mixed scene. Note, however, that the proposed method shows much better results in highly mixed scenes, when compared with the other methods.
B. Experiment II
In this section, the different algorithms are evaluated as a function of the number of endmembers present in the scene. The   TABLE VI  EVALUATION RESULTS FOR THE DIFFERENT ALGORITHMS, BASED ON Tables VIII-X show the performance results as a function of the number of endmembers. Once more, the proposed algorithm outperforms, by large, the remaining methods, although its performance is better when the number of endmembers is small.
C. Experiment III
In this section, the algorithms are evaluated as a function of the number of pixels of the scene. The simulated parameters are as in Experiment II, except for the number of pixels N which takes values in the set {500, 1000, 5000} and the number of endmembers is now set to p = 3. Tables XI-XIII show the evaluation measures as a function of the number of pixels in the scene. We conclude that the behavior of VCA, MVC-NMF, MVES, and SPICE algorithms is quasi-independent of the number of pixels. The remaining algorithms have slightly better results for large scenes. This is so because it is more likely to have spectral vectors close to the facets as N increases. 
D. Experiment IV
In this section, the robustness to noise is evaluated. The simulated noiseless scenario is generated as in the first experiment with one single region and according to (1) , i.e., N = 10 4 , p = 3, L = 224, and θ = [5, . . . , 5] . The noisy scenario is obtained by adding i.i.d. zero-mean Gaussian noise to the noiseless data. The different algorithms are tested for different values of SNR (40, 20 , and 10 dB). As expected, when comparing the noiseless and noisy data evaluation results (see Tables VI, XIV-XVI) , DECA and VCA performance is more accurate when SNR is high. Interestingly, the MVSA, MVES, and SISAL performance slightly worse as the SNR is smaller. This phenomenon occurs because the data are highly mixed, i.e., all data points are concentrated inside the simplex. The addition of noise spreads the data inside the simplex, which brings data points closer to the facets of the simplex, enforcing the MVSA that contains all data closer to the true one. The computation time (in seconds) required by each unmixing method for N = 10 3 , p = 3, L = 224, and θ = [5, . . . , 5] is shown in Table XVII for an nonoptimized MATLAB 2008a 32-bit implementation on a PC equipped with an Intel core duo 2.1-GHz processor with 4 GB of RAM. From this table, one can observe that the computation time spent by VCA (pure-pixelbased unmixing method) is less than that of the other algorithms that do not require pure pixels. Among these algorithms, SISAL is the fastest. Table XVII also indicates that SPICE is the slowest followed by DECA. The complexity of DECA is approximately O(N (4p 2 + 6kp)), where k = (k min + k max )/2.
V. EVALUATION WITH REAL DATA
In this section, the proposed method is applied to real hyperspectral data collected by the AVIRIS sensor. A subset of the Cuprite data set 2 is considered. This site has been extensively used for remote sensing experiments over the past years, and its geology was previously mapped in detail [65] .
The data set is composed of 187 spectral bands with 10-nm bandwidth acquired in the 0.4-2.5-μm region (noisy and water absorption bands 1-3, 104-113, 148-167, and 221-224 were removed). The subset contains 50 × 90 pixels with a ground resolution of 17 m. Fig. 6 shows band 30 (wavelength λ = 647.7 nm) of the subimage of AVIRIS Cuprite Nevada data set.
For this experiment, the MVC-MNF regularization parameter is set to τ = 10 −5 ; the convergence tolerance for MVES method is 10 −6 ; SISAL regularization parameters are set to λ = 10, τ = 1, and μ = 10 −5 ; SPICE regularization parameter 2 Available online at http://aviris.jpl.nasa.gov/html/aviris.freedata.html. is set to μ = 10 −4 ; the sparsity parameter is Γ = 0.4; and the stopping criterion is 10 −6 . Fig. 7 shows a scatterplot of the Cuprite data subset, where dots represent the pixels and circles represent the endmembers estimated by the proposed method. The results provided by VCA, MVSA, MVES, MVC-MNF, SISAL, and SPICE are also shown. Furthermore, we have also plotted the projections of Montmorillonite, Desert Varnish, and Alunite, which are known to dominate the considered subset image [65] . DECA has identified k = 5 modes, with parameters θ 1 = [1. Table XVIII shows the evaluation metrics SME and SMAE, where the signatures estimated by the different algorithms are compared with the nearest laboratory spectra, i.e., Alunite GDS84 Na03, Desert Varnish GDS78A Rhy, and Montmorillonite + Illite CM37. The proposed method yields the best SMAE and an SME not far from those of SISAL and MVES methods. Fig. 8 shows the endmember signatures and their estimates. The signatures provided by DECA are scaled by a factor in order to minimize the MSE between them and the respective library spectra. The similarity between the plotted curves is evident. Figs. 9-11 show the estimated abundance maps for DECA, VCA, and SISAL methods, respectively. DECA and SISAL abundance fraction estimates are very similar, whereas VCA has a slightly different result, namely, the upper left corner of the scene is mostly Montmorillonite instead of Alunite.
In our setup, the missing data indicate which mode produces each sample. After running the GEM algorithm, we obtain the posterior probability of the modes given the observations, which is, in fact, a soft classification map. Fig. 12(b) shows the image map where each color represents the mode with higher probability computed from (10) . Fig. 12(a) shows a scatterplot of the data, where dots represent pixels of the image and their color indicates which mode has produced it. There is a clear relation between the information shown in Fig. 12(a) and (b) and the abundance fractions shown in (11): Modes 3 and 4 are 
VI. CONCLUSION
This paper has introduced DECA, a new algorithm to blindly unmix highly mixed hyperspectral data, thus beyond the reach of the geometrically based unmixing algorithms. DECA, developed under the statistical framework, models the abundance fractions as mixtures of Dirichlet densities, thus automatically enforcing the nonnegativity and the sum-to-one constraints. A cyclic minimization algorithm was developed where the following are observed: 1) The number of Dirichlet modes is inferred based on the MDL principle; 2) a GEM algorithm is derived to infer the model parameters; and 3) a sequence of augmented Lagrangian optimizations is used to compute the endmember signatures. The experimental results shown illustrate the potential of the proposed method to unmix hyperspectral data when the observed spectra are highly mixed.
As future research direction, in the vein of works [48] and [49] , we intend to extend DECA by introducing a spatial regularization term based on the hidden variables that represent the probability of activating the Dirichlet modes. This regularization term enforces neighboring pixels to belong to the same Dirichlet mode.
APPENDIX
This Appendix presents a modification of the SISAL algorithm introduced in [32] , termed as DUSAL, to solve the optimization problem that appears in the minimum-volume-type formulations of hyperspectral linear unmixing. SISAL solves a hard nonconvex (due to the presence of | det(W)|) optimization problem by a sequence of nonsmooth convex subproblems using variable splitting and then applying the augmented Lagrangian methods (see [66] , [67] , and references therein for recent applications of these tools in image processing).
Herein, we apply the same concepts: variable splitting and augmented Lagrangian methods. The optimization with respect to W in (14) where a T = 1 N X T (X X T ) −1 (see [32] for the simplification of the equality constraint). 
where variable q was split into the pair (q, z) and linked through the constraint Aq = z. The so-called augmented Lagrangian for this problem with respect to the constraint Aq = z is where α holds the Lagrange multipliers, d = α/(2τ ), and c is an irrelevant constant. The solution of the optimization with respect to (q, z) is decoupled into a block minimization with respect to q and with respect to z, thus very easy to solve, where a quadratic approximation f (q) = g T q + μ q − q k 2 is used. For each component of z, it amounts to find the larger root of a second-order polynomial.
The pseudocode for the modified SISAL algorithm is presented in Algorithm 2, where lines 5-8 show the block minimization with respect to q and to z and line 9 updates d.
