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Kapitel 1
Einleitung
1.1 Semiklassische Quantisierung - Motivation
Die Erfolge der Quantenmechanik sind darin zu sehen, daß sie physikalische
Probleme mit mehr oder weniger einfachen mathematischen Methoden zu lo¨-
sen vermag, die mit rein klassischen Mitteln nicht lo¨sbar sind. Sie hat seit je-
her den Nachteil, daß sie im Gegensatz zur klassischen Mechanik sich nicht
in global sichtbaren Analoga wiederfindet, sondern sich eines reinen Formalis-
mus bedient und damit oft keinen tieferen Einblick in das physikalische Ge-
schehen zula¨ßt. Die Semiklassik, das Verbindungsglied zwischen der klassischen
Mechanik und der Quantenmechanik, versucht einen anderen Zugang zu den
quantenmechanischen Ergebnissen aufzuzeigen. Die sonst nur durch Lo¨sen der
Schro¨dinger-Gleichung, d.h. durch das Aufstellen des Hamiltonoperators und die
Angabe des Potentials, berechenbaren Energieeigenwerte ko¨nnen so auch ohne
die quantenmechanischen Betrachtungen ermittelt werden. Die in der Semiklassik
betrachteten Systeme sind nicht nur integrabler sondern auch chaotischer Natur.
Da die
”
exakte“ Quantenmechanik eine lineare Theorie ist, treten innerhalb dieser
Theorie keine chaotischen Effekte auf. Um so mehr ist es erstaunlich, daß die se-
miklassisch ermittelten Energieeigenwerte chaotischer Systeme mit den quanten-
mechanischen vergleichbar sind. Allerdings ist die dafu¨r no¨tige semiklassische
Quantisierung keine einfache Aufgabe, denn die Formeln, zum einen die Gutz-
willer Spurformel [1] bei chaotischen und zum anderen die Berry-Tabor Formel
[2, 3] bei integrablen Systemen, zeigen in den meisten Fa¨llen an den interessanten
Stellen, d.h. dort wo sich die Energieeigenwerte befinden, divergentes Verhalten.
Die gesuchten Energieeigenwerte ließen sich also bis dato nur prinzipiell aus den
genannten Formeln ermitteln. In der Vergangenheit wurden deshalb Verfahren
entwickelt, die die Konvergenz beschleunigen sollten. Leider sind die Mehrzahl
der Verfahren nur fu¨r ganz spezielle Systeme anwendbar, erwa¨hnt seien hier die
”
Cycle expansion“ [4] fu¨r hyperbolische Systeme und die
”
Riemann-Siegel look-
alike formula“ und
”
pseudo-orbit expansions“ [5, 6] fu¨r gebundene Systeme, d.h.
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es fehlte an allgemeinen Verfahren, die fu¨r eine Vielzahl von Systemen zum Erfolg
fu¨hren. Ju¨ngst wurden neue Verfahren entwickelt, die lediglich die Existenz eines
Ordnungsparameters (z.B. die Zyklusla¨nge oder die tatsa¨chliche La¨nge der chao-
tischen Bahn) voraussetzen und sich sowohl auf chaotische als auch integrable
Systeme anwenden lassen. Das Ziel und damit die Motivation dieser Arbeit, ist
ein chaotisches System — das Hyperbelbillard — semiklassisch zu betrachten und
mit den
”
neuen“ Verfahren, zum einen dem Pade´-Verfahren [7] und zum ande-
ren der harmonischen Inversion [8], zu zeigen, daß die semiklassisch ermittelten
Energieeigenwerte, die nur aus rein klassischen Gro¨ßen gewonnen wurden, ver-
gleichbar mit den quantenmechanischen sind. Bleibt zu erwa¨hnen, daß das hier
zu untersuchende System mit anderen Quantisierungsverfahren und einem erheb-
lich kleineren Bahndatensatz bereits in der Arbeit von Sieber [9] und in einer
spa¨teren Vero¨ffentlichung von Keating zusammen mit Sieber [10] behandelt wur-
de. Der große und entscheidende Unterschied besteht allerdings in der Voraus-
setzung fu¨r die Anwendung der Quantisierungsverfahren. Mußten Keating und
Sieber noch die mittlere Zustandsdichte in die Berechnung der semiklassischen
Energieeigenwerte einbringen, so wird in dieser Arbeit gezeigt, daß dies fu¨r die
hier verwendeten Verfahren nicht no¨tig ist.
1.2 Aufbau der Arbeit
Die Arbeit bescha¨ftigt sich im folgenden mit einem System mit C4v-Symmetrie
— dem Hyperbelbillard. Die grundlegenden Ideen der Bahnsuche und die Eigen-
schaften des Systems werden in Kapitel 2 besprochen. Sie bilden die Vorausset-
zungen fu¨r die semiklassische Quantisierung. Kapitel 3 fu¨hrt in die semiklassische
Theorie ein und schließt mit einigen quantenmechanischen Betrachtungen. Das
Pade´-Verfahren, angewandt in Kapitel 4, ist das erste semiklassische Verfahren,
das die Energieeigenwerte ermitteln soll. Die Konvergenzbetrachtungen spielen
dabei eine besondere Rolle. In Kapitel 5 wird ein weiteres Verfahren zur semi-
klassischen Quantisierung besprochen, die harmonische Inversion, die in Kapitel 6
fu¨r die Anwendung auf kreuzkorrelierte Signale erweitert wird. Schließlich werden
die Ergebnisse aller Verfahren in Kapitel 7 zusammengefaßt.
Kapitel 2
Klassische Dynamik des
Hyperbelbillards
2.1 Geometrie des Hyperbelbillards
Den Namen tra¨gt das Hyperbelbillard, weil die Berandung im Koordinatensystem
durch vier Hyperbeln des Typs y = ±x−1 gegeben ist (Abb. 2.1). Innerhalb der
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Abb. 2.1: Hyperbelbillard: Schraffiert ist das Ausbreitungsgebiet des Teilchens.
Hyperbeln (schraffierter Bereich) kann sich ein Teilchen mit der Punktmasse m
geradlinig ausbreiten und wird beim Beru¨hren der Berandung elastisch reflektiert.
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In der Semiklassik wird gezeigt, daß zur Berechnung der quantenmechanischen
Eigenwerte die periodischen Bahnen des Teilchens eine ausgezeichnete Rolle spie-
len. In diesem Kapitel soll erla¨utert werden, wie diese Bahnen gefunden werden.
2.2 Suche nach den periodischen Bahnen
2.2.1 Veranschaulichung der Bahnsuche
Die Bahnen werden beschrieben durch die Abfolge, in der sie die Hyperbela¨ste
durchlaufen. Die Sequenz (1, 2, 3, 4) bedeutet dann, daß die Bahn in vier Teilwe-
gen (1 → 2, 2 → 3, 3 → 4, 4 → 1) durchlaufen wird. Das letzte Teilstu¨ck ergibt
sich aus der Periodizita¨t der Bahn. In Abb. 2.2 ist diese Bahn gezeichnet. Nach
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Abb. 2.2: Minimierung der Bahnla¨nge. (a) Unphysikalische Bahn mit beliebiger
La¨nge. (b) Physikalische Bahn mit minimaler La¨nge.
dem Hamiltonschen Prinzip sind diejenigen Bahnen physikalisch, deren La¨ngen
minimal sind. Dies ist im rechten Teilbild dargestellt. Die Aufgabe besteht nun
darin, fu¨r eine vorgegebene Sequenz die ku¨rzeste periodische Bahn zu berechnen.
Im Bewußtsein, daß im linken Teilbild von Abb. 2.2 die Reflexionsbedingung
”
Einfallswinkel gleich Ausfallswinkel“ nicht erfu¨llt ist, sei angemerkt, daß diese
Bedingung nicht als Voraussetzung in die Bahnsuche eingeht, sondern vielmehr
nach der Minimierung automatisch erfu¨llt ist.
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2.2.2 Minimierung der Bahnla¨nge
Die Reflexionspunkte (xi, yi) liegen alle auf den Hyperbeln y = ±x−1 und ko¨nnen
mit einem Satz von Optimierungsparametern ri beschrieben werden. Zur Berech-
nung der La¨ngen erweisen sich die Koordinaten als nu¨tzlich, die wie folgt mit den
Optimierungsparametern verknu¨pft sind:
xi = Qxie
−ri yi = Qyie
ri (2.1)
Der Index i = 1, 2, . . . , N steht fu¨r die Position innerhalb der Sequenz aus N
Elementen. N ist zugleich die Zyklusla¨nge. Qxi , Qyi ∈ {−1, 1} geben die i-te
Hyperbel an (Bsp.: Qx = Qy = 1 ⇒ Hyperbel im 1. Quadranten, Qx = 1, Qy =
−1 ⇒ Hyperbel im 4. Quadranten). Die La¨nge jedes Teilstu¨ckes berechnet sich
wie folgt:
si =
√
(xi+1 − xi)2 + (yi+1 − yi)2 (2.2)
wobei
xN+j = xj yN+j = yj (j = 1, 2) (2.3)
gesetzt wird. Das Kopieren der ersten beiden Reflexionspunkte an das Ende des
Zyklus hat rein praktische Gru¨nde: Der Index ist dann fortlaufend und es bedarf
keines Indexshifts (vgl. Gleichung (2.6)). Die Gesamtla¨nge der periodischen Bahn
spB ergibt sich zu:
spB = spB(r1 . . . rN) =
N∑
i=1
si (2.4)
Um das Minimum von spB zu finden, ist obige Gleichung nach allen Optimie-
rungsparametern abzuleiten, da die notwendige Bedingung wie folgt lautet:
∇~rspB = 0 (2.5)
Der hierfu¨r notwendige Gradient ∇~rspB besteht aus N Komponenten. Exempla-
risch sei hier die (i+ 1)-Komponente angegeben:
∂spB
∂ri+1
=
∂spB
∂xi+1
∂xi+1
∂ri+1
+
∂spB
∂yi+1
∂yi+1
∂ri+1
=
xi+1(xi+2 − xi+1) + yi+1(yi+2 − yi+1)
si+1
−xi+1(xi+1 − xi) + yi+1(yi+1 − yi)
si
(2.6)
Unter Einsatz der NAG-Rountine1 C05NBF wird eine Lo¨sung des nichtlinearen
Gleichungssystems mit der Dimension N (fi(r1 . . . rN) = 0, i = 1, . . . , N) gefun-
den. Die Routine liefert schließlich die Werte fu¨r die ri, mit denen die Reflexions-
punkte und letztlich die gesuchte La¨nge berechnet werden. Angemerkt sei noch,
1Fortran Programmbibliothek
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daß die La¨nge einer Bahn nicht am symbolischen Code abgelesen werden kann.
Die hier gezeigte Berechnung ist daher fu¨r alle Bahnen durchzufu¨hren und ist der
Rechenteil, der am zeitintensivsten ist.
2.2.3 Periodische Bahnen im Fundamentalgebiet
Der periodischen Bahn im vollen Koordinatensystem kann eine Symmetrie zuge-
wiesen werden. Ist die Bahn spiegelsymmetrisch zu einer Achse oder einer Winkel-
halbierenden, so wird von σx, σy bzw. σ13, σ24 gesprochen. Bei Rotationssymme-
trie wird zwischen C4 und C
2
4 = C2 je nach Drehung um
pi
2
und pi unterschieden.
Ansonsten hat die Bahn die Symmetrie e — also keine besondere Symmetrie [11].
Durch Anwendung der Symmetrieoperatoren auf den symbolischen Code la¨ßt sich
die Symmetrieeigenschaft der Bahn ermitteln. Die Bahnsymmetrie bis einschließ-
lich Zyklusla¨nge N = 4 zeigt Tab. 2.4 auf Seite 20. Auf den speziellen Fall, daß
einer Bahn keine eindeutige Symmetrie zugeschrieben werden kann, wird in Kap.
2.4.4 eingegangen.
Im folgenden wird das Hyperbelbillard unter dem Aspekt der C4v-Symmetrie be-
handelt, d.h. die Bahnen breiten sich nur noch in einem Quadranten (o.B.d.A.
im 1. Quadranten) aus. Beim U¨berqueren der Achsen wird die Bahn elastisch re-
flektiert. Diese Beschra¨nkung gestattet die Einfu¨hrung eines neuen symbolischen
Codes: Statt der Durchnumerierung der Hyperbeln (1, 2, 3, 4), werden jetzt die
Schnittachsen (x, y), bei beiden Achsen ein (b) notiert. Der Code ergibt sich dann
durch Aneinanderreihen der Symbole (x), (y) und (b). Die Bahn wird hierbei in
den ersten Quadranten gefaltet.
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Abb. 2.3: Visualisierung der Symbolik (x), (y), (b).
Unter Einbeziehung der Symmetrieebene (1. Winkelhalbierende) ergibt sich das
Fundamentalgebiet D wie folgt (Abb. 2.4):
D := {(x, y)|x ≥ 0 ∧ y ≥ 0 ∧ y ≤ 1
x
∧ y ≤ x} (2.7)
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Der symbolische Code kann dann noch weiter vereinfacht werden, d.h. es wird
der symmetriereduzierte Code betrachtet. Die Symbole a¨ndern sich zu (+), (0)
und (−) nach folgendem Schema2:
• Schreibe fu¨r jedes (b) eine (0).
• Folgt eine zweite Reflexion an derselben Achse, unabha¨ngig von dazwischen-
liegenden (b)’s, so schreibe ein (−).
• Findet ein Wechsel bzgl. der Achsenreflexion statt, so schreibe ein (+).
Beispiel : (xbbxyxby) −→ (+00−+ + 0+) (2.8)
Die La¨nge des symbolischen Codes kann sich bei Vorhandensein einer Bahnsym-
metrie gegenu¨ber dem urspru¨nglichen halbieren oder vierteln.
Beispiele:
(1234) −→ (xyxy)︸ ︷︷ ︸
(xy)
−→ (+ + ++)︸ ︷︷ ︸
(+)
(2.9)
(13) −→ (bb)︸︷︷︸
(b)
−→ (00)︸︷︷︸
(0)
(2.10)
(1324) −→ (bxbx)︸ ︷︷ ︸
(bx)
−→ (0−) (2.11)
In Abb. 2.4 sind alle Bahnen mit Zyklusla¨nge N = 1 im Fundamentalgebiet D
(schraffiert) gezeigt. Die reine (−)-Bahn existiert im Hyperbelbillard nicht.
Die anschauliche Bedeutung der Symbole:
• (+)-Symbol leitet die Bahn im vollen System zur na¨chsten Hyperbel weiter,
bzw. fu¨hrt u¨ber einer Reflexion an einer Koordinatenachse zum Hyperbelast
zuru¨ck.
• (0)-Symbol leitet die Bahn im vollen System auf die gegenu¨berliegende Hy-
perbel weiter, bzw. fu¨hrt u¨ber zwei Reflexionen an den Koordinatenachsen
oder eine Reflexion am Ursprung zum Hyperbelast zuru¨ck.
• (−)-Symbol kehrt die
”
Laufrichtung“ der Bahn um.
2Hinweis: In der Arbeit von Sieber [9] sind +/− anders definiert. Es wird die Definition von
Eckhardt und Wintgen [12] verwendet.
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Abb. 2.4: Die Bahnen (+) und (0) mit Zyklusla¨nge N = 1 im Fundamentalgebiet
D (schraffiert). Die (0)-Bahn liegt auf der 1. Winkelhalbierenden.
2.3 Ordnungsparameter
Im folgenden wird ausschließlich der symmetriereduzierte Code verwendet3. Fu¨r
die semiklassische Quantisierung mittels des Pade´-Verfahrens (Kap. 4) mu¨ssen al-
le Bahnen zu einer vorgegebenen Zyklusla¨ngeN bekannt sein; fu¨r die harmonische
Inversion (Kap. 5-6) hingegen alle Bahnen bis zu einer vorgegebenen Signalla¨nge
smax. Zum Aufbau des Bahndatensatzes wird jedem Symbol eine Wertigkeit auf-
grund der Position i innerhalb des Symbolcodes zugeordnet. Die (0) wird mit
0 · 3i−1, das (+) mit 1 · 3i−1 und das (−) mit 2 · 3i−1 gewichtet. Das i gibt da-
bei die Symbolposition von rechts begonnen an. Durch Addition ergibt sich eine
Wertigkeit fu¨r das Symbolwort. Durch Hochza¨hlen der Wertigkeit bei gleicher
Zyklusla¨nge wird sichergestellt, daß keine periodische Bahn vergessen wird. Zwei
allgemeine Bedingungen sind dabei zu beachten:
1. Entha¨lt der symbolische Code eine ku¨rzere Periode, so wird die Bahn nicht
beru¨cksichtigt. Bei der semiklassischen Quantisierung werden Periodenver-
vielfachungen dadurch beru¨cksichtigt, indem die Bahnparameter geeignet
vervielfacht werden. Das Nichtberu¨cksichtigen bringt bei der Berechnung
einen Zeitvorteil mit sich. Die Bahndaten, d.h. die La¨nge spB und der Sta-
bilita¨tseigenwert λ (Kap. 2.4.3) der r-ten Wiederholung ergeben sich aus
den Gro¨ßen der primitiven periodischen Bahn (ppB) zu:
3Zur Berechnung der Bahnwerte einer periodischen Bahn wird der symmetriereduzierte Code
in den vollen umgerechnet. Dies hat den Vorteil, daß keine Achsenreflexionen beru¨cksichtigt
werden mu¨ssen.
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NpB = rNppB
spB = rsppB
λpB = λ
r
ppB (2.12)
Des weiteren werden periodische Bahnen nicht beru¨cksichtigt, die sich durch
zyklisches Vertauschen der Symbole in ein Codewort geringerer Wertigkeit
u¨berfu¨hren lassen:
Beispiel : (+0+) Wertigkeit 10, (0 + +) Wertigkeit 4 (2.13)
2. Unberu¨cksichtigt bleiben auch unphysikalische Bahnen. Diese treten zum
ersten Mal ab einer Zyklusla¨nge von N = 6 auf. Dabei durchdringen Bahn-
teilstu¨cke den verbotenen Bereich oder werden an der Innenseite der Hyper-
bel reflektiert. Dieses Verhalten wird Pruning genannt. Folgende Merkmale
sind charakteristisch fu¨r unphysikalische Bahnen:
• Einfalls- und Ausfallswinkel sind gro¨ßer als 90◦.
• Die Hyperbel wird auf einem geraden Stu¨ck der Bahn zweifach ge-
schnitten.
Die Zahl der unphysikalischen Bahnen ist in Relation zu den physikalischen
Bahnen zwar klein, dennoch du¨rfen sie nicht in die semiklassische Quanti-
sierung eingehen. In Abb. 2.5 ist eine unphysikalische Bahn mit Zyklusla¨nge
N = 13 gezeigt. Im Vergleich dazu zeigt Abb. 2.6 eine Bahn mit Zyklusla¨nge
N = 8 ohne Pruning.
2.3.1 Zyklusla¨nge als Ordnungsparameter
Fu¨r den Aufbau des Bahndatensatzes ist bei der Wahl der Zyklusla¨nge als Ord-
nungsparameter N die Wertigkeit bei gleicher Zyklusla¨nge hochzuza¨hlen. Dies ist
in Tab. 2.1 veranschaulicht. Das Auftreten der
”
Lu¨cken“ resultiert aus den oben
angegebenen allgemeinen Bedingungen an den Bahndatensatz. Es ergeben sich
auf diese Weise alle primitiven Bahnen bis zu einer bestimmten Zyklusla¨nge N
genau einmal (ohne zyklische Vertauschungen). Die Zahl der Bahnen wa¨chst in
etwa mit 3
N
N
. Berechnet wurden alle Bahnen mit Zyklusla¨nge N ≤ 18. Tab. 2.2
entha¨lt neben der Zyklusla¨nge die Zahl der physikalischen und unphysikalischen
Bahnen sowie statistische Daten bzgl. der Bahnla¨nge.
Fu¨r die Auswertung stehen u¨ber 33 Mio. Bahnen zur Verfu¨gung! So wie sich die
Zahl der Bahnen pro weiterer Zyklusla¨nge etwa verdreifacht, skaliert auch die
Rechenzeit fu¨r die Berechnung der Bahnen — die Auswertung der Bahndaten ist
darin nicht inbegriffen. Aus der Tab. 2.2 ist deutlich erkennbar, daß die mini-
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N Symbolcode Wertigkeit Bahnla¨nge spB
33 32 31 30
1 0 0 2,828427124746190
1 + 1 2,000000000000000
2 0 + 1 4,394736453871240
2 0 − 2 4,559014113909555
2 + − 5 3,464101615137754
3 0 0 + 1 7,327276154821382
3 0 0 − 2 7,299524013836037
3 0 + + 4 6,507678552705855
3 0 + − 5 5,474374889295360
3 0 − + 7 6,602720495543139
3 0 − − 8 5,796271321210112
3 + + − 14 5,413650640640594
3 + − − 17 4,596383864693459
4 0 0 0 + 1 10,139745642321696
4 0 0 0 − 2 10,144503474358656
4 0 0 + + 4 9,392381912534933
4 0 0 + − 5 8,511393020700122
4 0 0 − + 7 9,376055082557063
4 0 0 − − 8 8,457433888353261
4 0 + 0 − 11 8,972684546312598
4 0 + + + 13 8,491327224567176
4 0 + + − 14 7,774225772297909
4 0 + − + 16 7,774225772297909
4 0 + − − 17 6,360148247201818
4 0 − + + 22 8,595286845328856
4 0 − + − 23 7,922780497821583
4 0 − − + 25 7,922780497821583
4 0 − − − 26 6,806219233460675
4 + + + − 41 7,423325138695127
4 + + − − 44 6,498742410922501
4 + − − − 53 5,546550521543459
Tab. 2.1: Wertigkeit der Bahn und Bahnla¨nge bis Zyklusla¨nge N = 4.
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Abb. 2.5: Unphysikalische Bahn mit Zyklusla¨nge N = 13.
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Abb. 2.6: Bahn mit Zyklusla¨nge N = 8.
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Zyklus- Anzahl der Bahnen Bahnla¨nge spB
la¨nge N physik. unphysik. smin smittel smax
1 2 0 2,00 2,41 2,83
2 3 0 3,46 4,14 4,56
3 8 0 4,60 6,13 7,33
4 18 0 5,55 8,12 10,14
5 48 0 6,38 10,14 12,97
6 115 1 7,13 12,20 15,80
7 310 2 8,97 14,23 18,63
8 808 2 9,65 16,23 21,46
9 2.182 2 10,28 18,25 24,28
10 5.878 2 10,88 20,27 27,11
11 16.102 2 11,44 22,29 29,94
12 44.217 3 11,98 24,32 32,77
13 122.628 12 12,50 26,35 35,60
14 341.439 45 12,99 28,37 38,43
15 956.410 166 13,47 30,40 41,25
16 2.689.492 518 13,93 32,43 44,08
17 7.594.882 1.598 14,37 34,45 46,91
18 21.517.378 4.850 14,80 36,48 49,74
Total 33.291.920 7.203
Tab. 2.2: Bahndaten bis Zyklusla¨nge N = 18.
male Bahnla¨nge nur wenig, wa¨hrend die maximale deutlich nach oben zunimmt.
Daraus resultiert die Verschiebung des Mittelwertes (Abb. 2.7). Die Unstetigkeit
bei der minimalen La¨nge ru¨hrt vom Einsetzen des Prunings her. Der Vergleich
mit der Arbeit von Sieber [9] liefert im erfaßten Bereich bis Zyklusla¨nge N = 14
exakte U¨bereinstimmung. Eine Ausnahme bildet lediglich, daß hier zwei zusa¨tzli-
che unphysikalische Bahnen bei der Zyklusla¨nge N = 13 gefunden wurden. Beim
Analysieren aller unphysikalischen Bahnen zu dieser Zyklusla¨nge zeichnen sich
gerade zwei Bahnen dadurch aus, daß sie fast tangential die Hyperbel streifen,
und ihre Klassifikation durch numerische Rundungsfehler beeinflußt sein kann.
Festgehalten sei an dieser Stelle, daß der hier ermittelte Bahndatensatz den von
Sieber [9] um zirka 32 Mio. Bahnen u¨bersteigt!
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Abb. 2.7: Minimale, mittlere und maximale La¨nge der Bahn mit fester Zyklus-
la¨nge N .
2.3.2 Signalla¨nge als Ordnungsparameter
Der Abb. 2.7 kann die minimale La¨nge bis Zyklusla¨nge N = 39 entnommen
werden. Fu¨r die maximale und mittlere La¨nge ko¨nnen die Werte u¨ber die Zyklus-
la¨nge N = 18 hinaus lediglich extrapoliert werden. Das Fehlen der Werte liegt
daran, daß es ab einer Zyklusla¨nge von N = 18 wegen der erheblichen Rechen-
zeit nicht la¨nger mo¨glich war, alle Bahnen bis zu einer vorgegebenen maximalen
Zyklusla¨nge zu ermitteln. Eine Beschra¨nkung bis zu einer bestimmten La¨ngen-
obergrenze smax
4 und damit Schaffung eines neuen Ordnungsparameters brachte
die Ergebnisse fu¨r die minimale La¨nge. Der neue Ordnungsparameter heißt Signal-
la¨nge smax. Er zeichnet sich gerade dadurch aus, daß alle periodischen Bahnen
unabha¨ngig von der Zyklusla¨nge bis zu einer vorgegebenen maximalen La¨nge er-
mittelt werden. Ausgangspunkt fu¨r die Ermittlung der Bahnen ist ein bzgl. der
Zyklus- und Signalla¨nge vollsta¨ndiger Bahndatensatz. Dies kann nur dann garan-
tiert werden, wenn zu dieser Zyklusla¨nge alle Bahnen berechnet wurden. Die Idee
[9] besteht darin durch gezieltes Einschieben eines (−)-Symbols in den symboli-
schen Code denselben zu verla¨ngern.
Zur Verdeutlichung: Vorgegeben sei ein vollsta¨ndiger Bahndatensatz mit Zyklus-
la¨nge Nvollsta¨ndig, der aber nur noch die Bahnen entha¨lt deren Signalla¨nge spB die
vorgegebene maximale La¨nge smax nicht u¨bersteigt. Die Bahnen, die zur letzten
Zyklusla¨nge von Nvollsta¨ndig geho¨ren, werden jetzt wie oben beschrieben um eins
4Nicht zu verwechseln mit der maximalen La¨nge innerhalb einer Zyklusla¨nge.
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verla¨ngert. Aus jeder Bahn werden im ersten Schritt Nvollsta¨ndig neue Bahnen. Da-
bei muß wiederum gepru¨ft werden, ob die allgemeinen Bedingungen, die an den
Bahndatensatz gestellt werden, verletzt werden, oder ob die maximale Signal-
la¨nge smax bereits u¨berschritten wird. Nach Anwendung auf alle Bahnen steht
der um die Zyklusla¨nge eins erho¨hte Bahndatensatz als Ausgangspunkt fu¨r die
na¨chste Berechnungsrunde zur Verfu¨gung. Aufgepaßt werden muß nur, daß der
Ausgangsbahndatensatz groß genug gewa¨hlt wird, da sonst die Zahl der Bahnen
mit steigender Zyklusla¨nge zu- statt abnimmt. Dies ist zugleich das Abbruch-
kriterium fu¨r einen falsch gewa¨hlten Ausgangspunkt. Drei Fragen standen dabei
zuerst einmal unbeantwortet im Raum:
1. Mu¨ssen die unphysikalischen Bahnen beru¨cksichtigt werden?
2. Darf die La¨nge direkt auf smax begrenzt werden, oder muß ein ∆s hinzu-
addiert und spa¨ter erst auf die gesuchte La¨nge abgeschnitten werden?
3. Ist das (−)-Symbol das einzige Symbol, das eingeschoben werden muß?
Es zeigte sich, daß einzig und allein das Einschieben eines (−)-Symbols zum Er-
folg fu¨hrte — unabha¨ngig von den unphysikalischen Bahnen, d.h. ist eine Bahn
erst einmal unphysikalisch, so ist jede aus ihr hervorgehende Bahn unphysika-
lisch. Die La¨nge darf von vornherein begrenzt werden, d.h. die Bahnen werden
durch Einschieben eines (−)-Symbols nicht ku¨rzer. Erinnert sei in diesem Zusam-
menhang an die anschauliche Bedeutung der Symbole, denn das (−)-Symbol ist
dafu¨r verantwortlich, daß die Bahn tief in die Hyperbela¨ste hineinla¨uft und damit
a¨ndert sich durch Verla¨ngern des symbolischen Codes die La¨nge nur geringfu¨gig.
A¨hnlich wie Tab. 2.2 fu¨r die Zyklusla¨nge zeigt Tab. 2.3 eine Statistik, die die Zahl
der Bahnen bis zu einer gegebenen maximalen La¨nge smax und die dazugeho¨rige
maximale Zyklusla¨nge Nmax entha¨lt.
Wird die Signalla¨nge als Ordnungsparameter gewa¨hlt, so stehen u¨ber 3 Mio. Bah-
nen zur Verfu¨gung. An dieser Stelle sei darauf hingewiesen, daß die Zyklusla¨nge
auf N = 39 beschra¨nkt ist, denn aus programmtechnischen Gru¨nden ist dieses
Verfahren nur bis Zyklusla¨nge von N = 39 mo¨glich5. Der Bahndatensatz mit
smax = 30 ist daher nicht vollsta¨ndig — es bleiben 273 Bahnen mit Zyklusla¨nge
N = 39, die eine Signalla¨nge kleiner als 30 haben. Ein Vergleich mit Sieber [9]
und Keating und Sieber [10] ergibt (mit Ausnahme der zwei zusa¨tzlichen unphysi-
kalischen Bahnen) im Bereich smax = 20 und smax = 22 exakte U¨bereinstimmung,
wobei der hier ermittelte Bahndatensatz (u¨ber 3 Mio. Bahnen) den von Keating
und Sieber [10] um einen Faktor von fast 100 u¨bersteigt!
5Zur Darstellung des terna¨ren Symbolcodes mit der Zyklusla¨nge N wird im Programm Zahlen
fu¨r die Wertigkeit bis zur Gro¨ße 3N beno¨tigt. Die Grenze fu¨r integer*8 liegt aber unterhalb von
340.
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smax Nmax Zahl der Bahnen
10,0 8 67
10,5 9 86
11,0 10 110
11,5 11 144
12,0 12 189
12,5 13 249
13,0 14 313
13,5 15 419
14,0 16 534
14,5 17 702
15,0 18 924
15,5 19 1.212
16,0 20 1.570
16,5 22 2.039
17,0 23 2.654
17,5 24 3.463
18,0 26 4.493
18,5 27 5.864
19,0 29 7.694
19,5 30 9.996
20,0 32 13.096
20,5 33 17.023
21,0 35 22.273
21,5 37 29.113
22,0 39 38.129
22,5 39 49.949
23,0 39 65.523
23,5 39 86.037
24,0 39 112.869
24,5 39 148.502
25,0 39 195.046
25,5 39 257.052
26,0 39 338.041
26,5 39 445.561
27,0 39 586.769
27,5 39 773.498
28,0 39 1.020.028
28,5 39 1.345.542
29,0 39 1.776.172
29,5 39 2.344.281
30,0 39 3.096.644
Tab. 2.3: Statistik fu¨r den Ordnungsparameter smax.
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2.4 Eigenschaften der periodischen Bahnen
In diesem Abschnitt sollen einige Bahneigenschaften besprochen werden. Sie wer-
den fu¨r die semiklassischen Quantisierung beno¨tigt und werden zusammen mit
dem Bahndatensatz ermittelt.
2.4.1 Klassische Erwartungswerte
In Kap. 6 werden zur semiklassischen Quantisierung jeweils das zweite Moment
des Abstandes und des Drehimpulses beno¨tigt. Das m-te Moment einer Gro¨ße A
berechnet sich im Intervall zwischen 0 und T wie folgt:
〈Am〉 = 1
T
∫ T
0
| ~A(t)|mdt (2.14)
t ist dabei die Parametrisierung der Kurve bzw. Bahn, wa¨hrend T die zu t geho¨-
rende Gesamtgro¨ße darstellt. Beim Hyperbelbillard ist der Vektor ~A zwar stetig,
aber an den Stoßpunkten nicht differenzierbar, so daß obige Gleichung besser in
N Teilstu¨cke zerlegt wird.
〈Am〉 = 1
T
N∑
i=1
∫ Ti+1
Ti
| ~Ai(t)|mdt (2.15)
Die zweiten Momente des Abstandes der Bahn vom Ursprung und des Drehim-
pulses sind gegeben durch
〈r2〉 = 1
spB
N∑
i=1
√
si
[
(xixi+1 + yiyi+1) +
1
3
si
]
(2.16)
und
〈L2〉 = 1
spB
N∑
i=1
xiyi+1 − yixi+1√
si
(2.17)
Diese Gro¨ßen lassen sich ohne weiteres aus den Bahndaten ermitteln. Exempla-
rische Werte zeigt Tab. 2.4. In Abb. 2.8 und Abb. 2.9 sind die Mittelwertsver-
teilungen, d.h. der Mittelwert 〈r2〉 bzw. 〈L2〉 u¨ber der Signalla¨nge spB, graphisch
veranschaulicht. Das abrupte Abbrechen der einzelnen Serien ist zum einen auf
die Beschra¨nktheit der Zyklusla¨nge auf N ≤ 39 und zum anderen auf das
”
Un-
physikalischwerden“ (Pruning) einzelner Bahnserien zuru¨ckzufu¨hren.
2.4.2 Maslov-Index
Der Maslov-Index sammelt die Phaseninformationen der Bahn auf. Er a¨ndert
sich je nach Randbedingung unterschiedlich [13]: Liegen an der Berandung bei
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Abb. 2.8: Mittelwertsverteilung von 〈r2〉.
Abb. 2.9: Mittelwertsverteilung von 〈L2〉.
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einem elastischen Stoß Dirichletsche Randbedingungen vor, so bedeutet dies eine
Verschiebung der Phase um (−pi) — der Maslov-Index µ a¨ndert sich dabei um
zwei (∆µ = 2). Liegen hingegen Neumannsche Randbedingungen vor, so ist die
Phasenverschiebung Null und der Maslov-Index a¨ndert sich nicht (∆µ = 0). Um
den Maslov-Index anzugeben, werden die Reflexionen an der Berandung geza¨hlt.
Wie in Kap. 3.2.1 ersichtlich, werden zwei Unterra¨ume (symmetrisch und anti-
symmetrisch) unterschieden. Der Maslov-Index la¨ßt sich dann am symbolischen
Code ablesen:
symmetrisch : µs = 2#(0) (2.18)
antisymmetrisch : µa = 2#(0) + 2#(+) (2.19)
Dabei bedeuten #(0) die Anzahl der Nullsymbole und #(+) die Anzahl der
Plussymbole im symbolischen Code. Tab. 2.4 entha¨lt die Werte bis Zyklusla¨nge
N = 4.
2.4.3 Monodromiematrix
Die Eigenwerte der Monodromiematrix ermo¨glichen eine Aussage u¨ber die Ver-
a¨nderung der Bahn nach einer Periode T und damit der Stabilita¨t der Bahn.
Betrachtet wird im folgenden eine bestimmte Bahn. Gewa¨hlt wird ein lokales
Koordinatensystem, dessen x-Achse parallel und y-Achse senkrecht zur Bahn ver-
la¨uft. Untersucht wird die Vera¨nderung bzgl. der y-Koordinaten eines Teilchens,
das beliebig nahe der Bahn startet nach einer Periode [14]:
Startpunkt : r = (x0, dy) Endpunkt : r
′ = (x0, dy′)
Startimpuls : p = (px, dpy) Endimpuls : p
′ = (px, dp′y)
(2.20)
Der Bahnverlauf wird im Startpunkt linear gena¨hert, und die Monodromiematrix
ist gegeben als:(
dy′
dp′y
)
=
(
dy(T )
dpy(T )
)
= M ·
(
dy(0)
dpy(0)
)
=
(
m11 m12
m21 m22
)
·
(
dy(0)
dpy(0)
)
(2.21)
Die Einfu¨hrung des Winkels α zwischen dem Impulsvektor und der x-Achse fu¨hrt
auf eine neue Matrix M˜:(
dy′
dα′
)
= M˜ ·
(
dy
dα
)
=
(
m11 |p|m12
(1/|p|)m21 m22
)
·
(
dy
dα
)
(2.22)
Die Matrix M˜ la¨ßt sich bei Billardsystemen mit einer Zyklusla¨nge von n in ein
Produkt aus 2n Matrizen zerlegen, je n Matrizen M˜Ri fu¨r die Reflexionen an der
Berandung und n Matrizen M˜Ti fu¨r die geradlinige Ausbreitung der Bahn:
M˜ = M˜RnM˜TnM˜Rn−1M˜Tn−1 · · · M˜RiM˜Ti (2.23)
2.4. Eigenschaften der periodischen Bahnen 19
Die Matrizen M˜Ri und M˜Ti haben im Zweidimensionalen die folgende Form:
M˜Ti =
(
1 si
0 1
)
, M˜Ri =
( −1 0
di −1
)
, (2.24)
mit
di =
2
Ri cos γi
(2.25)
si mißt dabei den Weg zwischen zwei Stoßpunkten, Ri die Kru¨mmung der Hy-
perbel mit
Ri =
1
2
(2 cosh(2ri))
3
2 (2.26)
und γi dem Einfallswinkel. Da der Rand des Hyperbelbillards konkav ist, ist
Ri stets kleiner als Null. Es la¨ßt sich zeigen, daß das Produkt M˜ die Bedin-
gung |Tr M˜| > 2 erfu¨llt und damit alle periodischen Bahnen instabil sind. Nach
Bogomolny [15] werden zur weiteren Berechnung der Eigenwerte zwei Folgen
K
(α)
2 , K
(α)
3 , · · · , K(α)n+1(α = 1, 2) konstruiert, die die Bedingung
K
(α)
m+1 =
K
(α)
m
1 + tmK
(α)
m
+ dm (2.27)
erfu¨llen. Gegeben sind die ersten Terme wie folgt:
K
(1)
2 = d1, K
(2)
2 =
1
t1
+ d1 (2.28)
Fu¨r jede Folge wird ein Produkt gebildet6:
G(α)n = (−1)n
n∏
m=2
(1 + tmK
(α)
m ) (2.29)
Die Matrix-Elemente der Monodromiematrix ergeben sich schließlich zu:
m11 = G
(1)
n (1 + tn+1K
(1)
n+1) m12 = t1G
(2)
n (1 + tn+1K
(2)
n+1)
m21 = G
(1)
n K
(1)
n+1 m22 = t1G
(2)
n K
(2)
n+1
(2.30)
Die Stabilita¨tseigenwerte berechnen sich zu:
λ1;2 =
1
2
Tr M±
√
1
4
(Tr M)2 − det M (2.31)
Es bleibt zu erwa¨hnen, daß die Matrix M symplektisch ist, d.h. die beiden Eigen-
werte λ1 und λ2 sind nicht unabha¨ngig voneinander. Sie verhalten sich reziprok
zueinander: λ1 = 1/λ2. Das Vorzeichen von λ ergibt sich aus der Summe der An-
zahlen von (0)- und (+)-Symbole der Bahn. Ist die Summe gerade (ungerade), so
ist der Eigenwert positiv (negativ). In Tab. 2.4 sind die Monodromieeigenwerte
(o.B.d.A. mit positivem Exponenten) bis Zyklusla¨nge N = 4 auf vier Dezimal-
stellen gerundet angegeben.
6Die Gleichung 2.29 wurde um den Faktor (−1)n gegenu¨ber [15] nach [16] korrigiert.
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Symbole Mittelwerte Bahn- Maslov-Index Stabilita¨t〈r2〉 〈L2〉 sym. µs µa λ
0 0,667 0,000 C2, σ24 2 2 -5,828E+00
+ 1,333 1,000 C4 0 2 -5,828E+00
0 + 1,609 1,000 C4 2 4 1,324E+01
0 − 1,155 0,577 σx 2 2 -2,195E+01
+ − 2,000 1,667 σ13 0 2 -2,463E+01
0 0 + 1,044 0,424 C4 4 6 -1,070E+02
0 0 − 1,110 0,486 σy 4 4 9,435E+01
0 + + 1,333 0,851 e 2 6 -1,297E+02
0 + − 2,662 1,969 σ24 2 4 1,637E+01
0 − + 1,184 0,700 σ24 2 4 1,544E+02
0 − − 1,766 1,138 C2 2 2 -4,243E+01
+ + − 1,796 1,410 σx 0 4 9,947E+01
+ − − 2,727 2,280 C4 0 2 -6,711E+01
0 0 0 + 0,967 0,332 C4 6 8 5,783E+02
0 0 0 − 0,956 0,322 σx 6 6 -5,949E+02
0 0 + + 1,065 0,526 C2 4 8 8,357E+02
0 0 + − 1,550 0,888 σ13 4 6 -1,749E+02
0 0 − + 1,093 0,554 σ13 4 6 -7,925E+02
0 0 − − 1,678 1,007 e 4 4 1,376E+02
0 + 0 − 1,329 0,738 σ13 4 6 -3,192E+02
0 + + + 1,349 0,891 C4 2 8 6,579E+02
0 + + − 1,815 1,304 σy 2 6 -2,783E+02
0 + − + 1,815 1,304 σy 2 6 -3,055E+02
0 + − − 3,692 2,874 C4 2 4 1,802E+01
0 − + + 1,222 0,768 σy 2 6 -8,467E+02
0 − + − 1,589 1,081 C4 2 4 3,676E+02
0 − − + 1,589 1,081 C4 2 4 3,960E+02
0 − − − 2,395 1,664 σx 2 2 -6,326E+01
+ + + − 1,665 1,304 σ24 0 6 -6,426E+02
+ + − − 2,373 1,862 C2 0 4 1,685E+02
+ − − − 3,454 2,853 σ13 0 2 -1,580E+02
Tab. 2.4: Bahneigenschaften bis einschließlich Zyklusla¨nge N = 4.
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2.4.4 Besonderheit der (0)-Bahn
Aufgrund der nicht eindeutig zuordenbaren Symmetrie der (0)-Bahn (C2, σ24)
muß die Bahn bei der Auswertung der Gutzwiller Spurformel gesondert gewichtet
werden. Die Korrekturfaktoren berechnen sich wie folgt [9]:
symmetrisch : asr = (1 + (−1)r|λ|−r)−1 (2.32)
antisymmetrisch : aar = (1 + (−1)r|λ|+r)−1 (2.33)
Dabei bedeutet r die Vervielfachung (Zahl der Nullen), und λ ist der Monodro-
mieeigenwert der primitiven (0)-Bahn. Aus Tab. 2.5 ist zu entnehmen, daß die
r asr a
a
r
1 1,207106781186550 -0,207106781186547E-000
2 0,971404520791032 2,859547920896831E-002
3 1,005076272276110 -5,076272276105375E-003
4 0,999134198484622 8,658015153782180E-004
5 1,000148698888050 -1,486988880458100E-004
6 0,999974491748064 2,550825193609386E-005
7 1,000004376654920 -4,376654922726458E-006
8 0,999999249088581 7,509114187349121E-007
9 1,000000128836140 -1,288361445165360E-007
10 0,999999977895216 2,210478441480073E-008
11 1,000000003792580 -3,792581517130830E-009
12 0,999999999349296 6,507041126373298E-010
13 1,000000000111640 -1,116431756297763E-010
14 0,999999999980845 1,915494064276140E-011
15 1,000000000003290 -3,286468241468381E-012
16 0,999999999999436 5,638688056168923E-013
17 1,000000000000100 -9,674459224568589E-014
18 0,999999999999983 1,659874785684786E-014
Tab. 2.5: Korrekturfaktoren fu¨r die Amplitude der (0)-Bahn.
Korrektur der (0)-Bahn bei Vervielfachung im symmetrischen Fall gegen Eins
und im antisymmetrischen Fall gegen Null strebt7. Der Korrekturfaktor wird
schließlich mit der Amplitude, gegeben durch Gleichung 3.5 (siehe Kap. 3.1.1),
multipliziert.
Um die in der Tabelle angegebenen Werte verifizieren zu ko¨nnen, soll hier noch ein
genauerer Wert fu¨r den Monodromieeigenwert mit λ = −5, 828427124 angegeben
werden.
7Was hier mit symmetrisch und antisymmetrisch bezeichnet ist, wird in Kap. 3 erla¨utert.
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Kapitel 3
Semiklassische und
quantenmechanische
Betrachtungen
In diesem Kapitel werden die fu¨r die semiklassische Auswertung notwendigen
Zusammenha¨nge zwischen der im letzten Kapitel besprochenen Bahnsuche und
den quantenmechanischen Energieeigenwerten dargestellt.
3.1 Semiklassische Betrachtungen
3.1.1 Gutzwillers Spurformel
Die Grundlage der semiklassischen Quantisierung klassisch chaotischer Billard-
systeme wurde von Gutzwiller [1] erarbeitet. Die von ihm fu¨r die Spur der Green-
schen Funktion abgeleitete Spurformel stellt einen Zusammenhang zwischen klas-
sischen Bahnparametern und der semiklassischen Zustandsdichte her. Es ergeben
sich dabei zwei Anteile — ein glatter ρ¯(E) und ein oszillierender ρ′(E):
ρ(E) = ρ¯(E)− 1
pi~
<
∑
pB
TpB
r
√| det(MpB − 1)|ei[SpB~ −µpB pi2 ]︸ ︷︷ ︸
ρ′(E)
(3.1)
Der glatte Anteil wird in Kap. 3.4 aus der mittleren Zustandsdichte berechnet,
spielt aber bei der semiklassischen Quantisierung keine entscheidende Rolle, da
im folgenden stets Nullstellen der Inversen von g′(E) gesucht werden, die mit
ρ′(E) wie folgt verknu¨pft ist:
ρ′(E) = − 1
pi~
<g′(E) (3.2)
Um den oszillierenden Anteil g′(E) zu berechnen, ist die Summe u¨ber alle (im
Prinzip unendlich viele) periodischen Bahnen (pB) zu bilden. Die klassischen
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Parameter sind dabei die Umlaufzeit TpB, die hier gleich der Bahnla¨nge spB ist,
die Wirkung SpB, den Maslov-Index µpB und die Monodromiematrix MpB der
jeweiligen periodischen Bahn. Der Parameter r za¨hlt die Wiederholungen, die
sich bei der Vervielfachung der primitiven periodischen Bahn (ppB) ergeben, d.h.
entha¨lt die periodische Bahn eine ku¨rzere Periode, so stellt der Parameter r sicher,
daß in die Berechnung nur die primitive periodische Umlaufzeit TppB (= TpB/r)
eingeht. Der Vollsta¨ndigkeit halber sei hier die Gleichung angegeben, die nur
Parameter der primitiv periodischen Bahnen entha¨lt:
g′(E) =
∑
ppB
∑
r
sppB√
|λrppB − 1λrppB − 2|
ei[
rSppB
~ −rµppB pi2 ] (3.3)
Die Determinante der Monodromiematrix kann in zwei Dimensionen direkt aus-
gewertet werden und wurde durch den Stabilita¨tseigenwert λ ersetzt. Das Vorzei-
chen des Stabilita¨tseigenwertes wird durch die Zahl der Null- und Plussymbole
geregelt (siehe Kap. 2.4.3) und soll in λ enthalten sein. Zugewendet wird sich nun
wieder den periodischen Bahnen (pB).
g′(E) =
∑
pB
A˜pBe
i[SpB(E)/~−µpB pi2 ] =
∑
pB
ApBe
iSpB(E)/~ (3.4)
Die neue Gro¨ße A˜pB ist die Amplitude und ApB die Amplitude einschließlich der
Phaseninformation gegeben durch den Maslov-Index.
ApB =
1
r
spB√
|λpB − 1λpB − 2|
e−iµpB
pi
2 (3.5)
Die Amplitude entha¨lt damit nur noch klassische Gro¨ßen, die in Kap. 2 bereits
beschrieben wurden. Bei Billardsystemen und damit auch beim Hyperbelbillard
handelt es sich um skalierende Systeme, die die Eigenschaft besitzen, daß die
Gestalt der periodischen Bahnen nicht von der Energie abha¨ngt. Fu¨r die klassische
Wirkung SpB kann daher die folgende Gleichung aufgestellt werden, wobei wie in
der Semiklassik u¨blich ~ = 1 gesetzt wird:
SpB = ~kspB = kspB (3.6)
Der fu¨r die semiklassische Quantisierung interessante Teil der Spurformel nimmt
schließlich die folgende Gestalt ein:
g′(E) =
∑
pB
ApBe
iSpB =
∑
pB
ApBe
ikspB (3.7)
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3.1.2 Konvergenz der Gutzwiller Spurformel
So einfach die Gutzwiller Spurformel (3.7) auch aussehen mag, birgt sie doch
erhebliche Schwierigkeiten in sich, denn die Genauigkeit, mit der die quanten-
mechanischen Energieeigenwerte angena¨hert werden ko¨nnen, ist durch die Zahl
der beru¨cksichtigten Bahnen gegeben. Die Summe u¨ber alle periodischen Bah-
nen ist aufgrund der steigenden Anzahl von Bahnen, wie unter Kap 2.3 bereits
angesprochen, in aller Regel divergent, so daß die Summation u¨ber alle periodi-
schen Bahnen nicht realisierbar ist. Um dieses Problem zu lo¨sen, wurden einige
Verfahren entwickelt, die mit einem endlichen Bahndatensatz innerhalb der semi-
klassischen Theorie dennoch richtige Energieeigenwerte liefern. Die Anwendung
zum einen des Pade´-Verfahrens und zum anderen der harmonischen Inversion ist
Gegenstand der Kapitel 4-6.
3.2 Quantenmechanische Betrachtungen
3.2.1 Symmetrien der Wellenfunktion
Betrachtet wird zuna¨chst das Hyperbelbillard, mit der Berandung im Koordinaten-
system gegeben durch vier Hyperbeln des Typs y = ±x−1 (Abb. 2.1). Die Wellen-
funktion ist auf das Gebiet innerhalb der Berandung begrenzt. Außerhalb der Hy-
perbeln verschwindet die Wellenfunktion (Dirichlet-Randbedingung). Dies wird
auch als hartes Potential bezeichnet. Das System legt besondere Symmetriebe-
trachtungen nahe. Unter dem Gesichtspunkt der C4v-Symmetrie [11] lassen die
Symmetrieeigenschaften nur bestimmte Phasen der Wellenfunktion zu. In Abb.
3.1 sind vier von fu¨nf mo¨glichen Konstellationen fu¨r das Verhalten der Wellen-
funktion an den Achsen und Winkelhalbierenden gezeigt. Dabei handelt es sich
um Spiegelungen an den Achsen und Winkelhalbierenden der Wellenfunktion. In
der Darstellung sind die Unterra¨ume A1, A2, B1 und B2 gezeigt. Die Symbole
deuten den Phasenwechsel bzw. Vorzeichenwechsel der Wellenfunktion an. Der
E-Unterraum beschreibt die Drehung der Wellenfunktion um ±pi
2
— die Wellen-
funktion wird dadurch komplex. Dieser Fall ist aufgrund des Vorzeichens zwei-
fach entartet und ist nicht dargestellt. Im folgenden werden nur jene Systeme
untersucht, bei denen die quantenmechanische Wellenfunktion an den Achsen ver-
schwindet, d.h. es werden jetzt auch an den Achsen Dirichlet-Randbedingungen
vorausgesetzt. Dies gilt fu¨r die Unterra¨ume A2 und B2 aus der C4v-Gruppe (Abb.
3.2).
Das zu betrachtende Fundamentalgebiet hat folgende Gestalt (vgl. Gleichung 2.7):
D := {(x, y)|x ≥ 0 ∧ y ≥ 0 ∧ y ≤ 1
x
∧ y ≤ x} (3.8)
Die erste Winkelhalbierende stellt dabei eine Symmetrielinie dar. In der Arbeit
von Sieber [9] werden diese beiden Fa¨lle mit (+) und (−) bezeichnet. (+) deutet
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Abb. 3.1: Symmetrien der Wellenfunktionen in den Unterra¨umen A1, A2, B1 und
B2 der Gruppe C4v. Dargestellt sind A¨nderungen der Phase beim U¨berqueren
einer Symmetrielinie (Winkelhalbierende und Achsen).
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Abb. 3.2: Symmetrie der Wellenfunktion in den Unterra¨umen B2 und A2. Schraf-
fiert ist das Fundamentalgebiet D.
auf das Element B2, (−) auf das Element A2 hin. Gebra¨uchlich sind auch die
Begriffe symmetrisch (B2) und antisymmetrisch (A2), die im folgenden verwendet
werden. Die Unterscheidung der Unterra¨ume beim Hyperbelbillard fu¨hrt dazu,
daß unterschiedliche Energieeigenwerte fu¨r die beiden Systeme zu erwarten sind.
3.2.2 Quantenmechanische Energieeigenwerte
Die Energieeigenwerte des Hyperbelbillards lassen sich mit den Methoden der
Quantenmechanik berechnen. Zu lo¨sen ist dazu die zeitunabha¨ngige Schro¨dinger-
Gleichung mit der Nebenbedingung, daß die Wellenfunktion an der Berandung
Null sein muß. Einfachheitshalber wurde von Sieber fu¨r die Masse m = 1
2
[9] ge-
setzt. Mit Hilfe der zweidimensionalen Greenschen Funktion (und einigem mathe-
matischen Geschick) lassen sich die Energieeigenwerte fu¨r die beiden Unterra¨ume
berechnen [9]: Angegeben sind in Tab. 3.1 jeweils nur die Energieeigenwerte
E ≤ 200.
3.3 E-k-Beziehung
Die in den na¨chsten Kapiteln angewendeten Verfahren zur semiklassischen Quan-
tisierung werden zeigen, daß sich die Konvergenz der Gutzwiller Spurformel ver-
bessern la¨ßt. Die ermittelten Eigenwerte liegen im k-Raum dennoch nicht auf
der reellen Achse und sind daher komplex k = <(k) + i=(k). In dieser Arbeit
sollen die Energieeigenwerte miteinander verglichen werden, so daß die k-Werte
in die Energie E umgerechnet werden mu¨ssen. Die Energie ist naturgema¨ß eine
reelle Gro¨ße, und zur Umrechnung stehen drei Mo¨glichkeiten zur Verfu¨gung, die
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Pos. Energieeigenwerte
symmetrisch antisymmetrisch
1 11,74 21,46
2 27,33 36,28
3 36,28 49,43
4 45,79 59,50
5 56,93 67,94
6 62,90 77,04
7 73,62 86,24
8 84,21 97,27
9 87,34 105,12
10 96,55 110,21
11 103,83 120,81
12 111,10 129,20
13 118,29 134,24
14 125,63 138,86
15 135,55 149,54
16 143,36 160,39
17 147,66 163,34
18 154,84 172,02
19 158,17 179,04
20 165,76 185,01
21 174,64 194,91
22 180,73 198,47
23 185,77
24 194,85
Tab. 3.1: Quantenmechanische Energieeigenwerte des Hyperbelbillards fu¨r die
beiden Unterra¨ume B2 (symmetrisch) und A2 (antisymmetrisch) bis zur Energie
E ≤ 200.
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an dieser Stelle angegeben werden sollen (2m = 1):
E = <(k2) = (<(k))2 − (=(k))2 (3.9)
E = |k2| =
√
(<(k))2 + (=(k))2 (3.10)
E = (<(k))2 (3.11)
Es wird angenommen, daß <(k) im komplexen Raum die
”
richtige“ Stelle auf
der reellen Achse weißt, aber aufgrund der divergenten Spurformel =(k) 6= 0 ist.
Deshalb wird =(k) fu¨r die Energieberechnung vernachla¨ssigt, was der Gleichung
(3.11) entspricht. Ins Feld sei außerdem gefu¨hrt, daß der Imagina¨rteil, wie in den
Auswertungen der Verfahren ersichtlich, durch Anwendung des Filters im schlech-
test mo¨glichen Fall maximal =(k) = 0, 15 betra¨gt. Dabei a¨ndert sich der Energie-
eigenwert um maximal ∆E = 0, 0225. Damit weichen die Energieeigenwerte fu¨r
die unterschiedlichen Mo¨glichkeiten kaum voneinander ab.
3.4 Mittlere Zustandsdichte
Die mittlere Zustandsdichte wird in dieser Arbeit nicht zur semiklassischen Quan-
tisierung verwendet, so wie dies seinerzeit Keating und Sieber taten [10], sondern
sie dient in Kap. 5 lediglich der Abscha¨tzung fu¨r die beno¨tigte Signalla¨nge bei
der harmonischen Inversion. Zur Berechnung der mittleren Zustandsdichte ist
die Frage nach der Zahl der Energiezusta¨nde N(E) := #{En|En ≤ E} zu be-
antworten. Sie ist gro¨ßtenteils bestimmt durch den glatten Anteil N¯(E) [9]. Die
nicht triviale Berechnung von N¯(E) wurde fu¨r das Hyperbelbillard von Steiner
und Trillenberg [17] geleistet:
N¯±(E) ≈ 1
8pi
E logE +
a
8pi
E +
b±
8pi
√
E + c± (3.12)
Die beiden Vorzeichen beziehen sich auf die beiden Unterra¨ume: Das + steht fu¨r
den symmetrischen Unterraum (B2), das− fu¨r den antisymmetrischen Unterraum
(A2). Die Konstanten haben folgende Werte:
a = 2(γ − log 2pi) mit γ Eulerkonstante
b± = 4
[
pi3/2/Γ2(1
4
)
]± 2√2 mit Γ Gammafunktion (3.13)
Die Werte fu¨r c wurden von Sieber [9] numerisch gefunden, indem er die semi-
klassischen Energieeigenwerte an die quantenmechanischen anpaßte, d.h. es exi-
stiert hierfu¨r kein analytischer Ausdruck:
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c+ ≈ −0, 173
c− ≈ 0, 194 (3.14)
Ersetzen von E durch k2 in 3.12 ergibt:
N¯±(k) ≈ 1
4pi
k2 log k +
a
8pi
k2 +
b±
8pi
k + c± (3.15)
Das Bilden der Ableitung nach k liefert die mittlere Zustandsdichte ρ¯(k):
ρ¯(k) =
dN¯±(k)
dk
=
1
2pi
k log k +
k
4pi
+
a
4pi
k +
b±
8pi
(3.16)
Dieser Ausdruck wird in Kap. 5.2 verwendet, um eine Aussage fu¨r die Abscha¨tzung
der beno¨tigten Signalla¨nge zur Energieauflo¨sung bei der harmonischen Inversion
treffen zu ko¨nnen.
Kapitel 4
Pade´-Verfahren
4.1 Wirkungsweise des Pade´-Verfahrens
Das Funktionsprinzip wird an dieser Stelle kurz erla¨utert. Genaueres findet sich in
der Arbeit von Main et al. [7]: Die Idee des Pade´-Verfahrens ist die Resummation
der Terme der Gutzwiller Spurformel unter Ausnutzung der Pade´ Approximation.
Die Pade´ Approximation einer komplexen Funktion f(z) ist definiert als ein Bruch
zweier Polynome (K gibt den Grad des Polynoms an):
f(z) =
∞∑
n=0
anz
n ≡ PK−1(z)
QK(z)
=
∑K−1
k=0 bkz
k∑K
k=0 ckz
k
(4.1)
Aus den Entwicklungskoeffizienten an der Maclaurin Reihe f(z) ko¨nnen die bk
bzw. ck berechnet werden. Der Konvergenzradius ist dabei bestimmt durch die
Koeffizienten an. Der große Vorteil dieser Approximation ist die analytische Fort-
setzung der divergenten Reihe f(z). Die Gutzwiller Spurformel hat leider nicht
die Gestalt von f(z). Jedoch durch Neugruppieren der Gleichung (3.7), d.h. Ein-
fu¨hren eines Ordnungsparameters m und eines formalen Entwicklungsparameters
z, ergibt sich:
g′(z;E) =
∑
n
zn
 ∑
mpB=n
ApBe
iSpB(E)
 ≡∑
n
an(E)z
n (4.2)
Dabei wird die Energie E als Parameter betrachtet. Als Ordnungsparameter m
kommt jede von Null verschiedene ganzzahlige Gro¨ße, z.B. der Maslov-Index
oder die Zyklusla¨nge in Frage. Existiert kein Ordnungsparameter, so ist dieses
Verfahren nicht anwendbar. Gesucht werden die Werte fu¨r verschiedene Energie-
eigenwerte bei z = 1, denn dort gilt g′(z = 1, E) = g′(E). In diesem besonderen
Fall wird zur Berechnung der Pade´ Approximation der Wynn -Algorithmus be-
mu¨ht [19, 20]. Die gesuchten (semiklassischen) Energieeigenwerte ergegeben sich
durch die (komplexen) Nullstellensuche von 1/g′(E). Bei Anwendung des Verfah-
rens wird im folgenden die Zyklusla¨nge N als Ordnungsparameter gewa¨hlt.
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4.2 Konvergenzverhalten der Pade´ Approxima-
tion beim Hyperbelbillard
In Abb. 4.1 ist das Konvergenzverhalten der Spurformel dargestellt. Die Lini-
en repra¨sentieren dabei die Vera¨nderung der Summe der Gutzwiller Spurformel
in Bezug auf den letzten Ordnungsparameter, d.h. die Differenz der Summe zur
Zyklusla¨nge N und N − 1. Sollte die Spurformel konvergieren, so muß die Diffe-
renz fu¨r ansteigende Zyklusla¨ngen gegen Null streben. Die durchgezogene Linie
stellt die Summation ohne Pade´-Verfahren, die gestrichelte mit Pade´-Verfahren
dar. In der linken Spalte, d.h. in Abb. 4.1a-e ist das Konvergenzverhalten bei
einer Energie E = 20, 25 bzw. Wellenzahlvektor <(k) = 4, 5 fu¨r verschiedene
Imagina¨rteile =(k) ersichtlich. Sie variieren dabei in 0, 1-Schritten beginnend bei
=(k) = +0, 2 (Abb. 4.1a) abwa¨rts bis =(k) = −0, 2 (Abb. 4.1e). Die Linien begin-
nen beide am selben Ausgangspunkt und entwickeln sich dann unterschiedlich. Je
negativer der Imagina¨rteil von k wird, desto deutlicher ist das divergente Verhal-
ten der Spurformel ersichtlich. Die Kurve ohne Anwendung des Pade´-Verfahrens
steigt dabei kontinuierlich an. Die bessere Konvergenz der Spurformel mit Pade´-
Verfahren ist deutlich zu erkennen. Mit guten Ergebnissen fu¨r die semiklassischen
Energieerwartungswerte kann im Bereich E ∼= 20 gerechnet werden. In der rechten
Spalte, d.h. in Abb. 4.1f-j ist das Konvergenzverhalten bei einer Energie E = 100
bzw. Wellenzahlvektor <(k) = 10 dargestellt. Ansonsten ist die Darstellung die-
selbe wie in der linken Spalte. Die Auswirkung auf die Konvergenz ist deutlich
zu erkennen, mit der Einschra¨nkung, daß eine gro¨ßere Zyklusla¨nge no¨tig ist. Im
Idealfall liegen die Erwartungswerte auf der reellen Achse (Abb. 4.1c und 4.1h).
Die Konvergenz bei Anwendung des Pade´-Verfahrens ist hierbei um etwa einen
Faktor 10 besser als die reine Summation u¨ber alle periodischen Bahnen.
Aus obigen U¨berlegungen ergibt sich, daß im unteren Bereich (E ≤ 100) mit
gutem, im oberen (E > 100) mit weniger gutem Konvergenzverhalten zu rech-
nen ist. Betrachtet wird daher im folgenden nur der Energiebereich zwischen
0 ≤ E ≤ 100. Wegen der stark ansteigenden Rechenzeit werden die Auswertungen
bis zu einer maximalen Zyklusla¨nge von Nmax = 17 (=̂ 11.774.442 Bahnen) geta¨-
tigt.
4.3 Semiklassische Energieeigenwerte
Die praktische Suche der Nullstellen (1/g′(E)) gestaltet sich in der Art, daß ein
Startwert vorgegeben wird und eine NAG-Routine1 die na¨chstliegende Nullstelle
sucht. Diese liegen idealer Weise auf der reellen Achse, denn die Energieeigenwerte
E sind definitionsgema¨ß reeller Natur. Die Energieachse wird dazu in kleinen
Schritten abgetastet. In der Abb. 4.2 sind die Ergebnisse der Suche nach den
1Fortran Programmbibliothek
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Abb. 4.1: Konvergenzverhalten der Pade´ Approximation fu¨r verschiedene k-
Werte. Die durchgezogene Linie ist ohne, die gestrichelte mit Pade´-Verfahren.
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Nullstellen dargestellt, die in der komplexen k-Ebene liegen. Aufgetragen ist die
maximale Zyklusla¨nge Nmax u¨ber der Energie E = (<(k))2. Der Imagina¨rteil der
Wellenzahl =(k), der eigentlich Null sein sollte wird bei der Energieberechnung
vernachla¨ssigt. Unterschieden wird, ob der Startwert auf der reellen Achse (mit
 markiert) oder im komplexen Raum (zusa¨tzliche mit × markiert) lag. Die ge-
strichelten Linien sind die quantenmechanischen Energieeigenwerte. Oben ist das
Spektrum fu¨r den symmetrischen, unten fu¨r den antisymmetrischen Fall zu sehen.
Beim Betrachten der Bilder wa¨re es ein Leichtes, gema¨ß dem Grimmschen Ma¨r-
chen Aschenputtel
”
Die guten ins To¨pfchen, die schlechten ins Kro¨pfchen“ eine
Selektion durchzufu¨hren. Nicht wissend, was die Linsen und was die Asche ist,
physikalisch gesprochen was die quantenmechanischen Energieeigenwerte sind,
ist dieses Vorgehen nicht sinnvoll. Es ist unschwer zu erkennen, daß, wenn die
quantenmechanischen Energieeigenwerte nicht vorhanden wa¨ren, eine Zuordnung
der semiklassischen zu den quantenmechanischen Werten nicht ohne weiteres
mo¨glich wa¨re, obwohl eine gewisse Tendenz vorhanden ist. Eine Anbringung eines
Qualita¨tsmerkmals an die ermittelten Ergebnisse ist daher unausweichlich. Hierzu
bietet sich der Imagina¨rteil der Frequenz =(k) an. In Abb. 4.3 ist dieses Merkmal
durch unterschiedliche Symbole dargestellt. Es mu¨ssen an alle gefundenen Werte
dieselbe Bedingung gestellt werden. Bei genauer Analyse der Daten erweist sich
der Wert |=(k)| < 0, 15 als ein guter Kompromiß, da der Wert eigentlich null
sein sollte, dies jedoch aus systemtechnischen Gru¨nden nicht erreicht wird und so
genu¨gend Werte zur Verfu¨gung stehen.
In Abb. 4.4 sind daher nur die Werte aufgetragen, fu¨r die |=(k)| < 0, 15 gilt. Im
Gegensatz zu Abb. 4.1 besteht jetzt die Mo¨glichkeit, die quantenmechanischen
Energieeigenwerte durch Ziehen von Geraden u¨ber die Zyklusla¨nge zu ermitteln.
Dabei fallen einige Irrla¨ufer heraus. Liegen die quantenmechanischen Energie-
eigenwerte dicht beieinander, so spalten sich die semiklassischen Energieeigenwerte
u.U. nicht auf. Dies ist im oberen Teil des Spektrums zu erkennen.
Eine andere Art der Auswertung von Gleichung (4.2) zeigen Abb. 4.5 und 4.6.
Da die Energie reell vorgegeben wird und damit der Imagina¨rteil der Wellen-
zahl identisch null ist, sind hier der der Real- und Imagina¨rteil des Reziprokwer-
tes von g′(E) getrennt voneinander aufgetragen. Gewa¨hlt wurde die Zyklusla¨nge
Nmax = 17. Oben sind die Funktionen ohne, unten mit Pade´-Verfahren zu sehen.
Abb. 4.5 steht fu¨r den symmetrischen, Abb. 4.6 fu¨r den antisymmetrischen Fall.
Bereits bei nicht na¨herer Betrachtung ist zu erkennen, daß mit Pade´ Approxima-
tion die Zahl der Nulldurchga¨nge drastisch abgenommen hat. Die Bilder werden,
was die Struktur angeht klarer oder anderes ausgedru¨ckt die Werte konzentrie-
ren sich — sie konvergieren. Fluktuierte der Realteil von 1/g′(E) in den oberen
Bildern an den Resonanzstellen stark, so ist in den unteren Bildern die Tendenz
zur Nullstellenbildung zu sehen. Vereinzelt sind auch Stellen zu finden, bei denen
Real- und Imagina¨rteil gleichzeitig fast null sind. Teilweise ist auch eine sym-
metrische Verteilung der Funktion des Realteils um die Nullstelle vorhanden, so
daß der Schwerpunkt die richtige Stelle weist. Es sei darauf hingewiesen, daß die
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Abb. 4.2: Energieeigenwertsuche im komplexen Raum. Oben symmetrisch, unten
antisymmetrisch. Die Linien repra¨sentieren die quantenmechanischen Energie-
eigenwerte.
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Abb. 4.3: Qualita¨t der Energieeigenwerte. Oben symmetrisch, unten antisym-
metrisch. Die Linien repra¨sentieren die quantenmechanischen Energieeigenwerte.
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Abb. 4.4: Energieeigenwerte mit Filter |=(k)| < 0, 15 oben symmetrisch, unten
antisymmetrisch.
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Abb. 4.5: Komplexe Verteilung (symmetrisch): Oben Gutzwiller Spurformel, un-
ten Pade´-Verfahren fu¨r Zyklusla¨nge Nmax = 17.
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Abb. 4.6: Komplexe Verteilung (antisymmetrisch): Oben Gutzwiller Spurformel,
unten Pade´-Verfahren fu¨r Zyklusla¨nge Nmax = 17.
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quantenmechanisch ermittelten Energieeigenwerte i. allg. nicht erreicht werden
ko¨nnen, da hier Semiklassik betrieben wird und in der semiklassischen Theo-
rie auch Na¨herungen enthalten sind. Eine Gegenu¨berstellung der mit dem Pade´-
Verfahren gefundenen Energieeigenwerte befindet sich in Tab. 4.1. Zur Ermittlung
der semiklassischen Energieeigenwerte werden die Abb. 4.5 und 4.6 herangezogen.
Die Bilder legen folgendes Verfahren nahe: Da der Imagina¨rteil wesentlich besser
konvergiert als der Realteil von 1/g′(E), werden die Nulldurchga¨nge des Ima-
gina¨rteils mit negativer Steigung gewa¨hlt und die Stelle auf der Energieachse
als semiklassischer Energieeigenwert identifiziert. Daraus ergibt sich die folgende
Wertetabelle 4.1:
Pos. symmetrisch antisymmetrisch
QM Pade´ QM Pade´
1 11,74 12,14 21,46 21,89
2 27,33 27,30 36,28 36,10
3 36,28 36,83 49,43 49,58
4 45,79 46,43 59,50 60,79
5 56,93 57,26 67,94 67,36
6 62,90 63,16 77,04 77,75
7 73,62 72,38 86,24 87,05
8 84,21 86,28 97,27
9 87,34
10 96,55
Tab. 4.1: Vergleich der Energieeigenwerte beim Pade´-Verfahren (Nmax = 17).
4.4 Zusammenfassung
Das Pade´-Verfahren liefert im Energiebereich 0 ≤ E ≤ 100 brauchbare Ergebnis-
se. Sollen mehr Energien aufgelo¨st werden, so ist eine erhebliche Steigerung des
Bahndatensatzes unumga¨nglich. Angesichts der Tatsache, daß hier bereits u¨ber
11 Mio. Bahnen in die Berechnung eingehen, ist dies keine einfache Aufgabe.
Dennoch konnte in diesem Kapitel die wesentliche Verbesserung der Konvergenz
gezeigt werden. Die schließlich ermittelten semiklassischen Energieeigenwerte sind
mit den quantenmechanischen durchaus vergleichbar.
Kapitel 5
Harmonische Inversion
Anders als beim Pade´-Verfahren ist hier nicht die Zyklusla¨nge der Ordnungs-
parameter, sondern die Signalla¨nge der periodischen Bahn spB, die bei skalierten
Systemen mit der Wirkung SpB der Bahn verknu¨pft ist. Der große Vorteil der
harmonischen Inversion liegt darin, daß sie ein weiteres Auswahlkriterium liefert,
na¨mlich die Amplitude, die jedem Energieeigenwert zugeordnet ist. Damit lassen
sich die Energieeigenwerte mit niedriger Amplitude aussortieren.
5.1 Allgemeine Grundlagen der harmonischen
Inversion
Das Funktionsprinzip soll an dieser Stelle kurz erla¨utert werden. Genaueres findet
sich in der Arbeit von Main et al. [8]. Die Gleichung (3.7) wird an dieser Stelle
nochmals angegeben:
g′(E) =
∑
pB
ApBe
iSpB (5.1)
Dabei ist g′(E) die semiklassische Bahnsumme, SpB und ApB sind die Wirkung
und die Amplitude einschließlich der Phaseninformation, die gegeben ist durch
den Maslov-Index. Die gesuchten Energieeigenwerte sind die Pole von g′(E). Wie
bereits mehrfach angedeutet, besteht das Problem in dem i. allg. divergenten
Verhalten der semiklassischen Bahnsumme. Ausgehend von der Tatsache, daß das
Hyperbelbillard Skalierungseigenschaften besitzt, la¨ßt sich die Wirkung durch ein
Produkt der Wellenzahl und der Bahnla¨nge ausdru¨cken (SpB = kspB). Unter Ver-
nachla¨ssigung des glatten Anteils und Durchfu¨hrung einer Fouriertransformation
stellt sich folgendes Ergebnis ein:
C(s) =
1
2pi
∫ +∞
−∞
g′(k)e−iskdk =
∑
pB
ApBδ(s− spB) (5.2)
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C(s) ist das semiklassische Signal und liefert an den Stellen spB δ-Spitzen mit der
Amplitude ApB. Betrachtet wird nun das quantenmechanische Analogon, beste-
hend aus der Summe u¨ber die Pole kj der Greenschen Funktion.
gqm(k) =
∑
j
dj
k − kj + i (5.3)
Nach Anwendung der Fouriertransformation ergibt sich:
Cqm(s) =
1
2pi
∫ +∞
−∞
gqm(k)e−iskdk = −i
∑
j
dje
−ikjs (5.4)
Die dj sind die Residuen und werden als der Entartungsgrad der Energieeigenwerte
kj identifiziert. Durch Anpassen von C(s) an C
qm(s) besteht grundsa¨tzlich die
Mo¨glichkeit, aus dem semiklassischen Satz {ApB, spB} den quantenmechanischen
Satz {kj, dj} (komplexe Gro¨ßen) zu berechnen. Diese Vorgehensweise wird als
harmonische Inversion bezeichnet. Mit Hilfe der Fouriertransformation (Ru¨ck-
transformation) la¨ßt sich schließlich die semiklassische Bahnsumme g′(E) gewin-
nen. Durchgefu¨hrt wird die harmonische Inversion z.B. mittels der Methode der
Filterdiagonalisierung [18, 21, 22]. Eine weitere Lo¨sungsmethode besteht in der
Beschra¨nkung auf einen bestimmten zu untersuchenden Frequenzbereich mittels
eines analytischen Filters [8]. Um das gefilterte Signal zu erhalten, wird eine wei-
tere Fouriertransformation der Gleichung (5.1) durchgefu¨hrt. Die Beschra¨nkung
des Frequenzintervalls wird geleistet durch eine Rechteckfunktion f(k), die im
Bereich von k0 − ∆k bis k0 + ∆k Eins, sonst Null ist. Das Signal hat dann die
Gestalt:
Cgefiltert(s) =
1
2pi
∫ k0+∆k
k0−∆k
g′(k)e−is(k−k0)dk
=
1
2pi
∑
pB
ApB
∫ k0+∆k
k0−∆k
eisk0−i(s−spB)kdk
=
∑
pB
ApB
sin[(s− spB)∆k]
pi(s− spB) e
ispBk0 (5.5)
Die Einfu¨hrung von k0 im Exponentialterm bedeutet eine Verschiebung im Fre-
quenzbereich um −k0. Im Gegensatz zu C(s) handelt es sich bei Cgefiltert(s) um
eine glatte Funktion. Das semiklassische Signal kann auf einem a¨quidistanten Git-
ter s mit spB < smax einfach ausgewertet werden. Die gleiche Rechteckfunktion
wird nun auf das quantenmechanische Signal angewandt:
Cqmgefiltert(s) = −i
∑
j
dje
−i(kj−k0)s , |kj − k0| < ∆k (5.6)
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Cqmgefiltert(s) unterscheidet sich von C
qm(s) durch die Frequenzverschiebung um k0
und dadurch, daß es nur eine endliche Anzahl von Termen entha¨lt. Schließlich lie-
fert die Methode des analytischen Filters ebenso die Energieeigenwerte und deren
Entartungsgrad, jedoch verlangt sie einen erheblich geringeren Rechenaufwand,
da nur ein Frequenzfenster ∆k in die Berechnung eingeht. Durch Aneinanderset-
zen von mehreren Fenstern kann auf diese Weise dennoch das gesamte Spektrum
erfaßt werden.
Die weitere Berechnung, d.h. die Anpassung des semiklassischen Signals an
das quantenmechanische Signal, fu¨hrt auf das nichtlineare Gleichungssystem:
cn = −i
J∑
j=1
djz
n
j n = 0, 1, . . . , 2J − 1 (5.7)
mit zj ≡ exp(−i(kj − k0)smax/n), das mit der Pade´ Approximation gelo¨st wird.
Dies ist ein rein mathematisches Verfahren, das im Anhang A dargestellt ist.
Das hier beschriebene Verfahren wird als
”
decimated Pade´ approximant (DPA)“
bezeichnet.
Die symmetrische Verteilung der sinc-Funktion (Gleichung (5.5)) um spB wu¨rde
bei einer Signalla¨nge smax = 30 Bahnen mit smax > 30 voraussetzen, da deren
Spektrum in das Gebiet smax ≤ 30 hineinreicht. Die Auswertung wird daher
nur bis zu smax = 29, 5 durchgefu¨hrt, wobei Bahnen mit spB + 2 · smax/n in die
Berechnung eingehen.
5.2 Abscha¨tzung der beno¨tigten Signalla¨nge
Wiederholt sei hier die Gleichung (3.16) aus Kap. 3.
ρ¯(k) =
dN¯±(k)
dk
=
1
2pi
k log k +
k
4pi
+
a
4pi
k +
b±
8pi
(5.8)
Wird jetzt ρ¯(k) mit 4pi multipliziert, so entspricht dies gerade der Abscha¨tzung
(=̂ zweimal der Heisenbergla¨nge [18]) fu¨r die minimale Signalla¨nge. D.h. bei vor-
gegebener maximaler Signalla¨nge la¨ßt sich ungefa¨hr vorhersagen bis zu welchem
k und damit welcher Energie E eine Auflo¨sung zu erwarten ist:
smax = 4piρ¯(k) = 2k log k + k(1 + a) +
b±
2
=
√
E logE +
√
E(1 + a) +
b±
2
(5.9)
In Abb. 5.1 ist dieser Sachverhalt graphisch dargestellt. Abgelesen werden kann
bis zu welcher Signalla¨nge der Bahndatensatz mindestens vorhanden sein muß,
um Eigenwerte in der Na¨he der Energie E aufzulo¨sen. Andererseits kann aber
auch bei vorgegebener maximaler Signalla¨nge die maximal auflo¨sbare Energie
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Abb. 5.1: Abscha¨tzung der fu¨r die harmonische Inversion beno¨tigten Signalla¨nge
smax als Funktion der Energie. Durchgezogene Linie: Symmetrischer Unterraum
B2. Gestrichelte Linie: Antisymmetrischer Unterraum A2.
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abgelesen werden. Die durchgezogene Linie repra¨sentiert den symmetrischen Un-
terraum, die gestrichelte, die aufgrund des kleineren b−-Wertes etwas nach unten
verschoben ist, den antisymmetrischen. Wird ein smax vorgegeben, so sollte die
Energieauflo¨sung im antisymmetrischen Unterraum ein wenig besser sein als im
symmetrischen — oder anders ausgedru¨ckt: zur Energieauflo¨sung im antisymme-
trischen Unterraum ist eine kleinere Signalla¨nge no¨tig. Wird ein Bahndatensatz
bis zu einer Signalla¨nge von smax = 25(30) vorgegeben, so ergibt die Abscha¨tzung,
daß die Energie bis etwa E = 70(90) aufgelo¨st werden kann.
5.3 Semiklassische Energieeigenwerte
Unter Anwendung der harmonischen Inversion mittels der DPA Methode er-
gibt sich fu¨r verschiedene smax die Abb. 5.2. Die Signalla¨nge smax variiert da-
bei zwischen 19,5 und 29,5. Die Energie wurde bis E = (<(k))2 = 100 auf-
getragen, da nach der Abscha¨tzung aus letztem Abschnitt mit der Signalla¨nge
smax = 30 keine konvergierten Ergebnisse fu¨r E > 100 zu erwarten sind. A¨hnlich
dem Pade´-Verfahren ist die genaue Lage der Energieeigenwerte nicht ohne wei-
teres ersichtlich. Die in den Abbildungen durch gestrichelte Linien dargestellten
quantenmechanischen Energieeigenwerte helfen, eine Struktur zu erkennen. Wa¨-
ren sie allerdings nicht bekannt, so wu¨rden neben den tatsa¨chlichen auch falsche
Energieeigenwerte ermittelt. Die geschickte Auftragung mehrer La¨ngen hilft zu-
dem, Fluktuationen unscha¨dlich zu machen. Dennoch ist dies kein befriedigendes
Ergebnis. Im Gegensatz zum Pade´-Verfahren steht jetzt als zusa¨tzliches Auswahl-
kriterium die Amplitude jedes einzelnen Energieeigenwertes zur Verfu¨gung. Unter
Anwendung des Filters, der die Aufgaben wahrnimmt, nur
1. Energieeigenwerte mit |=(k)| < 0, 15
2. Energieeigenwerte mit Amplitude1 <(d) ≥ 0, 6
zu beru¨cksichtigen. Es zeigte sich, daß die zweite Bedingung die gro¨ßere Ein-
schra¨nkung darstellt, d.h. die kleinere Zahl der Energieeigenwerte strauchelte am
schlechten Imagina¨rteil der Frequenz. In Abb. 5.3 ist die Wirkung des Filters dar-
gestellt. In der Abb. 5.4 sind die Spektren aufgetragen. Die Amplitude berechnet
sich dabei zu:
A = = 1
pi
∑
n
dn
k − kn + i (5.10)
dn ist die Amplitude zur komplexen Wellenzahl kn — entspricht denen mit der
harmonischen Inversion gefundenen Werten. Das  wirkt sich auf die Breite der
Kurven aus. Zur Berechnung wird nun die Energie E in dem zu untersuchenden
Bereich variiert und alle Werte aufaddiert. Schließlich ergibt sich das gesuch-
te Spektrum. Aufgetragen in Abb. 5.4 ist das Spektrum fu¨r zwei Signalla¨ngen.
1Die Amplitude muß bei nicht entarteten Energieeigenwerten Eins sein.
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Abb. 5.2: Harmonische Inversion (ungefiltert). Oben symmetrisch, unten antisym-
metrisch. Die Linien repra¨sentieren die quantenmechanischen Energieeigenwerte.
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Abb. 5.3: Harmonische Inversion (gefiltert). Oben symmetrisch, unten antisym-
metrisch. Die Linien repra¨sentieren die quantenmechanischen Energieeigenwerte.
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Abb. 5.4: Harmonische Inversion (ungefiltert): Energiespektrum. Gezeigt werden
die Amplituden fu¨r verschiedene Signalla¨ngen. Oben symmetrisch, unten antisym-
metrisch. Die Linien repra¨sentieren die quantenmechanischen Energieeigenwerte.
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Abb. 5.5: Harmonische Inversion (gefiltert): Energiespektrum. Gezeigt werden die
Amplituden fu¨r verschiedene Signalla¨ngen. Oben symmetrisch, unten antisym-
metrisch. Die Linien repra¨sentieren die quantenmechanischen Energieeigenwerte.
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Deutlich erkennbar ist die Anna¨herung bei gro¨ßerer Signalla¨nge an den
”
richtigen“
Amplitudenwert von eins und die bessere Auflo¨sung von Energieeigenwerten, die
sich auch in der Zahl der gefundenen Energieeigenwerte ausdru¨ckt. Unter Anwen-
dung des Filters ergibt sich die Abb. 5.5. Zu erkennen ist dabei, daß die starken
Fluktuationen im unteren Energiebereich wegfallen. Andererseits fehlt in Rich-
tung ho¨herer Energie der eine oder andere Wert. Die Anwendung eines Filters
ist daher mit Bedacht zu wa¨hlen. Die Energieeigenwerte ließen sich ohne wei-
teres u¨ber Differenzierung der Amplitudenfunktion ermitteln. Da das Verfahren
die Energieeigenwerte bereits liefert, mu¨ssen diese lediglich noch herausgeschrie-
ben werden. In den Tabellen 5.1 und 5.2 sind die Ergebnisse zusammengefaßt,
die sich aus der Abb. 5.3 ergeben. Die Energieeigenwerte werden exemplarisch
fu¨r die Signalla¨nge smax = 29 angegeben. Wie bereits erwa¨hnt, wurden mit-
tels des Filters alle gefundenen Energieeigenwerte mit einer reellen Amplitude
<(dn) < 0, 6 oder einem imagina¨ren Frequenzanteil |=(kn)| ≥ 0, 15 ausgeblen-
det. Ausschlaggebend fu¨r den Filter ist allerdings nur die Amplitude, denn die
Mehrzahl der Energieeigenwerte erfu¨llt die Frequenzbedingung. Die Tab. 5.2 zeigt
deutlich, daß die Amplitude, soweit es den Realteil betrifft, nicht exakt Eins und
daß der Imagina¨rteil der Amplitude bei weitem nicht Null ist. Dies liegt daran,
daß die Konvergenz im Falle des Hyperbelbillards nur sehr schleichend erreichbar
ist.
5.4 Zusammenfassung
Die semiklassische Analyse des Hyperbelbillards mit der harmonischen Inversion
(DPA) zeigt gegenu¨ber dem Pade´-Verfahren bereits bei einem Bahndatensatz, der
in etwa nur einem Siebtel des Bahndatensatzes beim Pade´-Verfahren entspricht,
a¨hnliche Ergebnisse. Dies entspricht aber einer Verringerung der Zyklusla¨nge von
N = 17 auf etwa N = 15. Die Selektion wurde mittels Amplitudensektion durch-
gefu¨hrt und erweist sich als a¨ußerst nu¨tzlich. Verbesserungswu¨rdig sind allerdings
noch die Amplitudenwerte. Der Leser darf daher gespannt sein, was die Kreuz-
korrelationstechnik in diesem Bereich leisten wird. Sie ist Gegenstand von Kap.
6.
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Pos. Energie Amplitude d
QM DPA <(d) =(d)
1 11,74 12,37 0,89857199 0,26689274
2 27,33 27,19 0,94356191 -0,08288021
3 36,28 37,57 0,93232240 0,31516693
4 45,79 47,02 0,75884018 0,36073594
5 56,93 56,93 0,83339353 0,09858294
6 62,90 63,74 0,99903549 0,11392251
7 73,62 72,71 0,89378785 -0,11134194
8 84,21 85,80 1,39724774 -0,17852957
9 87,34 94,44 0,70831201 -0,53506919
10 96,55
Tab. 5.1: Energieeigenwerte und Amplituden im symmetrischen Unterraum mit
harmonischer Inversion (smax = 29).
Pos. Energie Amplitude d
QM DPA <(d) =(d)
1 21,46 21,86 0,99980310 0,04030524
2 36,28 36,14 1,13240429 -0,08156724
3 49,43 49,61 1,06819303 0,11382574
4 59,50 61,11 1,09893784 0,18487243
5 67,94 66,48 1,00991194 -0,26585206
6 77,04 77,06 0,84768627 -0,06073194
7 86,24 85,45 0,77535143 -0,22127517
8 97,27 94,55 0,76053683 -0,83954275
Tab. 5.2: Energieeigenwerte und Amplituden im antisymmetrischen Unterraum
mit harmonischer Inversion (smax = 29).
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Kapitel 6
Harmonische Inversion mit
Kreuzkorrelation
In diesem Kapitel wird die harmonische Inversion mit kreuzkorrelierten Signalen
besprochen. Das Funktionsprinzip baut — wie der Name vermuten la¨ßt — auf die
Erkenntnisse des vorherigen Kapitels auf. Ausfu¨hrliches findet sich in der Arbeit
von Main [23].
6.1 Funktionsprinzip
Im vorherigen Kapitel wurde der Spezialfall der eindimensionalen harmonischen
Inversion, ohne dies explizit erwa¨hnt zu haben, durchgefu¨hrt. Fu¨r die semiklas-
sische Auswertung wurde die Amplitude mit den Erwartungswerten des Einheits-
operators gewichtet. Es besteht die Mo¨glichkeit weitere Erwartungswerte, die
bereits in Kap. 2.4.1 berechnet wurden, zur Verfu¨gung zu stellen — der Informa-
tionsgehalt zur Berechnung der semiklassischen Energieeigenwerte wird dadurch
erho¨ht. Werden D unabha¨ngige Gro¨ßen einbezogen, so wird aus dem (1×1)-Signal
ein (D×D)-Signal, und die Energieauflo¨sung sollte im Idealfall mit D skalieren.
Bei gleicher Datenmenge darf bei einem (D×D)-Signal also ein deutlich besseres
Ergebnis erwartet werden.
Das semiklassische Signal, d.h. die fouriertransformierte Bahnsummne, ist gege-
ben durch
Cαβ(s) =
∑
pB
〈Aα〉pB〈Aβ〉pBApBδ(s− spB) mit α, β = 1 . . . D (6.1)
Die 〈A〉pB sind die Erwartungswerte (Kap. 2.4.1) zur periodischen Bahn (pB).
Betrachtet wird jetzt die quantenmechanische Erwartungsfunktion
gqmαβ (k) =
∑
j
bαjbβj
k − kj + i , (6.2)
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wobei die bαj und bβj die Diagonalelemente der Operatoren Aˆα und Aˆβ sind.
bα,j = 〈j|Aˆα|j〉 (6.3)
Die |j〉 sind die Eigenzusta¨nde zu den Energieeigenwerten kj des entsprechenden
Hamiltonoperators. Es sei an dieser Stelle nochmals erwa¨hnt, daß die Skalierungs-
eigenschaft des Systems mit k als Skalierungsparameter vorausgesetzt werden:
SpB = kspB (~ = 1) (6.4)
SpB ist die klassische Wirkung. Gleiches Vorgehen wie in Kap. 5, d.h. Anwendung
der Fouriertransformation auf gqmαβ liefert:
Cqmαβ (s) =
1
2pi
∫ +∞
−∞
gqmαβ (k)e
−iskdk = −i
∑
j
bα,jbβ,je
−ikjs (6.5)
Die Aufgabe besteht darin das semiklassische Signal an das quantenmechanische
anzupassen und die semiklassischen Energieeigenwerte zu ermitteln. Gegenu¨ber
dem eindimensionalen Signal wird eine Erweiterung der in Kap. 5 beschriebenen
harmonischen Inversion beno¨tigt [21, 24, 25]. Bleibt noch zu erwa¨hnen, daß zwar
die Zahl der unabha¨ngigen Operatoren und damit die Dimension des Signals
beinahe beliebig heraufgesetzt werden kann, aber die zur endgu¨tigen Lo¨sung, d.h.
zur harmonischen Inversion des (D × D)-Signals beno¨tigte Rechenzeit ebenfalls
ansteigt, so daß eine
”
natu¨rliche“ Grenze in der Anzahl der Operatoren gesetzt
ist.
6.2 (2× 2)-Signal
Im speziellen Fall D = 2 liegt ein (2× 2)-Signal vor. Fu¨r die Operatoren Aˆα mit
α = 1, 2 wurde folgende Wahl getroffen:
Aˆ1 = 1ˆ
Aˆ2 = rˆ2 (6.6)
Daraus ergeben sich die Erwartungswerte (siehe auch Kap. 2.4.1) zu:
〈A1〉pB = 1
〈A2〉pB = 〈r2〉pB (6.7)
Da D gleich zwei ist, sollte die Energieauflo¨sung bis E ≤ 100 keine Probleme
bereiten. In Abb. 6.1 sind die Ergebnisse der semiklassischen Energieeigenwert-
suche mit harmonischer Inversion und Kreuzkorrelation zu sehen. Oben ist der
symmetrische und unten der antisymmetrische Unterraum des Hyperbelbillards
dargestellt. War es in den letzten Kapiteln noch mo¨glich, in diesem Stadium der
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Abb. 6.1: Harmonische Inversion mit Kreuzkorrelation (2 × 2, ungefiltert). Als
Operatoren wurden außer dem 1-Operator noch der 〈r2〉-Operator verwen-
det. Oben symmetrisch, unten antisymmetrisch. Die Linien repra¨sentieren die
quantenmechanischen Energieeigenwerte.
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Abb. 6.2: Harmonische Inversion mit Kreuzkorrelation (2×2, gefiltert). Als Ope-
ratoren wurden außer dem 1-Operator noch der 〈r2〉-Operator verwendet. Oben
symmetrisch, unten antisymmetrisch. Die Linien repra¨sentieren die quanten-
mechanischen Energieeigenwerte.
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Abb. 6.3: Harmonische Inversion mit Kreuzkorrelation (2× 2, ungefiltert): Ener-
giespektrum. Als Operatoren wurden außer dem 1-Operator noch der 〈r2〉-
Operator verwendet. Gezeigt werden die Amplituden fu¨r verschiedene Signal-
la¨ngen. Oben symmetrisch, unten antisymmetrisch. Die Linien repra¨sentieren die
quantenmechanischen Energieeigenwerte.
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Abb. 6.4: Harmonische Inversion (2× 2, gefiltert): Energiespektrum. Als Opera-
toren wurden außer dem 1-Operator noch der 〈r2〉-Operator verwendet. Gezeigt
werden die Amplituden fu¨r verschiedene Signalla¨ngen. Oben symmetrisch, unten
antisymmetrisch. Die Linien repra¨sentieren die quantenmechanischen Energie-
eigenwerte.
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Datenanalyse die Energieeigenwerte anna¨herungsweise zu erkennen, so ist dies
ohne Anwendung eines Filters nicht la¨nger machbar. Die Auswirkungen des Fil-
ters, der die Aufgabe hat, nur die Werte mitzunehmen, bei denen der Imagina¨rteil
des k-Wertes kleiner als 0,15 und der Realteil der Amplitude b1 gro¨ßer als 0,6 ist,
zeigt die Abb. 6.2. Verglichen mit der reinen harmonischen Inversion ist im unte-
ren La¨ngenbereich eine deutliche Verbesserung der Ergebnisse zu erkennen — die
Zahl der selektierten Werte bei gleichem Filter ist gro¨ßer geworden. Die Amplitu-
denfunktion, gezeigt in Abb. 6.3 und mit Filter in Abb. 6.4, besta¨tigt erneut, daß
mit einem la¨ngeren Signal die Auflo¨sung besser ist. Beispiel dafu¨r ist im antisym-
metrischen Fall der Energiewert bei E = 67, 94, wo fu¨r smax = 24 kein Maximum
vorliegt, anders bei smax = 29. Im symmetrischen Fall zeichnet sich bei den dicht
beieinanderliegenden Energiewerten E = 84, 21 und E = 87, 34 eine Aufspal-
tung ab, die aber aufgrund der schwachen Einzelamplitude in Abb. 6.2 nicht
zu sehen ist. Der Filter, zu erkennen an Abb. 6.4, regularisiert die Amplitude in
Richtung eins; der Unterschied zwischen den beiden Ergebnissen bei den verschie-
denen Signalla¨ngen wird geringer. In Tab. 6.1 und 6.2 sind die semiklassischen
Energieeigenwerte enthalten und den quantenmechanischen gegenu¨bergestellt. Zu
jedem gefundenen Wert ist die dazugeho¨rige Einzelamplitude, d.h. der Real- und
Imagina¨rteil angegeben. Die jeweils ersten drei Werte, sowohl im symmetrischen
als auch im antisymmetrischen Unterraum, zeigen hinsichtlich der Amplitude
sehr gute Werte. Entsprechend sehr gut sind auch die dazugeho¨rigen Energie-
eigenwerte konvergiert. Die Verbesserung in Hinblick auf den Amplitudenwert
gegenu¨ber dem einfachen Signal ist deutlich zu erkennen. Im Abschnitt 6.3 wird
ein weiterer Operator hinzugenommen — die Werte sollten sich dann noch weiter
verbessern.
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Pos. Energie Amplitude b1
QM 2× 2 <(b1) =(b1)
1 11,74 12,10 0,97056988 0,10415910
2 27,33 27,39 0,97362435 0,00357535
3 36,28 36,92 0,96414496 0,00817335
4 45,79 46,02 1,17995031 -0,01210205
5 56,93 56,81 1,04694006 0,03922618
6 62,90 63,89 1,75469848 0,35447542
7 73,62 72,67 0,73384532 -0,12980950
8 84,21
9 87,34 86,76 1,44468337 0,35568654
10 96,55 98,38 0,67313671 0,33298164
Tab. 6.1: Energieeigenwerte und Amplituden im symmetrischen Unterraum mit
harmonischer Inversion und Kreuzkorrelationstechnik. Als Operatoren wurden
außer dem 1-Operator noch der 〈r2〉-Operator verwendet (smax = 29). Die Am-
plitude b1 ist das Diagonalelement zu Aˆ1 = 1ˆ.
Pos. Energie Amplitude b1
QM 2× 2 <(b1) =(b1)
1 21,46 21,91 0,97631426 0,05616791
2 36,28 36,08 1,00300074 -0,07652716
3 49,43 49,23 0,94538566 -0,10861376
4 59,50 60,89 1,05870235 0,08230775
5 67,94 66,76 0,64576932 -0,23824985
6 77,04 76,38 0,77737863 -0,48679153
7 86,24 88,69 0,67333240 1,18518926
8 97,27 98,61 0,73174290 0,42668433
Tab. 6.2: Energieeigenwerte und Amplituden im antisymmetrischen Unterraum
mit harmonischer Inversion und Kreuzkorrelationstechnik. Als Operatoren wur-
den außer dem 1-Operator noch der 〈r2〉-Operator verwendet (smax = 29). Die
Amplitude b1 ist das Diagonalelement zu Aˆ1 = 1ˆ.
6.2. (2× 2)-Signal 61
6.2.1 Diagonalelemente fu¨r rˆ2
Die Diagonalelemente des rˆ2-Operators ko¨nnen bei Kenntnis der Eigenvektoren
zu den Energieeigenwerten berechnet werden. Die Berechnung der Eigenvektoren
beinhaltet die quantenmechanische Lo¨sung der Schro¨dinger-Gleichung fu¨r das Hy-
perbelbillard in einer geeigneten Basis und unter den jeweiligen Randbedingun-
gen. Die Berechnung wurde von Main geleistet, der die Eigenvektoren und das
Basissystem freundlicherweise zur Verfu¨gung stellte. Fu¨r die Diagonalelemente
des rˆ2-Operators ergeben sich dann die Werte im symmetrischen Fall wie gelistet
in Tab. 6.3 (letzte Spalte). Der Vergleich zeigt lediglich die richtige Tendenz der
Werte, jedoch ist der Fehler ab dem vierten Wert eindeutig zu groß. Sichtbar
ist ebenfalls, daß der Imagina¨rteil der Amplitude rˆ2 im einzelnen stark von Null
verschieden ist. Selbst wenn er fast Null ist, bedeutet dies nicht, daß der Realteil
mit dem quantenmechanischen Wert u¨bereinstimmt. Vielmehr ist die Amplitu-
de des 1ˆ-Operators entscheidend. Konvergiert dieser ordentlich, so du¨rfen auch
vom rˆ2-Operator gute Ergebnisse erwartet werden, so wie es bei den ersten drei
Werten gegeben ist.
Pos. Energie Amplitude b1 Amplitude b2
QM 2× 2 <(b1) =(b1) <(b2) =(b2) QM
1 11,74 12,10 0,97 0,10 0,91 0,35 0,96
2 27,33 27,39 0,97 0,00 1,43 -0,16 1,55
3 36,28 36,92 0,96 0,01 1,24 -0,29 1,48
4 45,79 46,02 1,18 -0,01 2,80 -0,31 2,51
5 56,93 56,81 1,05 0,04 2,65 -0,08 2,33
6 62,90 63,89 1,75 0,35 4,16 -0,97 2,31
7 73,62 72,67 0,73 -0,13 2,73 -0,07 3,74
8 84,21 2,76
9 87,34 86,76 1,44 0,36 5,05 0,41 3,14
10 96,55 98,38 0,67 0,33 3,96 0,48 3,76
Tab. 6.3: Vergleich der Diagonalelemente rˆ2 mit den quantenmechanischen Er-
wartungswerten im symmetrischen Fall (smax = 29). Die Amplitude b1 bzw. b2
sind die Diagonalelemente zu Aˆ1 = 1ˆ bzw. Aˆ2 = rˆ2.
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6.3 (3× 3)-Signal
Im speziellen Fall D = 3 liegt ein (3× 3)-Signal vor. Fu¨r die Operatoren Aˆα mit
α = 1, 2, 3 wurde folgende Wahl getroffen:
Aˆ1 = 1ˆ
Aˆ2 = rˆ2
Aˆ3 = Lˆ2 (6.8)
Daraus ergeben sich die Erwartungswerte (siehe auch Kap. 2.4.1) zu:
〈A1〉pB = 1
〈A2〉pB = 〈r2〉pB
〈A3〉pB = 〈L2〉pB (6.9)
Die Abb. 6.5 (ungefiltert) und 6.6 (gefiltert) zeigen die mit der Kreuzkorrelati-
onstechnik eines (3×3)-Signal gefundenen Energieeigenwerte. Das Spektrum kla¨rt
sich unter Anwendung des Filters und la¨ßt eine Aufspaltung der eng benachbarten
Energieeigenwerte erkennen. Die Amplituden, dargestellt in Abb. 6.7, lassen die
gesuchten semiklassischen Energieeigenwerte an den breiten Maxima sehr scho¨n
ablesen. Im gefilterten Bild in Abb. 6.8 machen die unterschiedlichen Signalla¨ngen
bis auf den letzten Wert im symmetrischen Fall kaum einen Unterschied mehr.
Der Erfolg der Idee, mehr Information in die Auswertungen einzubringen und
dadurch die Signalla¨nge zu verku¨rzen, ist hier deutlich erkennbar. In Tab. 6.5
sind die Energieeigenwerte und die dazugeho¨rigen Amplituden wiedergegeben.
Die Zahl der hervorragenden Werte bezu¨glich der Amplitude hat sich weiter er-
ho¨ht. Bis einschließlich Pos. 7 im symmetrischen und Pos. 6 im antisymmetrischen
Fall sind die ermittelten Werte einwandfrei. Daru¨ber hinaus sind sie akzeptabel.
Wichtig dabei ist die Vollsta¨ndigkeit aller Werte bis zu der betrachteten Energie
E ≤ 100. Im na¨chsten Abschnitt soll deshalb fu¨r das (3× 3)-Signal das Energie-
intervall bis auf E ≤ 200 ausgedehnt werden.
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Abb. 6.5: Harmonische Inversion mit Kreuzkorrelation (3 × 3, ungefiltert). Als
Operatoren wurden außer dem 1-Operator und 〈r2〉-Operator noch der 〈L2〉-
Operator verwendet. Oben symmetrisch, unten antisymmetrisch. Die Linien re-
pra¨sentieren die quantenmechanischen Energieeigenwerte.
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Abb. 6.6: Harmonische Inversion mit Kreuzkorrelation (3×3, gefiltert). Als Ope-
ratoren wurden außer dem 1-Operator und 〈r2〉-Operator noch der 〈L2〉-Operator
verwendet. Oben symmetrisch, unten antisymmetrisch. Die Linien repra¨sentieren
die quantenmechanischen Energieeigenwerte.
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Abb. 6.7: Harmonische Inversion mit Kreuzkorrelation (3× 3, ungefiltert): Ener-
giespektrum. Als Operatoren wurden außer dem 1-Operator und 〈r2〉-Operator
noch der 〈L2〉-Operator verwendet. Gezeigt werden die Amplituden fu¨r verschie-
dene Signalla¨ngen. Oben symmetrisch, unten antisymmetrisch. Die Linien repra¨-
sentieren die quantenmechanischen Energieeigenwerte.
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Abb. 6.8: Harmonische Inversion (3× 3, gefiltert): Energiespektrum. Als Opera-
toren wurden außer dem 1-Operator und 〈r2〉-Operator noch der 〈L2〉-Operator
verwendet. Gezeigt werden die Amplituden fu¨r verschiedene Signalla¨ngen. Oben
symmetrisch, unten antisymmetrisch. Die Linien repra¨sentieren die quanten-
mechanischen Energieeigenwerte.
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Pos. Energie Amplitude b1
QM 3× 3 <(b1) =(b1)
1 11,74 12,05 0,97826694 -0,00629058
2 27,33 27,41 0,95778061 0,04000948
3 36,28 36,88 0,99017281 0,04581060
4 45,79 46,00 0,92502081 0,03203550
5 56,93 56,71 1,00103243 0,00318424
6 62,90 63,12 1,02657605 0,02645160
7 73,62 73,03 1,00639772 -0,05316264
8 84,21 86,30 0,77953964 0,07633951
9 87,34 86,95 1,59214698 0,02657978
10 96,55 97,57 0,70147710 0,48758524
Tab. 6.4: Energieeigenwerte und Amplituden im symmetrischen Unterraum mit
harmonischer Inversion und Kreuzkorrelationstechnik. Als Operatoren wurden
außer dem 1-Operator und 〈r2〉-Operator noch der 〈L2〉-Operator verwendet
(smax = 29). Die Amplitude b1 ist das Diagonalelement zu Aˆ1 = 1ˆ.
Pos. Energie Amplitude b1
QM 3× 3 <(b1) =(b1)
1 21,46 21,92 1,05321313 0,04986623
2 36,28 36,15 0,99062650 -0,04076170
3 49,43 49,34 0,99149999 -0,07847231
4 59,50 60,74 1,05403466 -0,03246664
5 67,94 67,82 1,03443843 0,08686277
6 77,04 77,14 0,94029854 -0,08022099
7 86,24 86,16 0,89815593 0,15644812
8 97,27 97,54 0,93703835 0,09607546
Tab. 6.5: Energieeigenwerte und Amplituden im antisymmetrischen Unterraum
mit harmonischer Inversion und Kreuzkorrelationstechnik. Als Operatoren wur-
den außer dem 1-Operator und 〈r2〉-Operator noch der 〈L2〉-Operator verwendet
(smax = 29). Die Amplitude b1 ist das Diagonalelement zu Aˆ1 = 1ˆ.
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6.4 (3× 3)-Signal und Energie E ≤ 200
In diesem Abschnitt werden die Ergebnisse fu¨r ein (3 × 3)-Signal innerhalb des
Energieintervalls 0 ≤ E ≤ 200 gezeigt. Als Operatoren Aˆα mit α = 1, 2, 3 wurden
dieselben gewa¨hlt wie in Abschnitt 6.3. Daher zeigen die Abbildungen in diesem
Abschnitt bis zur Energie E ≤ 100 Vertrautes aus dem genannten Abschnitt. Die
Abb. 6.9 zeigt die gefundenen ungefilterten Energieeigenwerte wie gehabt fu¨r ver-
schiedene Signalla¨ngen u¨ber der Energie. Ha¨ufungen lassen sich zwar ausmachen,
jedoch ohne Anwendung des Filters la¨ßt sich keine Aussage u¨ber die Lage der
semiklassischen Energieeigenwerte machen. Der Filter ist in der ganzen Arbeit
der gleiche und bewirkt den Ausschluß sa¨mtlicher Werte, fu¨r die der Imagina¨rteil
der Frequenz gro¨ßer als 0,15 oder die Amplitude kleiner als 0,6 sind. Die Abb.
6.10 entha¨lt das daraus resultierende Ergebnis. Auffallend ist, daß im oberen Teil
des Spektrums durchaus stabile Energieeigenwerte gefunden werden, aber die-
se von anderen durch eine Lu¨cke getrennt sind. Typisch fu¨r die semiklassische
Quantisierung ist die Tatsache, daß bei gro¨ßerer maximaler La¨nge das Ergebnis
besser wird. Aufgrund der vollen Abbildung (Abb. 6.9) wa¨re es mit Sicherheit
kein Problem, die Lu¨cken mit Werten niedrigerer Amplitude aufzufu¨llen. Dies
ist aber gerade nicht der Sinn der Sache. Außerdem wu¨rden sich zu den
”
Richti-
gen“
”
Falsche“ hinzugesellen. Daß die semiklassische Quantisierung, in diesem Fall
die harmonische Inversion, die Werte der Lu¨cken entha¨lt, zeigt die Abb. 6.11, in
der die Amplitude, berechnet nach Gleichung (5.10), aufgetragen ist. Die Maxi-
ma, die bei den quantenmechanischen Energieeigenwerten auftreten, sind nahezu
alle aufgelo¨st. Schwierigkeiten bereiten nur noch die dicht beieinanderliegenden
Energieeigenwerte, die hier nur ma¨ßig aufgelo¨st werden. Die Verbesserung unter
Hinzunahme der Signalla¨nge smax = 29 im Vergleich zu smax = 24 ist deutlich er-
kennbar. Abb. 6.12 veranschaulicht eindrucksvoll die Auswirkung des Filters auf
die Amplitudenfunktion. Zum einen gleichen sich die Kurven fu¨r unterschiedliche
Signalla¨ngen an, und zum anderen entstehen im oberen Energiebereich gro¨ßere
Energielu¨cken, die sich z.B. fu¨r smax = 24 im symmetrischen Fall u¨ber eine Di-
stanz von ∆E = 50 erstreckt. Der Blick auf den Energiebereich um E = 100
offenbart die Ma¨chtigkeit des Bahndatensatzes bei smax = 29. Die Ergebnisse der
Bilder rechtfertigen damit die Wahl der Filterparameter.
In den Tab. 6.6 und 6.7 sind die Ergebnisse fu¨r smax = 29 und der Energie
0 ≤ E ≤ 200 fu¨r die beiden Unterra¨ume zusammengestellt. Erkennbar sind im
oberen Energiebereich (E > 100) weitere Energieeigenwerte. Die
”
Lu¨cken“ be-
deuten keineswegs, daß hier kein entsprechender Wert gefunden wurde, sondern
daß die Qualita¨t der Amplitude fu¨r den Filter nicht ausreichte. Dies verdeut-
lichen auch die nicht allzu guten Real- und Imagina¨rteile der Amplituden bei
den eingetragenen Werten. Im Grunde war die Einzelamplitude fu¨r den Filter zu
schwach. Um weitere Energieeigenwerte sicher aufzulo¨sen, ist ein (viel) la¨ngeres
Signal no¨tig.
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Abb. 6.9: Harmonische Inversion mit Kreuzkorrelation (3 × 3, E ≤ 200, ungefil-
tert). Oben symmetrisch, unten antisymmetrisch. Die Linien repra¨sentieren die
quantenmechanischen Energieeigenwerte.
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Abb. 6.10: Harmonische Inversion mit Kreuzkorrelation (3 × 3, E ≤ 200, gefil-
tert). Oben symmetrisch, unten antisymmetrisch. Die Linien repra¨sentieren die
quantenmechanischen Energieeigenwerte.
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Abb. 6.11: Harmonische Inversion mit Kreuzkorrelation (3× 3, E ≤ 200, ungefil-
tert): Energiespektrum. Gezeigt werden die Amplituden fu¨r verschiedene Signal-
la¨ngen. Oben symmetrisch, unten antisymmetrisch. Die Linien repra¨sentieren die
quantenmechanischen Energieeigenwerte.
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Abb. 6.12: Harmonische Inversion (3 × 3, E ≤ 200, gefiltert): Energiespek-
trum. Gezeigt werden die Amplituden fu¨r verschiedene Signalla¨ngen. Oben
symmetrisch, unten antisymmetrisch. Die Linien repra¨sentieren die quanten-
mechanischen Energieeigenwerte.
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Pos. Energie Amplitude b1
QM 3× 3 <(b1) =(b1)
1 11,74 12,05 0,97826694 -0,00629058
2 27,33 27,41 0,95778061 0,04000948
3 36,28 36,88 0,99017281 0,04581060
4 45,79 46,00 0,92502081 0,03203550
5 56,93 56,71 1,00103243 0,00318424
6 62,90 63,12 1,02657605 0,02645160
7 73,62 73,03 1,00639772 -0,05316264
8 84,21 86,30 0,77953964 0,07633951
9 87,34 86,95 1,59214698 0,02657978
10 96,55 97,57 0,70147710 0,48758524
11 103,83 103,75 0,91879117 -0,51079506
12 111,10
13 118,29
14 125,63 125,44 0,66607176 0,07765862
15 135,55 134,15 0,67170751 -0,31983678
16 143,36 142,34 0,98608848 -0,72009144
17 147,66
18 154,84
19 158,17 158,71 0,78003973 0,12037715
20 165,76
21 174,64
22 180,73 180,49 0,77378470 -0,12996688
23 185,77
24 194,85
Tab. 6.6: Energieeigenwerte und Amplituden im symmetrischen Unterraum mit
harmonischer Inversion und Kreuzkorrelationstechnik. Als Operatoren wurden
außer dem 1-Operator und 〈r2〉-Operator noch der 〈L2〉-Operator verwendet
(smax = 29). Die Amplitude b1 ist das Diagonalelement zu Aˆ1 = 1ˆ.
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Pos. Energie Amplitude b1
QM 3× 3 <(b1) =(b1)
1 21,46 21,92 1,05321313 0,04986623
2 36,28 36,15 0,99062650 -0,04076170
3 49,43 49,34 0,99149999 -0,07847231
4 59,50 60,74 1,05403466 -0,03246664
5 67,94 67,82 1,03443843 0,08686277
6 77,04 77,14 0,94029854 -0,08022099
7 86,24 86,16 0,89815593 0,15644812
8 97,27 97,54 0,93703835 0,09607546
9 105,12 106,39 0,67058164 0,10515243
10 110,21 113,75 0,61263495 0,08789187
11 120,81 122,57 0,68770313 0,42220997
12 129,20 130,57 0,76566290 0,17165870
13 134,24
14 138,86 137,60 1,50447078 0,47296271
15 149,54 149,48 0,91394535 0,07564419
16 160,39
17 163,34 163,38 1,16878838 0,33395421
18 172,02
19 179,04
20 185,01 187,01 0,94849080 1,59259494
21 194,91
22 198,47
Tab. 6.7: Energieeigenwerte und Amplituden im antisymmetrischen Unterraum
mit harmonischer Inversion und Kreuzkorrelationstechnik. Als Operatoren wur-
den außer dem 1-Operator und 〈r2〉-Operator noch der 〈L2〉-Operator verwendet
(smax = 29). Die Amplitude b1 ist das Diagonalelement zu Aˆ1 = 1ˆ.
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6.5 Zusammenfassung
In diesem Kapitel wurde die harmonische Inversion mit Kreuzkorrelationstech-
nik auf das Hyperbelbillard angewandt. Im Gegensatz zur reinen harmonischen
Inversion mußten zusa¨tzliche Informationen fu¨r die Auswertung zur Verfu¨gung
gestellt werden. Dabei handelte es sich um die klassischen Erwartungswerte. Fest-
gehalten werden kann, da die Berechnungen der klassischen Erwartungswerte mit
der Bahndatensatzermittlung einhergehen, daß die zur Verfu¨gungstellung die-
ser Werte im Prinzip keinen Aufwand bereitet. Das schließliche Auffinden der
semiklassischen Energieeigenwerte mittels der harmonischen Inversion und der
Kreuzkorrelationstechnik liefert gegenu¨ber dem einfachen Signal ein deutlich bes-
seres Ergebnis und rechtfertigt damit den etwas gro¨ßeren Rechenaufwand bei der
Auswertung. Im Bereich E ≤ 100 konnten mit dem (3 × 3)-Signal alle Energie-
eigenwerte sicher aufgelo¨st werden. Oberhalb E > 100 la¨ßt die Auflo¨sung noch zu
wu¨nschen u¨brig — allerdings ist erkennbar, daß lediglich die Beschra¨nktheit des
Signals fu¨r die Nichtauflo¨sung der Energieeigenwerte verantwortlich ist. Die An-
wendung der harmonischen Inversion auf das Hyperbelbillard ist daher als Erfolg
zu bewerten. Im na¨chsten Kapitel sollen nun die in dieser Arbeit angewandten
Verfahren miteinander verglichen werden, d.h. es folgt die Zusammenstellung der
Energieeigenwerte.
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Kapitel 7
Vergleich verschiedener
Quantisierungsverfahren
In diesem Kapitel sollen die Ergebnisse der semiklassischen Verfahren verglei-
chend betrachtet und zusa¨tzlich die Werte aus der Arbeit von Keating und Sieber
[10] mit einbezogen werden.
7.1 Zusammenstellung der Energieeigenwerte
In den folgenden Tabellen (Tab. 7.1 und Tab. 7.2) sind die Energieeigenwerte
aller Verfahren gegenu¨bergestellt. Um eine Aussage u¨ber die Qualita¨t der Werte,
d.h. den Wert der Amplitude, zu ta¨tigen, sind die in den einzelnen Tabellen in
vorangegangen Kapiteln eingetragenen Werte heranzuziehen; auf die wiederholte
Darstellung wird aus Platzgru¨nden verzichtet. Ergebnisse weiterer Quantisie-
rungsverfahren finden sich in der Arbeit von Sieber [9] bzw. in Anhang B.
7.2 Vergleich der Verfahren
Beim Betrachten der Ergebnisse sind bzgl. der absoluten Zahl an Ergebnissen
im betrachteten Energieintervall bis E = 100 kaum Unterschiede zu erkennen.
Schwierigkeiten bereiteten bei den Verfahren die Auflo¨sung benachbarter Ener-
gieniveaus, wie die Pos. 8 und 9 im symmetrischen Fall, die erst mit dem (3× 3)-
Signal aufgelo¨st werden konnten. Der zahlenma¨ßige Wert der Energieeigenwerte
weicht jedoch kaum voneinander ab. Die von Keating und Sieber mittels der
”
Riemann-Siegel-type expansion“ gefundenen Energieeigenwerte liegen deutlich
na¨her an den quantenmechanischen. Allerdings darf nicht vergessen werden, daß
Sie die mittlere Zustandsdichte in die semiklassische Quantisierung einbrachten,
wohingegen die in dieser Arbeit angewandten Verfahren, das Pade´-Verfahren und
die harmonische Inversion, ohne dieselbige auskommt. Die Darstellung obiger
Tabellen ist selbst abha¨ngig vom Ordnungsparameter innerhalb des Verfahrens,
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Pos.
Energie (symmetrisch)
QM Pade´ harm. Inversion [10]
DPA 2× 2 3× 3
1 11,74 12,14 12,37 12,10 12,05 11,80
2 27,33 27,30 27,19 27,39 27,41 27,16
3 36,28 36,83 37,57 36,92 36,88 36,35
4 45,79 46,43 47,02 46,02 46,00 45,83
5 56,93 57,26 56,93 56,81 56,71 56,71
6 62,90 63,16 63,74 63,89 63,12 63,16
7 73,62 72,38 72,71 72,67 73,03 73,15
8 84,21 86,28 85,80 86,30 84,45
9 87,34 94,44 86,76 86,95 87,42
10 96,55 98,38 95,10 97,57
Tab. 7.1: Vergleich der Energieeigenwerte im symmetrischen Fall. Beim Pade´-
Verfahren wurde Nmax = 17, bei der harmonischen Inversion smax = 29 gewa¨hlt.
Pos.
Energie (antisymmetrisch)
QM Pade´ harm. Inversion [10]
DPA 2× 2 3× 3
1 21,46 21,89 21,86 21,91 21,92 21,62
2 36,28 36,10 36,14 36,08 36,15 36,30
3 49,43 49,58 49,61 49,23 49,34 49,29
4 59,50 60,79 61,11 60,89 60,74 59,67
5 67,94 67,36 66,48 66,76 67,82 68,02
6 77,04 77,75 77,06 76,38 77,14 77,15
7 86,24 87,05 85,45 88,69 86,16 86,11
8 97,27 94,55 98,61 97,54 97,27
Tab. 7.2: Vergleich der Energieeigenwerte im antisymmetrischen Fall. Beim Pade´-
Verfahren wurde Nmax = 17, bei der harmonischen Inversion smax = 29 gewa¨hlt.
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so daß die Wertzuweisung ein Stu¨ck weit Willku¨r vermuten lassen ko¨nnte. So
wurde fu¨r das Pade´-Verfahren die Zyklusla¨nge N = 17 und fu¨r die harmonische
Inversion smax = 29 gewa¨hlt. Sicherlich ha¨tten sich etwas andere Werte fu¨r eine
andere Zyklusla¨nge N bzw. Signalla¨nge smax ergeben. Es sei ins Feld gefu¨hrt,
daß die Bilder zeigen, daß die Lage der einzelnen Werte u¨ber eine weite Distanz
jedoch stabil ist. Lediglich die Qualita¨t der Energieeigenwerte steigt mit zuneh-
menden Informationsgehalt. Haben die ungefilterten Signalspektren noch eine
teilweise unu¨berschaubare Menge an Werten, so wird durch Analyse der Ampli-
tude schnell, einfach und sicher klar, welche Werte die richtigen sind. Sowohl das
Pade´-Verfahren als auch die harmonische Inversion mit und ohne Kreuzkorre-
lation liefern in Ihren vorhersagbaren Grenzen die gesuchten Energieeigenwerte.
Mit dem (3×3)-Signal ist die Datenanalyse dafu¨r wesentlich leichter. Beim Pade´-
Verfahren hat sich der Imagina¨rteil der reziproken semiklassischen Bahnsumme
als ein hervorragendes Auswahlkriterium erwiesen. Das Ziel dieser Arbeit war
es zu zeigen, daß die semiklassische Quantisierung des Hyperbelbillards mit den
”
neuen“ Verfahren mo¨glich ist. Dieses Ziel ist damit erreicht.
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Anhang A
Pade´ Approximation bei der
harmonischen Inversion
Die folgende Darstellung entspricht der Arbeit von Main et al. [8]. Ausgangspunkt
fu¨r die Berechnung ist die Maclaurin Reihe:
g′(z) =
∞∑
n=0
cnz
−n (A.1)
Vorausgesetzt sei, daß die Entwicklungskoeffizienten cn fu¨r n = 0, 1, . . . ,∞ be-
kannt sind und folgende Form haben:
cn =
K∑
k=1
dkz
n
k (A.2)
Einsetzten ergibt unter Ausnutzung der Regel fu¨r geometrische Reihen:
g′(z) ≡
∞∑
n=0
cnz
−n =
K∑
k=1
dk
∞∑
n=0
(
zk
z
)n =
K∑
k=1
zdk
z − zk ≡
PK(z)
QK(z)
(A.3)
Die rechte Seite ist dann gegeben durch einen Bruch zweier Polynome vom Grad
K und zk stellt die Pole von g
′(z), bzw. die Nullstellen von QK(z) dar. Die Para-
meter dk lassen sich u¨ber die Residuen der letzten beiden Terme von Gleichung
A.3 berechnen zu:
dk =
PK(zk)
zkQ′k(zk)
(A.4)
Das Problem besteht nun darin, daß die Entwicklungskoeffizienten nicht bis c∞
bekannt sind, so daß die Summe auf der linken Seiten von Gleichung A.3 nicht
berechnet werden kann und die Konvergenz u.U. nicht gegeben ist. Bei der har-
monischen Inversion werden die Polynome
PK(z) =
K∑
k=1
bkz
k und QK(z) =
K∑
k=1
akz
k − 1 (A.5)
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aus 2K Signalpunkte c0, c1, . . . , c2K−1 dadurch bestimmt, daß die ak, k = 1, . . . , K
gegeben sind durch die Lo¨sung der Gleichung
cn =
K∑
k=1
akcn+k mit n = 0, . . . , K − 1 (A.6)
und die bk schließlich berechnet werden — bei Kenntnis der ak — durch
bk =
K−k∑
m=0
ak+mcm mit k = 1, . . . , K. (A.7)
Anhang B
Energieeigenwerte anderer
Quantisierungsverfahren
Die hier in Tab. B.1 und Tab. B.2 wiedergegebenen Werte wurden der Arbeit
von Sieber [9] entnommen. Sie werden dort ausfu¨hrlich beschrieben und sollen
an dieser Stelle lediglich dem Vergleich dienen. So kann abgelesen werden, daß
bis auf ein Verfahren ebenfalls Schwierigkeiten bestehen bei der Auflo¨sung eng
benachbarter Energieeigenwerte. Vor allem im oberen Energiebereich ist eine ein-
deutige Zuordnung in vielen Fa¨llen nicht la¨nger mo¨glich.
Die Ergebnisse ergeben sie aus folgenden Verfahren:
a) quantenmechanische Werte
b) die Position des Maximums der ungegla¨tteten Zustandsdichte
c) wie b), wobei nur La¨ngen spB < 20 in die Berechnungen eingehen
d) die Position des Maximums der Breit-Wigner Zustandsdichte mit α = 0, 15
e) die Position des Maximums der Gaußschen Zustandsdichte mit  = 0, 1
f) die Position des Maximums der sin3-Zustandsdichte mit smax = 20
g) die Position des Minimums der Zeta-Funktion
h) die Nullstelle des Riemann-Siegel Analogons
fu¨r die beiden Unterra¨ume B2 (symmetrisch) und A2 (antisymmetrisch).
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Pos. Energie (symmetrisch)
a) b) c) d) e) f) g) h)
1 11,74 12,06 11,97 12,08 12,09 11,98 12,05 13,02
2 27,33 27,16 27,22 27,24 27,24 27,39 27,27 28,26
3 36,28 36,91 37,12 36,95 36,96 36,91 37,17 34,96
4 45,79 45,50 46,27 45,54 45,55 45,55 45,97 45,85
5 56,93 56,68 56,70 56,72 56,72 56,73 56,64 57,29
6 62,90 62,93 62,94 63,02 63,01 63,49 63,53 62,66
7 73,62 73,08 73,17 73,01 72,97 73,10 73,09 73,40
8 84,21 86,23 85,97 86,28 86,27 86,28 86,05 84,71
9 87,34 86,97
10 96,55 97,18 96,73 96,91 96,79 96,96 96,81 97,07
11 103,83 104,05 104,03 104,09 104,07 104,63 103,93 103,42
12 111,10 110,94 111,08 110,95 110,96 113,97 110,61 110,67
13 118,29 117,81 118,06 117,82 117,80 117,63 118,54
14 125,63 125,59 125,68 125,49 125,51 124,42 125,02 125,67
15 135,55 134,60 134,50 134,97 134,93 135,97 135,54
16 143,36 143,97 144,39 144,24 144,25 145,22 144,17 142,94
17 147,66 149,03 150,24 147,50
18 154,84 155,78 156,11 156,54 156,52 157,48 157,14 154,67
19 158,17 160,02
20 165,76 164,45 164,50 164,34 164,51 164,07 165,24
21 174,64 173,54 174,23 173,97 173,99 175,17 174,48
22 180,73 182,43 183,19 182,44 182,50 181,86 182,87 180,52
23 185,77 185,73
24 194,85 194,44 193,93 195,30 195,28 199,73 194,85
Tab. B.1: Die quantenmechanischen Energieeigenwerte im symmetrischen Fall im
Vergleich zu den Energieeigenwerten, die aus anderen Quantisierungsverfahren
gewonnen wurden: Die Spalten enthalten: a) quantenmechanische Werte, b) die
Position des Maximums der ungegla¨tteten Zustandsdichte, c) wie b), wobei nur
La¨ngen spB < 20 eingehen, d) Breit-Wigner Zustandsdichte mit α = 0, 15, e) die
Gaußsche Zustandsdichte mit  = 0, 1, f) die sin3-Zustandsdichte mit smax = 20,
g) die Position des Minimums der Zeta-Funktion, h) die Nullstelle des Riemann-
Siegel Analogons.
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Pos. Energie (antisymmetrisch)
a) b) c) d) e) f) g) h)
1 21,46 21,72 21,82 21,74 21,74 21,75 21,54 22,33
2 36,28 36,30 36,33 36,38 36,40 36,29 36,54 36,41
3 49,43 49,26 49,48 49,31 49,32 49,23 49,55 48,87
4 59,50 60,76 60,47 60,75 60,71 60,75 60,57 58,71
5 67,94 67,22 67,05 67,30 67,31 67,83 67,67 68,75
6 77,04 77,51 77,67 77,47 77,47 77,18 77,36 77,38
7 86,24 85,71 85,39 85,96 85,93 86,33 86,16 85,72
8 97,27 97,40 97,15 97,32 97,25 97,27 97,40 97,10
9 105,12 104,98 104,78 105,05 105,00 108,90 105,20 104,76
10 110,21 111,50 111,94 111,45 111,51 111,24 110,86
11 120,81 121,42 120,74 121,33 121,24 121,86 120,99 120,43
12 129,20 129,36 130,06 130,13 130,03 131,37 129,03
13 134,24 138,02 138,14 137,51 137,65 134,66 137,77 134,46
14 138,86 139,23
15 149,54 149,15 149,23 149,30 149,29 149,68 149,49 149,71
16 160,39 162,24 161,88 162,13 162,02 162,11 161,45 159,33
17 163,34 163,59
18 172,02 173,96 173,17 174,00 173,76 175,22 172,16
19 179,04 183,13 183,59 183,16 183,25 181,88 183,57 179,31
20 185,01 185,08
21 194,91 196,74 196,48 197,29 197,11 199,19 196,14 194,00
22 198,47 200,14
Tab. B.2: Die quantenmechanischen Energieeigenwerte im antisymmetrischen Fall
im Vergleich zu den Energieeigenwerten, die aus anderen Quantisierungsverfahren
gewonnen wurden: Die Spalten enthalten: a) quantenmechanische Werte, b) die
Position des Maximums der ungegla¨tteten Zustandsdichte, c) wie b), wobei nur
La¨ngen spB < 20 eingehen, d) Breit-Wigner Zustandsdichte mit α = 0, 15, e) die
Gaußsche Zustandsdichte mit  = 0, 1, f) die sin3-Zustandsdichte mit smax = 20,
g) die Position des Minimums der Zeta-Funktion, h) die Nullstelle des Riemann-
Siegel Analogons.
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