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Abstract. This paper presents an approach to operate multi-objective
self-optimizing software systems based on the models@run.time paradigm.
In contrast to existing approaches, which are usually specific to a single
or selected set of objectives (e.g., performance and/or reliability), the
presented approach is generic in that it allows the software architect to
model the relevant concerns of interest to self-optimization. At runtime,
these models are interpreted and used to generate optimization prob-
lems. To evaluate the applicability of the approach, a scalability analysis
is provided, showing the approach’s feasibility for at least two objectives.
1 Introduction
A central, required characteristic of future software systems is their ability to
adjust themselves to changing environments. Notably, such adjustments fulfill a
certain purpose: they reduce or eliminate the deviance of the system from it’s
desired state. Often, this desired state is an interpretation of multiple goals (i.e.,
objectives) in the context of the current system state. Hence, to compute the re-
quired adjustments to reconfigure the system to its desired state, multi-objective
optimization (MOO) approaches are required.
Systems capable of reconfiguring themselves with the aim to be operate op-
timally with regard to specified goals are called self-optimizing systems [1],
where the term self refers to the ability of the system to autonomously react
to changes in the environment. The goals usually span various non-functional
properties (NFPs) of the system. For example, performance, energy consump-
tion, reliability and availability to name but a few. The need for MOO approaches
arises when multiple, potentially competing, NFPs shall be optimized together.
Two general classes of MOO can be distinguished: a-priori and a-posteriori
approaches [2]. The first type tries to unify all objectives into a single objective.
Such approaches often use utility-theory, but have the problem that not all
NFPs are comparable with each other and, thus, a unification of the objectives
is semantically wrong [3]. Hence, a-posteriori approaches, which do not unify the
objectives, but are know to be very time-consuming [2], are required.
In our previous work, we proposed [4] a model-driven approach for single-
objective self-optimizing systems enabling the developer to model structural
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and behavioral aspects of the system, and extract runtime information from
the system into runtime models used to automatically generate optimization
problems for standard problem solvers. The solution presented in this paper ex-
tends this approach, to allow for the operation of a-posteriori multi-objective
self-optimizating systems.
This paper is structured as follows. The next section introduces a running
example. Section 3 briefly outlines our previous work. Section 4 then describes
our solution for the operation of multi-objective self-optimizing systems. The
approach is evaluated in terms of its scalability in Section 5. Finally, Section 6
covers related work and Section 7 concludes the paper.
2 Running Example: Confidential Sorting
A confidential sort is to be performed whenever the list subject to sorting con-
tains confidential data. This data, in consequence, has to be encrypted. A typical
approach to encryption is the use of a pair of public and private keys (e.g., SHA-
2 [5]). The bigger the keys used for encryption are, the more effort is required
for an attacker to decrypt the data. But, the bigger the keys, the more time is
required to encrypt the data. Typically, users intend to get their lists sorted as
fast as possible, but encrypted as much as possible. Listing 1.1 shows such a user
request for a list with 200.000 elements. The request is formulated against the
structure model shown in Figure 1(b). The list, subject to sorting, is encrypted
prior to sorting. This way the sort algorithm can be placed on any available
machine, even if it is not considered safe (due to its encryption).
3 Single-objective Self-optimization
In previous work [4], we presented a component-based metamodel and quality
contract language to be used by developers of self-optimizing software systems.
Moreover, we proposed a model-driven approach [4] utilizing these models to
automatically generate optimization problems and, thereby, overcome the lim-
itations of related approaches. This section recapitulates the specifications for
the single objective case, which serve as a base for the multi-objective case. Due
Listing 1.1. Confidential Sort Request.
1 import ccm [ . / s o r t . s t ru c tu r e ]
2 target platform [ . / cu rr en t . va r ian t ]
3
4 ca l l L i s tU t i l . s o r t expecting {
5 l i s t s i z e = 200000
6 respon se t ime minimize














(b) Referenced Structure Model
Fig. 1. Request and Model for the Confidential Sort Example
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1 contract SHA−2 implements Cypher . encrypt {
2 mode s e cu re {
3 requires resource RAM { f r e e s i z e min : 5 ∗ mes sage s i z e }
4 requires software RandomGen { valu e range min : 100 }
5 provides k ey s i z e = 4096
6 provides runtime max: f 1 ( mess age s i ze )
7 }
8 mode f a s t {
9 requires resource RAM { f r e e s i z e min : 1 ∗ mes sage s i z e }
10 requires software RandomGen { valu e range min : 25 }
11 provides k ey s i z e = 256
12 provides runtime max: f 2 ( mess age s i ze )
13 }
14 }
Listing 1.2. An Example QCL Contract for an Encryption Implementation
to space limitations, we cannot fully recapitulate the approach, but focus on the
specification of quality contracts and the generation of optimization problems.
3.1 The Quality Contract Language (QCL)
Implementations and devices can be characterized in terms of their behavior and
dependencies to each other by contracts, which are a special type of Quality-of-
Service contract [6] and are comprised of assumptions and guarantees on prop-
erties defined in structural models. Listing 1.2 depicts an example contract for
an encryption implementation and illustrates the mentioned concepts.
QCL contracts define different modes, representing levels of satisfaction for
users of the system. For example, a contract for an encryption implementation
could define the modes secure and fast, representing a variant with large en-
cryption key (4096 bit), which will take more time and memory compared to
the second variant, which has a small encryption key (512 bit), but will be much
faster. For the processing of highly confidential data the first mode will be pref-
ered, whereas for less critical data the second mode is more likely to be prefered.
Each mode specifies a set of assumptions (requires). These assumptions are
either tight to the properties of the implementation itself or to those of other
system constituents. For example, an encryption implementation requires an
implementation of a random number generator and has requirements on memory.
In addition, each mode defines a set of guarantees for the properties of the
respective implementation (provides). For example, the maximum response
time, which is characterized as a function, which is replaced at runtime by an
empirically derived, approximated function specific to the respective hardware.
3.2 Automatic Generation of Integer Linear Programs
At runtime, whenever a better system configuration for a request is being searched
for, the runtime environment generates an integer linear program, which char-
acterizes which system configurations are valid and when they are optimal. The
problem solved is the question, which software components are required to pro-
cess the user request and which implementations of them running on which
resources ensure the non-functional requirements of the user best.
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1 /∗ o b j e c t i v e f u n c t i o n s ∗/
2 min : 25 x2 + 35 x3 + 180 x0 + 240 x1 ; // r e s p o n s e t im e
3 max: 0 x2 + 0 x3 + 512 x0 + 4096x1 ; // e n c r y p t i o n k e y s i z e
4 /∗ a r c h i t e c t u r a l c o n s t r a i n t s ∗/
5 x0 + x1 = 1 ;
6 x2 + x3 = 1 ;
7 /∗ Re s o u r c e n e g o t i a t i o n ∗/
8 12 x3 + 22 x1 <= 84 ;
9 12 x2 + 22 x0 <= 48 ;
10 /∗ NFP n e g o t i a t i o n ∗/
11 97 x2 + 97 x3 >= 52 x0 + 52 x1 ;
12 /∗ b i n a r y c o n s t r a i n t ∗/
13 bin x2 , x3 , x0 , x1 ;
Listing 1.3. Generated ILP for Confidential Sort Example.
Thus, the decisions to be made comprise the selection of implementations
and their mapping to resources. Such a problem can be expressed as an integer
linear program (ILP), which is comprised of a set of variables, an objective
function and a set of constraints. As shown in our previous work, it suffices
to encode all possible decisions as variables. For example, the Boolean variable
b#cypher#sha2#server2 denotes the decision to run the SHA-2 implementation
of the encryption component on a server called server2.
An example ILP for the running example (cf. Sect. 2) is shown in Listing 1.3.
The variables x0 and x1 represent the decision for the SHA-2 algorithm with a
512 bit key or a 4096 bit key respectively. The variables x2 and x3 represent the
decision for QuickSort or HeapSort. To keep the number of variables low, the
example comprises only one server.
The first objective function describes the effect of each decision on the over-
all response time w.r.t. the current user request. It resamples the fact that
QuickSort is faster than HeapSort and encryption with a 512 bit key is faster
than with a 4096 bit key. The second objective function shows, explicitly, the
effect of using a 1024 or a 2048 bit key and, by this, allows to consider the key
size as separate dimension of the Pareto front.
The constraints of the generated ILP denote which combinations of decisions
lead to a valid system configuration. There are three types of constraints:
1. Architectural constraints (cf. line 4&5): denote which components are re-
quired to serve the user request and the need to select at least one imple-
mentation of these components.
2. Negotiation of resources (cf. line 7&8): denote the impact of the decisions on
resource properties, which are physically limited (e.g., maximum memory).
3. Negotiation of non-functional properties (cf. line 10): denote the interplay
between guarantees and assumptions on NFPs as stated in QCL contracts
by each decision.
Finally, the decision variables are constrained to be Boolean (cf. line 13).
In previous work, we showed the applicability of the approach to compute an
optimal configuration for a single user objective only. In this paper, we investigate
the case of multiple, potentially competing objectives.
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4 Multi-objective Self-optimization
This section covers our approach to identify a set of Pareto-optimal system con-
figurations using multiple objective integer linear programming (MOILP). This
set of configurations is then presented to the user, who can select his preferred
alternative. Pareto-optimality denotes that each configuration presented to the
user is the best in all but one objective.
The approach to generate MOILP does not deviate from the approach to
generate single-objective ILPs except for the generation of multiple objective
functions, where each objective function is associated to a non-functional prop-
erty defined by the user to be of his interest. Integer variables are required to
cover clear yes/no decisions. In the following, we show how the resulting MOILP
can be efficiently solved.
To determine a Pareto-optimal set of solutions for a MOILP, a variety of
approaches have been developed in the past decades. An appropriate MOILP
approach has to be able to scale and has to support multiple objectives of free
form. We decided to apply the approach introduced by Klein and Hannan in
1982 [7], which fulfills these requirements [8]. As basis for explaining their ap-
proach, firstly 0-1 MOLIPs are defined as shown in Equation 1. C is a (p,n)-
matrix covering p objective functions over n decision variables denoted by the
vector x of size n. A is an (m,n)-matrix covering the left hand side of m con-
straints over n variables. The vector b of size m denotes the right hand side of
these constraints.
min{Cx : Ax ≥ b, x ≥ 0, x ∈ Bn}
In each iteration of the approach, a set of single objective ILPs is to be solved.
The ILPs of iteration i are denoted by Pi. As a starting point P0 is to be derived.
Here one of the p objective functions is randomly selected denoted by 0 ≤ s ≤ p.
All other objective functions are omitted from P0. This leads to a single-objective
ILP, which can be handled by standard ILP solvers like LP Solve [9]. The solution
of P0 is the first solution being part of the Pareto front and used to compute the
succeeding ILPs.
In general the construction of ILPs of Pi for i > 0 depends on the solutions
found until solving the last ILP (i.e., Pi−1). The variable r denotes the number
of solutions found until Pi−1. Klein and Hannan formalized the construction as
follows:
min : zs = c
sx





ckx ≤ ckyi − fk
Thus, all ILPs to be solved have a single objective function, namely, the objective
function selected for P0. The additional constraints added to the ILP depend on
the number of solutions found until Pi−1, denoted by r, and the number of ob-
jective functions excluding objective function s selected in P0. For each objective
function, except for s, a disjunctive set of constraints is added. Additionally, for
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each found solution these disjunctive sets of constraints are conjunctivly added
to the ILP. The constraint term ckx ≤ ckyi− fk describes that the kth objective
function has to have a value lower or equal to the value of the kth objective
function for solution yi minus a constant fk. If this constant is set to fk = 1
the approach is guaranteed to provide the complete Pareto front [7, p. 380]. For
fk > 1 a subset of the Pareto front is determined.
A crucial detail of the approach is the use of the operators ∪ and ∩. Standard
ILP solvers implicitly assume a conjunction over all constraints. Disjunction (∪-
operator) is not supported, but can be handled by solving multiple alternative
ILPs instead. This practically leads to a combinatorial explosion of ILPs to be
solved. As in Klein and Hannan’s approach all disjunctions have the same size
(p− 1), the number of ILPs to be solved in Pi can be computed as rp−1.
In summary, the basic principle of Klein and Hannan’s approach is to succes-
sively exclude solutions by enriching an initial ILP with constraints. The original
objective functions are used to iteratively restrict the feasible area of an initially
selected single-objective ILP. In each iteration the solutions found are added to
the Pareto front. The algorithm terminates when all ILPs of Pi are infeasible,
i.e., no additional solutions are found. Applying this approach to compute an
optimal system configuration for a given user request deviates from the approach
for a single objective function only in the number of solutions presented to the
user, who has to select the most suitable solution from the Pareto front.
5 Evaluation
This section evaluates the application of Klein and Hannan’s approach to MOILP
for the computation of an optimal system configuration.
5.1 Approach and Methodology
We randomly generated C × S pipe-and-filter systems capturing C component
types to be mapped on S servers, where each component type has 2 implemen-
tations. Due to the combinatorial explosion of ILPs to be solved only 2 × 2 to
30 × 30 systems have been measured for systems with more than 2 objectives.
The bi-objective case has been evaluated against systems up to 100 × 100. We
refer the interested reader to [4] for the single objective case.
Measurements were taken for 841 systems with 3 and 4 objective functions to
analyze the impact of a growing number of objectives. All of these measurements
have been conducted on a DELL Alienware X51, Intel i7-2600, 8 GB RAM, 64bit
Windows 7 with LP Solve 5.5.20. A notable fact about the special case of two
objective functions is the lack of or-constraint -blocks in the generated ILPs of Pi
where i > 0. This is because the number of constraints per or-block equals the
number of objective functions minus one, i.e., one in the case of two objective
functions. In consequence, there is no combinatorial explosion of ILPs to be
solved. Instead, as many ILPs are to be solved as solutions are found (and a
final ILP, which is infeasible).
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As complex MOILPs can require several days to be solved, the measurements
taken for MOILPs were limited to 2 minutes for practical reasons. Due to the
combinatorial explosion of ILPs to be solved, MOILPs with more than 2 objective
functions, a second reason for failing is to be considered: lack of memory. For all
measurements 4 GB of main memory are reserved. But, as will be shown in the
following, this does not suffice for MOILPs having a big Pareto front. Thus, a
MOILP can fail by timeout or by running out of memory.
The generation time of MOILPs is similar to the single objective case [4],
because the generation process is almost the same, except for the generation of
multiple objective functions. Hence, we do not separately analyze the generation
time, but focus on the overall runtime of the approach.
5.2 Results
Figure 2(a) shows the runtime for 2x2 to 100x100 systems with 2 objective
functions. As can be seen, the number of servers has a stronger impact than the
number of components. The runtime grows very fast per server (approximately
60 seconds already at 5 servers), but slower per additional component (below 1
second until 10 components). Only 27,12% of all MOILPs timed out (2658 of
9801). Notably, no bi-objective MOILP run out of memory. The mean runtime
across all systems showed up to be at 36,54 s, the median runtime at 60,12 s
only. The 3rd quantile is at 62,92s.
Two further properties are of interest to interpret the behavior of the MOILP
solver: the number of ILPs generated for each MOILP and the size of their Pareto
front. Figure 2(c) depicts the correlation between the number of components and
servers to the size of the Pareto front. For the bi-objective case, the size of the
Pareto front almost equals the number of solved ILPs.
Another insight from Figure 2(c) is the high number of solutions in the Pareto
front for relatively small systems. For systems as small as 10x10 more than 50
solutions are part of the Pareto front. This poses a challenge to user interaction.
The question is how to present this high amount of solutions to the user so he
can make an educated decision, but this is out of this paper’s scope.
An investigation of 3 objective MOILPs shows, as to expect, considerably
worse performance. In each iteration an additional or-block of two constraints
is added, leading to a quadratic increase in ILPs to be solved. With a mean
runtime of 79,391 s and its third quantile at the timeout limit of 2 minutes its
more than 4 times worse than the bi-objective measurements. In contrast to
the bi-objective case many more MOILPs timed out and ran out of memory.
In total 305 MOILPs (36,27%) timed out and 195 MOILPs (23,19%) ran out
of memory, where both sets do not overlap. Hence, for 500 MOILPs (59.45%)
no solution could be found. Interestingly, these ≈60% of failed MOILPs are not
concentrated on bigger systems, but range from small to big systems as can be
seen in Figure 2(b).
Moreover, Figure 2(b) shows that most MOILPs, which do not timeout or run
out of memory are solved very fast as there are more points on the bottom plane
thanbetween the bottomand topplane.An investigation of the successfulMOILPs
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(a) Runtime with 2 Objectives.






































(b) Runtime with 3 Objectives.






































(c) Solutions with 2 Objectives.


































(d) Solutions with 3 Objectives.
Fig. 2. Runtime of MOILP and size of Pareto Front
shows a mean runtime of 19,55 s (compared to 20,49 s in the bi-objective scenario)
and a third quantile of just 8.3 s. Thus, if the MOILPs do not fail, they perform
comparably good. Unfortunately, it is impossible to predict whether aMOILPwill
fail without solving it. Thus, the high probability of failure revealed in this analysis
renders the approach infeasible for more than 2 objective functions.
The reason for MOILPs running out of memory is the combinatorial explosion
of ILPs to be solved. Notably, the size of the Pareto fronts in the 3-objective case
is very small as Figure 2(d) depicts. It comprises only up to 30 solutions. The
number of ILPs to be solved is much higher, but most ILPs are infeasible. Small
systems can have comparably large Pareto fronts (e.g., a generated 3x4 system
had a Pareto front with 16 solutions) and large systems can have small Pareto
fronts (e.g., a generated 29x24 system had a Pareto front with 4 solutions only).
An interesting contrast is the larger size of Pareto fronts in the 2-objective case
(≈200) compared to the 3-objective case (≈30). A possible explanation is that
the more objective functions exist, the constraint qualifying a solution as being
non-dominated (i.e., being part of the Pareto front) is stressed, as such a solution
has to be best in all but one objective. The maximum number of solutions in
a Pareto front corresponds to the largest objective function (i.e., the objective
function comprising the most different values).
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Investigating 4-objective MOILPs reveals the expected further decline in per-
formance. Here 399 MOILPs (47,44%) run out of memory and 168 MOILPs
(19,98%) timed out, where both sets do not intersect. Thus, in total 567 MOILPs
(67,42%) failed. The mean runtime is at 85,174 s, which is only slightly worse
than for the 3-objective case (79,391 s). Investigating only successfully solved
4-objective MOILPs shows a mean runtime of only 13,11 s and the third quan-
tile of the runtime is also just at 25,75 s. Nevertheless, as shown, 4-objective
MOILPs are more probable to fail than to succeed.
5.3 Discussion
In conclusion, bi-objective MOILP are applicable and feasible to compute an
optimal system configuration for systems up to 30x30. Unfortunately, using
MOILPs with more than two objective functions is more likely to fail than
to succeed (the probability of failing is ≈ 60% for 3 objectives and ≈ 70% for
4 objectives, but only ≈ 2% for 2 objectives). Thus, MOILPs with more than
two objective functions are applicable, but not feasible to compute an optimal
system configuration. In consequence, as each objective function represents an
NFP of interest to the user, the presented approach allows to feasibly optimize
two NFPs concurrently. More NFPs are theoretically possible, but impractical.
6 Related Work
In [10], de Roo et al. introduce an architectural style (MO2) for software systems
as an extension to the component and connector style [11]. According to MO2,
the basic elements constituting software are adaptable components (AC), multi-
objective optimization components (MOO-C) and transformation components
(TC). These three types of components are connected by relations with each
other. In comparison to the expressiveness of CCM and QCL, the MO2 style
has three major drawbacks: (1) global optimization is hard to express, (2) no
means to express contextual dependencies exist and (3) no distinction between
software and hardware exists.
In [12], Calinescu et al. present a generic architecture for adaptive service-
based systems (SBS). The central constituents of the approach are formal speci-
fications of QoS requirements including the specification of dependencies between
QoS requirements, and reasoning techniques, based on high-level, user-specified
goals and multi-objective utility functions. In contrast to the approach presented
in this paper, the approach by Calinescu et al. applies a-priori multi-objective
optimization by combining the different objectives as a weighted sum.
The aggregation of individual objective functions to apply single objective
optimization methods has been used in many other approaches, too (e.g., in [13,
14]). Nevertheless, as pointed out by Poladian et al. [3], NFPs with different char-
acteristics cannot be unified. In consequence, a-posteriori approaches to multi-
objective optimization as presented in this paper are required.
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7 Conclusion
In this paper, an a posteriori approach to multi-objective optimization to de-
termine an optimal system configuration has been presented. We showed how
to apply and evaluated Klein and Hannan’s approach [7] for this purpose. The
evaluation showed the general applicability, but revealed the feasibility for the bi-
objective case only. Notably, this assessment is based on the used measurement
environment. More powerful resources could render 3- and 4-objective MOILPs
feasible in the future. In future work, an investigation of when a subset of all
objective functions can be unified should be conducted.
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