Sociotechnological and geospatial processes exhibit time varying structure that make insight discovery challenging. is paper proposes a new statistical model for such systems, modeled as dynamic networks, to address this challenge. It assumes that vertices fall into one of k types and that the probability of edge formation at a particular time depends on the types of the incident nodes and the current time. e time dependencies are driven by unique seasonal processes, which many systems exhibit (e.g., predictable spikes in geospatial or web tra c each day). e paper de nes the model as a generative process and an inference procedure to recover the seasonal processes from data when they are unknown. Evaluation with synthetic dynamic networks show the recovery of the latent seasonal processes that drive its formation.
INTRODUCTION & MOTIVATION
Many complex systems exhibit regular, time dependent, seasonal pa erns. For example, human movement pa erns are driven by the time of day [8] , and vehicle tra c densities exhibit predictable increases at certain hours causing rush hours and decreases at night [6] . is same 'seasonal', time dependent e ect occurs when monitoring network bandwidth usage [13] or when counting the number of clicks per day on a web page [2] .
We look to bring the notion of seasonality to statistical network modeling with a new kind of dynamic stochastic block model (DSBM). A DSBM asserts that system components (nodes) are grouped into several types, and the probability of observing a component relation or interaction (edges) are determined by the types Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. WI '17, Leipzig, Germany Figure 1: Example of seasonality in dynamic networks. In this three class network, a latent seasonal process determines a probability of edge formation at times t 1 and t 2 , subject to both process and measurement noise. A di erent process (colored plates on the right) a ect probabilities for edges connecting unique pairs of node types.
e paper presents a statistical model codifying these ideas, which may be useful in comparison, prediction, and anomaly detection tasks on dynamic complex systems.
of the incident nodes and time. Di erent kinds of DSBM consider di erent assumptions about the network formation process [4, [9] [10] [11] [12] , but none consider seasonality. A conceptual overview of the model we propose is given in Figure 1 . It fuses structural time series (plates on the right of Figure 1 ) with a generative network model. We call this a seasonal DSBM (SDSBM). e model is transformed to a state-space model for scalable ing to data by Kalman Filters, and expectation-maximization is used for parameter learning.
MODEL SPECIFICATION
We rst specify the model of the seasonal processes controlling edge dynamics. We assume that time is discrete, with the current time t representing a time period of some resolution. We also assume the node types are provided. For each pair of node types a and b, we consider a structural time series with a bias m 
. is form enforces a zero-sum constraint to increase identi ability [7] . It should be emphasized that q To model how the seasonal processes govern the shape of a dynamic network, we de ne a random variable E 
where ϵ E 
Repeating this process for all blocks (a, b) and time steps t will generate a desired dynamic network A = {A 1 , A 2 , ..., A t }.
MODEL FITTING
We now describe an inference procedure to t the model to an observed A. Since seasonal processes are latent in data, the task is to estimate a posterior distribution on each m for each pair of node types (a, b). Kalman lters [5] are an appropriate tool for this task, but requires transforming the generative model into a state-space model (SSM). A SSM is a time series model with hidden and observed variables [7] ; here we de ne x t as hidden and w t as observed variables, respectively. We can notice the bias and seasonal o sets from before were hidden, while the adjacency matrix is observed, foreshadowing the structure to be de ned. A SSM creates observations at time t by two linear models: An observation model w t = hx t + ϵ t and a transition model x t = Gx t −1 + ∆ t . Here, observations w t are generated by a transformation of the output (de ned by h) of the underlying transition model. e transition model describes transformations within a hidden state space where transitions from time t − 1 to time t are de ned by the matrix G. Observations and transitions are to be subject to time dependent random noise, which are modeled by Gaussian distributions ϵ t ∼ N (0, R t ) and ∆ t ∼ N (0, Q t ) With R t and Q t controlling the amount of observation and transition noise, respectively. Assuming parameters θ t = {h, G, R t , Q t } are known, a Kalman Filter can be used to derive the exact posterior Pr (x t |θ t , w 1 , w 2 , ..., w t ), i.e., the probability of the hidden state value at time t given the observations up to and including time t [7] .
Now we transform the model speci cation into a state space to de ne the transition model x t = Gx t −1 + ∆ t . As we are assuming edges of di erent vertex types (a, b) are independent of each other, we will formulate the inference in terms of a pairing (a, b). e full inference is completed by repeating the process for all pairs (a, b). First we transform Equations 1 and 2 to de ne the hidden state variable x t and state transition G. e hidden state will be composed of the bias and vector of seasonal o sets as a d×1 seasonal state vector for a period of length d:
Note that all the seasonal o sets from s (a,b) are maintained in the state for a given t, with the dth seasonal o set implicitly de ned based on the zero-sum constraint. Now to perform the state transition from time t − 1 to time t we de ne a d × d matrix G:
In G, we see that multiplication of the rst row of G by x the o -diagonal elements of Q are zero. e remaining elements are all zero, re ecting the lack of noise for the permutation operations. We can assume Q is stationary, and drop the dependence on t. is complete formulation of the transition model is not new, and has been completed by other researchers such as in [1] .
Our next task is to transform Equations 3 and 4 into the observation model w t = hx t + ϵ t . To do this, we will need to de ne some additional variables, and take advantage of a result of the central limit theorem for a large number of vertices with types (a, b) to create an approximate Gaussian transformation. First we need a count of the number of possible edges in block (a, b), so if there are |a| nodes of type a and |b | nodes of type b then de ne:
Also de ne the random variable p
as the number of formed edges in block (a, b) at time t, where E as Gaussian:
where
. is represents variation in the repeated binary decision process of whether pairs of complex system components will interact. For example, in a geospatial context, a seasonal process may dictate that people travel from home to work at 8am, yet people individually decide the precise time they leave for work. In this example, locations of the geospace are system components (vertices), and movement between these locations are interactions (edges). In the SDSBM, each system component will have a type, such that each individual home is a vertex and all these homes can have the same type of 'residence'. e sum of individual departure time decisions creates variation captured in ω p is de nition allowing for more exible modeling of many complex systems. ϵ t is sampled from a zero mean Gaussian distribution with time dependent variance R
We have now transformed the generative procedure to the suitable SSM to allow easy inference via the Kalman Filter. Given an initial Gaussian belief state Pr (x ) are not de ned in this paper due to space constraints but are available in [7] .
To estimate the unknown noise parameters of the SSM and Kalman Filter θ t = {R t , Q} from data, we derive an expectationmaximization routine that iteratively converges to locally optimal point estimates. e update equations for Q can be found in other research such as [3] . e updates for R t is a new formulation, which deviates from the conventional EM routine for Kalman Filters, due to our separation of noise parameter R e error decreases linearly with observation length.
be estimated using the prediction step of the Kalman Filter as described in [11] . To estimate r (a,b) , we set up an optimization routine, which maximizes the log-likelihood of the complete joint distri-
. is optimization is completed each iteration of EM, until a locally optimal estimate for both Q and R t is found.
RESULTS
To demonstrate the delity of the SDSBM, we perform several experiments on a synthetic dynamic network A = {A 1 , A 2 , ..., A T } generated following the process de ned in Section 2.
e network is de ned with k = 3 vertex types, creating 6 unique pairs (a, b).
ere are approximately 32 nodes of each type, creating is will create expected block densities E . ese are set very low to re ect the expectation of near constant seasonality. If we set the number of possible edges of types (a, b) as n (a,b) = 1000, we de ne a 'medium' amount of noise at r (a,b) = 5.5 * 10 −3 , which will result in a standard deviation of the number of formed edges of 75. Repeating the operations in Equations 1-4 T times will form the desired synthetic dynamic network A.
To infer the underlying seasonal processes, thus ing the model to A, the user needs to provide values for seven hyperparameters. We assume the user knows both the node labels and desired length of seasonality d. Initial guesses need to be provided for the remaining hyperparameters of initial state mean x . ese can be defaulted to initial values such as 1, without having a signi cant consequence on the delity performance. A more formal exploration of the sensitivity of the model to these hyperparameters is le as future work. We present the results of three experiments. First we simply infer the hidden seasonal state vectors x (x, ) t for a speci c pairing (x, ) and for all t, to qualitatively demonstrate the goodness of t of the algorithm. A visual of the seasonal state vector transformed to expected edge counts is given in Figure 2 . e underlying seasonality is estimated well, as the estimates shown as blue squares, closely follow the true seasonality of the solid red line. In the second experiment, we look to demonstrate the model's ability to recover the seasonal state vector with di ering numbers of observations as controlled by T , the length of the dynamic network. We start with T = 2d and increase the number of observed periods until T = 10d. To assess performance we calculated the mean-squared error (MSE) between the true x pairs (a, b) . e model becomes increasingly accurate for larger datasets. In the third experiment, we again evaluate the MSE between truth and estimated seasonality, but this time we vary the amount of measurement noise r (a,b) . We start with a low r (a,b) = 5 * 10 −4 and increasing a half order of magnitude (e.g., 5 * 10 −4 ,1 * 10 −3 , 5 * 10 −3 , etc…) until a high level of noise at 5 * 10 −2 . In Figure 4 we see the exponential dependence on the noise level. e performance of this model on real data may thus be sensitive to this measurement noise value.
CONCLUSION
is paper proposed a new statistical model for dynamic networks, leveraging the bene ts of structural time series and stochastic block models. e generative speci cation and inference procedure are de ned. We demonstrate the capabilities of the model on a synthetic dataset, showing some properties of the model such as the negative linear dependence to the number of observed seasonal periods.
