Entwicklung eines Modelica Compiler BackEnds für große Modelle by Frenkel, Jens
Entwicklung eines Modelica Compiler









geboren am 19.03.1984 in Pirna
Tag der Einreichung: 15.07.2013
Tag der Verteidigung: 16.01.2014
Gutachter: Prof. Dr.-Ing. habil. Günter Kunze
Prof. Dr.-Ing. Gerhard Schmitz
Vorsitzender der
Promotionskommission: Prof. Dr.-Ing. habil. Thorsten Schmidt

Vorwort
Während meiner Tätigkeit als wissenschaftlicher Mitarbeiter am Institut für
Verarbeitungsmaschinen und Mobile Arbeitsmaschinen der Technischen Uni-
versität Dresden entstand die vorliegende Arbeit. Mein besonderer Dank gilt
Herrn Prof. Dr.-Ing. habil. Günter Kunze für die Bereitstellung einer sehr in-
teressanten und anspruchsvollen Anwendung in Form eines Fahrsimulators,
die wesentliche Impulse zur Verbesserung des im Rahmen dieser Arbeit ent-
wickelten OpenModelica Compiler BackEnds bewirkte, und für die großzügige
Unterstützung meiner Arbeit.
Ebenso danken möchte ich Herrn Prof. Peter Fritzson für das tatkräftige Lotsen
des OpenSource OpenModelica Projekts und die wohlgesinnte Unterstützung
meiner Arbeit.
Den Kolleginnen und Kollegen der Professur für Baumaschinen- und Förder-
technik und der OpenModelica Entwicklergemeinschaft danke ich für das per-
sönlich und fachlich herausragende Arbeitsumfeld und die Diskussionsbereit-
schaft. Hervorheben möchte ich Herrn Christian Schubert, der mit zahlreichen
wertvollen Hinweisen und Anregungen die Entstehung dieser Arbeit förderte
sowie den Herren Adrian Pop und Martin Sjölund für die freundliche Unter-
stützung bei der Einarbeitung in MetaModelica.
Dresden, Januar 2014 Jens Frenkel
iii
Abstract
The symbolic treatment of mathematical models is essential to study the dy-
namics of complex physical systems by means of numerical simulations. In
contrast to signal flow based approaches, modeling with equation-based and
object-oriented languages has the advantage that the original equations can be
used directly. The acausal description of equations increases reusability and
reduces the effort for the modeller.
The automated transformation of equations into assignments can in theory be
applied to models of any size and complexity. In practice, however, problems
arise when large models, i.e. mathematical systems with many equations and
time-dependent variables, shall be transformed. Long execution times that
occur limit the applicability of symbolic processing considerably.
The present work describes the process of automated transformation from a
model to program code which can be simulated numerically. All steps are ex-
amined in detail and evaluated in terms of its theoretical complexity. Suitable
algorithms are implemented in the OpenModelica Compiler. Their execution
times are compared by looking at models which are relevant to engineering.
The best implementations for each sub-step are selected and combined to a
Modelica Compiler BackEnd. Thus a relationship between model size and the
time needed for transformation has been achieved which is mostly linear.
In addition, a comprehensive discussion with numerous recommendations for
the implementation of a Modelica Compiler BackEnd is given. This is supposed
to help new developers as well as to facilitate the development of existing algo-
rithms. The latter is supported by a modular concept of a BackEnd pipeline.




Die symbolische Aufbereitung mathematischer Modelle ist eine wesentliche
Voraussetzung, um die Dynamik komplexer physikalischer Systeme mit Hilfe
numerischer Simulationen zu untersuchen. Deren Modellierung mit gleichungs-
basierten objektorientierten Sprachen bietet gegenüber der signalflussbasieren-
den Modellierung den Vorteil, dass die sich aus der Mathematik und Physik
ergebenden Gleichungen in ihrer ursprünglichen Form zur Modellbeschreibung
verwendet werden können. Die akausale Beschreibung mit Gleichungen erhöht
die Wiederverwendbarkeit der Modelle und reduziert den Aufwand bei der
Modellierung.
Die automatisierte Überführung der Gleichungen in Zuweisungen lässt sich
theoretisch auf Modelle beliebiger Größe und Komplexität anwenden. In der
praktischen Anwendung ergeben sich jedoch, insbesondere bei der automati-
sierten Überführung großer Modelle, mathematische Systeme mit sehr vielen
Gleichungen und zeitabhängigen Variablen. Die daraus resultierenden langen
Ausführungszeiten schränken die Anwendbarkeit der symbolischen Aufberei-
tung erheblich ein.
Die vorliegende Arbeit beschreibt den Prozess der automatisierten Überfüh-
rung eines Modells bis zur numerischen Simulation. Alle Teilschritte werden
detailliert untersucht und bezüglich ihrer theoretischen Komplexität bewertet.
Geeignete Algorithmen werden im OpenModelica Compiler umgesetzt und be-
züglich ihrer Laufzeit anhand praxisrelevanter Modelle miteinander verglichen
und für jeden Teilschritt die beste Implementierung ausgewählt. Dadurch konn-
te ein nahezu linearer Zusammenhang zwischen Modellgröße und benötigter
Zeit zur Überführung erreicht werden.
Zusätzlich bietet die Arbeit eine umfassende Dokumentation mit zahlreichen
Empfehlungen für die Implementierung eines BackEnds eines Modelica Compi-
lers. Dies erleichtert den Einstieg für neue Entwickler sowie die Weiterentwick-
lung bestehender Algorithmen. Letzteres wird durch ein modulares Konzept
einer BackEnd-Pipeline unterstützt. Außerdem werden Methoden diskutiert,
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Zur Beantwortung vieler technischer Fragestellungen und für die Weitergabe
technischen Wissens wird seit jeher die Methode der Abstraktion verwendet.
Dabei werden als nebensächlich betrachtete Teile des zu untersuchenden Sys-
tems ausgeblendet und die wesentlichen zu einem Modell der Realität vereint.
Modelle beschreiben Ursache-Wirkungsbeziehungen, die mit Hilfe von Rech-
nerprogrammen analysiert werden können.
1.1 Modellierung und Simulation
Modellierung und Simulation (M&S) sind in vielen Bereichen der Ingenieurs-
tätigkeit hilfreich und etabliert. Bei der Analyse komplexer Fragestellungen
bietet die numerische Simulation die Möglichkeit, unter reproduzierbaren Be-
dingungen physikalische Zusammenhänge und Wechselwirkungen anhand von
Modellen zu erklären. Ein weiterentwickeltes Verständnis des technischen Sys-
tems wirkt sich zum Beispiel auf die Bereiche der Vorausentwicklung, Entwick-
lung, Optimierung, Fehleranalyse, Training und den Vertrieb positiv aus. Um
die Genauigkeit und die Anwendbarkeit der zur Analyse verwendeten Model-
le zu verbessern und damit die stetig wachsenden Anforderungen zu erfüllen,
werden diese auch unter Anwendung verschiedener Methoden zur Vermeidung
komplexer Beschreibungen [CBP00] immer detaillierter und vielschichtiger mo-
delliert.
Mit der Entwicklung von Modellierungssprachen wurde die Möglichkeit ge-
schaffen, umfangreichere und komplexere Modelle zu beherrschen. Mit Model-
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2lierungssprachen können schwer fassbare Zusammenhänge auf standardisierte
Weise abgebildet werden. Die standardisierte Beschreibung der Modelle fördert
darüber hinaus einen weitreichenden fachlichen Austausch. Die mit den Mo-
dellierungssprachen entwickelten Simulationswerkzeuge ermöglichen eine auto-
matisierte Verarbeitung der Modelle auf handelsüblichen Computersystemen.
Durch die seit Mitte des 20. Jahrhunderts andauernde Leistungssteigerung
dieser Computersysteme und die Weiterentwicklung der Modellierungsspra-
chen ist es beispielsweise möglich, die Simulation einer komplexen mobilen
Arbeitsmaschine mit Antriebsstrang, Hydrauliksystem und der mechanischen
Struktur [Pen13] oder das Verhalten von Haufwerken auf Korngrößennivau
ohne Großrechner zu untersuchen [GKK10].
Der aktuelle Entwicklungstrend, umfangreichere Modelle zu erstellen, zeigt sich
besonders durch die voranschreitende Vernetzung und Verschmelzung von do-
mänenspezifischen Simulationswerkzeugen. Die Vernetzung von Simulations-
werkzeugen bietet den Vorteil, dass die eingesetzten Werkzeuge in der Regel
sehr effizient in ihrem Bereich arbeiten. Dem gegenüber stehen die Hürden,
die häufig nicht standardisierten Schnittstellen der Werkzeuge zu verknüpfen
und dass spezialisiertes Fachwissen für jedes eingesetzte Werkzeug benötigt
wird. Die Verschmelzung von Werkzeugen hat den Vorteil, dass weniger werk-
zeugspezifische Kenntnisse benötigt werden, da nur ein Werkzeug eingesetzt
wird, dieses aber im direkten Vergleich häufig nicht die gleiche Effizienz wie
die domänenspezifischen Werkzeuge erreicht.
1.2 Gleichungsbasierte objektorientierte Model-
lierung und Simulation
Die Verschmelzung vieler Wissensgebiete wird besonders durch die gleichungs-
basierte objektorientierte Modellierung unterstützt. Zur Beschreibung physi-
kalischer Systeme können die in den Grundgesetzen der Physik definierten
Erhaltungssätze und Bilanzen direkt verwendet werden. Dabei bilden Fluss-
und Potentialgrößen richtungsunabhängige Schnittstellen und ermöglichen ei-
ne hohe Wiederverwendung von Teilmodellen.
Die in [Mau11] zurzeit vermutlich als mächtigste bezeichnete standardisier-
te gleichungsbasierte objektorientierte Modellierungssprache Modelica wurde
31997 in der Version 1.0 herausgegeben und seit dem, wie in Tabelle 1.1 darge-
stellt, kontinuierlich weiterentwickelt. Die Modelica Association verwaltet seit
ihrer Gründung den Sprachstandard und die Open Source Modelica Standard
Bibliothek (MSL).
Basierend auf der Dissertation von Elmqvist [Elm78] wurde die erste Modeli-
ca Version von den Entwicklern der objektorientierten Modellierungssprachen
Allan, Dymola, NMF, ObjectMath, Omola, SIDOPS+ und Smile sowie wei-
teren Experten entworfen. Die Beschreibung zeitkontinuierlicher und zeitdis-
kreter Modelle sollte mit Modelica ermöglicht werden. Diese Systeme werden
in [Mod12] als hybride differential-algebraische Gleichungssysteme bezeichnet.
Methoden zur Beschreibung und Simulation dieser Gleichungssysteme wurden
bereits in [Cel79] entwickelt und an Beispielen demonstriert.
Tabelle 1.1: Entwicklung des Modelica Standards [Mod12]
Jahr 1997 2000 2002 2005 2007 2012
Version 1.0 1.4 2.0 2.2 3.0 3.3
Von der Version 1 bis zur Version 1.4 wurde die Modelica Sprache erweitert,
um zum Beispiel die Modellierung auf graphischen Oberflächen zu ermögli-
chen. Mit weiteren Verbesserungen bis zur Version 2.2, um beispielsweise den
initialen Zustand eines Modells exakter zu beschreiben, unterstützte Modeli-
ca bereits die Modellierung von analoger und digitaler Elektrik, linearer und
räumlicher Mechanik, Fluide, eindimensionaler Wärmeausbreitung und Zu-
standsmaschinen in Form der Modelica Standard Bibliothek.
Mit der Version 3.0 wurden erstmalig nicht abwärtskompatible Veränderun-
gen vorgenommen, um einerseits die Analyse der Modelle zu vereinfachen und
andererseits die Sprachdefinition eindeutiger und exakter zu gestalten. Ein Bei-
spiel dafür ist das balanced models Konzept. Dieses legt fest, dass über- oder
unterbestimmte Teilmodelle zu vermeiden sind. Bis zur aktuellen Version 3.3
wurden weitere Verbesserungen vorgenommen, um unter anderem Model-in-
the-Loop, Software-in-the-Loop und Hardware-in-the-Loop sowie Fluidsyste-
me und diskrete Systeme umfangreicher zu unterstützen. Neben der Modelica
Standard Bibliothek, die vorgefertigte Komponenten aus den Bereichen der Si-
gnalflüsse, Zustandsautomaten, Mechanik, Elektrik, Fluide sowie des Magne-
4tismus und der thermischen Systeme enthält, entstanden weitere offene und
kommerzielle Bibliotheken.
Modelica ist eine Modellierungssprache. Für die Verarbeitung eines Modelica
Modells wird ein Modelica Compiler oder Interpreter benötigt, der die objekt-
orientierte Beschreibung des Modells in eine mathematisch auswertbare Form
übersetzt. Aus Gründen der Vereinfachung werden in dieser Arbeit auch Mo-
delica Interpreter als Compiler bezeichnet. Etablierte Modelica Compiler sind
der OpenSource OpenModelica Compiler1 sowie die kommerziellen Modelica
Compiler SimulationX2, Wolfram SystemModeler3 und Dymola4.
1.3 Motivation
Die standardisierte Modellierungssprache Modelica und die offene Modelica
Standard Bibliothek wurden, wie eben beschrieben, seit ihrer Einführung konti-
nuierlich weiterentwickelt. Dabei sind Bibliotheken für verschiedenste Wissens-
gebiete entstanden, die das Erstellen fachbereichsübergreifender Modelle, wie
zum Beispiel aus der 3D-Mechanik, der analogen und digitalen Elektrik, dem
Thermo-Fluid, den kompressiblen Fluiden, den Zustandsmaschinen oder den
komplexen Zahlen ermöglichen. Einhergehend mit dieser Entwicklung werden
die in Modelica beschriebenen Modelle physikalischer Systeme komplexer und
umfangreicher. Der Trend geht zur ganzheitlichen Simulation, bei der die An-
zahl der verwendeten Wissensgebiete zur Beschreibung des Modells zunimmt.
Um die damit verbundenen gestiegenen numerischen Anforderungen zu be-
herrschen, wurden Algorithmen entwickelt, die die Robustheit und die Effizi-
enz der numerischen Berechnung verbessern. Um die Berechnung des initia-
len Zustands des Systems zu verbessern, wurde zum Beispiel der Homotopy
Operator [SCO+11],[CSS11] eingeführt. Für die Behandlung von Schleifen in
der Strukturmechanik von Mehrkörpersystemen und zur effizienten Berech-
nung elektroenergietechnischer Anlagen ist der Connection Graph [OEM03]
entwickelt worden. Um eine effektive Berechnung von Mehrkörpersystemen





5von Funktionen in den Modelica Sprachstandard aufgenommen. Um Unste-
tigkeiten in Modellen aus der Fluidtechnik zu vermeiden, kann die Funktion
semiLinear verwendet werden. Dazu sind spezielle Regeln zur symbolischen
Vereinfachung auf die Gleichungen anzuwenden, die den Funktionsaufruf se-
miLinear enthalten. Zur Verbesserung der Robustheit des Integrationsprozes-
ses kann Dynamic-State-Selction [MOEL00] angewendet werden. Eine bessere
Unterstützung von Hardware-In-The-Loop Anwendungen kann mit inline In-
tegration [EOC95] erreicht werden.
Größere und komplexere Modelle stellen aber nicht nur an die numerischen
Berechnungen besondere Herausforderungen hinsichtlich Robustheit, Effizienz
und Genauigkeit, sondern auch an die Implementation der symbolischen Vor-
verarbeitung des Modelica Modells. Ein Modelica Compiler muss neben den
allgemeinen Qualitätsansprüchen leicht erweiterbar sein, um neue Algorith-
men zu integrieren und in möglichst kurzer Zeit einen numerisch effizient aus-
wertbaren Programmcode erzeugen. Gerade bei großen Modellen hat die zur
Aufbereitung des Modells in numerisch auswertbare Form benötigte Zeit nicht
nur einen wesentlichen Einfluss auf die Produktivität des Modellentwicklers,
sondern stellt auch ein entscheidendes Qualitätskriterium dar.
Die in [FSK+11] durchgeführten Messungen haben gezeigt, dass alle untersuch-
ten Modelica Compiler nicht linear skalieren. Für die Untersuchungen wurden
exemplarische Modelle verwendet. Um zu zeigen, dass dieses Verhalten auch
für praxisrelevante Modelle zutreffend ist, wurden im Vorfeld dieser Arbeit
weitere Messungen durchgeführt. Für die Suche nach den Ursachen des nicht
linearen Verlaufs wurden die zur Transformation eines Modells notwendigen
Schritte in die drei Gruppen FrontEnd, BackEnd und Compile eingeteilt. Eine
ausführlichere Beschreibung dieser Teile wird im Abschnitt 2.4 gegeben. Die
Untersuchungen wurden mit zwei skalierbaren Modellen aus dem Bereich der
Mechanik durchgeführt. Diese sind ein eindimensionaler rotatorischer Mehr-
fachschwinger, wie er zum Beispiel bei der Analyse des Schwingverhaltens von
Antriebsachsen verwendet werden kann, und ein dreidimensionales Mehrfach-
pendel, das zum Beispiel bei der Modellierung flexibler Körper eingesetzt wird.
Der Modelica Quellcode dieser Modelle befindet sich im Anhang A.1, A.2, A.3
und A.4. Für die Berechnungen wurde der Modelica Compiler Dymola 2012 5
5www.dymola.com
6verwendet. Dieser wurde in [FSK+11] als performantester Modelica Compiler
ausgezeichnet. Alle anderen in dieser Arbeit gezeigten Messungen wurden auf
einem Intel(R) Core(TM) i7 CPU 860 mit 8.0 GB Arbeitsspeicher durchge-
führt. Als Betriebssystem wurde Windows 7 Professional 64 Bit verwendet.
Alle Messungen wurden mit der höchsten Prozesspriorität ausgeführt.
Mit Modelica ist es möglich, wie in Abbildung 1.1 gezeigt, Modelle auf ver-
schiedenste Arten zu beschreiben. Um den Einfluss der Modellierungsart zu
zeigen, wurden die Modelle flach und hierarchisch strukturiert aufgebaut. Das
hierarchische Modell besteht aus einem Grundmodell, das einen Federdämp-
fer und eine Trägheit beinhaltet. Zwei Grundmodelle bilden das Modell erster
Ebene. Aus zwei Modellen erster Ebene wird das Modell zweiter Ebene gebil-
det. Die Modelle höherer Ebenen wurden analog erstellt und bestehen immer
aus zwei Modellen der darunterliegenden Ebenen. Im Gegensatz dazu bein-
haltet das flach strukturierte Modell alle Federdämpfer und Trägheiten. Diese




Abbildung 1.1: Beispiel zum hierarchischen Modell A.2 und flachen Modell A.1
Wie in den in Abbildung 1.2 dargestellten Messergebnissen zu sehen ist, ska-
liert das FrontEnd für das flach und hierarchisch strukturierte dreidimensio-
nale Mehrfachpendel sowie den hierarchisch strukturierten eindimensionalen
Mehrfachschwinger linear und für den flach strukturierten eindimensionalen
Mehrfachschwinger nichtlinear. Das BackEnd skaliert bei allen Modellen nicht
linear. Der Schritt Compile skaliert für die eindimensionalen Mehrfachschwin-
ger linear und für die dreidimensionalen Mehrfachpendel nichtlinear.
7(a) Laufzeitmessung am rotatorischen
eindimensionalen Mehrfachschwinger
(b) Laufzeitmessung am rotatorischen
eindimensionalen Mehrfachschwinger
(c) Laufzeitmessung am dreidimensionalen
Mehrfachpendel
(d) Laufzeitmessung am dreidimensiona-
len Mehrfachpendel
Abbildung 1.2: Ergebnisse der Laufzeitmessungen mit dem Dymola 2012 Com-
piler
8Bei den dreidimensionalen Mehrfachpendeln stieg die benötigte Zeit übermäßig
stark an. Um eine übersichtliche Darstellung zu ermöglichen, wurde der Verlauf
nicht abgebildet.
Die vorliegenden Ergebnisse bestätigen die Resultate aus [FSK+11]. Sie zeigen
auf, dass die Suche nach den Ursachen des nichtlinearen Verlaufs im Schritt
BackEnd fortgesetzt werden sollte, da er für alle Modelle einen nichtlinearen
Verlauf aufweist.
1.4 Ziele, Forschungsschwerpunkt und Arbeits-
vorhaben
Die in den Abbildungen 1.2 zu erkennenden nichtlinearen Verläufe für den
Schritt BackEnd werfen zwei grundlegende Fragen auf:
1. Wo liegen die Ursachen für den nichtlinearen Verlauf?
2. Ist unter Verwendung geeigneter und effizient implementierter Algorith-
men ein linearer Verlauf für praktisch relevante Modelle möglich?
Um die erste Frage zu beantworten, wird im folgenden Kapitel die Funktions-
weise eines Modelica Compilers analysiert. Die zur Transformation eines Mo-
delica Modells in ausführbaren Programmcode notwendigen Schritte werden
anhand ausgewählter Modelle hinsichtlich ihrer Laufzeit an einem Modelica
Compiler untersucht. Ziel der Untersuchung ist es, Teilschritte ausfindig zu
machen, die umfassender betrachtet werden müssen. Aufbauend auf Begrif-
fen und Methoden aus der Graphentheorie, welche in Kapitel drei erläutert
werden, sollen Algorithmen und Methoden gefunden werden, die eine lineare
Laufzeit ermöglichen. Diese werden in Kapitel vier und fünf diskutiert. Um die
zweite Frage zu beantworten, wurden die in Kapitel vier und fünf vorgestellten
Algorithmen und Methoden in einem Modelica Compiler umgesetzt. Die da-
bei gewonnenen Erkenntnisse für eine effiziente und modulare Implementation
werden in Kapitel sechs erläutert. Die zweite Frage soll durch Laufzeitmessun-
gen an der verbesserten Modelica Compiler Implementation mit praxisrelevan-
ten Modellen beantwortet werden. Die Ergebnisse dieser Messungen werden in
Kapitel sieben vorgestellt und bewertet.
Kapitel 2
Modellierung und Simulation mit
Modelica
Ein wesentliches Ziel der Modellierung und Simulation ist ein Erkenntnisge-
winn über das real zu untersuchende System. Dazu wird eine Abstraktion des
Systems in Form eines Modells erstellt, um dieses mittels Simulation zu un-
tersuchen und Rückschlüsse auf das Ausgangssystem zu ziehen. Die Erstellung
eines Modells wird von Modelica ebenso unterstützt wie die Simulation. Ein
Modelica Modell ist sowohl eine Beschreibung der Funktionsweise des realen
Systems als auch eine Handlungsanweisung zur Funktionsweise des Simulators.
Im folgenden Kapitel wird die Strategie zur Transformation eines Modelica Mo-
dells in einen Simulator erläutert. Als Simulator wird im Kontext dieser Arbeit
ein Programm zur numerischen Berechnung des dynamischen Verhaltens eines
Modelica Modells bezeichnet. Dazu wird zum einen die Strategie ausgehend
von der Sichtweise eines Anwenders fortschreitend detaillierter beleuchtet und
zum anderen die im Modelica Modell enthaltenen Sichten veranschaulicht.
Ausgehend von dem dabei erhaltenen Überblick wird die zu Beginn dieser Ar-
beit vorgefundene Version des OpenModelica Compilers hinsichtlich der für
die Transformation benötigten Zeit analysiert. Ziel ist es, Anhaltspunkte für
die Ursachen des in Abschnitt 1.3 festgestellten nichtlinear skalierenden Zeit-




Zur Durchführung einer Simulation ist zunächst ein Modell des zu untersu-
chenden Systems zu erstellen. Als Modell wird dabei eine der Problemspezifi-
kation angepasste Abstraktion des zu untersuchenden Systems bezeichnet. Um
beispielsweise eine technische Fragestellung am System ’Unterflanschlaufkat-
ze’ aus Abbildung 2.1 zu beantworten, kann unter Anwendung des Lagrange-
Formalismus ein Modell in Form der Bewegungsgleichungen gewonnen werden.
Abbildung 2.1: technisches System Unterflanschlaufkatze Quelle: J. D. Neuhaus,
www.jdngroup.com
Die Bewegungsgleichungen werden, ausgehend von einer Skizze des Modells in
der die generalisierten Koordinaten x und φ des Systems festgelegt wurden,
hergeleitet. Sie dienen der Beschreibung des technischen Systemverhaltens und















Eine weithin bekannte und verwendete Form ist die Zustandsraumdarstellung.
Sie bildet die Schnittstelle zwischen der Modellierung und der Simulation, da
effiziente Simulationsalgorithmen unabhängig von den Methoden der Modell-
bildung entwickelt werden konnten.
Das in Zustandsraumdarstellung gebrachte Modell kann mit definierten An-
fangswerten unter Anwendung eines geeigneten numerischen Integrationsalgo-
rithmus auf einem Computeralgebrasystem analysiert werden. Verschiedenste
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Darstellungsformen der Berechnungsergebnisse unterstützen dabei den Analy-
seprozess des Systemverhaltens.
Das Aufstellen der Bewegungsgleichungen 2.1 ist jedoch zum Erstellen eines
Modells der Unterflanschlaufkatze mit Modelica nicht notwendig. Modelica un-
terstützt durch zahlreiche Bibliotheken mit vorgefertigten Komponenten die
Modellbildung. Modelle können in einem Modelica Editor in schriftlicher oder
graphischer Form erstellt werden. In der Abbildung 2.2 ist das Objektdia-
gramm des 3D-Mechanik Modelica Modells des Hängekrans im Editor OME-
dit und in der Abbildung 2.3 die Ergebnisse einer Simulationsrechnung dieses
Modells dargestellt. Zur Durchführung einer Simulationsrechnung kann der
Anwender die editorspezifischen Standardeinstellungen, wie zum Beispiel die
allgemeinen Einstellungen Simulationszeit und Ausgabeschrittweite sowie den
zu verwendenden Integrationsalgorithmus und die damit verbundenen spezifi-
schen Einstellungen, anpassen.
Abbildung 2.2: Objektdiagramm des technischen Systems Unterflanschlaufkat-
ze im Editor OMEdit
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Abbildung 2.3: Ergebnisse einer Simulationsrechnung des technischen Systems
Unterflanschlaufkatze im Editor OMEdit
Mit dem Anweisen der Simulationsrechnung wird das Modelica Modell zu-
nächst vom verwendeten Modelica Compiler analysiert und in die Zustands-
raumdarstellung transformiert. Anschließend wird für die numerische Berech-
nung der Simulationsergebnisse das transformierte Modell in ausführbaren Pro-
grammcode übersetzt. Nach erfolgreicher Berechnung der Simulationsergebnis-
se können diese auf der graphischen Oberfläche des Editors in Diagrammform
dargestellt werden.
2.2 Die Modelica Sprache
Im folgenden Abschnitt kann nur ein stark komprimierter Überblick zur Mode-
lica Sprache gegeben werden. Für eine weiterführende Beschreibung der Mode-
lica Sprache wird auf die Werke [MS04], [Fri04] und [Til01] sowie die Modelica
Sprachdefinition [Mod12] verwiesen.
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Modelica Modelle können graphisch durch ein Objektdiagramm dargestellt
werden, lassen sich hierarchisch aufbauen und können aus mehreren Fachberei-
chen bestehen. Eine wesentliche Voraussetzung dafür ist das Konnektorenkon-
zept. Mit Konnektoren können Schnittstellen definiert werden, die Potential-
und Flussgrößen enthalten. Konnektoren werden mit der Verbindungsgleichung
connect(a,b) zu Konnektorensets verbunden. Aus den Verbindungsgleichun-
gen eines Sets werden entsprechend der darin verwendeten Größen eine Null-
Summen-Gleichung für die Flussgrößen und eine Alias-Gleichung für jedes Paar
der Potentialgrößen erstellt.
Wie in Abbildung 2.2 links zu sehen ist, werden die Verbindungen der Kon-
nektoren mittels schwarzer Linien symbolisiert. Ergibt sich beispielsweise die
Notwendigkeit, das Teilsystem Kette detaillierter zu beschreiben, um eine tech-
nische Fragestellung am System ’Hängekran’ zu beantworten, kann das verwen-
dete Teilmodell durch ein anderes ersetzt werden. Die Verbindung zwischen
Katze und Lasthagen, dort als Kette bezeichnet, wurde als masselose starre
Verbindung im Modell des technischen Systems Hängekran ausgeführt. In Lis-
ting 2.1 ist der Modelica Code eines detaillierteren Modells für das Teilsystem
Kette aufgeführt. Es besteht aus einer Reihe von massebehafteter Stäbe, die je-
weils durch ein Drehgelenk verbunden sind. Jedes Drehgelenk ist wiederum mit
einem linearen Feder-Dämpfer-System versehen, um die Steifigkeit der Kette
abzubilden.
1 model Kette




6 c(final min=0, start=1.0e5) "Federkonstante";
7 parameter Modelica.SIunits.RotationalDampingConstant









16 springDamper[N](each c=c, each d=d);
17 equation
18 connect(frame_a , revolute[1].frame_a);
19 connect(revolute[:].frame_b , bodyCylinder[:].frame_a);
20 connect(bodyCylinder[N].frame_b , frame_b);
21 connect(revolute.axis , springDamper.flange_b);
22 connect(revolute.support , springDamper.flange_a);
23 end Kette;
Listing 2.1: Modelica Code des technischen Systems Hängekran
Wie aus Listing 2.1 ersichtlich wird, wurden zum Erstellen des Modells Kette
Komponenten aus der Modelica Standard Bibliothek verwendet. Die Model-
lierung wird durch die Wiederverwendung von Modellen sehr komfortabel und
effizient. Mit Modelica wird dies durch die Konzepte der Objektorientierung er-
möglicht. Konzepte der Objektorientierung sind zum Beispiel Vererbung, Poly-
morphe, Datenkapselung, Komposition und Abstraktion. Modelica unterstützt
diese Konzepte durch sein Klassen- und Typensystem. In Modelica sind die fünf
Basistypen Real, Integer, Boolean, String und Enumeration definiert. Sie
besitzen Eigenschaften, die modifiziert werden können und unterstützen die
Vererbung zur Erzeugung spezialisierter Typen. So können beispielsweise die
Attribute unit und min verändert werden, um eine im internationalen Ein-
heitensystem angegebene Entfernung zu definieren. Im Listing 2.1 wird dies
in Zeile 3 am Type Modelica.SIunits.Distance =Real(unit="m", min=0)
verwendet.
Der Klassenbezeichner type ist eine Spezialform einer Modelica Klasse. Die
Modelica Klasse class ist das Basiselement aller Modelica Elemente. Weitere
Klassenbezeichner sind model, connector, record, block und package. Sie
spezialisieren die Eigenschaften einer Modelica Klasse und verbessern die Les-
barkeit. Ein in Modelica beschriebenes Modell verwendet für gewöhnlich den
Klassenbezeichner model und muss einen eindeutigen Namen besitzen. Im ers-
ten Abschnitt der Modellbeschreibung werden die verwendeten Konstanten,
Parameter, Variablen, Eingänge, Ausgänge und Komponenten angegeben. Die
weiteren Abschnitte werden mit den Bezeichnern initial equation, initial
algorithm, equation und algorithm eingeleitet und enthalten die Gleichun-
gen und Algorithmen des Modells. Modelica Klassen können voneinander er-
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ben. Dabei wird die einfache Vererbung sowie die Mehrfachvererbung unter-
stützt.
Die Beschreibung komplexer Systeme und Vorgänge wird durch die Konzepte
der Objektorientierung vereinfacht [MEO98]. Mit dem Modell der Kette kann
dies sehr anschaulich verdeutlicht werden. Die Anzahl der massebehafteten
Stäbe kann mit der Konstante N sehr einfach variiert werden ohne den Quell-
code des Modells zu verändern. Damit ist es ohne Weiteres möglich, große
Modelle zu erstellen. Würde das Feder-Dämpfer-System wiederum durch ein
komplexeres Modell ersetzt, ergibt sich ein komplexes großes Modell. Die da-
mit verbundenen Konsequenzen für die symbolische Verarbeitung, die Numerik
und die Laufzeit sind für den Modellierer schwer abzuschätzen.
2.3 Das Modelica Modell
Für die Transformation des Modelica Modells in die Zustandsraumdarstellung
muss zunächst eine mathematische Darstellung des Modelica Modells vorlie-
gen. Nach [Fri04] können Modelica Modelle als hybride DAE, bestehend aus
einem zeitkontinuierlichen Anteil und einem zeitdiskreten Anteil, dargestellt in
Gleichung 2.2, beschrieben werden. Dabei ist zu beachten, dass nach [Mod12]
das Modelica Modell von außen, wie bei der signalflussbasierten Modellierung,
als Block zu betrachten ist.
F (x(t), x˙(t), u(t), y(t), t, q(te), qpre(te), p, c(te)) = 0 (2.2)
Ein Modelica Modell besitzt damit Eingänge u(t), auch als Input Variablen be-
zeichnet, und Ausgänge, die hier den algebraischen Variablen y(t) zugeordnet
werden. Zeitunabhängige Variablen, zu denen Parameter und Konstanten zäh-
len, werden im Vektor p zusammengefasst. Zeitdiskrete Variablen, die auf das
zeitkontinuierliche System 2.2 Auswirkungen haben, werden im Vektor q(te)
zusammengefasst. Dabei wird der letzte diskrete Zeitpunkt durch die Variable
te und die Werte der zeitdiskreten Variablen für t < te mit qpre(te) bezeichnet.
Neben den zeitdiskreten Variablen können auch zeitdiskrete Ausdrücke Aus-
wirkungen auf das zeitkontinuierliche System haben. Diese Ausdrücke werden
im Vektor c(te) zusammengefasst und treten beispielsweise in if Anweisungen
auf.
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Die Variablen des zeitdiskreten Systems können nur durch Eintreten eines
Ereignisses verändert werden. Nach [Fri04] definiert ein Ereignis die Ände-
rung eines oder mehrerer Elemente aus c(te), so dass ci(te − ) = false und
ci(te + ) = true für alle  > 0 ist. Das Eintreten eines Ereignisses kann weite-
re Ereignisse auslösen. Erst wenn alle Ereignisse abgearbeitet wurden und ein
stabiler Zustand erreicht ist, kann die Berechnung des zeitkontinuierlichen Sys-
tems fortgesetzt werden. Durch die syntaktischen Beschränkungen der When-
Gleichungen und When-Statements lassen sich die zeitdiskreten Variablen q(te)
in expliziter Form 2.3 darstellen.
q(te) := fq(x(te), x˙(te), u(te), y(te), te, qpre(te), p, c(te)) = 0 (2.3)
In die zeitdiskreten Ausdrücke c(te) gehen alle booleschen Ausdrücke des Sys-
tems ein. Diese bestehen aus den booleschen Variablen qB, Parametern und





B, rel(v(te))) = 0 (2.4)
In die Relationen rel(v(te)) des Systems gehen zum Beispiel alle Vergleiche
zwischen Variablen und Parametern oder Konstanten ein. Ausgeschlossen sind
Ausdrücke in der noEvent() Funktion.
Neben der Beschreibung der Dynamik des Systems enthält das Modelica Mo-
dell eine Beschreibung des initialen Zustands. Der initiale Zustand wird als
Ausgangspunkt der Zeitintegration verwendet und kann durch Lösen eines al-
gebraischen Gleichungssystems, bestehend aus 2.2 und 2.5 zum Zeitpunkt ti
berechnet werden.
Fi(x(ti), x˙(ti), u(ti), y(ti), ti, q(ti), qpre(ti), p, c(ti)) = 0 (2.5)
Das System 2.5 besteht dabei aus Gleichungen und Algorithmen, die mit
initial gekennzeichnet sind, sowie Gleichungen, die durch das Setzen des
Attributs fixed einer Variable auf true entstehen. Parameter können durch
setzen des Attributs fixed auf false zu den zu bestimmenden Variablen des
initialen Systems hinzugefügt werden. Im dynamischen System sind die Zu-
stände x sowie die Werte der Variablen qpre(te) zum letzten Ereigniszeitpunkt
bekannt. Im initialen System ist dies nicht der Fall. Diese Variablen gehören
damit ebenfalls zu den unbestimmten Variablen des initialen Systems. Um eine
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eindeutige Lösung des initialen Systems berechnen zu können, muss die Dimen-
sion der Gleichungen der Dimension der unbestimmten Variablen entsprechen.
Das initiale System wird in diesem Fall als balanciert bezeichnet.
2.4 Transformation des Modells zum Simulator
Damit ein Simulationsexperiment mit einem Modelica Modell durchgeführt
werden kann, ist dieses zunächst in einen Simulator zu transformieren. Für die
Transformation kann eine Werkzeugkette, wie in Abbildung 2.4 dargestellt,
verwendet werden. Die Werkzeugkette besteht mindestens aus einem Modelica
Compiler und einem Compiler für eine höhere Programmiersprache. Der Mo-
delica Compiler erstellt aus dem Modelica Modell zunächst Quellcode höherer
Programmiersprache. Die im Modelica-Umfeld für diese Aufgabe am häufigs-
ten eingesetzte Programmiersprache ist C/C++ [Str00]. Für C/C++ stehen
eine Vielzahl von Bibliotheken sowie C/C++ Compilern zur Verfügung. Die
Erzeugung maschinennahen Programmcodes ist ebenfalls möglich, würde aber
die Entwicklung eines Modelica Compilers wesentlich erschweren.
Abbildung 2.4: Werkzeugkette zur Transformation eines Modelica Modells in
einen Simulator
Aus dem erzeugten Quellcode wird im zweiten Schritt der Simulator erzeugt.
Dazu kann zum Beispiel der GNU C Compiler [GT13] verwendet werden. In
der Regel wird ein drittes Werkzeug zur Steuerung und Vereinfachung des
Kompilierungsvorgangs eingesetzt. Ein weit verbreiteter Vertreter ist das Pro-
gramm make [MH03]. Teile des Simulators, die nicht vom konkreten Modell
abhängen, wie zum Beispiel die numerischen Integrationsalgorithmen oder die
numerischen Lösungsalgorithmen für lineare und nicht lineare Gleichungssys-
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teme, werden in der Regel in vorkompilierten Bibliotheken zusammengefasst.
Diese sollen im Weiteren als SimulationRuntime bezeichnet werden.
Die Transformation des Modelica Modells in Quellcode höherer Programmier-
sprache führt in der Regel über ein weiteres Zwischenformat, das als flaches
Modell bezeichnet wird. Das flache Modell wird erzeugt, in dem alle Objekt-
strukturen aus dem Modelica Modell entfernt werden. Es besteht im wesentli-
chen aus Variablen, Parametern, Konstanten, Gleichungen, Algorithmen und
Modelica Funktionen. Modelica Compiler werden anhand dieses Zwischenfor-
mats in ein FrontEnd, welches das flache Modell erzeugt, und ein BackEnd,
welches das flache Modell in die Zustandsraumdarstellung überführt und dar-
aus Quellcode für den Simulator erzeugt, unterteilt.
Zur Erzeugung des flachen Modells werden fünf Schritte, wie in Abbildung
2.5 zu sehen ist, im FrontEnd durchlaufen. Im ersten Schritt, dem Lexing
und Parsing, wird der Quelltext des Modells eingelesen und in einem Ab-
strakten Syntaxbaum (AST) überführt. In diesem Schritt wird der Syntax des
Modells überprüft. Bedingt durch die bibliotheksgestützte Modellierung wird
mehr Quellcode eingelesen als benötigt. Um die vom Modell benötigten Klas-
sen zeitsparend zu finden, wird im zweiten Schritt der AST in einer effizienten
Datenstruktur abgelegt. Im dritten Schritt werden die im Modell verwende-
ten Klassen mit den darauf anzuwendenden Modifikationen instantiiert. Dabei
werden alle zum Modell gehörenden Komponenten zusammengetragen. Die
Objektstrukturen gehen dabei, bis auf die Namen der Variablen, Parameter,
Konstanten und Funktionen, verloren. Im vierten Schritt werden die Datenty-
pen aller Elemente überprüft und Elemente mit noch unbekannten Datentypen
evaluiert. So kann zum Beispiel überprüft werden, ob die Dimensionen der zu
verrechnenden Ausdrücke, deren Wertebereiche sowie die physikalischen Ein-
heiten übereinstimmen. Die im Modell vorhandenen Verbindungen zwischen
den Konnektoren werden im fünften und letzten Schritt in Verbindungsglei-
chungen umgewandelt.
Die Transformation des flachen Modells über die Zustandsraumdarstellung in
Quellcode zur Erstellung des Simulators kann ebenfalls, wie in Abbildung 2.5
dargestellt, in fünf Phasen unterteilt werden. Um das flache Modell in die
Zustandsraumdarstellung zu transformieren, müssen zunächst in der Analyse-
phase einige Informationen zusammengetragen werden.
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Abbildung 2.5: Phasen bei der Transformation des Modelica Modells in Quell-
code, nach [Fri04]
Um die Zustandsvariablen x des Systems festlegen zu können, sind alle in Be-
tracht kommenden Zustandskandidaten zu ermitteln. Zustandskandidaten sind
zeitkontinuierliche Variablen, deren Zeitableitung im flachen Modell verwendet
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werden, und Variablen, die explizit als Zustandskandidaten markiert wurden.
Eine ausführliche Beschreibung der als Zustandskandidaten in Frage kommen-
den Variablen ist in Abschnitt 4.2 zu finden. Damit alle Kandidaten ermittelt
werden können, ist es zum Beispiel notwendig, mathematische Ausdrücke im
Differenzierungsoperator der auszuwerten.
Das flache Modell muss in den zeitkontinuierlichen, beschrieben durch Glei-
chung 2.2, und den zeitdiskreten Anteil, beschrieben durch die Gleichungen
2.3, 2.4, zerlegt werden. Dies ist zum Einen notwendig, um die Ereignisbe-
handlung im Simulator durchführen zu können und zum Anderen, um den
zeitkontinuierlichen Anteil im Falle eines DAE Systems in ein System gewöhn-
licher Differentialgleichungen (ODE), wie von der Zustandsraumdarstellung
gefordert, zu transformieren.
Bevor das akausale System im nächsten Schritt kausalisiert werden kann, sind
strukturverändernde Parameter zu ermitteln. Wie in [Fri04] ausführlicher be-
trachtet, wird die Behandlung strukturvariabler Systeme im Modelica Umfeld
gegenwärtig noch nicht unterstützt. Für kommende Versionen der Modelica
Sprache wird dies aber diskutiert und wissenschaftlich, wie zum Beispiel in
[Zim10] und [PMHS11], untersucht.
Der nächste Schritt, die Kausalisierung des Systems, ist von entscheidender Be-
deutung. In diesem Schritt wird die symbolische Berechenbarkeit des Systems
bewertet und die Berechnungsrichtung festgelegt. Dazu werden Prüfungen auf
symbolische Singularität und Über- oder Unterbestimmtheit durchgeführt. Das
System enthält dann alle Informationen, um in die Zustandsform überführt
werden zu können. Um eine möglichst effiziente numerische Berechnung der
Simulationsergebnisse zu ermöglichen, wird es im nächsten Schritt symbolisch
optimiert.
Die symbolische Vorverarbeitung wird mit der Transformation des Systems in
die Zustandsform abgeschlossen. Dabei werden die Gleichungen des Systems
in Berechnungsanweisungen, auch als Assignments bezeichnet, umgestellt. Das
kausalisierte und in Berechnungsanweisungen vorliegende System wird im letz-
ten Schritt des BackEnds als Quellcode ausgegeben und anschließend, wie
schon erläutert, zum Simulator weiterverarbeitet.
Zur Berechnung der Ergebnisse des Simulationsexperiments reserviert sich der
Simulator zunächst ausreichend Arbeitsspeicher und nimmt die gewählten Ein-
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stellungen des Integrationsalgorithmus sowie weitere Einstellungen, zum Bei-
spiel, welche Variablenverläufe aufzuzeichnen sind, vor. Im zweiten Schritt, der
Initialisierung, wird das initiale System ausgewertet, um konsistente Anfangs-
werte zu erhalten. Konnten konsistente Anfangswerte ermittelt werden, berech-
net der eingestellte Integrationsalgorithmus die Simulationsergebnisse bis zum
Erreichen des Abbruchkriteriums. Das Abbruchkriterium kann das Erreichen
eines voreingestellten Zeitpunktes oder das Eintreten eines Ereignisses sein.
2.5 Laufzeituntersuchungen eines Modelica Com-
piler BackEnds
Die im Abschnitt 1.3 durchgeführten Untersuchungen am Modelica Compi-
ler Dymola2012 haben ergeben, dass die im BackEnd auszuführenden Schrit-
te unabhängig von den verwendeten Modellen einen nichtlinear ansteigenden
Zeitbedarf aufweisen. Im Unterschied dazu stieg der Zeitbedarf des FrontEnds
linear mit der Anzahl der Modellgleichungen für die hierarchisch modellierten
Modelle A.2 und A.4, aber nichtlinear für die flach modellierten Modelle A.1
und A.3 an.
Die Beschreibung der flachen Modelle hat eine konstante Anzahl an Zeilen.
Die Anzahl an Zeilen der hierarchischen Modelle steigt linear mit der im Mo-
dell enthaltenen Anzahl der Körper. Die Anzahl der Klassen ist in den flachen
Modellen konstant und steigt linear mit der Anzahl der im Modell enthaltenen
Körper bei den hierarchischen Modellen. Die Anzahl der Instanzen steigt linear
mit der Anzahl der Körper für beide Modellierungsarten. Der für beide Mo-
dellierungsarten nichtlinear ansteigende Zeitbedarf des FrontEnds, im Fall der
flachen Modelle, lässt sich damit nur durch eine ineffiziente Implementierung
für das Ausrollen der For-Equations erklären.
Der scheinbar unabhängig von der Modellierungsart nichtlinear ansteigende
Zeitbedarf des BackEnds kann durch die verwendeten Algorithmen oder de-
ren Implementierung verursacht sein. Da diese Fragestellung, wie anfänglich in
Abschnitt 1.3 erläutert, von großer Bedeutung ist, soll im folgenden Abschnitt
der Zeitbedarf der einzelnen Schritte des BackEnds genauer untersucht wer-
den. Ziel ist es, Anhaltspunkte für weitere detailliertere Untersuchungen an
einzelnen Schritten aufzuzeigen sowie die Qualität des verwendeten Modelica
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Compilers einzuordnen.
Die Untersuchungen werden am OpenModelica Compiler1 durchgeführt. Die-
ser war zu Beginn der Untersuchung der ausgereifteste OpenSource Modelica
Compiler und ermöglicht im Vergleich zu kommerziellen Compilern vollen Zu-
gang zur Implementation.
Als Beispielmodelle dienen weiterhin der eindimensionale rotatorische Mehr-
fachschwinger A.1 und das dreidimensionale Mehrfachpendel A.3 sowie das
Modell eines Radladers vom Type CASE 921E, das am Institut für Verar-
beitungsmaschinen und Mobile Arbeitsmaschinen (IVMA) der Technischen
Universität Dresden für einen interaktiven Fahrsimulator entwickelt wurde
[KFSJ09].
Das Radladermodell CASE 921E besitzt 40 Zustandsvariablen, von denen 28
auf die Mehrkörpermechanik, 3 auf den Antrieb und 9 auf die hydraulische
Arbeitsvorrichtung entfallen. Das Modell besteht aus zirka 5300 skalaren Glei-
chungen und wurde in umfassenden Versuchsreihen für die interaktive Simula-
tion am Fahrsimulator des IVMA, dargestellt in Abbildung 2.6, mit unerfah-
renen und erfahrenen Bedienern verwendet.
Abbildung 2.6: Interaktiver Fahrsimulator des IVMA und Visualisierung des
Radladermodells CASE 921E mit SARTURIS [Sar13] Quelle: IVMA
1SVN Stand r7490, 19.10.2010/05:55:09
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Das 3D-Mechanikmodell des Radladers wurde nicht wie die Pendelmodelle mit
der Modelica.Mechanics.Multibody Bibliothek erstellt, sondern unter Ver-
wendung von PyMbs [VSF+11]. PyMbs ist ein Werkzeug zur Erzeugung von
Bewegungsgleichungen für Mehrkörpersysteme. Es erzeugt aus einer in Py-
thon2 verfassten Beschreibung von Körpern und Gelenken die Bewegungsglei-
chungen des Mehrkörpersystems und exportiert diese sortiert nach der Berech-
nungsreihenfolge in Modelica. PyMbs wurde eingesetzt, da der OpenModelica
Compiler in dieser Version die Modelica.Mechanics.Multibody Bibliothek
nicht in ausreichendem Umfang unterstützt hat.
Die Ergebnisse der Messungen am Modell des rotatorischen Mehrfachschwin-
gers sind in Abbildung 2.7 und die des dreidimensionalen Mehrfachpendels in
Abbildung 2.8 dargestellt. Wie in Abbildung 2.7 zu sehen ist, wird für die Kau-
salisierung des Systems der wesentliche Zeitanteil verbraucht. Das FrontEnd
skaliert ebenfalls wie Dymola 1.2(a) nichtlinear und benötigt mehr Zeit als die
restlichen Schritte.
Abbildung 2.7: Messung der Übersetzungszeit mit dem Modell des rotatori-
schen Mehrfachschwingers
Im Vergleich dazu wird beim 3D Mehrfachpendel für die Transformation des
Systems in Zuweisungen der wesentliche Zeitanteil verbraucht. Die Ursache da-
2www.python.org
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für könnte das für 3D Mechanikmodelle typische große lineare Gleichungssys-
tem zur Berechnung der Beschleunigungen sein. Der eindimensionale Schwinger
ist im Gegensatz dazu frei von algebraischen Schleifen. Die Kausalisierung des
dreidimensionalen Pendelmodells benötigt ebenfalls, wie beim Schwingermo-
dell, einen Großteil der Übersetzungszeit. Im Unterschied zum Schwingermo-
dell nehmen die Schritte Analyse und Optimieren beim Pendel aber mehr Zeit
in Anspruch als das FrontEnd.
Abbildung 2.8: Messung der Übersetzungszeit mit dem Modell des dreidimen-
sionalen Mehrfachpendels
Die Untersuchungsergebnisse des Modells Radlader CASE 921E sind in Ab-
bildung 2.9 dargestellt. Im Unterschied zu den Ergebnissen 2.7 und 2.8 ent-
fällt auf die Kausalisierung beim Radladermodell nicht der größte Zeitanteil,
sondern auf die Analysephase. Die Optimierung beansprucht den zweitgrößten
Anteil. Dieser ist aber nur halb so groß wie der der Analysephase. Die weiteren
Zeitanteile entfallen auf das FrontEnd und die Kausalisierung. Sie sind nur ge-
ringfügig kleiner als der Zeitanteil der Optimierungsphase. Die Ursache für den
geringeren Zeitanteil der Kausalisierung wird in der Verwendung von PyMbs
für die Modellierung der Mechanik gesehen. PyMbs exportiert die Gleichungen
der Mechanik in sortierter Berechnungsreihenfolge als ODE. Sie liegen damit
schon, im Gegensatz zu den Gleichungen der Pendelmodelle, in der Zustands-
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form vor und bedürfen keiner weiteren Behandlung in der Kausalisierung. Sie











































Abbildung 2.9: Messung der Übersetzungszeit mit dem Modell Radlader CASE
921E
Die Ergebnisse der hierarchischen Modelle skalieren vergleichbar zu den flach
modellierten Modellen. Von einer Darstellung der Ergebnisse wurde aus diesem
Grund abgesehen. Damit ist zusammenfassend festzustellen, dass alle Schritte,
außer der Codegenerierung, in der Implementierung des OpenModelica Com-
pilers nichtlinear skalieren. Als besonders zeitaufwändige Phase hat sich die
Kausalisierung, gefolgt von der Analyse und der Optimierung, herausgestellt.
Anhand der teilweise unterschiedlichen Zeitverteilungen kann darauf geschlos-
sen werden, dass verschiedene Modellstrukturen unterschiedliche Problemstel-
lungen, hinsichtlich der benötigten Kompilierungszeiten, ergeben. Darüber hin-
aus ist festzuhalten, dass im Vergleich zum Dymola Compiler die Größe der
verwendbaren Modelle eher gering ist. Die benötigten Kompilierungszeiten er-
streckten sich aber teilweise auf mehrere Minuten. Die Implementierung des
OpenModelica Compiler BackEnds muss damit als eher mangelhaft im Ver-
gleich zur Dymola Implementierung beurteilt werden. Aufgrund dessen, dass
keine weiteren OpenSource Compiler mit vergleichbarem Entwicklungsstand
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zur Verfügung standen und die aktuelle Implementation Untersuchungen an
einzelnen Schritten und Teilschritten ermöglicht, werden keine weiteren Open-
Source Implementierungen hinsichtlich ihrer Verwendbarkeit untersucht.
Aufgrund der erhaltenen Ergebnisse werden im weiteren Verlauf der Arbeit
zunächst die Prinzipien der Schritte Kausalisierung und Optimierung genauer
untersucht. Da die Ursache für den nichtlinearen Zeitbedarf der Analysephase




Zur Abstraktion und Darstellung verschiedenster Problemstellungen sind Gra-
phen besonders geeignet. Im Bezug auf Modelica können Graphen unterstüt-
zend für die Compiler und die Modellentwicklung eingesetzt werden. Im fol-
genden Kapitel werden zunächst einige Grundlagen der Graphentheorie und
elementare Suchalgorithmen behandelt, die besonders in der Compilerentwick-
lung zur Anwendung kommen. Anschließend werden geeignete Algorithmen
zur Überführung eines ungerichteten bipartiten Graphen in einen gerichteten
Graphen vorgestellt und in ihrer Laufzeit an Beispielen verglichen. Ziel des
Vergleichs ist es, die effektivsten Algorithmen herauszuarbeiten.
3.1 Graphen für Gleichungssysteme
Nach [Die06] beschreibt ein Graph G = (V,E) ein Paar aus V Knoten (Ver-
tices) und E Kanten (Edges). Die Kanten E ⊆ [V ]2 sind eine Teilmenge al-
ler 2-elementigen Teilmengen von V , wobei V und E disjunkte Mengen sind.
Für die Darstellung von Systemen von Gleichungen eignen sich besonders so
genannte bipartite Graphen. Bipartite Graphen teilen ihre Knoten in zwei dis-
junkte Mengen VI und VII auf. Dabei verbindet eine Kante aus E immer einen
Knoten aus VI mit einen Knoten aus VII . Im Falle von Gleichungssystemen
bilden die Variablen die eine und die Gleichungen die andere Menge. Für die
Darstellung bipartiter Graphen können, wie in Abbildung 3.1.a, geometrische
Formen für die Knoten und Linien zwischen den Knoten für die Kanten be-
nutzt werden. In dieser Arbeit werden Kreise für Variablen und Vierecke für
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Gleichungen benutzt. Ist die Berechnungsrichtung im Gleichungssystem be-
kannt, kann diese mit Pfeilen, wie in Abbildung 3.1.b dargestellt, verdeutlicht
werden. In diesem Fall liegt ein gerichteter bipartiter Graph vor. Im Falle ei-
nes gerichteten bipartiten Graphen können die aus einer Gleichung und einer
Variablen bestehenden Paare auch zu einem Knoten zusammengefasst werden
und als Digraph, wie in Abbildung 3.1.c, übersichtlicher dargestellt werden.
Abbildung 3.1: Beispielhafte Darstellung von Graphen, a: ungerichteter bipar-
titer Graph, b: gerichteter bipartiter Graph, auch bipartiter Digraph genannt,
c: Digraph aus gerichtetem bipartiten Graph
3.2 Suchalgorithmen
Die Analyse von Graphen besteht in der Regel darin, bestimmte Eigenschaften
festzustellen. Dazu wird der Graph durchlaufen und nach definierten Merkma-
len gesucht. Die zwei am häufigsten verwendeten Suchalgorithmen sind die
Tiefensuche (DFS) und die Breitensuche (BFS).
Bei der Tiefensuche wird von einem beliebigen Knoten ausgehend über eine
noch nicht besuchte Kante zum nächsten Knoten fortgeschritten. Der Suchalgo-
rithmus ruft sich so lange rekursiv auf, bis ein Knoten keine unbesuchte Kante
mehr enthält. In diesem Fall wird zum zuletzt passierten Knoten zurück ge-
gangen und die Suche über die nächste noch nicht besuchte Kante fortgesetzt.
Je nach Einsatzzweck können die Knoten, bevor oder nachdem die Kanten
besichtigt wurden, analysiert werden.
Beispielhaft ist eine Tiefensuche in Abbildung 3.2.a dargestellt. Vom Knoten 1
ausgehend, werden dabei nacheinander die Knoten a, 2, b, 3, d, 4 und c besucht.
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Am Knoten c angekommen, kann die Suche nicht fortgesetzt werden, da der
Knoten 2 keine unbesuchte Kante mehr besitzt und selbst schon besucht wurde.
Die Suche wird am Knoten d fortgesetzt, passiert den Knoten 5 und endet am
Knoten e.
Die Breitensuche benutzt als zentrales Element eine Warteschlange, in der Kno-
ten abgelegt werden. In jedem Schritt wird das erste Element der Warteschlan-
ge entnommen und, soweit der Knoten noch nicht besucht wurde, analysiert.
Wenn die Suche fortgesetzt werden soll, werden alle benachbarten Knoten an
die Warteschlange angehängt. Zu Beginn der Suche wird mindestens ein Kno-
ten in die Warteschlange gelegt.
Abbildung 3.2.b zeigt ein Beispiel einer Breitensuche in einem bipartiten Gra-
phen. Zum Beginn der Suche enthält die Warteschlange den Knoten 1. Der
Knoten 1 hat den benachbarten (adjazenten) Knoten a und dieser den adja-
zenten Knoten 2. Knoten sind adjazent, wenn sie durch eine Kante verbunden
werden. Da es im Falle bipartiter Graphen ausreichend ist, die Warteschlange
nur mit Knoten einer Art zu befüllen, wird, damit die Suche fortgesetzt wer-
den kann, der Knoten 2 an die Warteschlange angehängt. Knoten 2 besitzt die
unbesuchten adjazenten Knoten b und c. Um die Suche wiederum fortzusetzen,
wird die Warteschlange mit den Knoten 3 und 4 erweitert. Knoten 3 und 4
grenzen beide an den Knoten d an, sodass die Warteschlange mit den Knoten
5 zu erweitern ist. Die Breitensuche ist ebenfalls am Knoten e abgeschlossen,
da alle Knoten besucht wurden.
Abbildung 3.2: Suchalgorithmen: a: Tiefensuche, b: Breitensuche
Die Breitensuche arbeitet sich schrittweise mit steigendem Abstand zum Aus-
gangsknoten voran und findet zuerst die nächstgelegenen Knoten. Sie wird
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daher in der Regel dann eingesetzt, wenn der Knotenabstand möglichst gering
sein soll. Da die Tiefensuche, bedingt durch die Warteschlange, weniger Spei-
cherplatz als die Breitensuche benötigt, wird sie bevorzugt verwendet, wenn
der Knotenabstand kein zu berücksichtigendes Kriterium ist.
3.3 Matching Algorithmen
Um einen ungerichteten bipartiten Graphen in einen gerichteten bipartiten
Graphen zu überführen, ist eine vollständige Paarung (engl. perfekt Matching)
zu finden. Eine vollständige Paarung besteht, wenn jedem Knoten aus VI ein
Knoten aus VII zugewiesen und dabei kein Knoten mehrfach oder gar nicht
zugewiesen wurde. Um ein perfektes Matching konstruieren zu können, muss
die Mächtigkeit der Menge VI gleich der Mächtigkeit der Menge VII sein und
damit |VI | = |VII | gelten. Können nicht alle Knoten zugewiesen und die An-
zahl an Paarungen nicht weiter erhöht werden, bezeichnet man dies als ein
maximales Matching. Kanten und Knoten, die nicht zum Matching gehören,
also nicht zugewiesen sind, werden als frei bezeichnet.
Zum Finden einer vollständigen Paarung kann der in Algorithmus 3.1 darge-
stellte in Pseudocode formulierte Algorithmus verwendet werden. Dieser ba-
siert auf der Methode der Augmentierenden Pfade.




for i = 1→ N do
COLOR[:]← 0







for all V ariablenInGleichung[i] do
COLOR[:]← 0
if ASSIGN [v] = 0 then
ASSIGN [v]← i
return Erfolg










Ein Pfad ist eine Folge von adjazenten Knoten. Ein Pfad wird als einfach be-
zeichnet, wenn keine aufeinanderfolgenden Knoten der gleichen Art enthalten
sind. Ein Augmentierender Pfad ist ein Pfad, der mit einem freien Knoten
beginnt und einem freien Knoten anderer Art endet. Augmentierende Pfade
bilden das Grundgerüst vieler Matching Algorithmen. Besitzt ein bipartiter
Graph einen Augmentierenden Pfad, kann das Matching um eine Paarung er-
weitert werden, indem die Paarungen des Pfades aus dem Matching entfernt
und neue Paarungen entlang des Augmentierenden Pfades zum Matching hin-
zugefügt werden.
Der in Abbildung 3.3.a dargestellte bipartite Graph enthält die zwei freien
Knoten 1 und e. Diese sind durch den Augmentierenden Pfad {1, (2, a), (3, b),
(5, d), e} verbunden. Das MatchingM = {(2, a), (3, b), (4, c), (5, d)} wird durch
Entfernen der Paare {(2, a), (3, b), (5, d)} des Augmentierenden Pfades und Er-
weitern mit den Paaren {(1, a), (2, b), (3, d), (5, e)} um ein Paar vergrößert. Das
resultierende maximale Matching M = {(1, a), (2, b), (3, d), (4, c), (5, e)} ist in
Abbildung 3.3.b dargestellt.
Abbildung 3.3: Erweiterung des Matchings durch einen Augmentierenden Pfad
Matching Algorithmen, die auf der Methode der Augmentierenden Pfade ba-
sieren, unterscheiden sich in der zum Finden von Augmentierenden Pfaden ver-
wendeten Methode. Die einfachsten Implementierungen verwenden als Such-
mechanismus eine Tiefensuche (DFSB) oder eine Breitensuche (BFSB). Duff
entwickelte den Algorithmus MC21A, der auf einer Tiefensuche basiert. Er ver-
besserte die Laufzeit des Algorithmus dadurch, dass bevor von einem Knoten
zum nächsten gegangen wird, alle adjazenten Knoten geprüft werden, ob sich
darunter ein freier Knoten befindet. Er bezeichnete dies als Look Ahead Fea-
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ture [Duf81b][Duf81a]. Pothen und Fan (PF) verwenden ebenfalls eine Tiefen-
suche mit Look Ahead Feature. Sie erweitern den Algorithmus aber durch das
Einführen einer inneren und einer äußeren Suchphase. Die innere Phase ent-
spricht dem Vorgehen des MC21A, wobei dabei keine Knoten mehrfach besucht
werden. Die äußere Phase wiederholt die innere Phase solange das Matching
vergrößert wird [PF90]. Durch das abwechselnde Ändern der Richtung beim
Durchlaufen der adjazenten Knoten eines Knotens konnte die Laufzeit und die
Robustheit des Algorithmus PF in [DKU12] weiter verbessert werden (PF+).
Wie in Tabelle 3.1 zu sehen ist, haben die bisher erwähnten Algorithmen im
ungünstigsten Fall eine Laufzeit von O(nτ). Dabei bezeichnet n die Anzahl
an Knoten einer Art, in unserem Fall die Gleichungen, und τ die Anzahl an
Kanten im bipartiten Graphen.
Durch das Begrenzen der Pfadlänge in einer Suchphase konnten Hopcroft und
Karp (HK) die Laufzeit ihres Algorithmus auf O(
√
nτ) [HK73] verbessern.
Duff und Wiberg (HKDW) erweiterten den Algorithmus HK um eine dritte
Phase, in der die Pfadlänge unbeachtet bleibt [DW88]. Die Laufzeit des un-
günstigsten Falls konnte dadurch nicht verbessert werden. Der Algorithmus
HKDW findet aber nach [DW88] in kürzerer Laufzeit ein Matching als HK.
Alt, Blum, Mehlhorn und Paul konnten die Laufzeit mit ihrem Algorithmus
ABMP teilweise noch verbessern. Der Algorithmus ABMP beachtet ebenfalls
die Pfadlänge und wechselt das Suchverfahren, wenn ein bestimmter Grenz-





Das bipartite Matchingproblem kann auch durch Algorithmen gelöst werden,
die zur Maximierung des Flusses in Netzwerken entwickelt wurden. Bipartite
Graphen können durch Hinzufügen einer Quelle und einer Senke in ein Fluss-
netzwerk transformiert werden. Dazu sind alle Knoten einer Art mit der Quelle
und alle Knoten der anderen Art mit der Senke zu verbinden. Dinic [Din70]
entwickelte einen Algorithmus, der nach [Löh10] eine Laufzeit von O(
√
nτ) im
bipartiten Matchingproblem besitzt und ebenfalls auf der Suche nach Aug-
mentierenden Pfaden aufbaut. Goldberg und Tarjan präsentierten in [GT88]
einen anderen Ansatz, der auf dem Preflow Konzept sowie Push und Rela-
bel Operationen basiert. Algorithmen, die dieses Konzept verwenden, werden
als Preflow-Push oder Push-Relabel Algorithmen (PR) bezeichnet. Der Vorteil
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dieser Algorithmen liegt darin, gewichtete Kanten zu verwenden, um beispiels-
weise die Lösbarkeit einer Gleichung nach einer Variablen zu berücksichtigen.
Neben der methodischen Herangehensweise wurden weitere Algorithmen auf
der Basis von Heuristiken entwickelt. Diese Algorithmen können eingesetzt
werden, um die Laufzeit der Berechnung zu reduzieren. Durch ihre in der Re-
gel lineare Komplexität von O(n+τ) werden sie als Cheap Matching Algorithm
bezeichnet. Dem heuristischen Ansatz geschuldet, kann von einem Cheap Mat-
ching Algorithm kein perfektes Matching erwartet werden, jedoch kann das er-
zeugte Matching von einem methodisch basierten Algorithmus weiterverwen-
det werden. Eine Zusammenstellung der heuristikbasierten Algorithmen kann
in [DKU12] nachgeschlagen werden.
























PR FIFO FAIR O(nτ) 2n+m
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3.4 Laufzeituntersuchungen an Matching Algo-
rithmen mit Modelica Modellen
Da alle in Tabelle 3.1 aufgeführten Matching Algorithmen eine nichtlineare
Komplexität für den ungünstigsten Fall besitzen und, wie noch genauer in
Kapitel 4 gezeigt wird, zur Kausalisierung des Gleichungssystems unter ande-
rem Matching Algorithmen verwendet werden, sind die folgenden Fragen zu
beantworten.
• Wie skalieren Matching Algorithmen bei praxisrelevanten Modelica Mo-
dellen?
• Welche Matching Algorithmen besitzen die kürzesten Laufzeiten?
• Gibt es Matching Algorithmen, die linear skalieren?
Laufzeitvergleiche zwischen Matching Algorithmen sind in [CGM+97], [Duf81b],
[DKU12], [DW88], [KLMU11] sowie in [SaCSaCS96] durchgeführt worden. Kei-
ne der genannten Quellen hat auf Modelica Modelle übertragbare Testfälle
verwendet. Um die für Modelica Modelle am besten geeigneten Algorithmen
zu ermitteln, wurden die in Tabelle 3.1 aufgeführten Matching Algorithmen
verglichen. Dabei wurden skalierbare Modelle aus dem Bereich der Mehrkör-
perdynamik verwendet, die in die folgenden vier, nach der Strukturmechanik





Die Modelle besitzen zum Einen eine möglichst unterschiedliche Struktur des
Graphen und decken zum Anderen ein sehr breites Feld in der Mehrkörperdy-
namik ab. Um den Einfluss der Modellierungsart zu untersuchen, wurden die
Modelle mit verschiedenen Bibliotheken erstellt. Die Modelle wurden unter an-
derem aus Elementen einer Bibliothek für 3D Mechanik als auch aus Elemen-
ten einer Bibliothek für 2D Mechanik erzeugt. Die Verwendung verschiedener
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Bibliotheken ermöglichst es, die Gleichungen der flachen Modelle sowohl in
DAE Form als auch in ODE Form zu erzeugen. Der Einfluss eines nicht lee-
ren Anfangsmatchings durch den Einsatz von Cheap Matching Algorithmen
wurde ebenfalls untersucht. Aus Gründen der Übersichtlichkeit sind hier nur
die wesentlichen Ergebnisse dargestellt. Eine ausführliche Beschreibung kann
in [FKF12] nachgeschlagen werden.
Die Untersuchungen haben gezeigt, dass für einige Algorithmen die in Tabelle
3.1 angegebene Komplexität für den ungünstigsten Fall ein sehr konservati-
ves Maß ist. Der Algorithmus PF+ erreichte trotz seiner nichtlinearen Kom-
plexität eine lineare Laufzeit für alle Modelle und die Algorithmen HKDW,
ABMP sowie PR erreichten für einige Modelle lineare Laufzeiten. Ein Einfluss
der Modellierungsart auf das Skalieren dieser Algorithmen scheint damit nicht
gegeben zu sein. Wie es aber erwartet wurde, war der Einfluss der Model-
lierungsart auf die Laufzeit des Algorithmus deutlich erkennbar. Für die mit
der 2D Mechanik Bibliothek erstellten Modelle wurden wesentlich geringere
Laufzeiten benötigt als für die in 3D Mechanik modellierten Modelle. Die we-
sentliche Ursache dafür wird in der geringeren Gleichungssystemgröße liegen.
Der Einsatz eines Cheap Matching Algorithmus rentiert sich besonders bei den
einfachen Matching Algorithmen DFSB und BFSB. Diese Algorithmen haben
bei den Untersuchungen am schlechtesten abgeschnitten. Bei den Matching Al-
gorithmen PF+, HKDW, ABMP und PR rentiert sich der Einsatz eines Cheap
Matching Algorithmus nur gering.
Verbesserungen in der Implementation des OpenModelica Compilers ermög-
lichten es, um das 30-fache größere Modelle für Laufzeitvergleiche zu verwen-
den. Die Verbesserungen bestehen im Wesentlichen aus einer geringeren Lauf-
zeit durch die Umsetzung der in dieser Arbeit gewonnenen Erkenntnisse sowie
der Beseitigung von Programmierfehlern. Durch die Verwendung größerer Mo-
delle ergeben sich längere Laufzeiten. Messtoleranzen haben einen geringeren
Einfluss und aussagekräftigere Ergebnisse können erzielt werden. Aus diesem
Grund wurden für die Algorithmen PF+, HKDW, ABMP und PR weitere Un-
tersuchungen durchgeführt. Für die Untersuchungen wurden die Modelle A.3
und A.6 verwendet. In Abbildung 3.4 sind die aus 1000 Durchläufen gemit-
telten Laufzeiten der untersuchten Algorithmen normiert auf die Anzahl der
Körper dargestellt.
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Abbildung 3.4: Laufzeit verschiedener Matching Algorithmen an den Beispielen
A.3 und A.6
In dieser Darstellung entspricht ein horizontaler Verlauf einer linearen Lauf-
zeit. Deutlich zu sehen ist, dass der Algorithmus ABMP für beide Modelle
einen nichtlinearen Verlauf aufweist und etwa die 6-fache beziehungsweise 3, 5-
fache Laufzeit gegenüber dem effizientesten Algorithmus PF+ benötigt. Der
Algorithmus HKDW erzielt für das Model A.3 eine ähnliche Laufzeit wie der
Algorithmus PR. Beim Modell A.6 benötigt er aber etwa 60% mehr Lauf-
zeit. Im Vergleich zum Algorithmus ABMP besitzt der Algorithmus HKDW
einen linearen Verlauf. Die Algorithmen PR und PF besitzen ebenfalls lineare
Laufzeiten. Der Algorithmus PR benötigt aber die 1, 7-fache beziehungsweise
1, 3-fache Laufzeit gegenüber PF+. Zusammenfassend kann festgestellt wer-
den, dass die Algorithmen PR und PF+, wie schon in [FKF12], die kürzesten
Laufzeiten besitzen und lineare Laufzeiten erreichen. Der Algorithmus PF+ er-
reichte für beide Modelle die geringste Laufzeit und ist damit der geeignetste
Algorithmus. Ergänzend zu [FKF12] wurde damit auf einem wesentlich größe-
ren Bereich nachgewiesen, dass eine lineare Laufzeit für Modelle der Mechanik
und der Elektrik möglich ist.
Kapitel 4
Kausalisierung
Die akausale Beschreibung physikalischer Systeme mit Erhaltungssätzen und
Bilanzen bietet gegenüber der signalflussbasierten Modellierung den Vorteil,
die Gleichungen nicht von Hand umstellen zu müssen. Physikalische Teilsys-
teme können ohne vordefinierte Signalflussrichtung beschrieben werden und
besitzen Schnittstellen aus Potential und Flussgrößen mit physikalischer Be-
deutung. Die akausale Modellierung verbessert damit wesentlich die Wieder-
verwendbarkeit von Simulationsmodellen. Der Preis für die genannten Vorteile
ist, dass das Simulationswerkzeug die Berechnungsrichtung zu ermitteln hat
und im Falle eines fehlerhaften Simulationsmodells hilfreiche Fehlermeldungen
ausgeben sollte. Das folgende Kapitel befasst sich mit den dazu verwendeten
Algorithmen und analysiert sie in Bezug auf die Grenzen ihrer Anwendbarkeit.
4.1 Kausalisieren von algebraischen Systemen
und Systemen gewöhnlicher Differentialglei-
chungen erster Ordnung
Zur Ermittlung der Berechnungsrichtung wird, wie in [Elm78] gezeigt, das
System von Gleichungen in eine untere Dreiecksblockform (BLT) gebracht. Ein
System in dieser Form kann durch Vorwärtseinsetzen gelöst werden, wobei die
Gleichungen eines Blocks geschlossen zu lösen sind. Damit das System in BLT
Form gebracht werden kann, ist zunächst der bipartite Graph G = (U ∪˙V,E)
des Systems zu erstellen. Die Knoten werden durch die Gleichungen U und
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die Variablen V gebildet. Eine Kante (Ui, Vj) aus E zwischen einer Gleichung
Ui und einer Variablen Vj besteht, wenn die Variable Vj in der Gleichung
Ui verwendet wird. Die Überführung des Systems in BLT Form kann nach
[DER89] in die folgenden zwei Schritte unterteilt werden.
1. Überführung des ungerichteten bipartiten Graphen in einen gerichteten
Graphen (Zuweisen)
2. Sortieren der Gleichungen und Variablen in BLT-Form
Geeignete Algorithmen zur Überführung eines ungerichteten bipartiten Gra-
phen in einen gerichteten Graphen wurden in Kapitel 3.3 vorgestellt und in
ihrer Laufzeit an Beispielen verglichen.
4.1.1 Zuweisen
Das Zuweisen der Variablen zu Gleichungen, mit denen sie berechnet werden,
ist ein wesentlicher Schritt im Compiler. Die dafür geeigneten Algorithmen
entstammen der Graphentheorie und finden zum Beispiel eine breite Anwen-
dung bei schwach besetzten Matrizen (engl: sparce matrix) im Bereich der
numerischen Mathematik [DER89]. Ein guter Einstieg in das Themengebiet
für Ingenieure wird in [CK06] anhand anschaulicher Beispiele gegeben. In An-
lehnung an die darin verwendete Beschreibung soll das folgende Beispiel einen
Einstieg in das Themengebiet geben. Das in Abbildung 4.1 oben dargestellte
Hydrauliksystem zum Aufladen zweier Hydraulikspeicher kann unter Verwen-
dung weniger Gleichungen, der Druckaufbau-, der Drossel-, der Volumenstrom-
und der Massenerhaltungsgleichung, modelliert werden.
Im bipartiten Graphen des Hydrauliksystems, dargestellt in der Mitte der Ab-
bildung 4.1, repräsentieren die grünen Vierecke die Gleichungen des Systems,
die roten Kreise die Variablen und die blauen Kreise die Zustandsvariablen.
Die Kanten des Graphen werden durch die schwarzen durchgezogenen Linien
dargestellt. Die gestrichelten Linien zeigen an, dass eine Zustandsvariable in
einer Gleichung verwendet wird. Diese Linien sind aber nicht als Kanten zu
interpretieren, da die Zustandsvariablen zu jedem Integrationsschritt bekannt
sind. Wird die Ableitung einer Zustandsvariablen in einer Gleichung verwen-
det, stellt dies eine Kante und damit eine durchgezogene Linie dar, weil diese
im System zu berechnen ist.
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
1 1 . . . . . . . .
. 1 . . . . . . . .
. 1 1 . . . 1 . 1 .
. . 1 1 . . . . . .
. . . . 1 . 1 . . .
. . . . 1 1 . . . .
. . . . . 1 1 . . .
. . . . . 1 . 1 1 .
. . . . . . . . 1 .
. . . . . . . 1 . 1

Abbildung 4.1: Hydrauliksystem mit bibartitem Graphen und Struktur Inci-
dence Matrix
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Die in Abbildung 4.1 unten dargestellte Struktur Incidence Matrix des Systems
ist eine eineindeutige Abbildung des bipartiten Graphen in einer durch Com-
puterprogramme verarbeitbaren Form. Die Gleichungen werden dabei durch
die Zeilen und die Variablen durch die Spalten repräsentiert. Wird eine Varia-
ble i in einer Gleichung j verwendet, ist eine 1 in [i, j] einzutragen, andernfalls
eine 0.
Besitzt das System keine algebraischen Schleifen, so ist die vollständige Paa-
rung eindeutig. Sind algebraische Schleifen im System enthalten, ist die voll-
ständige Paarung innerhalb der Schleifen nicht eindeutig. Aus den Variablen
und Gleichungen einer algebraischen Schleife können verschiedene Paarungs-
sätze gebildet werden. Die nicht an einer algebraischen Schleife beteiligten Paa-
rungen bleiben aber eindeutig [Dav06]1. Der resultierende gerichtete bipartite
Graph ist in Abbildung 4.2 dargestellt. Darin wird durch einen Pfeil von einer
Gleichung zu einer Variablen verdeutlicht, dass diese Gleichung dazu verwen-
det wird, die Variable zu berechnen. Ein Pfeil, der von einer Variablen zu einer
Gleichung zeigt, gibt an, dass diese Variable in der Gleichung verwendet wird.
Abbildung 4.2: gerichteter bipartiter Graph des Hydrauliksystems
Kann eine vollständige Paarung gefunden werden, ist das System symbolisch
1S.119
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nicht singulär und besitzt eine Permutation der Incidence Matrix, in der die
Hauptdiagonale voll besetzt ist. Dieses Set von nicht Null-Einträgen wird auch
als Transversale bezeichnet. Algorithmen zum Finden dieser Permutation wur-
den im Abschnitt 3.3 vorgestellt. Symbolisch singuläre Systeme können nicht
in BLT-Form sortiert werden.
4.1.2 Sortieren
Zum Sortieren des gerichteten bipartiten Graphen in BLT-Form, wie in Ab-
bildung 4.3 dargestellt, wurden mehrere Algorithmen mit unterschiedlichen
Laufzeiten entwickelt. Die Algorithmen, angefangen mit dem Algorithmus von
Harary [Har62] mit einer Laufzeit von O(n3) über den Algorithmus von Sargent
und Westerberg [SW64] mit einer Laufzeit von O(n2), wurden stetig weiter-
entwickelt und erreichten schließlich mit dem Algorithmus von Tarjan [Tar72]
eine lineare Laufzeit O(n) bei einem linearen Speicherplatzbedarf [DR78].
Abbildung 4.3: In BLT-Form sortierter gerichteter bipartiter Graph des Hy-
drauliksystems
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Wie in Abbildung 4.3 und 4.4 zu sehen ist, besitzt das System eine algebraische
Schleife mit den Variablen p, Q1 und Q2, da sich der Volumenstrom Q auf die
beiden Drosseln aufteilt und damit den Leitungsdruck p zwischen den Dros-
seln und der Volumenstromquelle ergibt. Zur Berechnung des Leitungsdrucks
wird der Volumenstrom Q1 benötigt. Um den Volumenstrom Q1 zu berechnen
wird der Volumenstrom Q2 benötigt. Da zur Berechnung des Volumenstroms
Q2 wiederum der Leitungsdruck benötigt wird, bildet sich diese algebraische
Schleife. In Abbildung 4.3 wird die algebraische Schleife durch einen nach oben
zeigenden Pfeil mit durchgezogener Linie von der Variablen p zu Gleichung 4
verdeutlicht. In Abbildung 4.4 wird die Schleife durch den 1 Eintrag in (6, 4)
angezeigt, der sich oberhalb der Hauptdiagonalen befindet. Die algebraische
Schleife bildet damit einen Block in der Incidence Matrix.
Nach Tarjan wird eine algebraische Schleife auch als strong connected compo-
nent bezeichnet. Strong connected components können lineare und nichtlineare
algebraische Schleifen sein, die kontinuierlich oder diskret von der Zeit abhän-
gen oder zeitunabhängig sind.
Da der Algorithmus von Tarjan eine lineare Komplexität besitzt und diese
auch in praktischen Versuchen bestätigt werden konnte, wurden im Rahmen
dieser Arbeit keine weiteren Untersuchungen zum Sortieren des gerichteten
bipartiten Graphen in BLT-Form durchgeführt.
1 . . . . . . . . .
. 1 . . . . . . . .
. 1 1 . . . . . . .
. . . 1 . 1 . . . .
. . 1 1 1 . . . . .
. . . . 1 1 . . . .
1 1 . . 1 . 1 . . .
. . . . . . 1 1 . .
1 . . 1 . . . . 1 .
. . . . . . . . 1 1

Abbildung 4.4: In BLT-Form sortierte Incidence Matrix des gerichteten bipar-
titen Graphen des Hydrauliksystems
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4.2 Kausalisieren von differential algebraischen
Systemen
Nach [Cel91] führt das objektorientierte Modellieren physikalischer Systeme
in der Regel zu differential algebraischen Systemen (DAE) in impliziter Be-
schreibungsform. Diese können nicht ohne Weiteres mit einem Matching Al-
gorithmus in BLT-Form überführt werden, da sie algebraische Gleichungen
besitzen. Algebraische Gleichungen definieren Beziehungen zwischen den im
System enthaltenen potentiellen Zustandsvariablen und schränken somit die
Anzahl der zur Berechnung des Systems benötigten Zustandsvariablen ein.
Die Menge an potentiellen Zustandsvariablen bildet sich aus allen zeitkontinu-
ierlichen Variablen, deren Ableitung im System verwendet wird und den über
das Attribut stateSelection markierten zeitkontinuierlichen Variablen. Das






Die Werte always und prefer bedeuten, dass die Variable zu den Zustands-
kandidaten hinzuzufügen ist. Das Attribut stateSelection wurde in den
Sprachstandard aufgenommen, um die automatische Auswahl der Zustandsva-
riablen des kausalen Systems zu beeinflussen. Mit StateSelect.always mar-
kierte Variablen sind zwingend als Zustandsvariablen im kausalisierten Sys-
tem zu verwenden. Variablen mit StateSelect.prefer sind Variablen mit
StateSelect.default vorzuziehen. Variablen mit StateSelect.avoid soll-
ten möglichst nicht verwendet werden. Variablen mit StateSelect.never soll-
ten nicht als Zustandsvariablen verwendet werden. Ein genereller Ausschluss
dieser Variablen aus den Zustandsvariablen, wie es in der Modelica Spezi-
fikation [Mod12] definiert und in [Fri04] gefordert wird, ist aber, wie in 4.2.2
gezeigt wird, unter der Berücksichtigung eine numerisch berechenbare Auswahl
zu treffen, nicht immer möglich.
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Zur Kausalisierung eines DAE-Systems ist ebenfalls das bipartite Matching
Problem zu lösen. Die Variablenknoten werden dabei aus den algebraischen
Variablen und den Zeitableitungen der potentiellen Zustandsvariablen gebil-
det. Die durch die algebraischen Gleichungen des Systems definierten Bezie-
hungen zwischen den potentiellen Zustandsvariablen, auch als Zwangsbedin-
gungen bezeichnet, können für das Matching nicht verwendet werden, da die
Zeitableitungen der potentiellen Zustandsvariablen in der Regel nicht enthal-
ten sind.
Nach [CG95] bezeichnet der Differentiationsindex vd einer DAE die minimale
Anzahl an Differentationen nach der Zeit, die auf das gesamte System oder
Teile davon angewendet werden müssen, um die Ableitungen der Zustandsva-
riablen des Systems als kontinuierliche Funktion der Zustandsvariablen und
der Zeit zu bestimmen. Können die Ableitungen der Zustandsvariablen des
Systems als kontinuierliche Funktion der Zustandsvariablen und der Zeit be-
stimmt werden, hat die Jacobimatrix der Funktion nach den Ableitungen der
Zustandsvariablen vollen Rang und besitzt nach [Dav06] ein perfektes Mat-
ching. Um das bipartite Matching Problem zu lösen, muss der Differentiati-
onsindex des Systems durch Differenzieren des gesamten Systems oder Teilen
davon reduziert werden. Diese Indexreduzierung kann mit dem Algorithmus
von Pantelides [Pan88], der ursprünglich entwickelt wurde, um die zur Initia-
lisierung eines DAE-Systems benötigten Gleichungen zu finden, durchgeführt
werden. ODE-Systeme besitzen einen Differentiationsindex von vd = 0.
Moderne Integrationsalgorithmen können DAE-Systeme auch ohne symboli-
sche Indexreduktion numerisch berechnen. Dabei ist aber zu beachten, dass
mit steigendem Differentiationsindex der zur Berechnung notwendige numeri-
sche Aufwand steigt. Für die Berechnung gemischter zeitkontinuierlicher und
diskreter Systeme steigt der numerische Aufwand abermals durch die nach
jedem Event notwendige Neuinitialisierung des Integrationsalgorithmus. Des
Weiteren können nach [Dyn12] Systeme mit nichtlinearen algebraischen Schlei-
fen und einem vd > 1 nicht ohne Indexreduktion gelöst werden. Aus diesen




Nach [Pan88] lässt sich das DAE-System in der Form 4.1
F (x, x˙, y, t) = 0 (4.1)
mit x, x˙ ∈ Rn, y ∈ Rm, f : G ⊆ Rn × Rn × Rm × R → Rn+m darstellen.
Dabei bezeichnet x die potentiellen Zustände des Systems, x˙ deren Ableitung
nach t und y algebraische Variablen. Zur Überführung des DAE-Systems in
ein ODE-System sind einige algebraische Gleichungen durch ihre Ableitungen
erster oder höherer Ordnung nach der Zeit zu ersetzen. Die Menge an zu erset-
zenden algebraischen Gleichungen wird als minimal strukturell singulär (MSS)
bezeichnet und kann in mindestens ein MSS Set unterteilt werden. Zum Fin-
den der MSS Sets kann ein Matching Algorihmus verwendet werden. Dabei
sind nur die Zustandsableitungen x˙ und die algebraischen Variablen y zu be-
achten. Sie können zu z = (x˙, y) zusammengefasst werden und überführen die
Gleichung 4.1 in die Form 4.2.
F (x, z, t) = 0 (4.2)
Eine zu differenzierende und damit zu ersetzende Menge an Gleichungen ist
dann gefunden, wenn der verwendete Matching Algorithmus kein perfektes
Matching erzeugen kann. Der Matching Algorithmus wird, wie in Abbildung
4.5 dargestellt, so lange wiederholt aufgerufen, wie zu differenzierende Glei-
chungen vorhanden sind und kein perfektes Matching gefunden wurde. Ein zu
differenzierendes Set wird dabei aus mindestens einer freien Gleichung gebildet.
Das Set beinhaltet zugewiesene Gleichungen, wenn die freien Gleichungen zu-
gewiesene algebraische Variablen enthalten. Das vollständige Set wird aus den
freien Gleichungen und allen direkt oder indirekt darin enthaltenen zeitkon-
tinuierlichen algebraischen Variablen gebildet. Zeitdiskrete Variablen werden
nicht beachtet, da sich ihr Wert nur zu diskreten Zeitpunkten ändern kann.
Die Ableitungen zeitdiskreter Variablen sind, außer an diskreten Zeitpunkten,
damit immer 0.
Im nachfolgenden Matching-Durchgang werden die algebraischen Variablen z˜
des Sets durch ihre Ableitungen ˙˜z ersetzt. Die zu differenzierenden Gleichungen
bilden genau ein strukturell singuläres Set f˜(x˜, z˜, t) = 0, wenn einfache Mat-
ching Algorithmen wie BFSB, DFSB oder MC21A verwendet werden. Einfache
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Abbildung 4.5: Ablaufdiagramm: Pantelides Algorithmus
Matching Algorithmen unternehmen nur einen Versuch, um für jede Gleichung
oder Variable einen Partner zu finden. Ein Set besteht aus allen Gleichungen,
die beim Versuch einen Partner für die letzte Gleichung zu finden, besucht
wurden. Es kann dadurch sehr effizient während der Ausführung des Algorith-
mus zusammengetragen werden. Die zu differenzierenden Gleichungen können
aus mehreren Sets bestehen, wenn fortgeschrittenere Matching Algorithmen,
wie zum Beispiel PF, PF+, HK, HKDW, ABMP oder PR, verwendet wer-
den. Bei den fortgeschrittenen Matching Algorithmen ist es in der Regel nicht
möglich, die zu den Sets gehörenden Gleichungen während der Ausführung des
Algorithmus zusammenzutragen. Die zu differenzierenden Gleichungen können
zusammengetragen und in einzelne Sets aufgeteilt werden, indem alle freien
Gleichungen durchlaufen werden. Für jede freie noch nicht besuchte Gleichung
werden alle zur Berechnung dieser Gleichung benötigten Gleichungen mit ei-
nem eindeutigen Index markiert. Wird bei dieser Suche eine mit einem anderen
Index markierte Gleichung gefunden, sind alle Gleichungen, die mit diesen In-
dizes markiert wurden, zusammengehörig.
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Das zu differenzierende Set ist minimal strukturell singulär, wenn die Anzahl l
der in den Gleichungen des Sets enthaltenen Zustandsvariablen x˜ ∈ Rl größer
als die Anzahl an freien Gleichungen des Sets ist. Dabei wird vorausgesetzt,
dass die Ableitungen z˙i in der zugewiesenen Gleichung von zi enthalten sind.
Ein Set f˜(x˜, z˜, t) = 0, das diese Bedingung nicht erfüllt, wird als strukturell
singulär bezeichnet und kann nicht durch Differenzieren zu einem perfekten
Matching führen. Die Anzahl der im Set enthaltenen Zustandsableitungen wird
durch Differenzieren der Gleichungen nicht vergrößert.
Diese Bedingung ist nicht ausreichend, um ein symbolisch strukturell singulä-
res System zu erkennen. Um das Terminieren des Algorithmus von Pantelides
sicherzustellen, muss das zu kausalisierende System nach [Pan88] mit folgen-
dem Vorgehen überprüft werden: Für jede Zustandsvariable x[i] mit i = 1 : n
ist dem System eine Gleichung ai(x[i], x˙[i]) hinzuzufügen. Dadurch wird ei-
ne Kante zwischen x[i] und x˙[i] erzeugt. Wird für das erweiterte System kein
perfektes Matching gefunden, handelt es sich um ein symbolisch strukturell
singuläres System, das nicht kausalisiert werden kann.
Nach [MS93] kann das System auch auf strukturelle Singularität überprüft
werden, indem zwischen den Zustandsvariablen x und den Ableitungen der
Zustandsvariablen x˙ nicht unterschieden wird. Diese Methode hat den ent-
scheidenden Vorteil, dass kein zusätzlicher Speicher benötigt wird. Wie leicht
nachzuvollziehen ist, lässt sich das erweiterte System immer in das unterschei-
dungsfreie System überführen. Dazu sind die Knoten jeder hinzugefügten Glei-
chung mit den Knoten der Zustandsvariablen der Gleichung und der Ableitung
der Zustandsvariablen zusammenzufassen. Dies ist möglich, da der hinzugefüg-
ten Gleichung nur x[i] oder x˙[i] zugewiesen werden kann.
Bei der Anwendung des Algorithmus von Pantelides ist zu beachten, dass zwar
strukturell singuläre Systeme identifiziert werden können, numerisch singuläre
Systeme jedoch nicht. Nicht jedes numerisch singuläre System ist auch struk-
turell singulär. Darüber hinaus ist es möglich, dass der Algorithmus unnötige
Differentationen durchführt. Die Ursache dafür liegt in der Annahme, dass die
differenzierte Gleichung f˙i(x, z, t) alle Ableitungen z˙ enthält und damit alle
Gleichungen, denen Elemente aus z zugewiesen sind, ebenfalls differenziert.
Diese Annahme trifft aber nicht auf alle Modelica Ausdrücke zu. Beispiels-
weise können bei der Definition einer Funktionsableitung einzelne Funktions-
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parameter ausgeschlossen werden. Der Algorithmus führt ebenfalls unnötige
Differentationen aus, wenn der Strukturindex den Differentiationsindex über-
steigt. Weitere Ausführungen dazu sind in [RMB00] nachzulesen.
Nicht differenzierbare MSS Sets
In manchen Fällen, wie zum Beispiel dem des Systems 4.1, kann es vorkom-
men, dass ein nicht strukturell singuläres System nicht differenzierbare Sets
besitzt. Ein nicht differenzierbares Set kann kausalisiert werden, wenn es Zu-
standskandidaten enthält, die mit StateSelect.prefer gekennzeichnet sind
und deren Zeitableitungen im System nicht verwendet werden. Das System 4.1
besitzt ein nicht differenzierbares MSS Set in x, y, z, da für die Funktion





5 z = undiffable(x,y) "eine nicht differenzierbare Funktion";
6 x+y = 1;
7 x-y = z;
8 end UndiffableSet;
Listing 4.1: System mit nicht differenzierbarem MSS Set
Die strukturelle Singularität kann beseitigt werden, indem die Zustandskandi-
daten des Sets, die mit StateSelect.prefer gekennzeichnet sind und deren
Zeitableitungen im System nicht verwendet werden, aus der Menge der po-
tentiellen Zustandskandidaten entfernt werden. Da die Zeitableitungen der in
algebraische Variablen umzuwandelnden Zustandskandidaten im System nicht
auftreten, wird das Matching der Singularitätsprüfung nicht verändert und
bleibt vollständig. Praktische Anwendung dazu bieten die folgenden Beispiele






Pantelides Algorithmus am Beispiel des mathematischen Pendels
Die oben beschriebene Methode zur Indexreduktion soll am Beispiel des mathe-
matischen Pendels demonstriert werden. Das Pendel wurde, wie im Quellcode
4.2 zu sehen ist, in kartesischen Koordinaten modelliert.
1 model Pendulum
2 parameter Real m=0.5 "Masse";
3 parameter Real g=9.81 "Ortsfaktor";




8 der(y) = yd;
9 der(x) = xd;
10 m*der(xd) = -x*Fo/L;
11 m*der(yd) = -m*g-Fo*y/L;
12 x^2+y^2 = L^2;
13 end Pendulum;
Listing 4.2: Modelica Code des Pendels
In diesem Beispiel besteht x ∈ R4 aus (x, y, xd, yd), x˙ aus (der(x), der(y),
der(xd), der(yd)) und y ∈ R1 aus (Fo). Im ersten Matching-Durchgang kön-
nen allen Gleichungen, außer der Gleichung in Zeile 12, Variablen zugewiesen
werden. Das Set ist minimal strukturell singulär, da l = 2 > 1 ist, und kann
durch die Gleichung
12 2.0*x*xd+2.0*y*yd = 0.0;
ersetzt werden. Im zweiten Matching-Durchgang kann die Gleichung in Zeile 12
ebenfalls nicht zugewiesen werden und wird erneut differenziert2, da l = 4 > 1
gilt. Das nun aus folgenden Gleichung
2Aus Gründen der Vereinfachung wurde beim Differenzieren der Gleichung die Beziehun-
gen der(y):= yd aus Zeile 8 und der(x):= xd aus Zeile 9 verwendet.
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8 der(y) = yd;
9 der(x) = xd;
10 m*der(xd) = -x*Fo/L;
11 m*der(yd) = -m*g-Fo*y/L;
12 2.0*(xd^2+x*der(xd))+2.0*(yd^2+y*der(yd)) = 0.0;
bestehende System kann im dritten Matching-Durchgang vollständig kausa-
lisiert werden. Nach [CG95] besitzt das System einen Differentiationsindex
vd = 2, da die Gleichung aus Zeile 12 zweimal differenziert wurde.
4.2.2 Auswahl der Zustände des Systems
Im indexreduzierten System des Pendels 4.2 wurde die geometrische Zwangs-
bedingung x2 + y2 = L2 durch zweimaliges Differenzieren aus dem System
entfernt. Das entstandene ODE-System, welches auch als darunterliegende
ODE (UODE) bezeichnet wird, besitzt damit einen größeren Lösungsraum als
das ursprünglich betrachtete DAE-System. Bei einer Simulation des UODE-
Systems kann sich die Länge L =
√
x2 + y2 des Pendels durch numerische
Ungenauigkeiten über die Zeit ändern. Um diesem unerwünschten Effekt ent-
gegen zu wirken, wurden verschiedene Stabilisierungsmethoden entwickelt, die
die Zwangsbedingung des Systems benutzen, um den numerischen Drift zu ver-
hindern und den Lösungsraum des ursprünglichen Problems nicht zu verlas-
sen. Im Bereich der Mehrkörpersimulation sind die Baumgarte-Stabilisierung
[Bau72], die Projektion [Ali92] und generalized coordinate partitioning [Weh80]
als bekannte Vertreter zu nennen.
Mit dem von Mattsson und Söderlind entwickelten Algorithmus zur Zustands-
auswahl [MS93][MOEL00][MS92] ist eine numerische Berechnung des Systems
im ursprünglichen Lösungsraum ohne Stabilisierungsmaßnahmen möglich. Der
Algorithmus von Mattsson und Söderlind nutzt ebenfalls die in der Indexredu-
zierung ersetzten Gleichungen des Systems 4.1, um den numerischen Drift zu
verhindern und den Lösungsraum des ursprünglichen Problems nicht zu ver-
lassen. Bevor der Algorithmus von Mattsson und Söderlind näher betrachtet
werden kann, werden zunächst das indexreduzierte System und die ersetzten
Gleichungen genauer beschrieben.
Das indexreduzierte System 4.3 besteht aus Gleichungen und Variablen, die
bis zu q mal differenziert wurden. Zu den differenzierten Variablen gehören
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Elemente aus den Zustandskandidaten x und den algebraischen Variablen y
des Systems.
f(x, x˙, ¨˜x, .., x˜q, y, ˙˜y, .., y˜q, t) = 0 (4.3)
Dabei gilt das x ∈ Ra1 , x˙ ∈ Ra2 , ¨˜x ∈ Ra3 , ... , x˜q ∈ Raq mit a1 = a2 ≥
a3 ≥ ... ≥ aq sowie y ∈ Rb1 , ˙˜y ∈ Rb2 , ..., y˜q ∈ Rbq mit b1 ≥ b2 ≥ ... ≥ bq
ist. Die während der Indexreduktion ersetzten Gleichungen lassen sich in q− 1
Gruppen, nach der Häufigkeit ihrer Differentiationen, aufteilen in:
g(x, x˙, y, t) = 0
g˙(x, x˙, ¨˜x, y, ˙˜y, t) = 0
g¨(x, x˙, ¨˜x,
...
x˜ , y, ˙˜y, ¨˜yt) = 0
...
gq−1(x, x˙, .., x˜q−1, y, ˙˜y, .., y˜q−1, t) = 0
G = (g, g˙, ..., gq−1) ∈ Rs
(4.4)
Um die mathematische Darstellung des aus 4.3 und 4.4 bestehenden Systems
vorteilhafter durchführen zu können, wird von Mattsson und Söderlind die
Operator Schreibweise verwendet. Das Ausgangssystem 4.1 wird dazu mit χ =
(x, y) in die Form 4.5 überführt.
Fχ = 0 (4.5)
Mit dem Differentiationsoperator D = d
dt
und dem Multi-Index υ mit υ =
(υ1, υ2, .., υn+m) ∈ Nn+m lässt sich die DiagonalmatrixDυ = diag(Dυ1 , ..., Dυn+m)
definieren. Die höchsten in F vorkommenden Ableitungen von χ werden mit
dem Multi-Index µ(F) ∈ Nn+m alsDµ(F) bezeichnet. Das differenzierte UODE-
System ist damit in der Form Gχ = DµFχ = 0 darstellbar. Nach [MS93] ist
das differenzierte System Gχ = 0 mit Bezug auf die höchsten Ableitungen
Dµ(G)χ dann strukturell nicht singulär, wenn das originale System Fχ = 0
strukturell nicht singulär ist.
Ziel des Algorithmus von Mattsson und Söderlind ist es, aus 4.3 und 4.3 ein
wohlbestimmtes System zu erhalten. Dazu werden die potentiellen Zustands-
variablen x ∈ Rn in Zustandsvariablen x̂ ∈ Rn−k und abgewählte Zustandsva-
riablen, sogenannte Dummy States, x̂dummy ∈ Rk aufgeteilt, wobei k = s − r
gilt. Die Ableitungen der abgewählten Zustandsvariablen ˙̂xdummy werden zu
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algebraischen Variablen x̂′dummy ∈ Rk umgewandelt und bilden die Menge der
Dummy Derivatives. Zur Vermeidung lokaler numerisch singulärer Stellen der
Lösungstrajektorie des resultierenden Systems muss die Auswahl der Dummy
States gegebenenfalls dynamisch zur Berechnungszeit erfolgen.
Um die Aufteilung der Zustandskandidaten vorzunehmen, ist zunächst die
BLT-Form des UODE-Systems 4.3 zu erstellen. Die einzelnen Blöcke werden
anschließend durchlaufen und jeder Block, der Gleichungen aus G enthält, kann
zur Auswahl von Dummy States verwendet werden. Nach [MS93] ist die durch-
geführte Permutation der BLT-Transformation für das DAE-System als auch
für das indexreduzierte System in Bezug auf die höchsten Ableitungen Dµ(G)χ
gültig. Die Zwangsbedingungen zwischen den Zustandskandidaten bilden also
algebraische Schleifen, die auch im differenzierten System noch enthalten sind
und somit von Tarjans Algorithmus gefunden werden.
Zur Auswahl der Dummy Derivatives sind die Gleichungen jedes Blocks Gi(zi)
und die dem jeweiligen Block zugewiesenen Variablen zu analysieren. Hat die
Jacobimatrix ∂Gi
∂zi
eines Blocks in Bezug auf die dem Block zugewiesenen Va-
riablen zi keinen vollen Rang, handelt es sich um ein singuläres algebraisches
System, das nicht zur Auswahl von Dummy Derivatives verwendet werden
kann. Verfahrensvorschläge aus [MS93] zu singulären algebraischen Systemen
werden in 4.2.3 diskutiert.
Hat die Jacobimatrix des Blocks gi vollen Rang und besitzt m differenzier-
te Gleichungen gˆi sind m Dummy Derivatives aus zi zu wählen, wobei nur
mindestens einmal differenzierte Elemente zˆi als Dummy Derivatives gewählt
werden können. Zur Auswahl der m Dummy Derivatives ist eine nicht singu-
läre quadratische Matrix M ∈ Rm×m aus ∂gˆi
zˆi
zu finden. Existiert eine nicht
singuläre quadratische Matrix, so können zu jedem Simulationsschritt die ge-
wählten Dummy Derivatives berechnet werden. Existiert keine nicht singuläre
quadratische Matrix, muss die Auswahl während der Simulationsrechnung er-
folgen. Existieren mehrere nicht singuläre quadratische Matrizen, kann durch
eine geschickte Auswahl der Dummy Derivatives die Anzahl und die Größe der
algebraischen Schleifen im resultierenden System positiv beeinflusst und damit
der numerische Aufwand zur Berechnung des Systems reduziert werden.
Besitzt der Block Gi Gleichungen, die mehr als einmal differenziert wurden,
ist das eben beschriebene Vorgehen mit g¯i = D−1gˆi und den Vorgängern
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z¯i = D
−1zˆi der gewählten Dummy Derivatives zu wiederholen, bis keine dif-
ferenzierten Gleichungen in g¯i mehr vorhanden sind. Eine geschickte Auswahl
von Dummy Derivatives ist die States aus z¯i so zu wählen, dass keine oder
möglichst kleine algebraische Schleifen in g¯ enthalten sind. Sollte die Anzahl
der möglichen Dummy Derivatives dim(zˆi) gleich der Anzahl an differenzierten
Gleichungen dim(gˆi) sein, handelt es sich um ein algebraisches Gleichungssys-
tem. In diesem Fall sind alle Zustandskandidaten des Blocks Dummy States.
Modelica Modelle, die eine manuelle Zustandswahl durch das StateSelect At-
tribut mit StateSelect.always verwenden, bedürfen in einigen Fällen einer
besonderen Behandlung, um die erwartete Zustandswahl mit dem ursprüngli-
chen Algorithmus von Mattsson und Söderlind zu erhalten. Ein Beispiel da-
für wäre die Wahl eines Zustands a(stateSelect=StateSelect.always), der
über eine Zwangsbedingung mit einem anderen Zustandskandidaten b verbun-
den ist. Wenn b mit anderen Zustandskandidaten eine algebraische Schleife,
in der a nicht enthalten ist, bildet, würde der Block von b behandelt, ohne a
zu beachten. In diesem Fall sind die beiden Blöcke durch eine entsprechende
Vorbehandlung zusammenzulegen.
Dynamische Zustandswahl
Enthält die Jacobimatrix ∂gˆi
zˆi
eines Blocks gi keine symbolisch nicht singulä-
re quadratische Matrix, muss die Auswahl der Dummy States während der
Simulationsrechnung erfolgen. Dazu ist eine numerisch nicht singuläre quadra-
tische Matrix zu finden. Dies kann mit einer Pivotisierung der Jacobimatrix
durchgeführt werden. Wird die Jacobimatrix nach den betragsmäßig größten
Einträgen pivotisiert, sind die ersten m Spalten die gewählten Dummy States.
Für die numerische Berechnung sind die Zustände des Systems in einem Vek-
tor zusammenzufassen. Im Falle einer dynamischen Zustandswahl sind dem
System m Zustände, hier als Real set.x[m] bezeichnet, hinzuzufügen. Alle
Zustandskandidaten werden zu Dummy States. Für die Zuweisung des vom In-
tegrator berechneten Zustandes set.x[i] zum gewählten Zustandskandidaten
kann ein Vektor, hier als Real set.A[m] bezeichnet, verwendet werden. Der
Vektor set.A enthält dabei die durch die Pivotisierung berechneten Spalten-
indizes.
Nach der Kausalisierung wird das Gesamtsystem symbolisch optimiert. Wird
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dabei die zur Auswahl der Dummy States verwendete Jacobimatrix nicht ak-
tualisiert, ist sie neu zu berechnen. Zur Berechnung der gewählten Dummy
States ist das aus dem Block gi entstehende algebraische System numerisch
zu berechnen. Die symbolische Jacobimatrix kann dabei für eine effiziente Be-
rechnung verwendet werden. Da die Anzahl der Zustandskandidaten von der
Größe des Gesamtsystems abhängig sein kann, empfiehlt es sich, dem System
keine m Gleichungen vom Typ set.x[i]= set.A[i]*set.statecandidates;
hinzuzufügen. Die Berechnung der Jacobimatrix würde eine quadratische Kom-
plexität annehmen, da sowohl die Anzahl der Gleichungen zum Setzen der Zu-
standskandidaten als auch die Anzahl der Zustandskandidaten in jeder dieser
Gleichungen von der Größe des Gesamtsystems abhängt.
Eine Möglichkeit dies zu umgehen ist, das Setzen der Zustandskandidaten
in einer eigenen Funktion durchzuführen. Die Gleichungen zum Setzen der
Zustandskandidaten können dann bei der symbolischen Aufbereitung des al-
gebraischen Systems ausgeschlossen werden. Unter Verwendung des Vektors
set.A ist es möglich, die zu berechnenden Variablen dynamisch einzustellen.
Die Pivotisierung der Jacobimatrix kann im einfachsten Fall nach jedem abge-
schlossenen Simulationsschritt erfolgen, da ein exaktes Umschalten meist nicht
notwendig ist. Besteht die Möglichkeit die Fehlerabschätzung des Integrations-
verfahrens einzusehen, kann die Zustandswahl auch seltener überprüft werden.
Beispielsweise dann, wenn die Schrittweitensteuerung des Integrationsverfah-
rens eingreift und die Schrittweite verringert.
Laufzeitabschätzung der Kausalisierung
Wie in Abschnitt 3.4 durch Versuche gezeigt wurde, gibt es für praxisnahe
Modelle Matching Algorithmen mit linear skalierender Laufzeit. Da, wie in
[Cel91] angeführt, das objektorientierte Modellieren physikalischer Systeme in
der Regel zu DAE-Systemen führt, darf der Einfluss der Indexreduktion und
der Zustandswahl auf die benötigte Kompilierzeit nicht unbeachtet bleiben. Bei
der Betrachtung der Komplexität der Indexreduktion und der Zustandswahl
sind zunächst folgende Aspekte zu beachten. Für praxisrelevante physikali-
sche Modelle kann davon ausgegangen werden, dass der Differentiationsindex
unabhängig von der Systemgröße N ist [ESF02]. Damit wird jede Gleichung
maximal q mal unabhängig von N differenziert. Nach [Pan88] hat die Index-
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reduktion keinen Einfluss auf die Komplexität des Matchingalgorithmus und
besitzt damit die Komplexität des verwendeten Matchingalgorithmus.
Die Zustandswahl überführt zunächst das UODE-System in BLT-Form. Die-
ser Schritt hat unter Verwendung des Algorithmus von Tarjan eine lineare
von N abhängige Komplexität von O(N) +O(τ). Für die Analyse eines jeden
Blocks gˆi ist die Jacobimatrix ∂gˆizˆi zu berechnen. Ist diese voll besetzt, beträgt
die Komplexität der Berechnung O(N2). Für die in dieser Arbeit verwende-
ten Beispielmodelle ist die Jacobimatrix stets dünn besetzt und kann damit in
O(N) berechnet werden. Für alle Blöcke, bei denen die Anzahl der Zustands-
kandidaten größer ist als die Anzahl der differenzierten Gleichungen, ist eine
nicht singuläre Matrix M zu finden. Dazu kann beispielsweise eine Determi-
nantenberechnung durchgeführt werden, was in der Regel eine Komplexität
von O(N3) hat. Besitzt ein Block eine von N abhängige Dimension, wird die
Komplexität der Zustandswahl von der Komplexität des Algorithmus zum Fin-
den einer nicht singulären Matrix bestimmt. Das Finden einer nicht singulären
Matrix M kann aber auch mittels eines Matching Algorithmus durchgeführt
werden. Dabei ist die Lösbarkeit der Variablen in den Gleichungen zu beach-
ten. Paarungen dürfen nur dann gebildet werden, wenn eine Variable immer
durch eine Gleichung berechnet werden kann.
Kausalisierung am Beispiel des mathematischen Pendels
Im diesem Abschnitt soll die oben beschriebene Methode zur Indexreduktion
am Beispiel des mathematischen Pendels 4.2 demonstriert werden. Weitere
Beispiele können in [MS93], [MOEL00] und [MS92] nachgeschlagen werden.
Die geometrische Zwangsbedingung x2 +y2 +L2 = 0 wurde zur Demonstration
des häufig in der Praxis auftretenden Falles einer ’verteilten’ Zwangsbedingung
in die Gleichungen in Zeile 12 - 14 in 4.3 umformuliert. Dadurch vergrößert
sich die Anzahl der zu differenzierenden und damit zur Zustandsauswahl zu
betrachtenden Gleichungen. Das betrachtete Beispielsystem behält aber einen
überschaubaren Umfang.
1 model Pendulum
2 parameter Real m=0.5;
3 parameter Real g=9.81;
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8 der(x) = xd;
9 der(y) = yd;
10 m*der(xd) = -x*Fo/L;
11 m*der(yd) = -m*g-Fo*y/L;
12 qx = x^2;
13 qy = y^2;
14 qx+qy=L^2;
15 end Pendulum;
Listing 4.3: Modelica Code des Pendels
Im ersten Schritt der Kausalisierung werden die Gleichungen der verteilten
Zwangsbedingung analog zu 4.2.1 durch die erste
12 der(qx) = 2.0 * xd * x;
13 der(qy) = 2.0 * yd * y;
14 der(qx) + der(qy) = 0.0;
Listing 4.4: Modelica Code des Pendels nach erster Differenzierung
und darauf durch die zweite Ableitung nach der Zeit ersetzt.
12 der(qx ,2) = 2.0 * (xd^2 + der(xd) * x);
13 der(qy ,2) = 2.0 * (yd^2 + der(yd) * y);
14 der(qx ,2) + der(qy ,2) = 0.0;
Listing 4.5: Modelica Code des Pendels nach zweiter Differenzierung
Das resultierende UODE-System wird im zweiten Schritt unter Anwendung
von Tarjans Algorithmus in BLT-Form gebracht. Im System ist ein Block G1
enthalten, der die differenzierten Gleichungen in Zeile 12 − 14 in Listing 4.5
enthält. Aus der Menge der höchsten Ableitungen dieses Blocks wurden zˆ1 =







der(qx, 2) = 2.0(xd2 + der(xd)x)
der(qy, 2) = 2.0(yd2 + der(yd)y)






1 0 2x 0
0 1 0 2y
1 1 0 0
 (4.7)
Anhand der vier möglichen Determinanten −2x, −2y und 4xy ist zu erken-
nen, dass keine nicht singuläre Matrix existiert, da sowohl x als auch y Null
werden können. Es müssen also drei aus vier Dummy Derivatives während der
Simulation berechnet werden. Wie leicht zu sehen ist, kann aus der Gleichung
in Zeile 12 des Listing 4.4 immer der(qx) und aus der Gleichung in Zeile 13
des Listing 4.4 immer der(qy) berechnet werden. Die Variablen der(yd) und
der(xd) können aus keiner Gleichung ohne auftretende Singularität berechnet
werden und die Gleichung in Zeile 14 des Listing 4.4 kann keiner freien Varia-
blen zugewiesen werden. Das System konnte somit zu v = 2 freien Variablen
und e = 1 freien Gleichung vereinfacht werden. Der Block g¯1 = D−1gˆ1 ent-
hält die differenzierten Gleichungen der Zeilen 12− 14 des Listing 4.4 und die
Menge der möglichen Dummy States, bestehend aus z¯1 = D−1zˆ1 = (der(qx),




ist, kann für die
Auswahl der Dummy Derivatives aus z¯2 analog vorgegangen werden. 3
4.2.3 Singuläre Systeme
Besitzt eine algebraische Schleife des UODE-Systems eine symbolisch singuläre
Jacobimatrix, wie zum Beispiel das in Listing 4.6 dargestellte Modell, die aber








4 der(x)+time*der(y) = sin(time);
5 x+time*y = cos(time);
6 end SingularSystem;
Listing 4.6: lösbares singuläres System
Um das System 4.6 zu kausalisieren, differenziert Pantelides Algorithmus die
zweite Gleichung zu
5 der(x)+time*der(y)+y = -sin(time);
Listing 4.7: Modelica Code von SingularSystem nach Indexreduktion
Das resultierende UODE-System besitzt die symbolisch singuläre Jacobimatrix










Der in [MS93] vorgeschlagene Ansatz beruht darauf, die am häufigsten differen-
zierten Gleichungen und ihre Vorgänger zu verwenden, um das Ausgangssystem
in eine nicht singuläre Form zu transformieren. Dazu werden die differenzierten
Gleichungen nach einer darin verwendeten Variablen umgestellt. Im Beispiel
könnte die Gleichung aus Zeile 5 des Listings 4.7 nach der(x) umgestellt wer-
den zu:
5 der(x) = -time*der(y)-y -sin(time);
Durch Einsetzen von der(x) in die Gleichung aus Zeile 4 des Listings 4.6 ergibt




4 y = -2*sin(time);
5 x+time*y = sin(time);
6 end SingularSystem;
Listing 4.8: lösbares System
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Eine weitere Möglichkeit symbolisch singuläre Systeme zu behandeln besteht
darin, symbolisch singuläre lineare algebraische Systeme mittels symbolischer
Gaus-Elimination zu lösen. Das Verfahren soll am Beispiel des in Abbildung 4.6
dargestellten elektrischen Systems demonstriert werden. Der Modelica Quell-
text ist im Anhang A.5 hinterlegt.
Abbildung 4.6: Elektrisches System mit singulärem Subsystem, aus [Dyn12]
Das Modell des elektrischen Systems besitzt das symbolisch singuläre Subsys-
tem 4.9 und 4.10 für die Ströme der parallelen Widerstände R1.i und R2.i.
Das singuläre Subsystem entsteht in diesem Beispiel durch die Modellierung
und ist nicht physikalisch bedingt.
R1.i+R2.i− L1.i = 0; (4.9)
L2.i−R1.i−R2.i = 0; (4.10)
















Dieses System kann dann gelöst werden, wenn die dabei für R1.i und R2.i
entstandene singuläre Gleichung 4.12 erfüllt ist.
0 = L1.i− L2.i (4.12)
Durch Ersetzen der Gleichung 4.10 im Ausgangssystem mit der Gleichung 4.12
entsteht ein numerisch berechenbares System. Wie leicht nachzuvollziehen ist,
kann diese Methode auch auf das System 4.6 angewendet werden. Aus der
Gleichung aus Zeile 5 des Listings 4.7 und der Gleichung aus Zeile 4 des Listings
4.6 entsteht das mit symbolischer Gaus-Elimination gelöste System 4.13. In
















Die objektorientierte akausale Modellierung hat gegenüber der signalflussba-
sierenden Modellierung den Vorteil, dass die Gleichungen des Modells in ihrer
ursprünglichen Form verwendet werden können. Modelle können komforta-
bel durch Bilanzen und Erhaltungssätze beschrieben werden. Zur effizienten
Durchführung einer Simulationsrechnung sind die Modelle aber nicht nur, wie
in Kapitel 4 beschrieben, in die kausale Form zu überführen, sondern soll-
ten auch symbolisch optimiert werden. Der erste Abschnitt dieses Kapitels
befasst sich mit einigen allgemeinen symbolischen Optimierungsalgorithmen.
Ein Algorithmus, der Fachbereichswissen benötigt, wird im zweiten Abschnitt
beschrieben.
5.1 Definition und Anwendung symbolischer Op-
timierungen
Im Kontext dieser Arbeit bezeichnet die symbolische Optimierung das Modifi-
zieren oder die Analyse der Struktur
• eines Gleichungssystems,
• einer Untermenge des Gleichungssystems,





• effizienteren numerischen Berechnung (Rechenzeit, Speicherplatz),
• robusteren numerischen Berechnung oder
• effizienteren Kompilierung (Kompilierzeit, Speicherplatz).
Die symbolische Optimierung schließt nicht nur die Lücke zum Modellieren von
Hand, bei der ein erfahrener Programmierer mit einer minimalen Anzahl an
Rechenoperationen eine Simulationsrechnung implementiert, sondern sie geht
darüber hinaus. Eine computergestützte symbolische Optimierung ermöglicht
die Umsetzung von Algorithmen, die aufgrund der Größe des Modells oder
ihrer Komplexität manuell nicht handhabbar wären. Automatisierte symboli-
sche Optimierungsalgorithmen können ohne Programmierkenntnisse eingesetzt
werden und erhöhen die Wiederverwendbarkeit der Modelle, da diese in leicht
verständlicher Form beschrieben und in optimierter Form verwendet werden
können. Im Umfeld von Modelica wurden vielfältige Optimierungsmethoden
entwickelt. Darunter sind Algorithmen, die symbolische Optimierungen ohne
die Verwendung von speziellem Fachbereichswissen durchführen als auch Al-
gorithmen, die dieses Fachwissen benötigen. Einige dieser Algorithmen können
durch spezielle Sprachelemente von Modellierern und Bibliotheksentwicklern
verwendet werden. Sie sind aber stets Bestandteil des Modelica Compilers.
Der Einsatz symbolischer Algorithmen zur Optimierung sollte trotz der viel-
fältigen Möglichkeiten zur Optimierung mit Bedacht durchgeführt werden, da
der Aufwand zur Durchführung der Optimierung größer als O(N) im Verhält-
nis zur Problemgröße N ansteigen kann. So wird ein Modellierer während der
Entwicklungsphase eines Simulationsmodells mit einem Mindestmaß an Opti-
mierungen der numerischen Berechnungszeit auskommen, da in dieser Phase
zwar häufig Simulationsrechnungen durchgeführt werden, diese aber nur sehr
selten wiederholt werden. Eine Optimierung der Übersetzungszeit des Modells
ist in dieser Phase jedoch sehr wünschenswert, da viele in der Regel aber nur
leicht veränderte Modelle übersetzt werden müssen. Wird ein Simulationsmo-
dell aber beispielsweise zur Parameteroptimierung eingesetzt, werden sehr viele
Simulationsrechnungen durchgeführt. Eine minimale Optimierung der numeri-
schen Berechnungszeit kann dabei schon wesentliche Zeiteinsparungen erzielen.
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5.2 Allgemeine symbolische Optimierung
Allgemeine symbolische Optimierungen können, ohne spezielles Fachwissen
auszunutzen, durchgeführt werden oder sind so weit verallgemeinerbar, dass
die gewünschten Effekte bei Gleichungssystemen aus verschiedensten Fach-
bereichen erzielt werden können. Der Modelica Sprachstandard selbst bietet
Sprachelemente an, die zur allgemeinen symbolischen Optimierung eingesetzt
werden können. So kann beispielsweise ein Parameter mit dem final Präfix
oder der annotation(Evaluate=true) versehen werden, um anzuzeigen, dass
dieser Parameter als Konstante zu betrachten ist und mit seinem Wert ersetzt
werden kann, um Rechenoperationen einzusparen. Ein weiteres Beispiel wäre
das Inlining von Funktionsaufrufen, bei dem durch das Einsetzen des Funkti-
onskörpers, Rechenoperationen eingespart werden können [Mod12].
5.2.1 Finden und Entfernen trivialer Gleichungen
Bedingt durch die objektorientierte Modellierung enthält das System von Glei-
chungen eine Vielzahl an trivialen Gleichungen. Eine triviale Gleichung kann ei-
ne Alias-Gleichung oder eine zeitunabhängige Gleichung sein. Alias-Gleichungen
sind Gleichungen, die auf die Form a=b, a=-b oder a= not b zurückgeführt wer-
den können und entstehen beispielsweise durch die Verwendung von Konnekto-
ren in der Modelica Funktion connect. Einige Varianten von Alias-Gleichungen
sind im Listing 5.1 dargestellt.
1 a = b;
2 a = -b;
3 -a = b;
4 -a = -b;
5 0 = a + b;
6 0 = a - b;
7 0 = -a + b;
8 0 = -a - b;
9 a = not b;
10 not a = b;
11 not a = not b;
12 a = {b[1],b[2],b[3]};
13 a = {b[1,1],b[2,1],b[3,1]};
64
14 a = [[b[1,1],b[1,2]];[b[2,1],b[2,2]]];
15 {a[1],a[2],a[3]} = {b[1],b[2],b[3]};
Listing 5.1: Formen von Alias-Gleichungen
Variablen, die im Modelica Modell nicht mit parameter oder constant verse-
hen sind, werden zunächst als zeitabhängig betrachtet. Enthält eine Gleichung,
außer einer als zeitabhängig betrachteten Variablen, nur Variablen, die ihren
Wert während der Simulation nicht ändern, kann diese dazu verwendet werden
die als zeitabhängig betrachtete Variable zu berechnen. Die Variable kann da-
bei skalar oder mehrdimensional sein. Die Gleichung wird als zeitunabhängige
Gleichung bezeichnet. Einige Beispiele zeitunabhängiger Gleichungen sind in
Listing 5.2 aufgeführt, wobei R ein Parameter ist und pi eine Konstante.
1 a = f();
2 0 = f(a);
3 {a[1],a[2],a[3]} = {1,2,3};
4 {a[1]+1,a[3],a[2]-4} = {0,0,0};
5 u = 2*pi*R;
6 x = sin(x);
Listing 5.2: Formen von zeitunabhängigen Gleichungen
Das Finden und Entfernen trivialer Gleichungen ist mit Sicherheit eine der
grundlegendsten Optimierungsalgorithmen und wird bei der Entwicklung von
Werkzeugen für die symbolische Manipulation von Gleichungssystemen als ers-
ter Optimierungsalgorithmus implementiert. Dieser auf den ersten Blick schein-
bar einfach umzusetzende Optimierungsalgorithmus sollte aber gerade bei der
Anwendung auf große Gleichungssysteme mit Sorgfalt umgesetzt werden. Der
von Carpanzano und Maffezzoni in [CM98] vorgestellte Algorithmus zum Ent-
fernen trivialer Gleichungen durchläuft die Gleichungen des Systems so lange,
bis keine weitere triviale Gleichung gefunden wird. Die Gleichungen werden
also N mal durchlaufen, wobei N direkt vom System und der Reihenfolge der
Gleichungen abhängig ist. Der Algorithmus ist damit zwar in der Lage alle tri-
vialen Gleichungen zu finden, besitzt aber im ungünstigsten Fall eine Laufzeit
von O(N2). Eine wesentlich effizientere Strategie zum Entfernen aller trivia-
len Gleichungen ist die Gleichungen in kausalisierter Form zu durchlaufen. Ein
Zurückspringen ist beim Analysieren der Gleichungen in Berechnungsreihen-
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folge nur innerhalb algebraischer Schleifen notwendig, da eine Alias-Variable
oder zeitunabhängige Variable in den zuvor betrachteten Gleichungen nicht
verwendet wurde und somit nur in den noch zu betrachtenden Gleichungen
ersetzt werden muss. Unter der Annahme, dass alle algebraischen Schleifen
des Systems nicht von der Größe des Systems abhängen, kann ein lineares
Skalieren erreicht werden. Um die Kausalisierung des Systems effizienter und
robuster durchführen zu können, ist aber auch eine Vereinfachung des akau-
salen Systems notwendig. Durch das Herauslösen von Alias-Gleichungen und
zeitunabhängigen Gleichungen müssen bei einer Indexreduktion die Zeitablei-
tungen dieser Gleichungen nicht berechnet werden. Dies kann besonders bei
Gleichungen mit Funktionsaufrufen vorteilhaft sein. Das Herauslösen von tri-
vialen Gleichungen im akausalen System ist aber nur dann effektiv, wenn die
dafür benötigte Zeit maximal linear mit der Größe des Systems skaliert. Ei-
ne wesentliche Voraussetzung dafür ist, dass jede Gleichung nur eine zuvor
festgelegte konstante Anzahl durchlaufen wird. Aufgrund dieser Tatsache ist
es theoretisch nicht möglich, alle trivialen Gleichung aus dem System her-
auszulösen, da diese beliebig oft verschachtelt auftreten können und erst durch
das Anwenden zuvor gefundener Ersetzungsregeln entstehen. Ein gleichzeitiges
Durchlaufen der Gleichungen und Anwenden der gefundenen Ersetzungsregeln
ist ebenfalls nicht möglich, da die Anzahl der Ersetzungsregeln von der System-
größe abhängig sein kann. Das Aktualisieren der Ersetzungsregeln führt dann
zu einer Laufzeit von O(N2) des Algorithmus, wobei N die Größe des Sys-
tems bezeichnet. Ein linear skalierender Algorithmus entsteht dann, wenn das
Finden trivialer Gleichungen und Erstellen von Ersetzungsregeln in separate
Schritte aufgeteilt wird. Die im ersten Durchlauf gefundenen trivialen Glei-
chungen können wie in Abbildung 5.1 in graphischer Form abgelegt werden.
Die dabei entstehenden Graphen können wie in Abbildung 5.1.a ungerichtete
Bäume, gerichtete Wurzelbäume oder Graphen mit Schleifen sein.
Ein gerichteter Wurzelbaum entsteht dann, wenn ein zeitunabhängiger Kno-
ten enthalten ist oder eine Alias-Variable zur Zeit enthalten ist. Abbildung
5.1.b repräsentiert dabei einen Graphen mit einer zeitunabhängigen Gleichung
und Abbildung 5.1.c einen Graphen mit einer Alias-Variable zur Zeit oder
zu einem Parameter. Der in Abbildung 5.1.d dargestellte Graph repräsentiert
eine zyklische Abhängigkeit von Alias-Variablen. Im Modell enthaltene Feh-
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Abbildung 5.1: Graphische Darstellung für mögliche Zusammenhänge trivialer
Gleichungen und Alias-Variablen
ler, wie zyklische Abhängigkeiten oder indirekt auftretende Gleichungen ohne
zeitabhängige Variablen, können mit dieser Methode einfach gefunden wer-
den. Nachdem alle Gleichungen durchlaufen wurden, werden die gefundenen
Graphen in Ersetzungsregeln transformiert und diese auf die nicht trivialen
Gleichungen angewendet. In Tabelle 5.1 sind für die Beispiele rotatorisches
und dreidimensionales Mehrfachpendel der Anteil an trivialen Gleichungen
an der Gesamtanzahl an Gleichungen vor der Kausalisierung und nach der
Kausalisierung sowie die Anzahl der gefundenen trivialen Gleichungen vor der
Kausalisierung mit einem und zwei Durchläufen aufgeführt. Bei allen Modellen
skaliert die Anzahl an Gleichungen sowie die Anzahl an trivialen Gleichungen
linear mit der Anzahl an Körpern. Zu beachten ist dabei, dass im Vergleich zum
ersten Durchlauf die Anzahl an gefundenen trivialen Gleichungen im zweiten
Durchlauf verschwindend gering ist und die Anzahl an trivialen Gleichungen
bei allen Modellen über 50% der gesamten Gleichungen ausmacht. Weitere Un-
tersuchungen an 152 Beispielen aus der Modelica Standard Bibliothek Version
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3.2.1. haben gezeigt, dass im zweiten Durchlauf bei 109 Modellen noch triviale
Gleichungen gefunden werden konnten, wobei bei nur 4 Modellen noch mehr
als 20% der trivialen Gleichungen gefunden wurden. Bei lediglich 15 Model-
len konnten im dritten. Durchlauf noch triviale Gleichungen gefunden werden,
wobei der Anteil bei nur einem Beispiel mehr als 1% der trivialen Gleichungen
ausmachte. [Fre13]
Tabelle 5.1: Anteil einfacher Gleichungen an verschiedenen Modelica Modellen,
N - Anzahl Körper
Modell Gleichungen davon triviale
Gleichungen






A.1 18N + 2 44% 100% 0% 2N 17%
A.2 26N − 2 60% 100% 0% 2N 17%
A.3 322N + 36 65% > 99% < 1% 64N − 27 47%
A.4 406N − 6 73% > 97% 20N 64N − 27 47%
5.2.2 Tearing und Relaxation
Trotz der Entfernung trivialer Gleichungen bestehen die algebraischen Schlei-
fen im Gleichungssystem bedingt durch die objektorientierte Modellierung häu-
fig aus vielen Variablen und einfachen Gleichungen [EO94]. Um eine effiziente
numerische Berechnung der algebraischen Schleifen zu ermöglichen, können
diese unter Anwendung von Tearing [Kro63] reduziert werden. Die grund-
legende Idee von Tearing ist, möglichst wenige Variablen der algebraischen
Schleife auszuwählen, sodass alle anderen Variablen berechnet werden können,
ohne weitere algebraische Schleifen zu lösen. Die Auswahl eines optimalen mi-
nimalen Satzes an Tearing Variablen ist nach [CG97] nicht in polynomieller
Zeit möglich1. Basierend auf unterschiedlichsten Heuristiken wurden mehre-
re Algorithmen entwickelt, um einen möglichst minimalen Satz an Tearing
Variablen zu ermitteln [CK06][CM98][Ste65], sowie Vergleiche der einzelnen
Algorithmen erstellt [Yan07][Wau13]. Im Falle von nichtlinearen algebraischen
Schleifen wird das durch Tearing reduzierte System mit einem numerischen
Lösungsalgorithmus für nichtlineare Systeme, beispielsweise Newton Iteration,
1Die zum Lösen eines Problems benötigte Rechenzeit hängt bei einem polinomiellen Al-
gorithmus maximal polinomiell von der Problemgröße ab. Siehe dazu auch NP-Vollständig
und polinomieller Algorithmus
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berechnet. Die Residuen für das Lösungsverfahren werden aus den Gleichungen
gebildet, die keine der Variablen der algebraischen Schleife berechnen. Wird
die algebraische Schleife durch ein lineares System beschrieben, kann das durch
Tearing reduzierte System ebenfalls mit einem Lösungsalgorithmus für nichtli-
neare Systeme berechnet werden. Eine weitere Möglichkeit zum Berechnen des
Systems ist Relaxation [OEC96]. Relaxation basiert auf einer symbolischen
Gauß Elimination und kann beispielsweise unter Anwendung von Fachwissen,
wie in Abschnitt 5.3.1 gezeigt wird, dazu benutzt werden, die algebraische
Schleife vollständig aufzulösen.
5.2.3 Inline Integration
Zum Lösen numerisch steifer Systeme sind implizite Integrationsmethoden
durch ihren größeren Stabilitätsbereich und den damit größeren möglichen
Schrittweiten besser geeignet als explizite Integrationsmethoden. Eine Mög-
lichkeit den numerischen Aufwand beim Lösen des nichtlinearen Gleichungs-
systems, bedingt durch die implizite Integrationsmethode, zu reduzieren, ist
das Gleichungssystem des Modells mit den Gleichungen des Integrationsal-
gorithmus zu erweitern. Unter Anwendung von Tearing kann die Anzahl der
Iterationsvariablen im Vergleich zum originalen System verringert werden. Da-
durch wird die Größe des vom nichtlineare Lösungsverfahren zu berechnenden
Systems reduziert und das Verfahren konvergiert durch den reduzierten nu-
merischen Aufwand schneller [CK06]. Als implizite Integrationsmethoden eig-
nen sich sowohl Mehrschrittverfahren (BDF) [EOC95] als auch Runge-Kutta-
Verfahren [Cel00]. Der gemischte Ansatz der Inline Integration aus symboli-
scher und numerischer Optimierung kann auch nur auf die steifen Anteile des
Systems angewendet werden. Die nicht steifen Anteile können mit einem expli-
ziten Integrationsalgorithmus berechnet werden. Der damit beschriebene An-
satz derMixed Mode Integration [SOL00] reduziert die Größe des durch den In-
tegrationsalgorithmus entstehenden nichtlinearen Gleichungssystems, was wie-
derum den numerischen Aufwand verringert.
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5.2.4 Parallelisierung
Mit der fortschreitenden technischen Entwicklung der Computersysteme ste-
hen immer mehr Prozessoren zur Verfügung, die gleichzeitig Aufgaben bear-
beiten können. Um die damit verbundenen Optimierungsmöglichkeiten auszu-
schöpfen, wurden bereits mehrere Ansätze untersucht und prototypisch umge-
setzt. Die Parallelisierung der Simulationsberechnung kann automatisch oder
manuell herbeigeführt werden. Eine manuelle Parallelisierung der Berechnung
kann durch die Verwendung von Sprachkonstrukten für parallele Abläufe [KF]
[Geb11] oder durch Aufteilen des Modells in schwach verbundene Teilmodel-
le [NF06] und einer anschließenden parallelen Berechnung jedes Teilmodells
umgesetzt werden. Eine automatische Parallelisierung der Berechnung kann in
mehreren Stufen mit steigendem Aufwand erfolgen. In der ersten Stufe wer-
den parallel umgesetzte Algorithmen im modellunabhängigen Teil des Simula-
tors, wie zum Beispiel ein parallelisierter Integrationsalgorithmus, verwendet.
In der nächsten Stufe wird das kausalisierte und in Berechnungsanweisungen
vorliegende System analysiert, um parallel arbeitenden Programmcode zu er-
zeugen. Ziel ist es dabei, die numerische Berechnung der Zustandsableitungen
auf mehrere Prozessoren zu verteilen [Aro06]. Die nächste Stufe besteht darin,
die Gleichungen des Systems mit den Gleichungen des Integrationsalgorithmus
zu erweitern. Im resultierenden Gleichungssystem können weitere symbolische
Vereinfachungen durchgeführt werden. Dieses Verfahren wird, wie schon be-
schrieben, als Inline Integration bezeichnet und führt in Kombination mit dem
Verfahren aus der vorherigen Stufe und software pipelining, wie in [LSFK09]
gezeigt wurde, zu weiteren Verbesserungen bei der Parallelisierung der nume-
rischen Berechnung. Die Nachteile einer manuellen Parallelisierung sind, dass
Veränderungen am Modell vorgenommen werden müssen und dazu spezielles
Fachwissen benötigt wird. Darüber hinaus ist es im Allgemeinen nicht möglich
oder praktikabel, jedes Modell mit speziellen Sprachkonstrukten für parallele
Abläufe zu beschreiben. Durch die Unterstützung von Sprachkonstrukten für
parallele Abläufe und die damit verbundenen Möglichkeiten spezielle Hardwa-
re, wie zum Beispiel die sehr hohe Anzahl an Prozessoren auf einer Grafik-
karte, zu benutzen, können wesentlich mehr Modellierer Erfahrungen mit der
manuellen Parallelisierung praktisch relevanter Modelle sammeln und somit
die weitere Entwicklung positiv beeinflussen.
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5.3 Fachbereichsspezifische symbolische Optimie-
rung
Wie bei der allgemeinen symbolischen Optimierung bietet Modelica auch für
die fachbereichsspezifische symbolische Optimierung Sprachelemente an. Ein
Beispiel dafür ist die Funktion semiLinear, die entwickelt wurde, um zurück-
fließende Ströme in Fluid Systemen konsistent zu beschreiben. Ohne die Funk-
tion semiLinear müssten diese durch mehrstufige Bedingungen beschrieben
werden, die schwierig zu optimieren sind. Ein weiteres Beispiel ist die Funkti-
on rooted2, die in der Modelica Standard Bibliothek Modelica.Mechanics.
MultiBody verwendet wird, um kleine algebraische Schleifen bei der Transfor-
mation zwischen verschiedenen Koordinatensystemen zu vermeiden [Mod12].
Bedingt durch die erforderlichen Kenntnisse in der Modellierung als auch in
der Compilerentwicklung sind Optimierungsalgorithmen, die die physikalischen
Eigenschaften des zu optimierenden Systems ausnutzen, im Modelica-Umfeld
schwer zu finden. Durch das in Abschnitt 6.1 beschriebene Konzept und des-
sen Umsetzung konnten die zur Implementation eines Optimierungsalgorith-
mus notwendigen Voraussetzungen aber reduziert werden. Der im nächsten
Abschnitt beschriebene Optimierungsalgorithmus konnte dadurch mit minima-
lem Aufwand prototypisch umgesetzt werden und es wird von einem weiteren
Anstieg fachbereichsspezifischer symbolischer Optimierungsalgorithmen durch
die begünstigten Entwicklungsbedingungen ausgegangen.
5.3.1 Relaxation O(n) für Mehrkörpersysteme
Der nachfolgend beschriebene Algorithmus wurde in Zusammenarbeit mit Chris-
tian Schubert an der Professur für Baumaschinen- und Fördertechnik der Tech-
nischen Universität Dresden entwickelt.
Die mit der Modelica.Mechanics.MultiBody Bibliothek erstellten Mehrkör-
2Die Funktion rooted wurde über längere Zeit in der Modelica Standard Bibliothek
verwendet, war jedoch nicht Bestandteil der Modelica Spezifikation. Nach Ticket #95 htt-
ps://trac.modelica.org wurde der Operator in die Modelica Spezifikation 3.2 revision 2 auf-
genommen. Anstatt der Funktion rooted sollte aber die Funktion Connections.rooted
verwendet werden, da diese eindeutiger definiert ist. In der Modelica Spezifikation 3.3 sind
beide Funktionen nicht aufgeführt.
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persysteme enthalten mindestens eine lineare algebraische Schleife, deren Grö-
ße linear von der Anzahl der am System beteiligten Körper N abhängt. Um die
algebraische Schleife effizienter numerisch zu lösen und damit die Gelenkbe-
schleunigungen des Systems zu berechnen, wird in der Regel Tearing angewen-
det. Die durch Tearing reduzierte algebraische Schleife hat eine minimale Größe
von der Anzahl der Freiheitsgrade des mechanischen Systems und würde unter
Verwendung eines linearen Lösungsalgorithmus O(N3) Operationen benötigen
[SFKB12]. Für große Systeme3 sind die in [BJO86] und [Fea83] beschriebenen
O(n) Algorithmen für Mehrkörpersysteme wesentlich besser geeignet, da die-
se linear mit N skalieren. Entgegen der in [OEC96] vorgeschlagenen Methode
zum Anwenden des O(n) Algorithmus für Mehrkörpersysteme auf Modelle die
mit der Modelica.Mechanics.MultiBody Bibliothek erstellt wurden, benötigt
der in [SFKB12] beschriebene Algorithmus keine zusätzlichen Sprachelemente.
Wie in [SFKB12] ausführlicher beschrieben, kann ein Mehrkörpersystem durch
eine graphische Darstellung abgebildet werden. Im System enthaltene Schleifen
können durch spezielle Gelenke, die Zwangsbedingungen in das System einfüh-
ren, aufgebrochen werden, sodass das System als Baumstruktur darstellbar ist.
Die in [BJO86] und [Fea83] beschriebenen Algorithmen durchlaufen die Baum-
struktur von den Blättern zur Wurzel und in einem zweiten Durchlauf von der
Wurzel zu den Blättern, um die Gelenkbeschleunigungen zu berechnen. Durch
dieses Vorgehen kann das System sequentiell berechnet werden. Das Ziel des in
[SFKB12] beschriebenen Algorithmus ist es, die Gleichungen der algebraischen
Schleife so umzuformen und zu sortieren, dass die beschriebene Berechnungs-
reihenfolge erzeugt wird.
Um diese Umformung vorzunehmen, muss der Algorithmus zunächst aus der
algebraischen Schleife die Struktur des mechanischen Systems rekonstruieren.
Dazu können zusätzliche Informationen aus der Bibliothek verwendet wer-
den. Der in Abbildung 5.2 dargestellte Graph zeigt die Bewegungsgleichun-
gen eines Fünfgelenks. Deutlich zu erkennen ist die Leiterstruktur der beiden
Doppelpendel (1,2) und (3,4) sowie die Verbindung der Doppelpendel an ih-
ren Enden mit dem Gelenk 5. Die Gleichungen eines Körpers können dabei
immer so angeordnet werden, dass sich ein kinematischer Holm (Ai, ai) und
ein kinetischer Holm (Ii, fi), die durch die Inertial-Gleichungen Mi verbunden
3in der Regel mehr als 7 Körper [SKH95]
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werden, ergeben. Die im kinetischen Holm enthaltenen Variablen sind in der
Modelica.Mechanics.MultiBody Bibliothek vorwiegend als Flussgrößen flow
markiert und können zur Orientierung im Graphen genutzt werden. Die links
am kinetischen Holm herausragenden Griffe sind die Gelenkbeschleunigungen.
𝐬 1 𝐀1 
𝐚1 𝐈1 
𝐟1 𝐃1 
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𝐟3 𝐃3 

























T  𝐑2,1 𝐑2,1
T  
𝐑5,2 𝐑5,2






Abbildung 5.2: Graphische Darstellung der Bewegungsgleichungen eines Fünf-
gelenks [SFKB12]
Zur Erzeugung der gewünschten Berechnungsreihenfolge werden die in Abbil-
dung 5.3 dargestellten Schritte durchlaufen. Im ersten Schritt, dem Matching,
wird durch das Anwenden spezieller Zuweisungsheuristiken, die die natürli-
che Schreibweise der Gleichungen ausnutzen, ein Matching erzeugt, sodass die
Griffe der Leiter als die Tearing Variablen (Gelenkbeschleunigungen) und Re-
sidual Gleichungen markiert werden. Die Zuweisungsheuristik kann dabei wie
folgt beschrieben werden:
1. Vektor Matching, weise in allen mehrdimensionalen Gleichungen Vek-
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torvariablen, die alleine auf der linken oder rechten Seite stehen, der
Gleichung zu.
2. Alias Matching One Free, weise in allen Alias-Gleichungen, die nur eine
freie Variable haben, diese Variable der Gleichung zu.
3. One Matching, erzeuge in allen freien Gleichungen und Variablen, die eine
absolute konstante partielle Ableitung der Gleichung nach der Variable
von 1 haben, ein maximales Matching.
4. One Free Matching, weise in allen freien Gleichungen, die nur eine freie
Variable enthält, diese Variable der Gleichung zu.
Matching 
o Vektor Matching 
o Alias Matching One Free 
o One Matching 






Gaus Elimination 6 
Indizierung 5 
Abbildung 5.3: Schema zur Implementation des O(n) Algorithmus
Im zweiten Schritt werden die gefundenen Tearing Variablen und Residual
Gleichungen in Gruppen unterteilt. Dazu wird für jede Tearing Variable und
Residual Gleichung ein Subgraph erstellt. Zum Erstellen des Subgraphen wird
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der Graph vom aktuell zu bearbeitenden Tearing oder Residual Knoten solan-
ge in Berechnungsrichtung durchlaufen, bis ein Knoten eine Kante zu einem
noch nicht besuchten Knoten besitzt. Alle besuchten Knoten ergeben dann
den Subgraphen. Die Tearing Variablen werden in Wurzelvariablen, Zwangs-
bedingungsvariablen und andere Variablen unterteilt. Wurzelvariablen haben
in ihrem Subgraphen keine weiteren Tearing Variablen und enthalten Flussva-
riablen. Zwangsbedingungsvariablen haben in ihrem Subgraphen weitere Tea-
ring Variablen und Flussvariablen. Die Subgraphen der Gruppe andere Va-
riablen enthalten keine weiteren Tearing Variablen und keine Flussvariablen.
Die Residual Gleichungen werden in Zwangsbedingungsresiduale und Residua-
le unterteilt. Die Subgraphen der Zwangsbedingungsresiduale enthalten keine
Flussvariablen. Residuale und Zwangsbedingungsvariablen befinden sich dem-
nach immer im kinetischen Holm und Wurzelvariablen, andere Variablen und
Zwangsbedingungsresiduale im kinematischen Holm. Die Reihenfolge der Tea-
ring Variablen wird im dritten Schritt rekonstruiert. Dazu wird zunächst von
jeder anderen Variable eine Breitensuche entgegen der Berechnungsrichtung
durchgeführt bis eine andere Tearing Variable gefunden wird. Durch die in
Abbildung 5.3 dargestellten Nebenläufe können dabei mehrere Tearing Varia-
blen gefunden werden. Die gefundenen Tearing Variablen werden als Vorgänger
bezeichnet und haben einen kürzeren Abstand zur Wurzel. Jede andere Varia-
ble kann nur eine Wurzel besitzen. Für die Zwangsbedingungsvariablen wird
analog vorgegangen, wobei die Breitensuche nach dem Finden eines Vorgängers
fortgesetzt wird, da diese mehr als eine Wurzel besitzen können. Bei einigen
Testmodellen konnten nicht alle Wurzeln der Zwangsbedingungsvariablen ge-
funden werden, wenn die Breitensuche nach dem Finden eines Vorgängers nicht
fortgesetzt wurde. Die Vorgängerinformationen können wie in Abbildung 5.3
in einen Graphen überführt werden. Der überbestimmte Graph kann zunächst
vereinfacht werden, indem für jede andere Variable, die mehr als eine Kante
besitzt, die zur Wurzel führenden Kanten entfernt werden. Unter Anwendung
des Algorithmus von Tarjan können die Tearing Variablen unterteilt werden
in Variablen, die zu einer kinematischen Schleife gehören, und diejenigen, die
keiner Schleife angehören. Die Reihenfolge der Variablen von den Wurzeln zu
den Blättern kann ebenfalls mit der Anwendung des Algorithmus von Tarjan
erzeugt werden. Die Zwangsvariablen können nach [BJO87] erst berechnet wer-
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den, wenn alle anderen Gelenke der kinematischen Schleife berechnet wurden.
Aus diesem Grund müssen die Zwangsvariablen an den Anfang der Schleifen
und somit näher an die Wurzel verschoben werden. Der Anfang der Schleife
kann gefunden werden, wenn von den Zwangsvariablen ausgehend in Rich-
tung der Vorgänger alle zur Schleife gehörenden Knoten markiert werden. Ist
der Vorgänger eines Knotens markiert, wurde der Anfang der Schleife gefun-
den und die Zwangsvariablen können verschoben werden. Die Reihenfolge der
Residual Gleichung kann analog ermittelt werden oder durch das Paaren der
Residual Gleichungen mit den Tearing Variablen. Dazu wird im vierten Schritt
zunächst für alle anderen Variablen und Wurzeln eine Residual Gleichung er-
mittelt. Zusätzlich wird eine Breitensuche für jede Variable ausgeführt, um
die nächsten Residual Gleichungen zu finden. Die Zwangsbedingungsresiduale
werden dabei nicht beachtet. Im Anschluss wird ebenfalls mit einer Breitensu-
che für jede Zwangsbedingungsvariable ein Zwangsbedingungsresidual gesucht.
Der damit vollständig zugewiesene Graph wird im fünften Schritt indiziert und
anhand der Indizierung die Gleichungen und Variablen sortiert. Die Indizie-
rung wird dabei in der aus Schritt drei gewonnenen Berechnungsreihenfolge
von den Blättern zur Wurzel durchgeführt. Für jeden Knoten werden die fol-
genden Schritte ausgeführt. Zunächst werden alle Knoten, die sich auf einem
Pfad von der Gleichung zur Variable befinden, markiert. In diesem Subgra-
phen werden im zweiten Schritt mit einer Breitensuche alle Knotenpaare von
der Variable zur Gleichung in einer Liste vermerkt. Im dritten Schritt wird
die erstellte Liste mit dem als letztes hinzugefügten Element beginnend durch-
laufen und alle Knotenpaare mit aufsteigenden Indizes versehen. Um die Aus-
führungszeit des Algorithmus zu steigern, werden die indizierten Knoten zu
einem Knoten zusammengefasst. Sind alle Knoten indiziert, werden die Varia-
blen und Gleichungen nach aufsteigendem Index angeordnet. Im letzten Schritt
werden die sortierten Variablen und Gleichungen mit einer symbolischen Gauß-
Elimination in eine sequentiell berechenbare Form transformiert [SM81].
Mehrkörpersysteme, die mit dem eben vorgestellten Algorithmus optimiert
werden, skalieren in ihrer numerischen Berechnungszeit, wie in [SFKB12] dar-
gestellt, linear und benötigen ab einer Anzahl von etwa acht Körpern weniger
Rechenzeit als beispielsweise mit Tearing optimierte Systeme. Der Algorith-
mus arbeitet fehlerfrei bei schleifenfreien mechanischen Strukturen. Im Falle
76
von schleifenbehafteten Strukturen kann es zu nicht behandelten Sonderfäl-





Für die Umsetzung eines Modelica Compiler BackEnds für große Systeme ist,
neben den zu bewältigenden mathematischen und methodischen Herausforde-
rungen, auch ein den Anforderungen entsprechender Softwareentwurf zu gestal-
ten. Komponenten sind zu identifizieren und Schnittstellen zu definieren. Die
Architektur des Systems muss dabei nicht nur eine hohe Erweiterbarkeit, gute
Wiederverwendbarkeit, leichte Benutzbarkeit und gute Wartbarkeit besitzen,
sondern auch durchgängig effizient in der Laufzeit und dem Speicherbedarf
gestaltet werden.
Wie in Abschnitt 2.5 festgestellt wurde, war die Implementierung des Open-
Modelica Compiler BackEnds zu Beginn der Arbeit weder für den Einsatz an
großen Modellen geeignet noch wurden ausreichend Sprachmerkmale unter-
stützt. Neben der Implementierung der für diese Arbeit zu untersuchenden
Algorithmen war es notwendig, die Strukturierung der vorgefundenen Imple-
mentation grundlegend zu überarbeiten und fehlende Sprachmerkmale zu un-
terstützen, um das Laufzeitverhalten an praxisrelevanten Modellen analysieren
zu können. Im folgenden Kapitel werden die dabei gewonnenen wesentlichen




6.1 Konzepte für die Implementation
Zur Transformation eines Modelica Modells in ausführbaren Programmcode
sind nach Abschnitt 2.4 fünf Phasen notwendig. Für die Entwicklung eines Soft-
wareentwurfs für ein Modelica Compiler BackEnd sind die in jeder Phase zur
Anwendung kommenden Teilschritte in geeigneter Weise anzuordnen. Damit
diese Schritte in Komponenten aufgeteilt und entsprechende Schnittstellen de-
finiert werden können, ist zunächst eine geeignete Datenstruktur zum Ablegen
des Modelica Modells und den daraus gewonnenen zusätzlichen Informationen
auszuarbeiten.
6.1.1 Datenstruktur
Ein Modelica Modell besteht aus Variablen, Parametern, Konstanten, Funk-
tionen, externen Objekten, Gleichungen und Algorithmen und beschreibt zum
Einen ein System zur Berechnung des initialen Zustands und zum Anderen
ein System zur Berechnung des Zeitverhaltens. Die unterste darzustellende
Ebene bilden die Ausdrücke (Expressions). Ausdrücke bestehen aus Operatio-
nen (+,-,*,/,^,...), Funktionsaufrufen, Componentreferences und Literalen. Als
Componentreferences werden nach [Mod12] Referenzen auf Namen von Varia-
blen, Parametern, Konstanten und Komponenten bezeichnet. Im Programm-
code 6.1 ist beispielhaft veranschaulicht, wie diese verwaltet werden können.
1 uniontype Exp "Expressions"
2 record ICONST Integer integer; end ICONST;
3 record RCONST Real real; end RCONST;
4 record CREF ComponentRef cr; Type ty; end CREF;
5 record UNARY Operator op; Exp exp; end UNARY;
6 record BINARY Exp exp1; Operator op; Exp exp2; end BINARY;
7 end Exp;
8
9 uniontype Operator "Operator"
10 record NEG Type ty; end NEG;
11 record ADD Type ty; end ADD;
12 record SUB Type ty; end SUB;
13 record MUL Type ty; end MUL;
14 record DIV Type ty; end DIV;
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15 record POW Type ty; end POW;
16 end Operator;
Listing 6.1: Expressions und Operations
Ein uniontype ist ein Datentyp der verschiedene Formate annehmen kann.
So werden zum Beispiel Literale im uniontype Exp als RCONST oder ICONST
hinterlegt und der Ausdruck 5.0*b lässt sich wie folgt erzeugen:
• BINARY(RCONST(5.0),MUL(T_REAL()),CREF("b",T_REAL()))
Zur besseren Darstellung von Ausdrücken werden AST verwendet. Beispielhaft
wird der Ausdruck a+5.0*b in Abbildung 6.1 gezeigt. Da die Lesbarkeit dieser
Abbildung 6.1: AST zum Ausdruck a+5.0*b
Ausdrücke im Programmcode eher unübersichtlich und schlecht wartbar ist,
werden neben Funktionen zum Erstellen von Ausdrücken, wie zum Beispiel
eine Funktion die zwei Ausdrücke addiert, Funktionen zum Traversieren der
Ausdrücke in beiden Richtungen benötigt. Diese sollten es ermöglichen, den
aktuellen Durchlauf abzubrechen, Componentreferences und Subausdrücke zu
ersetzen sowie Eigenschaften zu vergleichen und abzufragen. Da diese Hilfs-
funktionen im FrontEnd und im BackEnd gleichermaßen Verwendung finden,
sind sie zu einer Bibliothek zusammenzufassen.
Die nächste Ebene beinhaltet Gleichungen und Algorithmen. Gleichungen be-
sitzen eine linke und eine rechte Seite, die jeweils durch Ausdrücke dargestellt
werden. Sie können eindimensional oder mehrdimensional sein. Mehrdimensio-
nale Gleichungen können dabei in Array, wie zum Beispiel Vektor oder Ma-
trix Gleichungen, Record und Tuple Gleichungen sowie Gleichungsblöcke un-
terteilt werden. Gleichungsblöcke sind If-Gleichungen und When-Gleichungen
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und beinhalten selbst wieder Gleichungen. Algorithmen bestehen aus mindes-
tens einer Zuweisung (Statement). Ihre Dimension entspricht der Summe der
Dimensionen der durch den Algorithmus gesetzten Variablen. Analog zur Ebe-
ne der Ausdrücke benötigt auch die Ebene der Gleichungen und Algorithmen
Funktionen zum Traversieren, Erstellen, Ersetzen, Vergleichen und Abfragen
von Eigenschaften.
Variablen, Gleichungen und Algorithmen können zu einem System zusammen-
gefasst werden. Da ein Modell aus mehreren unabhängigen Systemen bestehen
kann, ist es von Vorteil, diese zu erkennen und getrennt zu verwalten. Durch
die Aufteilung des Modells in unabhängige Subsysteme wird beispielsweise ei-
ne parallele Bearbeitung der Systeme möglich. Da MetaModelica [Pop08], die
Programmiersprache des OpenModelica Compilers, keine Möglichkeiten zur
parallelen Verarbeitung bietet, konnten auf diesem Gebiet keine praxisrelevan-
ten Untersuchungen durchgeführt werden.
Zur Speicherung der durch die Kausalisierungsphase gewonnenen Informatio-
nen ist es vorteilhaft, für das akausale und das kausale System eigene Struktu-
ren anzulegen. Dadurch können zum Beispiel die Kausalisierungsinformationen
beim Finden trivialer Gleichungen ohne zusätzlichen Aufwand erhalten blei-
ben.
Parameter, Konstanten, Funktionen und ExternalObjects sind Komponenten
des Modells, die von allen unabhängigen Systemen verwendet werden können,
aber von diesen nicht verändert werden. Damit von allen Systemen während der
einzelnen Transformationsphasen auf diese Komponenten zugegriffen werden
kann, ist es vorteilhaft, sie in einer eigenen Struktur zusammenzufassen. Die




























Listing 6.2: Modell und Gleichungssysteme
6.1.2 Teilschritte der Analyse und Optimierungsphase
Die Transformation eines Modelica Modells in Programmcode teilt sich in
die fünf Schritte Analyse, Kausalisierung, Optimierung, Umstellen in Berech-
nungsanweisung und Programmcodeausgabe auf. In der ersten Phase, der Ana-
lyse, sind mindestens die folgenden fünf Teilschritte notwendig:
• Funktion inlinen
• implizit diskrete Variablen finden
• Parameter evaluieren und ersetzen
• If-Equations vereinfachen
• Ausdrücke im Differenzierungsoperator der ausrollen.
Das Inlinen von Funktionen dient zum Einen der Optimierung der numeri-
schen Berechnung und ermöglicht zum Anderen das analytische Differenzie-
ren des den Funktionsaufruf enthaltenden Ausdrucks. Das Erkennen implizit
diskreter Variablen wird für die Ereignisbehandlung und die Kausalisierung
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benötigt. Mit dem Attribute final oder der Annotation Evaluate gekenn-
zeichnete Parameter können während der Transformation ersetzt werden, um
die numerische Berechnung zu optimieren oder eine Strukturveränderung des
Modells durch Parameter auszuschließen.
Die Reihenfolge, in der die ersten drei Schritte ausgeführt werden, ist im Allge-
meinen unerheblich, da weder das Inlinen von Funktionen modellunabhängig
positiv durch das Ersetzen evaluierter Parameter beeinflusst wird, noch das
Ersetzen evaluierter Parameter das Inlinen von Funktionen modellunabhängig
positiv beeinflusst. Eine positive Beeinflussung des Inlinens von Funktionen
wäre zum Beispiel dann gegeben, wenn durch das Ersetzen evaluierter Parame-
ter zu inlinende Funktionsaufrufe entfallen. Im OpenModelica Compiler wurde
sich aber dafür entschieden, das Inlinen von Funktionen als erstes, während des
Erstellens der BackEnd Datenstrukturen, auszuführen, da dies effizienter den
zur Verfügung stehenden Speicher ausnutzt.
Die Vereinfachung von If-Equations kann prinzipiell mit dem Ersetzen eva-
luierter Parameter erfolgen. Die Aufteilung der Schritte ermöglicht es zum
Einen eine bessere Wartbarkeit zu gewährleisten und zum Anderen auch If-
Equations zu vereinfachen, in denen keine Parameter ersetzt wurden. Da Struk-
turveränderungen häufig mittels If-Equations in Modelica beschrieben werden
können, sind If-Equations nach dem Ersetzen evaluierter Parameter zu ver-
einfachen.
Das Ausrollen von Ausdrücken im Differenzierungsoperator der sollte nach
dem Ersetzen evaluierter Parameter und dem Inlinen von Funktionen erfolgen,
da zum Einen modellunabhängig die Größe der auszurollenden Ausdrücke und
die Anzahl der zu überprüfenden Parameter verringert wird, und zum Anderen,
wie oben beschrieben, das analytische Differenzieren des den Funktionsaufruf
enthaltenden Ausdrucks ermöglicht wird.
Neben den genannten Schritten können zum Beispiel zusätzlich am Ende der
Analysephase triviale Gleichungen entfernt werden, um die anschließend durch-
zuführende Kausalisierungsphase zu beschleunigen. Für eine numerisch effizi-
ente Berechnung sollten in der Optimierungsphase
• lineare Gleichungssysteme mit konstanter Koeffizientenmatrix vereinfacht,
• triviale Gleichungen entfernt und
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• Gleichungssysteme mit Tearing behandelt
werden. Die Behandlung von Gleichungssystemen mit Tearing sollte nach dem
Entfernen trivialer Gleichungen erfolgen, da zum Einen die Größe der Glei-
chungssysteme durch das Entfernen trivialer Gleichungen verringert werden
kann, und zum Anderen die in der Regel auf einer Heuristik basierende Auswahl
von Tearing Variablen verbessert wird. Zum Beispiel werden die Kanten in der
Struktur Incidence Matrix von Alias Sets auf eine Variable vereinigt und da-
mit die Bewertung der zur Verfügung stehenden Kandidaten vereinfacht. Das
Vereinfachen linearer Gleichungssysteme mit konstanter Koeffizientenmatrix
sollte am besten mit dem Entfernen trivialer Gleichungen zusammen ausge-
führt werden, da einerseits durch das Lösen der linearen Gleichungssysteme
triviale Gleichungen und andererseits durch das Entfernen trivialer Gleichun-
gen lineare Gleichungssysteme mit konstanter Koeffizientenmatrix entstehen
können.
6.1.3 BackEnd Pipeline
Aus verschiedenen Gründen erweist es sich als vorteilhaft, die Teilschritte der
Analyse- und Optimierungsphase konfigurierbar zu gestalten. In der Entwick-
lung ermöglicht diese einen einfachen Vergleich zwischen verschiedenen Imple-
mentationen für die gleiche Aufgabe, ohne den Compiler erneut erstellen zu
müssen. Modelle können nach jedem Teilschritt zwischengespeichert werden.
Dies ist für die Entwicklung von besonderem Vorteil, da das Modell nicht erst
das FrontEnd und die davor zu bearbeitenden Schritte durchlaufen muss, son-
dern direkt am gewünschten Teilschritt begonnen werden kann. Für die Model-
lierung kann ein Export des Modells nach jedem beliebigen Teilschritt nützlich
sein, um ein Modell mit einem anderen Werkzeug weiter zu verarbeiten. Der
Einsatz von fachspezifischen Optimierungsalgorithmen, siehe Abschnitt 5.3,
wird damit auf einfache Weise ermöglicht.
Die zu diesem Zweck entwickelte Architektur wurde bereits in [FKF+11] de-
taillierter beschrieben, soll aber hier der Vollständigkeit halber in ihren we-
sentlichen Punkten wiedergegeben werden.
Wenn das Modell in einer wie oben beschriebenen Datenstruktur verwaltet
wird, können die im BackEnd zu durchlaufenden Schritte in Module unterteilt
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werden und in einer wie in Abbildung 6.2 dargestellten Architektur angeordnet
werden. Jedes Modul, mit Ausnahme der Module für die Ausgabephase, besitzt
dabei das gleiche Interface:
• input Model inModel;
• output Model outModel;
Nachdem das Modell in der oben beschriebenen Datenstruktur abgelegt wur-
de, durchläuft es die Pre-Phase. Die Pre-Phase besteht aus einer sinnvollen
Anordnung von Modulen. Ein Modul ergänzt oder verändert die in der Da-
tenstruktur abgelegten Informationen und übergibt das Modell an das nächste
Modul. Über eine Konfiguration ist es möglich, die zur Anwendung kommen-
den Module aus einer Menge zur Verfügung stehender Module auszuwählen
sowie die Reihenfolge der Module vorzugeben.
Abbildung 6.2: BackEnd Pipeline
Die nächste Phase, die Kausalisierung, ermittelt die Berechnungsrichtung und
führt gegebenenfalls Indexreduktion durch. In dieser Phase sind die zur An-
wendung kommenden Matching und Cheap Matching Algorithmen konfigurier-
bar. Für Lehr- und wissenschaftliche Zwecke können weitere Indexreduktions
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Algorithmen und/oder Zustandswahl Algorithmen implementiert werden. Im
OpenModelica Compiler wurde zum Beispiel ein Algorithmus implementiert,
der das unterliegende ODE System zurückliefert, um den sich einstellenden
numerischen Drift zu demonstrieren.
Die Post-Phase ist nahezu identisch der Pre-Phase gestaltet. Der Unterschied
liegt darin, dass nach jedem Modul überprüft wird, ob ein kausales oder akau-
sales Modell zurück gegeben wurde. Im Falle eines akausalen Modells wird die
Kausalisierung erneut aufgerufen. Diese zusätzliche Rekausalisierung ermög-
licht es zum Beispiel, dasselbe Modul in der Pre- und der Post-Phase einzu-
setzen und vereinfacht die Implementierung von Modulen. Eine aufwendige
Aktualisierung der Kausalisierungsinformationen ist nicht notwendig, um das
Modul zu verwenden.
In der letzten Phase, der Ausgabephase, wird aus dem kausalen Modell der ge-
wünschte Zielquellcode erstellt. Da die Transformation in Berechnungsanwei-
sung und die dazu notwendigen Zusatzinformationen vom gewünschten Ziel-
quellcode und damit der SimulationRuntime des Simulators abhängen, wurde
dieser Schritt mit der Quellcodegenerierung zusammengefasst.
In Anbetracht der aktuellen Entwicklungsrichtung zu Multicore Computern
lässt sich die hier dargestellte Architektur mit leichten Modifikationen auch
dazu verwenden, unabhängige Teilsysteme eines Modells parallel zu bearbeiten.
6.1.4 Kausalisierung
Den Ausgangspunkt für die Kausalisierung stellt, wie in Abbildung 6.3 ersicht-
lich, die Struktur Incidence Matrix dar. Der erste Schritt ist die strukturelle
Singularitätsprüfung. Im Abschnitt 4.2.1 wurden dazu zwei mögliche Vorge-
hensweisen genannt. Für die Implementierung der strukturellen Singularitäts-
prüfung ist die Vorgehensweise von Mattsson besser geeignet. Diese Variante
benötigt weniger Speicher, ist einfacher und effizienter umzusetzen und das
erzeugte Matching kann, nachdem alle Paarungen der Zustandsvariablen ent-
fernt wurden, als Anfangsmatching verwendet werden. Dazu muss die Struktur
Incidence Matrix um die Informationen, in welcher Gleichung ein Zustand ent-
halten ist, erweitert werden. Im OpenModelica Compiler wird dies durch einen
negativen Eintrag des Indexes vorgenommen.
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Abbildung 6.3: Ablaufschema zur Kausalisierung
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Die in Abbildung 6.3 gewählte Bezeichnung der modifizierten Struktur Inci-
dence Matrix für die Singularitätsprüfung wird aus diesem Grund als absolute
Incidence Matrix bezeichnet. Damit ein perfektes Matching nach möglichst
kurzer Laufzeit gefunden wird, kann ein Cheap Matching Algorithmus ver-
wendet werden. Im Anschluss daran wird die vollständige Paarung mit einem
Matching Algorithmus erzeugt.
Wenn ein perfektes Matching gefunden werden konnte, sind die Zuweisungen
der Zustandsvariablen aus diesem zu entfernen, da nicht eindeutig bestimmt
werden kann, ob nach der Zustandsableitung oder dem Zustand gematcht wur-
de. Im Schritt Indexreduktion werden die freien Variablen des Systems zuge-
wiesen. Dabei wird, so lange kein perfektes Matching gefunden werden konnte,
der Algorithmus für die Indexreduktion aufgerufen.
Im dritten Schritt wird zunächst das indexreduzierte System mit Tarjans Algo-
rithmus in BLT-Form gebracht, um anschließend jede Strong Connected Com-
ponent auf symbolische Singularität zu überprüfen. Sollte ein symbolisch sin-
guläres System vorliegen, kann das Modell gegebenenfalls mit den im Abschnitt
4.2.3 diskutierten Methoden in eine kausalisierbare Form gebracht werden. In
diesem Fall ist erneut bei der strukturellen Singularitätsprüfung zu beginnen,
nachdem alle Strong Connected Components durchlaufen wurden.
Sind keine symbolisch singulären Schleifen enthalten, können im letzten Schritt
aus den Zustandskandidaten die Zustände des Systems bestimmt und das Ge-
samtsystem in BLT-Form ausgegeben werden. Beim Aufstellen der BLT-Form
des Gesamtsystems sollte die Art jeder Schleife festgestellt werden. Dies ist nur
ein minimaler Mehraufwand zur Singularitätsprüfung jeder Schleife. Allgemein
kann dabei zwischen
• linearen Systemen mit konstanter Koeffizientenmatrix,
• linearen Systemen mit zeitunabhängiger Koeffizientenmatrix,




6.2 Testen der Implementation
Die Qualität einer Software kann durch konsequentes Testen verbessert wer-
den. Für jede Stufe des Entwicklungsprozesses gibt es dabei bewährte Test-
verfahren wie Komponententests, Integrationstests oder Systemtests. Bei der
Entwicklung eines Modelica Compiler BackEnds sind dabei die folgenden Be-
sonderheiten zu beachten. Für das BackEnd gibt es kein definiertes Zielformat,
in das das flache Modelica Modell zu transformieren ist. Dies ist zum Einen
nicht sinnvoll, da es die zur Verfügung stehenden Möglichkeiten einschränken
würde und zum Anderen können mit unterschiedlich gewählten Zustands oder
Tearing Variablen zwar im Rahmen gewisser Toleranzen gleiche Berechnungs-
ergebnisse erzielt werden, dafür aber die Berechnungszeit stark variieren. Die
Qualität eines Modelica Compiler BackEnds kann am Ende nur daran gemes-
sen werden, wie viel Zeit benötigt wird, um das Modell in einen Simulator zu
transformieren und mit welcher Genauigkeit und in welcher Zeit der Simulator
die Berechnung durchführen kann. Im FrontEnd sind diese Spielräume zum
Beispiel nicht gegeben. Die Modelica Sprachdefinition gibt exakt vor, wie die
Instanziierung durchgeführt werden soll und definiert damit das flache Modell
sehr genau.
Des Weiteren unterliegt der Modelica Standard einer stetigen Weiterentwick-
lung, wie zum Beispiel aus Tabelle 1.1 ersichtlich ist. Um bei dieser Entwick-
lung mithalten zu können, sind neue Algorithmen in den bestehenden Ablauf
zu integrieren. Diese müssen umfangreich getestet werden, um zum Beispiel
bestehende Funktionalitäten zu erhalten und die in [Mod12] vorgeschriebene
Abwärtskompatibilität zu gewährleisten.
Eine Möglichkeit, die während der Transformation des Modelica Modells zum
Simulator durchgeführten symbolischen Umformungen zu überprüfen, besteht
darin, die für die Variablen des Modells erhaltenen Werte jedes Simulations-
schrittes in die Gleichungen und Algorithmen des flachen Modells einzusetzen
und die entstehenden Residuen zu bewerten.
Eine umfassenderere Testmöglichkeit besteht darin, die berechneten Ergebnisse
mit einer Referenzlösung zu vergleichen. Die Referenzlösung kann dabei von
einem Simulator, der durch einen anderen Modelica Compiler generiert wurde,
erzeugt werden oder auch vom zu testenden Compiler. Dabei ist jedoch wichtig,
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dass die Referenzlösung mit Sachverstand zu einer gültigen Lösung definiert
wird.
Für den Vergleich der berechneten Ergebnisse mit der Referenzlösung ist eine
obere und untere Grenze zu definieren. Diese darf für den Fall einer gültigen Lö-
sung nicht überschritten werden. Die Breite dieses Toleranzbandes wird dabei
in der Regel über eine relative und absolute zulässige Abweichung festgelegt.
Die relative Abweichung sollte sich nicht auf lokale Einzelwerte beziehen, da
einerseits die Breite des Toleranzbandes variieren würde und andererseits im
Falle extremer Steigung die zulässige Abweichung unnötig groß gewählt werden
müsste.
Im Falle nicht stetiger Verläufe kann der Vergleich nur zwischen den stetigen
Abschnitten max(te, trefe ) ≤ t ≤ min(te+1, trefe+1) durchgeführt werden, da sonst





Ein wesentliches Ziel dieser Arbeit war es, die Frage zu beantworten, ob ein
linear skalierendes Modelica Compiler BackEnd für praxisrelevante Modelle
entwickelt werden kann. Im folgenden Kapitel wird dies durch Messungen an
skalierbaren Modellen untersucht. Die Messungen wurden mit einer teilau-
tomatisierten Testumgebung durchgeführt, die im ersten Abschnitt erläutert
wird. Im zweiten Abschnitt werden die für die Messungen verwendeten Modelle
vorgestellt. Die Auswertung der Messergebnisse erfolgt im dritten Abschnitt.
7.1 Software-Benchmark Umgebung für Mode-
lica Compiler - ModeliMark
Um frühzeitig Fehler bei der Implementierung zu erkennen und Vergleiche
mit anderen Implementationen durchzuführen, ist eine (teil-)automatisierte
Testumgebung notwendig. Speziell für Modelica Compiler sind dabei, wie in
[FSK+11] aufgeführt, Tests für
• die unterstützten Sprachmerkmale,
• die Mächtigkeit der symbolischen Vorverarbeitung,
• die Compiler Performance,
• die Laufzeit, Stabilität und Robustheit des Simulators
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notwendig. Zur Validierung der Compiler Performance entstand im Rahmen
dieser Arbeit die teilautomatisierte Testumgebung ModeliMark. Sie wurde in-
tensiv eingesetzt, um die Entwicklung des OpenModelica Compiler BackEnds
zu unterstützen und die in den Abschnitten 1.3 und 7.3 dargestellten Laufzeit-
untersuchungen durchzuführen. Eine ausführliche Beschreibung der Testumge-
bung ModeliMark ist in [FSK+11] zu finden.
Um Vergleiche zwischen verschiedenen Entwicklungsständen des OpenModeli-
ca Compilers als auch mit anderen Modelica Compilern durchführen zu kön-
nen, wurde ModeliMark unabhängig vom OpenModelica Compiler in Python
entwickelt. Wie in Abbildung 7.1 dargestellt, können Modelica Compiler mit
spezialisierten Wrappern eingebunden werden.
Abbildung 7.1: Testumgebung für Modelica Compiler Performance Bench-
marks aus [FSK+11]
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Die Wrapper stellen dabei eine einheitliche Schnittstelle für die zu testen-
den Compiler bereit. Diese kann, wie im Falle vom OpenModelia und Dymola
Compiler, über die Erzeugung einer Modelica Script Datei oder über eine Pro-
grammierschnittstelle (API) erfolgen.
Um eine Laufzeitmessung durchzuführen, wird ein skalierbares Modelica Mo-
dell benötigt. Diese kann von Hand erstellt werden oder wird von einem Ge-
nerator erzeugt. Neben Modellen physikalischer Systeme können auch synthe-
tische Modelle verwendet werden, um zum Beispiel spezifische Teile des Com-
pilers zu bewerten. Die meisten Modelica Compiler bieten für die vier Schritte
• Öffnen des Modells
• Erstellen des flachen Modells
• Erstellen des Simulators
• Berechnung der Ergebnisse
eigene Ausführungsanweisungen an. Der zu untersuchende Compiler führt diese
Schritte an den Testmodellen aus. Die dabei gemessenen Laufzeiten werden zur
Auswertung in einer Ergebnisdatei abgelegt.
ModeliMark wurde als OpenSource Projekt veröffentlicht [Mod13], um jedem
Compilerentwickler zur Verfügung zu stehen und um möglichst neutral wei-
terentwickelt werden zu können. Es wurde sich für die Umsetzung in Python
entschieden, da Python eine leicht zu beherrschende Sprache ist und andere
Programmiersprachen eingebunden werden können.
7.2 Modelle für Laufzeituntersuchungen
Für die Entwicklung eines linear skalierenden Modelica Compiler BackEnds
werden Modelle benötigt, die beliebig in ihrer Größe verändert werden können,
da nur bei diesen Modellen eine genaue Vorhersage der erwarteten Laufzeit
möglich ist. Synthetische Modelle eignen sich dafür besonders gut, da sie mit
geringem Aufwand entwickelt und in der Regel automatisch generiert werden
können. Sie besitzen darüber hinaus gleichbleibende Strukturen und erzeugen
dadurch keine Nebeneffekte, die bei der Beurteilung der Messergebnisse be-
rücksichtigt werden müssen.
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In der Regel werden Modelica Compiler dazu verwendet, Modelle physikali-
scher Systeme in Simulatoren zu transformieren. Für den praktischen Einsatz
eines Compilers ergibt sich somit die Frage nach der Übertragbarkeit von Er-
gebnissen, die an synthetischen Modellen erzielt wurden.
Die in der Arbeit verwendeten Modelle aus der Mechanik,
• der eindimensionale rotatorische Mehrfachschwinger A.1 und A.2 und
• das dreidimensionale Mehrfachpendel A.3 und A.4,
können zur Klasse der synthetischen Modelle gezählt werden. Sie werden aber
in vielen praktischen Modellen eingesetzt, um Teilsysteme zu beschreiben. Bei
dem in Abbildung 7.2(a) dargestellten Kettenfahrwerk kann die Gleiskette zum
Beispiel als Pendel modelliert werden. Ebenfalls als Pendel zu modellieren ist
die Eimerkette des in Abbildung 7.2(b) dargestellten Eimerkettenbaggers sowie
der Fördergurt einer Bandanlage, dargestellt in Abbildung 7.2(c).
(a) Kettenfahrwerk (b) Eimerkettenbagger (c) Bandanlage
Abbildung 7.2: Beispiele zur Anwendung des Pendels in Modellen physikali-
scher Systeme Quellen: (a) Dr.-Ing. D. Lemser: Hydraulikbagger auf Rädern oder Ketten Teil1, Taunusstein, Tiefbau
9/2003 www.baumaschine.de, (b) http://www.die-weserhuette.de/eimerkettenbagger.htm, (c) www.rwe.com
Für die Laufzeituntersuchungen soll neben den Pendelmodellen ein weiteres
skalierbares Modell aus dem Bereich der Mehrkörpermechanik verwendet wer-
den. Das in Abbildung 7.3 dargestellte Modell besitzt, im Vergleich zu den Pen-
delmodellen, Schleifen in der Strukturmechanik. Das Modell wird aus ebenen
Viergelenken zusammengesetzt. Im Vergleich zu den Pendelmodellen können
bei diesem Modell die Zustände des Systems nicht statisch gewählt werden.
Bedingt durch die gewählte quadratische Anordnung der Viergelenke ist die
Anzahl der Zustandskandidaten im Set abhängig von der Größe des Modells
und stellt damit eine besondere Herausforderung für den Zustandswahlalgo-
rithmus dar.
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Abbildung 7.3: Modell einer ebenen Verkettung von Viergelenken
Neben den Modellen aus der Mechanik soll das Modell eines elektrischen Lei-
ters, dargestellt in Abbildung 7.4, aus [MSD+09] für die Laufzeituntersuchun-
gen verwendet werden. Im Abschnitt 3.4 konnte, wie für die Pendelmodelle,
nachgewiesen werden, dass eine lineare Laufzeit beim Matching erreicht wird.
Das Modell besitzt, im Vergleich zu den Modellen aus der Mechanik, eine Glei-
chung mit von der Modellgröße abhängiger Anzahl an Termen. Alle Kondensa-
toren sind mit der Erdung verbunden. Nach dem ersten Kirchhoffschen Gesetz
müssen alle einfließenden und ausfließenden elektrischen Ströme in Summe
Null ergeben. Die Summengleichung dieser Verbindung enthält also alle von
den Kondensatoren einfließenden Ströme und hängt damit proportional von
der Modellgröße ab.
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Abbildung 7.4: Modell eines elektrischen Leiters aus [MSD+09]
7.3 Ergebnisse
Bevor die Ergebnisse der Laufzeitmessungen diskutiert werden, soll zunächst
der Fortschritt des OpenModelica Compilers anhand des Modells Radlader
CASE 921E aus Abschnitt 2.5 gezeigt werden. Dazu wurde das Modell mit
der aktuellen Version r153181 des OpenModelica Compilers in einen Simulator
transformiert und die dafür benötigte Laufzeit ermittelt.
In Abbildung 7.5 sind die Ergebnisse dieser Messung in zwei Balkendiagram-
men dargestellt. Jeder Transformationsschritt wird durch ein eigenes Balken-
paar abgebildet. Der linke Balken veranschaulicht die Laufzeit der alten Version
r7490 und der rechte die Laufzeit der neuen Version r15318. Im linken Balken-
diagramm sind die absoluten Zeiten und im rechten wurden die Zeitanteile
eines jeden Schrittes an der Gesamtzeit abgetragen.
Wie im linken Diagramm zu sehen ist, konnten die Laufzeiten der Schritte
Analyze, Causalize und Optimize deutlich verringert werden, wohingegen die
Schritte ConvertToAssignments und Cogegeneration nur eine geringe Verbes-
serung erreichten. Durch die mehr zum Tragen kommenden Verbesserungen
im BackEnd wurde der Zeitanteil des FrontEnds auf 30% der Gesamtzeit ver-
doppelt. Der Schritt Analyze macht weiterhin den größten Zeitanteil aus. Er
beinhaltet in der Version r15318 aber wesentlich mehr Teilschritte, in denen
Informationen zusammengetragen und symbolische Optimierungen vorgenom-
men werden. Der Zeitanteil der Optimierung fällt so gering aus, da, wie in Ab-
schnitt 5.2.1 festgestellt, der wesentliche Anteil an trivialen Gleichungen vor
1SVN Stand r15318, 25.02.2013/17:31:31
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Abbildung 7.5: Vergleich der OMC Versionen r7490 und r15318 mit demModell
des Radladers CASE 921E
der Kausalisierung entfernt wurde. Die Zeitanteile der Schritte ConvertToAs-
signments und Cogegeneration haben sich damit wesentlich vergrößert. Dies
entspricht im Wesentlichen der im Rahmen dieser Arbeit geleisteten Entwick-
lungsarbeit. Das BackEnd benötigt damit nur noch etwa 20% der ursprüng-
lichen Zeit und das FrontEnd die Hälfte. Die Transformation des Modells in
Quellcode konnte damit um 70% beschleunigt werden.
Der Entschluss, den wesentlichen Teil der trivialen Gleichungen in der Ana-
lysephase zu entfernen, beruht auf mehreren Untersuchungen an den für die
Laufzeitmessungen verwendeten Modellen. Dazu wurde die Anzahl der Itera-
tionen zum Entfernen trivialer Gleichungen von null auf drei erhöht und jeweils
die Auswirkungen auf die Gesamttransformationszeit ermittelt. Dabei konn-
te festgestellt werden, dass der Aufwand des Entfernens trivialer Gleichungen
durch weniger Iterationen nur geringfügig verkleinert werden konnte. Im Ver-
gleich dazu, konnte aber eine größere Zeitersparnis in der Kausalisierung durch
mehr Iterationen erreicht werden.
Zur Ermittlung der in Abbildung 7.6 dargestellten Messergebnisse wurden
jeweils zehn Messungen gemittelt. Wie in den vorangegangenen Messungen
wurde die Kompilierung des Simulators aus dem erstellten Quellcode nicht ge-
messen, da der Schwerpunkt der Arbeit auf die Transformation des Modelica
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Modells in Quellcode gelegt wurde.
Die Messergebnisse des eindimensionalen rotatorischen Mehrfachschwingers
sind in Abbildung 7.6(a) dargestellt. Da die Art der Modellierung keinen we-
sentlichen Einfluss auf den Zeitbedarf des BackEnds hat, sind hier nur die
Ergebnisse der flachen Modellierung dargestellt. Bei der Transformation des
eindimensionalen Mehrfachschwingers benötigen die Schritte Codegeneration
und ConvertToAssignments, mit jeweils durchschnittlich 3.7 ms pro Körper,
den größten Zeitanteil. Für den Schritt Analyze werden durchschnittlich 2.8
ms benötigt. Er macht damit den drittgrößten Zeitanteil aus. Der Schritt Cau-
salize folgt darauf mit einem Zeitbedarf von 1.4 ms. Da das Modell keine al-
gebraischen Schleifen enthält, wird für den Schritt Optimierung der geringste
Zeitanteil mit 0.5 ms pro Körper benötigt. Wie zu sehen ist, könnte das Modell
in einem Bereich von 500−7000 Körpern in linearer Zeit transformiert werden.
Dazu wurden nahezu konstant 12.4 ms pro Körper benötigt.
Das dreidimensionale Mehrfachpendel konnte ebenfalls wie der eindimensiona-
le Mehrfachschwinger in linearer Zeit transformiert werden. Dazu wurde, wie
in Abbildung 7.6(b) zu sehen ist, aber die 23-fache Zeit benötigt. Der Schritt
Analyze benötigt ebenfalls den größten Zeitanteil mit 105 ms pro Körper. Der
Zeitanteil der Kausalisierung fällt bei diesem Modell stärker aus. Es werden
75 ms pro Körper für die Kausalisierung benötigt. Der Schritt ConvertToAssi-
gnments verbraucht, im Vergleich zum eindimensionalen Mehrfachschwinger,
einen wesentlich geringeren Zeitanteil. Die Ursachen dafür sind, dass der Schritt
Analyze mehr Zeit beim Erstellen der BackEnd Datenstrukturen benötigt. Im
FrontEnd werden alle Variablen zu Skalaren ausgerollt. Dies ist insbesonde-
re bei Parametern ungünstig. Einem erheblichen Anteil der Parameter in der
Modelica.Mechanics.Multibody Bibliothek wird mittels Funktionen ein Wert
zugewiesen. Die Funktionen enthalten wiederum eine Inline Annotation und
werden beim Erstellen der BackEnd Datenstrukturen ausgewertet. Dies ist
in der Modelica.Mechanics.Rotational Bibliothek nicht der Fall. Darüber
hinaus enthält das dreidimensionale Mehrfachpendel eine algebraische Schleife
und die Anzahl der Zustandskandidaten ist größer. Dies führt dazu, dass die
Kausalisierung bei der Zustandswahl und dem Sortieren mehr Zeit benötigt.
Der Schritt Optimize benötigt die geringste Zeit, da auch in diesem Modell nur
noch wenige triviale Gleichungen nach der Kausalisierung im System enthalten
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sind.
Die durch algebraische Schleifen verursachte Steigerung des Zeitanteils der
Kausalisierung sind im Modell der ebenen Viergelenkverkettung, dargestellt
in Abbildung 7.6(c), ebenfalls sichtbar. Im Vergleich zum dreidimensionalen
Mehrfachpendel wurde der Zeitanteil verdoppelt, so dass die Kausalisierung
bei diesem Modell mit dem Schritt Analyze den größten Anteil benötigt. Der
Schritt ConvertToAssignments verbraucht ebenfalls etwa die doppelte Zeit und
der dreifache Zeitanteil wird in dem Schritt Optimize benötigt, da das Modell
wesentlich mehr algebraische Schleifen enthält, die zum Beispiel vom Tearing
Algorithmus bearbeitet werden. Trotz dieser erhöhten Anforderungen kann das
Modell aber in linearer Zeit transformiert werden.
Wie bei den Modellen aus der Mechanik, benötigt der Schritt Analyze beim
Modell des elektrischen Leiters, dargestellt in Abbildung 7.6(d), den wesent-
lichen Zeitanteil. Ebenfalls vergleichbar mit dem eindimensionalen Mehrfach-
schwinger benötigt der Schritt ConvertToAssignments den zweitgrößten Anteil.
Die Schritte Optimize und Causalize verbrauchen die kleinsten Zeitanteile, da
in diesem Modell weder Gleichungen differenziert werden müssen noch Zustän-
de abgewählt werden oder algebraische Schleifen enthalten sind. Das Modell
kann nicht in linearer Zeit transformiert werden. Der geringfügige Anstieg ist
bedingt durch die von der Größe des Modells abhängige Summengleichung.
Zum Beispiel ist die Funktion zum Vereinfachen von Ausdrücken für den Fall
vieler verketteter Plus Operatoren nicht geeignet und skaliert darum nichtline-
ar. Für die Messungen wurde der entsprechende Funktionsaufruf deaktiviert.
Da in Abschnitt 3.4 ein linearer Verlauf für das Matching des Modells nach-
gewiesen werden konnte und die Ursache für den nichtlinearen Verlauf des
Modells des elektrischen Leiters in der nicht vollständig effizient umgesetzten
Implementierung angenommen wird, sollte eine Transformation des Modells in
linearer Zeit möglich sein. Das Ziel, ein linear skalierendes Modelica Compiler
BackEnd für praxisrelevante Modelle zu entwickeln, wurde somit zumindest für
Modelle aus dem Bereich der Mechanik erreicht. Die Übertragung der Ergebnis-
se auf andere Fachbereiche und Modelle, die mehrere Fachbereiche enthalten,
wird als möglich angesehen.
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(a) Laufzeitmessungen am Modell des
eindimensionalen rotatorischen Mehr-
fachschwingers
(b) Laufzeitmessungen am Modell des
dreidimensionalen Mehrfachpendels
(c) Laufzeitmessungen am Modell einer
ebenen Verkettung von Viergelenken 7.3
(d) Laufzeitmessungen am Modell des
elektrischen Leiters A.6
Abbildung 7.6: Ergebnisse der Laufzeitmessungen am OpenModelica Compiler
Kapitel 8
Zusammenfassung und Ausblick
Bei der Simulation technischer Systeme ist zunehmend die Frage zu beant-
worten, bis zu welcher Modellgröße die Methode der gleichungsbasierten und
objektorientierten Modellierung anwendbar ist. Für die erfolgreiche Durchfüh-
rung von Projekten mit großen Simulationsmodellen muss frühzeitig entschie-
den werden, wie die Infrastruktur zu gestalten ist und welches Expertenwissen
benötigt wird.
In Vorbereitung dieser Arbeit wurden Untersuchungen an verschiedenen Mo-
delica Compilern durchgeführt, die zeigten, dass die im BackEnd stattfindende
symbolische Verarbeitung eines Modelica Modells zu numerisch auswertbarem
Programmcode bei allen Modelica Compilern nichtlinear mit der Modellgröße
skaliert. Das FrontEnd sowie das Erstellen des Simulators aus dem Programm-
code erreichte teilweise linear skalierende Verläufe. Auf der Grundlage dieser
Ergebnisse wurde die Entscheidung getroffen, die im BackEnd zur Anwendung
kommenden Algorithmen und Methoden umfassender zu analysieren, um über
das zu erwartende Gesamtverhalten eines Modelica Compilers genauere Vor-
hersagen treffen zu können.
Das Ziel der durchgeführten Analysen war es, die folgenden Fragen zu beant-
worten:
1. Wo liegen die Ursachen für den nichtlinearen Verlauf?
2. Ist unter Verwendung geeigneter und effizient implementierter Algorith-
men ein linearer Verlauf für praktisch relevante Modelle möglich?
101
102
Zusammenfassend kann für die erste Frage festgestellt werden, dass die Ursa-
chen für einen nichtlinearen Verlauf am Beispiel des OpenModelica Compilers
im Falle von praxisrelevanten und aus Bibliothekselementen erstellten Model-
len ineffizient umgesetzte Algorithmen oder ineffektive Algorithmen waren. Ein
nichtlinearer Einfluss auf die gesamte symbolische Verarbeitung konnte nur an
einem Teilschritt ausgemacht werden. Im Falle eines Modells, das mindestens
eine von der Größe des Modells abhängige algebraische Schleife besitzt, ist
zur Verarbeitung dieser algebraischen Schleife die Jacobimatrix symbolisch zu
berechnen. Diese Berechnung besitzt, unabhängig von der Umsetzung des Al-
gorithmus, eine nichtlineare Komplexität der Laufzeit, wenn die algebraische
Schleife nicht schwach besetzt ist.
Da praxisrelevante und aus Bibliothekselementen erstellte Modelle aber in der
Regel schwach besetzte algebraische Schleifen besitzen, konnte ein linear skalie-
render Verlauf am Beispiel der im Rahmen dieser Arbeit wesentlich verbesser-
ten Implementierung des OpenModelica Compiler BackEnds für mehrere Bei-
spiele aus zwei verschiedenen Fachbereichen erreicht werden. Das in der zweiten
Frage formulierte Ziel, ein linear skalierendes Modelica Compiler BackEnd für
praxisrelevante Modelle umzusetzen, wurde damit erreicht. Eine Übertragung
der Ergebnisse auf Modelle aus anderen Fachgebieten sollte durch die allge-
meine Anwendbarkeit der verwendeten Algorithmen und Methoden möglich
sein.
Die einzelnen Schritte der symbolischen Verarbeitung wurden detailliert analy-
siert und dokumentiert. Eine derartige Zusammenfassung ist dem Autor bisher
unbekannt und wird die Einarbeitung in notwendige Grundlagen für weiter-
führende Arbeiten unterstützen. Das im Rahmen dieser Arbeit entwickelte und
im OpenModelica Compiler umgesetzte BackEnd Pipeline Konzept ermöglicht
eine aufgabenbezogene Entwicklung von Compiler Modulen. Ergänzend dazu
wurden Methoden zum Testen der Implementation diskutiert sowie das Pro-
jekt ModeliMark, zum Vergleichen von Modelica Compilern, erstellt. Diese
Schritte legten und legen die Grundlagen, um neue Algorithmen zu entwickeln
und konsequent in ihrer Laufzeit zu optimieren sowie mittels umfangreicher
Untersuchungen effiziente Algorithmen anhand skalierbarer Modelica Modelle
zu ermitteln.
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Für die Umsetzung eines linear skalierenden Modelica Compilers sind, neben
den in dieser Arbeit gewonnenen und in einer praxistauglichen Implementati-
on umgesetzten Erkenntnissen, weitere Schritte notwendig. Wie durch die in
Vorbereitung dieser Arbeit durchgeführten Untersuchungen aufgezeigt wurde,
skalierte die Kompilierung des Simulators sowie das FrontEnd teilweise nichtli-
near. Die Ursachen dafür sind zu finden und die entsprechenden Teilschritte ge-
gebenenfalls durch die Entwicklung neuer Konzepte zu verbessern. Ein Ansatz,
der durch das BackEnd Pipeline Konzept vereinfacht umgesetzt werden kann,
ist die Erstellung des Simulators aus dem Modell unter Beachtung des Ein-
satzzweckes durchzuführen. Während in der Entstehungsphase eines Modells
viele Übersetzungsvorgänge stattfinden, aber nur wenige Simulationsdurchläu-
fe berechnet werden, erfolgen im Gegensatz dazu bei Optimierungsrechnungen
oder Hardware-in-the-Loop Anwendungen viele Simulationsdurchläufe, wobei
doch das Modell kaum erneut kompiliert wird. Mit der Möglichkeit, den Um-
fang der zum Einsatz kommenden symbolischen Optimierungsalgorithmen zu
verändern, kann die benötigte Zeit zum Erstellen des Simulators sowie zur
Durchführung der numerischen Berechnungen wesentlich beeinflusst werden.
Eine dem Ziel angepasste Transformation des Modells ist mit dem entspre-
chenden Fachwissen zur Konfiguration des OpenModelica Compilers bereits
möglich.
Weitere Ansätze, um eine effizientere Transformation und Simulation des Mo-
dells zu erreichen, existierten bereits und einige wurden schon prototypisch
umgesetzt. Dabei gibt es Ansätze, die die vom Computersystem angebotenen
Möglichkeiten ausnutzen und Ansätze, die die Information der Modellstruktur
verwenden.
Durch Parallelisierung des Transformationsprozesses oder der numerischen Be-
rechnung können die vom Computersystem angebotenen Möglichkeiten effek-
tiver ausgenutzt und somit die benötigte Übersetzungszeit verringert werden.
Für die automatisierte Parallelisierung der numerischen Berechnungen wurden
in [Aro06] Konzepte entwickelt und umgesetzt. Erste Schritte zur Parallelisie-
rung des Compilers wurden mit dem Bootstrapping [SFP11] und der damit
verbundenen Bereitstellung von Sprachelementen zur Beschreibung paralleler
Abläufe [Geb11] bereits umgesetzt.
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In [Zim09] wurden erste Ansätze vorgestellt, um die Größe des generierten
Quellcodes des Simulators zu minimieren und damit die Erstellung des Simu-
lators zu beschleunigen. Dabei soll die Modellstruktur ausgenutzt werden, um
häufig verwendete Strukturen zu identifizieren und durch Abstraktion Teile des
erzeugten Quellcodes wieder zu verwenden. Eine praktische Umsetzung dieses
Konzepts ist dem Autor bisher nicht bekannt. Bei der bibliotheksgestützten
Modellierung ist, durch das grundlegend verwendete Konzept aus einfacheren
Grundelementen komplexere Teilmodelle zu erstellen, für diesen Ansatz ein
erhebliches Optimierungspotential zu erwarten.
Neben der effizienteren Gestaltung der Transformation des Modells in einen
Simulator sollte aber auch die Mächtigkeit der Modelica Sprache erweitert
werden, um die Anwendbarkeit der gleichungsbasierten und objektorientierten
Modellierung und Simulation zu verbessern. In [Zim10] beispielsweise wurde
die Simulation strukturvariabler Systeme untersucht und exemplarisch umge-
setzt. Des Weiteren wurden die notwendigen Schritte zur Simulation partieller
Differentialgleichungen bereits in [Sal06] diskutiert und ebenfalls beispielhaft
umgesetzt. Die Integration dieser Konzepte und Prototypen in bestehende Mo-
delica Compiler macht sie für eine wesentlich größere Gruppe von Anwendern




















17 connect(fixed.flange , springDamper[1].flange_a);
18 connect(springDamper[1].flange_b , inertia[1].flange_a);
19 connect(inertia[2:N-1].flange_b , springDamper[2:N].flange_a);
20 connect(springDamper[2:N].flange_b , inertia[2:N].flange_a);
21 annotation (uses(Modelica(version="3.2")));
22 end SchwingerN;













10 connect(flange_a , element.flange_a);
11 connect(element1.flange_b , flange_b);









21 connect(springDamper.flange_b , inertia.flange_a);
22 connect(flange_a , springDamper.flange_a);
















































22 constant Integer N=5;








31 connect(world.frame_b , revoluteX[1].frame_a);
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32 connect(revoluteX[1].frame_b , revoluteY[1].frame_a);
33 connect(revoluteY[1].frame_b , body[1].frame_a);
34 connect(revoluteX[1].axis , springDamperX[1].flange_b);
35 connect(revoluteX[1].support , springDamperX[1].flange_a);
36 connect(revoluteY[1].axis , springDamperY[1].flange_b);
37 connect(revoluteY[1].support , springDamperY[1].flange_a);
38 for i in 2:N loop
39 connect(body[i-1].frame_b , revoluteX[i].frame_a);
40 connect(revoluteX[i].frame_b , revoluteY[i].frame_a);
41 connect(revoluteY[i].frame_b , body[i].frame_a);
42 connect(revoluteX[i].axis , springDamperX[i].flange_b);
43 connect(revoluteX[i].support , springDamperX[i].flange_a);
44 connect(revoluteY[i].axis , springDamperY[i].flange_b);




Listing A.3: Modelica Code des dreidimensionalen Mehrfachpendels
1 package Pendel3D
2 package Components
3 import MultiBody = Modelica.Mechanics.MultiBody;




















23 connect(bodyCylinder.frame_b , frame_b);
24 connect(frame_a , revolute.frame_a);
25 connect(revolute.frame_b , revolute1.frame_a);
26 connect(revolute1.frame_b , bodyCylinder.frame_a);
27 connect(revolute.axis , springDamper.flange_b);
28 connect(revolute.support , springDamper.flange_a);
29 connect(revolute1.support , springDamper1.flange_a);









39 connect(frame_a , element.frame_a);
40 connect(element.frame_b , element1.frame_a);





















2 parameter Real R=1;









12 connect(ground.p , signalVoltage.n);
13 connect(signalVoltage.p , inductor.p);
14 connect(inductor.n , resistor.p);
15 connect(inductor.n , resistor1.p);
16 connect(resistor.n , inductor1.p);
17 connect(resistor1.n , inductor1.p);
18 connect(inductor1.n , ground.p);
19 end ImplicitStateCoupling;
Listing A.5: Modelica Code eines elektrischen Systems mit singulärem Subsys-
tem
1 model WireN
2 constant Integer N = 1000 "Number of individual elements";
3 parameter Modelica.SIunits.Resistance R = 1000;







11 capacitor[N-1](each v(start=0, fixed=true), each C=C/N);
12 Modelica.Electrical.Analog.Basic.Capacitor




17 connect(sineVoltage.p , ground.p);
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18 connect(sineVoltage.n , resistor[1].p);
19 for i in 1:N-1 loop
20 connect(capacitor[i].n , ground.p);
21 end for;
22 connect(capacitorl.n , ground.p);
23 connect(resistorl.n , ground.p);
24 connect(resistorl.p , resistor[N].n);
25 connect(capacitorl.p , resistor[N].n);
26 connect(resistor[1:N-1].n , capacitor[1:N-1].p);
27 connect(resistor[1:N-1].n , resistor[2:N].p);
28 end WireN;
Listing A.6: Modelica Modell eines elektrischen Leiters ohne Induktion
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