Active Messages is a thin, highly optimized communication layer targeted at the library or compiler writer. A primary goal of an Active Message layer is to deliver the minimum latency and peak bandwidth of the network hardware to user pro- 
Introduction
Recent technological trends have driven Massively Parallel Processor (MPP) hardware towards systems that are essentially a collection of workstation class nodes connected by a high performance network. Advances in Local Area %work (LAN) technologies can provide a Network of Workstations (NOW) with switched, high bandwidth MPP like interconnects, blurring the line between an MPP and a NOW. Traditional communications software for a LAN, e.g. TCP/IP, has lagged behind MPP software in terms of the fraction of raw hardware performance it can deliver to programs. The low performance stems from the assumptions made in traditional LAN software. These include invoking the operation system on every message, driver support for complex gatherfscatta operations, and protocols which model communication only in point-to-point terms rather than in an all-to-all framework. Studies show that for TCP, only a small fraction of the communication time is spent accessing the actual hardware. Protocol processing consumes substantial time, but still it is only a small fraction of the total cost. The costs of all operations of the communications software, including context switching, buffer and timer management, scheduling, and data copying must be reduced to improve performance [2] [6] . The HP Active Message layer (HPAM) is a software layer which delivers close to the hardware performance to user level prog r m s on a NOW without sacrificing essential services of the communication layer. The layer takes positions which differ from typical LAN communications software. These are:
Direct user access to the hardware. 
remote-data=*remote-ad&,
Active messages present a simple mechanism to the programmer: each message contains the address of a user-level handler ( d e segment) which is executed on message arrival. Because handlers run at the priority of the network, bl$&ing the arrival of successive messages, they must run quickly and to completion [lo]; The of the handler is to get the message out of the network, either by ktegrating it into the computation or sending a reply. Programming with active messages is similar to programming interrupt handlers in the operating system. The programmer must reason about asynchronous functions invoked within a main body of code. In addition to the basic active message mechanism, HPAM enforces a request-reply model of communication. When invoked, a handler is typed by the system as either a request handler or reply handler. A request handler may only use the network is to issue a reply to the sending process. Reply handlers cannot use the network. Request handlers which do anything other than reply, as well as reply handlers which attempt to use the network, generate an error.
reply(fead_repl iocal_addr,
remote-La);
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Traditional models, e.g. TCP, assume there are two logical one-way streams of information between two communicating entities. The request-reply model, however, assumes there are two, two-way streams. Figure 1 illustrates this using a remote read operation built upon HPAM. In the example, process 0 initiates the read to fetch a value stored in the address space of process 1.
First, the 'main thread' of control clears a completion flag, then launches a request. On process 1, the md-handler is called when the message anives from the network. The read-handler function accesses the value then sends a reply back to process 0. When the reply arrives the read-reply handler is invoked and stores the value into the appropriate location. The read-reply handler also sets a completion flag so the 'main thread' can detect the completion of the read. In a like manner,
-~ Requests to 0 from 1 Replies from 0 to 1 FIGURE 1. Logical information flow in request-reply model process 1 can issue remote reads to process ().While the restrictions on handlers may seem confin-ing, in practice they have not been. The restrictions were motivated by the need to provide an efficient interface on top of an unreliable network.
HPAM presents separate abstractions for small and large messages. A small message lives in the registers defined by the calling convention used by compilers for the instruction set. The send operation for a small message is a register-to-network operation. Conversely, receiving becomes a network-to-register operation. The HPAM 4 and HPAM-reply-4 calls pass four words from the local call frame to a remote call frame because the PA-RISC calling convention dedicates four registers for passing arguments.
The HPAM-$er and HPAM repZy-$er functions support large messages, i.e., bulk transfers. The model they present is a remote memory copy with a notification on the receiver that the copy has completed. HPAM-xfer copies bytes from the local process's memory, starting at the local base address, to the remote processes's memory starting at the remote address. Once the copy is completed, the handler is invoked on the remote node with a pointer to the data, the length, and a user supplied argument. Likewise, request handlers can use HPAM-reply-xfer to transfer bulk data back to the requesting process. HPAM does not provide segmentation and re-assembly because many transfers will fit into a single FDDI packet, which is up to 4500 bytes. Higher layers can compose segmentation and re-assembly easily since HPAM guarantees packet delivery.
Implementation
This section explains the current HPAM implementation. It begins with a quick overview of the Medusa card, then describes the all-to-all request-reply protocol used, and how it provides safety. The section concludes by explaining how the finite resource model exposed by the HFAM protocol can be used to provide protection.
Medusa overview
The Medusa card was designed for high bandwidth TCP connections [l]. The card sits on the graphics bus (SGC bus) in place of the frame buffer, and has one megabyte of on-board W. The VRAM is divided into fixed sized (8 Kbyte) blocks, each of which may contain one packet.
Four memory mapped FIFOs control access to the card (see Figure 2 ). 
HPAM implementation
This subsection describes the current HEAM implementation on the Medusa. Although the Medusa uses FDDI as the physical layer, this work is independent of any particular physical layer. Many of the ideas in HPAM are applicable to communications software as long as the physical network exhibits the properties described below. First, the assumptions underlying the implemen-tation and its novel properties are described. Next, a simple all-to-all request-reply protocol and an augmented higher bandwidth protocol are described, followed by a discussion of how the protocol is safe.
The HPAM layer is optimized under the following two key assumptions which differ from traditional LAN software:
The probability of packet loss is very small, but not completely negligible.
The network hardware w i l l not duplicate packets or deliver packets to the wrong destination.
The network characteristics (latency, bandwidth, round trip time) are roughly constant throughout the duration of the communication.
We believe these assumptions make sense in a high performance LAN environment where the communicating entities and network fall under the same administrative control. For example, the current implementation is optimized for case where the processes are constituents of a parallel program and are running at the same time. The common case is thus that the arriving message is for the currently running process, so no context switch is needed on message arrival.
The novel properties of HPAM are:
The protocol assumes an all-to-all communications model, as opposed to a point-to-point model.
The request-reply model allows for a low overhead implementation using simple tables. HPAM does not use pointer based data structures, instead it trades memory for computation.
All state is explicit in the protocol, and kept at the endpoints. This forms the basis for the protection mechanism.
A process owns the network device while it is running. HFAM maps the Medusa into the process's address space to avoid the overhead of a kernel trap. A scheduler extemal to the layer is responsible for protecting the network state of a process to allow multiple processes to share the card.
Low overhead: single request-reply protocol
This section describes an all-to-all, single request-reply protocol. The first HPAM prototype used this protocol, and it serves to illustrate the core ideas. The basic idea of the protocol is simple. In an all-to-all model, a communicating entity (process) communicates with P-1 other processes.
Each process reserves P-1 request buffers (VRAM blocks), one for every other communication partner. A process also reserves P-1 reply buffers, one to store the reply for each request it may receive from another process. All request and replies are saved in buffers corresponding to the destination, and exist for the duration of the program. Both request and reply buffers are for sending, i.e., out-bound messages. In addition, at least 2(P-1) buffers are reserved for in-bound messages. A simple linear data structure, the descriptor table, describes the state of each request and reply buffer. This state includes status, such as whether the buffer is in-use, the sequence number, and time-out information. In-bound buffers form a pool; they do not have descriptor table entries.
The following example shown in Figure 3 walks though a request-reply operation, such as the remote read described in Figure 1 .
Before launching a request to process i, €€PAM acquires the request buffer reserved for process i (step 1.a). In the read example this would be the request buffer reserved for process 1. The protocol is very similar to an altemating bit protocol; the sequence numbers only need to range from 0-1 for the protocol to work. The following paragraphs describe how the protocol protects against loss and duplicate packets.
A free request buffer means that both the previous request and reply were successful, so a requesting process can re-use the request buffer. A valid new request means the previous reply got through, so a process can re-use the reply buffer.
An invalid request means that either the corresponding reply was lost or the requestor timed-out and sent a duplicate. The receiver, however, cannot distinguish a dropped reply from a duplicate request. Therefore when receiving an invalid request the correct action is to re-send the previously stored reply. Suppose in the example read, the packet containing the read reply was dropped by the network M e s s 0 would time-out waiting for the reply, and re-send the request. Process 1 would have processed the first request and have the reply stored in the reply buffer. Upon receiving the duplicate request, HPAM would 'reffat back' the previously reply instead of invoking the handler. Handlers cannot be invoked twice, because an active message may not be idempotent.
Consider a fetch-and-add operation rather thm a simple read. If the requestor timed-out and sent two requests, HPAM would send two replies, causing the requestor to see a duplicate reply, which it drops.
The protocol will never lose packets due to baffer overflow. A most P-1 requests can be outstanding to a given process at a time. By reserving 2(P-1) buffers in the in-bound pool, all possible requests and replies can be held pending in &e Medusa card. In the worst case, all processes may make a request to the same process, consuming P-1 in-bound buffers. That process in turn may make P-1 requests as well, requiring an additional P-1 in-bound buffers for replies.
WAM uses polling instead of interrupts because of the high cost of an interrupt. The cost for an interrupt and the kernel's first level interrupt service routine is 10 psec. All HPAM functions automatically poll, but the user must be careful in compute only loops, since the process is ignoring the network.
Since the combination of the descriptor table and Medusa buffers hold all the network state, HPAM implements reliability by checking the time-out value of a single request descriptor for each poll. If the descriptor has timed out, HPAM doubles the length of the timer and resends the message. A continuous circular walk though the requests in the descriptor table is enough to ensure all packets get re-transmitted in case of loss. Replies never time-out since they are only retransmitted in responses to requests.
Full bandwidth: multiple request-reply protocol.
Although the simple request-reply protocol has very low overhead, it cannot realize the full network bandwidth between pairs of processes because each pair can have only one outstanding request. To obtain the full network bandwidth, HPAM replicates the single request-reply protocol.
The number of replications needed to realize the full bandwidth of the network between pairs of nodes is the network depth, D. For the Medusa, D=4. Most a high performance LANs have a small hardware network depth.
The new protocol is an all-to-all D-way request-reply protocol. The protocol is very similar to the single request-reply protocol. The descriptor table is now 2-dimensional, with indices by processor and instance number. The basic match must include the instance number of the protocol (see figure 4) as well as the processor and sequence number. Because HPAM replicates the single request-reply protocol, it does not preserve ordering.
The new operations €or a remote read are: First, acquire a free request buffer. Any buffer for the desired destination will do, so HPAM maintains a 'hint pointer'. If the buffer pointed to by the hint is not free, HPAM searches the descriptor table, starting at the top in linear order, for a free buffer. If no free buffer is found, the request stalls and enters a time-out loop waiting for the hint to point to a free buffer.
The tuple that defines a valid match is now a triple: <processor, instance, sequence number>. Thus, the match is logically a two-dimensional lookup. Each of the D instances of basic protocol have a distinct sequence number space. Thus HPAM is not preserving ordering of the requests. Imagine the read request was dropped. HPAM will 2 69 uest packet (con-&ing the read-handler), but that will not prevent HPAM from invoking sucessive request handlers. However, HPAM still guarantees all handlers are invoked exactly once.
J. When a reply frees a request, the hint poi buffer. If the processes was stalled on a request to immediately use the newly freed request buffer.
is changed to point to the newly freed changing the hint will allow the stalled
The above protocol provides a simple form of flow control; at most D requests to a given processor can be outstinding at any given time. The overhead needed to support flow control in HPAM is very low, as shown in section 5. Any form of flow control must have a mechanism to free resources based on arriving messages. Because HPAM enforces a request-reply model, the match needed to implement the flow control is kept extremely simple. Instead of complicated pointer structures, HPAM maintains a simple two dimensional table (see Figure 4) . The two dimensional nature of the protocol means every process must reserve 0(2*P*D) space for out-bound communication. In addition, 0(2*P*D) Medusa buffers must be reserved as in-bound buffers to prevent packet loss due to buffer overflow.
HPAM obtains reliability in the same way as the single-request reply protocol, except that the walk through the request descriptors is 2-dimensional.
In n o d operation, if replies come in from the network in order and no packets are lost, each hint pointer cycles sequentially through the a column of the descriptor table. The hint pointer always points to a free buffer unless the processor has used up its allocated bandwidth. In that case, the processor may unnecessarily search the descriptor table, however, the process cannot send anyway. Complicated schemes to buffer the message and try again later would add a significant amount of overhead without improving bandwidth.
Many protocol implementations always put out-bound data on a time-out list, only to remove it later when the acknowledgment anives with the packet ever timing out. HPAM expects packet loss to be the infrequent case. By not maintaining an explicit time-out list, HPAM makes the frequent case faster, at the expense of the infrequent case when a packet is dropped.
Request-reply: solving safety.
Any request-reply protocol must guard against possible deadlock or livelock arising from the twophased nature of the operation. This problem is described well for networks which guarantee delivery in €83. For networks which may drop packets, the problem manifests itself as follows.
Suppose a single pool of buffers holds all in-bound and out-bound data, and all data is buffered at the sender until an acknowledgment is received. Between two processes, both buffer pools may become full, each process requiring a reply from the other to free some buffers. However, neither process can send a reply because the buffer pool is full. Thus, the two processes are deadlocked. If the underlying layer attempts to re-transmit the requests, the requests must be dropped since the buffer pools are full; the processes become livelocked. HPAM is safe because no process can attempt to use the network unless resources, both request and reply buffers, are available for the entire patb of a communication. Since reply handlers cannot use the network, a path consists of at most two hops.
Protection
HPAM recognizes a parallel program as a collection of mutually trusting processes and provides protection between programs. A key is associated with a given parallel program. All out-bound messages from a process of the program are stamped with the key. For in-bound messages, the key must match the process's key before a message can be accepted.
HPAM relies on a scheduling daemon, external to the layer, to ensure that only one process may use the Medusa at a time. The process given access to the Medusa is the 'active process', and is allowed to run. The scheduling daemon stops all other processes which need to use the Medusa. The daemon swaps network state into and out of the card when switching the active process. To save the network state, the daemon walks the descriptor tables, copying out all active state out of the Medusa buffers and into a per-process save area. Restoring the state is the reverse, copying the old state back into the Medusa. The scheduler must copy the active state because HPAM maps the card into the process's address space to avoid the overhead of a kernel trap.
The scheduler does not guarantee that all arriving messages are for the active process, although this is the expected case. The HPAM library and the scheduler negotiate two queues per process: an input queue the process uses to accept messages from the scheduler, and an output queue the process uses to send messages to the scheduler. The scheduler associates with each process the key which tags a message as valid for a given process. Before accepting a message, the HPAM library checks the key. If the key in the message mismatches the key of the active process, the message is copied into the output queue. After the daemon suspends the active process, the daemon copies all messages in the output queue of the suspended process into the correct processes' input queues. A process just swapped in by the daemon first checks its input queue for messages before checking the Medusa.
In the current HPAM implementation, there is a small critical section just after the process pops the RX-READY FIFO when it may be suspended by the scheduling daemon. In this critical section, the HPAM layer knows the VRAM block number of the received message, but the daemon does not. The daemon is unable to restore the state of the block when changing the network process. One solution would be to copy the entire contents of the VRAM if the process was suspended in the critical section. The current implementation sets a received failed flag, which must be checked after each pop from the RX-READY FIFO. If the flag is set, HPAM will drop the packet. In future implementations the daemon will manipulate the process' state, much like a debugger does, to obtain the needed information.
Although the current protection mechanisms are adequate in our research environment, they assume a malicious user does not modify the HPAM code or data structures. Mechanisms exist in the PA-RISC hardware for providing both protected code and data without invoking the operating system [5].
Performance
This section documents the performance of HPAM, and compares it to TCP on the same hardware. First, the section begins with some quick definitions then presents a performance compari-son between HPAM and two TCP implementations. Finally, a detailed measurements of the cost to send and receive a packet are presented.
Following LogP [4] terminology, overhead is defined as the processor cycles spent preparing to send or receive a message. Latency is defined as the time from when the processes signals the network interface that the message is ready to the time the remote network interface is prepared to hand the message to the processor.
For all the measurements, two 99 MHz HP 735 workstations were set up back to back forming a two node ring. A two station ring was used to be consistent with other measurements, and to reduce the network latency to a minimum. No programs were running other than normal system daemons during the tests. The stations were connected into the public Ethernet.
We measured the latency of the raw FDDI hardware as a fixed cost of 8.39 psec plus 0.08 psec/ byte. The mthodology used was to measure the round t i p time (R'lT) of increasing size packets. One process sent a packet and started a timer. The card buffer was pre-loaded with the FDDI header. On the remote end, another process sat in a tight polling loop, sending a pre-loaded buffer to the first station as soon as it popped the packet from the RX-READY FIFO. For a given packet size, the experiment was repeated until a 95% confidence interval was achieved. Using a least squares fit, the time for a zero length packet represents the fixed overhead part, and the slope is the cost-per-byte. A z r o payload FDDI packet consists of at least 22 bytes, so a lower bound on the latency an application can hope to see is 10.15 psec
Comparison to TCP
This section shows a comparison between HPAM and two implementations of TCP on the same hardware. The two versions of TCP are the 'normal' version, and the single copy version. The single copy stacks are detailed in [ 11. The single copy TCP/IP stacks differ from the normal protocol stacks in that they only make one copy of the data, and they take advantage of the Medusa's special Ip checksum unit.
Two experiments were per€~rmed, the first measures the round t i p time, the second measures the bandwidth under streaming conditions. For both experiments, the TCP NODELAY option was set, and the socket buffer size was set to 56K bytes.
Round Trip Measurements
In this experiment, a packet is sent by one station, then echoed by another. The first station records the round trip time. The experiment is repeated for the packet sizes up to 4K bytes. This experiment models a request-reply type operation. Figure 6 shows the results. A single copy stack provides little benefit over normal TCP. The measurements show for this implementation, the single copy stacks have a higher overhead than regular TCP for packets up to 1K bytes. Keeping the overhead low in a request-reply operation is critical to obtaining bandwidth because the overhead cannot be overlapped with message transmission.
Round Trip Tests

Bandwidth Measurements
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The second experiment measures bandwidth under ideal conditions. The first station sends packets of a given size to the second station without waiting for an acknowledgment. The second station starts timing after receiving the first packet. After the last packet is received, the receiving station computes the bandwidth. This experiment gives the message layer the best possible chance €or obtaining high bandwidth, because the layer can maximize the overlap between overhead and message transmission.
Since HPAM has very low overhead, it achieves the peak rate(& = 12 MB/s) Figure 5 shows the costs, in cycles, to send a message using the HPAM-4 call. The figure also shows the time an HPAM-poll call takes to extract the message and invoke the handler. The costs are broken down by step, and each step is assigned a feature.
On the sending side, the first step is to acquire a free buffer. In these tests, the first buf€er examined was free. It is reasonable to ignore the cost to search for a free buffer because the hint pointer will always point to an available buffer unless a packet was dropped or the process has used all the request buffers. Next, HPAM marks the card buffer as in-use so it will be saved by the scheduler if the process is switch out. The packet is constructed in the card buffer and launched into the network during the 'Store packet' step. Most of the fields in the descriptor table can be updated after the packet is sent into the network; this is the 'Update state' step. The Medusa card returns a status packet for every packet sent. The status packet is simply discarded by HPAM. However, the cost must be charged to the send overhead because every send incurs at least one poll of a status packet. The "Service (poll)" step accounts for this cost. The cost to remove the status packet doubles the basic send cost.
HPAM must go though many checks on the receiving side before invoking the handler. First HPAM sets a flag which signals the scheduler that the RX-READY FIFO is about to be accessed. After popping the FIFO, HPAM must check if it was just context switched back in, in which case the pop operation failed and HPAM discards the packet.
Next, the packet must be checked to see if it is a status packet from the ring, and the CRC is checked. The CRC check did not count as an FDDI artifact since many network interfaces only signal the processor of a bad CRC rather than discard the packet. The packet must pass the key check, then the type checks for requestheply and 4 word/xfer. The "dispatch" step is the cost to extract the handler address and four word payload followed by the branch to the handler. This cost is 140 cycles because of the long the latency of a reads from the VRAM.
After the handler returns to the HPAM layer, it checks if the handler replied, which is the "Sent ack?" cost. In this case, the handler replied so no ack is sent by the layer. Next, HPAM-poll checks a single request descriptor for time-out. In the current implementation, HPM-poll returns to the top of the "Lock card" step after the "Sent ack?" step, checking for time out only after the RX-READY FFO has been completely emptied.
The current HPAM implementation is able to overlap some of the overhead with the network latency. In particular, the "Service (poll)", "Sent ack", and "Timed out" steps occur after a packet has been launched into the a network. The total cost of a round trip operation, in this case remote read of an integer, takes 29 psec to complete.
Conclusion
The Active Message model, combined with a strong typing of request and replies enables a low overhead implementation of HPAM. Although the network is unreliable, the request-reply protocol keeps the matching process simple and fast. Also, no complex buffering is required. The request-reply nature exposed to the compiler Qr library writer frees the HPAM layer from having to infer the pattern of communication. If the higher level is sending many replies, the HPAM layer can take advantage of the two way communication to provide reliability and flow control. Likewise, a user sending a one-way set of requests is signaling the layer that it must generate empty acknowledgments on behalf of the mer. As the comparison to TCP shows, sending the empty ack packets costs almost nothing. HPAM achieves nearly the same peak bandwidth as the single copy TCP, even sending an empty ack for each data packet.
By making all the state explicit in the protocol, HPAM provides a simple protection model. Protecting communication becomes a matter of protecting state. Thus, HPAM can avoid costly kernel traps because an external scheduler is able to protect the network state.
HPAM is able to achieve high performance while maintaining key features by making different assumptions that traditional LAN software. HPAM however, does not replace TCP in the contexts of highly unreliable, variable delay networks. Networks which have these characteristics, typically WAN intemetworks, require more sophisticated mechanisms. Mechanisms associated with TCP, such as slow start and estimating variance of the round trip time [7] , are trying to "second guess" the network. In addition to sending data, TCP constructs and dynamically maintains a model of the network. We believe that with software enforced flow control and scheduling, a LAN network can be static enough so that a layer can assume the network characteristics to be fairly constant. A layer can exploit that knowledge to realize large performance benefits.
Future work on HPAM includes improvements in the negotiation between the scheduler and the HPAM layer. For example, the Unix ptrace call can be used to allow the scheduler access to the state of the network process. The PA-RISC gateway page mechanism should be used to provide protection to the HPAM code and data from the user level process without incurring the cost of a kernel trap. The layer should also be hand coded in assembly language to realize the lowest possible latency.
