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ABSTRACT
The renormalization group equations for a class of non–relativistic quantum σ–
models targeted on flag manifolds are given. These models emerge in a continuum limit
of generalized Heisenberg antiferromagnets. The case of the SU(3)U(1)×U(1) manifold is studied
in greater detail. We show that at zero temperature there is a fixed point of the RG
transformations in (2+ε)–dimensions where the theory becomes relativistic. We study the
linearized RG transformations in the vicinity of this fixed point and show that half of the
couplings are irrelevant. We also show that at this fixed point there is an enlargement of the
global isometries of the target manifold. We construct a discrete non–abelian enlargement
of this kind.
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1. INTRODUCTION
In an earlier paper 1) the notion of a generalized spin system was examined.
These systems are defined by associating the generators of a Lie algebra, G, in some fi-
nite dimensional matrix representation, with the sites of a lattice. The Hamiltonian is
expressed as a sum of terms comprising various G–invariant couplings between generators
on different sites. The idea was to study models which go beyond the well known SU(2)
spin systems 2) to see if the enriched group structure has interesting consequences. For
example, the topological term discovered by Haldane 3) in the continuum approximation
to the Heisenberg chain, that suggests a qualitative distinction between the integer– and
half–integer spin models: how does it generalize? Or the statements concerning the ex-
istence or not of an ordered ground state, depending on the spin 2): do they generalize?
In the previous paper, apart from kinematical matters, only the large quantum number,
correspondence theory, limit was considered together with the naive long wavelength be-
haviour. A generalization to the case of S(N) models of the Holstein–Primakoff formulae
was obtained but the main result was a general description of the continuum limit in the
classical approximation. Depending on assumptions about the nature of the ground state
configuration (ferromagnetic, antiferromagnetic, or some more general type of order) it
was found that the resulting classical field theory could be formulated as a generalized
σ–model. In these models the field variables take their values on a coset manifold G/H
which generally turns out to be a so–called flag manifold (where H is the maximal Abelian
subgroup of G). These models are G–invariant and non–relativistic. Our intention now
is to examine the simplest of these flag manifold σ–models with a view to finding fixed
points of the renormalization group equations.
We start with a σ–model Lagrangian of the general form
L = 1
2
gµν(φ) ∂tφ
µ∂tφ
ν +
1
2
kµν(φ) ∂iφ
µ∂iφ
ν (1.1)
where the fields φµ(t, x) are targeted on some coset space, G/H. The base space is flat
D+1–dimensional Euclidean spacetime. For simplicity we assume O(D) isotropy in space,
but not relativistic invariance. The tensors gµν and kµν are supposed to be the most
general G–invariant, positive definite tensors that can be assigned to the target manifolds.
Later we shall specialize to the case of flag manifolds.
The coefficient tensors in (1.1) can be specified in terms of a finite number of
parameters. For example, in a frame basis, eµ
α(φ), they take the form
gµν(φ) = eµ
α(φ) eν
β(φ) gαβ
kµν(φ) = eµ
α(φ) eν
β(φ) kαβ (1.2)
where the coefficients gαβ and kαβ are φ–independent and H–invariant. These tensors
comprise the coupling parameters of the model and it is their evolution under the action
of the renormalization group that we wish to study.
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In the literature there is an extensive study of two–dimensional relativistic σ–
models 4) especially in connection with string theory 5). Our model is non–relativistic and
we are primarily interested in the quantum statistics of this model which can be regarded
as a generalization of the work of Chakravarty et al. 6) from the case of G/H = SU(2)U(1) to
more general SU(N) flag manifolds.
In more than one space dimension the Lagrangian (1.1) is not ultraviolet renor-
malizable. This is not a serious consideration, however, since the model has its origin in
a lattice system which is necessarily ultraviolet finite. The ultraviolet pathologies of (1.1)
will therefore be suppressed by imposing a cutoff at the order of the lattice spacing. This
is not an entirely trivial matter, however, since one is changing the topology of momentum
space. This space is toroidal (and compact) in the lattice case whereas it becomes a ball
in the cutoff continuum case. To maintain G–invariance in such cases it is usually more
appropriate to employ some G–invariant regularization procedure. We shall avoid most of
the difficulties by using a covariant background–field method 7) for computing quantum
corrections.
To define the action of the renormalization group we use the momentum shell
technique 8). This means integrating out the hard components, those with momenta in
the shell
Λ ≥ | p−| >
Λ
s
(s > 1)
where Λ is the ultraviolet cutoff. The resulting effective Lagrangian for the soft components
must retain the G–invariant form (1.1) after an appropriate field redefinition. But the
coupling parameters will be modified,
gαβ → gαβ +∆gαβ
kαβ → kαβ +∆kαβ .
The aim is to obtain the effective gαβ and kαβ as functions of s and study their behaviour
in the limit s→∞.
In Sec.2 we describe the background field method as it applies to our problem and
compute the 1–loop contributions to the effective couplings. These can be expressed quite
generally in terms of the structure constants of the invariance group, G. The general form
of the evolution equations, and their restriction to the case of flag manifolds is obtained.
In these computations we impose periodicity, t → t + β, in the Euclidean time so that
temperature becomes one of the variables. (It will be assumed that the temperature is low
so that expansions in the time derivative ∂0φ are meaningful.)
As a consequence of the compact topology of the t–direction a new gauge invariant
term is induced in the effective action which disappears in the zero temperature limit.
This term is non–local in the time variable and it is constructed from the pull–back of the
holonomy of the spin–connection of G/H (i.e. the Wilson line) to the spacetime manifold.
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The results of Sec.2 are further specialized to the SU(N)–flag manifolds in Sec.3.
Here the β–functions assume a simple form and it becomes possible to show that, in
the limit of zero temperature there exists a non–trivial fixed point at which the theory
becomes “relativistic” in the sense that kµν = c
2gµν and all modes propagate with the
same velocity, c. We examine the behaviour of trajectories in the neighbourhood of this
fixed point and determine the critical indices (i.e. the eigenvalues of the matrix which
governs the linearized RG equations) associated with it. The result is that half of the
couplings are relevant. This shows that the system would maintain a relativistic form
under renormalization, which is not surprising. But it also shows, disappointingly, that
the relativistic fixed point would not be reached if the initial structure were not already
relativistic. At the critical point there is an enlargement of the isometry group of the
target space to include discrete transformations. This is illustrated for the case of SU(N)
flag manifolds in Sec.4 where it is shown that the permutation group, SN , is incorporated.
However, the action of SN is not free, there are fixed points. The discussion of some
technical matters have been relegated to the two appendices at the end of the paper.
2. THE BACKGROUND FIELD METHOD
To take advantage of the G–invariance of the system it is advisable to set up a
manifestly covariant scheme for computations. One such is the so–called covariant back-
ground field method 7). This method involves the introduction of a set of geodesic normal
coordinates on the target space. It is useful in perturbative calculations. The original
field variables φµ(x) are replaced by expansions in powers of new fields ξµ(x) – the normal
coordinates – which are treated as small quantities
φµ(x) = φ¯µ(x) + ξµ(x) + . . . (2.1)
where φ¯µ(x) is the background field and is treated as an external field. The terms of the
series (2.1) are determined by solving a geodesic type of equation,
∂2γµ
∂u2
+
∂γλ
∂u
∂γν
∂u
Γνλ
µ(γ) = 0 (2.2)
where γµ(x, u) interpolates between φ¯µ(x) and φµ(x), i.e.
γµ(x, 0) = φ¯µ(x)
γµ(x, 1) = φµ(x) . (2.3)
The form of the expansion (2.1) depends on the choice of connection, Γνλ
µ, used in the
geodesic equation (2.2). One possible choice for Γ would be the Riemannian connection
corresponding to some metric on G/H. However, our Lagrangian (1.1) involves two inde-
pendent “metric” tensors, gµν and kµν , and it is quite unclear which to choose. The best
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connection, in the sense of being the most convenient, is the one with respect to which
both gµν and kµν are covariantly constant. It is uniquely defined.
When (2.1) is substituted into (1.1) one obtains the expansion,
L = 1
2
gµν ∂tφ¯
µ ∂tφ¯
ν
+ gµν ∂tφ¯
µ(∇tξν + ξλ ∂tφ¯ρ Tλρ ν)
+
1
2
gµν ∇tξµ ∇tξν +
(
Tνρ
λ gλµ +
1
2
Tνµ
λ gλρ
)
ξν ∇tξµ ∂tφ¯ρ
+
1
2
(−Rρµν τ gτσ + gρτ Tνσ λ Tµλ τ + gλτ Tνρ λ Tµσ τ) ξµξν∂tφ¯ρ∂tφ¯σ
+O(ξ3)
+ (terms with ∂t → ∂j , gµν → kµν) (2.4)
where all tensors, gµν , Rρµν
τ , etc. are evaluated on the background, φ¯. Details of the
derivation of this formula are given in Appendix A.
The vector ξµ can be referred to the background frame basis, eµ
α(φ¯),
ξµ = ξα eα
µ . (2.5)
In this basis the covariant derivatives are given by
∇t ξα = ∂tξα + ξβ ωtβ α , (2.6)
etc., where the spin connection, ω(φ¯), is defined in Appendix A. In the frame basis the
curvature and torsion tensors associated with this connection are particularly simple. They
are φ¯–independent and they are expressed in terms of structure constants of G,
Rαβγ
δ = cαβ
σ¯ cγσ¯
δ
Tαβ
γ = −cαβ γ . (2.7)
In these formulae the labels α, β . . . refer to the tangent space of G/H while σ¯ refers to
the algebra of H. In terms of generators,
[Qα¯, Qβ¯] = cα¯β¯
γ¯ Qγ¯
[Qα, Qβ¯] = cαβ¯
γ Qγ
[Qα, Qβ] = cαβ
γ¯ Qγ¯ + cαβ
γ Qγ . (2.8)
To compute the 1–loop contribution to ∆gαβ and ∆kαβ the bilinear terms in the
expansion (2.4) are sufficient. These terms determine the propagator, < ξαξβ >, and the
couplings to the external field, φ¯. One needs to evaluate the graphs of Fig.1. These are
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vacuum graphs with respect to the quantum fields ξα, but the momentum integrations are
Fig.1 The 1–loop contributions to the effective Lagrangian. Solid lines represent the
propagator< ξαξβ >. Dashed lines represent the external field, ∂φ¯µ eµ
α(φ¯). The
external field is slowly varying and these graphs represent the terms of second
order in the small quantities, ∂φ¯µ.
resticted to the shell,
Λ ≥ |p−| > Λ/s . (2.9)
Since one wants only the long wavelength, low frequency part of the effective action, it is
enough to pick out only the second order terms in ∂φ¯µ to identify the coefficients ∆gµν
and ∆kµν , i.e.
Leff = L+ 1
2
∆gµν ∂tφ¯
µ ∂tφ¯
ν +
1
2
∆kµν ∂j φ¯
µ ∂j φ¯
ν + . . . (2.10)
where the dots indicate non–local and higher order terms. Among the non–local terms
there will be gauge invariant terms constructed from the pull–back of the holonomy of the
spin–connection of the target manifold. Such terms will contribute only at non–zero T
when the time direction describes a circle of radius β = 1
T
. They will disappear in the
limit β →∞.
For the contributions of graphs (a) and (b) one obtains the expressions
∆a gαβ = (−Rαγδ ε gεβ + gαε Tδβ ε Tγσ ε + gεσ Tδα ε Tγβ σ)Gγδ
∆a kαβ = (−Rαγδ ε kεβ + kαε Tδβ ε Tγσ ε + kεσ Tδα ε Tγβ σ)Gγδ
∆b gαβ = −
(
Tαγ
ε gεδ − 1
2
Tγδ
ε gεα
)(
Tβγ′
ε′ gε′δ′ − 1
2
Tγ′δ′
ε′ gε′β
)
Kγδγ
′δ′
tt
δij ∆b kαβ = −
(
Tαγ
ε kεδ − 1
2
Tγδ
ε kεα
)(
Tβγ′
ε′ kε′δ′ − 1
2
Tγ′δ′
ε′ kε′β
)
Kγδγ
′δ′
ij
(2.11)
where
Gγδ =
1
β
∑
r
∫ (
dp−
2π
)D
Gγδ(p)
Kγδγ
′δ′
µν =
1
β
∑
r
∫ (
dp−
2π
)D
pµpν
(
Gγγ
′
(p) Gδδ
′
(−p)−Gγδ′(p) Gδγ′(−p)
)
. (2.12)
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The propagator, Gαβ(p), is defined by
G−1αβ(p) = p
2
t gαβ + p−2 kαβ (2.13)
where the space components of the momentum are restricted to the shell (2.9) and the
time components are discrete, pt = 2πr/β, r ∈ Z.
To obtain the renormalization group equations it is necessary to eliminate the
ultraviolet cutoff. This can be achieved in the following way. Firstly, observe that in units
of energy the coupling parameters have the dimension, D − 1, where D is the number of
space dimensions. It is therefore useful to define a new set of dimensionless couplings for
the effective theory,
gαβ +∆gαβ =
(
Λ
s
)D−1
gαβ(s) (2.14)
and similarly for kαβ. The evolution of these dimensionless parameters is governed by the
differential equation
∂gαβ(s)
∂ℓn s
= (D − 1) gαβ(s) +
(
Λ
s
)1−D
∂∆gαβ
∂ℓn s
. (2.15)
The cutoff must cancel from the right–hand side when ∆gαβ is expressed as a function of
the dimensionless couplings and the temperature parameter,
u =
Λ
s
β . (2.16)
It will be verifed in the following that the explicit dependence on the evolution parameter,
s, also cancels from the right–hand side of (2.15).
Although the expressions (2.11) are generally intractable, they simplify in the case
of flag manifolds for which one can obtain fairly explicit formulae for the renormalization
group β–functions. This is because the tensors gαβ and kαβ are both diagonal in this case.
The flag manifold associated with a simple group G is defined as the coset space,
G/H, where H is the Cartan subgroup of G. To study this case the Cartan–Weyl basis
is appropriate. Generators are denoted Hj , Eα where α is a root. The commutation rules
(2.8) take the form,
[Hi, Hj] = 0
[Hj , Eα] = αj Eα
[Eα, Eβ] = δα+β,0 α
j Hj +Nαβ Eα+β (2.17)
where Nαβ is non–vanishing if α+ β is a root. The non–vanishing structure constants are
therefore,
cjα
β = αj δα,β
cαβ
j = αj δα+β,0
cαβ
γ = Nαβ δα+β,γ . (2.18)
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From the hermiticity conditions, Hj = H
+
j , Eα = E
+
−α it follows that the structure con-
stants are real and, in particular, that Nαβ = N−β,−α.
Frame components in the tangent space of the flag manifold are now labelled
by the roots. Since the root vectors are all distinct, it follows from the requirement of
H–invariance that the tensor gαβ is diagonal in the sense
gαβ = gα δα+β,0 (2.19)
and likewise for kαβ. Symmetry implies gα = g−α and kα = k−α. Hence, the independent
couplings are equal in number to the (real) dimension of the flag manifold, the number of
roots of G.
Our choice of basis vectors, eµ
α, described in Appendix A, entails the reality
condition
(eµ
α)∗ = −eµ −α
if real coordinates are used. The positivity requirement on gµν and kµν therefore implies
that the parameters gα and kα are negative
gα < 0, kα < 0 .
Now that the propagator (2.13) is diagonal it is straightforward to evaluate the
integrals (2.12). One finds, firstly,
Gα =
1
β
∑
r
∫ (
dp−
2π
)D
(p2t gα + p−2kα)−1
= − KD
2
√
gαkα
∫ Λ
Λ/s
dp pD−2 coth
(
βp
2
√
kα
gα
)
(2.20)
where
KD =
2(4π)−D/2
Γ(D/2)
. (2.21)
The second integral in (2.12) reduces to
Kγδγ
′δ′
µν = (δγ+γ′,0 δδ+δ′,0 − δγ+δ′,0 δδ+γ′,0)·
· 1
β
∑
r
∫ (
dp
2π
)D
pµpν(gγ p
2
t + kγ p−2)−1(gδ p2t + kδ p−2)−1
which gives
Kγδγ
′δ′
tt = (δγ+γ′,0 δδ+δ′,0 − δγ+δ′,0 δδ+γ′,0)
kγ G
γ − kδ Gδ
kγ gδ − kδ gγ
Kγδγ
′δ′
ij =
1
D
δij(δγ+γ′,0 δδ+δ′,0 − δγ+δ′,0 δδ+γ′,0) gγ G
γ − gδ Gδ
gγ kδ − gδ kγ . (2.22)
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There is no need to perform the integral over p in (2.20) since all that is needed
for the renormalization group equations (2.15) is the derivative
∂Gα
∂ℓn s
= −
(
Λ
s
)D−1
KD
2
√
gαkα
coth
(
βΛ
2s
√
kα
gα
)
. (2.23)
The expressions (2.11) for ∆gα and ∆kα are linear in G
α and therefore homogeneous
of degree zero in the coupling parameters. The explicit factor (Λ/s)D−1 in (2.23) will
cancel the corresponding factor in the right–hand side of (2.15). Furthermore, because
of the homogeneity one can replace gα by gα(s) and kα by kα(s) without re–introducing
any powers of Λ/s, and without changing the leading order terms. All cutoff–dependence
disappears along with explicit s–dependence and one arrives at the β–functions. They
depend on g(s), k(s) and the rescaled temperature, i.e.
∂gα
∂ℓn s
= (D − 1) gα + α2gα Kα +
∑
γ
Nγα
(
N−γ,γ+α gα −Nγα gα+γ
)
Kγ
+
∑
γ
(
Nαγ gα+γ +
1
2
N−γ,α+γ gα
)(
Nαγ gα+γ −Nα+γ,−γ gα +N−α,α+γ gγ
)
·
· kγ K
γ − kα+γ Kα+γ
kγ gα+γ − kα+γ gγ . (2.24)
There is an analogous formula for ∂kα/∂ln s obtained by exchanging g with k on the
right–hand side of (2.24) and multiplying the last term by 1
D
. In both formula Kα stands
for the function
Kα = − KD
2
√
gαkα
coth
(
u
2
√
kα
gα
)
. (2.25)
The temperature itself evolves according to the trivial formula,
∂u
∂ℓn s
= −u . (2.26)
To go further it is necessary to specialize to some particular group. In the next
section we consider the case of SU(N).
3. THE SU(N) FLAG MANIFOLD
The generators of SU(N) can be denoted QA
B, A,B = 1, 2. . . . , N . They satisfy
the commutation rules
[QA
B , QC
D] = δDA QC
B − δBC QA D (3.1)
9
which means that the non–vanishing structure constants equal ± 1. The Cartan generators
are identified with the diagonal elements,
HA = QA
A (no sum) (3.2)
subject to the constraint Σ HA = 0. The off–diagonal elements are associated with roots,
E(A,B) = QA B (A 6= B) . (3.3)
The covariant components of the root vectors, (A,B)C, are then obtained by comparing
the defining formula
[HC , E(A,B)] = (A,B)C E(A,B)
with (3.1). One finds
(A,B)C = δBC − δAC . (3.4)
In the same fashion one obtains the contravariant components. They are also given by
(3.4). Finally, the sum of two roots is also a root if the first index on one equals the second
index on the other,
(A,B) + (B,C) = (A,C) . (3.5)
Hence the non–vanishing components of N are
N(A,B)(B,C) = −1
= −N(B,C)(A,B), (A 6= C) . (3.6)
Let us now apply this to the formula (2.24) for ∂gα/∂ℓn s. It is enough to choose
α = (1, 2) in which case the sum over γ is restricted to roots of the form (p, 1) or (2, p),
p = 3, . . . , N . One finds,
∂g12
∂ℓn s
= (D − 1)g12 + 2g12 K12+
+
N∑
3
[
(g12 − gp2)K1p + (g12 − g1p)Kp2+
+ (g1p + gp2 − g12)2 k1p K
1p − kp2 Kp2
k1p gp2 − g1p kp2
]
(3.7)
and, similarly,
∂k12
∂ℓn s
= (D − 1)k12 + 2k12 K12+
+
N∑
3
[
(k12 − kp2)K1p + (k12 − k1p)Kp2+
+ (k1p + kp2 − k12)2 g1p K
1p − gp2 Kp2
g1p kp2 − k1p gp2
1
D
]
(3.8)
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To obtain the other equations one simply makes the replacements 1 → r, 2 → s in (3.7)
and (3.8) and takes the sum over p subject to p 6= r, s. For N = 2 the sums over p
are absent from Eqs.(3.7) and (3.8). It is worthwhile to note that in this case the space
SU(2)/U(1) = S2 admits only a unique (up to scaling) SU(2) invariant second rank
symmetric tensor. Therefore gµν = v
2 kµν . It is easy to verify that in this case if we
choose units such that v2 = 1 our renormalization group equations reduce to those of
Chakravarty et al. 6).
The Eqs.(3.7) and (3.8) define the evolution of the coupling parameters in the
non–relativistic SU(N) flag manifold σ–model. In searching for a fixed point of these
equations it is helpful to replace the parameters, kα, by velocities,
v2α =
kα
gα
. (3.9)
The equations then take the form, near D = 1,
∂g12
∂ℓn s
= (D − 1)g12 + 2K(v12)+
+
∑
p
[
g12 − gp2
g1p
K(v1p) +
g12 − g1p
gp2
K(vp2)+
+
(g1p + gp2 − g12)2
g1p gp2
v21p K(v1p)− v2p2 K(vp2)
v21p − v2p2
]
(3.10)
∂v212
∂ℓn s
=
1
g12
N∑
s
[
(v212 − v21p)
g1p
gp2
K(vp2) + (v
2
12 − v2p2)
gp2
g1p
K(v1p)−
− (v
2
1p g1p + v
2
p2 gp2 − v212 g12)2
g1p gp2
K(v1p)−K(vp2)
v21p − V 2p2
− (g1p + gp2 − g12)
2
g1p gp2
v212
v21p K(v1p)− v2p2 K(vp2)
v21p − v2p2
]
(3.11)
where
K(v) =
KD
2v
coth
uv
2
. (3.12)
Although these equations are very complicated it is possible to identify at least
one non–trivial fixed point. It appears in the zero temperature limit, u→∞, and is given
by
grs → g < 0, vrs → c > 0 (3.13)
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for all pairs (r, s). Firstly, in the limit where all velocities are equal we have
K(v)−K(v′)
v2 − v′2 →
1
2v
∂K
∂v
= −KD
4v3
− KD
2v3
(1 + uv) e−uv + . . .
v2K(v)− v′2 K(v′)
v2 − v′2 →
1
2v
∂
∂v
(v2K)
=
KD
4v
+
KD
2v
(1− uv) e−uv + . . .
where we have used the low temperature expansion of (3.12),
K(v) =
KD
2v
+
KD
v
e−uv + . . .
The right–hand side of (3.11) therefore reduces to
1
g(1,2)
∑
p
(g(1,p) − g(p,2) − g(1,2))2
g(1,p) g(p,2)
KD u c
2 e−uc
which vanishes in the limit u→∞. Next, in the limit where all the couplings are equal as
well, the right–hand side of (3.10) reduces to
(D − 1)g + 2 KD
2c
+ (N − 2) KD
4c
which vanishes for
g = −N + 2
D − 1
KD
4c
. (3.14)
The limiting velocity, c, is not determined. Its value is a matter of convention reflecting
the choice of units in the original model (1.1).
Finally, to clarify the nature of the fixed point (3.14) we consider the behaviour
of trajectories in its immediate vicinity. To keep the analysis relatively simply we treat
the case, N = 3 writing
g12 = g + h3, v12 = c+ u3 (3.15)
etc., treating hα/g and uα/c as small quantities. In the linear approximation, at zero
temperature, the evolution equations (3.10) and (3.11) take the form
∂
∂ℓn s
(
h1
g
)
=
D − 1
5
(
h2 + h3 + 3h1
g
+
u2 + u3 + 4u1
c
)
∂
∂ℓn s
(u1
c
)
=
D − 1
20
u2 + u3 − 4u1
c
(3.16)
and cyclic permutations. In matrix notation,
∂ψ
∂ℓn s
=Mψ
12
where ψ denotes the column
ψ =
(
u1
c
,
u2
c
,
u3
c
,
h1
g
,
h2
g
,
h3
g
)
.
It is straightforward to solve the eigenvalue problem. One finds three positive (infrared
repulsive) eigenvalues and three negative:
m1 = m2 =
2
5
(D − 1), m3 = D − 1, m4 = m5 = −1
4
(D − 1), m6 = − 1
10
(D − 1) .
The eigenvectors are given by
(ψ1, . . . , ψ6) =


0 0 0 −13 −13 −11
0 0 0 0 26 −11
0 0 0 13 −13 −11
1 1 1 12 12 12
0 −2 1 0 −24 12
−1 1 1 −12 12 12

 .
Presumably in the case of SU(N) this phenomenon will persist, i.e. there will be
equal numbers of positive and negative eigenvalues.
4. DISCRETE SYMMETRIES
At the fixed point discussed in the previous section, the coupling parameters de-
generate in that gα and kα are independent of α. One therefore expects to find some
enhancement of the symmetries of the system. It is unlikely that new continuous symme-
tries would emerge since the target space is homogeneous and the action of the group G on
this space is already, in a certain sense, maximal. It is determined by the dimensionality
and topology of the space. Discrete symmetries, on the other hand, cannot be excluded.
Indeed, it is quite easy to show, at least for the SU(N) flag manifold, that the critical
Lagrangian admits a group of permutations acting on the target space. To demonstrate
this we begin with a brief discussion of the automorphisms of G.
We are interested in transformations,
Qαˆ → Sαˆ βˆ Qβˆ (4.1)
that leave invariant the algebra of G, i.e.
Sαˆ
αˆ1 Sβˆ
βˆ1 cαˆ1βˆ1
γˆ = cαˆβˆ
γˆ1 Sγˆ1
γˆ
or, equivalently,
S−1qαˆ S = Sαˆ
βˆ qβˆ (4.2)
13
where qαˆ denotes the adjoint representation,
(qαˆ)βˆ
γˆ = cβˆαˆ
γˆ . (4.3)
The coset space, G/H, is parametrized by a set of fields φα. For example, one might
choose the exponential parametrization,
Lφ = e
φαQα .
In the adjoint representation this reads
Dαˆ
βˆ(Lφ) = (e
φγqγ )αˆ
βˆ .
Using this representation it is clear that the automorphism, S, can be made to act on the
coordinates, φ, if it leaves invariant the algebra of H, i.e. if Sαˆ
βˆ is block diagonal,
S−1 qα¯ S = Sα¯
β¯ qβ¯
S−1 qα S = Sα
β qβ . (4.4)
Writing
S−1 D(Lφ)S = D(Lφ′) (4.5)
one defines the linear transformation
φα → φ′α = φβ Sβ α . (4.6)
With the 1–forms eαˆ defined by
L−1φ dLφ = dφ
µ eµ
αˆ(φ) Qαˆ
it follows from (4.5) and (4.6) that
eµ
αˆ(φ′) = (S−1)µ
ν eν
βˆ(φ) Sβˆ
αˆ . (4.7)
This implies that the Lagrangian (1.1) is invariant under those automorphisms that leave
invariant the frame components of the metric tensors,
Sα
γ Sβ
δ gγδ = gαβ
Sα
γ Sβ
δ kγδ = kαβ . (4.8)
If these conditions are satisfied it is straightforward to show that the Noether currents
transform according to (4.1) as one would expect.
In the case of SU(N) with generators, QA
B, as described in Sec.3 it can be
verified that the automorphisms include the N ! permutations of the indices,
QA
B → QpiA piB . (4.9)
These permutations are also automorphisms of the Cartan algebra. Since this group acts
by permuting the root vectors, it follows that the Eqs.(4.8) will be satisfied when the
coupling parameters, gα and kα, are independent of α. Hence, the permutations emerge
as a good symmetry at the fixed point. However, it should be noted that this group action
has fixed points.
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5. DISCUSSION
The model whose infrared behaviour is studied in this paper is itself obtained as
a classical long wavelength limit of a generalized spin system on a lattice. We have simply
quantized this model and extracted the resulting 1–loop contributions to the β–functions
in the usual way. One may object that the quantum nonlinear σ–model arrived at in this
way has nothing to do with the original spin system since the intermediate step involves
the neglect of quantum phenomena which may be important. To this objection we can
only respond by arguing that the neglected quantities – associated with factor ordering
ambiguities – are short distance effects and should therefore be irrelevant for the infrared
behaviour. Such ordering effects are in any case discarded in computations of quantum
corrections to σ–models. Indeed, the opinion seems to be widely shared that the long
wavelength properties of the quantized σ–model do in fact represent those of the spin
system.
Another objection could be that our use of the momentum shell technique for com-
puting β–functions is not compatible with the requirements of group invariance. Feynmann
integrals made finite by a simple momentum space cutoff generally fail to satisfy the appro-
priate Ward identities. The amplitudes associated with inherently divergent graphs such
as those of Fig.1 will turn out to be tensors with respect to transformations acting on the
background fields only if they are regularized covariantly. This we have not done. A careful
evaluation using our cutoff prescriptions would reveal some unwanted dependence on the
background spin connection. These terms we have discarded, (they actually disappear in
the case of one space dimension at zero temperature, otherwise not) believing them to be
artifacts. However, the approach clearly leaves something to be desired. Nevertheless, to
the order we have considered we believe that these problems do not affect our results. In
support of this in Appendix B, we have argued that the manifestly covariant dimensional
regularization will produce the same zero temperature β–function when D = 1 + ε.
The cutoff problems associated with σ–models are of course pseudo–problems
from the viewpoint of the original spin system. As we pointed out in Sec.1, momentum
space is compact for the spin system. A fully consistent approach to obtaining the long
wavelength properties would be to proceed by “decimation”, i.e. integrating out the vari-
ables associated with alternate sites, for example. A formulation of this kind is under
development at present.
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APPENDIX A The normal coordinate expansion
To obtain the expansion (2.4) it is necessary to establish some simple properties
of coset manifolds, G/H, and choose an appropriate connection form. More particularly,
one needs to specify the general structure of G–invariant tensors and to find the connection
with respect to which they are covariantly constant. The curvature and torsion tensors
associated with this connection can then be evaluated.
The manifold can be coordinatized by choosing a representative element, Lφ ∈ G,
from each left coset of G. The action of G on the manifold is then represented in the form
φ→ φ′ where
g Lφ = Lφ′h (A.1)
with g ∈ G and h ∈ H. Consider the 1–form
L−1φ dLφ = e
α Qα + e
α¯ Qα¯ (A.2)
whereQα¯ spans the algebra ofH andQα the remaining part. The 1–forms e
α = dφµ eµ
α(φ)
define a frame basis for the tangent space of G/H. They transform covariantly under the
action of G,
eα(φ′) = eβ(φ) Dβ
α(h)
where h = h(φ, g) is determined by (A.1). The representation h→ D(h) is determined by
the adjoint representation of G, restricted to the subgroup H. It follows that tensors like
gµν(φ) are G–invariant if their frame components, gαβ(φ), are H–invariant constants.
The Maurer–Cartan equations follow from (A.2) together with the commutation
rules (2.8),
deα + eβ ∧ eγ¯ cβγ¯ α = 1
2
eγ ∧ eβ cβγ α (A.3)
deα¯ − 1
2
eγ¯ ∧ eβ¯ cβ¯γ¯ α¯ =
1
2
eγ ∧ eβ cβγ α¯ . (A.4)
The first of these equations serves to identify a connection,
ωβ
α = −eγ¯ cβγ¯ α (A.5)
and its associated torsion,
Tβγ
α = −cβγ α . (A.6)
As usual, one can define the components of the connection in the coordinate basis,
Γµν
λ, such that the frames are covariantly constant,
0 = ∇µ eν α
= ∂µ eν
α − Γµν λ eλ α + eν β ωµβ α . (A.7)
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The curvature tensor is defined in the coordinate basis by
Rµνλ
ρ = ∂µ Γνλ
ρ − ∂ν Γµλ ρ − Γµλ σ Γνσ ρ + Γνλ σ Γµσ ρ
= eλ
α (∂µ ων − ∂ν ωµ − [ωµ, ων])α β eβ ρ
= eλ
α eµ
γ eν
δ Rγδα
β eβ
ρ (A.8)
where, from the Maurer–Cartan equation (A.4), the frame components are
Rγδα
β = cγδ
σ¯ cασ¯
β . (A.9)
The torsion tensor is obtained in the coordinate basis by using (A.7) and (A.3),
Tµν
α = Γµν
λ − Γνµ λ
=
(
∂µ eν
α + eν
β ωµβ
α − (µ↔ ν)) eα λ
= −eµ β eν γ cβγ α eα λ . (A.10)
The covariant constancy of a tensor such as
kµν(φ) = eµ
α(φ) eν
β(φ) kαβ(φ)
is expressed in the equations
0 = ∂λ kµν − Γλµ ρ kρν − Γλν ρ kµρ
= eµ
α eν
β (∂λ kαβ − ωλα γ kγβ − ωλβ γ kαγ)
= eµ
α eν
β
(
∂λ kαβ + eλ
δ¯ cαδ¯
γ kγβ + eλ
δ¯ cβδ¯
γ kαγ
)
or, in effect,
∂λ kαβ = 0
cαδ¯
γ kγβ + cβδ¯
γ kαγ = 0 (A.11)
which means that the frame components are H–invariant and independent of φ. This
generalizes to tensors of any rank. Notice that the curvature and torsion tensors, in
particular, are covariantly constant.
Turning now to the problem of developing a covariant expansion around an ar-
bitrary background we use a method due to Alvarez–Gaume´ et al. 7). As explained in
Sec.2 the idea is to introduce a field γµ(x, u) that interpolates between an arbitrary con-
figuration, φµ(x) = γµ(x, 1), and some fixed background configuration, φ¯µ(x) = γµ(x, 0).
In principle, one should be able to express φµ(x) as a Taylor expansion of γµ and its
derivatives with respect to u, evaluated at u = 0. If γµ(x, u) is made to satisfy a second
order differential equation in u, then the higher derivatives can all be expressed in terms
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of the first derivative at u = 0, which becomes the new independent variable. The aim is
to maintain covariance with respect to coordinate transformations on the target manifold.
The simplest covariant second order differential equation is the geodesic equation,
∂2u γ
µ + ∂uγ
λ ∂uγ
ν Γνλ
µ(γ) = 0
where Γνλ
µ is a connection. It is useful to define the tangent vector
ξµ = ∂uγ
µ (A.12)
and write the geodesic equation in the form
∇u ξµ = 0 . (A.13)
Partial derivatives with respect to spacetime coordinates, ∂aγ
µ are also covariant. They
can be used to define a covariant derivative of the tangent vector
∇a ξµ = ∂a ξµ + ∂a γλ ξν Γλν µ . (A.14)
Higher derivatives follow in an obvious way,
∇u∂aγµ = ∂u∂aγµ + ξλ∂aγνΓλν µ =
= ∂aξ
µ + ξλ∂aγ
νΓλν
µ
= ∇aξµ + ξλ∂aγνTλν µ , (A.15)
∇u∇aξµ = ∂u(∇aξµ) + ξλ∇aξνΓλν µ
= . . .
= −∂aγρ Rρλν µ ξνξλ . (A.16)
The curvature and torsion tensors that arise here are defined by (A.8)–(A.10). They are
covariantly constant,
∇u Rρλν µ = 0 = ∇u Tλν µ , (A.17)
a feature which simplifies the higher derivatives of ∂aγ
µ and ∇aξµ.
The covariant derivative is of course distributive and, acting on an invariant it
reduces to the ordinary derivative. For example, on the scalar product of two tensors,
∂u(A ·B) = ∇uA ·B + A · ∇uB .
The Lagrangian term, (1/2)kµν(γ)∂jγ
µ∂jγ
ν , is a scalar with respect to transformations in
the target space and its first few derivatives are easily calculated.
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∂u
(
1
2
kµν ∂jγ
µ ∂jγ
ν
)
= kµν ∂jγ
µ
(∇jξν + ξλ ∂jγρ Tλρ ν)
∂2u
(
1
2
kµν ∂jγ
µ∂jγ
ν
)
= kµν (∇jξµ + ξκ∂jγσTκσ µ)
(∇jξν + ξλ∂jγρTλρ ν)+
+ kµν∂jγ
µ
[−∂jγρ Rρλσ νξλξσ + ξλ (∇jξρ + ξσ∂jγτTστ ρ)Tλρ ν]
= kµν ∇jξµ ∇jξν
+ 2
(
Tνρ
λ kλµ +
1
2
Tνµ
λ kλρ
)
ξν∇jξµ ∂jγρ
+
(−Rρµν τ Kτσ + kρτ Tνσ λ Tµλ τ + kλτ Tνρ λ Tµσ τ) ξµξν∂jγρ∂jγσ
(A.18)
where we have used (A.15) and (A.16) together with the covariant constancy of kµν .
Analogous formulae for derivatives of the other Lagrangian term,
(1/2)gµν(γ)∂tγ
µ∂tγ
ν , are obtained from these by replacing k with g and ∂j with ∂t. It
remains only to substitute these expressions, evaluated at u = 0, i.e. with γµ replaced by
φ¯µ, in the Taylor expansion. On setting u = 1 the expansion (2.4) is obtained.
Finally, concerning the choice of basis vectors for the tangent space of the flag
manifold, we write (A.2) in the form
L−1φ dLφ =
∑
roots
eα Eα + e
j Hj (A.19)
where E+α = E−α and H
+
j = Hj . Since L
−1dL is antihermitian this implies the reality
conditions
eα∗ = −e−α and ej∗ = −ej .
If the coordinates φµ are real, as we have assumed throughout this paper, then
eµ
α(φ)∗ = −eµ −α(φ)
eµ
j(φ)∗ = −eµ j(φ) . (A.20)
The positivity of gµν(φ) therefore takes the form
gµν dφ
µ dφν = −Σ gα|dφµ eµ α|2 > 0 (A.21)
implying that the coefficients gα are negative. Also, the spin connection is pure imaginary,
ωµα
β = −eµ j cαj β
= eµ
j αi δα,β . (A.22)
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APPENDIX B The renormalization group at T = 0
In this appendix we would like to discuss some technical matters concerning the
various ways of regularizing the divergent integrals.
The 1–loop expressions for ∆gα and ∆kα are given by
∆gα = α
2gα G
α +
∑
γ
Nγα (N−γ,γ+α gα −Nγ,α gα+γ)Gγ
+
∑
γ
(
Nαγ gα+γ +
1
2
N−γ,α+γ gα
)(
Nαγ gα+γ −Nα+γ,−γ gα+
+N−a,α+γ gγ
) kγ Gγ − kα+γ Gα+γ
kγ gα+γ − kα+γ gγ (B.1)
∆kα = α
2kα G
α +
∑
γ
Nγα (N−γ,γ+α kα −Nγ,α kα+γ)Gγ
+
1
D
∑
γ
(
Nαγ kα+γ +
1
2
N−γ,α+γ kα
)(
Nαγ kα+γ −Nα+γ,−γ kα+
+N−α,α+γ kγ
) gγ Gγ − gα+γ Gα+γ
gγ kα+γ − gα+γ kγ . (B.2)
It is indeed through the differentiation of these expressions with respect to ℓn s that we
obtained equations such as (2.24). At zero T the propagator Gα is given by
Gα =
1
gα
∫ (
dp
2π
)D+1
1
p20 + v
2
α p−2
(B.3)
where v2α =
kα
gα
. The scheme which we have adopted in Sec.2 defines this propagator by
integrating p0 from −∞ to +∞ while restricting the p−–integrals to the shell Λs ≤ | p−| ≤
Λ; s > 1. This scheme clearly breaks the D + 1 dimensional rotational symmetry that the
classical action would have whenever vα is independent of α. This scheme is suitable in
the quantum domain only for T > 0 (T 6= 0) where p0 becomes a discrete variable and the
(D + 1)–dimensional symmetry is broken to a D–dimensional one. On the other hand at
T = 0 it is possible alternatively to integrate over a (D + 1)–dimensional shell
Λ
s
≤ p20 + |p−|2 ≤ Λ .
In this case it is not hard to see that if vα is independent of α, the (D + 1)–dimensional
rotational symmetry will be left intact.
A serious defect of the momentum shell technique is its failure to respect the
Ward identities associated with the G–invariance. This is due to the fact that a simple
cutoff, Λ, is introduced in the integration over p. For D = 1 and to the order that we are
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considering it is probably a happy accident that the explicit connection–dependent terms
cancel out. However, in order to be confident about the correctness of our β–functions we
have verified that the same functions can be otbained using dimensional regularization,
which respects the symmetries of the problem. To this end it is necessary only to identify
the singular part of Gα as D → 1. This is given by
Gα = − 1
2π
1√
gαkα
1
D − 1 + regular terms .
Using this expression for Gα in Eqs.(B.1) and (B.2), it is easy to verify that the minimal
subtraction prescription will reproduce the same β–function as the T → 0 limit in Eqs.(3.7)
and (3.8).
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