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Summary
In its parallel pursuit of an increased competitivity for design offices and more pleasurable and 
easier workflows for designers, artificial design intelligence is a technical, intellectual, and political 
challenge. While human-machine cooperation has become commonplace through Computer 
Aided Design (CAD) tools, a more improved collaboration and better support appear possible only 
through an endeavor into a kind of artificial design intelligence, which is more sensitive to the human 
perception of affairs.
Considered as part of the broader Computational Design studies, the research program of this 
quest can be called Artificial / Autonomous / Automated Design (AD). The current available level of 
Artificial Intelligence (AI) for design is limited and a viable aim for current AD would be to develop 
design assistants that are capable of producing drafts for various design tasks. Thus, the overall 
aim of this thesis is the development of approaches, techniques, and tools towards artificial design 
assistants that offer a capability for generating drafts for sub-tasks within design processes. The main 
technology explored for this aim is Evolutionary Computation (EC), and the target design domain 
is architecture. The two connected research questions of the study concern, first, the investigation 
of the ways to develop an architectural design assistant, and secondly, the utilization of EC for the 
development of such assistants.
While developing approaches, techniques, and computational tools for such an assistant, the 
study also carries out a broad theoretical investigation into the main problems, challenges, and 
requirements towards such assistants on a rather overall level. Therefore, the research is shaped as 
a parallel investigation of three main threads interwoven along several levels, moving from a more 
general level to specific applications. The three research threads comprise, first, theoretical discussions 
and speculations with regard to both existing literature and the proposals and applications of the 
thesis; secondly, proposals for descriptive and prescriptive models, mappings, summary illustrations, 
task structures, decomposition schemes, and integratory frameworks; and finally, experimental 
applications of these proposals. This tripartite progression allows an evaluation of each proposal 
both conceptually and practically; thereby, enabling a progressive improvement of the understanding 
regarding the research question, while producing concrete outputs on the way. Besides theoretical 
and interpretative examinations, the thesis investigates its subject through a set of practical and 
speculative proposals, which function as both research instruments and the outputs of the study.
The first main output of the study is the “design_proxy” approach (d_p), which is an integrated 
approach for draft making design assistants. It is an outcome of both theoretical examinations and 
experimental applications, and proposes an integration of, (1) flexible and relaxed task definitions 
and representations (instead of strict formalisms), (2) intuitive interfaces that make use of usual 
design media, (3) evaluation of solution proposals through their similarity to given examples, and (4) 
a dynamic evolutionary approach for solution generation. The design_proxy approach may be useful 
for AD researchers that aim at developing practical design assistants, as has been examined and 
demonstrated with the two applications, i.e., design_proxy.graphics and design_proxy.layout.
The second main output, the “Interleaved Evolutionary Algorithm” (IEA, or Interleaved EA) is a novel 
evolutionary algorithm proposed and used as the underlying generative mechanism of design_proxy-
based design assistants. The Interleaved EA is a dynamic, adaptive, and multi-objective EA, in which 
one of the objectives leads the evolution until its fitness progression stagnates; in the sense that the 
settings and fitness values of this objective is used for most evolutionary decisions. In this way, the 
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Interleaved EA enables the use of different settings and operators for each of the objectives within an 
overall task, which would be the same for all objectives in a regular multi-objective EA. This property 
gives the algorithm a modular structure, which offers an improvable method for the utilization of 
domain-specific knowledge for each sub-task, i.e., objective. The Interleaved EA can be used by 
Evolutionary Computation (EC) researchers and by practitioners who employ EC for their tasks.
As a third main output, the “Architectural Stem Cells Framework” is a conceptual framework for 
architectural design assistants. It proposes a dynamic and multi-layered method for combining a set 
of design assistants for larger tasks in architectural design. The first component of the framework is a 
layer-based, parallel task decomposition approach, which aims at obtaining a dynamic parallelization 
of sub-tasks within a more complicated problem. The second component of the framework is a 
conception for the development mechanisms for building drafts, i.e., Architectural Stem Cells 
(ASC). An ASC can be conceived as a semantically marked geometric structure, which contains the 
information that specifies the possibilities and constraints for how an abstract building may develop 
from an undetailed stage to a fully developed building draft. ASCs are required for re-integrating the 
separated task layers of an architectural problem through solution-based development. The ASC 
Framework brings together many of the ideas of this thesis for a practical research agenda and it is 
presented to the AD researchers in architecture.
Finally, the “design_proxy.layout” (d_p.layout) is an architectural layout design assistant based on 
the design_proxy approach and the IEA. The system uses a relaxed problem definition (producing 
draft layouts) and a flexible layout representation that permits the overlapping of design units and 
boundaries. User interaction with the system is carried out through intuitive 2D graphics and the 
functional evaluations are performed by measuring the similarity of a proposal to existing layouts. 
Functioning in an integrated manner, these properties make the system a practicable and enjoying 
design assistant, which was demonstrated through two workshop cases. The d_p.layout is a versatile 
and robust layout design assistant that can be used by architects in their design processes.
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Samenvatting
Kunstmatige intelligentie voor ontwerp is een technische, intellectuele en politiek uitdaging, 
aangezien dit tegelijk is gericht op meer concurrentievermogen voor ontwerpbureaus en een 
aangenamere, gemakkelijkere werkstroom voor ontwerpers. Hoewel de samenwerking tussen mens 
en machine dankzij tools voor Computer Aided Design (CAD) steeds gebruikelijker is geworden, 
zijn betere samenwerking en betere ondersteuning kennelijk alleen mogelijk met gebruikmaking 
van een soort kunstmatige ontwerpintelligentie, die gevoeliger is voor de manier waarop 
mensen dingen waarnemen. 
In het kader van breder onderzoek op het gebied van computerontwerp kan het onderzoeksprogramma 
dat hierop betrekking heeft worden aangeduid met Artificieel/Autonoom/Automatisch ontwerp (AD). 
Het niveau van de kunstmatige intelligentie die momenteel beschikbaar is voor ontwerpen is beperkt. 
Een realistisch doel voor AD zoals dat nu bestaat, zou de ontwikkeling zijn van ontwerphulpen die 
in staat zijn om voor verschillende ontwerptaken een concept te produceren. Dit proefschrift is dan 
ook gericht op de ontwikkeling van benaderingen, technieken en tools die de basis kunnen vormen 
voor ontwerphulpen voor AD die in staat zijn om concepten te genereren voor subtaken binnen een 
ontwerpproces. De voornaamste technologie die daarvoor is onderzocht is Evolutionary Computation 
(EC), met architectuur als het ontwerpdomein. De twee onderzoeksvragen van dit onderzoek hangen 
onderling samen en hebben in eerste instantie betrekking op onderzoek naar manieren om een 
architectonische ontwerphulp te ontwikkelen en in tweede instantie op de toepassing van EC bij de 
ontwikkeling van dergelijke hulpen. 
Tegelijk met de ontwikkeling van benaderingen, technieken en rekentools voor een dergelijke hulp, 
omvat het onderzoek ook een brede theoretische studie van de voornaamste problemen, uitdagingen 
en vereisten voor dergelijke hulpen in vrij algemene zin. Het onderzoek heeft dan ook de vorm van 
een parallelle studie naar drie aspecten die op verschillende niveaus met elkaar verstrengeld zijn. 
Daarbij is vanuit een algemeen niveau toegewerkt naar specifieke toepassingen. De eerste drie 
onderzoeksaspecten zijn: (1) theoretische discussies en beschouwingen over zowel de bestaande 
literatuur als de voorstellen en toepassingen uit deze dissertatie; (2) voorstellen voor descriptieve en 
prescriptieve modellen, mappings, samenvattende illustraties, taakstructuren, ontledingsschema’s 
en integratiekaders, en (3) de experimentele toepassing daarvan. Dankzij deze drievoudige opzet is 
het mogelijk om elk voorstel zowel conceptueel als praktisch te evalueren. Daardoor kunnen we de 
inzichten die relevant zijn voor de onderzoeksvraag, geleidelijk uitbouwen en ondertussen concrete 
resultaten produceren. Naast theoretisch en interpretatief onderzoek wordt het onderwerp van 
deze dissertatie ook onderzocht door middel van praktische en speculatieve voorstellen, die tegelijk 
onderzoeksinstrument zijn en resultaat van het onderzoek.
Het eerste belangrijke resultaat van het onderzoek is de ‘design_proxy’-benadering (d_p), een 
geïntegreerde benadering voor ontwerphulpen die concepten maken. Deze is het resultaat van zowel 
theoretisch onderzoek als experimentele toepassing en beoogt de integratie van (1) flexibele en 
losse taakdefinities en -representaties (in plaats van streng formalisme); (2) intuïtieve interfaces die 
gebruikmaken van standaard ontwerpmedia; (3) een evaluatie van de voorgestelde oplossingen op 
basis van hun overeenkomsten met bestaande voorbeelden, en (4) een dynamische, evolutionaire 
benadering van het genereren van oplossingen. De design_proxy-benadering kan bruikbaar zijn voor 
AD-onderzoekers die zich richten op de ontwikkeling van praktische ontwerphulpen, zoals onderzocht 
en gedemonstreerd door middel van de twee toepassingen, namelijk design_proxy.graphics en 
design_proxy.layout.
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Het tweede belangrijke resultaat is het ‘Interleaved Evolutionary Algorithm’ (IEA of Interleaved 
EA), een nieuw evolutionair algoritme bedoeld en gebruikt als achterliggend mechanisme voor het 
genereren van ontwerphulpen op basis van design_proxy. Het Interleaved EA is een dynamisch, 
adaptief en multi-objectief EA, waarbij een van de doelstellingen de evolutie leidt totdat de 
geschiktheid niet meer beter wordt. Met andere woorden: voor de meeste evolutionaire beslissingen 
worden de instellingen en geschiktheidswaarden van de doelstelling gebruikt. Op die manier maakt 
het Interleaved EA het mogelijk om voor elke doelstelling binnen een taak verschillende instellingen 
en operatoren te gebruiken, die bij een gewone EA met meerdere doelstellingen voor elke doelstelling 
gelijk zouden zijn geweest. Daardoor heeft dit algoritme een modulaire structuur, waarmee het 
mogelijk is om de methode voor het gebruik van domeinspecifieke kennis voor elke subtaak 
(doelstelling) te verbeteren. Het Interleaved EA kan worden gebruikt door onderzoekers op het gebied 
van Evolutionary Computation (EC) en door degenen die EC bij hun werkzaamheden gebruiken.
Het derde hoofdresultaat, het ‘Architectural Stem Cells Framework’ is een conceptueel kader voor 
architectonische ontwerphulpen. Hierbij wordt uitgegaan van een dynamische, meerlagige methode 
voor het combineren van een set ontwerphulpen voor grotere taken binnen een architectonisch 
ontwerp. Het eerste onderdeel van dit kader is een gelaagde, parallelle benadering voor 
taakontleding, die is gericht op een dynamische parallellisatie van subtaken binnen een complexer 
probleem. Het tweede onderdeel van dit kader is een concept voor de ontwikkelmechanismen voor 
gebouwconcepten, zogenaamde Architectural Stem Cells (‘architectonische stamcellen’ of ASC). 
Een ASC kan worden beschouwd als een semantisch gemarkeerde geometrische structuur, die 
informatie bevat die de mogelijkheden en beperkingen specificeert met betrekking tot de toegestane 
ontwikkeling van een abstract gebouw, van ruwe opzet tot uitontwikkeld gebouwconcept. ASC’s zijn 
nodig om de afzonderlijke lagen van een architectonisch probleem opnieuw te integreren door middel 
van ontwikkeling op basis van oplossingen. Het ASC-kader combineert een groot aantal ideeën uit 
deze dissertatie tot een praktische onderzoeksagenda en wordt gepresenteerd aan AD-onderzoekers 
op het gebied van architectuur.
De ‘design_proxy.layout’ (d_p.layout), ten slotte, is een architectonische ontwerphulp voor indelingen, 
gebaseerd op de design_proxy-benadering en het IEA. Dit systeem maakt gebruikt van een losse 
probleemdefinitie (voor de productie van conceptindelingen) en een flexibele representatie van de 
indeling waarmee het mogelijk is om ontwerpeenheden en -grenzen te laten overlappen. De interactie 
tussen de gebruiker en dit systeem vindt plaats door middel van intuïtieve 2D-graphics, en de 
functionele evaluaties worden gedaan door een voorstel met bestaande indelingen te vergelijken. 
Doordat het geheel geïntegreerd functioneert, vormt het systeem een praktische ontwerphulp 
die prettig is in het gebruik, zoals is gebleken uit twee werkplaatscases. De d_p.layout is een 
veelzijdige, robuuste ontwerphulp voor indelingen die door architecten tijdens hun ontwerpproces 
kan worden gebruikt.
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 19 Introduction
1 Introduction
§  1.1 Problem and motivation
§  1.1.1 The draft making assistant
In one of the scenes of the documentary, “Sketches of Frank Gehry” (Pollack, 2006), the well-known 
senior architect, Gehry, gives instructions to “his architect”, to cut cardboard pieces and stick these 
over each other to obtain a building form. How gratuitous these sketch models feel when they are 
being built. Yet, after each move, the genius gains an opportunity to re-evaluate the situation, and 
orders another move. Consider also snapshots from architectural offices that we got used to after 
2000s, a group of architects discussing in front of a table filled with massing alternatives cut from 
polystyrene foam. What happens in both cases is the integrated usage of brainstorming and sensitive, 
multifaceted evaluation.
It is true that the design moves that generate or develop alternatives or proposals sometimes appear 
gratuitous, and there might really be a degree of randomness in these moves. However, randomness 
is only one side of the process. For first, none of the moves is completely random. Rather, these moves 
involve a degree of randomness limited by a complex interaction of weakly guiding rationale, which are 
not always possible to explicate. Secondly, after a move is carried out, it becomes possible to evaluate 
the result with regard to an arbitrary number of aspects; apparently, sometimes just with respect to the 
whims of a senior designer, which nevertheless hide a well-internalized manner of carrying out tasks.
A combination of the above-mentioned cases reveals how design progresses through proposals; 
through the bringing forward of proposals with regard to a set of rationale, to be evaluated after 
being observed within a multi-layered and changing context. Design involves preparing drafts to be 
evaluated, revised, and refined. This is what was described by Schön (1983) as the ‘see-move-see’ 
cycles. This mechanism is an essential part of design, yet it is not always explicitly discerned.
Although brainstorming (freely generating a set of options to be critically examined later) is not 
sufficient on its own to complete a design task, it has been the most widespread and long lasting 
remnant of the Design Methods Movement, i.e., the first generation of design research. As a design 
method, brainstorming can be interpreted as corresponding to the ‘move’ step of the fundamental 
‘see-move-see’ mechanism of design. It allows scarcely elaborated ideas that are not well thought 
out on many aspects to come to surface, so that it becomes possible to see a range of available 
options. Only after this partially aleatory move, that is, only after the positive act of draft making, 
it becomes possible to move forward through the evaluation of the new situation. This is also the 
essence of sketching, which can be seen as a complex interweaving and integration of brainstorming 
and evaluation. In general, this is the explanation of solution-based thinking, which is the basic 
design strategy for the structuring of a design situation, through which both the problem and the 
solution start to emerge.
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At this point, it becomes intriguing to ask, whether an artificial design agent could assume the role 
of the architect of Frank Gehry, or if it could ease the burden of the ascetic novices of a design office. 
Consider a sketch for an artificial design agent: This agent should have a capacity to function within 
an architectural design office, amongst a series of human designers and other office workers. Just like 
the human architects, this agent has to deal with design tasks through its set of styles, or manners of 
carrying out its tasks. What kind of artificial intelligence (AI) approaches and systems would this agent 
use? What would be its level of success in dealing with its problems? What will be the problems that 
this agent would be dealing with? What kind of information and knowledge would it embody or solicit, 
and how? What would we gain from such agents in design? Which tasks in design could such an agent 
assume? In Gehry’s case, elaborate draft formations for integrated cladding and massing. In the latter 
case, alternative massing studies with regard to weakly considered functional and contextual issues.
Such draft developing functionality, which apparently does not require a human level intelligence, 
may be a starting point for the development of artificial design intelligence. Could intelligent artificial 
agents help us, while we are searching, retrieving, classifying, and studying our precedents; while we 
are developing an architectural proposal; while we are sketching or drawing? Could it function as a 
tool, as an assistant, as an apprentice, or as a partner? Could it cause us to be more productive, more 
creative, more visionary, cleverer, or happier designers?
§  1.1.2 Artificial / Autonomous / Automated Design
In this thesis, the research program that aims at developing methods for intelligent tools and 
assistants will be called Artificial / Autonomous / Automated Design (AD, or perhaps A3D), and will 
be considered as an offshoot of AI studies in general. AI is the traditional umbrella term attributed 
to the fields that seek to develop methods, tools, and agents that would undertake tasks that are 
acknowledged as requiring a form of intelligence. The product of such research has also been called AI.
The definition of intelligence unavoidably varies through time, worldviews, tasks, and contexts. 
Thus instead of trying to attain a simplistic or overly generalized consensus on this definition, in the 
context of this study, intelligence will be understood in a rather practical sense and in its essential 
plurality. In the case of AD, intelligence is understood with regard to design tasks, hence in the form of 
artificial design intelligence.
Before moving further, we should clarify what we mean by AD in comparison with the phrases, Computer 
Aided Design (CAD) and Computational Design. Traditionally, the term CAD has been used (1) to 
denote a group of computer tools for design related tasks, (2) new design workflows that have started 
to appear with the advent of these tools, (3) a research field that develops these tools, and (4) a line 
of business that produces and markets such tools. These four references should be separated. In this 
thesis, the first sense of CAD will be termed as CAD tools or CAD systems. The term CAD will be used 
to refer to the second sense, i.e., any design process that benefits computer aids. The third sense of 
CAD will be understood as a part of Computational Design, and will be referred to as Computational 
Design. Computational Design, before denoting a type of design practice or process, is a field of research, 
which searches for better and more advanced CAD, where CAD refers to all design processes that utilize 
computer tools. While the frontier of the field is constantly being shifted, after being absorbed within 
daily practice, basic usage of a computational technique or tool is no more seen as part of research 
(unless it is a learning system). It is the development of computational tools and methods, rather 
than designing with these tools, which distinguishes the field of Computational Design. For instance, 
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developing a computational method for design may be considered within Computational Design. If this 
method was developed and used as part of a design process, i.e., within a research-by-design process, 
the process is both CAD and Computational Design. If the developed method becomes a tool or a 
technique that is regularly being used for design, it becomes a CAD tool and the design efforts that utilize 
this tool can simply be called CAD; however, mere use of this method is no longer Computational Design.
AD should be considered as a subfield of Computational Design. However, it is difficult to delineate 
the borders of AD within Computational Design studies. It appears that there is rather a continuity 
between techniques that are considered more or less intelligent. The classification axis adopted in this 
study attempts at determining the level of the operational intelligence of a system with regard to its 
manner of operation, i.e., according to whether it operates, (1) as a tool, which must be instructed line 
by line, (2) as an assistant, which can take instructions and carry out several steps, or (3) as intelligent 
design agents, which should be completely autonomous (Kalay, 2004, p. 419).
As distinct from some areas of Computational Design, AD does not target one-off methodical 
innovations, but only reusable strategies, techniques, methods, and tools. This means that reusable 
techniques may be added to the CAD tools repository. Thus, the short-term practical aim of AD is a 
more advanced CAD, while the theoretical and intellectual aim will remain a better understanding 
of design intelligence, its challenges, methods, and capabilities. This will also be a path to a higher 
degree of automation. Intelligent artificial agents will aim at automating a larger chunk of human 
territory; however, it might also be the case that the artificial and human collaborators together 
enlarge the design field, without spilling over into each other’s domains.
As a sub-area of CAD, Computer Aided Architectural Design (CAAD) has a broad range of tools in its service, 
which has enhanced architectural design and allowed formal and technical advancements in built artifacts. 
However, the development of partially or fully autonomous intelligent design agents has remained a 
challenge for creative tasks within architectural design. Studies on intelligent technologies for architecture 
(i.e., AD) have commenced at around the same period with the first instances of architectural visualization 
tools, which are usually thought as rather less intelligent. Both research paths gained considerable 
attention from researchers, yet architectural drawing and modeling tools have long become commonplace, 
while AD staggered. So, it should be asked, why has it not been possible to develop intelligent artificial 
agents for architectural design, after around fifty years of studies? Not only a comprehensive practical 
system is lacking, autonomous artificial agents do not exist for even apparently simple tasks.
Yet, we could also ask, what is a simple task in architecture? Deciding on where to locate a mass within 
a site? Generating a series of massing studies for a building? Arranging a series of functional zones 
with respect to contextual, psychological, functional, and stylistic aspects? Deciding on the color of a 
wall? Choosing materials for finishing a floor? Negotiating with a series of stakeholders? Discussing 
with a team of designers?
It is clear that these are not simple tasks. They all require an understanding of a series of complicated 
issues, such as the complex superpositions and interactions of a series of building systems; cultural, 
political, and formal aspects of an urban context; the history and progression of cultural codes and 
formal styles; the multifarious requirements within a problem; perceptual and ergonomic aspects of 
spaces; and the dynamic structuring of the extremely complicated process of design itself. None of 
these issues has a predefined and fixed textbook specification. On the contrary, these are contextual, 
open-ended, and dynamic in character; even worse, they are dependent on each other. Development 
of intelligent design agents is difficult, because design is complicated. Even defining a design task is 
a problematic issue, because of the non-linear and open-ended character of the co-evolution of the 
problems and the solutions.
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This has apparently led most investors and developers to focus on less intelligent CAD tools and mostly 
leave artificial design intelligence issues to a group of enthusiastic researchers. Does this mean that 
artificial design intelligence would not help architects in carrying out their tasks? Not at all, as can 
be seen through the highly specific techniques of AI that have already been embedded within CAD 
tools. 3D modeling and rendering tools extend the computational reach of their users by helping 
them in complex calculations that they would or could not attempt to carry out, if these had not been 
automated. The extension made possible by these tools is not limited to representation. In digital 
modeling and surveying Building Information Modeling (BIM) technologies are rapidly developing. 
These systems automate the propagation of design moves towards semantically labeled building 
elements, while at the same time enabling automated surveying of quantities. Likewise, simulation 
tools for air conditioning, daylighting, acoustics, and emergency evacuation achieve an extension of 
computational capabilities, both in terms of speed and scope. With its analysis tools that come closer 
to the region of artificial design intelligence, Space Syntax research claims to have a degree of success 
in automated spatial analysis. Furthermore, it can be claimed that a certain threshold has been 
reached in several types of CAD tools. Representational tools, drawing, modeling, and graphic design 
applications are now reliable and productive.
Because intelligent support for creative aspects of design has been relatively neglected, a potential 
expansion area for CAD systems appear as incorporating more developed artificial design intelligence 
for better and more productive human-tool interactions, not only for detailing and optimization 
phases, but for creative and conceptual tasks as well; as these are the distinguishing aspects of 
architectural design in comparison with engineering design fields.
We function together with computer systems today. We live as human-tool assemblages. It can be 
expected that the development of interfaces for the heterogeneous relationships between experts and 
non-experts, between humans and tools, and between different non-human systems will continue 
to be a challenge that is appropriate for AD research. Just as CAD tools increased the productivity, 
sensitivity, and capabilities of the design practices, more automation could support this improvement 
in the same direction. However, the simple assumption “the more intelligent and capable the 
machine counterpart the better the assemblage” has to be revised to take into account the collective 
functioning of the human and tool counterparts: “the more collaborative the machine counterpart, 
the better the assemblage”. Better collaboration, better support appears possible only through an 
endeavor into an intelligence, which is sensitive to the human perception of affairs.
In brief, artificial design intelligence is at first a technical challenge, which has a potential for useful 
results. At the same time, it is an intellectual challenge, a frontier, shifting the boundary of the well-
understood productive processes. Finally, it is political, in being related to the humans’ unending 
struggle against the toil of compulsory work. From a rather professional viewpoint, intelligent design 
tools could mean affordable, competitive, innovative, better-integrated, higher quality architectural 
services. Assuming roles such as representative media, external memory, production tools, and 
collaboration platforms, CAD tools have already started to change the profession in this direction. 
However, with the acceleration of the construction business and because of the ambitious demands 
raised by these developments, a large percentage of architects is today filling the ranks of a white-
collar precariat with never-ending work hours; instead of moving towards the aspired direction for 
becoming well-paid and well-respected experts who reach out for the greater good of the public.
With the advent of the creative economy debates, better workspaces and working conditions became 
more significant aspects in the corporate world. Such values have started to be perceived as more than 
the empty desires or fantasies of marginals or daydreamers. They became legitimate demands in even 
business life, as epitomized in the Google Company’s headquarter buildings. Better workspaces and 
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working conditions are both a task and a requirement for design, as design is a business, too. Not only 
inhabited spaces but also organizations and workflows have effects on these issues.
At the same time, innovation and creativity came to be treated as the most important competitive 
assets. These demand time, effort, intelligence, and longer work-hours, although at the same time 
they have a potential to make work more exciting and satisfying. Nevertheless, ‘better process’ could 
indicate not only creative, fast, and adaptive, but also equitable, lateral, pleasurable, and participatory 
design processes that could satisfy all stakeholders including the designers themselves. It should be 
remembered that even without a promise of increases in productivity and competitivity, these values 
are worthy of respect and following on their own.
Although it might not be possible to predict the exact outcome of such an endeavor, the author 
of this thesis nevertheless has a propensity towards the emancipatory potential of automation in 
all fields, which takes the form of AD research in architecture. The main orientation of this thesis 
has been situated over an ideological stance, which involves an equitable profession in the form of 
horizontal collaborations, weaker hierarchies, decreased exploitation, increased knowledge sharing, 
effective participation, transparency, and wider accessibility; in short, a more horizontal and rewarding 
production regime. It is not claimed that these would be obtained solely through the results of this 
thesis. Obviously, it is not possible to discuss these issues through the meager proposals of this thesis. 
Nevertheless, it is still intriguing to ask, if AD could provide more pleasurable and easier workflows, 
shorter work hours, and more satisfying processes to the ever-exploited young architects, while 
simultaneously increasing the competitivity of the design offices.
§  1.1.3 A clash between two paradigms
While an increased intelligence and better collaboration appear as the basic requirements of artificial 
design intelligence, an engineering-oriented paradigm has been dominating the studies in related 
areas. This paradigm has resulted in an oversimplified comprehension of design situations within the 
frameworks of engineering disciplines. Research is mostly oriented towards the more engineering 
compliant aspects and tasks in design, leaving creative aspects aside. Another tendency has been to 
redefine design tasks in the form of mathematical or engineering problems, i.e., within the problem-
solving paradigm, which omits the real complications of design situations. This has made progress 
difficult in AD, and the resulting failure helped endure the mystical aura of design, at least within 
the designer community.
The engineering-oriented approach, which is part of a broader paradigm of technical rationality, 
prioritizes formal and methodological rigor and practical applicability to the detriment of design, in 
the sense that it makes researchers half blind to the core characteristics of the fields like architectural 
design. Even worse, the very formation of the academic fields of architecture forces researchers to 
stand on either side of a deep chasm, where two incompatible viewpoints create a parallax effect. 
On one side, there is design research and theory, which, following the reflection-in-action conception 
of Donald Schön, yields only overall interpretative knowledge, hard to defend in terms of the criteria 
of the technically oriented perspective, or to utilize within practical schemes. Although there are 
intermediary research paths such as protocol studies, design theory approaches more towards the 
humanities and the social sciences. On the other side, there is the dominance of an engineering and 
mathematics oriented technical rationality, which pursues applied research processes, targeting 
definite and defendable products. In reality, most of these products are not as useful as it is often 
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claimed. The products are brought forward, formalized, defended, verified, validated, etc.; yet, most 
of these systems are never accepted into practice. Such research tends to take care of methodological 
requirements more than the requirements of the practice, which is nevertheless understandable. 
Because, in reality, these studies become useful only by being added to the lineages of larger research 
programs; through the methods and ideas that they bring forward, develop, improve, or hint at; or 
through interpretations that they make possible, which is indeed parallel with what happens in the 
more ambiguous, less product-oriented research approaches.
As a result of the oversimplified comprehension of design, the engineering view insists on 
apprehending design situations in terms of engineering problems, to the extent that their most 
important characteristics are ‘pruned’. The result is a proliferation of research projects that tend 
to endure the domination of a reductive view towards design, devoid of sensitive understanding. 
Eventually, the above-mentioned chasm results in the designers’ tendency to oscillate between the 
two sides, according to whether they are the critics of a research project or the developers. When 
designers assume the role of the project developers or researchers, they are forced to present products 
that have to be defended in terms of the methodologies of applied fields, dominated by an engineering 
paradigm. On the other hand, when they are the critics, designers pretty much understand that 
the reductive path, which usually demands the critic to be highly forgiving to the shortcomings of 
a project, is not that innocent. Simplification of real-world problems and tasks is often a practical 
necessity in research projects; however, each act of simplification runs the risk of becoming a 
reduction of the real complexity, of the very aspects to be confronted.
AD demands an attitude, which adopts both sides of the chasm: an awareness of social science 
approaches, a propensity towards humanities, a hacker sensibility within practice (because the 
field has always remained in an age of the beginnings), but also the methodological rigor of applied 
sciences; a rigor that is to be assumed for practical aims, not as a worldview. Rigor or formalization 
cannot be the initial goal of AD, but may be put to use where appropriate. Formal definitions 
and mathematical rigor are the basis of, for example, the underlying mathematical operations 
of architectural drawing and modeling applications. They are indeed the basis of all computer 
technology. However, such formalizations are not sufficient as the primary providers of the principles 
of artificial design agents. Such principles may only be obtained through design research.
Design typically involves complicated, multifaceted, and ill-defined situations, which are still 
challenges for AI studies. Design intelligence is not inferior to a mechanical, calculative intelligence; 
on the contrary, it requires a more complicated kind of intelligence. One aspect of such intelligence 
is everyday understanding, while another is the expert knowledge within specific fields. Everyday 
intelligence still defies AI techniques, and mundane interpretation tasks for humans often correspond 
to the so-called AI-hard, or AI-complete problems. Given the necessity to judge functional, economic, 
cultural, and aesthetic aspects at any time throughout design processes, dealing with most design 
procedures require an understanding of the physical world, daily life, and culture, in addition to expert 
skills. Therefore, it will be claimed that, design is AI-complete, in other words, design problems are 
amongst the hardest AI problems1. For this reason, developments in AD would help advance AI in 
general. It is not surprising that there is a disbelief regarding design automation and a secondary aim 
of this study is to provide a detailed assessment of the complexity of design situations in order to 
investigate why design is AI-complete and on which paths we could tackle this challenge.
1 Hanna (2012) referred to this situation as “the hard problem of design”.
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Advancements in AI usually proceed in parallel with the advancements in cognitive sciences; new AI 
approaches give way to new cognitive models, hence to a better understanding of human thinking. 
Design is a special mental activity, through which some of the most complicated real world problems 
are being tackled. AD may contribute to a better understanding of the design activity; thus, may help 
cognitive studies in general.
Design is highly context-dependent. This is why design methods or tools cannot be defined as 
context-free formal schemes or models. A design problem has to be re-interpreted within each 
particular situation, throughout a parallel evolution of problems and solutions, where an additional 
non-linear dimension arises because of the simultaneous transformation of the contextual aspects. 
Therefore, the difficult tasks in the quest for AD are, first, attaining the interpretative intelligence, 
capable of appreciating daily situations, and secondly, gaining the capability for the dynamic 
structuring of a design process in line with the changes in the interpretation of a design situation. 
The lack of such mechanisms is the basic reason for the failure of the first generation AI approaches 
(sometimes called the GOFAI, i.e., the good old-fashioned AI, in a rather pejorative manner) in 
AD. Nevertheless, AI continues to advance with new methods, while a probabilistic, statistical, and 
example-based intelligence, which has to function in a situated, real-time, and on-line manner, is 
gaining prominence. The challenge continues and the current question is, what other technologies are 
available for AD? This is the current frontier for AD research.
§  1.2 Aims and research questions
Despite growing success of practical AI applications, a complete automation for architectural design 
tasks is not a practical target for today. While current techniques are not sufficient for completely 
autonomous artificial design agents, it is an underlying contention of this thesis that artificial design 
intelligence may still be pursued on other levels of intelligence, i.e., on the level of design assistants. 
A twofold progression is required for this aim. The first path orientates us towards readily useful design 
tools or assistants, and it can be termed as “weak-AD”. The second path has a long-term perspective 
towards a complete automation of design tasks, and can be called “strong-AD”. In this study, we will 
move over the first (practical) path, with a background awareness of the second as the ultimate target 
of AD. This means, bringing together a practical research with a broader theoretical perspective.
Given the state of the art in AI studies, for practical AD approaches, collaboration between human 
agents and artificial systems is inevitable. CAD takes place in a design environment where the 
humans and CAD tools operate together. The question is devising approaches that would enable 
a gradual increase in the capabilities of the artificial assistants. At one point, this question should 
involve artificial systems that are able to learn the knowledge and skills that expert human designers 
possess. This can only be achieved if appropriate collaboration strategies are developed. Therefore, 
the current task of AD may be described as developing artificial design assistants that are not only 
useful but also intuitive and pleasant to use. A potential function of such assistants could be the 
production of draft designs for various sub-tasks within design processes. These drafts could in turn be 
used by human designers as a means to contemplate on alternatives, or as intermediary points to be 
revised and improved.
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With the stating of this aim, another question arises: what are the potential AI technologies for 
such assistants? While the criticisms against earlier AI approaches were becoming commonplace, 
“embodied cognition” and “situated AI” approaches came to target these deficiencies by internalizing 
most of these criticisms. At the same time, a group of computation techniques called “soft 
computing” had been on the rise. Neural Networks, Ant Colony Optimization, Simulated Annealing, 
and Evolutionary Computation (EC)—all of which take their lessons from natural or material 
processes—are within this group. Amongst these techniques, as a local stochastic search method, EC 
has almost become the paradigm for problem-solving (see Michalewicz and Fogel, 2004).
In design fields, EC has been utilized for a variety of aims, most importantly within performance-oriented 
approaches, where the evolutionary component is mainly used as an optimization tool. However, it is not 
compulsory to understand EC as an optimization tool. EC has found various applications within different 
fields and conceptual frameworks. For example, within the field of artificial life, evolution is understood as 
a complex adaptation mechanism. Within Genetic Programming (GP), evolutionary mechanisms are used 
for evolving—or learning—computer programs or machine-learning models. There have been numerous 
applications of evolutionary techniques for arts and music for automated generation of images and 
musical pieces. Beside the evolutionary mechanisms used for these applications, a shared objective has 
been to automate a task, which had previously been carried out predominantly by humans. From another 
viewpoint, these studies explore potential roles for EC in the development of artificial agents, which can 
take over a portion of the workload of the humans, or at least help them carry out their tasks in an easier 
and more effective manner.
The basic mechanism of an evolutionary algorithm (EA) cycles through proposing, evaluating, and 
modifying a set of alternatives, which is reminiscent of the see-move-see mechanism of design, 
although on a much simpler level. Nonetheless, operating such a mechanism on a more elaborate level 
would require a more improved and multifaceted artificial design intelligence, which is not available. 
The operating level of the EC mechanism appears compatible with the basic available level of AI for 
design, which is limited to a set of task representation, generation, and evaluation methods. Therefore 
EC appears as a viable candidate as the underlying generative technology of a draft making assistant.
This study, thus, limits its task by setting out EC as the hypothetical basis for the development of 
design assistants. The basic task that arises from this statement concerns locating EC within design 
fields and identifying its potentials as well as limitations. How could EC be exploited for the generation 
of artificial design assistants? What are its current limitations and how could these limitations be 
alleviated with other approaches and techniques? Utilization of machine-learning approaches would 
be another important aspect of the above-mentioned draft making assistant. However, the breadth of 
the task compelled us to limit the practical study to the basic assistant that could ‘just work’ within a 
regular design environment. The potential of using EC for learning systems will be examined as part 
of the study; however, other machine-learning approaches will not be examined and they will only be 
indicated as potential development paths.
On an overall level, the thesis involves design in general, while on a particular level, the thesis is mainly 
concerned with architectural design. Therefore, the task will be further limited by gradually focusing 
on architectural design.
In brief, the aim of this thesis is the development of approaches and techniques towards artificial design 
assistants that offer a capability for developing drafts for sub-tasks within design processes. This aim 
requires a broad investigation into the main problems, challenges, and requirements towards such 
assistants, through both theoretical investigations and practical applications. The technology to be 
explored for this aim will be Evolutionary Computation (EC), and target design domain will be architecture.
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In conclusion, there are two connected research questions:
1 How can we develop an architectural design assistant for draft-making purposes?
2 Can Evolutionary Computation (EC) be utilized for the development of draft making assistants for 
architectural design?
The integrated research question becomes:
How can we develop an evolutionary architectural design assistant for draft-making purposes?
§  1.3 Research method
It is obvious that human designers manage to handle complicated design problems. However, despite 
widespread consensus on several important issues, there is no textbook on how to carry out design. 
While it is assumed that an amount of knowledge is being held tacitly within the minds of the human 
designers and implicitly within design products, explicitly stated procedural knowledge is rare. In other 
words, design theory does not have a firm prescriptive dimension. This is because, design concerns 
complicated problems and strategies, which are usually peculiar to specific situations. Design actions 
and interpretations are highly context-dependent and individual designers tend to develop their own 
ways of carrying out design. These make design a vast, under-structured field. As a result, an inquiry 
towards an aspect of this field requires an exploratory approach, which aims at structuring its subject 
while inquiring into it. Even in its limited state, the subject of this thesis concerns a broad area, which 
involves design practice and theory, Computational Design, and EC studies. The question is how to 
investigate this broad subject, and the answer is to bring together a series of different methodological 
approaches as interrelated threads of exploration.
This research is shaped as a parallel investigation of three main threads that are interwoven through 
the progression of the study (Figure 1.1). These threads involve, first, theoretical examinations, 
discussions, and speculations with regard to both existing literature and the proposals and 
applications of the thesis; secondly, proposals for descriptive and prescriptive models, mappings, 
summary illustrations, task structures, decomposition schemes, and integratory frameworks; and 
finally, experimental applications of these proposals.
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FIGURE 1.1 Three main methodological threads of the study. FIGURE 1.2 Basic research instruments of the study.
Such tripartite progression allows an evaluation of each proposal both conceptually and practically in 
terms of its weaknesses and limitations on the one hand, and strengths and comprehensiveness on 
the other; thereby enabling a progressive improvement of the understanding regarding the research 
question, while producing concrete outputs on the way, from the most general theoretical level to the 
most particular application level.
The multitude of discussions, models, illustrations, frameworks, and applications can be understood 
as probes into design situations. Here, the phrase ‘design situation’ refers to the task environment 
of a design agent. These probes can also be understood as viewpoints that are directed at different 
scales, aspects, and fields within a broad area. Each probe may involve a different method as required 
by its goals. Such an exploration will inevitably span a multitude of levels of generality. We can 
support this methodology through a conceptualization of perspectivism, according to which no 
single viewpoint would yield a sufficient understanding towards such a complicated subject. Each 
viewpoint potentially generates a different kind of narrative, as a function of its specific targets, scale 
of generality, limits, details, manner of description, etc.; in short, as a consequence of where, why, and 
how it looks. These viewpoints may be situated within distinct levels of generality, but they may also be 
complementary or alternative positions on the same level. All these perspectives may partially overlap 
or contradict with each other; nevertheless, in most of the cases, several of them are required for a 
comprehensive understanding.
Besides theoretical and interpretative examination, the thesis investigates its subject through a set of 
practical and speculative proposals (Figure 1.2), which function as both research instruments and the 
outcomes of the study:
The “design_proxy” approach (d_p)
An integrated approach for draft making design assistants. It is an outcome of both theoretical 
examinations and experimental applications and proposes an integration of, (1) flexible and relaxed 
task definitions and representations (instead of strict formalisms), (2) intuitive interfaces that 
make use of usual design media, (3) evaluation of solution proposals through their similarity to 
given examples, and (4) a dynamic evolutionary approach for solution generation. The design_proxy 
approach may be useful for AD researchers that aim at developing practical design assistants.
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The “Interleaved Evolutionary Algorithm” (IEA, or Interleaved EA)
A novel evolutionary algorithm, proposed and used as the underlying generative mechanism of 
the design_proxy-based design assistants. The Interleaved EA is a dynamic, adaptive, and multi-
objective EA in which one of the objectives leads the evolution until its fitness progression stagnates. 
It leads the evolution in the sense that the settings and fitness values of this objective is used for 
most evolutionary decisions. In this way, the Interleaved EA enables the use of different settings and 
operators for each of the objectives within an overall task, which would be the same for all objectives 
in a regular multi-objective EA. This property gives the algorithm a modular structure, which offers 
an improvable method for the utilization of domain-specific knowledge for each sub-task, i.e., 
objective. The Interleaved EA can be used by Evolutionary Computation (EC) researchers and by 
practitioners who employ EC for their tasks.
The “Architectural Stem Cells” (ASC) Framework:
A conceptual framework for artificial architectural design assistants. It proposes a dynamic and 
multi-layered method for combining a set of design assistants for larger tasks in architectural design. 
The first component of the framework is a layer-based, parallel task decomposition approach, 
which aims at obtaining a dynamic parallelization of sub-tasks within a more complicated problem. 
The second component of the framework is a conception for the development mechanisms for 
building drafts, i.e., Architectural Stem Cells (ASC). An ASC can be conceived as a semantically marked 
geometric structure, which contains the information that specifies the possibilities and constraints 
for how an abstract building may develop from an undetailed stage to a fully developed building draft. 
ASCs are required for re-integrating the separated task layers of an architectural problem through 
solution-based development. The ASC Framework brings together many of the ideas of this thesis for a 
practical research agenda and it is presented to the AD researchers in architecture.
“design_proxy.graphics” (d_p.graphics) application
A graphic design assistant for a toy task, mainly used for testing and demonstrating the use of design_
proxy approach together with the Interleaved EA.
“design_proxy.layout” (d_p.layout) application
An architectural layout design assistant based on the design_proxy approach and the Interleaved 
EA. The system uses a relaxed problem definition (producing draft layouts) and a flexible layout 
representation that permits the overlapping of design units and boundaries. User interaction with the 
system is carried out through intuitive 2D graphics and the functional evaluations are performed by 
measuring the similarity of a proposal to existing layouts. Functioning in an integrated manner, these 
properties make the system a practicable and enjoying design assistant, which was demonstrated 
through two workshop cases. The d_p.layout is a versatile and robust layout design assistant that can 
be used by architects in their design processes.
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§  1.4 Overview of the thesis
The thesis starts on an overall, theoretical level, which involves critical theoretical investigations into 
design theory and Computational Design for comprehensively examining why previous approaches 
have had problems in responding to the quest for artificial design intelligence. The practical goal 
is determining a viable research program for Artificial / Autonomous / Automated Design (AD). 
Thus, Chapter 2 is dedicated to a detailed theoretical outline, concerning the relationships of design 
processes and Computational Design, which at the same time reveals, supports, and discusses the 
aims and directions adopted in the thesis.
The first part of the chapter attempts at presenting a mature conception of design processes 
by examining what design is and how it is carried out by humans; through descriptions of the 
complex, vague, undefined, contextual, conflict-laden, and negotiatory character of design situations 
and corresponding dynamic, non-linear, solution-based, and co-evolutionary process structuring 
efforts of human designers. Basic outputs of this examination are a mapping of the basic constituents 
of design situations and a classification of the multifarious evaluations required within these.
The second main subject of Chapter 2 involves Computational Design, Computer-Aided Design (CAD), 
and Artificial Intelligence (AI) in design. Through a critical examination of the history of Computational 
Design studies, potential AI strategies, current limitations, and required intelligence types and 
capabilities for artificial design agents are identified. Another basic output of this investigation is a 
mapping of the difficulties encountered by the AI studies in design as linked to the corresponding 
strategies and techniques employed by human designers. The expectation is to develop a better 
understanding on potential research paths for AD.
By way of these investigations and discussions, a broad research program is determined for 
prospective studies, over which Evolutionary Computation (EC) could be grafted. This research 
program is based on a practical conceptual basis for human-machine relationships (i.e., weak-AD), 
yet its ultimate aim will remain comprehensive (i.e., strong) AD. As an outcome of this chapter, 
the design_proxy (d_p) approach will be presented as an integrated strategy towards draft making 
assistants. The main tenets of this approach acquire their rationale from the broad research program 
of AD. The specific proposals of this thesis and their practical results will be situated over this 
research program and following the design_proxy approach, which is envisaged to bring together a 
heterogeneous set of techniques and approaches for a series of different design tasks. For each new 
application, the aspects of the specific application are to be gathered under a specific title.
The third chapter of the thesis concerns Evolutionary Computation (EC) and its usage in design in 
general (that is, not in a specific field). The overall research task for this level concerns the examination 
of EC and its usage in design, by focusing on its limitations, potentials, and requirements through 
theoretical investigations. After an overall introduction to the basics of EC, a brief history of EC and its 
usage examples will be introduced, and the basic issues, requirements, advantages, and drawbacks 
of EC will be detailed. There is a set of more definite research questions on this level, which are to 
be examined through different methods. The first of these questions concerns the determination of 
how EC would be located within design processes and in what kind of collaboration (agency) scheme. 
Thus, the first practical output of the chapter is a task structure for EC use in design tasks. The second 
question inquires for the specificities of EAs that are required for complicated design problems. 
Therefore, in combination with the above-mentioned task structure, several schemes for complex and 
hierarchical EAs will be brought forward.
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The last section of Chapter 3 introduces the “Interleaved EA”, which is a dynamic, complex, adaptive, 
and multi-objective evolutionary algorithm (EA) devised specifically for design. The discussions on EC 
usage for design and the presentation of the Interleaved EA constitute the first part of an answer to the 
research question regarding the utilization of EC for AD. As for the second part of the answer, i.e., for a 
concrete utilization of this complex EA instance within specific design problems, the two applications 
of the design_proxy approach will be presented in detail in Chapter 4.
First main section of Chapter 4 is involved with the illustration of the application and testing of 
the design_proxy approach and the Interleaved EA in a graphic design context. The approaches, 
methods, preconditions, and underlying evolutionary mechanisms will be demonstrated alongside 
the verificatory tests for some functionalities of the system. The d_p.graphics application has 
been used for developing, studying, and evaluating the Interleaved EA over a series of axes such as 
versatility through adaptivity, evaluation through similarity, an easy to adapt graphical interface, and a 
collaboratory information and knowledge gathering framework. These techniques constitute the basis 
for the second application of the thesis (i.e., the design_proxy.layout).
The second main section of Chapter 4 concerns the development of an EC based assistant for the 
creative tasks of architectural design (i.e., the design_proxy.layout). There are several preliminary 
steps before arriving at a specific application for an architectural task. The initial overall question is 
how creative, conceptual architectural design may be structured to constitute a basis for an artificial 
design assistant. The proposals for structuring architectural design situations through a layer 
based decomposition scheme and the Architectural Stem Cells (ASC) Framework are presented and 
discussed as part of the initiatory steps. Because design tasks are dynamically intermingled in real 
design processes, the structuring attempted with these proposals will not be based on a temporal 
progression or phases, but rather on a dynamic parallelization of task layers. These proposals for 
structuring the vaguely delimited field of architectural design appear as a specific research framework 
for computational architectural design, which can set forth new paths and potentials for future 
studies. As such, they enable this study to situate the architectural layout task within a broader 
agenda, and to locate the d_p.layout system within the general context of architectural design.
With a background aim towards strong-AD, the research program assumed by this thesis can only be 
possible with the admission of the developed artificial systems into real world design processes. Such 
a system should find a way to be either useful, or pleasurable, or both. Therefore, the last research 
task for the thesis is to investigate the capability of d_p.layout to be adopted within design situations. 
This would also function as an experiment for the viability of the above-mentioned research program. 
A secondary target is the investigation of the collaborative potential of d_p.layout. Thus, the sub-
sections from 4.2.9 to 4.2.12 are dedicated to the illustration and discussion of the usage of the 
system during two student workshops.
There are complex relationships between the different levels and outputs of this thesis, due to a 
simultaneous development process. Most of the approaches developed for the thesis appear open 
for further development. Therefore, following an examination of the basic outputs of the thesis, 
the concluding chapter will also include a discussion of the outcome of each research thread, and 
additionally, starting with the potential additions and revisions on the proposed systems, will try to set 
forward a series of future research paths.
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2 Design and computation: 
a research program for Artificial / 
Autonomous / Automated Design
The overall aim of this chapter is to draw a detailed theoretical outline for the aims and directions 
adopted in this thesis. The investigation will start with a broad examination of design. This 
examination will help us to develop a mature conception of design processes, so that we can better 
comprehend potential research paths over which EC could be grafted. The second concern of this 
chapter will be computer-aided design (CAD), Computational Design, and artificial intelligence (AI) 
in design. The main aim in studying these issues is to base the practical proposals of the thesis over a 
critical examination of previous Computational Design studies. It should be noted that, the theoretical 
examination will not end with this chapter. Rather, it will start in this chapter and will continue to 
develop through considerations on proposals and applications in the following chapters.
The first part of this chapter focuses on the description of design, fields and activities considered under 
the term, and several descriptive models on separate aspects of this activity. Additionally, several 
key terms that concern this thesis will be introduced. It should be stressed that this will not be an 
attempt on an all-encompassing discussion of existing views. Rather, the aim is to present a specific 
understanding towards design, as a ground for the analysis of design activity that will be advanced 
throughout the thesis. It is not a goal of this thesis to develop a new definition for design. Besides its 
redundancy, this would require a completely different manner of research, well out of the bounds of 
this study. Therefore, instead of bringing out new research, the following effort of understanding will 
be supported by a series of well-established texts within design research.
As such, with an aim to develop a mental framework, a basis, a ground for the proposals of the thesis, 
the general concept of design will be explored on three levels. The examination will start on a most 
general level with the broad question “What is design?” Moving one level down, a more detailed 
description for design will be given through the plurality of activities of different design fields. Design 
fields exhibit important differentiations in their practices and approaches. Thus, a definition that 
would encompass most of these fields should be kept on an appropriate abstraction level. At this 
point, an important distinction emerges between design as a common ability and design as an 
expertise, which enables us to set forth basic issues regarding design knowledge. On the third level, 
through the progression of a discussion regarding a series of views on design (i.e., design as problem-
solving, design as a reflective practice, and design as inquiry into a situation) several important 
terms such as problems, moves, and rationale will be introduced. On the last level, three models will 
be cited from prominent design theorists Bryan Lawson and Kees Dorst, whose views are amongst 
the most important influences on the viewpoint adopted within this study. These models can be 
considered sound and well established and are able to present some crucial aspects of design clearly 
and succinctly. While the number of cited models could have been increased, these three models are 
envisioned as the smallest package of complementary models that would together delineate a unified 
image for design. An additional criterion for the selection was the models’ relevance for the specific 
exploratory path of this study, in the sense that they will be further referred to for the proposals and 
products of this thesis.
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Until this point, the investigation exhibits the character of a collection of existing concepts, ideas, 
and models, which are more or less abstract. However, because practical design knowledge is mostly 
tacit and cannot be expressed through generalized, context-free propositions, the design situation 
would best be described through design cases, i.e. within context. Thus, the abstract descriptions 
of the preceding sections will be further detailed and illustrated with a design story depicting an 
imaginary architectural design process, with an aim to visualize these conceptions within a common 
frame. The story is imaginary, yet it will be based on the conceptions extracted from existing design 
research. While the story unfolds, several issues regarding the complexity of architectural problems 
will be illustrated, e.g., inherently vague, undefined, contextual, conflict-laden, negotiatory character 
of design situations and corresponding dynamic, non-linear, solution-based, co-evolutionary process 
structuring efforts of human designers.
After this introduction into design situations, the examination will proceed towards Computational 
Design, firstly, with an aim to develop a practical conceptual basis for human-machine relationships 
within production processes, and secondly, to set forth a broad and plausible research program 
for prospective studies. The text will go on to define Computational Design primarily as a research 
field, and will try to anticipate a plausible path of progression while determining basic assumptions 
and characteristics of such a path. Starting with the meaning of computation, terms such as 
Computational Design, CAD, and AI will be discussed with respect to a human-tool collectivity 
encountered throughout the history, by way of an extension of human mind and capabilities into 
the environment. Toward a critical examination of the AI studies in design, basic constituents of the 
information-processing paradigm will be introduced with its corollaries, problem-solving, search, 
and formal approaches. This introduction will also establish a series of connections important 
for the understanding of EC. The examination will then proceed towards the introduction of a 
collection of concepts important for the discussions of this thesis. Tool-assistant-agent triad 
will be used for classifying CAD systems in terms of the level and manner of their operational 
intelligence. The difference between online and offline agents will be described to point to the need 
for non-linear and open-ended problem handling and for dynamic agents. The Situated Function-
Behavior-Structure (FBS) ontology of John Gero will be discussed at this point to illustrate the basic 
requirements of such agents.  
The third main section of the chapter concerns an attempt to identify and map, first, the basic 
constituents of a design situation, and secondly, the difficulties encountered by the AI studies in 
design as linked to the corresponding strategies and techniques employed by human designers 
against these difficulties. Additionally, the multifarious evaluations required by design situations will 
be classified with a fourfold scheme. It appears from the preparatory examinations for this attempt 
that to carry out the integral and dynamic exploration characteristic of design, a design agent requires 
building design expertise over an interpretative and evaluative daily understanding.
Thus, by establishing a basis regarding the core characteristics of design processes, required 
capabilities of design agents will be revealed. This makes it possible to question, whether such 
technologies that would provide these capabilities currently exist or not. It becomes also possible to 
set forth a research program and to situate EC within this program. Thus, the remainder of the chapter 
focuses on a research program, whose ultimate aim would be total or partial, i.e., strong or weak, 
Artificial / Autonomous / Automated Design (AD). In brief, it will be claimed that Strong-AD is AI-
complete, in other words, the problem is within the group of the hardest problems of AI. Thus, design 
appears as a challenge for AI in general. Therefore, AD’s basic assumption should be that current 
human strategies and behaviors in design are the proper responses to design situations. The second 
assumption will state that, design computation takes place in a design environment where the 
humans and CAD tools operate together. At least until general machine intelligence will be available, 
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Computational Design studies will have to tackle their problems through human-tool complexes. 
While weak-AD is the practical paradigm for Computational Design, strong-AD may remain an ideal 
or an ultimate target. The only viable way towards this ultimate aim is the cooperative human-tool 
complexes that would mutually develop while working together. As will be discussed with reference 
to Nicholas Negroponte’s research program for “The Architecture Machine”, the basic requirements 
for this aim are, first, the employment of machine-learning technologies, and secondly, voluntary 
acceptance of artificial agents for cooperation.
The overall task that appears after all these examinations is to develop intelligent artificial assistants 
that would be able to operate together with the human agents while learning from them. This is 
also valid for EC based systems. The importance of this plain proposal is the displacement of the 
emphasis from rigor or technical success to usability, which would require ease-of-use and pleasure 
no less than utility, scientific rigor, or technical competence. The response for these requirements 
will be an integrated approach, i.e., the “design_proxy” approach, for guiding the development 
of artificial design assistants. The last sections of the chapter will be introducing this approach 
with its main tenets.
§  2.1 Design as ability, activity, and profession
The term ‘design’ is the common name of a series of professional fields. It denotes both the core 
activities of the professionals that are active in these fields and the products of these activities. 
While it is sometimes convenient to talk about design and designers as if these terms denote a 
homogeneous field, there is no single unified discipline as ‘Design’. Instead, there is a whole range of 
designers practicing within more or less distinct fields, such as software design, interaction design, 
graphic design, textile design, fashion design, product design, stage design, interior design, landscape 
design, structural design, architectural design, urban design, etc. Each of these fields may contain 
further ramifications. Architectural design is a prime example of this ramification with a multitude 
of sub-fields corresponding to different sub-problems such as facade, structure, acoustics, air 
conditioning, illumination, etc.
Design professions are diverse in terms of their productions, organizations, and methods. 
Nevertheless, these professions resemble each other in some essential ways and they share common 
practices. Thus, to some extent, we can see design as one broad family, which comprises different 
design professions and activities (Dorst, 2006, p. 34; Lawson, 2005, p. 4).
Contrary to this professions-based definition, design has also been seen as a fundamental everyday 
activity that all humans perform. It is a natural human ability and all people are designers to a 
greater or lesser extent. For instance, people design their appearances throughout their lives. This is 
a complicated act, since people dress for multiple aims. It requires integrated strategies in order to 
deal not only with unstable weather conditions, but also with looking nice and with communicating 
adequate messages about who the person is and how she regards others. On a different level, 
planning and organizing someone’s daily activities can be seen as a kind of design activity, too. 
Likewise, designing, arranging, and personalizing living and working spaces is an important part 
of daily human life.
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Just like the process of language acquisition, these kinds of skills tend to be developed in a continuous 
process, which begins in early childhood (Lawson, 2005, p. 4, 234, 236; Cross, 2006, p. 100). 
However, while a kind of basic design ability is being shared by all humans, practicing designers 
exhibit differences in some respects. To be able to produce beautiful, practically useful, and well-
functioning products, they need to develop subtle and multifarious skills including both generic 
design abilities and expertise in their specific field (Lawson, 2005, p. 32, 234). Additionally, they 
require a multifaceted intellectual knowledge base in a wide variety of issues that interest societies. 
While developing this heterogeneous and mostly tacit kind of knowledge, designers become experts 
in their fields. This requirement for the gradual development of a kind of design expertise indicates 
that design is not a mystical ability but a combination of skills whose basis is provided by basic human 
abilities. In any case, in order to tackle complicated problems, design ability must be further gained 
and developed over this basis.
In a pragmatic sense, one essential activity of the designers is to provide design proposals in the form 
of detailed production descriptions for an artifact (Cross, 2006, p. 15-16). These descriptions usually 
specify materials and geometric properties and they are usually, but not exclusively, delivered in the 
form of drawings. From the viewpoint of design, the crucial constituent of this process is neither the 
drawing, nor the delivery process, but the process of the generation of design proposals; from a set 
of initial needs, requirements, and intentions to a new bit of reality, consisting of a—most probably 
physical—structure and an intended use. This constitutes the fundamental activity of the designers 
(Cross, 2006, p. 16; Dorst, 2006).
For such aims, design requires resolving vague situations, adopting solution-focusing strategies, 
problem-finding as well as problem-solving, analysis as well as synthesis. It requires employing 
inductive, deductive, and productive thinking and using verbal, non-verbal, graphic, and spatial media 
both to carry out the thinking process and to communicate ideas. Moreover, designers have to make 
judgments and balanced decisions often in ethical contexts (Lawson, 2005, p. 14, 233; Cross, 2006, 
p. 19; Rowe, 1987, p. 102).
§  2.1.1 Design research
In its explanations and proposals, this thesis relies heavily on the ideas, models, and explanations 
borrowed from current design research. Therefore, a brief description about the state of design 
research will be presented in this section.  
Design research refers to the body of work, which attempts to improve our understanding of design 
through systematic and reliable methods of investigation (Cross, 2006, p. 99; Bayazit, 2004). For the 
development, articulation, and communication of the knowledge related to design, design research 
draws on three main sources. These are people, processes, and products (Cross, 2006, p. 100). Thus, 
the objectives of design research are, to study, research, and investigate the entities (products) that 
are made by human beings (people), and the ways these activities have been carried out (process); 
both in academic studies and in professional practices (Bayazit, 2004).  
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Design research mainly studies (Cross, 2006, p. 101; Bayazit, 2004):
1 Designerly ways of knowing and the practices and processes of design, i.e., how designers work, how 
they think, what and how they know, and how they carry out and manage design activity.
2 What is achieved at the end of a purposeful design activity, i.e., form, configuration, and physical 
embodiment of man-made things, how these things perform their jobs, how they work, how they 
appear, and what they mean.
This thesis is explicitly concerned with the first area. In an attempt to assess where and how 
Evolutionary Computation can be used within design processes, the study undertakes an investigation 
of how human designers carry out design. On the other hand, because building proposals are integral 
parts of architectural design processes, the second area will also be visited implicitly. Firstly, as 
part of the idea of Architectural Stem Cells (see Chapter 4), in an effort to define suitable tasks for 
evolutionary computation, and secondly, in terms of the methods that will be introduced to analyze 
existing building layouts, for the application of evolutionary techniques to architectural design.
Although design involves some skills that are generic, in the sense that they apply to all forms of 
design practice, it also seems likely that some skills are specific to certain design fields (Lawson, 2005, 
p. 32). Beyond the basic commonalities, this thesis will be skewed towards issues related to the group 
of design fields that seems to lie near the middle of the spectrum of design activities, i.e., architecture, 
interior design, product design, and graphic design, and may omit some issues specific to more 
systematic fields of design, i.e., engineering design.
There is a shared confidence in the relative maturity of the current state of design research and 
theory compared to its early times, and it can be claimed that, after several decades of research, 
a firm corpus of design theory has been collected, which can reliably guide further research, 
interpretation, and education.
First of all, the general outline of the design realm has been delineated, and there is a series of 
ideas that appear to be held in common regarding design processes, design education, and design 
professions. In particular, several core characteristics of a design situation, i.e., the co-evolution of 
the problem-solution pair, contextual character of design, reflective conversation, and an essential 
variability of the strategies of different designers have found detailed expressions within design theory. 
In addition, although in rather broad outlines, there are some common assumptions about which 
approaches could work while designing and which would not.
However, it should be stressed that explicit procedural knowledge on ‘how to design’ is rather 
sparse and loose, if not altogether missing. The first difficulty in the endeavor to explicate designerly 
knowledge is the tacit nature of most design knowledge and skills (Niedderer, 2007). Design requires 
an extensive amount of training and expertise and this clearly indicates the presence of a designerly 
kind of knowledge. However, most of the times, this knowledge is not expressed in a propositional 
form. Human designers know how to design in a tacit way, but the endeavors to explicate their 
experiences and procedures have not brought about a body of knowledge, or a textbook, that could 
help designers learn and develop their skills better, or produce better designs. A quest for a ‘scientific 
design’ is mostly abandoned and this is related to the situated and highly context-dependent nature 
of design activity. It does not seem likely that there will ever be a general method for design, because 
each design situation is extremely complicated and unique. Thus, practitioners speak less of clearly 
predefined routes but rather more of their own individual interests, personal approaches, and 
strategies. The writings of practitioners confirm the view that there is not one route through the design 
process, but many (Lawson, 2005, p.183).
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A consequence is, as design is being better understood, we are moving farther away from describing 
specific methods for design. We do not—and most probably will not—have simple, common laws 
on how to design in a particular design situation. Instead, within design theory, a mixture of ideas 
is being gathered, containing on the one hand, broad outlines for general directions to be taken 
while designing, and on the other, stories of particular strategies of specific designers. There is no 
straightforward way for researches to proceed towards prescriptive models, or to convert design theory 
into practical proposals for designing better.
Another consequence is, despite many decades of research in Computational Design and despite 
considerable developments in some other fields related to artificial intelligence, for many design 
problems, automated approaches are still not available: design remains a human endeavor.
Obviously, these conclusions are not in line with Herbert Simon’s (1996) proposal for a science 
of design. Simon claimed that the prerequisite to introducing artificial intelligence into the 
design process was an explicit and precise design theory. He also thought this to be the key to 
establishing design theory’s academic acceptability and its appropriateness for a university system 
(Simon, 1996, p. 116).
Contrary to Simon’s expectations, design theorists adopted alternative routes that divert the 
field from a quest for a precise, scientific design. This was not because explicit knowledge would 
not help Computational Design studies, but that this kind of knowledge did not exist for design. 
With regard to their knowledge structures, design fields are different from both natural sciences 
and engineering fields.
As the field grows more mature and its participants become more confident about their subject, a 
better awareness is developed on the issues related to the methodology of design research. Since 
its inception, research on design processes has utilized a multiplicity of empirical methodologies, 
which commenced with introspection and assertion of a priori models, and moved forward to 
include carefully controlled laboratory experiments (which are mostly inspired by psychology and 
natural sciences) and protocol studies on constrained laboratory cases (inspired by cognitive science) 
(Lawson, 2005, p. 258).
These empirical methods yielded an amount of information for a better understanding of design 
processes. However, recognition of the inadequacies of laboratory-based empirical methodologies 
in the face of the complexity of design situations put forward the role of methods like interviews 
and long-term observations, which lean more towards the qualitative side and require superior 
interpretative skills on behalf of the researcher. This recognition gave way to observations within 
more realistic conditions in preferably design offices, and more recently, to interviews and long-term 
investigations of real practices (Lawson, 2005, p. 258; also see, Cross, 2011). In a connected line of 
thinking, it has been suggested that researchers who at the same time practice design usually have 
a better understanding of the complications of this activity (Lawson, 2005). This claim is strongly 
related with the supposition regarding the tacit expertise possessed by the designers.
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Considering the above mentioned complexity of the field, and the special tacit knowledge possessed 
by the researchers coming from design related education and practices, a claim for a separate 
disciplinary status for design research can be raised:
What has been happening in the field of design research is that there has been a growing awareness of 
the intrinsic strengths and appropriateness of design thinking within its own context, of the validity of a 
form of ‘design intelligence’. There has been a growing acceptance of design on its own terms, a growing 
acknowledgement and articulation of design as a discipline. We have come to realize that we do not have 
to turn design into an imitation of science; neither do we have to treat design as a mysterious, ineffable 
art. We recognize that design has its own distinct intellectual culture (Cross, 2006, p. 101).
During its brief history, design research has always proceeded side by side with Computational Design. 
Throughout the first generation of design research (so called, the “Design Methods Movement”), 
attempts at finding better and systematic ways for design culminated in several models of design 
processes. Informed by these models, the newly established Computational Design field attempted 
to produce practical approaches to aid and carry out design. The models produced for understanding 
design served for practical applications and trials (computational or not) and results from these 
applications (and most importantly the interpretation effort on these mostly failing experimentations) 
helped inform design research about the shortcomings of the models; hence a better understanding 
has been gradually developed.
Therefore, for both practical and theoretical reasons, proposing tentative models has been an important 
method of design research. At any time, there should always be a multitude of these models, just 
because of the complicated and multifaceted nature of the field. These models help produce layers of 
understanding towards different and sometimes incompatible aspects, targets, and scales of design. This 
is one of the reasons why researchers in the field of Computational Design should continue proposing 
new models and experimenting with their consequences in practical situations. An understanding of 
human designers’ strategies will help develop a better understanding in terms of the limitations and 
shortcomings of computational approaches, and devising new models, approaches, and methods is the 
only viable way to move forward in the current situation of the field. This also explains the methodology 
adopted for this thesis. The thesis cites some existing models in detail as well as offering both theoretical 
and practical models itself, targeting different layers and levels of the design realm.
§  2.1.2 Design as purposeful transformation and planning: the problem-solving paradigm
Design can be characterized as an activity of transformation, where the transformation is intended to 
have some desired results, although these results are broad and cannot be precisely defined before the 
process is experienced.
John C. Jones (1970) proposed what he regarded as the “ultimate definition” of design as “to initiate 
change in man-made things”. Similarly, according to Simon (1996, p. 111), “everyone designs who 
devise courses of action aimed at changing existing situations into preferred ones”. For Simon, the 
intellectual activity that produces material artifacts is not fundamentally different from the one that 
prescribes remedies for a sick patient or the one that devises a new sales plan for a company or a social 
welfare policy for a state (Simon, 1996, p. 130). In a similar sense, design is sometimes related to 
planning. Designers plan the behavior of the design and its users, as well as production of the design 
(Dorst, 2006, p. 32).
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These interrelated definitions are closely linked to the definitions of design brought forward by the 
problem-solving paradigm. Problem-solving requires that the problem solver recognizes a state of 
affairs that needs improving and a target state of affairs that would represent the improvement, where 
the ways to get from the unsatisfactory state to the improved state are not readily apparent. In this 
rather general sense, design can be seen as a kind of problem-solving.
The problem-solving paradigm has its origins in the field of mathematics (Gedenryd, 1998, Chapter 
1). It may be described as a collection of assumptions, approaches, models, and methods, and has 
been first adopted for AI studies by Herbert Simon and Allen Newell (Newell and Simon, 1972). 
The methods that were used by Newell, Simon, and Shaw during 1950’s, in one of the seminal 
studies of artificial intelligence—with the aim of developing a computer program that could prove 
logic theorems—eventually resulted not only in a practical automated problem-solving approach 
(General Problem Solver, GPS) but also in a general theory of human problem-solving (Newell and 
Simon, 1972). This paradigm, in which design is seen as a rational problem-solving process, has been 
a dominant influence shaping prescriptive and descriptive design methodology and a considerable 
portion of the work done in design methodology has followed it in its assumptions, view of science, 
goals, and methods (Dorst and Dijkhuis, 1995; Gedenryd, 1998).
One of the reasons for the success of this paradigm was that it was proposing a much-needed rigorous 
basis for design methodology. Problem-solving theories introduced by Simon and Newell provided a 
framework for design research by allowing the study of designers and design problems within a paradigm 
of technical rationality; in the logic-positivistic framework of natural sciences, taking sciences like 
physics as the model for a science of design (Dorst and Dijkhuis, 1995). A systematic science of design 
would also be convenient for practical reasons. This kind of knowledge, if available, would render design 
amenable to computational techniques, and would show the easy way towards design automation.
In this approach, there is much stress on the rigor of the analysis of design processes, objective 
observation, and direct generalizability of the findings. Logical analysis and contemplation of design 
are the main ways of producing knowledge about the design process (Dorst and Dijkhuis, 1995). 
However, the stress on objectivity, rigor, and generalizability poses problems when applied to design 
fields. In contrast to well-defined (alternatively: well-formulated, well-structured) problems, the 
problems that the designers tackle often exhibit characteristics that are referred to as ill-defined, ill-
structured (Simon, 1973), open-ended and even as wicked (Rittel and Webber, 1973).
This contrast is important, because as we move away from well-defined domains like chess and puzzle 
solving, and get close to more open-ended domains like planning and design, cognitive science’s 
ability to explain the relevant cognitive processes considerably diminishes. This is mainly due to an 
increase in the complexity of the problems. In addition, usually the increase in complexity cannot be 
compensated by a linear increase in the problem-solving effort. Because, apparently, as the problem 
becomes more complex, the problem-solving behavior changes in a qualitative sense, and altogether 
different problem-solving attitudes become necessary (Lawson, 2004, p. 19).
Indeed, Simon (1996) well acknowledged the ill-defined character of design problems, but he 
still went on to argue in favor of a systematic design science. In his view, ill-definedness had to be 
overcome, rather than being accepted as the regular situation to work with. One of the problems that 
he considered was a requirement for special reasoning mechanisms pertaining to the prescriptive 
character of design, which poses problems regarding the use of formal logic. After describing several 
attempts to utilize different types of logic, Simon pointed to the area of design practice where, for 
him, standards of rigor were sufficiently high, i.e., optimization methods. According to Simon (1996), 
once formalized, optimization problem was a standard mathematical problem to maximize a function 
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that is subject to constraints. Thus, the answers could be reached in a deductive fashion, using the 
standard logic of the predicate calculus. Therefore, Simon proposed optimization theory as a prime 
example of what he believed a science of design could and should be (Simon, 1996, p. 117, 118).
A scientific design that focuses on optimization techniques can only be applied to well-defined 
problems already extracted from situations of practice. However, as will be discussed in the following 
sections, in most design situations, well-defined problems are not given but must be constructed 
from messy problematic situations (Schön, 1983, p. 47), and the primary task is not the optimization 
procedure, but the definition of the problem itself.
It should be noted that, Simon (1996) did not limit the subject of computational techniques to 
optimization. He pointed to the traditional engineering design methods that make practical use of 
satisfactory performance, rather than insisting on optimal results. This is why, he introduced the term 
“satisficing” (Simon, 1992). Where optimization is not possible—and he admits that this is the way 
problems usually pose themselves in actual design situations—he suggested decision making methods 
that compare designs in terms of “better” and “worse”, rather than “best” (Simon, 1996, p. 119).
In practice, the problem-solving approach mostly means structuring a solution process as a “search” 
procedure for better solutions amongst a limited set (Dorst and Dijkhuis, 1995). The scope of the 
steps taken towards a solution is limited by the information processing capacity of the acting subject. 
This limitation of the reasoning capability is referred to as “bounded rationality” by Simon (1992).
Indeed, the ‘pose-search-evaluate-choose’ process can be recognized in real design processes. This is 
why, seeing design as problem-solving does capture some aspects of design and the idea that design 
is problem-solving has led to the development of phase models of the design process; i.e., analysis-
synthesis-evaluation models (Lawson and Dorst, 2009, p. 30-31), which will be discussed in the 
following sections. In the problem-solving paradigm, the design process can be said to comprise three 
major tasks, which in a way echoes the tripartite phase models of design process (Kalay, 1992):
1 Defining a set of desired conditions that comprise the objectives to be achieved: Analysis (goals, 
objectives, performance criteria, constraints, etc.)
2 Specifying actions that will achieve the desired objectives: Synthesis / Generation 
(operators, modifiers, etc.)
3 Predicting and evaluating the effects of the specified actions to verify that they are consistent with 
each other and they achieve the desired objectives: Evaluation (simulation, testing etc.)
From a practical viewpoint, it can be suggested that as long as the design goals are explicit, clear, 
and stable and when it is possible to generate a set of comparable solutions, a design problem can 
be tackled through problem-solving approaches. This occurs more often in the technically oriented 
design professions, like engineering design, and also in the latter phases of a design project, when 
most of the conceptual decisions have already been taken (Lawson and Dorst 2009, p. 30, 31). Dorst 
(2006) refers to these essentially well-defined problems as “closed problems”. When such a solid 
ground is encountered in a design project, the problem-solving model and its accompanying methods 
can help in structuring the design process (Dorst, 2006, p. 15, 16).
However, it would not be wise to think that all design activity can be captured within the problem-solving 
model (Lawson, 2005, p. 31). Not all design processes are exclusively composed of closed problems. 
There are also open problems within the design realm, which are widely referred to as ill-defined 
problems. In reality, every design situation involves both open and closed types of problems. The intensity 
and essentiality of the open problems in a design situation would render its character as open or closed.
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Closed design problems are more like puzzles. Solutions are tried out, and the feedback from 
evaluating the solutions is immediate and clear. On the other hand, open problems require the 
designer to play with concepts and ideas through a wide range of possibilities before settling on a 
firm direction. Ideas are proposed, critically inspected, and continuously reconsidered. This is done 
repeatedly, making gradual improvements as the designer learns more about the problem. Therefore, 
design involves finding appropriate problems, as well as solving them, and includes substantial activity 
in problem structuring and formulating, rather than merely accepting the problem as given. These two 
types of problems require different mental strategies (Dorst, 2006, p. 15, 16, 35; Cross, 2006, p. 77).
A recent cognitive neuroimaging experiment by Alexiou, Zamenopoulos, and Johnson (2009) supports 
the idea that these two types of problems, i.e., open / ill-defined and close / well-defined types—
which were equated to design and problem-solving respectively—require different mental strategies. 
The study involves functional Magnetic Resonance Imaging (fMRI) of volunteers while performing 
design and problem-solving tasks.
In the problem-solving task, a criterion for deciding the termination of the task is given, as well 
as a definition of legal moves. The problem itself is well-defined, the legal moves are known and 
there is a unique set of equivalent solutions (Figure 2.1). In contrast, in the design task, there 
is no predetermined final state or criterion for deciding the termination of the task. The task is 
open-ended, and requires defining the problem as well as the solution space. It requires the 
creation and interpretation of a set of moves, as well as the creation of criteria for evaluating the 
solutions (Figure 2.2).
FIGURE 2.1 Problem-solving task used in the experimentation by 
Alexiou, Zamenopoulos and Johnson [2009].
FIGURE 2.2 Design task used in the experimentation by Alexiou, 
Zamenopoulos, and Johnson [2009].
The findings of the study suggest that design and problem-solving behaviors involve distinct cognitive 
functions associated with distinct brain networks. There is a more extensive neural network involved in 
the activity of understanding and resolving design tasks than the network involved in problem-solving 
tasks (Alexiou, Zamenopoulos, and Johnson, 2009).
TOC
 43 Design and computation: a research program for Artificial / Autonomous / Automated Design
Although it is possible, in a broader sense, to name all of these activities as types of problem-solving, 
the specific connotations of the phrase problem-solving renders this term inappropriate for denoting 
most design activities. Although somewhat reductive, this thesis will follow the same dichotomy that 
is proposed in the above-mentioned study, where problem-solving and design correspond to the two 
ends of a scale of solution strategies. Throughout this thesis, the term design will mainly be used 
to indicate this open type of problem-solving, in contrast to the closed type, which will be referred 
to as problem-solving.
The kind of problem-solving in design essentially deals with rather open-ended and ill-defined 
problems and this is the reason to differentiate it from other forms of problem-solving that are 
characterized by well-defined problems. In the problem-solving approach, the problem definition 
is supposed to be stable; however, this is rarely the case in design. Moreover, in problem-solving, 
a solution space has to be defined before the solution process starts, while, in the form that 
they are carried out by human designers, design problems are rarely understood before the 
solution process starts.
For closely related reasons, at least until its detailing stages, a design process cannot be identical to 
optimization. The optimization approach assumes that the essential needs of a circumstance can 
be listed and can be expressed in a measurable form before the solution process starts. For design 
problems, even if this was possible, the quantities of criteria, constraints, or needs could easily reach 
huge numbers2. Moreover, these requirements mostly reside on incommensurate levels, so that 
comparing them is also a problem itself. After all, designers are rarely completely sure of these needs, 
let alone being able to formulate them in a measurable form.
Design does not have a predetermined domain. In fact, design often begins without any clear statement 
of the problem as a whole. Some general objectives may exist, but there is rarely an unambiguous way 
of knowing how well one is doing as one proceeds. Even more confusingly, it might not be possible 
to arrive at an overall assessment to compare relative values of various solutions. Design solutions 
are not certainly right or wrong, contrary to most puzzles, and there are no knowable optima (Dorst 
and Dijkhuis, 1995; Lawson, 2004, p. 20). Considering this issue, Lawson presents a compelling 
comparison of design with chess, which is taken as an example of the well-defined problems:
Designing then, in terms of chess, is rather like playing with a board that has no divisions into cells, has 
pieces that can be invented and redefined as the game proceeds and rules that can change their effects 
as moves are made. Even the object of the game is not defined at the outset and may change as the 
game wears on (Lawson, 2004, p. 20).
It should be noted that, an understanding of design in terms of problem-solving behavior and 
methodology deserves a more in-depth discussion, not only because of its great historical significance but 
also for its current importance in applied computational fields. In particular, Evolutionary Computation 
in design has largely followed this paradigm. Therefore, it is crucial for this thesis to elaborate and re-map 
the relationships of conceptions and approaches within this multi-level discussion. This investigation will 
be carried out in Section 2.2 under the general topic of Computational Design. Current section has been 
devoted to a general characterization of design and will proceed through complementary descriptions.
2 For an illustration of this issue, see Christopher Alexander, “Notes on the synthesis of form”, 1964. And for a concise criticism of 
Alexander’s early approach, which was later abandoned by himself, see Lawson, 2005, pp. 75-76.
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§  2.1.3 Design is solution focused: co-evolution and bridging
Designers do not treat design assignments as given. Instead, they interpret their assignments with 
an awareness of their own design environments, resources, and capabilities, which, when brought 
together, constitute unique design situations. The studies on design strongly support the idea that, 
within these complicated situations, architects, engineers, and other designers adopt a strategy, which 
is based on generating and testing potential solutions, rather than focusing on the problems. This 
strategy can be recognized in all design professions. Indeed, in many design problems, the generation 
of possible solutions and their gradual improvement is the only way forward (Cross, 2006, p. 18; Dorst 
and Cross, 2001; Dorst, 2006, p. 14).
This feature of design behavior arises from the nature of the design problems, in which not all 
the necessary and sufficient information can be provided at the outset. As a result, designers are 
accustomed to problems that do not easily lend themselves to prior analysis. In a design situation, 
some of the relevant information can only be found by generating and evaluating high-scoring 
solutions. The initial, conjectured solutions proposed by the designers are devices to actively analyze 
and gain understanding about a design situation (Cross, 2006, p. 18; Dorst, 2006, p. 14).
Concerning the nature of the information within design problems, Dorst (2004) identifies a 
threefold situation:
 – First, design problems are partly “determined” by hard, unalterable needs, requirements, and 
intentions. A designer will have to reserve time in the early part of her design process to unearth these 
hard facts by information gathering and analysis. This type of information can be seen as a rather clear 
input at the start of a design process and is compatible with the rational problem-solving paradigm.
 – Secondly, a major part of the design problem is “underdetermined”, in the sense that the 
interpretation of the design problem and the creation and selection of possible suitable solutions 
can only be decided during the design process and on the basis of the proposals put forward by 
the designer. A description of the design problem in terms of needs, requirements, and intentions 
can never be complete. Moreover, there is a rift between the solutions and the conceptual world of 
needs, requirements, and intentions, which means, neither the best solutions to a problem, nor the 
exact course of actions to take to reach the best, or even plausible solutions are known in advance 
(Lawson, 2005, p. 271, 272).
 – Finally, part of the design problem can be considered “undetermined”, in the sense that the designer 
is largely free to design according to her own taste, style, and abilities. Although the designer would 
still have to defend these aspects of her design to others, she is dominant in these areas, in the sense 
that it is she that will provide the criteria over which the design is to be judged.
The last two characteristics of the design situation oblige the designer to introduce her own strategies 
and a kind of information that has to be created or brought in by her. Because the problems are not 
predetermined, usually some extra structure and information, in other words extra ingredients have to 
be provided by the designer. Through her interviews with architects, Jane Darke (1979) observed how 
these extra ingredients imposed a limited set of objectives or a specific solution concept as a “primary 
generator”. This strategy, which is utilized early on in the design process, enables the designer to 
structure and define a solution space, which is otherwise vague. This way the designer simplifies the 
variety of possible solution directions. Further understanding of the problem is gained by testing the 
solution proposals that are generated by following the early conjectures. Starting with this observation, 
Darke (1979) arrived in a tripartite model for this process in the form of generator (initial structuring 
idea), conjecture (proposed solution), and analysis (evaluation).
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This multifaceted process can also be seen as an effort for matching or bridging between the problem 
– solution pair. As stated earlier, design is not a matter of first fixing the problem (through objective 
analysis) and then searching for a satisfactory solution concept (Dorst, 2004). It is more a matter of 
developing and refining together both the formulation of a problem and ideas for a solution. This 
involves a period of exploration in which problem and solution spaces are evolving in parallel and are 
unstable until temporarily fixed by an emergent bridge which identifies a problem – solution pairing. 
The designer is seeking to generate a matching problem – solution pair, through a co-evolution of 
the problem and the solution (Dorst and Cross, 2001; Dorst, 2004). Therefore, design problems and 
design solutions are inexorably interdependent. It is meaningless to study solutions without reference 
to problems (Lawson, 2005, p118).
It should also be noted while passing that design solutions are often holistic responses to design 
situations. Parts of design solutions often serve several purposes in an integrated manner. This 
corresponds to the highly complex and multi-dimensional character of the design problems. It is 
frequently necessary to devise integrated solutions to a set of requirements and good design is usually 
an integrated response to a whole series of issues (Lawson, 2005, p. 58, 59, 62). It is “rarely possible 
to dissect a design solution and map it onto the problem saying which piece of solution solves which 
piece of problem” (Lawson, 2005, p. 122).
This view can also be expressed as a negotiation between problem and solution, or between what is 
desired and what can be realized. Designers negotiate a reconciliation between the two views of the 
situation, which are problem and solution views. The problem view is expressed in the form of needs, 
desires, wishes, and requirements, while the solution view is expressed in terms of the physicality of 
materials, forms, systems, and components (Lawson, 2005, p. 271, 272).
This aspect of the design process can be described in terms of Maher, Poon, and Boulanger’s (1996) 
model for the co-evolution of problem and solution spaces (Figure 2.3).
FIGURE 2.3 The co-evolution model of Maher, Poon, and Boulanger [1996].
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Maher, Poon, and Boulanger’s model principally aims at practical Evolutionary Computation 
applications, as presented by their 1996 paper. However, by interpreting a protocol study, Dorst and 
Cross (2001) showed how a pattern of real design development could be modeled along the lines of 
this co-evolution model. In their particular example, first, a chunk of coherent information is formed 
by the designers using the assignment information (problem space is being structured), this in turn 
helps to crystallize a core solution idea (solution space is being structured). This core solution idea 
changes the designers’ view of the problem, and this results in the designers’ redefinition of the 
problem (problem space is revised). Checking whether this fits in with earlier solution ideas, the 
designers modify the tentative solution that they had (solution space revisited and solution refined).
§  2.1.4 Design as conversation with a situation: reflection-in-action
As a reaction specifically to the so-called technical rationality, which brought forward the problem-
solving view of design, an alternative paradigm has been proposed by Donald Schön (1983), which 
describes design as a conversation with the materials of a situation, through a process that is called 
“reflection-in-action”. Schön describes design as a “reflective conversation with the situation”, where 
the problems are actively set or “framed” by designers, who take action to improve the perceived 
situation (Schön, 1983).
According to Schön (1983, p. 18), designers, just like the other professionals, encounter complexity, 
uncertainty, instability, uniqueness, and value conflict in their practices. Design is a prescriptive 
activity where there is no infallibly correct process. Because the solution is not the logical outcome 
of the problem, there is no sequence of operations, which will guarantee a result (Lawson, 2005, p. 
124). Moreover, design involves subjective judgment and designers often have to make decisions in 
ethical contexts (Lawson, 2005, p. 124, 125), which often require intricate and context-dependent 
interpretations. Since design problems defy comprehensive description, they offer an inexhaustible 
number of solutions and the design processes cannot have an identifiable end (Lawson, 2005, p. 123). 
Any design problem is unique; therefore, a core skill of a designer lies in determining how every single 
problem should be tackled (Schön, 1983, p. 78). Design processes tend to be complex and in any 
particular design situation:
. . . There are more variables—kinds of possible moves, norms, and interrelationships of these—than 
can be represented in a finite model. Because of this complexity, the designer’s moves tend, happily or 
unhappily, to produce consequences other than those intended. When this happens the designer may 
take account of the unintended changes he has made in the situation by forming new appreciations 
and understandings and by making new moves. He shapes the situation in accordance with his initial 
appreciation of it, the situation ‘talks back’, and he responds to the situation’s back-talk. In a good 
process of design, this conversation with the situation is reflective. In answer to the situation’s back-
talk, the designer reflects-in-action on the construction of the problem, the strategies of action, or the 
model of the phenomena, which have been implicit in his moves (Schön, 1983, pp. 78-79).
The essential part of the reflection-in-action view is that designers are active in structuring the 
problem. Designers work by “framing” a problem in a certain way, making “moves” towards a 
solution and evaluate these moves on the criteria of coherence, accordance with the specifications, 
and the value of the solution (Dorst and Dijkhuis, 1995). Goldschmidt (2006) defines a design move 
as the smallest step, either complex or simple, that repositions the designer in her exploration. 
From a cognitive perspective, such a step’s average duration is a few seconds (Goldschmidt, 2006). 
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The concept of design move is important for Computational Design studies in two respects. First, 
it is often conceptualized as a building block of design processes within protocol analysis studies. 
Secondly, there is a potential correspondence between such a move and a computational operation. 
However, caution must be taken while advancing this kind of comparison, because, even the 
simplest human design moves often involve complex verbal and non-verbal thinking that calls 
for a large variety of human mental faculties, while most computational operations are results of 
relatively simple practical procedures with a smaller range of aspects, which are mostly technical. 
Therefore, it can be claimed that there is a kind of complexity gap between human moves and existing 
computational operators.
Nevertheless, the concept of ‘rationale’, if understood as the summary of the thinking that guides 
a move, may help bridge this gap; or rather, help divide design moves into explicit and implicit 
types in order to match only the explicit moves with a computational operator. In analyzing design 
protocols, Goldschmidt (2006) has found that the numbers of the two main types of design moves, 
i.e., arguments of rationale and physical arguments are roughly equal within design processes; which 
supports the claim that “design exploration is a complex activity in which proposals are considered 
against their rationale” (Goldschmidt, 2006). This topic will be further discussed with regard to design 
exploration in the following sections.
The reflection-in-action paradigm is very much in line with the solution focused co-evolution 
approaches to design and has gained considerable support as an alternative to the problem-solving 
view. However, the relative weakness of the underlying theory makes it hard to draw any general 
conclusions from this description of design (Dorst and Dijkhuis, 1995). No specific structure for design 
problems is offered and there is no basis for judging the appropriateness of a certain frame employed 
in a particular situation. This kind of description of the design process is highly problem dependent 
and would result in studies that are very hard to compare (Dorst and Dijkhuis, 1995). However, these 
deficiencies may be claimed to stem from the very nature of the design process itself.
Referring to the above view of design as based on conversation and perception, Lawson (2005, p. 
266) draws attention to the narrative character of this approach and details design conversations 
into several dimensions, in terms of whether they are between actors in a design situation, between 
designers and representations, or carried out reflectively in the minds of individual designers.
Design progresses at least partly through the conversations that take place between the actors of a 
design situation, which includes clients, designers, and legislators amongst others. Thus, we can see 
design as a process of negotiation. Starting with disparate positions about some common purpose, 
the parties “come into the negotiation taking different views and having different objectives but with a 
willingness to try to reach some form of agreement that all parties can accept” (Lawson, 2005, p. 271).
We can see design as a conversation even when performed by an individual designer. A designer 
carries on a conversation with a drawing (Lawson, 2005, p. 266). In this view, design representations 
are part of the mental process of thinking about a design, and sometimes the act of creating 
representations is performed not to communicate with others, but mainly to pursue a line of thought. 
As the representations develop, they enable the designer to ‘see’ new possibilities or problems 
(Lawson, 2005, p. 266).
The first important step in the design conversation is identification, which is similar to what Schön 
(1983) called “naming”. The significant elements are not just named, but their very character begins 
to be explored (Lawson, 2005, p. 269).
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Another frequently employed form of negotiation, i.e., framing, is the process of selecting a 
particular view of the situation (Schön, 1983). Experienced designers are likely to have their own 
ways of framing situations that they have used before and which have proved helpful in the past 
(Lawson, 2005, p. 276).
Primary generators are an example of the act of framing, where a particular idea is brought forward 
in order to start an inquiry into the problem. However, framing is a recurrent action all through the 
design process and can also be used to turn the problem around, describing it in different ways 
possibly in such ways that what appears to be difficult becomes clearer or what appears to involve 
conflict can be seen to be harmonious (Schön, 1983; Lawson, 2005, p. 276, 277).
§  2.1.5 Design as inquiry into a unique problem situation
Conversation is a way of inquiring into a unique design situation and design can be considered a 
continuous inquiry into a problem situation. By trying out different ways of looking at the problem 
and experimenting with various solution directions, a designer gradually gathers knowledge about 
the nature of a design problem and the best routes to take towards a design solution. The designer 
proposes, experiments, and learns from the results, until arriving at a satisfactory result (Dorst, 
2006, p. 16). Therefore, the inquiry into the situation is at the same time the very act of generating 
a solution. The designer is a character who performs understanding and producing simultaneously. 
We should not imagine pure withdrawal; the human designer is always involved. In this regard, design 
can be seen as a process of learning:
. . . you sketch an idea and then look at it with a critical eye. This fresh look often immediately shows 
you what must be changed in order to improve the design. So you change it, and then you again 
look critically at your work, etc. Design can be described as a process of going through many of these 
learning cycles until you have created a solution to the design problem. In this way you learn your way 
towards a design solution (Dorst, 2006, p. 16).  
Designers make moves, and then reflect on the result of their moves, which are mostly, but not 
exclusively, in the form of non-verbal representations. This “seeing-moving-seeing” process is crucial 
for design to take place (Schön, 1983).
These remarks explain only one part of the importance of representation in design processes. Indeed, 
the conversational function of representations is no less important. Design involves multiple levels 
of conversational representations (like presentation, instruction, and consultation drawings) as well 
as representations to be used as devices to conduct mental actions (such as calculation drawings, 
experiential sketches, diagrams, and proposition drawings) (Lawson, 2004). The proposition drawing 
is the drawing where a designer makes a move, or proposes a possible design outcome. Therefore, it is 
“right at the very centre” (Lawson, 2005, p. 45), and is the kind that Schön had in mind when he wrote 
about the reflective conversation (Lawson, 2005, p. 46).
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§  2.1.6 Phases of design and decomposition of design processes
There is an understandable progression of the design process from a raw, undetailed, and vague state of 
solutions towards a detailed specification of a product. This progression sometimes also involves the scale 
of the representation that is being considered; from a more general, overall scale towards details. Although 
this type of progression happens frequently, a significant number of highly proficient and reputable 
designers are reported to work to some extent from the detailed to the general (Lawson, 2004, p. 47).
Indeed, Lawson (2005, p. 48) considers the idea of the design process as a definite sequence of 
activities “rather unconvincing”, as in the phase models of design which define design in terms of 
analysis-synthesis-evaluation cycles. Within this model, analysis is the ordering and structuring of 
the problem, synthesis involves attempts to move forward and create responses to the problem, i.e., 
the generation of solutions, and evaluation denotes the appraisal of suggested solutions against the 
objectives identified in the analysis phase (Lawson, 2005, pp. 36-37).
It is reasonable to argue that, for design to take place, sometime during the process a brief should 
be assembled, the requirements should be studied and understood, one or more solutions 
should be produced and tested against some explicit or implicit criteria, and the design should be 
communicated to clients and constructors. Following a reasonably structured progression can lead 
to greater design success. However, according to Cross (2006, p. 92), “. . . rigid, over-structured 
approaches do not appear to be successful. The key seems to be flexibility of approach, which comes 
from a rather sophisticated understanding of process strategy and its control”. Likewise, Lawson finds 
the idea that the above-mentioned activities occur in an order, or even that these are identifiable 
separate events very questionable, and he proposes a rather chaotic alternative (Figure 2.4):
Our final attempt at a map of the design process shows this negotiation between problem and solution 
with each seen as a reflection of the other. The activities of analysis, synthesis and evaluation are 
certainly involved in this negotiation but the map does not indicate any starting and finishing points 
or the direction of flow from one activity to another. However, this map should not be read too literally 
since any visually understandable diagram is probably far too much of a simplification of what is clearly 
a highly complex mental process (Lawson, 2005, p. 49).
FIGURE 2.4 Analysis – synthesis – evaluation model of Lawson 
[2005, p. 49].
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Lawson’s model (Figure 2.4), when understood as a critical endeavor, captures the difficulties that 
are encountered when trying to devise generalized models for design. Because of the large variety 
amongst observed design processes, the model is kept on an abstract, picture-like level and it risks 
an understanding as if there are no discernible differentiations of actions or phases within the design 
processes at all, which is not the case as is shown by protocol analysis studies that document the micro 
variations within design processes3. Unfortunately, these studies are often limited to laboratory cases 
while the main phases within a complicated design process might span over several months.
Although the progression and main phases vary through each unique design process, these 
nevertheless take place, and as will be discussed in the following sections, this fact lies at the basis 
of a dynamic decomposition of complex design problems. For example, in architectural design, the 
required outputs progress through several scales and levels of detailing, from the initial briefing to 
the production drawings. Starting with a large and less detailed scale often helps studying the overall 
decisions, which have to be taken beforehand—at least tentatively—in order to proceed towards 
scales that are more detailed. This does not mean that a study over a specific detail could not be taking 
place simultaneously. The sequence and layering of phases is highly context-dependent and most of 
the times this is also a decision of the designers. In some contexts, especially in a team design effort 
and in complex large-scale building projects, a more orderly progression could work better. However, 
when it comes to product design, or a small-scale spatial intervention, the detail might become the 
generator of the whole project and overall decisions might follow later.
For these reasons, it might be better to think about the subdivisions of a design process in terms 
of task layers, scales, or viewpoints, rather than temporal phases. All the layers and scales have 
different characteristics, and each viewpoint yields a different result, focusing on different aspects 
of a design situation.
§  2.1.7 Models for the design realm
Bryan Lawson and Kees Dorst (Lawson, 2005; Lawson and Dorst, 2009) have proposed several models 
for design, each of which approaches design from a different viewpoint and with different aims. Taken 
together they can be claimed to draw a consistent outline for design. Three of these models will be 
presented here to conclude the account of design that is adopted for this thesis.
The first model proposes a way to characterize design problems in terms of types, flexibility, and 
sources of problem constraints (Figure 2.5). Constraints in design result from required or desired 
relationships between various elements and determine the issues, which must be taken into account 
when forming the solution. The purpose of constraints is to ensure that the designed system or 
object performs the functions demanded from it as adequately as possible. Constraints function in a 
restrictive manner and they narrow down the designers’ space of alternatives. The term is also often 
used to denote evaluative criteria, which might be more flexible (Lawson, 2005).
3 For collections of design protocol analysis studies, see, Cross, Christiaans, and Dorst (1996) and McDonnell and Lloyd (2009).
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FIGURE 2.5 The model of design problems via constraints 
[Lawson, 2005, p. 106].
In the model depicted in Figure 2.5, the first dimension, ‘internal’, denotes the constraints that 
establish relationships between elements of the object being designed, while ‘external’ constraints 
establish a relationship between some element of the object and what already exists. For example, in 
a housing design problem, an example of an internal constraint might be the proportions of a specific 
room, while the external constraints relate the designed object to its context, i.e., to the site boundary, 
the sun, the street, etc. that which are independently present. The definition of such problems 
is also a matter of deciding how much of already existing elements can be called into question 
(Lawson, 2005, p. 92, 93).
The second dimension concerns the types of the constraints. The ‘radical’ constraints are those, which 
deal with the primary purpose of the object or system being designed. Radical is used here in the sense 
of fundamental. These constraints are the main reason for having the design in the first place. Such 
constraints are also often so specific and local to the problem that they rarely offer an opportunity for 
more generic investigation (Lawson, 2005, p. 103).
The ‘practical’ constraints deal with the reality of producing, making or building the design. They 
offer fertile ground for guiding principles especially for those designers who are fascinated by the 
materiality and process of making things (Lawson, 2005, p. 103, 170). The ‘formal’ constraints are 
those to do with the visual organization of the object. They may include rules about proportion, form, 
color, and texture (Lawson, 2005, p. 104). Finally, the ‘symbolic’ constraints concern the expressive 
qualities of design and the use of form and space to achieve specific effects rather than as an abstract 
assembly (Lawson, 2005, p. 105).
On the third dimension, the sources or generators of the constraints are situated. The client is the 
obvious example of a source of design problems and constraints, and is responsible for the majority 
of the radical constraints as well as for some of the symbolic ones. However, it would be misleading to 
think that a client presents a designer with a complete brief in which the problem is totally defined and 
the constraints are clearly articulated (Lawson, 2005, p. 85, 105).
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The designer is the main generator of the formal and practical constraints, while also contributing 
symbolic ones (Lawson, 2005, p. 105). The range of possibilities can be restricted by initially focusing 
attention on a limited selection of constraints and moving quickly towards some ideas about the 
solution. In essence, this is related to the idea of the primary generator. Moreover, designers develop 
their own sets of guiding principles and these often determine the direction for a design project 
(Lawson, 2005, p. 188, 189).
Users are generally more remote from designers than clients are. In some cases, there may be no 
formal access to the users at all. Although often not involved in the actual design itself, legislators 
create constraints within which designers must operate (Lawson, 2005, p. 87, 89).
There is a final dimension of this model regarding the flexibility of the constraints. Each of the 
generators of design problems imposes constraints upon the design solution, but with different 
degrees of rigidity; the most rigid being those imposed by legislators and the most flexible being 
those generated by the designer. According to their types, radical constraints are on the rigid end, 
while the symbolic constraints are on the flexible. Likewise, internal constraints are more flexible 
than the external ones.
The second model (Figure 2.6) describes design process through groups of activities and skills that are 
commonly observed in successful design. Main activities include formulating, representing, moving, 
evaluating, and managing (Lawson, 2005; Lawson and Dorst, 2009, p. 51). As such, this model can be 
seen as a guide for determining types of design moves and corresponding types of operators.
FIGURE 2.6 Model of design activities 
[Lawson and Dorst, 2009, p. 51].
‘Formulating’ involves activities of identifying and framing. Designers must be skilled in exploring, 
finding, stating, and understanding problems, not only at the beginning of a project, but as a 
recurring activity. ‘Representing’ is also an activity that is continuous throughout the design 
process. It functions as an external memory, and helps designers inspect their own ideas, as well as 
communicating them. ‘Moving’ is inducing purposeful change in the design situation, such as creating 
new solution ideas and frames, or revising or refining solutions; hence, there are interpretative 
(rationale) and developmental (physical) moves. ‘Evaluating’ is divided into objective and subjective 
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types. Design involves making judgments between alternatives along many dimensions that cannot 
be expressed on a common metric. Designers must be able to perform both objective and subjective 
evaluations and should be able to make judgments about the relative benefits of alternatives even 
when they rely on incompatible methods of measurement. Finally, ‘managing’ comprises the higher 
level activities through which the process is monitored and guided (Lawson and Dorst, 2009).
The third model concerns the levels on which the above activities take place (Figure 2.7). These levels 
are ‘project’, ‘process’, ‘practice’, and ‘profession’. Project level concerns a particular design problem, 
while process is a more general collection of methods or ways of working of a designer.
FIGURE 2.7 Levels of design activities 
[Lawson and Dorst, 2009, p. 61].
Through their reflective moments, designers learn from their projects and develop their own 
approaches to design problems. This is crucial to developing a strategic view of design and possibly a 
distinctive style of designing. This brings us into the practice level, which comprises the style, assumed 
roles, participation, and partnership issues for a designer’s professional practice.
§  2.2 Illustration by story-telling: the library problem
Until this point through the thesis, characterizations regarding design are kept in a rather abstract 
manner, in the sense that they did not concern concrete situations. With an aim to weave the 
aforementioned ideas and orientations together, the discussions have been kept on a theoretical 
level rather than a practical one. However, because design knowledge is mostly tacit, the design 
situation is best understood through design cases. Although each case is unique and has idiosyncratic 
aspects, many traits appear to be common among design situations. Thus, a description of a case, 
albeit imaginary, can help reveal the kind of knowledge that seems resistant to formulation into 
propositions or rules.
TOC
 54 Evolutionary design assistants for architecture
For this reason, following sections will illustrate the already mentioned points by way of an imaginary 
story of an architectural design problem. The imaginary case concerns a design assignment for a small 
district library in a Turkish town. The plot appears complicated enough to illustrate the complexities of 
real design situations. In the following sections, why and how architectural design is complicated will 
be illustrated by means of this story. While the story unfolds, several issues regarding the complexity 
of architectural problems will be illustrated. The different issues that will be considered are not totally 
independent, thus a degree of overlapping is inevitable.
It should be noted that this narrative-based illustration is not proposed as a method to produce 
empirical knowledge. The following narration only aims at illustrating the issues that have already 
been addressed until this point with reference to established design research; this time in a more 
detailed and concrete manner. It should be seen like a mapping or a diagram, albeit a narrated one.
§  2.2.1 The problem: design problems tend to be vague
The imaginary problem concerns a design situation, which involves the design of a small-scale public 
library. A municipality in a medium-sized town decides to build a library over a building lot at an 
important crossroads within the town. The site was bestowed to the municipality by its owners, to be 
used for the benefit of the public.
At the time, when the library idea was decided, the municipality had already been using a part of the 
area as a recreational park. They also had intentions to use another portion of the land to generate 
some revenue. On the other hand, the donors of the field are against this kind of commercial use. 
The municipality claims to have the legal right to decide on the issue, yet, it is not clear how the law 
mechanism would decide on the issue.
In post-facto descriptions of design situations, most of these issues are simply omitted, especially 
if they appeared inessential in the end. However, in reality, the problems usually unfold in a 
gradual manner, and it is not possible to foresee which of the preliminary issues will come off as 
important in the end as well.
The first issue that will be identified here is the underdetermined or undetermined characteristics of a 
design situation. The problem is too vague in this stage; in other words, there are not many determined 
issues. The only rather well-defined sub-problem concerns cost estimation. Drawing from earlier 
projects and standard fares, overall budget may be planned. Yet this rigorous operation would only 
yield estimates within a very broad range. Although there would be estimates from standard fares, at 
this stage the budget will not be exact, because first, it will depend on the proposal itself, and second, 
instabilities of the economical parameters like inflation rate and costs of materials and services will 
tend to keep the financial status in fluctuation. In addition, budget will depend on the type of contract; 
each type of contract might bring forward different behaviors from the sides. During the production 
phases, involvement of contractors and subcontractors for different aspects of the process will further 
complicate the issues. Even with the building of a small library, the money and effort that are mobilized 
are considerable, the decisions are important, and each involved party might like to have a say on the 
basic decisions. However, the partners and participants of the problem are not determined in the first 
stage, and their relative positions are usually dynamic and subject to negotiation.
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§  2.2.2 Moving on: framing, proposing, negotiating
The design situation comes out in rather vague terms. There are a few basic issues that loosely delimit 
the problem. Even when the problem is strictly briefed, designers might tend to understand it as if it 
was not (Cross, 2006). The first thing that our architect has to do is to make the situation a bit better 
defined, preferably together with the client side. However, in this case the client side comprises several 
parties, the municipality, the ministry of culture, the donors of the site, and indirectly, the public itself. 
The parties have various involvements in the process and control different aspects of the issue, yet 
multilateral negotiation processes, possibly including other state institutions and even political parties 
may take place before an issue is ascertained.
Our exemplary architect has personal considerations such as subsistence, building and maintaining 
a practice, and expectance of success. The motivations appear to be an important mechanism for the 
human designer’s designing process. Although some of these motivations seem to be peripheral for 
the design task, they are frequently what propel the design process.
Library is a different typology for our architect, compared to her usual commissions, which mainly 
concern refurbishment and interior design. Thus, the situation appears to her to be a nice opportunity. 
She becomes eager to apply her architectural skills that she had been developing for some period; this 
may turn out to be a prestige building for her and may give way to further commissions.
If our architect waits for the main issues to be ascertained before starting the design process, she 
would risk keeping herself out of the decision cycle. Instead, she moves forward; she has to collect, 
elicit, and construct information regarding the situation. More importantly, she has to construct 
an understanding, that is, a framing of the situation. This will enable her to propose preliminary 
designs to the decision makers. Through her proposals, she will start to participate in the collective 
construction of the decisions, which also increases her chances for the commission.
Our architect also has some preconceptions about the situation. She presumes that the rate of 
library usership is low in the country. For her, libraries are mostly desolate places with limited book 
collections, where adolescents gather for their homeworks. She thinks that this situation makes these 
libraries virtually unused, especially during the summer period. She also thinks that the summer 
period is too hot, such that the people would not intend to go to the libraries. She has not verified 
these assumptions by appealing to academic studies, and most probably, she will not. Nevertheless, 
although they might appear wrong in the end, these presuppositions will enable her to produce a first 
framing of the issue. She starts thinking about overcoming this supposed predicament by means of a 
clever design that would make the building more attractive for summer use. This may serve as a nice 
framing to start with, or may not; she suspends the issue temporarily.
Supporting some of our architect’s suppositions, the municipality is considering a small library for 
mostly schoolchildren. Ministry of culture will also have a say on the final decision, because when 
finished, the library will be run by them, which further complicates the briefing process.
The building program has to be developed in a way that would render the contract beneficial for all 
sides; yet, the factors that influence the program are mostly undefined. Thus, our architect has to take 
initiative to make these factors more concrete. Although giving an estimate for the amount of books, 
users, employees, and sections is not necessarily the first problem to be tackled, our architect starts 
an early inquiry, in an attempt to get an overall feeling for the scale of the building. Nevertheless, the 
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ministry has some guidelines and quantities regarding similar libraries based on past experience, and 
these are conveyed to our architect.
This data may be a fine point of departure, but our architect knows well that it would not be wise 
to accept these preliminary numbers as hard facts, because they are often open to negotiation. 
The hard facts might have helped constrain the problem, yet our architect would prefer self-imposed 
constraints, that she had been developing as part of her practice.
§  2.2.3 Different viewpoints
The problem still appears as a multi-leveled and multifaceted mess. Giving some preliminary structure 
to this mess is still the first thing to be done. Each participant side develops its own perspective of the 
problem. The municipality desires a small expenditure and a building that could be presented to the 
public for political aims, envisaging the architect’s role from this perspective. The ministry desires a 
building that is compliant with its standards and codes, which could be run on low energy costs and 
with a minimal number of staff. On the side of the architect, the basic structuring is highly subjective 
and depends on the worldview and professional stance.
Inspecting the relevant building codes, our architect observes that they appear highly restrictive. However, 
she has experiences that showed her that these restrictions could be circumvented with clever inventions 
and this idea appears rather exciting to her. She also discovers at this stage that she would like to take this 
challenge in a manner that would help her manifest a personal style. There are external factors for this 
decision, such as news about a schoolmate that won a prestigious competition. She wants to be successful 
with her design as well. Therefore, she is now intending to approach the problem as a challenge for 
innovation, at least one that would bring her in the spotlight of local architectural community.
Apparently, this conviction is a commitment to the unknown, which strengthens the unique character 
of this particular design situation, and does not help much in reducing the vagueness of the situation.
§  2.2.4 Design actions change the situation
Our architect starts to examine the site to better understand the important issues regarding the 
situation. She obtains site maps and pays several visits to the site. She takes pictures, shoots videos, 
and tries to detect important issues on the site and in neighboring plots. She takes notes about these 
and sketches a traditional building, which is nearby. The site has a mild slope with a constant descent. 
The main road is on the higher side and it is noisy. According to the municipality’s plans, public park 
and library will be placed side-by-side facing the main road.
Our architect starts to think about recessing the library building from the main road. She would like to 
propose a new placement for the library not on the side, but within the park, which is different from 
the municipality’s intention. However, the park has not yet been built and she starts to think that she 
could try to convince the decision makers that her idea would be more beneficial. This illustration 
reveals the unfixed character of the situation. There is even a chance that the few established 
decisions might be revised.
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Our architect considers moving forward with both scenarios in parallel. She is aware that she could 
not carry this on for a long time, because this would be costly in terms of labor. This means, she has to 
carefully control the degree of effort that is being spent on each scenario. She will have to find the most 
decisive issues and focus mostly on these, leaving other issues undefined or suspended for this stage.
She calls the municipality to talk about the issue. She is informed that there are legal procedures and it 
is not easy to change the established status quo, yet if the mayor is persuaded, there could be a chance 
for revision. The meeting with the mayor could be held a week later from that time. Although this is an 
external constraint, it involves a critical decision for the design process.
§  2.2.5 Precedents and the co-evolution of problems and solutions
While the vagueness of the problem continues, our architect delves into a typological examination and 
searches out for library buildings and library organizations. She searches through magazines, books, 
and the internet. She remembers to have designed a small library as part of a larger project before 
starting her own practice. She remembers some of the information and solutions, some of which 
could be applicable in the current situation as well. She focuses on these known issues, and possibly 
leaves out some other important issues, but it is not possible to gather all relevant information within 
this short time span.
At the mean time, she has already started sketching overall formal studies about a facade, trying 
out stylistic ideas that have stuck in her mind. An image of an interior scene makes her sketch about 
furniture and study the interior ambience. She works on combining some building parts in some 
certain formations following an image seen on the internet. These actions start to unroll loose 
threads in her mind.
While our architect is lingering on her process, she is called back from the municipality and informed 
that the meeting with the mayor would be held a few days before she was expecting. Because 
this is the most critical meeting for her to get the commission, she does not like to appear at the 
meeting without preparation and she feels obliged to produce a preliminary proposal. Additionally, 
she would like to try her chances for a replacement of the building plot and a convincing proposal 
might help for this aim.
§  2.2.6 Dynamic utilization of prefabricated strategies
Our architect starts to work for a convincing proposal that would prove both her competence and the 
strength of her ideas. The task is already very hard but there is also a shortage of time. Compared to the 
difficulty of the task, the resources are always in shortage.
In this quite vague situation, the architect has to find out where to start, what to design, what 
to present, and in which level of detail. These questions are what characterize the situation, and 
there is no reliable standard collection of answers to these questions. In each unique situation, the 
answers would be different.
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Nevertheless, our architect answers them, perhaps just because she has to. Indeed, she already has 
ideas regarding these questions. Starting from her school years, she has gained experience and has 
developed a collection of prefabricated strategies. Although the strategy she has chosen had not 
been validated by her for similar cases, in a rather strategic move, she accepts it as her first certainty. 
She uses this strategy only to start the process. Further on, she will adapt her strategy according to the 
needs of the particular situation. Indeed, at each juncture, the answers and questions will change, and 
she will feel the right moments to transform her strategy step-by-step through the process.
Our architect decides to focus on only the two main issues in her presentation. With this decision to 
limit the presentation to essentials, she produces two section sketches for both of the scenarios, which 
illustrate the relationship of the main road, park, and the proposed library. The building is represented 
in an abstract manner. After several trials, she draws presentation versions and not being content with 
its impressiveness, places the sketches over photographs taken from appropriate angles. Now the 
process starts to take the character of a graphic design task. She has to appreciate the overall visual 
quality of her presentation images, which would testify for her designerly qualifications, as this might 
be important in the establishment of the trust relationship between her and her client.
In addition to the above-mentioned functional points, our architect decides to present an overall 
vision for the project, which would give a vague sense for the final appearance and style of the building. 
She first considers preparing a 3D rendering from the entrance side, but when she starts to model the 
facade, she finds out that the unknown issues make it hard to model the masses and the result is not 
persuasive. After her first trial, she goes back to her sketchbook and prepares a sketch drawing for a 
hypothetical facade, where she focuses on the overall appearance of textures, materials, and colors.
Our architect knows that these decisions are at best provisional; however, the important point at this 
stage is to prove credibility. This illustrates the contextual nature of the choice of strategies, which 
strongly depends on the particular situation. The architect could have chosen to present a fast-
sketched whole building with sketch plans and preliminary massing. However, this strategy would risk 
being perceived as an incompetent designer. Although it would be normal to present half-baked ideas 
at this stage of a design process, this would risk losing the commission. Instead, our architect focuses 
on the details that would normally stay undecided until the end of the construction process.
§  2.2.7 Contextuality
The above illustration coincides with Schön’s (1983) claim regarding the characteristics of design 
situations, i.e., uncertainty, instability, uniqueness, and value conflict. As was discussed in previous 
sections, the fact that the real world problems exhibit these characteristics prevents establishing 
direct links between the theoretical area of design research and practical applications. This is mostly 
because the theoretical knowledge in such a field has to stay essentially incomplete. Designers operate 
in a situated manner, constantly reformulating their problems with regard to the feedback gained 
from their context. On its own, design knowledge is vague and open-ended; it finds determination only 
within specific contexts.
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Assume that there is an autonomous intelligent agent, which aims at dealing with early phases 
of architectural design. The main problems for this agent would be to understand the situation 
thoroughly, to bring in some motivations to move forward, and choose the right strategies for 
producing and communicating. This clearly requires a general form of daily intelligence in addition to 
a domain-specific understanding of the context.
Our architect is not equipped with an objective type of knowledge but she chooses, builds, and 
endures a possibly consistent viewpoint. This is a key pattern in designer behavior (Lawson, 2005), 
because, the designer needs a personal perspective to be able to start, propose, and operate. 
She needs to find at least one working strategy; not all the possible methods for designing, or the best 
one, but at least one. Her methods are unique and unsystematic; they are prepared just on time.
§  2.2.8 Constraints, objectives, and criteria
Our architect attends the meeting with the mayor and presents her arguments and proposals. 
The mayor appears sympathetic for her proposal for site replacement and he promises to deal with 
the issue; however, he also points at the hardships of such revisions. Although not impossible, the 
chances are not so high, he asserts. The new situation is rather unpleasant for the architect, because 
as the ambiguity on the decision lingers, it will be more expensive to continue on two alternatives 
simultaneously. If she chooses to continue on only one of these alternatives, it would also be expensive 
to switch from one alternative to the other.
At the meeting, other issues appear about the facade images. The mayor appears lukewarm towards the 
proposal’s style. He bases his arguments not on his personal taste but on some social values regarding 
the traditions. He asserts that he could have been more sympathetic with a design that emphasizes 
traditions and national culture, though he is in favor of modern buildings. The architect inspects 
her own situation against this approach and briefly considers whether she could seek a compromise 
between her favored style and traditional techniques; however, she comprehends that she is fervently 
devoted to her modernist attitude and leaves this issue suspended. She will have to reconcile these 
normative and aesthetic issues somehow, either by convincing the mayor or by taming her own stance.
Nevertheless, the mayor is mostly positive, not because of the proposal, but because of the 
sympathetic character of the architect. The contract is assured and our architect can continue working 
on the problem. She has to develop the technical drawings, preliminary details, and cost estimates.
§  2.2.9 Dynamic structuring strategies
The complexity of the product of architecture appears at this stage. A building is composed of a 
multitude of subsystems, including layout, circulation, structure, energy, HVAC, and envelope systems. 
Each of these systems depends on the others and it is not easy to decide on one until the end of the 
process. All these systems are also dependent upon other factors including cost and style.
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Our architect studies each system both separately and together with the others. She knows well 
that the decisions at early junctures are not final and are subject to reconsideration, yet she makes 
provisional decisions and moves forward to reconcile requirements of each of the subsystems with 
respect to the overall constraints and objectives.
According to her hierarchical planning, our architect first studies location and massing. At this point, 
she realizes that she could try to design a proposal that satisfies both building location scenarios 
simultaneously. This is another challenge, but she is eager to try it. While she is studying overall issues, 
she also carries forward several ideas regarding details. They will have to be incorporated into the same 
building one by one. She continues studying the problem on several different scales and abstraction 
levels. She uses diagrams, sketches, and texts for her abstractions, and drawings for physical studies. 
For each of her studies she has to consider several issues, but it is up to her to choose which issues are 
more urgent and important at that point through the process.
More often than not, she works in an integral manner. She studies a section of the building where she 
simultaneously considers the relationship of the main road, entrance, vertical functional relations, 
front facade, day lighting, and ventilation. She also occasionally works on the facade, but these studies 
are interrelated and each move possibly necessitates a change on another aspect, even though 
changes are not propagated immediately. She has to think about the disposal system while placing the 
lavatories, which might be considered together with the vertical elements, which is connected to the 
entrance. Whenever they appear, she tries to reconcile conflicting issues in pairs and does not hesitate 
to suspend a decision when she is stuck. She sometimes fixates on some decisions, but ultimately she 
knows that there is no decision that could not be revised.
All through this process, our architect has to carry forward a strategical and tactical reasoning as well. 
She mostly does this in an intuitive manner. She has to decide on which scale, with which techniques, 
and on which issues she would continue her study. She has to decompose both the problem and 
the process in a flexible and dynamic manner. She also needs to re-integrate these decomposed 
parts into coherent wholes and has to ensure a unified flux of parallel studies. After each move, she 
evaluates aspects of the new state. She also has to choose which criteria, constraint, or objective is 
important at that juncture.
§  2.2.10 A multitude of possibly conflicting objectives
There is an essential complexity in a design situation in terms of multiple objectives. Most of these 
objectives are not independent from the others and are often in conflict with each other. Consider 
the dimensions of a south facing window, which can provide sunlight, natural illumination, and 
ventilation with the cost of worse heat and sound insulation. There might be an optimum degree for 
each of these objectives, which has to be determined for each particular project. When constraints 
are considered, although they give structure to a problem, sometimes they make it harder to 
obtain desirable results.
While the project unfolds, regular meetings are held and the proposals are negotiated between parties. 
There is a tight deadline for the design phase and several details have not been appropriately studied 
according to the architect. The other decision makers however, demand the project to be submitted 
so that they can start the bidding process for the construction phase. Our architect is ensured that it 
is usual for final touches to be done during construction and that she can refine finishings and details 
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during this phase. Although this can change some issues considerably, the architect has to agree, 
because the contractor would want to decide on subcontractors, which will affect the procurement and 
detailing of subsystems.
There has to be better estimates of cost at this stage. There is a preliminary proposal, which allows 
the specification of the quantities and details of basic productions and materials. The task seems to 
be rather well-defined and the task environment is such that even an autonomous artificial agent 
could search for information regarding alternative systems and materials over the internet. Although 
there is always a margin of negotiation on the prices, such a task seems to be a probable candidate 
for automation. However, the problem is by no means trivial. Consider the problem of keeping up 
with a cost threshold. Whenever the total cost exceeds this threshold, the agent has to find cheaper 
alternatives for some of the productions. However, the problem is not as simple as deciding amongst 
equal alternatives. Each provider’s services and products will have advantages and drawbacks, and 
a comparison between two similar products may become complicated. Moreover, in many cases the 
design has to be revised, instead of simply choosing cheaper materials.
In our story, the total cost that is proposed by our architect is found to be too high and the 
negotiation focuses on a large entrance canopy that the architect finds most important, socially 
and functionally as well as for air-conditioning. The architect has several valid arguments but she 
still has to find ways to cut down the overall costs. She might revisit every section of the design to 
diminish the cost of each part or just find a cheaper way to construct the canopy, which would not 
spoil its appearance. As a solution, she separates the canopy into pieces, so that it only covers the 
necessary areas. The appearance is considerably changed; it is not as pleasing to her as before, 
yet it still fulfills its functionality. In this case, the costs necessitated a reconsideration or a partial 
reframing of the situation.
It is not straightforward to automate the task that concerns a balancing of the costs. This is because, 
the task is also linked to several other aspects of design. The cost agent has to be able to appreciate the 
construction market and foresee further design possibilities. Another problem here is, it is not easy 
to ascertain the materials and subsystems until construction phase begins. However, if the decisions 
have already been taken and fixed, then it is straightforward to carry out the quantity surveys, as is 
done with building information modeling (BIM) applications.
This example illustrates the claim that, in architectural design some well-defined and ill-defined 
procedures are often intertwined. There are better-known objectives like keeping up with structural 
and dimensional criteria and constraints brought forward by building codes, standards, or aspirations 
such as LEED4 or BREEAM5. These can be targeted by semi-automated sub-procedures to be operative 
together with the intelligent agents, i.e., within human-tool complexes for more efficient and effective 
design processes. The intelligent agent is still necessary here to carry out the procedures that require 
general intelligence, such as normative and aesthetic issues, communication and negotiation, 
dynamic decision making and decomposition – re-integration etc.; in short, for dealing with the 
holistic, undefined, and uncertain aspects of the process. This ends our illustration and brings us to 
the issue of artificial design intelligence.
4 Leadership in Energy and Environmental Design, “a voluntary, consensus-based, market driven program that provides third-party 
verification of green buildings” (Organization website, http://www.usgbc.org/leed).
5 Building Research Establishment Environmental Assessment Method, an “environmental assessment method and rating system 
for buildings” (Organization website, http://www.breeam.org/).
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§  2.3 Computational Design
Initially understood simply as the procedure of calculating (i.e., determining something by 
mathematical or logical methods), with the advent of electronic computing machines, computing has 
come to be understood predominantly with regard to computing devices, i.e., as any goal-oriented 
activity requiring, benefiting from, or creating computers. Conformably, the term computation 
is the act or process of computing, where complicated calculations are carried out through an 
algorithm or a protocol.
With a broader definition following an information-processing approach, computation can be defined 
as producing the appropriate output, given input and processing facilities. This definition attributes 
the intermediary stage, i.e., the processing stage to computation. An even broader variant of this 
definition can be stated as, computing is any causal progression, given a consistent computing 
medium, which processes input to produce useful output. Note that the terms “appropriate” and 
“useful” within above definitions point towards the goal-oriented aspect of this process, which, by 
ruling out random physical phenomena that are not related to the perception of a goal directed agent, 
narrow down the definition. Similarly, the terms “processing facilities” and “consistent” refer to the 
computing media, which exhibit some sort of temporal continuity, hence implicitly referring to an at 
least partially autonomous computing system.
It should be noted that, these last definitions are not solely mathematical or limited to computer 
science—the disciplines that computation is usually attributed to. Indeed, many physical and 
biological processes can be characterized in algorithmic terms. This may be seen as giving license 
to speaking of all physical or biological systems as computers to such an extent that with a 
pancomputationalist approach, which carries this broadness of definition to its extremes, it might 
be claimed that anything that is subject to causal progression is computation. This is why a cautious 
limitation is attempted when giving definitions of computation.
Ironically, the broadening of the meaning of computation is mostly due to the advent of computer 
science. Faced with many different types of computing environments, like sequential or parallel 
digital computers, cellular automata, quantum computers, neural networks, and analog computation 
the meaning of computation inevitably expanded within the philosophical realm and the computer 
metaphor replaced the previous mechanical one for intelligence.
As another consequence of this broadening of the meaning of computation, “the computational 
theory of mind” has been brought forward by Hillary Putnam for understanding and explaining brain 
in terms of computation (Horst, 2011). In a similar vein, information-processing theory has set out 
to establish a parallel between the symbolic computing environments and the human brain (Newell 
and Simon, 1972). Computational theory of mind has two essential components. The first is the 
representational theory of mind, where mental states are held to be representational in the sense of 
including, as constituents, symbolic representations having both semantic and syntactic properties 
(Horst, 2011). The second component is the computational account of reasoning, according to which, 
reasoning is taken as a process in which the causal determinants are the syntactic properties of the 
aforementioned symbolic representations (Horst, 2011).
It is obvious that human minds are able to take information as input and process this information. 
This reveals the human mind as an information-processing system. Yet, it does not seem necessary to 
liken a human mind to a digital or other type of computing machine for such conception. It is not an 
aim for this thesis to delve into related questions. These somewhat broad conceptions of computation 
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are mentioned here with the purpose of indicating a possibility to comprehend operations of a 
human mind and a computing machine as residing within an operational continuum, which enables 
a human-tool couple to be conceptualized as a kind of unified computing medium. An effective 
coupling of human minds and computing machines is exactly what Computer Aided Design (CAD) 
is about. Therefore, it is a basic interest of Computational Design studies, which aim at developing 
CAD tools and methods.
From its inception, studies of the field of Computational Design have been closely related with the 
advances in AI. The basic assumption was that, intelligent computational systems could aid human 
designers better. Experimental computational techniques borrowed from AI studies have been put 
to test for almost every aspect of design and this went hand-in-hand with the studies that aim for a 
more scientific or systematic study and practice of design; as is shown by the brief history of the first 
generation of design research (Cross, 1977; Bayazit, 2004; Cross, 2006).
It is not easy to ascertain the border where AI starts within Computational Design; however, it can 
be claimed that the level of intelligence within an artificial system can be assessed by the degree 
and success of involvement and autonomy of the non-human systems when carrying out specific 
tasks. Kalay (2004, p. 419) suggests three discrete levels for classifying CAD systems in terms 
of their intelligence:
1 Tools, which must be instructed line by line, like computer-aided drawing systems.
2 Assistants (semi-autonomous tools), who can take instructions and carry out several steps, 
e.g., an expert system.
3 Intelligent design agents who are completely autonomous while carrying out their intended tasks.
Technologies on the first level are commonplace (e.g. drawing and modeling applications), and there 
are working examples of the second (e.g. some functionalities of Building Information Modeling 
systems, i.e., BIM6). However, the third level is currently reserved for human designers. An attempt 
to attain the third level has to cope with a complicated task environment, which requires extensive 
mental skills together with a human understanding of design situations. Therefore, CAD takes place 
in a design environment where humans and CAD tools operate together, constituting varied forms of 
the aforementioned human-tool complexes. The role of the CAD tools is usually taken as aids to the 
human designers, who act as the principle managers of the process.
One frequently stated aim of such cooperation has been to relieve the human designers from the 
burden of repetitive and tiresome tasks on which the computers excel; therefore, to increase efficiency 
and pleasure by allowing humans to focus more on the creative aspects of design. However, this 
conception of the computer as an insensitive calculator has been challenged very early on by one of 
the pioneers of Computational Design. Nicholas Negroponte, whom at once shared this traditional 
task division between human and computers, later converted to an alternative position (Negroponte, 
1975, pp.8-13). During 1960’s and 1970’s, Negroponte’s Architecture Machine Group at 
6 BIM is a commercially successful and promising area of computational design, which combines parametric modeling technologies 
with a set of processes to produce, communicate, and analyze building models (Eastman et al. 2011, p. 16). BIM building models 
are characterized by: (1) Building components that are defined with digital representations (objects), which carry computable 
graphic and data attributes that identify them to software applications, as well as parametric rules that allow them to be manipulat-
ed in an intelligent fashion. (2) Components that include data that describe how these components behave, as needed for analyses 
and work processes. (3) Consistent and nonredundant data such that changes to component data are represented in all views of 
the component and the assemblies of which it is a part. (4) Coordinated data, such that all views of a model are represented in a 
coordinated way (Eastman et al. 2011). Thus, BIM platforms offer the ability to incorporate a type of specialized knowledge related 
to the components of a design environment.
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Massachusetts Institute of Technology explored methods for a close companionship of artificial agents 
and humans. According to Negroponte (1970; 1975; 2011), in order for them to aid human designers 
properly, artificial agents had to have a sensitive intelligence that would enable them to understand 
and respond to the humans.
The demanded sensitivity on behalf of the artificial agents has been an ongoing challenge for 
Computational Design studies. With the advent of personal computers, the co-evolution of the 
tools and human agents has entered a faster phase. Tools such as ruler and compass that had been 
rather stable in their use and physical constitution for over hundreds of years, have now been mostly 
discarded, while constant change is intrinsic to their substitutes, that is, the new computational tools, 
which are regularly being upgraded. As a result, the roles of the agents and their preferred techniques 
are now under constant transformation.
Today, CAD tools extend over a broad field comprising design and representation tools for drawing, 
modeling, and animation, as well as evaluation tools for analyzing acoustics, structure, illumination, 
energy efficiency, cost, materials, evacuation, etc. CAD tools are being used for design, optimization, 
information storage, communication, collaboration, construction, and management.
It is possible to classify CAD tools over a series of scales. For example, as stated above, on a scale of 
intelligence, tools like drawing applications appear to lean towards the mechanical end, while more 
complicated platforms like BIM systems may be placed relatively closer to the intelligent end. There 
may also be a scale, which locates tools according to their levels of generality. A technical simulation 
tool would reside on the specific (or expert) end, while a modeling and animation platform may target 
a general audience from all arts and design fields. Likewise, on a scale of flexibility, solid modeling 
tools oriented for engineering tasks may be contrasted with scripting environments through which 
users gain the power to extend the capabilities of an underlying platform. Most drawing and modeling 
platforms provide some kind of scripting facility for this purpose.
Through scripting interfaces and parametric modeling techniques, generative and parametric 
approaches have found their way into the innovative designers’ repository. While most computation 
is hidden from the end-users in popular CAD applications, in generative and parametric approaches 
further potentials of computation are being exploited, often through custom-made algorithms.
Generative techniques start with a limited set of rules or procedures that define syntactic articulation 
of given items and aim at producing a variety of proposals for a problem. Parametric approaches, 
on the other hand, mostly appear as integrated form generation and evaluation methods and 
although not necessary, in many cases they take the form of one-off idiosyncratic design strategies. 
Development of such a method frequently is a matter of an iterative process, which coincides with 
the method’s application. Therefore, a parametric design process unfolds through a tight integration 
of problem, solution, and strategy. In a sense, each such definition involves a kind of embedded 
intelligence, which becomes indistinguishable from the design situation that gets to be well-defined 
through the use of the method itself7.
7 For developments and discussions related to computational techniques in architecture, see Kolarevic, 2003; Spiller, 2008; Littlefield, 
2008.
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Not only generative or parametric approaches, but all CAD tools, by definition, involve platforms 
supported by computational means. Indeed, it is not mere computation, but also a kind of 
intelligence, which is present in many CAD tools. For example, modern rendering engines like V-Ray8 
or LuxRender9 embed stylistic decisions. With simple parameter settings, these rendering engines 
are able to submit finely illuminated and shaded 3D images that considerably ease a graphic artist’s 
job. Likewise, a digital drawing tool like AutoCAD10 could be seen as a computational assistant. Firstly, 
it guides the user with its interactive rulers, compasses, and other tools, and secondly, it carries out 
a great many tedious calculations, while the user concentrates on her drawings. It helps the user 
to catch line corners and intersections, and copy and store entire or partial drawings to make them 
reusable. The user might be giving line-by-line commands to the program; nevertheless, the program 
executes a series of complicated steps after each command. In this sense, even a drawing application, 
which is not mostly thought to include intelligence, operates through a precious type of intelligence; 
and is successfully incorporated within a human-tool complex that greatly increases efficiency. This 
is also valid for modifier commands of 3D modeling applications. These modifiers are shortcuts for 
complex operations that are mostly parametrically controllable to some extent.
At first sight, operations of these tools may seem trivial. However, if a human tries to carry out these 
tasks manually, she would understand the scale and difficulty of the problems. It should be noted 
that many mathematical procedures that seem trivial just because they are subject to algorithmic 
solutions are products of the cumulative effort of the brightest minds of human history. They are the 
most refined results of an important constituent of human intelligence, namely logic, mathematics, 
and systematic thinking. Moreover, it was this line of research, which culminated in the very idea of 
computing and ultimately in computers. It is not, then, surprising that the first generation AI studies 
had been developed within a paradigm according to which these aspects of human thinking were 
being held to be the highest and most difficult of all. Nevertheless, this conviction has been disproved 
by the futility of the same line of research for AI. It was exactly this type of systematic and generalizable 
thinking, which was proved ineffective on many occasions for ill-defined real world tasks such as 
encountered in architecture.
In complicated design practices like architecture, it is hard to find tasks that could be totally systematized. 
However, it is equally difficult to find tasks that are totally devoid of computational processes. Indeed, 
humans work together with computational systems on all tasks distributed to all levels of a design 
situation. Today architectural design is a mixed initiative, where computational procedures and human 
design expertise intermingle to generate a unique character for one-off design processes.
This is not a new occurrence though. For example, rule-based production pipelines have been 
witnessed and recorded in architecture since antiquity. Here the sequence of rules indicates a kind of 
systematic and general way of carrying out tasks; and remind a more or less mechanical procedure. 
Rule-based approaches can be found in the Renaissance period as well as in traditional architectures. 
According to Vitruvian tradition, a kind of rule-based—and in some cases parametric—architecture 
was responsible for basic architectural typologies, in particular for the relative proportions, placement, 
and quantities of some building components, or features of these.
8 http://www.vray.com
9 http://www.luxrender.net
10 http://www.autodesk.com/products/autodesk-autocad/overview
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The procedural knowledge in traditional architectures is often transmitted through selective rule 
sequences, to be applied in interaction with a new context. Starting from plan alternatives, developing 
these alternatives according to a site’s conditions and user requirements, placement of the basement, 
the load bearing elements, partitions, flooring, how each part would be connected with all the others, 
hence structural details, roofing, and ornamentation all appear to be coded with a limited set of rules, 
which are somehow flexible to enable adaptation. Some of these are expressed through explicit rules, 
heuristics, or norms, while some of them are stored and transmitted as practices, and are gained in a 
tacit manner, through a master-pupil interaction.  
The rule-based, heuristic, or propositional aspects of human thinking and knowledge are transferred 
relatively easily into generalized tools that help apply these rules, as in the example of ruler and 
compass. The former constrains the pen to a linear direction while providing discrete dimensional 
steps inscribed on it, and the latter has a continuous range in the radius dimension, yet constrained by 
physical conditions to draw only circles.
On the other hand, tacit aspects of design knowledge tend to be linked to the very functioning of 
the human nervous system whose information processing procedures have not yet been completely 
mapped. The requirement of tacit knowledge is also strongly related with how a task is being carried 
out. Invention of alternative procedures to deal with a task sometimes helps dispense with a need to 
understand how humans carry out the same task. For example, usage of a hammer is enabled by a 
relative stability and uniformity of the physical requirements for each specific nail to be thrusted into 
each specific material. However, the usage of hammer and nails is also strictly dependent on human 
anatomy, and learning how to use them has a tacit dimension. On the other hand, within workshop 
conditions, or on a production line, it is easy to envisage a mechanical hammer whose steps could be 
explicitly described and listed. This change in how the actions are carried out dispenses with the need 
for a tacit dimension.
The tool to help engrave the precise shape of the fluting around a Doric column might be the 
combination of compasses, rulers, ropes, chisels, plumb lines, a series of written rules, a series 
of known heuristics, and the masters that operate these tools and manage the process. This 
combination of tools and humans in turn can be considered a higher level tool itself; or better, a 
human-tool complex, thus indicating the historical continuity of today’s mixed initiative design 
practice, where digital surveying and computing equipment mostly replaced the analog ones like the 
ruler and the compass.
It can be observed in the above examples that, some of the knowledge has been externalized to 
the tools like compass, ruler, and plumb line. Within a human-tool complex, some of the rules and 
constraints of possible actions are embedded directly within the physical production environment. 
What this amounts to is a degree of externalization of the knowledge and skills, a partnership with 
the tool and the human, which on the first hand, may reduce the need for human involvement, 
and on the second, may enable new productions that have not been possible solely by human 
capabilities. Explicitation of a series of rules are only one side of the externalization of the productive 
knowledge, the more important side is the new capabilities gained by this ever-renewed human-tool 
collaboration. Each manner of cooperation between humans and tools has the possibility to extend 
the capabilities of the human designer, with specific advantages and drawbacks. Drawing on the sand 
helps calculating and seeing possibilities, while direct application on the site requires knowledge of 
construction procedures and skills to adapt these procedures to new contexts. In comparison, drawing 
on paper eases the burden on the human memory and enables more accurate, detailed, and durable 
information storage. The means to carry out real world tasks are developed according to the answers to 
the questions concerning the kinds of tasks, contexts, agents, tools, and procedures.
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As is the case with the above examples, in any task environment, a kind of continuity appears between 
tools and agents. Each tool may obtain a kind of agency and may tend to impose its will on processes. 
In these cases, it becomes hard to draw strict borders between an agent and a tool; especially between 
the non-human tools that constrain processes and the tools that are regarded as the very parts of a 
human; specifically, the mechanisms that are related to the mind, like perception, speech, memory, 
vision, or reasoning. The difficulty is, we can discern the tools or the humans as agents, but we can 
denote constituent human faculties as tools or agents, too. In brief, with respect to computational 
systems and human agents, CAD refers to “an ecology of mutual design complementation, 
augmentation, and substitution” (Negroponte, 2011) and understandings concerning the roles of 
computational tools and human agents are also due to interpretation and change.
§  2.3.1 The extended mind and the human-tool complex
In his book, Consciousness Explained (1991), philosopher Daniel Dennett reminds us how our 
perceptual sphere naturally extends through external objects. When we grab a pencil and rub its tip on 
a series of surfaces, we feel the textures of these surfaces as if we have sensors at the tip of the pencil. 
The same is observed when within a car we pass over a patch of oil. We feel the greasy surface as if we 
have sensors under the tires of the car.
This natural extension is not limited to perception though. In their article on the extended mind, 
Clark and Chalmers (1998) show how readily the mind is extended over external tools to increase 
its effectivity. They give examples like the use of pen and paper to perform multiplications or the 
use of instruments such as the slide rule. In these cases, while the human brain performs a series of 
operations, another set of operations are delegated to the manipulations of external media. The point 
here is not just the presence of external computing resources, but rather the general tendency of 
human reasoners to lean on environmental supports (Clark and Chalmers, 1998).
For example, in the Tetris game, where falling geometric shapes must be rapidly directed into an 
appropriate slot in an emerging structure, a rotation button for physical rotation is used not just to 
position a shape ready to fit a slot, but often to help determine whether the shape and the slot are 
compatible. This is an action that alters the world to aid and augment cognitive processes such as 
recognition and search. According to Clark and Chalmers (1998), rather than being passive objects of 
contemplation, the relevant external features in this process are active elements and they play a crucial 
role in the process. Because they are coupled with the human organism, they have a direct impact on 
the organism and on its behavior. Clark and Chalmers (1998) call this position ‘active externalism’:
In these cases, the human organism is linked with an external entity in a two-way interaction, 
creating a coupled system that can be seen as a cognitive system in its own right. All the components 
in the system play an active causal role, and they jointly govern behavior in the same sort of 
way that cognition usually does. If we remove the external component the system’s behavioral 
competence will drop, just as it would if we removed part of its brain. Our thesis is that this sort of 
coupled process counts equally well as a cognitive process, whether or not it is wholly in the head 
(Clark and Chalmers,1998).
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This extension of the mind is also related to the situated character of cognition. The situated 
agent is in continuous transformation in response to the effects of an external environment. This 
process seems to occur via mechanisms that are similar to the ones at play in the aforementioned 
extension of the mental processes. Although they are seen as independent systems, humans 
perform not only within, but also together with their environments in a tightly coupled manner. 
The perceived immediacy of this coupling should be considered as a factor in the development of 
computational tools.
In design, an important use of tools is their functioning as external memory. Human memory is 
particularly good at classifying, learning, retrieving, and matching patterns, concepts, and episodic 
sequences; however, usually not as successful in remembering a sequence of numbers or all the 
minute details of a physical arrangement. A drawing is a type of external memory that can be used to 
remedy this defect of the human mind. However, there are other important uses of a drawing. First, it 
helps the designer to produce a more concrete reality according to some vague initial ideas. Secondly, 
it helps her to see what she is producing. Thirdly, in its technical forms, it helps her to communicate 
these emergent ideas in an unambiguous manner, which is very important at least for modern 
production processes.
Some of the design tools help designers calculate, measure, and evaluate. Basic examples are the 
compass and the ruler, which help the designers to locate points and geometric objects inside two or 
three-dimensional spaces without explicitly delving into complex calculations. In a sense, the tools 
carry out required calculations. Thus, the human-tool complex inside a real world situation is akin to a 
computing environment. How this complex of human and tool operates is among the concerns of this 
thesis. Indeed, as has been seen, the degree and style of the involvement of each participant within 
this complex is instrumental in defining CAD processes. The critical point here is to head towards the 
tools that would effortlessly become a natural extension of the human agent, allowing for effective, 
productive, and pleasant production environments.
Today, emerging 3D visualization, augmented reality, and body gesture based controller technologies 
provide a possibility for more natural and pleasurable human-computer interactions. On the other 
hand, non-intrusive body-mind additions, e.g. spectacles, have been in use for quite a long time, 
which supports the idea that humans have a natural capability to be extended and an interface 
does not necessarily demand advanced technology. A simple sketch, with a piece of tracing paper 
laid over it may as well be seen as an interface, which establishes a bridge between external 
memory and a human agent.
§  2.3.2 Computational Design as a research field
Since CAD tools are now commonplace, and virtually no design process is left without computer 
aids, it seems plausible to gather virtually all design practices under the title of CAD; in which case 
design and CAD become interchangeable terms. On the other hand, the term Computational Design, 
before denoting a type of design practice, can be taken as indicating a research field. Thus, it can be 
claimed that CAD is simply the current design practice, which makes use of computational tools, 
while Computational Design is a field of research, which searches for better and more advanced CAD, 
through new methods, techniques, and tools.
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It is the development of computational tools, rather than designing with these tools, which 
distinguishes the field of Computational Design. Consequently, after being absorbed within daily 
practices, basic usage of a computational technique or tool is no more seen as part of research; the 
frontier of the field is constantly being shifted. Thus, a broad definition of Computational Design can 
be given as the development of computational approaches, methods, techniques, and tools, to better 
understand and enhance design.
With its methods and tools, Computational Design has an important effect on the transformation of 
design processes. By developing new techniques and tools that enhance the ability to study, represent, 
analyze, and produce complex formations, it changes designed artifacts. In addition, through all these 
transformations and by providing new metaphors, it influences design culture in general.
We can discern two main areas under Computational Design. The first appears within practice-
led-research (or research-by-design), mostly in the form of one-off, problem-specific methods and 
tools. The second area aims at developing reusable approaches, methods, techniques, and tools, and 
although these might be developed and validated through practical applications or through research-
by-design methodologies, the primary orientation is towards research rather than direct practice.
As forms of practice-led-research, generative and parametric approaches often overlap with the 
area of Computational Design. These techniques carry a potential for bringing new possibilities in 
form generation as well as a more developed ability for the production of intricate forms. Moreover, 
they bring the roles of human agents and tools under continuous questioning. Hence, they exhibit 
a potential to change the understandings and processes of design and they are being used with the 
effect of expanding creative fringes within the borders of design fields. Nevertheless, it remains a more 
basic task for research fields to develop generic, flexible, and reusable approaches, methods, and tools.
It can be claimed that a certain threshold has been reached in several areas of CAD tools. Drawing, 
modeling, and graphic design applications are now reliable and productive as representational 
tools. On the other hand, intelligent design support for creative aspects of design has been relatively 
neglected. Therefore, a potential expansion area for CAD appears as artificial design intelligence, i.e., 
embedding intelligence within CAD tools for better and more productive human-tool interactions, not 
only for detailing and optimization phases, but for creative tasks as well.
It is now widely assumed that many tasks within design processes are not solvable by simple 
algorithmic or heuristic programming, or through logic or rule-based systems. However, it is apparent 
that human agents are able to handle such tasks and if we are not to attribute mystical powers to 
human beings, then we have enough reason to continue this line of research. These considerations 
bring us to the question of artificial intelligence in design.
§  2.3.3 Artificial Intelligence in design: information-processing, 
problem-solving, search, and formal approaches
Attempts at building intelligent entities have started soon after World War II, and the name Artificial 
Intelligence (AI) has been coined in 1956. Russel and Norvig (2010, p. 2) cite several textbook 
definitions for the field of AI. In combination, these definitions refer to the development of systems 
that act or think, either rationally or as humans do. Note that definition of terms like ‘rationality’ and 
‘thinking’ are usually left to specific contexts and applications. Two basic motivations can be discerned 
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in the definitions of AI. The first is the bottom-up development of particular technologies for specific 
practical aims, which is a predominantly practical orientation. The second motivation is rather a top 
down quest for understanding, mimicking, and rebuilding the human mind and its capabilities in 
general, or in the whole.
The first kind of AI encompasses a variety of subfields including general-purpose areas, such as 
machine learning, computer vision, natural language processing, and automated reasoning, as well 
as specific tasks like playing chess and backgammon, proving mathematical theorems, writing poetry, 
and diagnosing diseases (Russel and Norvig, 2010, pp. 1-2).
The second kind of motivation has brought forward attempts to understand and mimic human mind 
by way of comprehensive neural mappings, brain simulations, cognitive architectures, and agent 
frameworks often with an aim to develop practical artificial reasoning procedures and hardware for 
intelligent agents (e.g., SOAR11, ACT-R12, Brain-i-Nets13, Blue Brain14, Brains in Silicon15, Spaun16, 
The Human Connectome Project17). At the mean time, another set of comprehensive projects 
such as Cyc18, DBpedia19, and WordNet20 have set out to generate structured databases of all 
commonsense knowledge.
The first studies in a quest for artificial design intelligence have followed the information-processing 
paradigm pioneered by Simon and Newell (Cross, 1977). Simon and Newell’s studies on problem-
solving had led them to understand it as a kind of heuristic search process (Simon, 1973). The topic 
of state-space search originated in the early years of AI, with Newell and Simon’s work on the 
Logic Theorist (1957) and GPS (1961). These studies led to the establishment of problem-solving 
through search algorithms as the primary AI task (Russel and Norvig, 2010, p. 109). After devising 
computational methods to experiment with their ideas, assuming an approach, which is called 
cognitive simulation, they went on to claim that their studies helped explain how the mind ultimately 
worked (Newell and Simon, 1972).
Simon and Newell’s studies and ideas have also found attention in Computational Design circles and 
have been taken as the practical clue for achieving design automation. Hence, design was defined as 
an instance of problem-solving and started to be treated through heuristically guided search methods. 
11 http://sitemaker.umich.edu/soar/home (accessed, April 2013).
12 http://act-r.psy.cmu.edu/ (accessed, May 2013).
13 http://brain-i-nets.kip.uni-heidelberg.de/ (accessed, May 2013).
14 http://bluebrain.epfl.ch/ (accessed, May 2013).
15 http://www.stanford.edu/group/brainsinsilicon/ (accessed, May 2013).
16 Eliasmith, C., Stewart, T. C., Choo, X., Bekolay, T., DeWolf, T., Tang, Y., and Rasmussen, D., 2012, A Large-Scale Model of the Func-
tioning Brain, Science 338 (6111) (November 30), 1202–1205, doi:10.1126/science.1225266.
17 http://www.humanconnectomeproject.org/ (accessed, May 2013).
18 http://www.cyc.com/platform/opencyc (accessed, May 2013).
19 http://dbpedia.org/About (accessed, May 2013).
20 http://wordnet.princeton.edu/ (accessed, May 2013).
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According to this approach, to solve a given problem, an initial task environment has to be defined 
(Rowe, 1987, pp. 51-52):
 – First, there is a problem space whose elements are knowledge states, some of which represent 
solutions to a problem.
 – Second, there are one or more generative processes or operations that allow one to take 
knowledge states as input, or as starting positions, and produce new knowledge states as output.
 – Third, there are one or more test procedures that allow the problem solver to compare those 
knowledge states that are presumed to incorporate solution properties with a specification of the 
solution state that is not the knowledge state itself.
 – Finally, there are further processes (i.e., heuristics) enabling a problem solver to decide which 
generative processes and which test procedures to employ, based on the information contained in 
available knowledge states.
This way, it becomes possible to consider a solution state with reference to a set of world states in 
which the goals will be satisfied. The agent’s task is to find out which sequence of actions will get it to a 
solution state. Before it can do this, it needs to decide on what sorts of actions and states to consider. 
This problem-setting, or problem formulation action is crucial and corresponds to a distinct analysis 
phase, and is mostly carried out by the humans and fixed before the search begins.
In general, an agent with several immediate options of unknown value can decide what to do by 
choosing the best sequence amongst the different possible sequences of actions that lead to states of 
known value. “The process of looking for a sequence of actions that reaches the goal is called search” 
(Russel and Norvig, 2010, p. 66). A search algorithm takes a problem as input and returns a solution 
or an action sequence that leads to a solution. Once a solution is found, the actions it recommends 
can be carried out, which is called the execution phase. Thus, there is a “formulate, search, execute” 
design for the agent, where search and execution phases may coincide. After formulating a goal 
and a problem to solve, the agent calls a search procedure to solve it. It then uses the solution 
to guide its actions.
For the task of search, the states (or nodes) of a search tree have to be generated (Figure 2.8). These 
nodes are evaluated with regard to an objective function or in terms of its compliance to a set of 
constraints. Then, through guiding heuristics, available branches and nodes of a search tree are 
traversed to find an optimum solution; or in some cases, an available course of action. The procedure 
of generation can take the form of the wholesale creation of a possible state or the modification of an 
existing state by several operators; hence the related expressions, ‘operator – state’, ‘generate – test’, 
or ‘propose – critique – modify’ (Figure 2.9).
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FIGURE 2.8 Basic search concepts.
FIGURE 2.9 General scheme of generate and test algorithms.
Uninformed or blind search means that the strategies have no additional information about states beyond 
that provided in the problem definition (Russel and Norvig, 2010, p. 81). These algorithms only generate 
successor states and distinguish a goal state from a non-goal state. In these cases one of the several 
algorithms, such as ‘depth-first search’, ‘breadth-first search’, ‘uniform-cost search’, ‘depth-limited 
search’, ‘iterative-deepening search’, etc., are used to search through the whole of the search spaces.
However, complex search problems—where the search tree branches exponentially—cannot be 
solved by uninformed methods, for any but the smallest instances. Strategies that take into account 
whether an intermediary state is more promising than another are called informed search or 
heuristic search strategies (Russel and Norvig, 2010, p. 81). In the informed cases, problem-specific 
knowledge beyond the definition of the problem itself is utilized to find solutions more efficiently than 
an uninformed strategy. One or more heuristics are applied to guide the search process to branches 
that are more promising, or to narrow-down (or prune) the search tree (Russel and Norvig, 2010, 
p. 92). The general form of this type of algorithms is ‘best-first search’. However, most of the times, 
the best node is not known in advance. In practice, the node that appears to be best according to the 
evaluation function is chosen (Russel and Norvig, 2010, pp. 92-95).
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The above-described search algorithms are designed to explore search spaces systematically; as a 
result, these approaches only address a single category of problems: observable, deterministic, known 
environments where the solution is a sequence of actions. However, there are alternative formulations 
for different task settings. If the path to the goal does not matter and only attaining the final state is 
desired, local search algorithms can be considered instead of systematic ones (Russel and Norvig, 
2010, p. 120). Local search operates using a limited number of nodes and generally moves only to 
neighbors of those nodes. Although it is not systematic, local search has two key advantages: (1) it 
uses very little memory, and (2) it can often find reasonable solutions in large or infinite (continuous) 
state spaces for which systematic algorithms are unsuitable (Russel and Norvig, 2010, p. 121). ‘Hill-
climbing’ (or ‘greedy local search’, Figure 2.10), ‘simulated annealing’, and ‘evolutionary algorithms’ 
(Figure 2.11) are treated under this title.
FIGURE 2.10 Local search by ‘greedy hill-climbing’.
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FIGURE 2.11 Evolutionary parallel search.
The character of the task environment affects the problem-solving approach adopted to handle 
a problem. For example, the above-described approaches assume that the environment is fully 
observable and deterministic; therefore, the problems are tackled by offline algorithms (Figure 2.12). 
Starting with the knowledge of an initial state, the agent can calculate exactly which state results from 
any sequence of actions and knows which state it is in (Russel and Norvig, 2010, p. 133). There is no 
need for percepts that would provide new information after each action.
FIGURE 2.12 Offline algorithm.
Contrarily, when the task environment is partially observable or nondeterministic, perceiving new 
information becomes useful. In a partially observable environment, every percept helps narrow down 
the set of possible states the agent might be in, making it easier for the agent to achieve its goals 
(Russel and Norvig, 2010, p. 133). When the environment is nondeterministic, percepts tell the agent 
which of the possible outcomes of its actions has actually occurred. In these cases, the solution to a 
problem is not a sequence but a ‘contingency plan’, or a strategy, which specifies what to do depending 
on received percepts (Russel and Norvig, 2010, p. 133).
This kind of search is performed by online search agents (Figure 2.13). It may be viewed as a process 
for gathering information about problem structure that will ultimately be valuable in discovering a 
solution (Simon, 1996, p. 127). In online search, after each action, the agent receives a percept telling 
it what state it has reached. From this information, it can augment its map of the environment. This 
way, the agent interleaves computation and action: first, an action is taken, then the environment is 
re-observed and the next action is computed (Russel and Norvig, 2010, pp. 147-149).
TOC
 75 Design and computation: a research program for Artificial / Autonomous / Automated Design
FIGURE 2.13 Online algorithm.
Online search is helpful in dynamic and nondeterministic domains and is necessary for unknown 
environments. In a state of ignorance, the agent faces an exploration problem where it must use 
its actions as experiments to inquire into the situation, in order to be able to make decisions. 
Design situations strongly exhibit these characteristics and it can be claimed that design requires 
an on-line, exploratory attitude. Thus, following the problem-solving approach, design processes 
have been likened to ‘exploratory search’. According to this approach, design is a purposeful and 
conscious specification of the actions that must be taken at the present to attain some desired future 
conditions, where alternative courses of action are hypothesized and their effects are predicted and 
evaluated against the predefined set of desired conditions (Kalay, 1992). If the evaluation finds 
that the predicted effects of the actions match the desired conditions, the hypotheses are validated. 
On contrary situations, the actions must be modified to achieve the effects of the proposed actions. 
This is done through iterative modification of the proposed actions and the desired conditions 
until a match is achieved. In this approach, the design process can be said to comprise three major 
tasks (Kalay, 1992):
1 Defining a set of desired conditions that comprise the objectives to be achieved 
(Analysis: problem setting).
2 Specifying the actions that, in the opinion of the designer, will achieve the desired objectives 
(Synthesis: search process).
3 Predicting and evaluating the effects of the specified actions to verify that they are consistent with 
each other and that they achieve the desired objectives (Evaluation).
Problem-setting phase has to encompass the devising of a proper representation of the state 
spaces and ensuing operators (or modifiers), which generally requires an adequate abstraction and 
formalization for the design problem at hand. The desired conditions may take different forms like 
goals, performance criteria, constraints, or objective functions—fitness functions in the case of 
evolutionary computation.
However, in order for a design-like task to be handled by a search approach, several difficult problems 
have to be solved before the process starts. Defining desired conditions as well as the means to test 
these conditions, or specifying modificatory operators all present difficult problems because of the 
multi-leveled and underdefined character of design problems. There are several assumptions that 
have been frequently employed by the design-by-search approaches. In the simplest case, the task 
environment is taken to be static and deterministic, and the initial state is assumed to be known. 
Solution procedures cannot handle any unexpected events and are executed without paying attention 
to the new knowledge that arises during search.
In any real world design task, human designers appear to overcome all the above-mentioned 
problems. However, most of the times, they do not carry out these tasks in a rigorous fashion and most 
of their decisions are not stated explicitly. It should be noted that, in more engineering oriented design 
TOC
 76 Evolutionary design assistants for architecture
fields, well-defined situations appear and optimization methods are applicable in these cases. This 
fact apparently led Simon (1973) to assume that such approaches were ultimately applicable to all 
design tasks. However, in creative design fields, design research has not been able to extract standard 
strategies or well-defined objectives, which renders optimization unsuitable.
The above-mentioned explicitness is a requirement for simple problem-solving approaches. According 
to Simon (1996, p. 132), problem-solving can be viewed as a mere change in representation, 
making evident what was previously true but obscure; like mathematical derivation. The issue of 
representation becomes central in this approach and solving a problem simply means representing 
it to make the solution transparent. Therefore, formalization of a design situation has been seen as 
a potential approach to convert design tasks into well-defined problems that would be suitable for 
search or optimization methods. A rigorous formal definition of a design task would provide a suitable 
representation, though by risking over-simplification.
Informed search algorithms appear to present a way to employ domain specific knowledge during 
solution processes. This knowledge is crucial in solving complicated tasks and there are several 
approaches to utilize it. One such approach is case-based reasoning. In case-based design, the process 
starts with a search for a previous solution (or case) to a similar problem and a solution is generated 
by an adaptation of the previous solution to the current problem (Kalay, 2004, pp. 261-267). A case 
typically consists of a problem definition, a solution, and an evaluation of the outcome. From these 
three components, indexes are generated in order to be used in later searches for a best matching 
case (Kalay, 2004, p. 262). When a matching case is found, computational systems attempt to assist 
the human designer in the adaptation process in an interactive session. An exemplary case-based 
assistant is included in the SEED project (Flemming and Woodbury, 1995; Rivard and Fenves, 2000).
Another approach that attempts to codify and apply expert knowledge in a field is ‘expert systems’ 
(Russel and Norvig, 2010). Expert systems try to capture the knowledge in the form of if-then rules, 
such as “if the living room has a south facing wall, and if the site is on the northern hemisphere, allow 
large windows”. Such rules have been used in daily practice of design, though it is hard to claim that 
there is a fixed, systematic, complete, or consistent collection.
From the viewpoint of algorithms, condition and consequent sides of the rules are taken as atomic, 
therefore their content is arbitrary in the sense that their truth depends on their sources, while the 
inference is strictly logical. Chaining these rules by way of forward or backward chaining, appropriate 
results for a given problem and simultaneously the reasons why such a result ensues can be obtained. 
The knowledge base of expert systems are separated from their inference engine, therefore they 
are hoped to be more flexible than the hard-coded procedural applications. PREDIKT (Oxman 
and Gero, 1987) is an experimental system that exemplifies this approach in preliminary design 
of domestic kitchens.
Another popular rule-based approach is ‘shape grammars’. A shape grammar comprises a set of rules 
that can be applied consecutively to a geometrical construct for modifying it through geometrical 
transformations (Stiny, 2006). Like expert systems, shape grammar rules include a left-hand side 
(the condition) and a right hand side (consequent). The main difference of these rules with the rules 
of expert systems is that the inference results in geometrical constructs. When the part of the current 
shape matches the condition part of a rule, it can be substituted by the right-hand shape.
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§  2.4 Challenges of design vs. human strategies
In the previous sections, design has been characterized in its general progression and an overview has 
been given for Computational Design studies, with a focus on the design-by-search approaches. In the 
following sections, human design exploration will be revisited in order to give a more detailed account 
of the main difficulties facing Computational Design studies. This investigation will largely follow the 
‘Schönian’ reflective practice perspective and will be mostly congruent with Dreyfus’s (1972; 1999; 
Dreyfus, Dreyfus, and Athanasiou, 1986) influent criticisms towards AI21. Although this investigation 
will not yield directly applicable recipes, being aware of basic difficulties appears necessary in order to 
be able to assess a computational approach’s potentials and limitations, which is amongst the aims 
of this thesis study.
§  2.4.1 Design by search and on-line exploration
As stated earlier, in analyzing design cognition, it has been widespread to use the language and 
concepts from cognitive studies of problem-solving behavior. However, early hopes for describing 
design essentially as problem-solving were in the end not justified. Design may involve periods of 
activity in which problems are solved and the process during those periods may indeed be seen as 
problem-solving. However, design involves more of the above-mentioned open problems and it is 
not regular problem-solving. There is no way in which all of design can be reduced to problem-solving 
activity, or with a better expression, to a series of well-defined problems (Cross, 2006, p. 77; Dorst, 
2006, p. 35; Lawson and Dorst, 2009; Lawson, 2005, pp. 31-32; Lawson, 2004, p. 20). Therefore, AI 
techniques such as heuristic search or logical inference, which require explicit problem structure, are 
not, on their own, sufficient for developing artificial design agents.
Since design situations are not directly formalizable in terms of simple search procedures, and 
because existing AI techniques mostly depend on variants of search, for the application of these 
techniques in design, it appears necessary to devise mechanisms that would be located at an 
intermediary position between human treatment of design situations and search mechanisms. 
In response to this requirement, design has been characterized as a two-level process of exploration, 
which could include search episodes on the lower level. In this conception, search is a process for 
finding values of variables in a defined state space, whilst exploration is a process for producing these 
defined state spaces (Gero, 1994). Exploration precedes search and it converts one formulation 
of the design problem into another. As such, it creates new state spaces or modifies existing state 
spaces (Gero, 1994).
Gero (1994) further suggested that Evolutionary Computation was capable of supporting exploration 
in design. This claim has been put to test by Maher, Poon, and Boulanger (1996). Indeed, this 
was the underlying idea behind their problem – solution co-evolution model that was mentioned 
earlier (Figure 2.3). We will revisit and discuss this study in Chapter 3, within the context of 
evolutionary computation.
21 These criticisms will be addressed in the following sections.
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This picture of a multi-layered process of simultaneous construction of problems and solutions for 
navigating a vast search space apparently corresponds to the human designers’ attitude. However, it 
is not a trivial task to adapt such a scheme to describe computational processes for design. Available 
techniques allow only offline agents that give way to rather shortsighted search processes within 
encapsulated problem definitions. Offline procedures, by definition, do not have means to respond 
to the multi-level transformations of a design situation22. The question then appears as how to 
incorporate a kind of online agent that is able to appreciate this multifaceted and multi-level process 
in order to govern its transformations with a strategic view.
Because the task obviously requires a high level of intelligence, a straightforward proposal is to 
incorporate human agents, which would assume the role of the online intelligent agent. During her 
exploration within a design situation, whenever needs and possibilities overlap, a human agent may 
assign a series of tasks to her tools or assistants. This conception is in line with the traditional view of 
how a human agent and a computational system should collaborate. The human agent would employ 
all her intuitive and holistic thinking and the computer would carry out repetitive and mechanical tasks 
in which it excels. It appears plausible to interpret current CAD tools in accordance with this picture. 
However, when the human agents are so involved within this process, it is not initially obvious solely by 
this description, whether computational techniques would be helpful in this process; this would depend 
on the type of task and the specific design process23. Moreover, an approach that would try to fit design 
into a scheme just because the computational system requires it that way would most probably fail in 
practice. If it is not able to carry out autonomous tasks, a computational system should either enhance 
the capabilities of the human designer or it should enhance the ease and pleasure of the design process.
FIGURE 2.14 External, interpreted, and expected function-
behavior-structure representation of design process 
[Gero and Kannengeisser, 2007].
22 For a lengthy criticism of offline approaches to design, see Gedenryd, 1998.
23 For an early but still valid overview of this issue, see Cross, 1977.
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The second option involves automated computational systems, which would be able to respond to 
the design situation as it is being revealed. The first requirement for such a system is an online agent 
architecture. To illustrate the basic requirements of such an architecture, the ‘Situated Function-
Behavior-Structure’ (FBS) ontology will be examined.
The FBS ontology (Figure 2.14) can be seen as a detailed example of how a model can function as 
a device for understanding and documenting design, while at the same time pursuing practical 
orientations. It was first adapted to design activity by John Gero (1990; 1998; 2002) and then 
developed further by Gero and Kannengeisser (2004; 2007; 2008). The FBS ontology simultaneously 
specifies the entities of a design process and basic actions that push forward design. More importantly, 
it attempts to do this with regard to the situated character of design actions. The FBS ontology 
provides three high-level categories for the properties of an object (Gero and Kannengeisser, 2007):
1 The function of an object is “what the object is for”.
2 The behavior of an object is “what the object does”.
3 The structure of an object is “what the object consists of”.
During design activity, designers perform actions that change their environment. By observing 
and interpreting the results of their actions, they decide on new actions to be executed on the 
environment, therefore designers’ concepts change according to what they see, which itself is a 
function of what they do. This interaction between the designer and her environment is an important 
determinant of the course of design and is called ‘situatedness’ (Gero and Kannengeisser, 2007). 
In contrast to the static approaches that attempt to encode all relevant design knowledge prior to 
its use, situated design uses the knowledge that is grounded in the designers’ interactions with 
their environment (Gero and Kannengeisser, 2007). Gero and Kannengeisser (2004) have modeled 
situatedness as the interaction of three worlds:
1 The external world is the world that is composed of representations outside the 
designer or design system.
2 The interpreted world is the world that consists of the sensory experiences and concepts of the 
designer or design system.
3 The expected world is the environment in which the designer or design system predicts the effects of 
actions according to the current goals and interpretations.
These three worlds are linked together by three classes of activities (Gero and Kannengeisser, 2007):
1 Interpretation transforms variables that are sensed in the external world into the interpretations of 
sensory experiences, percepts, and concepts.
2 Focusing takes some aspects of the interpreted world and uses them as goals for the expected world.
3 Action is an effect that brings a change in the external world.
Locating function, behavior, and structure of a process in each of these worlds results in nine 
ontological categories, which is given in Table 2.1 (Gero and Kannengeisser, 2007).
FUNCTION BEHAVIOR STRUCTURE
external External function (Fe) External behavior (Be) External structure (Se)
interpreted Interpreted function (Fi) Interpreted behavior (Bi) Interpreted structure (Si)
expected Expected function (Fei) Expected behavior (Bei) Expected structure (Sei)
TABLE 2.1 Ontological categories in situated FBS ontology.
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Additionally, the framework represents external requirements related to the function (FRe), behavior 
(BRe), and structure (SRe) of processes. Finally, in Figure 2.14, the 20 activities that connect these 
categories extend the ontology to explore the notion of situated processes (Gero and Kannengeisser, 
2007). Gero (1990) proposed eight fundamental steps in design, which were mapped by Gero 
and Kannengeisser (2004) onto the 20 activities in the situated FBS ontology (Table 2.2, Gero and 
Kannengeisser, 2007). The numbers of activities correspond to the activities illustrated in Figure 2.14.
Fundamental steps (Gero, 1990) Corresponding activities (Gero and Kannengeisser, 2004)
1 Formulation Activities 1–10
2 Synthesis Activities 11 and 12
3 Analysis Activities 13 and 14
4 Evaluation Activity 15
5 Documentation Activities 12, 17, and 18
6 Reformulation type 1; redefines the structure state space Activity 9, with activities 3, 6, and 13 as potential drivers
7 Reformulation type 2; redefines the behavior state space Activity 8, with activities 2, 5, 14, and 19 as potential drivers
8 Reformulation type 3; redefines the function state space Activity 7, with activities 1, 4, 16, and 20 as potential drivers
TABLE 2.2 Mapping of fundamental steps and activities in situated FBS ontology
FBS ontology can be interpreted to designate an agent architecture for a situated autonomous 
design agent together with a minimum list of types of design moves. A series of fundamental design 
tasks (formulation, synthesis, analysis, evaluation, documentation, and reformulation) are mapped 
onto a set of activities (transformation, comparison, interpretation, and focusing) that process and 
transform information between three distinct worlds (external, interpreted, and expected). However, 
types of moves such as transformation, comparison, interpretation, and focusing, especially between 
external and interpreted worlds appear as difficult tasks. Obviously, it is not sufficient to provide 
the architecture; it is also necessary to find ways to carry out the defined design activities. Most of 
these activities require high-level mental capabilities for which no automated technologies exist 
yet. The depth and breadth of an exploration that would be carried out with an agent that is based 
on the FBS framework would be determined by how the external world would be interpreted as the 
task environment. The type of interpretative skill, which enables exploration and which is observed 
in humans is still not attained by artificial reasoning systems. Considered in this light, it would be too 
optimistic to assume that a simple two level co-evolutionary scheme is in a kind of continuity with how 
humans carry out exploration. This is where there is a leap, rather than continuity.
This is most obvious in a comparison of working styles of artificial systems and human agents. 
Artificial systems generate an abundance of alternatives within a search path, because even in 
the case of local search, the generation of new alternatives is mostly random. On the other hand, 
human designers proceed through a limited number of alternatives, while carefully considering 
each transformative action and ensuing state from a multitude of aspects. Each move and each 
evaluation is intuitively rich, though most of the examination is not explicit. Humans explore in a 
deeper and more comprehensive manner, while artificial systems are relatively shallow interpreters. 
They have to compensate their shallowness with generating more search points, which easily becomes 
ineffective when the problem gets more complicated. Nevertheless, whether they are similar to human 
exploration or not, complex evolutionary systems, through which a process could gain a strategic 
layering, appear as a potential development path for Computational Design, though with apparent 
limitations. Complex and hierarchical evolutionary systems will be discussed in Chapter 3, where an 
example algorithm, the “Interleaved Evolutionary Algorithm” (Interleaved EA) will also be introduced.
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§  2.4.2 Complexity of design situations
In the case of architectural design, the products of a design process are complex entities, involving 
systems, sub-systems, parts, sections, and functions that amount to an enormous variety of materials, 
details, and systems. Designing and constructing a building involves such an endeavor that hundreds, 
sometimes thousands of participants contribute to it and dedicate some of their mental processing 
capability to a minute detail or to an overall issue. As Jones (1992, p. 41) noted, “the main difficulty in 
any form of designing is that of coping with the complexity of a huge search space filled with millions 
of alternative combinations of possible sub-components”. This fact will be referred to as the “inherent 
complexity” of design.
Yet, there is another kind of complexity, which concerns the negotiated aspects of design. At any design 
situation there will always be competing viewpoints, which have to be settled through negotiation. This 
issue was amongst the reasons why design has been characterized as “wicked” (Rittel and Webber, 
1973; Buchanan, 1992). This type of complexity is related to the essentially undefined aspects of design, 
because it only appears within a particular situation and it can only be solved by dispute or negotiation. 
Therefore, this property of design situations will be referred to as the “inherent undefinedness” of design. 
A diagram of design situations is given in Figure 2.15, which maps the basic issues that contribute to both 
types of complexity. Throughout a design process, components of the co-evolving problems and solutions 
generate an inherent complexity, while a multitude of agents continuously bring forward differing 
viewpoints and framings, exacerbating the inherent undefinedness.
FIGURE 2.15 Basic constituents of a design situation.
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These two types of complexity of the design problem should be considered as the basic problems for 
search-based and formal approaches. Any formalization attempt will face insurmountable hardships 
in initial problem formulation (because of the inherent undefinedness), and any one-level brute 
force or heuristic generate-and-test approach will encounter combinatorial explosion (because of 
the inherent complexity). In combinatorial problems, the search space grows very rapidly because 
of the combinatorial factors. From the aspect of objectives, each design situation involves several 
constraints, objectives, and performance criteria some of which bear a normative and subjective 
character that should be decided through forms of social negotiation. Even worse, these objectives 
often impose conflicting requirements.
To overcome these difficulties, reductive representations have been frequently utilized in 
computational approaches, which narrow down the search space by converting and confining 
problems into well-defined borders. However, due to the large number of important variables, 
even after this reductive definition, computational complexity of a design task will remain high. 
Decomposition of a task is a potential remedy in complex problems against the problem of 
combinatorial explosion. However, this is not straightforward in most design tasks where sub-tasks 
are usually dependent.
On the other hand, human designers tend to inquire into a design situation through solutions, with 
the help of prefabricated strategies and solution patterns. These solutions often exhibit a holistic 
character, in the sense that they pose integrated solution strategies towards several aspects of the 
problem in one move. A traditional building element such as a simple brick wall that is pierced 
through by several apertures is being used in a great majority of buildings, as a solution, which 
simultaneously concerns appearance, structure, envelope, illumination, ventilation, and insulation. 
In other words, it is a popular prefabricated strategy24. Following Christopher Alexander (1977), these 
types of integrated prefabricated solutions may be called “patterns”.
A solution-based approach enables the designer to put forward a solution path by providing probable 
solutions for a variety of aspects of the problem all at once. Moreover, having once decided on a 
solution path, human designers temporarily become indifferent to other possible alternatives. What 
has transpired is the application of a simplifying assumption that makes the decision process tractable 
(Rowe, 1987, p. 54). This is not simply a narrowing down of a search space; rather it is the beginning 
of the structuring of search spaces, hence a positive act. This structuring is carried out through a 
flexibility that can undo any decisions or modify them on the run, which appears as important as the 
solution-based strategy. A mere solution-based approach would not yield the desired results without 
the dynamic reappreciation of renewed situations.
The main difficulty for computational approaches is the dynamism and flexibility in the application of 
these strategies. When human designers make strategic decisions, they seldom, if ever, systematically 
evaluate the outcomes of all possible decision sequences. Rather they choose combinations that 
are habitual, that seem to offer satisfactory results, or perhaps seem to involve the least amount 
of risk (Rowe, 1987, p. 54). Although, in a sense, prefabricated, these strategies are not strictly 
determined in a problem-setting phase to be applied in a rigid manner. On the contrary, human 
agents work in an online fashion during the process, changing and modifying their strategies and 
evaluative criteria on the run, by using the feedback gained at each moment. Such feedback not 
only concerns the limited scope of the problem area, but a broader field concerning all participants’ 
dynamically unfolding wishes and sometimes cultural and personal issues. In brief, design requires 
24 The term “prefabricated strategy” is borrowed from Jones (1992).
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a combined use of both flexible prefabricated strategies (instead of rigorous problem formalizations) 
and a high level of intelligence, to be applied dynamically for providing both rationale and contextual 
evaluations throughout the design process. A combination of these enables a dynamic and 
situated design process.
§  2.4.3 Ubiquity of interpretative skills
When there are the means for a continuous re-evaluation of a complex situation and an additional 
ability to re-define a problem at each new juncture, then the degree of success expected from each 
applied strategy may diminish, and proposals may truly become provisional or tentative. A series 
of actions might even be chosen because they are not apparently useless and the designer needs 
some concrete direction to move on, i.e., just because they enable moving on and creating further 
possibilities. This can also explain why some acts of human designers appear frivolous and gratuitous. 
In some of these cases, there might not be an unrevealed deep structure, but just frivolity, which may 
still have utility. Thanks to her general intelligence and dynamic evaluation capabilities, the designer 
is freed from the impossible need to calculate every outcome before moving on; she acts, collects the 
outcome, re-evaluates the situation, and modifies her plans. This also enables her to consider newly 
revealed information. This is, in a way, continuously scanning a region of potentialities.
Even with well-defined problems of optimization, multi-objective evaluation poses important 
difficulties. A high number of objectives have to be satisfied for architectural problems. These include 
formal, aesthetic, functional, structural issues as well as market value, environmental quality, social 
influences, and relationships with an urban context. The manner of evaluation is important in coping 
with such a complex problem; when, in which particular situation, and how (deep, shallow, particular, 
detailed, general, overall, ethical, aesthetic, functional, etc.). The answers to these questions will 
strongly depend on particular contexts. The designers have to employ their dynamism and flexibility in 
the evaluative actions. One of the skills that a designer must have is to be able to suspend judgment to 
allow the preliminary ideas to mature before they are subjected to harsh criticism. Knowing when and 
how to evaluate, as an individual and in teams is a core design skill (Lawson, 2004, p. 299).
§  2.4.4 Problem of (re)framing and an expertise built over everyday intelligence
The process of reflection-in-action and especially the particular version that Donald Schön (1983) 
calls “reflective conversation with the materials of a situation”, is an essential part of the artistry 
with which practitioners cope with uncertainty, uniqueness, and value-conflict in all domains of 
professional practice (Schön, 1984). According to Schön, designers operate within seeing-moving-
seeing cycles, during which they constantly re-evaluate the situation. The reflection-in-action model 
has been brought forward by Schön (1983) as an alternative to the technical rationality, which 
resulted in the problem-solving view of design. In the problem-solving approach, the problem is 
abstracted from irrelevant issues and the task environment is rather static, even for the online agents. 
Contrarily, in the reflection-in-action view, the essential issue is the overall dynamism regarding the 
whole situation. It is apparent that there is not much to formalize in a design situation as in chess 
or mathematics, where the basic units are discrete and well-defined entities. These latter problems 
operate on a separate universe of their own, which is by no means the situation in architectural design.
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The online interactive mode of the design process is not accidental (Gedenryd, 1998); on the contrary, 
it stems from the requirements of the design situation, which involves many undefined aspects. First, 
the information regarding the particular design situation is mostly incomplete. Secondly, general 
strategies and rules regarding design products and designing is lacking. Thus, the design agent has to 
be able to operate with limited information and knowledge, and has to use strategies to acquire and 
use new information. This is another reason why the design agent should have general intelligence, in 
addition to expertise, which is useless without intelligence.
§  2.4.5 Exploratory journey with the help of mental maps
Design becomes an exploratory journey with the help of mental maps. Designers are creative 
individuals and a core skill for creative design is to possess guiding principles and strategies to 
structure vast search spaces while travelling through them. In this exploratory process, carrying and 
utilizing a broad and flexible basis of both everyday and domain-specific knowledge is required. 
The knowledge is stored in the form of associative maps, and an additional ability is required to 
continuously renew and interpret these maps (Boden, 2004).
The importance of knowledge for design should be emphasized. Design activity requires several 
types of knowledge. Expertise in a specific field of design is built over basic mental capabilities and 
it comprises the above-mentioned mental maps in addition to heuristics and tacit skills. It is also 
important how these types of knowledge are gained, stored, retrieved, and used.
In design, knowledge is utilized on several levels. One level concerns the strategies and guiding 
principles to structure a design situation and move forward, another regards expert evaluation, which 
is in turn dependent on commonsense knowledge. On a separate level, designers seem to develop 
their own programme of intellectual endeavor (Lawson, 2004, p. 300), which can be seen as design 
philosophies or sets of values on what designers hold as important in their own domains. These can be 
fairly varied, yet are important in guiding a designer.
Designers use each project as a way of researching their chosen area, improving their understanding 
of it and at the same time developing their guiding principles (Lawson, 2004, p. 300). Thus, an 
important source of knowledge is experience of past practices; while another is examining and 
experiencing design products designed by others. These are stored and retrieved as precedents. 
Learning from their experiences and from past examples throughout their careers, designers build 
a formal and strategic repertoire, not in a simple cumulative manner but by continuously updating 
their associative maps.
Designers keep few rules that tell them how to get from problem to solution, but rather they have 
a great deal of knowledge about existing solutions and their potential affordances (Lawson, 2004, 
p. 300). It is not easy to discriminate the procedural knowledge or strategies of design from the 
knowledge of cases; these form a unified repository, which designers are able to make use of in their 
solution-focused strategies.
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§  2.4.6 Design knowledge and rigor: Design Methods Movement
Human beings are natively equipped with basic capabilities and a facility for understanding and 
acting inside the world and a designer’s education starts with birth. However, instead of explicit 
rules and strategies, a referential usage of knowledge—in the form of precedents or references—is 
frequently observed in design. Beside patterns, precedents, and typologies, several other terms have 
been proposed for similar solution-based or procedural mechanisms such as cases, prototypes (Gero, 
1990), seeds (Frazer, 1995), schemata (Lawson, 2004b), gambits (Lawson, 2004b), style (Simon, 
1975), and preconceptions (Janssen, 2004). Before being able to design novel products, a designer 
has to gain a considerable expertise in the form of both precedents and skills.
The precedents possibly address several issues simultaneously in an integrated manner and it is up to 
the designer to choose which precedent, for which aspect, and in which context. The precedents may 
reside on different scales and levels—from a building typology to a window detail—and have an ability 
to affect other scales and levels in a highly flexible manner. For instance, typologies embody principles 
that designers consider unvarying and they allow designers to apply knowledge about past solutions to 
related architectural problems (Rowe, 1987, p. 85).
A basic requirement for the utilization of precedents is recognizing features of situations that make 
connections with apparently remote sets of ideas. Recognition of the connections between a precedent 
and a situation is essential for making links between problems and solutions (Lawson, 2004, p. 301).
A fundamental issue regarding design knowledge is that a complete listing or classification of this 
kind of knowledge appears out of the question. The dynamic nature of the issue makes it hard, if not 
impossible, to write down a comprehensive and stable list of possible actions and effective strategies. 
Each tried and known strategy is only a tentative proposal and should be modified in each new context; 
it is only a starting point and each context demands a unique combination of strategies some of which 
would be novel. Apparently, some sort of strategic knowledge has to be posited in order to explain 
design expertise. However, each application of a principle modifies it to adapt to a new context and 
with the changing context, new heuristics, principles, and references are built and added to the 
knowledge structure. A type of high-level general intelligence is required as a basis for this dynamic 
operation. For these reasons, it can be claimed that design is better off without rigorous methods. 
Design does not require rigorous strategies; rather, it requires general intelligence. The brief history of 
the Design Methods Movement supports this claim.
Proposals for new design methods began to appear in the early 1960’s, mostly following the 
developments in operational research that originated in the Second World War (Cross, 2006). 
Aspirations to convert design into a scientific field based on the model of the technical rationality 
quickly launched design methodology as a field of inquiry. The desire of the new movement was to 
base the design process, as well as the products of design, on objectivity and rationality (Cross, 2006, 
p. 119). Researchers in the field were searching for rational methods for incorporating scientific 
techniques and knowledge into the design process to render design decisions rational (Bayazit, 2004). 
A rational, systematic methodology would help establish design as a scientific field. At the same time, 
with methods that are more rigorous, it was hoped that design education and design processes would 
become more effective and the quality of design products would improve (Cross, 1977).
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A series of analysis – synthesis – evaluation models and step-by-step design procedures were 
prevalent in these early years (Cross, 1977), as was discussed in previous sections. A characteristic of 
the era was an interest in the externalization of design knowledge by means of charts, diagrams, lists, 
specifications, and so on (Cross, 1977; Broadbendt, 1973).
From the very beginning, design methods researchers were interested in computational methods. 
There seems to be a correspondence between the design methods movement and computational 
techniques. Furthermore, if design could have been encapsulated into step-by-step procedure 
definitions, or better, into formal systems so that they could be “computable”, the problem-solving 
techniques of the era would allow an automation of design processes. The decade culminated with 
Herbert Simon’s outline of the “sciences of the artificial” (1996, first published in 1969) and his 
specific plea for the development of a science of design in the universities: a body of intellectually 
tough, analytic, partly formalizable, partly empirical, and teachable doctrines about the design process 
(Cross, 2006, p. 120).
However, during the 1970’s there emerged a backlash against design methodology and a rejection of 
its underlying values, notably by some of the early pioneers of the movement (Cross, 2006, p. 120), 
like Christopher Alexander (1984, originally published in 1971) and John Christopher Jones (1984, 
originally published in 1977). The proposed methods started to seem too systematized for design and 
a waning of enthusiasm was being observed (Broadbendt, 1968, cited in Cross, 1977).
Indeed, at the beginning, systematic design was aimed to be a synthesis of intuition and rigorous 
mathematical or logical treatment (Cross, 1977, p. 12). However, in the end the field was leaning 
more towards rigorous schemes, which started to seem incompatible with real design processes. 
Consequently, it became necessary to acknowledge that there had been a lack of success in the 
application of scientific methods to everyday design practice.
Fundamental issues have also been raised by Rittel and Webber (1973) who characterized design 
and planning problems as essentially incongruous with the techniques of science and engineering. 
Although design methodology continued to develop strongly in engineering oriented fields and in 
some branches of industrial design (Cross, 2000; 2006, p. 120; Dorst, 2006), design research in 
fields like architectural design largely abandoned a search for rigorous methodology, mostly in favor of 
researching the behavior of human designers.
The tacit nature of design knowledge is largely acknowledged today (Niedderer, 2007). Explicit, 
propositional knowledge does not abound in design fields. Most of the knowledge is procedural. 
It is learned through designing, stored in a tacit manner, and transferred via practice, during design 
assignments and through discussions on design cases. Expert designers exhibit a higher level of skill 
compared to the novices, but it is hard to explicate this in the form of a consistent collection of rules 
or propositions. Instead, broad outlines can be presented, which, however, does not help much in 
particular design situations. This is why design has no textbook. Nevertheless, these broad outlines 
might help in understanding the hardships encountered by design computation.
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§  2.4.7 Dynamic focus and continuous (re)framing
A family of design strategies has been about structuring the design problem. From the perspective of 
search, this amounts to a narrowing down of the search space. Starting from and proceeding through 
a small number of solutions and following a minimal number of threads is one such strategy (Rowe, 
1987, p. 68). This strategy can also be seen as a kind of selective focusing.
A designer’s starting point is usually a single design which she can visualize (Jones, 1992, pp. 22-
23). The traditional design method is to draw and redraw successive alterations on layers of tracing 
papers, gradually elaborating over—and diverting from—an initial sketch. Human designers tend not 
to produce many alternatives; instead, they conduct their inquiry over mostly a few alternatives at each 
juncture. This can be seen as a constructive process, a simultaneous development on several layers 
and scales that loosely correspond to design tasks and objectives. Each inquiry layer starts at one time 
during the process and continues intermittently until the end of the process; as constantly informed by 
the developments in the other layers.
The generation of only a small number of alternatives requires intelligent and dynamic generation 
and evaluation procedures; the designer has to know which alternative to generate and how. After 
generating a hopefully high-rated candidate solution, she has to be able to understand the essential 
issues at that precise point, choose the right type of evaluation approaches, and conduct these with 
regard to the specific context.
Designers exploit another strategy at this point. The context is mostly understood through a specific 
framing, which further reduces the possible ways the undefined cultural and aesthetic issues could 
be understood. A particular framing gives structure to the problems. Without any framing, every act 
would be equally gratuitous, criteria would vanish, and problems would evaporate.
Remember the library example, our architect has chosen the entrance canopy as the primary element 
for an expression of style and at the same time as a social space, hence a central motif in her design. 
Assume that she has seen this motif in a magazine. Now in a specific context, she remembers 
that canopy and matches the conditions of her situation with the precedent’s. Her main aim is to 
design an impressive facade. This has been her earlier framing, and now she finds out that by the 
implementation of this canopy, she can simultaneously convert the entrance space to a kind of 
social space, which appears to her as a charming idea. Now her framing is updated and she sees the 
situation with respect to the interest of the public. This new frame is stronger than the earlier personal 
perspective. However, when the costs are negotiated, she faces the drastic situation that there would 
not be enough finances to apply the canopy idea. She does not bring forward a series of alternative 
ideas. Instead, she tries to find ways to retain her framing before moving on to a new solution, but 
in the end, she modifies her frame again into a rather functional one. If we consider each framing, 
each brings forward another series of criteria and deemphasizes others. If the main idea is a personal 
distinguishment as an architect, a cheaper stylistic invention may satisfy the main criterion and the 
possibilities are only limited by the designer’s abilities. If the idea is creating a social space, then, 
thinking that her arguments are strong and the element is important, the designer may fixate on the 
element, so that the branching factor at this level is reduced to one. If the issue is purely functional, 
several existing shading elements can be compared in terms of prices, appearances, and functionality 
and the problem becomes better defined.
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An important requirement in the framing process is the motivations brought by the participants of 
design processes. While the clients and other parties bring a series of objectives, desires, and criteria, 
these often leave the design problem undetermined or underdetermined (Dorst, 2006; Lawson and 
Dorst, 2009). Therefore, designers often bring additional motivations and self-imposed constraints 
into the situations as was illustrated with the library problem, where the architect was motivated by 
her personal aspirations for her practice, by preconceptions about architecture, and by stylistic issues. 
This reveals an important limitation on the side of the artificial agents, which have to struggle through 
enormous unstructured search spaces in a rather unguided manner.
Style has an important role in the framing action. It may stem just as much from the decisions about 
the design process as from alternative emphases on the goals to be realized through the final design. 
It can be related to the manner of conducting a task, as Simon (1975; 1996, p. 130) proposed. 
An architect who designs buildings from the outside in will arrive at quite different buildings compared 
to one who designs from the inside out, even though they could agree on the characteristics that a 
satisfactory building should possess. Style may concern visual expressions or functional strategies; 
either way, it is what the designers construct throughout their careers and which provides the paths to 
personal framing and structuring actions.
§  2.4.8 Integral approaches
Through the act of framing, a problem is tentatively structured so that hypothetical criteria and 
expectations can be developed for interim evaluations. Because a minimum number of evaluation 
criteria and alternative proposals are determined at each juncture—and in a hierarchical fashion 
(there are at any point both essential and inessential criteria)—the problems with combinatorial 
explosion can be overcome.
In a single design scenario, at some certain stage, and with a certain viewpoint—as in the library 
problem—there are just a few alternative solutions to be evaluated in a multifaceted and deep 
manner. Moreover, these evaluations may be carried out with mostly relaxed success thresholds. 
Generally, no optimum is sought for; the proposal has to appear merely viable. Even if some 
proposal appears improbable, designers might tend to suspend judgment and retain the proposal 
to see whether a future condition or idea might change the situation so that the proposal appears 
viable. At any stage, the designer may keep several incompatible frames simultaneously, as 
alternative scenarios.
The requirement for a small number of threads or alternatives at each juncture is another reason 
why integrated solutions are a necessity. As with the example of the brick wall, a unified, integrated, 
holistic proposal enables the designer to propose at one move well-tested answers to a multitude of 
problems. The concept of ‘affordances’ may be used to depict this phenomenon (Lawson and Dorst, 
2009, p. 198). Each path, each proposal offers potentials as well as limitations.
An alternative strategy could be to decompose the problems in terms of basic requirements. The idea 
is first, to discover individual requirements and cluster these atomic elements according to their 
interrelations, then, to devise integrated solutions for each of the clusters, and finally, to bring together 
these solutions as an answer to the whole problem. This approach has been proposed by Alexander 
in his work on an Indian village (Alexander, 1964). However, there are very few applications of the 
approach, and Alexander himself abandoned it in favor of the idea of a “Pattern Language”, which 
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readily starts with integral strategies, on a higher level than the basic requirements. One problem 
with the approach is the difficulty of decomposing design situations, which exhibit highly interrelated 
requirements. Moreover, there are a huge number of these requirements and determining the 
relationships between them is a tedious task. Even if this was accomplished, it is not a straightforward 
task to integrate partial solutions to an integral whole.
On the other hand, an integral approach like a design pattern enables the designer to start with the 
whole on an abstract level and detail a series of layers and aspects during the design process whenever 
necessary. Using previously tested elements and approaches, which are also integral strategies, 
eases the burden of reconciling complicated issues. This is also how design knowledge in the form of 
precedents and prefabricated strategies are put to use.
§  2.4.9 Dynamic decomposition and integration
Interrelated issues result in combinatorial and sometimes intractable problems, which is mostly the 
situation in design. The concept of hierarchical decomposition is thought as a remedy to this situation, 
as illustrated by Alexander’s above-mentioned study. If a suitable manner of decomposition were 
found for a complex problem, then the problem would become tractable:
The basic idea is that the several components in any complex system will perform particular 
subfunctions that contribute to the overall function. Just as the ‘inner environment’ of the whole 
system may be defined by describing its functions, without detailed specification of its mechanisms, 
so the ‘inner environment’ of each of the subsystems may be defined by describing the functions 
of that subsystem, without detailed specification of its submechanisms. To design such a complex 
structure, one powerful technique is to discover viable ways of decomposing it into semi-independent 
components corresponding to its many functional parts. The design of each component can then be 
carried out with some degree of independence of the design of others, since each will affect the others 
largely through its function and independently of the details of the mechanisms that accomplish the 
function (Simon, 1996, p. 128).
For the cases where a complete decomposition is not possible because of the dependencies between 
the terms, Simon (1996) brought forward the concept of “near-decomposability”. However, many 
design problems are difficult or impossible to decompose without prejudice to performance, cost, 
weight, appearance, or other objectives (Jones, 1992, p. 51).
There might be several ways to decompose a design problem. One is according to requirements and 
corresponding parts of the products as illustrated above with Alexander’s approach. Another approach 
might be decomposing the problem in terms of processes. A complex process might be decomposed 
into sub-processes, which are possibly operating simultaneously on different layers and scales. 
Thus simplified, the sub-problems could become tractable. Indeed, both strategies are regularly 
practiced by human designers.
Designers approach a problem from different viewpoints, not only in terms of requirements, 
objectives, and constraints, but also in terms of scales and levels. This helps them to frame and target 
different components of the situation in a selective manner. This means that the very act of framing is 
a decomposition strategy. Design problems are decomposed in terms of both process and objectives.
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The structuring of a design process into phases is a type of problem decomposition through process. 
Although they exhibit a complex circularity, design processes are observed to proceed from a rather 
general and abstract level towards detailed specifications, through a series of phases that are 
delimited by deadlines, such as a meeting with a decision-maker. A series of production tasks may 
be defined for each of these thresholds. These phases may take forms like preliminary design phase, 
production of scale drawings, detail drawings, or production drawings.
In design, the task is never confronted in its totality. Instead, abstractions are made regarding the 
specific phase, scale, and level. After constructing an abstracted and simple version of the problem, 
some aspects of it are chosen to be tackled. The selection of which problem and which aspect to tackle 
is a matter of dynamic focusing, which diminishes the complexity of the issue at hand:
. . . We can see that the traditional way of dealing with complexity is to operate at any one time, only 
upon a single conception of the whole. This, as embodied in a scale drawing, is a means of drastically 
reducing what would otherwise be an unmanageable number of decisions to be taken in fixing the 
shape and position of each part of the design (Jones, 1992, p. 30).
Referring to an empirical study, Akin (2001) reports to have found that, human designers mostly 
reconcile issues, by focusing on a couple of them at a certain time, and by visiting these couplets in a 
serial manner. The main requirement for this process is not a greater searching capability, but a more 
developed interpretative intelligence, which should be able to shift its focus towards the essential 
items as they appear.
§  2.4.10 Different kinds of performances
The operation of evaluation is directly linked with the concept of performance in design. Consider 
the example of facade systems. Facades fulfill multiple functions within a building. They enable day 
lighting for illumination and admit direct sunlight to help heating. However, they carry out these 
tasks with the expense of heat and noise insulation. These types of performance requirements 
can be measured with specific methods; hence, performance is often understood in terms of 
numerical specifications.
On a broader level, performance requirements for building systems include their ecological footprints, 
which concern energy and resource usage, as well as toxicity. There are approaches for the assessment 
of these qualities; however, this might not be straightforward due to the ethical aspects of the issue.
It is reasonable to think that, a good building is one, which performs well in terms of comfort, 
building health, energy performance, ecology, and economy. The kinds of performances that are 
mentioned until this point are mostly measurable. From a practical viewpoint, a performance measure 
enables a simple comparison between different alternatives, where it is rational to choose the better 
performing alternative.
The situation becomes more complicated when there are more than one performance requirements. 
Because each measurement resides on a different scale, there is usually no straightforward way 
to compare one performance type with another. For example, there is no obvious way to compare 
illumination with noise insulation. Therefore finding an optimal balance for all the requirements is 
a difficult problem.
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There are other aspects of a building that strongly influence the appreciation of it. Kinds of disputed 
performances might be encountered in political, cultural, aesthetic, or ethical contexts. For example, 
facades determine the appearance of buildings. The style of a facade may have influences over human 
psychology or over a specific urban context. Appearance of a building may have a communicative 
function; it may exhibit the status or institutional identity of its owner, or the personal style of its 
architect. These latter aspects should also be considered amongst the types of performances of a 
building. However, there are several problems that prevent a measurement of these aspects. First, 
issues such as psychology and culture are essentially complicated and their mechanisms are not easy 
to explicate. Secondly, even if these mechanisms were understood, issues like taste are essentially 
subjective. Every individual possesses a unique combination of tastes. Thirdly, actors in the real world 
exhibit different and sometimes competing interests. In these cases, the decisions are inevitably 
subject to negotiation.
Concerning aesthetic appreciation, there has always been an interest in finding universal aesthetic 
principles, e.g. the golden ratio. However, it is hard to claim that this has been achieved. Instead, 
aesthetic appreciation appears to be affected by many interrelated factors and it is highly subjective. 
Because such issues are highly subjective, and because there is no universally valid position regarding 
them, an agent that deals with these issues should be equipped with an individual stance regarding 
each of these issues, to be able to enter into a negotiation with the situation. In other words, agents 
should have characters. The painting system Aaron is an interesting example for such an artificial 
agent with its own style25. Aaron has been developed by Harold Cohen over several decades and is a 
successful artificial painter, capable of producing figurative paintings within the same visual style; it 
has an artistic character.
Although style has been an important determinant of aesthetic appreciation, it is not easy to describe 
it, as it appears as an umbrella term for several distinct mechanisms. Nevertheless, there have been 
many studies, which managed to codify a specific formal style. In a seminal study, Stiny and Mitchell 
(1978) developed a shape grammar, which was able to generate Palladian style villas. Duarte (2001) 
developed a shape grammar system, which can generate houses based on the manner of Alvaro Siza’s 
Malagueira houses. Likewise, Çolakoğlu (2005) developed a shape grammar for traditional Balkan 
houses. In the generative side, Eiben, Nabuurs and Booij (2002) used Evolutionary Computation to 
imitate the styles of Mondrian and Escher.
In these examples, style is the by-product of a production procedure. In a similar manner, style may 
stem from algorithmic procedures as observed in generative art and design, where the human agent 
and her code constitute a symbiotic complex to generate a distinctive stylistic expression. In most 
generative approaches, human agents do not have a total control over the process and the algorithms 
are responsible for some aspects of resulting visual styles. In these cases, a separate effort for the 
definition of style is not required, as the procedure is already known.
It should be noted that, despite the existence of the above-mentioned approaches, visual style has 
traditionally been viewed as a human field. Consequently, Computational Design studies tend to 
focus on the more easily measured aspects of design, which are seen as easier to automate. Because 
a design’s success is also strongly dependent on undefined aspects, interactive approaches have been 
developed for additional evaluations by human agents. This way, technical issues are considered 
side-by-side with the aesthetic issues. However, it is also widespread to simply ignore the aspects that 
are hard to pin down.
25 http://www.kurzweilcyberart.com
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The Gene-Arch system developed by Caldas (2003, 2005, 2006, 2008) exemplifies such a reductive 
approach. The system follows a performance-based approach for determining room shapes and 
aperture dimensions, considering psychological or aesthetic issues only in terms of static constraints. 
It can be claimed that the concept of performance should be understood in a broader sense. With a 
similar motive, Bitterman (2010) proposed a cognitive approach in order to take into account what he 
calls “soft aspects” within evolutionary design. He developed a model for human perception, hence 
tried to transform a soft aspect into a hard-coded static model. This model was then used for the 
evaluation of visual privacy.
In summary, design processes involve a variety of objectives, requirements, and constraints; including 
measurable specifications as well as undefined ones. All these objectives constitute a complex and 
dynamic pattern of goals. Computational Design studies should be able to incorporate all of these 
types of objectives and corresponding types of performance evaluations. For a more complete range of 
performance types, a fourfold classification scheme can be proposed as follows26:
1 Prudence: Implicit constraints that are usually tacitly expected. For example, a wall would transfer its 
loads to a basement; a bedroom would be wide enough to include a bed, etc. Some of these constraints 
can be controlled within parametric definitions, as exemplified by BIM and parametric approaches.
2 Well-defined performance: These can be calculated through specific methods, such as simulation 
methods or objective functions. Examples are structural stability, insulation, illumination, ecological 
footprint, cost, etc.
3 Underdefined performance:
a Functional: Such as the quality of a spatial organization, which requires integrated evaluation of 
various qualities. These qualities are hard to completely define. Several approaches have been 
developed for the evaluation of spatial organizations, such as adjacency matrices and space syntax 
methods; however, these are not as multifaceted as a human designer’s evaluative capabilities.
b Visual: Buildings are expected to exhibit a high degree of visual quality. Evaluations regarding these 
issues exhibit a subjective character and are mostly left to human designers.
4 Undefined performance: The above-mentioned types of performance are the ordinary requirements for 
a building. However, because of the varying viewpoints and unique conceptual frames that are developed 
through any design process, other requirements, constraints, and objectives are continuously generated 
and negotiated. These tend to take the form of tentative agreements and are usually peculiar to a 
specific design process.
The first two headings concern the types of performances that are rather straightforward to implement. 
The requirements that are grouped under the third heading are mostly problematic for computational 
approaches, and are usually carried out by human agents. The main difficulty of the requirements under 
the fourth heading is that they may concern ‘one-off’ ideas, and in such cases, the development of 
generalized techniques may be considered rather absurd, even if possible. Some of the objectives within 
the fourth type can be converted to the above-mentioned types of performances. Take the example 
of a design task concerning a school building that will be used for the education of disabled people. 
The evaluations that check for the special physical configurations of such a building may be carried out 
through parametric definitions with regard to building standards and codes; therefore, can be considered 
under the first heading. However, an architect may imbue such a task with an additional mission to 
communicate a message about the social status of the disabled people. The symbolic mission that is 
added by the architect is peculiar to the situation and there is no predefined standard for carrying it out.
26 The terms well-defined, underdefined, and undefined are used with reference to Dorst’s (2006) threefold classification for design 
problems, i.e., determined, underdetermined, and undetermined.
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The diagram in Figure 2.16 brings together and summarizes the basic issues that have been discussed 
until this point. The column on the left side summarizes the main problems that human or artificial 
design agents have to face within design situations. A summary of the strategies and capabilities that 
human designers utilize for tackling these problems are given on the right side. Design situations are 
both complex and vague. Human designers employ both everyday intelligence and expert skills to 
dynamically (re)frame the situations, strategically focus on subsets of tasks, and propose tentative 
solutions, throughout a co-evolution of problems and solutions. The skills summarized on the right 
side are the very skills that artificial design agents would require to carry out design.
FIGURE 2.16 A summary of the basic problems of design situations (left side) and the strategies and skills of human designers 
(right side).
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§  2.5 The research program of Artificial / Autonomous / Automated Design
In an illustrative passage, Geoffrey Broadbent presents an early interpretation for the motivations 
behind the studies on Artificial / Autonomous / Automated Design, or shortly, AD:
More and more over the past two hundred years, the various functions of building design have been 
separated out . . . the architect’s task gradually shrank; he was left with the ‘soft-edged’ aspects of 
building design, those things which could not be quantified but relied instead on his skill and judgment 
as an aesthete and a gentleman. He was concerned, above all, with matters of form, proportion, 
colour and texture—the raw material, as it were, of visual delight. . . . Increasingly, however, it seemed 
probable that these too could be quantified. Colour, for instance, could be specified in terms of hue, 
value and chroma; experiments could be set up in which psychological response to colour could 
be quantified, and thus a further aspect of the architect’s remaining task would be eroded. Form, 
proportion, texture and so on could follow so that the architect might be left, literally, with nothing to 
do (Broadbent, 1973, p. xi).
The underlying idea here is that when quantified in a measurable form, or defined in the form of 
a series of explicit interconnected rules or symbolic expressions, those remaining aspects of the 
design processes that are currently reserved to the human designers could be gradually taken over by 
autonomous agents. In Broadbent’s expression, AD is comprehended with (or perhaps accused for) an 
emphasis on the explicit, symbolic, and measurable kinds of knowledge and reasoning.
From this point of view, Broadbendt (1973, p. xiii) points to the idea that the proponents of AD could 
offer powerful tools for decision-making only when one has data in quantifiable form. However, for 
many kinds of design, it is important not just to be technically competent but also to have a well-
developed aesthetic appreciation, which is still considered an elusive notion. Because the cultural 
issues that the designers have to deal with do not seem to be amenable to a simple method of 
quantification, Broadbendt thought it was clear that the design of architecture could never be a matter 
of completely automated decision-making.
Yet, in light of the criticisms against early AI studies, therefore, also against early AD, it appears that 
rather than rendering the soft aspects of design explicit or definite, the basic problem of AD is to utilize 
two types of reasoning together. On the one hand, an ability for sub-symbolic recognition, knowing, 
and learning within worldly situations; and on the other hand, the rather explicit and symbolic 
aspects of reasoning that may involve language, rules, calculations, logic, and the like. Therefore, a 
fuller expression of AD’s quest would involve unexplicit types of recognition and learning methods 
(e.g. artificial neural networks, support vector machines, etc.), datamining techniques, soft computing 
approaches (e.g. evolutionary algorithms), and situated, online agents.
Either only with explicit symbolic definitions and measurements, or with the help of sub-symbolic, 
unexplicit, and situated technologies, or with combinations of both, the task of AD appears as a 
ground-up, constructive enterprise; gradually taking over the burden of the human designers and 
ultimately leading to intelligent artificial design agents that would carry out a set of design tasks 
autonomously. This quest for completely autonomous design agents may be called strong-AD, with 
reference to the duality of strong-AI vs. weak-AI.
Two main senses have been attributed to the term strong-AI. Firstly, strong-AI has been associated 
with the claim that an appropriately programmed computer can literally be a mind and can think in 
the sense that humans think. The second and weaker claim associated with the term simply states 
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that computers can carry out all major mental tasks at least as well as humans do; but without the 
requirement that they do this in the exact sense as humans do. In either case, strong-AI requires the 
development of general intelligence or global and general-purpose thought processes to cope with the 
highly contextual human endeavors.
On the other hand, weak-AI has come to be associated with attempts to build programs that aid 
humans, rather than duplicating their mental activities. Regarding its aims, weak-AI has shown 
practical achievements, whereas the search for strong-AI, if ever possible, will have to continue for a 
rather long time (Nilsson, 2009, p. 380, 381).
The parallel distinction between fully automated design (strong-AD) and computational design aid 
(weak-AD) might help clarify several points in our discussion. While the enthusiasm for weaker claims 
for AD has never waned, a suspicion towards strong-AD—albeit over mostly general and sometimes 
superficial terms—has always been widespread. This suspicion has appeared almost concurrently with 
the enthusiasm for AD’s meager accomplishments.
One basic criticism towards strong-AD concerns the ill-defined character of design. Not only design 
problems, but indeed most of the real world problems are ill-defined and they pose serious problems 
for practical AI applications (Simon, 1973; 1996). Consequently, the earliest AI studies mainly tackled 
well-defined toy problems. If AI were limited to these techniques, design problems would have to be 
left outside. Another basic criticism concerns one of the sources of this ill-defined character, i.e., the 
need to embrace so many different kinds of thinking and knowledge:
Scientists may be able to do their job perfectly well without even the faintest notion of how artists 
think, and artists for their part certainly do not depend upon scientific method. For designers life is not 
so simple, they must appreciate the nature of both art and science and in addition they must be able to 
design! (Lawson, 2005, pp. 13, 14).
Taking the above idea as another reason why it seems unlikely that computers can ever be enabled 
to design in the sense that humans do, Lawson and Dorst (2009) claim that there is something 
“essentially human” in design. They also add that, the fact that design remains a human activity 
beyond the capability of AI poses interesting challenges to the computational theory of mind. This last 
point underlines the importance of a field of AD, beyond practical aims.
There are also representational issues in both knowledge representation and task and state-space 
definition that pose specific problems for design fields. Designers apply tacit and context-specific 
knowledge and rules simultaneously with forms of visual thinking. They think by manipulating 
graphical information, which is difficult to encode in conventional symbolic systems as employed by 
most current AI (Lawson and Dorst, 2009, p. 104).
These basic remarks are sufficient to indicate that design situations are complicated, and 
interpretation and action within these situations are highly context dependent (Gedenryd, 1998; 
Schön, 1983). A mapping of the basic components of this complexity has been given in Figure 2.15. 
In a basic design situation, there are agents (or actors), problems, and solutions (or outputs), which 
transform together within a complex and interrelated evolution. Agents produce and re-produce 
a multitude of viewpoints (or framings) while outputs are co-evolving with the problems that are 
controlled by a large amount of possibly conflicting objectives and constraints.
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The design context contains almost every aspect of the human world—cultural, physical, 
psychological, and so on—and requires both a general everyday intelligence and an expertise on a 
particular design profession. The determined, undetermined, vague, unique, value-laden, conflicted, 
simple, and complex problems are all parts of design situations. Specifically in architecture, in any 
design process, each of these characteristics is observed while the process unfolds from its first 
conceptions to the construction phases. The types of design tasks, which have to be tackled for a 
convincing design solution to appear include the conceptual problem formation stages, where the 
designers need extensive understanding of every aspect of culture as well as a complete ability to 
understand and manipulate shapes and objects. A creative and sensitive design proposal, which 
is in dialogue with its cultural, political, economic, and historical context, does not seem to be 
attainable with a mere reuse of existing solutions or with a context-free application of predefined 
rules and constraints.
Problem reduction through rigorous formal representation is not a valid approach towards AD, 
which has been shown by the practical and interpretative failure of systematic design methods and 
problem-solving approaches to design. Design requires constant reappreciation of the situation and 
a redefinition of the problem, or task environment at each step. Thus, design agents should function 
in an online manner. While automation of the problem formulation step is the weakest side of current 
AI approaches in design, one of the most important abilities in design is this (re)appreciation, (re)
formulation, or (re)framing action.
In a real design process, goals, representations, and transformation operators are often only tentatively 
chosen or determined, they are not fixed, and they are up to constant change. Indeed, design is the 
dynamic process of devising these definitions in an ever-changing task environment, so that for each 
design process unique chains of operators, goal complexes, and representations are interweaved 
following rather tactical, ad hoc moves. Compare this idea with an alternative conception where 
the tools, representations, and goals are being chosen from a rather stable repository. This second 
conception appears easy to implement, however the crucial problem is determining when and how 
some design element will be used. Context-free prefabricated strategies could be useful, but they are 
not sufficient. Because without knowing which strategy to apply and how to adapt a generic strategy to 
a specific context, the context-free definition of a strategy will be useless, and it is out of the question 
to try to define a repository of all strategies that could be needed.
Design intelligence requires coping with incomplete knowledge or even with an inherent vagueness 
within daily situations. Because designers navigate within a human world, design intelligence requires 
an ability to appreciate almost every aspect of human culture. Having a general understanding of 
daily issues, discerning contextual differentiations, developing an arsenal of expert strategies, and 
possessing motivations to deal with human situations are prerequisites for strong-AD. Therefore, a 
level of machine intelligence almost reaching the human mind has to be attained before entrusting 
design activity altogether to the machines. Consequently, design appears as a challenge for AI in 
general, and a quest for strong-AD would require no less than the accomplishment of the claims of 
strong-AI. In this sense, it will be claimed that, Strong-AD is AI-complete: the problem is within the 
class of the hardest problems of AI.
This means that the developments in AD will be strongly linked with the developments in intelligent 
agents in general, and especially with the development of technologies that are directed towards a 
rather general daily intelligence that is capable of dealing with cultural and psychological issues at 
least on a basic level. However, the development of intelligent agents in ways that are significant for 
Computational Design systems has encountered difficult problems as will be discussed below with 
reference to the criticisms of Hubert Dreyfus.
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In his influential criticisms towards early AI studies, Dreyfus (1972) claimed that these research 
efforts frequently displayed initial apparent success on restricted toy problems and artificial worlds, 
to be followed by a failure in scaling the systems towards real world problems. As an explanation for 
this failure pattern, he further claimed that these approaches had been based on four philosophical 
assumptions, all of which were fallacious. Following the “biological assumption”, AI researchers 
supposed that the brain was processing information in discrete operations by way of some biological 
equivalent of on/off switches. According to the “psychological assumption”, the mind could be 
viewed as a device operating on bits of information according to formal rules. The “epistemological 
assumption” amounted to the supposition that all knowledge could be expressed within a formalized 
form. Finally, the assumption that the world could be exhaustively analyzed in terms of determinate 
data or atomic facts was called the “ontological assumption”.
In order to construct an alternative picture of human mental life, Dreyfus appealed to his readings on 
Heidegger, Wittgenstein, and Merleau-Ponty. According to Dreyfus’ alternative picture, any system, 
which would equal human performance, had to be able to “1. Distinguish the essential from the 
inessential features of a particular instance of a pattern, 2. Use cues which remain on the fringes of 
consciousness, 3. Take account of the context, 4. Perceive the individual as typical, i.e., situate the 
individual with respect to a paradigm case” (Dreyfus, 1972, p.40).
For Dreyfus (1972), a supposedly nonprogrammable ability was the ability to deal with ambiguous 
situations and concerned context-dependent activities like language translation. The ability to 
narrow down the spectrum of possible meanings as much as the situation requires was called 
“ambiguity tolerance” by Dreyfus, and was set in opposition to the pursuit of context-free precision 
or formalization. The latter, rather than coping with ambiguity, was trying to eliminate it altogether 
(Dreyfus, 1972, p. 19). Ambiguity tolerance, in turn, was revealing another fundamental form of 
human information processing, namely, “fringe consciousness”, which took account of cues in the 
context without explicit consideration (Dreyfus, 1972). At any time during a mental operation, an 
indefinite group of elements resided on the fringes of consciousness that were ready to be selected 
whenever they would be relevant for the situation. Fringe consciousness appeared to be working 
together with an ability to discriminate essential and inessential constituents of a situation. 
Dreyfus contrasted this ability, together with fringe consciousness, with the trial-error based search 
mechanisms (Dreyfus, 1972, p.24).
Examining a protocol study of a chess player, which was previously cited by Simon and Newell, Dreyfus 
(1972) went on to develop an alternative interpretation of the protocol and claimed that “all protocols 
testify that chess involves two kinds of behavior: (1) zeroing in, by means of the overall organization of 
the perceptual field, on an area formerly on the fringes of consciousness, and which other areas still 
on the fringes of consciousness make interesting; and (2) counting out explicit alternatives” (Dreyfus, 
1972, p.18). The novelty in this formulation was the dependency of the explicit reasoning process 
on an underlying global recognition faculty. Parallel to this conception, expertise consisted of an 
interrelation of two types of ability, namely, “knowing-how” and “knowing-that”. Knowing-that was 
the explicit, step-by-step, conscious type of expert knowledge, while knowing-how corresponded to 
the tacit aspect of daily skills (Dreyfus, Dreyfus, and Athanasiou, 1986).
Finally, considering pattern recognition tasks, Dreyfus concluded that recognition of even simple 
patterns was requiring recourse to a special combination of insight, fringe consciousness, and 
ambiguity tolerance. He called this combined ability “perspicuous grouping” and contrasted it with 
the attempts to describe a pattern in terms of a list of specific traits (Dreyfus, 1972, p.32).
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In his general conclusion to his examination, he invited the AI researchers to stop what they had been 
doing and start to look for the deeper structure of the problem:
If the alchemist had stopped poring over his retorts and pentagrams and had spent his time looking for 
the deeper structure of the problem, as primitive man took his eyes off the moon, came out of the trees, 
and discovered fire and the wheel, things would have been set moving in a more promising direction. 
After all, three hundred years after the alchemists we did get gold from lead (and we have landed on 
the moon), but only after we abandoned work on the alchemic level, and worked to understand the 
chemical level and the even deeper nuclear level instead (Dreyfus, 1972, p.217).
Indeed, a group of AI researchers adopted new research paths in line with all major criticisms of 
Dreyfus. These new research paths comprised embodied and interactive (situated) cognition, 
connectionist approaches, probabilistic methods, machine learning, and the approaches grouped 
under the name ‘soft computing’.
Throughout this transformation of the field, Dreyfus revised and extended his criticisms with several 
subsequent editions of his 1972 book. In his introduction to the 1999 edition, he came to distinguish 
between early AI and novel approaches. He considered expert systems—against which he had 
published another influential volume together with his brother Stuart Dreyfus (Dreyfus, Dreyfus, 
and Athanasiou, 1986)—an offshoot of the early AI, and assumed a more positive tone towards 
connectionist, embodied, and sub-symbolic approaches. However, eventually, he claimed that even 
with these new approaches, systems that understood and behaved like humans were still lacking: “It 
looks likely that the neglected and then revived connectionist approach is merely getting its deserved 
chance to fail” (Dreyfus, 1999, p.xxxviii).
Following the criticisms of Dreyfus, it can be claimed that, if there has been a heritage of technical 
rationality, which has been manifested by the early AI studies, there has also always been an 
undercurrent complementing the picture, which constantly brings in the aspects that have been 
omitted by the first. As mentioned above, Dreyfus’ criticisms were not predominantly based on 
scientific research, but rather on a philosophical perspective. These remarks set us in line with a 
sustained and holistic criticism against a reductive view of human mental life. We can expand Dreyfus’ 
explicit references for this alternative lineage, i.e., Heidegger, later Wittgenstein, and Merleau-Ponty, 
to include existential philosophies, and phenomenological and hermeneutical traditions in general.
This thesis regards this alternative conception as complementary to the technical rationality, without 
recourse to a mystical sensibility that is also widespread. The insightfulness of such criticism can be 
measured by its obvious practical influence on the transformation of AI in general. With the advent 
of new AI technologies, which will be briefly introduced in the following pages, the two apparently 
incompatible views may now be reconciled within the same picture of the mind, as symbolic and sub-
symbolic aspects of thinking. These two aspects have to cooperate for design thinking to occur.
This picture explains the practical failure of the one-sided approach towards formalization of basic 
procedures of design into well-defined task specifications or mathematical formalisms. It also 
rules out technologies like shape grammars that depend solely on strict formal definitions and 
transformation rules, as well as expert systems, which depend on rule-like explicit knowledge; at least 
when these are used without recourse to additional technologies.
This is also the reason why Donald Schön’s notion of reflective practice explicitly opposes the 
dominance of a technical rationality. Accordingly, we can claim that this is the overall reason why 
design is not an extension of problem-solving. Design may partially involve explicit reasoning, 
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measured definitions, rules and heuristics, and even strictly logical thinking, but it also involves types 
of cognition that are fundamentally different from these, and it is this second type of thinking, which 
predominantly determines design cognition. This is also the main reason why there is no textbook 
for design education and there are no overarching theories or rules or context-free heuristics that 
designers rely upon in practice.
However, the utility of the problem-solving approach has to be better outlined for a more balanced 
assessment. Even when we set aside reductive philosophical assumptions, a reductive path of research 
may stand out simply because of practical reasons. If there are repeating problem types in a field, and 
if reliable solutions are within reach for each of these problem types, then whenever a new problem is 
identified as falling under one of these already defined types of problems, then existing techniques can 
be used to solve the new problem. This would remove the need to develop unique methods for each 
new problem, and would enable a focusing of research efforts towards a few problem types. Such a 
well-studied solution procedure to a problem type appears as a good example of what can be called a 
prefabricated solution strategy27.
In engineering design, and in the engineering oriented aspects of architectural design, this approach 
is readily applicable. However, for this thesis, it is more interesting to observe that even within ill-
defined situations of design, human designers often appear to be applying kinds of prefabricated 
strategies, whenever they detect recurrent situations and problems. Use of precedents, patterns, and 
style has been discussed above as examples of this occurrence. When reconsidered in light of Dreyfus’ 
criticisms, there are two crucial requirements for a prefabricated strategy to be applied within an 
architectural design process. The first is an ability to recognize the situation where a particular strategy 
would fit. To this basic situational recognition ability, another ability should be added, that is, an 
ability to sensitively adapt this prefabricated strategy within a new situation. Case-based design set 
forth to tackle this issue and failed to deliver a practical solution. We can claim that its failure was not 
based on its overall aim, but on the underlying assumptions about intelligence, which were very much 
in line with the early AI paradigm.
As we have stated above, at least within complex design fields like architecture, strong-AD, i.e., 
replacing the human designer altogether, does not seem to be on the agenda of researchers 
today. However, a clarification of the requirements for such research might be beneficial 
for subsequent studies.
AD’s basic assumption should be that, current human strategies and behaviors in design are the 
proper responses to a design situation. AD’s second assumption states that, design computation takes 
place in a design environment where the humans and CAD tools operate together. These constitute 
varied forms of human-tool complexes. Assuming a weak position towards AD, Computational Design 
studies should tackle these problems and offer solutions within human-tool complexes. In these 
human-tool complexes, the role of the CAD tools is usually taken as aids for the human designers, who 
act as the principle manager of the process.
While weak-AD is the practical paradigm for Computational Design, strong-AD may remain an 
ultimate target, or the limit to converge. The only way towards such an ultimate aim is the cooperative 
human-tool complexes that would work together, through which the artificial partner would be 
learning from the human agent. However, there is an apparent dilemma against this mutualist 
learning approach, which again has been brought forward by Dreyfus:
27 For such problem types and proposed solution procedures in engineering fields, see Michalewicz and Fogel, 2004.
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One needs a learning device that shares enough human concerns and human structure to learn to 
generalize the way human beings do. And as improbable as it was that one could build a device that 
could capture our humanity in a physical symbol system, it seems at least as unlikely that one could 
build a device sufficiently like us to act and learn in our world (Dreyfus, 1999, pp. xlv-xlvi).
There are two requirements for a solution to this problem. The first is the development and 
incorporation of the machine-learning technologies. The second requirement is the voluntary 
acceptance of an artificial agent within this cooperation, as a partner by the human agent.
With regard to the new AI technologies, as mentioned above, partly because of Dreyfus’ criticisms, a 
group of AI and cognitive science researchers started to defend situated and embodied approaches 
for studying and developing intelligent systems (Brooks, 1999). A set of claims has been guiding this 
line of research, although each researcher may be adopting her own combination of these claims 
(Wilson, 2002). Within this paradigm, cognition is claimed to be situated, action-oriented, body-
based, and time pressured. Moreover, it is assumed to be extended to the agent’s environment, to 
the extent that the environment becomes part of the cognitive system (Wilson, 2002). This type of 
paradigm shift is crucial for Computational Design, at least when it concerns architecture, because 
human-like spatial perception is a requirement for understanding most architectural concepts and for 
sensitive spatial evaluation.
Another important development for Computational Design is novel machine-learning techniques. 
As Dreyfus’ criticisms revealed, symbolic approaches have failed in developing learning systems. 
Therefore, new approaches that do not resort to explicit knowledge were being required. Artificial 
neural networks (ANN), which were loosely been modeled on how real brains work, emerged as a 
potential solution to this problem. ANNs embody classificatory knowledge implicitly in their variables 
(Bishop, 2006). While it is not easy to visualize or understand what is going on in their recognition 
processes in an intuitive manner, or through a short list of natural language expressions, they are 
robust and flexible recognizers, and their working resembles human recognition, at least far better 
than symbolic systems. These types of systems can be seen as sub-symbolic systems, underlying 
and supporting symbolic (language-based and mathematical thinking), conscious, and deliberate 
mental processes, in the sense that symbolic and sub-symbolic aspects support each other in 
carrying out mental tasks.
ANNs are artificial learning systems and there are supervised and unsupervised types of learning 
(Bishop, 2006). Supervised learning approach can roughly be seen as a process where the questions 
and answers are simultaneously provided to a system. In the unsupervised approaches, the learning 
system is expected to find the relevant information by itself from a set of examples or by datamining 
through the data. Combinations of these two approaches are also possible. Another option is to use 
online agents that learn while they operate. This brings us to the second requirement, the acceptance 
of an artificial agent within design processes. We will discuss this with reference to Nicholas 
Negroponte’s research path and views.
Starting in mid 1960’s, with his “Architecture Machine Group” (AMG), Nicholas Negroponte laid 
down a pioneering research programme, which has identified some basic requirements of strong-
AD. The AMG had set its aims as demonstrating or finding the paths for machine intelligence in the 
context of architectural design (Negroponte, 1970). The central ideal of AMG was an architecture 
machine, which could understand human metaphors, solicit information on its own, acquire 
experiences, talk to a wide variety of people, and improve over time (Negroponte 1970; Cross, 1977). 
Towards this end, the group has built a number of small machines and devices. For example, in their 
SEE project, which dealt with machine vision, a computer agent, while looking at three-dimensional 
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arrangements of blocks by means of a video lens, was trying to draw what it was seeing. The GROPE 
project involved a mobile light sensor to investigate printed maps for interesting features. GREET was 
a doorway which recognized whoever passed through. HUNCH project aimed at programming the 
computer to recognize sketches, and SEEK was a model environment consisting of small cubes that 
could be arranged by a robot arm (Cross, 1977).
Although their aim was to develop design assistants, rather than autonomous design agents, 
Negroponte foresaw—in line with the requirements that were brought forward by Dreyfus’ above-
mentioned dilemma—that the architecture machine could be nothing less than an intuitive and 
insightful companion for the human designer. The reason for this rather ambitious projection was 
that, to become a companion to the human designer, the autonomous agent had to understand her 
within real situations, where any procedures or set of rules would be contextual. A mechanism had 
to recognize and understand its context before carrying out an operation. Moreover, a machine had 
to be able to discern changes in meaning brought about by changes in the context, and to do this, 
it had to have a sophisticated set of sensors, effectors, and processors to view the real world directly 
and indirectly (Negroponte, 1970). This explains the wide scope of the AMG project, which had to 
encompass the whole of the field of AI:
. . . we, the architecture machine group at M.I.T., are embarking on the construction of a machine 
that can work with missing information. To do this, an architecture machine must understand 
our metaphors, must solicit information on its own, must acquire experiences, must talk to 
a wide variety of people, must improve over time, and must be intelligent. It must recognize 
context, particularly changes in goals and changes in meaning brought about by changes in 
context (Negroponte, 1970, pp. 119-121).
It should also be noted that, according to Negroponte, the artificial agent and the human had to evolve 
together, to get to know each other to a level of mutual understanding. This means, the frontier has 
remained at the very spot where Computational Design has started. The overall task is to develop 
more intelligent assistants that would be able to work smoothly with the human agents while learning 
from them; in other words, to develop human-tool complexes that would function together; better or 
at least more pleasurably, so that someday, through a gradual development, autonomous artificial 
design agents may be possible.
§  2.6 design_proxy: an integrated approach for draft making design assistants
Following the considerations of the previous sections, a viable practical target for AD appears as to 
develop artificial assistants that can generate draft proposals for design tasks. The aim is stated as 
generating drafts, instead of already developed design products, because of the limitations of current 
AI techniques. Although techniques are available for automating a series of well-defined tasks within 
design, such as optimization methods for the later phases of design processes, these are not suitable 
for un(der)defined tasks. In contrast to problem-solving, design requires both an everyday intelligence 
and expert skills towards design fields (see Figure 2.16), whereas computational technologies for 
both are still on a primitive level. Nevertheless, generating draft proposals—which is already a difficult 
task—appears achievable with the help of existing techniques such as Evolutionary Computation (EC) 
and machine-learning methods.
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With a long-term perspective for AD studies, a draft making computational design assistant should 
be, first and foremost, readily usable; not simply experimental, but usable within real situations, so 
that it may start to be developed. Draft making assistants may attain their places within regular design 
processes as part of a mechanism of brainstorming. Through the incorporation of such assistants, 
instead of starting each new task from scratch, human designers could be able to entrust a further 
development of their initial ideas to their computational assistants, while they are spending their time 
on other tasks, or simply resting. When the drafts are ready on their desks, they could move forward 
by critically examining and revising the draft proposals. This would mean both analyzing a situation 
through examples and moving forward through proposals; therefore, draft making assistants could 
function as both analysis and exploration tools.
The previous chapters put forward a series of requirements for such assistants. The “design_proxy” 
(d_p) approach is proposed as an integrated response to these requirements. It consists of a set of 
complementary tenets, or guidelines, which are (Figure 2.17):
1 Flexible and relaxed task definitions and representations (instead of strict formalisms).
2 Intuitive interfaces that make use of usual design media.
3 Evaluation of solution proposals through their similarity to given examples.
4 A dynamic evolutionary approach for solution generation.
FIGURE 2.17 Basic constituents of the design_proxy approach.
Although it might at first appear as a syncretic collection of gratuitous elements, the main tenets 
of the design_proxy approach constitute a set of integrated and complementary techniques, 
developed both with regard to the considerations of the previous sections and as a result of practical 
experimentations. In addition to the brief descriptions and reasons that will be given below, the 
applications of the approach that will be presented in Chapter 4 will enable a more in-depth exposition 
of the functioning of these tenets, and a more detailed discussion of the rationale behind these.
The demand for relaxed task definitions, and the ensuing flexible and permissive problem 
representations are the direct consequences of determining the practical target as draft-making. 
Moreover, such relaxed character is expected to contribute in the applicability, adaptability, and 
versatility, hence in the robustness and reusability of an artificial assistant.
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An intuitive input-output interface through usual design media is suggested to enable an artificial 
design assistant to be easily accepted within a regular design process of human teams. A design 
assistant should not assert its own workflow, but should be able to be simply added into existing 
design workflows. Design assistants that would communicate and operate through usual design 
media, instead of bringing forward their own dedicated interfaces, would be easier to learn, to use, and 
to adapt to. In our application cases, this medium is mainly graphics, for both input and output, and 
mostly within a sketching functionality.
Evaluation through similarity is the core tenet of the design_proxy approach. It amounts to the 
evaluation of a design proposal with respect to its similarity to a given example, or a paradigm case, 
in terms of a specific feature. It is based on the idea that the information embedded within existing 
examples could be used to answer questions regarding design rationale or the evaluation of proposals. 
As such, it is a robust method for comparing alternatives, and it brings forward possibilities for 
information gathering, analysis, use, and also for learning systems. A similarity-based evaluation 
method is open for learning on two levels: first, its database can be constantly extended; secondly, new 
learning and analysis methods can be gradually added, to improve both its usage of existing databases 
and its learning capabilities.
Using the information that resides in existing examples is highly congruent with the two previous 
tenets. When existing examples are used through similarity measures, this enables the development 
of an example-based interface that simply uses the traditional representations of these examples; 
through which, preferences can be defined by simply approving or rejecting precedents. The products 
of the system can also use the same representation enabling a consistent manner of communication. 
This also dispenses with the need for explicit definition of fixed objective functions and opens the 
evaluation process for dynamism through a selection of new examples or a selective focus on relevant 
information. The specific features and methods for similarity measurement have to be determined 
before a process starts, yet each new example or group of examples defines a new objective in a 
dynamic manner. Indeed, many questions that appear throughout a design process may be answered 
with recourse to collections of existing examples, so that instead of an initial problem-setting effort, a 
dynamic method may be developed through constant recourse to sets of examples. These collections 
of examples can be gathered together through collaborative information gathering and sharing.
The applications of design_proxy develop and demonstrate aspects of the similarity-based evaluation, 
presenting its capabilities for different tasks. Through the presentation of these applications both the 
details of the approach and theoretical issues will be discussed in a more concrete setting.
The final requirement of the design_proxy approach is a potentially parallel and hierarchical 
generative mechanism that would bring together the above-mentioned methods within a dynamic 
and adaptive development process. The Interleaved Evolutionary Algorithm (Interleaved EA) is a 
novel EA, specifically developed as the engine of a design_proxy-based assistant. It depends on the 
successive operation of single-objective evolutionary processes over the same population with regard 
to the feedback gained from the progression of the evolutionary process. As such, it enables the use 
of separate operators and settings for different objectives, and is a dynamic, complex, adaptive, and 
multi-objective solution generation process (It will be defined in more detail at the end of Chapter 3, 
after the main concepts of Evolutionary Computation are introduced).
The design_proxy approach is envisioned as adaptable to various design tasks. In this study, two 
applications of design_proxy approach will be presented. Each of the applications is used for the 
development and testing of different aspects of the complicated integration demanded by the 
design_proxy approach. The “d_p.graphics” application generates graphic patterns, and is rather used 
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for demonstrating and testing the technical aspects of the design_proxy with regard to its integration 
with the Interleaved EA. On the other hand, the d_p.layout application undertakes to develop a 
concrete and usable architectural layout design assistant through the design_proxy approach. This 
application is used to tackle a real world problem, i.e., layout design, in order to investigate, develop, 
and demonstrate the usability demands.
Current applications of the design_proxy approach operate at the level of a single task. However, 
complex fields such as architecture demand more complicated assistants that should carry forward 
a set of tasks in parallel, so that an overall design task may be tackled. This can be possible with the 
use of hierarchical and parallel evolutionary settings. These potentials will be first discussed in terms 
of Evolutionary Computation and the Interleaved EA in Chapter 3, where a scheme will be presented 
for higher-level design_proxy assistants. Furthermore, in Chapter 4, the “Architectural Stem Cells” 
(ASC) framework will be presented for illustrating how a higher-level design assistant for specifically 
architecture could be developed. The ASC will situate the d_p.layout within architecture, while 
bringing forward a detailed research agenda that targets the development of a comprehensive, multi-
layered, dynamic architectural design assistant.
§  2.7 Conclusion
This chapter was dedicated to a detailed theoretical outline concerning the relationship of design 
processes and Computational Design. With an aim to reveal, support, and discuss the aims and 
directions adopted in the thesis, as well as to set forth a plausible research program for prospective 
studies, this theoretical investigation tried to find out why previous approaches have had problems in 
satisfying the quest for artificial design intelligence.
The chapter proposed a non-reductive mapping of the basic constituents of a design situation (Figure 
2.15). The mapping involves agents who access the co-evolving problem and solution spaces through 
viewpoints, interpretations, framings, and actions. Rather than constituting a list of basic atomic 
actions, each of these terms designates a separate aspect of a complex interaction.
In order to complement the technically oriented approaches to performance, a fourfold classification 
was proposed for the multifarious evaluations required within design situations. The basic categories 
of performances comprise prudence, well-defined performance, underdefined performance, and 
undefined performance types (Section 2.4.10).
As an important output of the theoretical investigation, the basic difficulties encountered in 
design situations and the corresponding strategies and techniques employed by human designers 
were summarized with a mapping (Figure 2.16). The first group of problems concerns the 
“inherent complexity” of design situations in terms of a multiplicity of objectives, requirements, 
constraints, parts, and productions. A second group of difficulties arises in the form of an “inherent 
undefinedness” because of the multiplicity of viewpoints and tastes, which result in un(der)defined 
tasks, incomplete information, and the contextual character of design knowledge. Design situations 
are essentially undefined, because until a design process starts to unfold, the required negotiations 
cannot take place, the tasks cannot be defined, and relevant information cannot be determined. 
This complex and undefined nature of design situations is the basis of our position against 
reductive strategies.
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The second part of this mapping (Figure 2.16) attempts to identify the strategies assumed by 
human designers encountering these challenges. The basis of these strategies is the dynamic 
approaches built over a substrate of daily, embodied, situated intelligence. Interpretation and 
domain-specific expertise is to be built over this daily substrate and will involve, on the one hand, 
prefabricated, reusable strategies such as heuristics, schemata, patterns, precedents, style, etc., 
and on the other hand, dynamic strategies such as tentative proposals and viewpoints (re-framing); 
changeable motivations, goals, objectives, criteria, and constraints; continuous learning (eliciting 
new information where required); and dynamic structuring of the process through a dynamic focus 
(decomposition + integration).
The identified human strategies also reveal the required capabilities for artificial design agents. 
It appears that to carry out the integral and dynamic exploration characteristic of design, a design 
agent requires building design expertise over an interpretative and evaluative daily understanding. 
The attempt at an identification of the difficulties of design and the solutions for these difficulties 
provides a basis for a critical examination of the previous studies as well as for the development of a 
research program for Artificial / Autonomous / Automated Design (AD).
At this point, the chapter focused on a research program, whose ultimate aim would be total or 
partial, i.e., strong or weak AD. The general component of this response is a research program for 
AD, for which a set of basic tenets has been proposed: (1) Current human strategies and behaviors in 
design are the proper response to design situations. (2) Design computation takes place in a design 
environment where the humans and CAD tools operate together. (3) Because strong-AD is amongst 
the hardest AI problems, weak-AD is the practical paradigm for AD studies; however, strong-AD may 
remain an ultimate target.
The overall task that appears after these examinations is to develop intelligent artificial assistants 
that would be able to operate together with the human agents while learning from them. This is also 
valid for EC based systems. The importance of this plain proposal is the displacement of the emphasis 
from rigor or technical success to usability, which would require ease-of-use and pleasure no less than 
utility, scientific rigor, or technical competence.
Finally, the practical response for these requirements was an integrated approach for guiding the 
development of artificial design assistants28, i.e., the “design_proxy” approach. It consists of a set 
of complementary tenets, or guidelines, which are (see Figure 2.17): (1) Flexible and relaxed task 
definitions and representations (instead of strict formalisms). (2) Intuitive interfaces that make use 
of usual design media. (3) Evaluation of solution proposals through their similarity to given examples. 
(4) A dynamic evolutionary approach for solution generation.
28 An example of such a research approach is proposed by Pfeifer and Bongard (2006). Coming from a practical background, they 
propose general guidelines for robotics and AI research. Although Pfeifer and Bongard’s approach has not been a direct precursor or 
inspiration for it, the design_proxy approach stemmed from a similar practical need for overall guidelines.
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3 Evolutionary Computation for design
This chapter concerns theoretical and technical issues regarding Evolutionary Computation 
(EC) and introduces the “Interleaved Evolutionary Algorithm” (Interleaved EA, IEA), which is a 
complex, dynamic, adaptive, and multi-objective evolutionary algorithm devised for design.
The chapter will start with an overall introduction to the basics of EC, after which a brief history of EC 
will be given. On a more specific level, EC usage in art, design, and architecture will be exemplified, 
and basic issues, requirements, advantages, and drawbacks of EC will be discussed. As part of the 
conceptual background for the Interleaved EA, several schemes, illustrating complex and hierarchical 
EAs, will be presented and discussed. The chapter ends with a description of the Interleaved EA.
§  3.1 What is Evolutionary Computation?
Evolutionary Computation (EC) denotes a family of techniques within computer science, which is 
inspired by the processes of biological evolution. EC typically exploits mechanisms like variation, 
reproduction, and selection and is often used for problem-solving and optimization, especially when 
the problems do not lend themselves to easily applicable algorithmic procedures.
There are many different variants of evolutionary algorithms (EAs), which are united by a common 
underlying idea: “given a population of individuals, the environmental pressure causes natural 
selection (survival of the fittest), which causes a rise in the fitness of the population” (Eiben and Smith, 
2003, p. 15). In any population of organisms, the individual organisms that constitute that population 
exhibit similarities as well as variations. They are of the same type, same family, in the sense that 
they display different traits while they remain comparable. When there is a context that renders a 
specific trait more advantageous for survival, the mechanisms that are responsible for this trait have 
a higher possibility for being transferred to future generations. Thus, evolution pursues these minor 
differences, which increase the ability for survival of the individuals. While individuals survive for a 
limited amount of time, the mechanisms that are responsible for the successful traits may subsist for 
a longer time by being embedded within individuals. These underlying generative mechanisms are 
generally called the genes.
In a simple case, an artificial evolutionary process starts with a population of individuals, which are 
seen as the solution candidates for a problem. These candidates are initiated either randomly or 
purposefully, using domain-specific knowledge. Each round of operations is called a generation, 
following the biological metaphor. The individuals of a generation are evaluated using an evaluation 
mechanism, which can take the form of interactive qualitative evaluation, a combination of fitness 
functions, or satisfaction of a set of constraints. Evaluation yields fitness measures for each individual. 
Using these fitness values, the individuals can be compared with each other.
This comparison constitutes the basis of the selection mechanisms during the process. Selection 
mechanisms act as a force that pushes for quality (Eiben and Smith, 2003, p. 16). One selection 
threshold concerns the selection of parents that will reproduce. Choosing better parents possibly 
results in better offspring. A second threshold for selection involves choosing which of the individuals 
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will ‘die’ and which will ‘live’ through the next generation. Usually, a smaller set of individuals 
is selected amongst the candidates for the next generation. This way the least fit individuals are 
terminated and more promising individuals are selected. Sometimes individuals may be terminated 
just because they exceed a certain age threshold.
After the parents are selected, new individuals are created either by mutation of one individual or 
recombination of two or more parents. Mutation and recombination act as variation operators; 
they create the necessary diversity and facilitate novelty within an evolutionary process (Eiben and 
Smith, 2003, p. 16).
Each individual has a ‘genotype’, reminiscent of biological DNA, and the mutation and recombination 
operations are generally carried out over this information. The fitness evaluation on the other hand, 
is mostly carried out over the ‘phenotype’, which denotes the fully-grown individual, built according 
to the information presented in the genotype. The mechanism for mapping the genotype to the 
phenotype may be external to the main evolutionary process.
The evolutionary process is iterated until a sufficient solution is attained, a specific condition is met, or a 
computational limit is reached. The process can be terminated when the improvement of fitness values 
slows down. In such cases, the process appears to converge to a limit, which is a characteristic of EAs.
An evolutionary process can be conceived as an optimization procedure; hence as a type of problem-
solving, which tries to approach optimal values closer and closer through the migration of a species of 
solution candidates within a complex search space. In such cases, EC is considered within the category 
of parallel adaptive search (de Jong, 2006, p. 71). Individuals of an evolutionary process may be taken 
as representing sample points in a multi-dimensional search space that collectively migrate towards 
regions of high fitness (de Jong, 2006, p. 71). The evaluation function of an EA represents a heuristic 
estimation of solution quality (Eiben and Smith, 2003, p. 17). When the evolutionary process is 
terminated, the best point found can be viewed as the solution to the problem (de Jong, 2006, p. 71). 
In this regard, simple EAs can be viewed as a problem-independent paradigm for designing effective 
search procedures (de Jong, 2006, p. 72).
EC can also be envisaged as an adaptation process, where individuals compete with each other 
while adapting to an ever-changing environment. Matching environmental requirements ever more 
closely implies an increased viability, which is reflected in a higher number of offspring (Eiben and 
Smith, 2003, p. 16).
Many components of EAs are stochastic. Initiation, selection, mutation, and recombination operators 
may all operate in stochastic terms. For selection operators, although individuals with higher fitness 
levels have a higher chance to be selected, typically even the weak individuals have a chance to become 
parents or to survive. Likewise, for recombination and mutation, the choice of which pieces will be 
recombined or mutated is often randomized (Eiben and Smith, 2003, p. 16).
From a technical perspective, the utility of computational problem solvers is obvious. If there are 
repetitive problem types within a field, which involve a great amount of computation requiring the 
use of computers, entrusting these problems to automated systems would save human time and 
effort. Delivering a separate solution procedure for each such problem type might be a straightforward 
solution; however, if there are generic approaches that are applicable to a wide range of problem types, 
this would be much more beneficial. Such approaches should not require much tailoring for specific 
problems, and should deliver good—although not necessarily optimal—solutions within acceptable 
time limits. EC provides an answer to this challenge (Eiben and Smith, 2003, p. 8).
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The most dominant application area of EC has been optimization problems (de Jong, 206, p. 23). EC is 
used especially for problems that involve complex non-linear component interactions and when an 
algorithmic method to reach the optimum solution does not exist. However, utilization of EC is not 
limited to optimization problems. As flexible adaptive systems, EAs have found a range of applications 
varying from constraint satisfaction problems and economic modeling to simulation and the study of 
biological processes (Eiben and Smith, 2003, p. 13; de Jong, 2006, p. 105).
§  3.2 Brief history of Evolutionary Computation
The basic idea of viewing evolution as a computational process has been conceived in various forms 
during the first half of the twentieth century (de Jong, 2006, pp. 23-32). With the advent of cheaper 
computing machines, starting with the 1960s several groups became motivated by the idea that 
simple evolutionary models could be expressed in computational forms and could be used for complex 
computer based problem-solving. EC advanced within four main lineages. In each case, the EAs 
represented ideal models of evolutionary processes embedded in the larger context of a problem-
solving paradigm. The key issue was identifying and capturing computationally useful aspects of 
evolutionary processes (de Jong, 2006, pp. 23-32). Amongst these four historical lineages, Evolution 
Strategies (ES) was invented in the early 1960s by Rechenberg and Schwefel, while working on an 
application concerning shape optimization (Eiben and Smith, 2003, p. 71). It was being used for 
difficult real-valued parameter optimization problems (de Jong, 2006, pp. 23-32).
The second lineage, i.e., Evolutionary Programming (EP) was originally developed to simulate 
evolution as a learning process with the aim of generating artificial intelligence. Intelligence was 
viewed as the capability of a system to adapt its behavior in order to meet some pre-specified goals 
within a range of environments; a view, which renders adaptive behavior as a key term (Eiben and 
Smith, 2003, p. 89). These ideas were initially explored in a context in which intelligent agents were 
represented as finite state machines, and were proved effective in evolving better finite state machines 
over time (de Jong, 2006, pp. 23-32).
Genetic Algorithms (GA) were initially conceived by Holland as a means of studying adaptive 
behavior (Eiben and Smith, p. 2003, p. 37). Holland saw evolutionary processes as a key element 
in the design and implementation of robust adaptive systems that would be capable of dealing 
with an uncertain and changing environment, by self-adapting over time as a function of feedback 
obtained from the interaction with an environment. The early focus of GA was on developing more 
application-independent algorithms. The approach used a universal string representation for 
individuals, fitness proportionate selection, a low probability of mutation, and an emphasis on string-
oriented reproductive operators for recombination and mutation (Eiben and Smith, 2003, p. 38; de 
Jong, 2006, pp. 23-32).
The above-mentioned lineages of EC have all originated during the 1960s. In contrast, Genetic 
Programming (GP), championed by Koza, appeared in the early 1990s. It differs from other EC strands 
in its usage of tree-based representations, and in its application area. While the older lineages of EC 
are mostly applied to optimization problems, GP can be positioned within machine-learning studies, 
as it is used to seek models with maximum fit. Modeling problems can be seen as special cases of 
optimization. In this case, models are treated as individuals, and their fitness is the model quality to 
be maximized (Eiben and Smith, 2006, p. 101).
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During the 1970s, EC research focused on attempts to gain additional insight towards the core 
aspects of EAs through empirical studies and extensions to existing theory (de Jong, 2006, pp. 23-32). 
In 1980s, researchers started to use the already gathered set of algorithms as a basis for scaling up to 
problems that are more complex, and for developing new EC-based problem solvers for other problem 
domains (de Jong, 2006, pp. 23-32).
The emergence of various EC conferences in the late 1980s and in early 1990s enabled the 
representatives from various EC groups to meet each other. The result of the interactions was a better 
understanding of the similarities and differences of the various paradigms. The consequence of 
these meetings was a broadening of the perspectives of the various viewpoints. An array of new EAs 
were developed, none of which fit nicely into the canonical EC paradigms, and it became clear that a 
broader, unified, and more fundamental view of the field was required (de Jong, 2006, pp. 23-32). 
Evolutionary Computation (EC) was agreed upon as the name of the field, and the traditional research 
lineages started to be taken as sub-fields of the same broad research field.
§  3.3 Evolutionary Computation in art, design, and architecture
Evolutionary Computation approaches have already been tested in a diverse array of areas. This 
diverse array includes several design and art related fields as well. Indeed, EC has seen a wide variety of 
applications in arts and design fields. In design fields, a straightforward idea has been to use Genetic 
Algorithms (GAs) to optimize parametrically defined two or three-dimensional shapes. In these 
cases, the genotype most often consists of the parameters that govern a shape of a product and the 
evaluation is carried out over the phenotype representation. A seminal example of this approach is the 
evolutionary design of a boom that would hold a satellite dish (Keane and Brown, 1996). The strange 
shape of the resulting design, while better than the initial regular shape in terms of structural vibration 
control, was by no means expectable (Figure 3.1).
FIGURE 3.1 Satellite dish holder boom; left, initial regular design; right, geometry of the final optimized design [Keane and Brown, 1996].
EC has been very popular in generative art circles; at least since, in his book “The Blind Watchmaker”, 
Richard Dawkins described how evolution could be used to evolve shapes (Dawkins, 1996, pp. 43-74; 
Lewis, 2008). Following Dawkins, and the Genetic Programming (GP) variant, Karl Sims and William 
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Latham evolved two-dimensional abstract illustrations in the early 1990s (Lewis, 2008). These 
studies were using tree-based mathematical expressions for genotype representation. This approach 
has been adopted in most subsequent evolutionary art. Karl Sims has also experimented with artificial 
life29, which became a research area on its own. In the succeeding decades, a generation of artists and 
researchers have recombined, modified, and extended these techniques30 (Lewis, 2008).
Most evolutionary art systems utilize algorithms or mathematical expressions that yield a color value 
for a given canvas coordinate, thus defining a picture pixel by pixel. The tree-based mathematical 
expressions are used to generate regularities like curves, lines, and subtle gradients. Starting with 
initial expressions, systems continue by combining or modifying those expressions, so that offspring 
images carry some similarity to the initial patterns, but are still different.
There have been attempts to use evolution for generating music (see for example Bentley, 2002, 
pp. 163-250), for product design (Liu and Tang, 2006; Ang et al., 2006) and for generating two-
dimensional forms and graphic layouts (Masui, 1994; Geigel and Loui, 2001; Ross, Ralph and Zong, 
2006; da Silva Garza, Lores, and Zamora, 2008). Celestino Soddu (2002) developed a series of 
evolutionary computer applications, which he called, Basilica, Giotto, and Argenia, for generating 
images for cities, chairs, and buildings from initial DNA definitions that are developed by Soddu 
for each new problem.
There have been studies in architecture, by John Frazer, who has been a precursor of the usage of 
EC in architecture (Frazer, 1995). Frazer’s long history of research on evolutionary architecture has 
focused on procedures for controlling growth and development from seed forms into emerging 
structures. His approaches are rooted in biological analogies, and they draw from a long list of 
generative and artificial life techniques (Frazer, 1995; Lewis, 2008). As examples, Frazer et al. (2002) 
demonstrated particle-based methods for building envelope design. Liu, Tang, and Frazer (2002) 
proposed an evolutionary multi-agent cooperative design environment. Gu, Tang, and Frazer (2006) 
experimented with capturing the intentions of a human designer during an interactive evolutionary 
process. Following Frazer’s idea of “concept seeding”, one of his students, Patrick Janssen (2004, 
2006a, 2006b, 2009), developed a framework for evolutionary design, which includes a “schema 
coding” stage that would be carried out by a designer team, to be followed by an automated 
evolutionary application phase.
As for rather well-defined problem areas of architecture, a series of experimentations have been 
carried out by Caldas, Norford, and Rocha (Caldas and Rocha 2001; Caldas and Norford, 2002, 
2003; Caldas, 2003, 2005, 2006, 2008), which use EC for the aim of integral building envelope 
design and performance optimization. In these cases, given an existing building organization, 
shapes and heights of rooms and window sizes are optimized according to conflicting objectives 
like maximizing daylight and minimizing energy consumption. In a series of papers, the researchers 
presented examples of a continuous optimization workflow spanning over several design stages. 
Although these experimentations have been conducted for the latter phases of architectural design, 
where programming, design unit placement, and shape characteristics had largely been defined, 
they are important in showing how and where well-defined problems might be tackled by EC, in 
architectural design processes.
29 For artificial creatures evolved by Sims, http://archive.org/details/sims_evolved_virtual_creatures_1994 (accessed: May, 2013).
30 Although at any time a number of example EC-art systems can be browsed on the internet, these are mostly short-lived and 
non-maintained experiments. A re-implementation of the original “Biomorph” algorithm of Dawkins may be found in http://www.
phy.syr.edu/courses/mirror/biomorph/ (accessed: May, 2013).
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Mike Rosenman (1996, 2000) studied interactive evolution for floor plan generation. While the 
evaluation for some functional criteria was left to the computer, human designers were responsible 
for the evaluation of the formal qualities of candidate layouts. Rosenman and Saunders (2003) 
experimented with a self-regulatory hierarchical co-evolution model for designing.
John Gero’s research group studied a diverse array of tasks through EC. They experimented with 
space layout topologies, combination of shape grammars with evolutionary approaches, and 
evolving linear plan units as design genes within a two-phased hierarchical evolution (Gero, Louis, 
and Kundu, 1994; Gero, Schnier, and Thorsten, 1995; Damski and Gero, 1997; Gero and Kazakov, 
1998; Jo and Gero, 1998).
Several architects have been interested in EC as a generative tool, and developed specific design 
approaches. Chouchoulas and Day integrated shape grammars with EC for a generative architectural 
design approach (Chouchoulas, 2003; Chouchoulas and Day, 2007). Hemberg et al. (2008) 
experimented with a generative design tool called “Genr8”. Dillenburger et al. (2009) developed a 
complex design system where conceptual building designs are generated using a series of desired 
characteristics for cells (or rooms) within the building site. Their fitness criteria include architectural 
qualities, which can be adjusted by parameter sliders.
With a performance-oriented design approach, Turrin, Buelow, and Stouffs developed a method to 
combine parametric modeling and genetic algorithms (Turrin et al., 2011; Turrin, von Buelow, and 
Stouffs, 2011). They present “ParaGen” as a tool, which combines parametric modeling, performance 
simulation, and GAs, together with a database to store and retrieve the solutions for subsequent 
exploration. ParaGen helps its user to automatically generate a range of alternative design solutions, 
and evaluate the resulting alternatives based on engineering criteria. The approach is demonstrated 
through the design of a large roof structure for a semi-outdoor space, taking day-lighting and thermal 
comfort issues as the main objectives.
Michael Bitterman (2010), proposed a cognitive approach for design performance evaluation. 
He developed methods to take experiential aspects of architectural spaces into account and used 
these methods in architectural layout studies on several scales.
Finally, in a series of interrelated studies, Sean Hanna (2005, 2006, 2007a, 2007b) utilized machine-
learning techniques to generate implicit objective functions for usage in evolutionary generation of 
floor layouts. He used example layouts to train neural networks and employed these networks for the 
evaluation of candidate layouts in evolutionary generation tasks.
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§  3.4 Basic Evolutionary Algorithm issues
There are several basic components of an evolutionary system, which must be specified in order to create 
a working EA. Appropriate choices for each of these specifications are a function of both general, domain-
independent issues and the specific properties of a particular application area (de Jong, 2006, p. 72).
In any EA, there will be one or more populations of individuals competing for limited resources; 
therefore, the first task is the definition of the individuals with an appropriate representation. 
Representation here amounts to specifying a mapping from the phenotypes onto a set of genotypes, 
which also sets up a bridge between the original problem context and the problem-solving space 
where evolution takes place. Objects forming possible solutions within the original problem 
context are referred to as phenotypes, while their encodings, i.e., the individuals within the EA, are 
called genotypes (Eiben and Smith, 2003, p. 18).
A general technique for representation is to describe an individual as a fixed length vector of several 
features that are chosen because of their potential relevance in estimating an individual’s fitness (de 
Jong, 2006, p. 3). The variables within the vector are used as parameters in the development of the 
phenotype. Another approach is to use tree-shaped representations, where the nodes hold a series of 
productions that, when applied, would produce a corresponding phenotype. The following are the core 
components of a simple evolutionary algorithm:
 – Genotype / phenotype representations for the individuals
 – Parent population
 – Offspring population
 – A set of evaluation methods
 – Parent selection methods
 – Survival selection methods (replacement)
 – A set of reproductive (variation) operators (crossover and mutation)
Population size, population dynamics, and if necessary, additional structures have to be determined, in 
addition to the representation of individuals. The parent population size can be viewed as a measure of 
the degree of the parallel search an EA supports, since the parent population is the basis for generating 
new search points (de Jong, 2006, p. 50). Size of the parent population can be fixed or dynamic.
The evaluation approach forms the basis for selection. It is a function or procedure that assigns a 
quality measure to the individuals. It facilitates improvements, hence represents the requirements to 
adapt to (Eiben and Smith, 2003, p. 19).
In evolutionary computation, selection operators are responsible for pushing quality improvements. 
There are two basic stages for selection. The role of parent selection or mating selection is to 
distinguish among individuals based on their quality, in particular, to allow the better individuals 
to become parents of the next generation. An individual is a parent if it has been selected to 
undergo variation in order to create offspring. Parent selection is typically probabilistic to overcome the 
danger of the search to become too greedy and to get stuck in local optima (Eiben and Smith, 2003, 
p. 20). Usually, after a set of offspring is created, another selection procedure is required for choosing 
individuals that will be allowed in the next generation. The role of survivor selection or environmental 
selection is to distinguish among individuals based on their quality. This decision is usually based on 
the fitness values of individuals, favoring those with higher quality, although the concept of age is also 
frequently used (Eiben and Smith, 2003, pp. 22-23).
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The offspring population size plays different roles in an EA. One important role is related to the 
exploration-exploitation balance that is critical for good evolutionary search behavior. The number 
of offspring generated is a measure of how long one is willing to continue to use the current parent 
population as the basis for generating new offspring without integrating the newly generated high-
fitness offspring back into the parent population (de Jong, 2006, p. 52).
The role of variation operators, or reproductive mechanisms, is to create new individuals from old 
ones. This amounts to the generation of new candidate solutions. From the generate-and-test search 
perspective, variation operators perform the ‘generate’ step.
The basic one-parent reproductive mechanism is mutation, which operates by cloning a parent and then 
providing some variation by modifying one or more genes in the offspring’s genotype. The amount of 
variation is controlled by specifying how many genes are to be modified and how (de Jong, 2006, p. 61). 
The basic two-parent reproductive mechanism is recombination in which subcomponents of the parents’ 
genotypes are cloned and reassembled to create an offspring genotype (de Jong, 2006, pp. 63-64).
Finally, an initiation procedure, a termination condition for stopping the evolutionary process, and 
mechanisms for returning the answers are required. In most EC applications, initiation of the first 
population is seeded by randomly generated individuals, although problem-specific heuristics can 
also be used with the aim of starting with an initial population with a higher average fitness (Eiben and 
Smith, 2003, p. 23).
If the problem has a known optimal fitness level, reaching this level should be used as the stopping 
condition. However, because EAs are stochastic and because most of the times there are no 
guarantees to reach an optimum, this condition should be extended with an additional one that 
certainly stops the algorithm. This condition might be static such as a maximally allowed CPU time 
lapse, or a given number of generations. It can also be based on the monitoring of the process. 
For example, the process might terminate if the fitness improvement remains under a threshold value, 
or if the population diversity drops under a given threshold (Eiben and Smith, 2003, pp. 23-24).
§  3.5 Evolutionary Computation for design: requirements, advantages, drawbacks
For evolutionary applications in design fields, the following issues have to be taken into consideration:
 – An appropriate representation for the solution proposals: This representation will include a genotype 
that encodes the most essential characteristics of the solution candidate, and a mapping procedure 
between this genotype and a phenotype that will be the solution.
 – Reproductive operators: These operators modify the solutions towards promising areas of the search 
space. Domain-independent, standardized operators have been developed for this task. However, in a 
complex field such as architectural design, domain-specific strategies may be considered in relation to 
specific representations.
 – Design goals and constraints: Evaluative procedures should be determined with respect to these goals 
and constraints. These procedures can be automated or interactive. If there are more than one evaluation 
criteria, approaches should be developed for incorporating these in the same evolutionary process.
 – Appropriate process parameters: There is a multitude of domain-independent parameters that define 
the character of an EA. Fine-tuning these parameters is required to arrive at better fitness regions.
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The possible diversity of the combination of answers to these questions makes EC a diverse field of 
exploration for design. As was stated earlier, EC appears as a variant within the search paradigm, but 
one that alleviates several problems of the search paradigm in its basic forms. Most notably, utilization 
of stochastic methods eliminates the need for systematic search, which eases the computational 
burden in cases of combinatorial complexity. Another benefit is that, although substantial care has to 
be taken for representational issues, due to the flexibility and versatility of EC, strict formalization of a 
problem is not necessary for EC approaches. Evaluation in EC may be open-ended, as is exemplified in 
artificial life and interactive artistic evolution.
EAs can exploit domain-specific knowledge in its various mechanisms; not only in evaluation 
procedures, but also in representation, initiation, and in custom-made reproductive operators. 
Moreover, different types of EAs that utilize mechanisms like hierarchical organization (multiple 
populations, phases, or objectives) or co-evolutionary processes may enrich the arsenal of 
the designer. The advantages that render EC potentially useful for design applications can be 
summarized as follows:
 – EC is inherently stochastic, flexible, and versatile.
 – EC can be applied to problems where the optimal solution is not known.
 – EA’s are generic, they can be considered as engines to be plugged into any type of shape generation 
and evaluation procedure.
 – EC is a popular scientific field and evolutionary approaches are well-studied.
 – EC offers a possibility for multi-objective evaluation.
 – EC involves a generate-and-test mechanism, which loosely resembles the basic schema of human 
design processes (see-move-see cycles).
 – Procedural and evaluative knowledge can be incorporated throughout evolutionary processes. Rules 
and constraints can be used in both modification and evaluation.
 – Possibilities for complex, multi-population, and hierarchical variants of EA’s are unlimited. It is 
possible to devise hierarchical EA varieties, which would correspond to structures for design problems.
Regarding its operational characteristics, EC also has drawbacks for design. Heuristic local search, 
which encompasses most EC applications, is more suitable for task environments where a narrow 
range of objectives is sufficient. When the number of objectives and requirements increases, 
maximum attained fitness for each objective tends to diminish due to an increase in the complexity 
of the problem. Whenever guided by an objective, evolutionary processes display an opportunistic 
character and try to evolve process parameters to maximally satisfy this objective using any means 
at hand. These means mostly comprise design elements whose characters are determined by the 
parameters kept within individual genotypes, which is a limited resource. If different objectives are 
satisfied by different parameters, or if there is a large parameter environment—enough for all the 
objectives—the number of objectives may be increased indefinitely. However, when the additional 
objectives are evaluated over the same set of parameters, these additional objectives start competing 
for the same resources to satisfy themselves. This results in a tendency to converge at a lower fitness 
level for each objective, even when the objectives are not explicitly conflicting.
There are several approaches for multi-objective evolution. The rank-based multi-objective evolution 
approach tends to develop individuals that are averagely fine on all objectives simultaneously. This 
type of evolution displays a convergent character. The alternative and popular option for multi-
objective evolution is the Pareto-based approaches, in which a Pareto front of non-dominated 
candidates is sought. A candidate is said to dominate another candidate if it is better than the other 
on all the objectives. In current Pareto-based EAs, control mechanisms are employed for ensuring 
an evenly distributed Pareto-front. Therefore, a series of individuals, which may be better on just a 
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few of the objectives while being unacceptably worse on several others are ensured to reach the final 
generations, which appears as a divergent evolution. Generating a set of individuals that are fine on all 
objectives is important for design tasks where solutions have to be acceptable on a number of criteria 
simultaneously. This means, in both rank-based and Pareto-based cases, the objectives will have to be 
satisfied simultaneously, and for most problem definitions there will emerge a limit for increasing the 
number of objectives.
However, it can be intuitively claimed that the same problem has to occur for human designers as well, 
since humans employ limited cognitive resources at any moment in design processes. As was claimed 
in the previous chapter, human designers appear to cope with this problem by using dynamic focusing 
and framing capabilities. This enables them to follow a limited number of criteria at any moment, giving 
varying weights of importance to each of them. By rapidly alternating between conceptual frames and by 
focusing on different aspects of a context while constantly re-determining what is essential or inessential 
at any moment, humans appear to diminish their cognitive workload and carry out only a small number 
of evaluations at any moment. Throughout the design process, iterations of these partial and tentative 
evaluations gradually transform from a rather loose and permissive overall character to a more rigorous 
optimization attitude to give way to an integrated product. In the end, this rather unsystematic and 
chaotic progression appears to achieve sensitive, multifaceted, and well-integrated evaluations.
As was claimed earlier, such a process requires contextual appreciation, i.e., high-level general 
intelligence. In this respect, typical problems of AI apply to EC as well. Current EC does not alleviate 
problems of representation (i.e., the problem of grounding the EC representation into the real world 
and vice-versa), contextuality, and overall contextual interpretation. Consequently, most EC studies 
focus on well-defined optimization aspects of design processes, or try to treat design problems as 
optimization problems.
Taken in their simple forms, EAs do not involve intelligent mechanisms for problem formulation 
phases. They are not intelligent agents. They are rather versatile soft-computing environments, 
mostly taken as helpers in problem-solving. Here lies both the advantage and disadvantage of the 
evolutionary techniques. Natural evolution does not have an overall manager, or an overarching aim; 
it is a self-organized mechanism, which in the end generates complexity. Artificial evolution on the 
other hand, is given an overall aim, e.g., to solve a specific problem. It is guided by the manner of 
representation, variation mechanisms, and fitness evaluations. Artificial evolution is usually controlled 
with this limited set of inherent mechanisms.
On the other hand, EC is able to work rather blindly, by employing a limited amount of intelligence, which 
is its greatest advantage given the current state of AI. It is able to use a small number of overall objective 
definitions to produce viable solutions. However, this is at the same time the limitation of EC. Where there 
are no intelligent agents to guide a transformation process, evolution generates variety rather blindly, 
and only following some globally defined objectives. It mostly converges within sub-optimal areas and 
when the problem is complicated, may yield low-quality products. Even when there is only one objective 
at an evolutionary process, the effectivity of EC depends on the level and sophistication of the embedded 
evaluative and executive intelligence. Better executive and evaluative mechanisms would yield better 
products. If it had access to high-level machine intelligence—or human intelligence through interactive 
evolution—an evolutionary process could behave more intelligently. A future remedy for such issues would 
be the development of dynamic decomposition and integration techniques that could generate tentative 
structures for design processes and tasks. In addition, methods would be required for dynamically 
generating complex hierarchical EAs that would correspond to these tentative problem structures.
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On a strategic level, if an EC system employs a monitoring mechanism that is able to appreciate 
the progression of the states of the process, transformation of the process elements can be guided 
in a more sensitive manner. In such a case, the process will start to resemble “exploration”, where 
intelligent agents steer the process with a strategic overall awareness. However, exploration is more 
akin to “intelligent design”, and it should be contrasted with gratuitous natural evolution. This 
means, EC can be enhanced in an essential manner only with the incorporation of other intelligent 
technologies. At first sight, this makes EC indefinitely open to development; however, at some 
point in this development, the process will stop resembling evolution and will become something 
else, i.e., design. This is how continuity may be assumed between evolution and design; not within 
the mechanisms of evolution, or within hierarchical EAs, but with a gradual integration with other 
intelligent mechanisms.
As soft computing environments that can direct a transformation process with minimal intelligence, 
EAs can take part within complex agents, or within human-tool complexes, and can aid in finding 
solutions to readily developed problems at some certain stage of a design process. Although 
development of a problem definition, in principle, may also be subject to EC, as will be discussed in the 
following sections, it is hard to claim that EC is amongst the best options for this task.
The essential points in this account can be summarized as follows: Design problems are complex 
and the complexity of a problem impairs the success of EAs. As the number of objectives increases, 
which is inevitable in design, success per objective diminishes. Evolving the candidates longer is not 
a remedy, because evolution tends to converge at some point, i.e., it stops improving. The remedy 
appears as dynamically breaking down and re-integrating the design process. This is only possible with 
an intelligence capable of appreciating a design context. In addition, better executive and evaluative 
mechanisms may improve the success of the EAs.
In brief, EC approaches require intelligent technologies or human intelligence for problem formulation 
tasks as EC does not appear well-suited for this task. EAs are not intelligent agents; they are soft-
computing environments. Evolution operates mostly through random operators and with a minimum 
of intelligence, which is both its strength and disadvantage. Evolution is not intelligent design. 
However, EC may be used by intelligent agents, or together with intelligent technologies to carry out 
design. However, with the incorporation of a multifaceted intelligence, the process would stop being 
evolution and would better be called design.
The potential of EC lies at this point, because it can operate with minimal intelligence, it makes it 
possible to use limited, partial, or weak AI technologies for design problems. Additionally, it provides 
collaboration environments for humans and computers. Therefore, as a soft-computing environment, 
EC caters for the continuity of research. As will be demonstrated with the d_p.layout implementation 
in Chapter 4, EC is already capable of generating draft proposals for design tasks. These drafts help in 
the initial structuring of the design problems, which accelerates the process. If artificial systems are 
admitted within human design environments with the help of such technologies, researchers may gain 
an opportunity to develop better systems with the cooperation of human designers.
As a final remark, that a task is ill-defined is not an insurmountable problem for EC-based approaches. 
As will be illustrated with the d_p.layout system, an EC-based architectural design assistant may be 
developed in an open-ended way with the utilization of a flexible representation and a similarity-
based evaluation mechanism. The resulting EC platform can be quickly adapted to a range of 
problems, none of which is implied within the initial framework or task definition.
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In order to conceptualize the cooperation of humans, EC-based systems, and additional technologies, 
a generic task structure is given in Figure 3.2. The task structure develops the exploratory co-evolution 
model of Maher, Poon, and Boulanger (1996) in two basic ways: First, rather than assuming creativity, 
emergent behavior, or exploration on behalf of complex EAs, it locates complex EAs only one level 
above the simple ones. Secondly, in addition to EC systems, separate intelligent agents are posited as 
necessary, and the exploratory character is assumed to appear only at this level—after the addition of 
the intelligent agents. In its totality, the task structure in Figure 3.2 may be interpreted as illustrating 
the required capabilities for a single autonomous evolutionary design agent. However, it is also 
possible to dismantle this structure towards collaborative models for practical collaboration of human 
agents and EC based soft-computing systems.
FIGURE 3.2 An exploratory task structure for evolutionary design.
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Three types of problems are distinguished within the task structure. As one of these types of problems 
is encountered by a guiding agent within a design process, this intelligent agent may assign the 
problem to an EC system, if possible and beneficial. For rather simple and well-studied tasks, such as 
optimization of the shape of a building component with respect to a small number of objectives, EC 
can be readily utilized. On the other hand, more complicated problems have to be either decomposed 
into simpler ones, or structured in a way that they would correspond to a complex EA. If a problem 
is too complicated for EC, or if it would not benefit from EC aid, the agent may decide on using other 
means to tackle the problem. Further through the process, this may result in new problems that 
could be handled by EC systems. Consequently, the task structure illustrates a dynamic cycling of 
consecutive problem definition and solution processes.
In such a process, EC may be utilized whenever it is beneficial in some way, e.g., for problems 
that require excessive amount of computation. On the other hand, for conceptual phases of 
design, through the generation of rough drafts, EC may help in understanding a situation more 
comprehensively and faster, or help to make the design process more creative and pleasurable.
§  3.6 Complex and hierarchical Evolutionary Algorithms
In this section, as potential evolutionary strategies for the task structure given in Figure 3.2, several 
options for complex hierarchical EAs will be examined. Because EC is an active field, new types of 
algorithms are constantly being developed and there is also a potential to develop design-specific 
EAs, as will be demonstrated by the Interleaved EA. Moreover, there can be an infinite variety of how 
separate evolutionary processes may be related, nested, and interacted within more complicated 
organizations. There are two basic requirements for incorporating such complex EAs in design. First, it 
should be possible to dynamically structure solution processes, and secondly, mechanisms are needed 
to develop complex EAs that would correspond to these problem structures.
In its various forms, problem structuring in terms of dynamic decomposition (i.e., focus) and 
integration is one of the basic strategies of human designers. The most obvious advantage of 
decomposition is a strategic reduction in the problem complexity. On the other hand, the obvious 
limitation for this strategy is the interdependence of the subtasks and productions in most 
design problems. This is why, human designers carry out decomposition in a highly dynamic 
and context-dependent manner and together with selective focusing mechanisms. Because 
strategies of decomposition are highly context-dependent, it is hard to obtain multi-purpose 
generalized decomposition strategies. Nevertheless, the following alternatives constitute abstract 
schemes for decomposition.
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FIGURE 3.3 Problem structuring (decomposition and integration) through productions.
In Figure 3.3, several possible paths are illustrated for problem structuring in terms of productions. 
Different evolutionary processes may be nested and combined, so that the output of one becomes 
the input for another. Another obvious strategy is developing different constituents of a product 
separately, to be combined later, such as parts of a chair or a table. Further strategies can be 
envisioned, where decomposed processes interact during mutual or parallel evolutions. In a similar 
manner, a structuring scheme may concern possibly simultaneous layers of a design process, as will be 
illustrated with layer-based decomposition and the Architectural Stem Cells Framework in Chapter 4.
A tightly integrated hierarchical strategy is adaptive evolution, where parallel evolutions are brought 
together into an integral evolution (Figure 3.4). In the simple case, the parameters that govern the 
evolutionary operators are evolved together with the products.
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FIGURE 3.4 Adaptive evolution.
There are several levels where adaptivity can be implemented. First, adaptivity may concern the whole 
process and use feedback from the health of the process. Secondly, to each candidate that is being 
evolved, its own operator parameters can be assigned. Thirdly, each component of each individual 
may be assigned its own parameters. Therefore, it can be claimed that in adaptive evolution, dynamic 
characters are assigned to each process, each candidate, or each component. In the last two cases, the 
feedback procedure is implicit. The underlying idea in these cases is that the operators and parameter 
settings that have created a better individual should be the better operators and settings. Therefore, 
although the overall mechanisms would still be fixed, the reproductive operators (crossover and 
mutation) can be co-evolved together with the products.
The idea of hierarchical evolution raises the possibility of evolutionary learning systems. As mentioned 
above with respect to Genetic Programming, EC has already been used for evolving machine-learning 
models. Such evolved models could be used for decision making during evolutionary design. It would 
be interesting to extend this idea towards a multi-level evolutionary approach, where the evolutionary 
processes compete and evolve. Such a system could function as an automated design system, which 
could generate and learn its own design methods.
On the level of parameters and settings, there are already various meta-level algorithms that 
can be used for tuning EA parameters for significant performance improvements with moderate 
computational costs (Eiben and Smit, 2012). An approach that has been used for such aims is 
“Racing”. As the EAs are stochastic algorithms, performances of EAs are determined on the basis of a 
set of trials (usually 100 trials). In Racing, a fixed set of competing algorithms, or different instances 
of a single algorithm (each with different parameter configurations) are evaluated iteratively. 
This means that at each step all competitors are evaluated only once. After a sufficient number of 
trials, the distribution of the performance values of each competing algorithm starts to enable a 
comparison between algorithms. Through statistical methods, algorithms that are found to fall behind 
significantly are left out of the competition and the race continues with only the promising algorithms, 
which reduces the required experimental effort (Yuan and Gallagher, 2007).
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Another approach is to use meta-EAs, in order to search for the optimal configuration for a specific 
EA. When there is a large number of parameters and settings, the number of the possible EA instances 
starts to increase combinatorially. In these cases, instead of using a set of fixed EA instances, the 
parameters can be evolved through a meta-EA (Yuan and Gallagher, 2007). It should be noted that, 
in this approach, although the population is evolving, at each evaluation step, there is a fixed set of 
competing algorithms, which enables the use of Racing methods, hence a hybridization of Racing and 
Meta-EAs (Yuan and Gallagher, 2007).
These parameter-tuning efforts should be considered the lowest level of the potential dynamism 
of the EAs. Indeed, a dynamism for a constant redefinition of the problem and solution strategies 
would be more beneficial from the viewpoint of design problems. Parameter settings may be thought 
to be redefining a solution strategy to a certain degree, yet the very definition of a problem and the 
evaluation approaches should also be evolving, and in real-time. Thus, in addition to the above-
mentioned existing techniques, as an offshoot of artificial life studies, a possibility raised by the idea of 
hierarchical EAs will be shortly speculated upon below.
Within a universe of design agents and tools, a set of reusable actions and collections of these reusable 
actions may evolve autonomously as artificial life forms. A tool that is being used by an agent (in this 
context, parameters and settings) is thought to constitute a reusable action. These reusable actions 
are called “games” in this context, to emphasize their reusable character. Figure 3.5 depicts such a 
scenario with three evolutionary levels. On the first level, a simple evolutionary algorithm is composed, 
using the items chosen from an inventory of agents and tools. This inventory may include simple 
procedures as well as complex applications or human agents. From this inventory, several tools and 
agents are selected to compose the games that will in turn function as the operators of an EA. Thus, 
each complete set of games will constitute an EA.
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FIGURE 3.5 Multi-level evolutionary search as a learning system.
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On the second level, these alternative EAs tackle the same design problem; hence, they compete with 
each other. This second level can be envisaged as a meta-level EA that evolves EAs. At each generation, 
according to their success rates in coping with the design task, the algorithms will be assigned a fitness 
value, and they will be reproduced by specific mutation and recombination operators. Recombination 
may function on the level of the operators of the EAs, thus EAs may exchange their games. As a more 
interesting possibility, throughout the evolutionary process, new games can be constituted and 
replace the existing games of the EAs as a mutation operation, which would provide a constant supply 
of new games. This would mean a nested evolution of the games as the basic contituents of the EAs, 
thereby the evolution of algorithms themselves in a dynamic manner. The evolution could continue 
indefinitely, as it has no inherent objective, except evolving life forms in a kind of arms race.
There may be various ways for comparing the success of competing EAs. Moreover, there may be 
various ways for composing games, mutating an EA, or for recombining several of them. Therefore, 
alternative evolutionary approaches can be generated for evolving EAs. Thus, a third level concerns 
such evolutionary processes where competition strategies evolve.
In theory, there are no limits for the number of higher or lower levels. However, it is obvious that, as 
a result of the combinatorial nature of this multi-level definition, and given limited computational 
resources, even when the branching factor is kept small, and even for just a few levels, such an 
approach will easily become impractical.
An unlimited number of potential variations of evolutionary processes can be envisaged. Compared 
with this unlimited search space, it seems practically impossible to autonomously develop more 
effective evolutionary algorithms with the described approach; hence, an unintelligent, mostly 
random, strictly evolutionary learning procedure for design methods is out of the question. 
Nevertheless, it is not compulsory to think of such an approach as fully evolutionary. An alternative 
conception may involve starting with tentative systems, with more human participation and gradually 
shifting weight towards automation. Human agents can carry out analyses over such a system 
(protocols of any process would be attainable) with the aim of detecting successful or unsuccessful 
design tendencies and patterns for the generation of more successful evolutionary design strategies.
Indeed, this multi-level evolution is reminiscent of what has been taking place within EC research. 
With the involvement of human agents on the first level, a multitude of productions have been carried 
out through a variety of EAs, which are constantly being compared and tested on the second level. 
Research methodology over EC has also been improving, which can be compared to the third level in 
Figure 3.5, which develops competition strategies. The study of EC is the process of developing better 
EAs. Human researchers and other users of EC utilize their knowledge and intelligence for dynamic 
problem-setting and evaluation operations within this process, just as in a design process.
Domain-specific knowledge is an important aspect of design intelligence and it is retained both 
within the minds of human designers and within existing precedents or cases. Knowledge is required 
not only for reducing the complexity of design problems, or for structuring the design process for 
EC, but also for developing the evolutionary systems themselves. Although design knowledge is 
predominantly developed and applied by human designers, knowledge can be embedded within an 
EA as well. Methods for embedding knowledge into EAs may ease the burden of human users and may 
extend the scope of EC in design. There are several slots in an EA where knowledge can be inserted, 
most importantly, representation of the candidates, mutation operators, and evaluation procedures. 
Although usually kept generic, other operators such as selection and recombination operators may be 
used for domain-specific interventions as well.
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EC offers generic methods for most of its operations. Indeed, when taken as a versatile multi-purpose 
problem-solving approach, this generic manner appears to be the essence of EC. However, design 
problems are highly complicated and domain-specific knowledge and skills appear necessary to 
structure and solve these problems. In EC, utilization of domain specific knowledge has the potential 
to convert a generic search approach into a highly constrained, domain-specific, heuristic search. 
However, it should be remembered that, in real world problems domain specific knowledge and 
skills have to be employed together with general daily intelligence. Therefore, accumulation of such 
knowledge may answer only one side of the problem of design intelligence. This issue will be revisited 
within the context of the Architectural Stem Cells approach in the next chapter.
§  3.7 Interleaved EA: Multi-Objective Evolutionary Computation for design
In most design tasks there is a multitude of objectives to be met, therefore, a convenient multi-
objective generative mechanism is required in order to tackle them. This section will present a 
complex, multi-objective evolutionary algorithm, which is called the Interleaved EA. The specificity 
of the Interleaved EA is that one of the objectives leads the evolution until its fitness progression 
stagnates, in the sense that the settings and fitness values of this objective is used for most 
evolutionary decisions. This may be called the leading objective principle. In this way, the Interleaved 
EA enables the use of different settings and operators for each of the objectives within an overall task, 
which would be the same for all objectives in a regular multi-objective EA. Such a setting also enables 
the use of some of the single-objective EA mechanisms in multi-objective evolution.
The Interleaved EA offers an improvable method for the utilization of domain-specific knowledge in 
EC. It has been developed with respect to an analogy with how a human designer works, who focuses 
temporarily on a limited set of aspects, and after improving on that temporary set, moves forward to 
improve another group of aspects, which was possibly degraded by the previous operations. As such, 
the Interleaved EA also demonstrates where new intelligent technologies could be inserted, in other 
words, it is essentially open to further development through additional methods to determine when to 
follow which objective and with which mutation operators.
Interleaved EA is a variant of the “criterion-based” methods for multi-objective optimization, which 
switch between the objectives during selection phases. At each selection stage, potentially different 
objectives decide which members of the population will be selected (Zitzler, Laumanns, and Bleuler, 
2004). Sometimes a probability is assigned to each objective, which determines whether the objective 
will be the sorting criterion in the next selection step. In the lexicographic approach, which is adapted 
for the naive version of the Interleaved EA, the objectives are assigned priorities before optimization 
and the objective with the highest priority is used first when comparing individuals in a single-
objective manner (Back, Fogel, and Michalewicz, 2000).
In the Interleaved EA, each objective guides the evolution with its settings and operators until the 
fitness improvement stagnates for this objective (Figure 3.6). It should be noted that a minimum 
number of generations is assigned to each new leading objective in the beginning of its lead, whether 
it stagnates or not. In practice, this is mostly a number between 8 and 32. Thus, the Interleaved EA 
is differentiated from the earlier approaches with a dedicated period for the domination of each 
objective, which is dependent on the feedback from the progression of the fitness values. This behavior 
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of the algorithm is further exploited to enable the use of separate operators and settings for each of 
the objectives (Figure 3.7). Therefore the main specialties of the Interleaved EA are:
1 Letting each objective govern the process until fitness improvement stagnates (Figure 3.6) (whenever 
this occurs, the lead is given to another objective).
2 Enabling the use of separate operators, parameters, and settings for each objective (Figure 3.7). 
 
FIGURE 3.6 Schematic illustration of an Interleaved EA process.
FIGURE 3.7 Basic structure of the Interleaved EA.
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The separation of operators and settings becomes meaningful with the use of domain-specific 
knowledge. When it is suspected that the separate objectives may require different operators 
(mutation and selection operators) and could respond to different evolutionary settings (mutation 
and crossover numbers), and parameters (roulette parameters, mutation ratios, step sizes, etc.) 
the separation of operators, parameters, and settings may be beneficial (as in the obvious case of 
the graphic application in Chapter 4, where the main mutation operator for the “Color” objective is 
different from the “Cell” and “Sequence” objectives). This separation also enables, in the adaptive 
cases, a separate adaptation of the parameters of each objective, which may differ throughout the 
process. As a second benefit, this separation enables the user to adjust the objectives in terms of 
preferences. For example, through the mutation and crossover numbers, each objective may be given 
a more or less greedy setting, which can prioritize it over the others.
There are two versions of the Interleaved EA. In its naive version, the leading objective decides on both 
variation selections and the selection of the next generation. This version may rather be described as a 
dynamic series of single-objective EAs, operating successively over the same population. Each single-
objective micro-evolution transforms the population until an adaptive average fitness threshold 
is reached and then leaves the population to another micro evolution, to be guided by the second 
objective on the priority list.
The naive version has been shown to work for the d_p.graphics application (Chapter 4), because 
although somewhat interfering, the objectives are not entirely conflicting in that case. However, this 
naive approach does not work for the architectural layout task (in Chapter 4), for which a rank-based 
multi-objective selection approach was required.
In the rank-based version of the Interleaved EA, variation selections and operations may still be carried 
out with respect to the leading objective; however, the selection of the new population is carried out 
using all of the objectives, with a rank-based selection operator. As such, this version is a proper multi-
objective EA. Additionally, the priority list is disabled, and the next objective is determined randomly.
Within a complex EA, a large amount of process parameters have to be fine-tuned for the evolutionary 
process to perform well. Before the final evolutionary runs, a series of test runs can be carried out to 
obtain fine-tuned parameter combinations. However, these parameters are not independent from 
each other. This means that the parameters cannot be searched for separately. Instead, combinations 
of parameters have to be tested. Moreover, a series of tests are required for each combination, because 
of the stochastic nature of EC. As a result, searching for the best values for all different combinations is 
a difficult problem. Some techniques for tackling this problem were mentioned in section 3.6. In any 
case, for complicated problems, the parameter tuning process can become time consuming even 
when parameters are optimized one by one regardless of their interactions. Furthermore, the best 
value combinations tend to vary for each different design scenario, preventing the development of a 
generic set of parameters, hence impairing the versatility of an algorithm. Even worse, the best values 
for parameters tend to change during the evolutionary process.
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Regarding the parameter adjustment problem, Eiben and Smith (2003) make a distinction between 
“parameter tuning” and “parameter control”. The former amounts to finding good values for the 
parameters before running the algorithm, which remain fixed during the run. The latter offers an 
alternative, as it suggests starting a run with initial parameter values that are to be adjusted during the 
run. Parameter control is further classified into three categories (Eiben and Smith, 2003):
1 Deterministic parameter control takes place when the value of a strategy parameter is altered by some 
predetermined way without using any feedback from the process.
2 Adaptive parameter control involves some form of feedback from the evolutionary process to 
determine the direction or magnitude of the change in a parameter. The parameters belong to the 
evolutionary process, thus, this case will be referred to as “process-based” adaptivity.
3 In “self-adaptive” parameter control, adaptive parameters are encoded into the chromosomes of the 
individuals and undergo mutation and recombination together with the individuals that they belong 
to—with the hope that the process finds the best values itself during the process.
The second case is inherent to the naive version of the Interleaved EA. There are several process 
parameters like a priority list for the objectives and fitness thresholds for each objective, which are 
adaptively altered during an evolutionary run. A self-adaptive variant has also been implemented for 
important mutation parameters, which is found successful, at least for the d_p.graphics application 
(Chapter 4). As was discussed within the context of complex EAs, self-adaptive EAs are integral parallel 
evolutionary systems, where the evolution of the parameters is integrated within the evolution of the 
solution candidates. In this way, the feedback between the two evolutions is immediate, and much 
more complex than it could have been with a manually constituted static scheme. This co-evolution 
model of the Interleaved EA concerns the adaptation of complex EAs; in other words, it is a dynamic 
automated mechanism for complex EA adaptation. However, this is an implicit and lower level 
dynamism, and concerns the solution of a single, predefined task while complicated design fields 
demand the parallel evolution of a series of possibly interacting tasks, and even the task definitions. 
The minimum requirement for this demand is a higher-level hierarchy and parallelization on behalf of 
the evolutionary system as was discussed in the previous sections.
Figure 3.8 depicts a scenario for a complex parallelization and nesting of a set of design_proxy-based 
assistants. It should be remembered that the Interleaved EA has been mainly developed as the engine 
of the design_proxy-based assistants. It is a response to the fourth tenet of the design_proxy approach 
(“a dynamic evolutionary approach for solution generation”) and it is expected to form an integrated 
whole with the methods that follow the other tenets31. In a multi-objective case, the similarity-based 
evaluation approach will contribute a set of objectives, to be used together with the other technical 
or formal objectives. As such, there will be a set of objectives with their operators and settings, each 
objective constituting a package. Each grouping of such objective packages towards a design task can 
constitute a separate design_proxy.x assistant (e.g. design_proxy.layout, design_proxy.facade, etc.). 
Finally, a set of design_proxy assistants that are layered over each other in a parallel evolution may 
constitute a higher-level design_proxy assistant (e.g., design_proxy.architecture).
31 The design_proxy approach consists of, (1) flexible and relaxed task definitions and representations, (2) intuitive interfaces that 
make use of usual design media, (3) evaluation of solution proposals through their similarity to given examples, (4) a dynamic 
evolutionary approach for solution generation. See Chapter 2 for further information.
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FIGURE 3.8 Potential parallelization of design_proxy-based assistants.
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§  3.8 Conclusion
This chapter concerned theoretical and technical issues regarding Evolutionary Computation (EC). 
In the beginning of the chapter, an overall introduction to the basics and the history of EC studies 
were given, and the basic issues, requirements, advantages, and drawbacks of EC were discussed. 
Additionally, as part of the conceptual background for the Interleaved EA, several schemes, illustrating 
complex and hierarchical EAs were presented and discussed.
The question concerning the required collaboration scheme for the utilization of EC within design 
tasks was answered by a generic task structure (Figure 3.2). The task structure locates complex EAs 
one step above the simpler ones, yet posits separate intelligent agents as necessary for the guiding 
of the process. A multi-level learning EC is hypothesized (Figure 3.5) during the discussion of the 
complex EAs, which would gather all its constituents within hierarchical levels of evolution.
These discussions culminated in the proposal of the “Interleaved Evolutionary Algorithm” (Interleaved 
EA, IEA). The Interleaved EA is a dynamic, adaptive, and multi-objective EA, in which one of the 
objectives leads the evolution until its fitness progression stagnates; in the sense that the settings 
and fitness values of this objective is used for most evolutionary decisions. In this way, the Interleaved 
EA enables the use of different settings and operators for each of the objectives under an overall task, 
which would be the same for all objectives in a regular multi-objective EA. This property gives the 
algorithm a modular structure, which offers an improvable method for the utilization of domain-
specific knowledge for each sub-task, i.e., objective. 
The Interleaved EA has mainly been developed as the engine of the design_proxy-based assistants. 
It is a response to the requirement for a dynamic evolutionary approach for solution generation. With 
its modular structure, it may also be the basis for a multi-level, dynamic, parallel EA, for a higher-level 
design_proxy assistant.
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4 Applications of the design_proxy 
approach and the Interleaved EA
In this chapter, the design_proxy approach will be applied to two design tasks, i.e., the d_p.graphics 
and the d_p.layout. In these applications, the multi-objective evolution approach, adaptivity, and 
the evolutionary process will be attributed to the Interleaved EA, while the aspects of the specific 
application, i.e., task definition, representation, initiation, evaluation, variation methods, and the 
interface will be collected under the specific instance of the design_proxy.
§  4.1 design_proxy for graphics
§  4.1.1 Task definition
The graphic task for developing and demonstrating Interleaved EA and d_p.graphics is defined as 
generating graphical arrangements using a canvas, basic design units (DUs, i.e., pattern stamps 
and text strings), and color sources (radial gradients and plain colors) (Figure 4.1). The aim is to 
generate graphical arrangements that resemble a series of target images, according to different 
characteristics—in this case, color distribution and graphic layout.
FIGURE 4.1 Graphic arrangement task.
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As can be remembered, the main tenets of the design_proxy approach are a relaxed problem 
definition, intuitive interface, similarity-based evaluation, and dynamic generation. Because 
the graphic task is devised for the purpose of the development and testing of design_proxy and 
Interleaved EA, the task already involves all tenets of the design_proxy approach implicitly in its 
definition. The application will also be used for the initial illustration of several concepts that are 
brought forward or mentioned in this thesis.
While various tasks can be carried out within this definition, the series of applications for the following 
experimentations concern the generation of decorative graphic patterns. This toy problem involves 
two distinct sub-tasks, i.e., layout arrangement and color distribution, which require a set of variation 
operators and evaluation procedures for attaining these visual characteristics. Three main task-
specific themes of this implementation will be:
1 The multi-objective EC approach.
2 Parameter setting procedures for EA parameters.
3 Methods for capturing human visual preferences.
Interleaved EA is the answer to the first issue and adaptive parameter adjustment is proposed as an 
answer to the second. Considering the third issue, the main reason behind the attempt to capture 
visual preferences within artificial constructs is the aim to automate the visual evaluation task. 
In general, automating a visual evaluation process is not a simple task, as visual characteristics, 
style, and taste are hard to define or to parameterize. A mechanism that aims at capturing aesthetic 
intentions cannot be static. Rather, it should be possible to define preferences on the run, with respect 
to the specific state of a design process.
A solution proposal for a graphical task is determined by several visual aspects, such as color and 
graphic arrangement. Each of these aspects of a desired solution can be defined by separate stylistic 
constructs and the desired condition for a solution may be defined by a combination of these separate 
stylistic constructs. For the definition of these preferences, instead of parametric or interactive 
approaches, a simple method is proposed to automatically evaluate the candidates. Desired visual 
characteristics are given to the system by means of target images. Images create a fast, intuitive, and 
controlled interface for the human designer, solving the evaluation and interface problems with one 
move. Thus a need for numeric parameter setting is eliminated; which could become cumbersome in 
complicated scenarios.
Within the application, each stylistic preference is defined with a target image that is supplied by 
a human user. Methods have been developed for measuring the resemblance between target and 
solution images with respect to the desired features. This way, each stylistic preference is measured in 
terms of its similarity to a paradigm case32.
Within the generic evolutionary task structure in Figure 3.2, the above description of the graphic task 
corresponds to the problem-setting stage. It should be noted that this task definition constructs a 
prefabricated strategy, which can be used in different scenarios, according to the needs of different 
contexts. Again, with reference to the evolutionary task structure (Figure 3.2), the Interleaved EA is an 
example of the complex, hierarchical EAs.
32 The importance of resemblance-based evaluation has been stressed by Dreyfus (1972; Dreyfus and Dreyfus, 1986) with reference 
to Wittgenstein’s (1999) “family resemblance” notion, as an alternative to the rule and definition based approaches. Conceptual 
background and practical utility of this conception will be further elaborated in the next chapter.
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§  4.1.2 A review of related studies
The above-described task, i.e., the generation of graphical arrangements using DUs, constitutes 
a sub-region of a broader layout generation problem. Layout generation is a long-studied field of 
Computational Design, which has many variants such as artistic illustration, graphic design, user 
interface design, architectural layout design, electronic circuit board layout, and space allocation. 
In design fields, computational layout generation methods usually involve distinct design units (DUs) 
to be arranged over a two-dimensional space according to a multitude of requirements.
Constraint-based approaches are common in visual interface layout generation, while template and 
grid-based layout organizers have also been utilized (Lok and Feiner, 2001). Lok, Feiner, and Ngai 
(2004) proposed automated layout generation based on automated evaluation of visual balance, 
while Geigel and Loui (2001) described a flexible system for automatic page layout that makes use 
of genetic algorithms for albuming applications. In the latter study, layout fitness measurement is 
based on graphic design preferences supplied by the user according to several criteria such as balance, 
spacing, chronology, emphasis, and unity.
Another line of research, which is closely related to this thesis, formulated the architectural layout 
problem as an evolutionary search. Hanna (2005, 2006, 2007a, 2007b) proposed to derive an 
objective function implicitly from a set of target spatial distributions using axial maps, and carried out 
experimentations on the representation of style. A more extensive review of the architectural layout 
problem will be given in the next chapter.
An image-based user interface for knowledge input for an architectural design context is exemplified 
in Dillenburger, Braach, and Hovestadt (2009). In a broader perspective, style extraction from given 
images may provide us with a huge style-base implicit in existing graphics. For the extraction task, 
Content Based Image Retrieval (CBIR) studies offer a wealth of fast and well-studied techniques 
(Smeulders et al, 2000; Datta et al, 2008; Veltkamp and Tanase, 2002). For the d_p applications, 
variants of techniques are developed and adapted from Smith and Chang (1999).
An automated visual evaluation method that is able to take user desires into consideration would 
be indispensable for an intelligent, automated, or semi-automated design system. While attempts 
have been made for automated visual evaluation in artistic illustration studies (Lewis, 2008), in 
design computation visual evaluation—if not completely omitted or hidden beneath functional 
performance—is still mostly relegated to the human judges, who are summoned either during or 
at the end of the processes. Interactive evolutionary algorithms exemplify one case, and parametric 
approaches another. In the latter case, parameters are adjusted before the process. After evaluation, 
the user is supposed to re-adjust the parameters and restart the process until desired results 
are obtained. Real-time versions can also be envisioned; however, in any case defining visual 
characteristics by numeric parameters can become a very complex and tedious task, while interactive 
sessions tend to become tiresome for the human judges.
A series of studies explored a neural net approach to learn the user preferences from the images 
evolved during interactive sessions. The learned information is then used to automate the evaluation 
stage (Baluja, Pomerleau, and Jochem, 1994; Wiens and Ross, 2002; Hewgill and Ross, 2004). 
Efforts have been made by Machado et al (2004, 2005) to use complexity estimates for images to 
produce automated image “critics” with the aim of using this knowledge for automated and semi-
automated image generation sessions. Ross, Ralph, and Zong (2006) attempted to automatically 
evolve procedural texture formulas by matching the candidates with artistic imagery. In the generation 
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phase, a multi-objective Pareto optimization process is employed, where candidate textures are 
evaluated according to several objectives including bell curve distributions of color gradients and color 
histogram scoring by matching a candidate texture’s color composition with the color histogram of a 
target image. The approaches proposed in this last study are precursors of the image-based definition 
procedures that are used for the d_p.graphics.
§  4.1.3 Visual interface
As already mentioned above, for the d_p.graphics application, an image-based interface is used to 
set the desired stylistic characteristics before an evolutionary process starts. A series of target images 
are used for this task. Through these images, separate target features for 2D arrangements are 
determined, which describe color distributions and spatial arrangements. This separation makes it 
possible to create novel graphical arrangements using different targets for each feature type (Figure 
4.1). Three usages are proposed for the extracted features:
1 Initiation of the first generation (probability distribution maps are produced from target images).
2 Measuring color similarity between the target and candidate color distributions (features are defined 
by one-dimensional histograms).
3 Comparing target and candidate layouts in terms of DU sequences and distributions (grid-
based layout evaluation).
Two basic types of target images are utilized for the definition of the preferences:
1 For color distributions, arbitrary bitmap images are supplied by the users.
2 For DU layouts, vector graphics are generated by the users with pre-specified DU types. 
These vector graphics are parsed with a script, so that coordinates of all the DUs are acquired 
with respect to DU type.
An initiation map is produced from this information. For the initiation map, each DU’s center 
coordinates are divided by a cell width. Row and column numbers of resulting cells are placed in a 
dictionary, which holds possible initiation positions for each DU type.
A number of procedures that measure a candidate image’s similarity to the target images are used 
to capture and implement functional and aesthetic intentions of the users. These procedures 
act as types of objective functions, along with other formal or functional objective functions and 
constraints. Preparation of target features and the evaluation procedures will be described in 
the following sections.
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§  4.1.4 Representation, initiation, evaluation, operators, and the evolutionary process
In the d_p.graphics implementation, the genotype of a candidate image comprises all the data 
related to that candidate, including phenotype mapping information (Figure 4.2). Both evolved and 
fixed values are stored in an individual’s genotype. Each DU has a static location on a fixed length 
chromosome. For each DU, evolved values comprise the x and y coordinates of the DU center and RGB 
values for the gradient stops.
FIGURE 4.2 Genotype for d_p.graphics.
In the self-adaptive version, for each objective function, separate lists of standard deviations for 
‘nudge’ and ‘color’ mutations, as well as ‘swap rate’ values are also stored and evolved as follows:
 – For each DU, one standard deviation value is stored, for each of the nudge and color mutations (these 
mutations will be described below). This is an example of component-level self-adaptivity.
 – For each candidate (i.e., individual) a value is stored as the ‘swap rate’. This exemplifies individual-
level self-adaptivity.
A candidate is initiated by assigning center coordinates, color values, and optional mutation 
parameters to all of its DUs. Center coordinates are initiated either from amongst possible values of 
the initiation map or randomly (Figure 4.3).
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FIGURE 4.3 Initiation (Desktop 1 scenario).
In total, three selection operators are implemented:
1 Fitness proportional selection: In the first step, fitness values of the candidates are normalized, i.e., 
the fitness value of the worst candidate is subtracted from the fitness values of all candidates, then 
all values are divided by the sum of all fitnesses, so that the worst candidate is assigned a value of 0, 
and the total value of fitnesses is 1. In the second step, for each candidate, a random number is drawn 
from a uniform distribution, within the range of [0-1]. If this number is below the normalized fitness 
of the candidate, the candidate is selected. This procedure is repeated until the desired amount of 
candidates is selected. This method assigns a probability of selection for all candidates except the 
worst one. At the mean time, a small advantage is provided for better candidates. Additionally, a pre-
specified number of best individuals can be selected automatically. If the sum of all fitness values is 
zero, the selection is carried out in a uniform manner.
2 Tournament selection: In the typical case, a selection tournament concerns two candidates; however, 
tournaments amongst more than two candidates are also possible. This is sometimes preferred for 
a stronger selection pressure. Therefore, in the implemented tournament selection mechanism, it 
is possible to carry out tournaments amongst a multitude of candidates. The number of candidates 
can be as large as the selection pool. In the first step, a pre-specified number of candidates are 
selected amongst all candidates—with replacement, to prevent a candidate to compete with itself. 
The tournament procedure is straightforward. The best individual is selected amongst the tournament 
candidates. Additionally, a pre-specified number of best individuals can be selected automatically, 
without entering into a tournament.
3 Uniform selection: This is a random selection procedure amongst several candidates. Additionally, a 
pre-specified number of best individuals can be selected automatically.
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There are several stages in an EA, where selection pressure can be applied. These are the stages 
where crossover parents, mutation candidates, and individuals for the next generation are selected. 
For controlling the speed and progression of an EA, and most importantly for avoiding greedy EAs, 
which can get stuck in local optima, the selection pressure should be balanced. Therefore, it is 
sometimes desirable to carry out some phases of selections with no pressure at all, while applying 
pressure at other phases. There are also several parameters that control selection pressure, such as the 
quantity of candidates to be generated by recombination or mutation. Other parameters that are used 
for the other operators may also interfere with the selection pressure. Therefore, it is not possible to 
decide on these parameters in an a priori manner and extensive tests have to be carried out for finding 
appropriate value combinations.
For recombination of parent candidates, an ‘n point crossover’ operator is implemented. It is a 
procedure where a series of randomly selected DUs are exchanged between two genotypes. When 
the DU positions are static on the implemented genotype, it is straightforward to implement this 
process. Within the self-adaptive version, several parameters are attached to each DU, and these 
are transferred together with the DU. However, there are also adaptive parameters attached to a 
candidate, i.e., adaptive sigma rates and swap ratios. These values are not exchanged.
There are three mutation operators (Figure 4.4):
1 Nudge mutation is a type of “creep mutation” (Eiben and Smith, 2003). For each DU of a candidate, 
first, a number is drawn for the nudge step from a Gaussian distribution with mean 0, and standard 
deviation σ. If the unsigned value of this number is below a specified threshold, it is ignored; else, 
according to another random draw, it is summed up with the present x and/or y value of the DU. 
This latter procedure is also a means to limit the number and strength of mutations for a candidate. 
In the self-adaptive version, for each fitness type, a separate standard deviation value is stored in 
each of the DUs. These values are again mutated with a creep mutation operator, before the nudge 
mutations are carried out.
2 For “swap mutation”, a candidate is chosen, and a random number is drawn within the range [0-1], if 
this number is below a certain swap threshold, a set of DU couples are selected from the individual’s 
chromosome. The number of these couples is controlled by the “swap rate” which is assigned to each 
candidate. In the next step, the center coordinates of these DU couples are exchanged. The swap 
threshold controls the amount of swap mutations within a population; however, because this is also 
controlled by the “swap rate” which can be an adaptive parameter, the former threshold is eliminated 
by being set to 1. In the adaptive version, for each candidate and for each fitness type separate swap 
rates are stored. Swap rate values are bounded at 0 and 1 and mutated using a creep mutation before 
the swap mutations are applied.
3 “Color mutation” is implemented as follows: First, the RGB values are converted into HSV mode. 
These values are in turn normalized within the range [0-1]. After this step, for each of the H, S, and V 
values, the value is mutated by a creep mutation, similar to the nudge mutation above. A number is 
drawn for the mutation step, from a Gaussian distribution with mean 0, and standard deviation σ. 
If this step is below a threshold it is ignored, else, it is summed up with the present value. Then, if the 
resulting value is below 0 or above 1, it is rescaled with a remainder operator so as to stay circular (as 
an example, -0.2 equals 0.8). In the self-adaptive version, for each fitness type, a separate standard 
deviation value is stored for each DU. These values are mutated with a creep mutation operator before 
the nudge mutations are carried out
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FIGURE 4.4 Mutation operators.
For the application series, five procedures have been implemented for fitness calculations. Two of 
these functions are combined together with a weighted sum. Hence, there are four fitness types:
1 Out + Overlap fitness: For the applications, a flexible spatial representation is used, which permits 
the DUs to overlap each other or to cross the outer boundary of the canvas. This objective function 
is implemented as a combined function, to control the outward migration and overlapping of the 
DUs. Fitness value for this objective is calculated as follows (Figure 4.5): Each DU has a rectangular 
bounding box. For each candidate layout, first, all DUs are checked for whether their bounding boxes 
violate canvas boundary. If a DU is partially violating the boundary, a penalty is given according to 
the ratio of the violating part. If a DU is totally out of the boundaries, a penalty is given according to 
the distance from the center of the image. Secondly, all DUs are checked for overlapping other DUs. 
If overlap occurs, the overlapping area is divided by the smaller DU’s area, and a penalty is given 
accordingly. Finally, total outer boundary penalties and DU overlap penalties are combined into 
a single fitness value by a weighted sum. In the implementations, nudge mutation is used along 
with this fitness type.
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FIGURE 4.5 Penalty calculations for Out + Overlap objective. FIGURE 4.6 Cell, row, and column preparation for Cell and Sequence 
objectives.
2 Cell fitness: First, a target feature has to be extracted from a target image layout. Values of the center 
coordinates (x, y) of each DU within the target image are divided by a pre-specified cell-width value, 
and a symbol representing the DU’s type is placed in a grid-cell-dictionary. This dictionary is stored as 
the fitness target (Figure 4.6). For evaluation, the same procedure is applied to each candidate layout, 
and grid-cell-dictionaries for each of the candidates are obtained. Then, the two cell dictionaries are 
compared. For each cell, a penalty is given for the mismatches. If a DU type is present in a specific 
cell of the target, but not in the corresponding cell of the candidate, a penalty is applied. This fitness 
is meant to be tolerant for abundance cases, where candidate images contain larger numbers of DUs 
than the targets. Swap and nudge mutations are preferred for this fitness.
3 Sequence fitness: A grid is prepared for a specified width, then for each row and column, symbol 
strings are produced according to sequences of DU types. Dots (‘.’) are placed for empty cells. This 
procedure is applied to both targets and candidates (Figure 4.6). For fitness evaluation, each of a 
candidate image’s strings is compared with the corresponding string of the target. This comparison 
is done by finding the Levenshtein distance, which gives the minimum number of editing operations 
needed to transform one string into the other. The permitted operations are insertion, deletion, 
or substitution. This fitness has the advantage of taking relative positioning of the DUs into 
account, but it penalizes abundance cases. As with Cell fitness, swap and nudge mutations are 
preferred for this fitness
4 Color fitness: For this fitness type, a bitmap image is specified by the user as a target (Figure 4.7). 
For target preparation, first the RGB values of the target image are converted into HSV mode, which 
is relatively more intuitive for human perception. Then, for each series of H, S, and V values, separate 
histograms are prepared and normalized, so that the total area of the histogram equals 1. This step 
is necessary to compare images with different pixel quantities. For the histograms, several bin widths 
were tested and no considerable difference was observed. In the end, histograms with 70 bins are 
used. After the same procedure is applied to prepare candidate histograms, Manhattan distance is 
calculated between target and candidate histograms. Then the three distance values corresponding to 
H, S, and V histograms are combined with a weighted sum (equal weights are used). Color mutation is 
used together with an optional nudge mutation for this fitness.
TOC
 140 Evolutionary design assistants for architecture
FIGURE 4.7 Color fitness calculations.
There are a series of process parameters, which should be initiated before evolution starts33. Care 
should be taken for the adjustment of these parameters, because success of the process is closely 
connected with proper settings (Figure 4.8).
33 Interleaved EA and d_p are implemented with the Python language. In addition to standard Python libraries, a set of external 
libraries are utilized, i.e., Numpy and Scipy for scientific computing, Matplotlib for plotting the process graphics, PIL for raster image 
processing, Pycairo for the generation of new images, Polygon and Shapely for geometrical calculations, and finally Psyco for speed-
ing up the program.
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FIGURE 4.8 Basic parameters of the d_p.graphics application.
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As can be seen in Figure 4.8, there are fixed and adaptive parameters. Adaptive parameters are 
in turn categorized under three headings, i.e., parameters per process, candidate, and DU. Fixed 
parameters are determined before the process starts. For the adaptive parameters, initial values 
undergo changes throughout the evolutionary process. Basic process parameters, such as population 
size, are fixed. Generation (tour) count determines the maximum number of generations before the 
process terminates. There is a second termination mechanism, i.e., the stagnation criterion, which 
will be described below.
There are switches that determine which elements will be taken as adaptive, non-adaptive, and 
self-adaptive. This gives fine-grained control over different aspects of the process. Another option 
controls the use of an initiation map. For the initiation of the candidates, pattern stamps have 
to be chosen beforehand, along with a basic DU list enumerating the types, numbers, and basic 
parameters regarding DUs.
An important adjustment concerns the priority list for the objectives. This list determines the initial 
preference for the objectives, in other words, which objective’s process will be run first. In the d_p.
graphics application, for each objective, there are two fixed fitness thresholds for start and end 
values. A third threshold, which is adaptive, starts from the start value, and throughout the process 
ascends towards the end value in equal increments (usually 5 or 10 steps). This parameter checks 
for the average fitness level of the population regarding an objective. Its usage will be further 
detailed below. In the d_p.layout application, the adaptive threshold approach has been discarded 
in favor of a random shuffling of the priority list in cases of extended stagnation. In either version, 
the priority list undergoes changes adaptively during the process. Together with this list, an 
additional dictionary holds parameters for each objective. These include parameters for the fitness 
function, mutation roulette (determines the mutation types and their relative probabilities for each 
objective), and selection operators for each selection stage. All selection operators offer an option to 
choose a number of best candidates directly. Additionally, there is a tournament size parameter for 
tournament selection.
A separate number can be assigned to each objective for the offspring to be produced through 
mutation. There is no inherent limit on this number; it may exceed the population size, which enables 
the examination of a wider search space with the expense of computing time. A higher value is 
usually useful; however, it might also be desirable to diminish this value, especially for the more time 
consuming objectives.
A series of parameters are dedicated to stagnation controls, and are used for two main aims. The first 
aim concerns the termination of a completely stagnated process. If a population within an EA stops 
improving its average fitness levels, this usually means that either the EA is not working properly, or 
it has reached a level after which a considerable fitness improvement is not expected. To check for 
such situations, a stability threshold is determined and at each generation, a stagnation control is 
applied to each objective. In d_p.graphics, the improvement of a generation is determined over the 
improvement of its average fitness with regard to the previous generation. Improvement information 
of a pre-specified number (‘stability stop’) of generations is stored within a dynamic dictionary. Each 
generation is compared with the previous generation to check whether it improved or not. The ratio 
of unimproved generations to the stability stop is compared with a stability threshold. If it is below 
the threshold, the objective is assumed to have stagnated. If all the objectives have stagnated, 
the process terminates.
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There is another stagnation control mechanism only for the objective that is determined as the current 
objective. Several alternatives have been tested for this mechanism. In the adaptive version, there are 
two stages. In the first stage, if the population is found stagnated with regard to the current objective 
for a pre-specified number of generations (usually in none of the last 5 generations), then adaptive 
process parameters are modified. However if the stagnation is found to have exceeded a second 
threshold (usually double the first number, i.e., 10), then the objective priority list and objective 
thresholds are modified using a random number drawn from a Gaussian distribution with a pre-
specified standard deviation (process parameter standard deviation). In the self-adaptive version, if 
the population is found stagnated with regard to the current objective for a pre-specified number of 
generations, the process directly goes on to modify the priority list. The modification procedure will 
be described below. The process for the Interleaved EA can be observed in Figure 4.9. It should be 
noted that, a different stagnation test has been implemented for the d_p.layout application, which is 
measured over the slope of the fitness graphs. In this case, the stagnation threshold takes the form of 
a minimum slope value.
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FIGURE 4.9 Evolutionary process for the self-adaptive Interleaved EA for the d_p.graphics application.
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Additional information has to be provided by the user before the evolution starts; most importantly, 
fitness measurement mechanisms and basic parameters for each objective.
For the Out + Overlap objective, which controls the amount of DU overlapping, there are two separate 
penalty parameters for overlap and boundary violation conditions. These parameters should be 
carefully weighed with regard to each other.
For the Sequence objective, first, a target image has to be supplied and processed as was described 
above. Through the processing, two dictionaries are prepared such as:
 – target_rows = {0: ‘.SS...MSS’, 1: ‘.SSB..MSS’, -2: ‘SSSSSSSSMSSSS’, -1: ‘.S...MS’, -3: ‘.S....S’}
 – target_columns = {0: ‘...SS.’, 1: ‘MMMSM.’, 2: ‘SSSSSSSSS’, -2: ‘B..SS.’, -4: ‘...S.’, -3: 
‘SSSSSSSS’, -1: ‘...S.’}
The numbers specify the numbers of rows and columns. Each letter in these dictionaries concerns 
a type of DU. In the current application, types of DU’s comprise small, medium, and large pattern 
stamps along with text stamps. For the parsing of the candidate layouts, a grid-width is specified. 
There is also an option to give different weights to row and column ratings.
Adjustments for the Cell objective are similar to the Sequence objective. This time a dictionary of cells 
is produced from a target. The target can be the same as the Sequence target.
For the Color objective, first a target image is processed to obtain a target histogram. Relative weights 
may be specified for the values of hue, saturation, and value, which can help favor one over the others. 
An important parameter is the downscaling rate, which scales down a candidate before evaluation in 
order to save time. After several trials, a rate of 0.4 is fixed for applications. The number of histogram 
bins is equaled to the number of bins used for the preparation of the target images. Finally, for the 
Pareto-based version, there is an option to scale the effect of Pareto ranking up or down.
The first generation of candidates can be initiated either randomly or by using an initiation map as 
a probabilistic guide that locates stamps within a grid. Color values are assigned randomly. During 
initiation, values for candidate based adaptive parameters are initiated using the initial values. Likewise, 
the DU based self-adaptive parameters are initiated using the initial settings. It should be noted that for 
each of these types of parameters there are separate parameters for each of the objectives. In the current 
application, candidate-based parameters include the swap rate while the DU based parameters are 
nudge step and color mutate step. After initiation and mapping, the individuals within the first generation 
are evaluated according to all objective types listed in the objectives list. The results are stored in the 
genotypes of the candidates. Additionally, overall process statistics are calculated and stored in log files.
As the first step of evolutionary cycles, the default objective is set as the current objective. There 
is a success check at this stage. As described above, there is an average fitness threshold for each 
objective. Each objective is examined to find whether it surpasses this threshold. If the average fitness 
values of all the objectives are found to surpass their thresholds, all thresholds are increased one 
step. The reason for this operation is related to the determination of the current objective. For the 
determination of the current objective, the priority list is traversed to find the first objective where the 
mean fitness is below its current threshold. The first objective that is found to stay below its upper 
threshold is determined as the current objective (Figure 4.10). In this way, when the current fitness 
surpasses its threshold, the next fitness type is activated, and when, because of possible conflicts 
between the objectives, the current objective’s operations decrease the mean fitness value of a prior 
objective, the prior one is re-activated to readjust the population.
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FIGURE 4.10 Adaptive determination of the current objective.
The aim of this mechanism is to gradually improve all objectives simultaneously. If the prior objectives 
have already achieved their temporary aims, then the process switches to the next objective. This 
mechanism for using feedback from the process was intended to create a dynamic decomposition 
scheme peculiar to each design task.
After the default objective is determined, stagnation controls are carried out. During evolution, if 
the process is found to have stagnated for a pre-specified number of generations, adaptive process 
parameters are modified. For the self-adaptive version, several modifications are carried out over 
the priority list. When stagnation occurs, if the stagnated objective is not the last one on the list, its 
position is exchanged with the next one on the list; thus, the priority list is dynamic. This way, another 
objective may be assigned as the current objective, if it is below its threshold (Figure 4.11).
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FIGURE 4.11 Modifications in case of stagnation (for d_p.graphics implementation).
In case of stagnation, if the current (stagnated) objective is already at the end of the priority list, this 
means the prior objectives have achieved their intermediate goals, but the last objective stagnated. 
To steer the population towards other areas of the search space, the thresholds of the other objectives 
are increased for one step. This procedure will be repeated if stagnation continues, until a prior 
objective is set as the current objective.
However, due to the specifics of each design task, the success and speed of the objectives vary 
considerably. Consequently, a process may start with the first objective, then move on to the second 
and come back to the first repeatedly, never getting to the third or fourth objective. Therefore, in this 
approach initial settings for priority list and fitness thresholds become critical for the success of the 
algorithm. However, for each new problem the fitness topography considerably changes, making a 
prior inference of the threshold values impossible. This necessitates extensive testing for each new 
problem, which is by no means desirable. Indeed this would be disastrous in real world applications. 
This is why, in the d_p.layout application, the adaptive threshold approach has been discarded in favor 
of a random shuffling of the priority list in cases of extended stagnation, which, together with the 
rank-based selection procedure, totally dispenses with the prior adjustment requirement.
After these procedures, the candidates for crossover and mutations are selected using the current 
objective’s selection operators and parameters. Then the recombination operations are carried out. 
For the ‘n point crossover’ operator, the number of DUs to be exchanged between two parents is an 
important parameter, which can be evolved as an adaptive process parameter.
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For the adaptive and self-adaptive versions, the mutations of the adaptive parameters are carried out 
just before the mutations of the DUs. Each objective has a separate roulette for guiding the mutation 
operations. The roulette determines which mutation operators will be used for that objective and in 
which order. It also determines the selection probability of each mutation operator for that specific 
application. More than one mutation operator can be applied to a candidate sequentially, which is also 
controlled by the roulette of the objective.
After the new genotypes are obtained, they are mapped to their phenotypes, and evaluated before they 
are added to a secondary pool of candidates. At this stage, there are two pools of candidate images; 
first, the current generation, and second, the offspring. The population size is kept static; therefore, 
a selection procedure is applied to obtain a single population, according to the selection operator 
specified by the current objective. The process iterates through these steps until a predefined count is 
reached or the population stagnates for a pre-specified number of generations for all objectives.
The implemented Pareto-based approach is rather simple. It is based on Fonseca and Fleming’s 
proposal as described by Back, Fogel, and Michalewicz (2000). Candidates are simply assigned a cost 
value according to the quantity of other candidates in the population that dominate them. Fitness of 
a candidate is determined by negative cost value. No strategy is implemented for guiding the search 
towards any sub-region or for an even distribution of the Pareto front.
§  4.1.5 Application cases for d_p.graphics and the naive Interleaved EA
In this section, the initial tests and demonstrations for the d_p.graphics and the naive version of 
the Interleaved EA will be presented. The tests will be carried out through the applications for three 
distinct design scenarios, i.e., the generation of decorative patterns for computer desktop wallpapers, 
coffee cups, and T-shirts. The aim of these tests is to verify that the evolutionary operators of d_p.
graphics carry out their tasks as expected and naive Interleaved EA works reliably for a variety of 
scenarios. The series of tests will concern the following questions:
1 Do the fitness procedures guide a population of solution candidates towards a desired state?
2 Do the fitness procedures work as expected when they are used together in multi-objective evolution?
3 Does the naive version of Interleaved EA operate as expected? What are the evolutionary 
characteristics of this system?
4 With respect to parameter control, are the process-based and self-adaptive schemes advantageous 
over the regular case?
5 Is the approach flexible in its totality? Is it easily adaptable to different scenarios and cases?
6 How does the approach compare to a Pareto-based approach?
For the first three questions, single-objective and multi-objective test series have been carried 
out through several design scenarios. Results of the tests will be examined through (1) average 
fitness graphs for each objective, which display the progression characteristics of EAs, and (2) visual 
evaluation over the results, which better indicate whether expected results are obtained or not.
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For the fourth question, process-based and self-adaptive versions have been compared with the 
non-adaptive (regular) case. The adaptivity scenario is meaningful for cases where, (1) best parameter 
combinations are not known, and (2) where the best parameter combinations change during an 
evolutionary process. Therefore, a series of tests will be carried out with both poor and ‘best-so-far’ 
parameter settings. The former case mainly tests adaptive parameter-control functionality, while the 
latter indicates whether parameter adaptivity is also advantageous throughout the process.
Three different scenarios have been devised for answering the fifth question. There are two sub-tasks 
for each scenario. Additionally, for each of the six resulting scenarios, both ‘abundant’ and regular 
versions have been tested. The notion of abundance here refers to the number of DUs used for each 
task and is employed to examine the flexibility of the layout arrangement functionality.
Finally, for the sixth question, a simple Pareto-based version has been implemented, in order to 
compare its results with former trials.
Some of the above-mentioned tests have to be carried out in combination. For example, each of the 
three options for adaptivity (regular, process-based, and self-adaptive) has to be tested for single and 
multi-objective cases as well as for regular and abundant cases. These in turn have to be compared 
with the Pareto-based case. This makes the real testing and demonstration process slightly more 
complicated. Nevertheless, all six aspects will be addressed in the following pages, though in a 
combined and comparative manner.
§  4.1.6 Single-objective tests and adaptivity
Usually, a series of initial tests are carried out before the real tests, in order to find the best settings for 
important process parameters. Ideally, the parameter-tuning process should concern combinations 
of parameters, as these are not independent from each other. This requires a series of tests for each 
combination. However, as there are a large number of important parameters, the quantity of the 
required tests increases combinatorially. Therefore, in practice, most of the parameter finding process 
has to be carried out as if the parameters were independent. This considerably reduces the time spent 
for these tests, at the expense of systematicity.
In this manner, a best-so-far parameter combination has been obtained for each scenario through 
initial runs. With these best-so-far parameter settings, single objective evolutions have been carried 
out to assess the performance of each of the fitness procedures separately. Three series of tests 
have been carried out with different population size and mutation count combinations. The first 
series concern a population size of 10. At each generation, 20 candidates are generated through 
mutation. The second and third series tested 40 – 40 and 80 – 80 combinations for population 
and mutation numbers.
For the layout objectives (Cell and Sequence), vector images have been produced as targets. For the 
Color objective, bitmap target images have been prepared. The candidates are initiated randomly, 
using the same number and types of DUs with the used layout target.
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In each series, for each objective type, both non-adaptive and process-based adaptive versions 
have been tested. For each test type, 10 runs are carried out. Due to the stochastic nature of EC, 
this number should have been higher, ideally at around 100. However, image evaluation was time 
consuming and for this task setting, initial tests displayed a regular evolutionary progression; this 
means, fitness graphs were showing that the courses of the evolutionary runs were mostly stable. 
Considering the large number of required experimentations, each of the test series was limited 
to 5 or 10 runs, which appears sufficient in this case, at least to illustrate the general course and 
capabilities of the approach (In the d_p.layout application, where a real world application is aimed at, 
such tests are carried out over 100 runs). For the single objective test series, each run lasted for 200 
generations. Initially, 60 tests have been carried out (2 options for process-adaptive and non-adaptive 
x 3 options for population size and mutation count combinations x 10 runs). All runs have been 
initiated with the same initiation values.
Figure 4.12 shows target images, example results, and average fitness graphics for each objective 
function, for the first case (population size: 10, mutation count: 20). Example results are given on 
the leftmost column. Each evolutionary run yields a series of such images. Each image is an example 
result of a single-objective run. The two columns on the right include average fitness graphs for 
non-adaptive and process based adaptive evolutionary runs. Each graph is obtained by averaging out 
10 runs. In the graphs, the vertical dimension shows fitness levels, while the horizontal dimension 
indicates the generation count. In addition to the progression of the average fitness levels, best and 
worst candidates are given to indicate population distribution.
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FIGURE 4.12 Single objective test series through the desktop wallpaper scenario; 10 runs of 200 generations for each objective. Non-adaptive and 
process-adaptive versions are given, both use the best-so-far initial parameters.
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It can be seen by a visual examination of the examples that the graphic layout objectives (measured by 
Cell and Sequence fitnesses) managed to evolve the randomly initiated population towards the desired 
compositional state. Cell objective appears to work better but converges more quickly. Sequence 
objective on the other hand, although slower, was continuing its fitness improvement. The controlling 
Out + Overlap objective appears to successfully keep the DUs within boundaries and distribute them 
in order to minimize overlaps. The visual success of the Color objective is not well understood in this 
scenario, it can be better examined in the subsequent trials.
A fine slope of fitness progression can be observed in most of the fitness graphs, with the 
exception of Out + Overlap objective, which converges too fast, partly because of the simplicity 
of the problem. A high and continuous slope indicates that better results would be obtained for 
longer generation counts.
In general, with the best-so-far parameters, the process-adaptive versions appear worse for Sequence 
and Color objectives and only slightly better for Cell objective. With the exception of Out + Overlap 
objective, all the objective functions work reliably with both adaptive and non-adaptive versions. 
For this test series, the process-adaptive version did not work reliably for the Out + Overlap objective. 
As can be observed in the bottom right graph in Figure 4.12, the average fitness level fluctuates 
instead of improving and the increasing distance between the fitness levels of the worst and best 
candidates indicates that the population is wildly dispersed within the search space.
In the second case (population number: 40 – mutation number: 40), again non-adaptive versions 
worked (mostly) slightly better, and in the last case (population: 80 – mutation: 80), performances of 
adaptive and non-adaptive versions became roughly equal. However, the increase in population, while 
lengthening the evolutionary process, did not result in considerably better fitness levels. This was one 
of the reasons for limiting the population sizes for the following experimentations.
The process-based adaptive version modifies the process parameters whenever the process stagnates; 
however, as was discussed in the previous sections, the modification process itself is not guided. 
Additional knowledge is required to decide whether the parameter should be increased or decreased. 
In the non-adaptive and self-adaptive versions, there are still adaptive parameters, such as the 
settings for the objective priority list, which is an essential component of the naive Interleaved EA. 
However, the mutation parameters are either not evolved or are evolved through self-adaptivity, i.e., as 
attached to candidates or DUs.
In order to compare the relative performances of the non-adaptive and self-adaptive variants, series 
of tests have been carried out with single-objective runs, using the same initial parameters; again, 
10 runs for each configuration. In Figure 4.13, several series of tests with various population and 
mutation count combinations are presented. The graphs concern single objective runs for the Cell 
objective. The initial parameters are tuned to the best-known parameters. With these settings, 
performances of the non-adaptive and self-adaptive versions do not exhibit a consistent pattern of 
differentiation. When the best initial parameters are used, an increase in the population and mutation 
counts did not result in an improvement in the attained fitness levels.
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FIGURE 4.13 Comparison of non-adaptive and self-adaptive versions with best parameter settings. Single-objective runs for Cell 
objective. Each graph is the average of 10 runs.
The expediency of adaptivity manifests itself only when ‘poor’ initial parameters are used (Figure 
4.14). A parameter configuration is poor in the sense that it is tested at least 10 times for an objective 
and resulted in considerably lower fitness levels than attained best levels. With poor parameters, 
self-adaptive version performs significantly better with a negligible additional performance cost 
(Figure 4.14). Additionally, these tests show that, contrary to the best parameter settings, for the 
poor parameters, an increase in the population size has a positive effect on EA performance. Yet, even 
for small population numbers, the self-adaptive version still performs almost as good as the regular 
version with the best parameters (Figure 4.14).
FIGURE 4.14 Comparison of non-adaptive and self-adaptive versions with poor parameter settings. Single-objective runs for Cell 
objective. Each graph is the average of 10 runs.
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§  4.1.7 Multi-objective tests for abundant and regular cases
As was shown, the objectives work as expected and the self-adaptive version is a viable method for 
parameter-control. The second stage of tests concerns multi-objective evolution for assessing the 
overall viability of naive Interleaved EA and d_p.graphics. For the multi-objective test series, twelve 
real-world scenarios have been developed. These concern the generation of decorative arrangements 
for coffee-cups, T-shirts and computer desktop wallpapers. For each scenario, target images have 
been produced for color and layout objectives.
Six of the scenarios use exactly the same amount and types of DUs with their layout targets, while the 
remaining scenarios involve exactly two times this amount. The former are called regular or non-
abundant cases, while the latter are abundant cases. The abundant cases are generated in order to test 
the flexibility of the task definition (Figure 4.15).
FIGURE 4.15 Inputs and results of the first Cofee-cup scenario, regular and abundant (upper right) cases.
Initially, multi-objective test series have been carried out with the process-based adaptive version of 
the Interleaved EA; 10 runs for each scenario and for its abundant version.
It should be noted that, technically, the proper adaptation procedure is different for each objective, 
and it should be developed in parallel with the objective function. This is one of the weaknesses of 
the process-based adaptive approach, and is illustrated by the failure of the Out + Overlap objective 
in the process-adaptive version (see Figure 4.12). Therefore, in the multi-objective tests, adaptivity is 
disabled for this objective while the other three objective types have been used in an adaptive fashion.
Satisfactory results have been obtained through the experimentations, which is reflected by the 
attained fitness levels. Figure 4.16 presents example results and process graphics for the second 
Coffee-cup scenario. It can be observed through visual evaluation that the resulting images reflect 
both of the target images and also the formal constraints implemented through the Out + Overlap 
objective. Results of the other scenarios are presented in Figures 4.17, 4.18, 4.19, and 4.20.
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Layout objectives converged rather fast, as a result of initiation through initiation maps. After this fast 
convergence, while the Color objective continued to work for improving the color distribution, layout 
objectives simply maintained their fitness levels, which is exactly the aim of the naive Interleaved EA. 
It should be noted that the Out + Overlap objective was set to rather tolerant overlap values for these 
scenarios, which required a degree of overlap. These trials show that the stochastic nature of the EAs, 
when coupled with tolerant objective functions, exhibit a flexible design approach. In other words, it is 
possible to produce a variety of similar, yet distinct solutions for a graphic design task; solutions, which 
comprise different types and numbers of DUs, while still resembling the same targets.
FIGURE 4.16 Examples of multi-objective runs: Coffee-cup 2 scenario and its abundant version (process-adaptive).
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FIGURE 4.17 Results of the Desktop 1 scenario, non-abundant versions (process-adaptive).
FIGURE 4.18 Results of the Desktop 2 scenario, abundant and non-abundant versions together (process-adaptive).
FIGURE 4.19 Results of the T-shirt 1 scenario, abundant and non-abundant versions together (process-adaptive).
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FIGURE 4.20 Results of the T-shirt 2 scenario, abundant and non-abundant versions together (process-adaptive).
§  4.1.8 Naive Interleaved EA vs. Pareto-based version
After observing the performance of the self-adaptive version, further multi-objective experimentations 
have been carried out for non-adaptive and self-adaptive versions. These test series have been carried 
out through one of the scenarios, using all four objectives. In the self-adaptive trials, self-adaptivity is 
enabled for all objectives, including the Out + Overlap objective. Different configurations are compared 
in order to examine three basic issues in combination:
1 Multi-objective comparison of the non-adaptive and self-adaptive processes.
2 The utility of initiation maps.
3 Comparison of the self-adaptive naive Interleaved EA with the Pareto-based version.
Figure 4.21 compares the results of these experimentations. The essential reason for the 
implementation of the adaptive variants was to alleviate the burden of the parameter-finding process. 
The below experimentations demonstrate the viability of the approach with regard to this aim. 
Interestingly, the performance of the self-adaptive version with poor initial parameters is almost equal 
to the non-adaptive version with the best initial parameters. Actually, it is slightly better for most 
objectives (Figure 4.21). However, the low number of trials prevents us from asserting this superiority 
in a certain manner. It should be noted that such superiority has not been observed in the systematic 
trials of the d_p.layout application, which will be further discussed in the next chapter. Nevertheless, 
when the potential of emancipated time of the user is considered, together with the negligible 
additional computation cost, self-adaptive procedures deserve further experimentation.
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FIGURE 4.21 Comparison chart for average performances of different version combinations.
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The most important difference between the Pareto-based version and the naive Interleaved EA is that, 
in the Pareto-based version all objectives share the same mutation procedures and the same selection 
and initial parameter configurations. Contrarily, the Interleaved EA incorporates different mutation 
procedures and configurations for each of the objectives.
Another important difference is that, even with conflicting objectives, the Pareto-based version 
prefers a move towards a better area in the search space, and never worse. Yet, partly because our 
implementation lacks additional mechanisms, a simultaneous improvement for all the fitnesses is not 
guaranteed, and the populations tend to disband towards the fringes of the multi-dimensional search 
space. Each fringe includes better candidates in terms of a single objective. This result is contrary to 
what is desired in the design task, where the main objective is to obtain solutions, which are good on 
all objectives simultaneously. Consequently, for our tasks, an increase in the mean fitness values of the 
populations is important rather than the best-so-far value of a specific objective.
A related problem is that, in general, when the population size is larger, variety increases. Thus, 
it becomes hard to find individuals that reach high levels on all the fitnesses simultaneously. 
The solution for the previous trials for the Interleaved EA was simple: the population size was kept 
small, so that the mean levels of the fitnesses are increased in parallel. However, this is not viable for 
more complicated problems, such as will be encountered in building layout evolution.
On the other hand, even for the simple graphic tasks, initial tests revealed that in order for the Pareto-
based version to function properly, at least a population size of 80 was required; which seriously 
lengthens the process. When this population size is reached, the best results of each objective are 
almost as well as the results of the Interleaved EA that has a population number of 10 and a mutation 
count of 20 (Figure 4.21). However, these best candidates of the Pareto-based version are usually 
‘bad’ in terms of the other three objectives. This problem can be examined in Figure 4.22, where four 
dissimilar images are obtained from the Pareto-based version, none of which is ‘good’ on all fitness 
levels. Contrarily, the typical Interleaved EA converges on a family of similar solutions that are good 
on all objectives. One reason for the failure of the Pareto-based version might be the simplicity of 
the current Pareto-based implementation. In the Pareto-based version, mechanisms for directing 
the search towards more desirable regions were lacking. Consequently, although the final fitness 
levels appeared high, in reality it was not possible to obtain desired images that are good on all 
objectives. In any case, the Pareto-based version required much longer computation time than the 
Interleaved EA versions.
TOC
 160 Evolutionary design assistants for architecture
FIGURE 4.22 Example processes and results for the Pareto-based version (left) and self-adaptive naive Interleaved EA (rightmost column).
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The presented Interleaved EA approach is ‘naive’ in the sense that it ignores the interdependence of 
the objectives. To an extent, it behaves as if the conflicts or dependence between the objectives are not 
important. Nevertheless, for these task settings, the naive Interleaved EA approach works.
If the average and worst fitness levels are examined together with the best fitnesses, in Figure 4.21, 
it can be seen that the populations in the naive Interleaved EA tend to converge within a small 
range of fitness levels on all objectives simultaneously; exactly as desired. On the other hand, the 
populations in the Pareto-based version are wildly dispersed. This can also be observed in the results 
that are exemplified in Figure 4.21. The typical courses and results of the two versions exhibit obvious 
differences. It should be noted that both versions would produce separate images for each objective, if 
they did not converge on a single individual.
It can be observed in the process graphs in Figure 4.22 that during the example run of the Interleaved 
EA, the three objectives have reached a high fitness before 200 generations, and the remaining period 
was spent for the Color objective. In the first half of the process, the downward spikes of the worst 
candidates indicate the phases where the current objective changed. In the Pareto-based version on 
the other hand, the range between the worst and best candidates is usually large.
As mentioned in the previous sections, for the naive Interleaved EA, two threshold values should be 
determined for each objective before each process. This has both advantages and disadvantages. As for 
the disadvantages, it might be difficult to adjust these priorities and thresholds. Several test runs may 
be required to find a reliable setting for each new scenario. For the graphic tasks, the initiation map 
mechanism alleviates this problem by starting on already high fitness levels for the layout objectives. 
An example run with an initiation map is presented in Figure 4.23. The map initiates the image layout, 
while the color values are initiated randomly. It can be observed that the Color fitness (“Histogram 
fitness” in Figure 4.23) constantly increases to reach from a random color distribution state to a higher 
fitness level, while the remaining objectives, which concern layout features, mostly work for preserving 
initial levels after an abrupt initial rise. The Out + Overlap objective has an additional task to stir up the 
initiated layouts, especially in the beginning of the evolution. Therefore, usage of the initiation maps 
alleviates the burden of threshold setting. Furthermore, initiation by maps generally leads to higher 
fitness levels as can be observed in Figure 4.21. The Pareto-based version is relatively less susceptible 
to the lack of initiation maps. This is partly because the fitness improvement in the first phases of the 
evolutionary processes is typically steep.
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FIGURE 4.23 The effect of the initiation maps.
In addition to its previously stated drawbacks, there are also advantages of the priority list approach. 
It provides the user with a control mechanism over the evolutionary process. As mentioned above, in 
the example scenarios, a fair degree of overlap was desired, hence a fitness level between -10 to -5 was 
desirable for the Out + Overlap objective, which can be controlled with these thresholds. These values 
also provide a control mechanism for the allotment of the computation time to different objectives. 
In Figure 4.22, it can be seen that the Pareto-based version distributes its resources evenly throughout 
the process and tries to improve all fitnesses as much as possible. On the other hand, in the example 
in Figure 4.23, the naive Interleaved EA first gives priority to the layout parameters, and then switches 
to the Color objective and spends most of its time for color adjustment. This was a deliberate setting, 
because the color component was assumed to be the most influential feature for visual evaluation.
§  4.1.9 Conclusions and an evolutionary collaboration model
In the preceding sections, an evolutionary approach for generating graphical arrangements was 
described, an image-based preference setting interface and a similarity based evaluation approach 
were exemplified, and a kind of multi-objective EA, the naive Interleaved EA was demonstrated. 
Coupled with the design_proxy, the interleaved EA is a decomposition and collaboration approach. 
In its self-adaptive variant, it becomes a dynamic, multi-level, parallel EA.
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The experimentations in the previous chapters were mainly aimed at illustrating the technical aspects 
of the approach. Through a series of design experiments, several aspects of the approach have been 
examined. Overall, it can be claimed that the experimentations demonstrated the applicability of 
the approaches. The specific questions that were asked to evaluate the approaches concerned the 
success of the objectives in single and multi-objective settings, the operation of the naive Interleaved 
EA for the scenarios, the viability of the adaptivity schemes for parameter control, and the versatility of 
the adopted approaches.
Through the trials, the objectives were shown to work reliably and to carry out assigned tasks 
as expected, in both single-objective and multi-objective cases, which also demonstrates the 
applicability of the naive Interleaved EA. This last issue was further demonstrated by a comparison 
with a Pareto-based approach. For the adjustment of other process parameters, the self-adaptive 
variant of the naive Interleaved EA was shown to be a viable option for poor initial parameter settings, 
and at least as well as the non-adaptive version for the best parameters. Finally, the versatility of the 
approaches was demonstrated by their application for twelve variants of three different scenarios.
It should be noted that, within the implemented system, the mechanisms for evolving the layouts 
are rather primitive, and they are proposed only for illustrating and exemplifying the proposed 
approaches. On the other hand, although simple, the color evolution mechanism is able to attain 
subtle results. Considering the fine-grained distribution of color gradients within an image and the 
corresponding difficulty in manually creating such a distribution, it can be claimed that even human 
designers could benefit from the implemented color evolution mechanism.
One essential objective of the presented approaches was to carry out the visual evaluation operations 
automatically. In most evolutionary design applications, either the aesthetic dimension is ignored 
or it is relegated to the human designers within interactive processes. The aim of the approaches 
presented in this chapter was to exemplify an alternative method, where the human user is freed from 
the tiresome interactive process. The image-based interface has been proposed for easily capturing 
the preferences of the human designers before the evolutionary process starts. Through the trials, the 
image-based interface was shown to assist in easing the burden of visual preference definition.
An important aspect of the image-based interface is the separation of the objectives. Because they 
concern different objective types, the target images for layout features and color distributions can 
be different. In other words, as illustrated through the applications of the approach, it is possible to 
generate new images using different targets for different aspects of an image. The resulting images 
are considerably different from the targets, yet, their specific aspects resemble these targets. With 
this approach, it is possible to generate a variety of new images using existing images as targets. 
In the next chapter, this separation of the definition procedures for different types of objectives will be 
utilized for separately defining functional and formal aspects of plan layouts.
Furthermore, target images can be collected within image pools, to be used later for evolutionary 
design processes. In this way, the target definition phase can be separated from the evolutionary 
process. Indeed, the target definition process may become a continuous occupation for a collection of 
agents. For each image feature, there may be a pool of target images, which may further be grouped 
into “style-sets”. Following this line of thinking, a collaboration model is presented in Figure 4.24, 
which is compatible with the Interleaved EA.
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FIGURE 4.24 Collaboration model for Interleaved EA.
This model can be seen as a kind of integral decomposition approach. As can be seen in Figure 
4.24, there may be distinct tasks within an evolutionary design process. These tasks may concern, 
for example, production of a background image, production of the schematic layout, insertion of 
the texts, etc. If we descend one level down, within each task layer, problem-setting procedures and 
evolutionary process may be separated. At this level, the evolutionary procedure may be a complex 
EA, such as the Interleaved EA. When we descend one more level, each of the procedures for setting 
the parameters of the process may be separated from the others. At this level, a multitude of agents 
may collaborate with each other for the definition of separate aspects of the process. Furthermore, 
as mentioned above, this phase can be considered as an independent and continuous process. 
A user team may define a specific problem, and at the mean time may benefit from ready-made 
specifications of an EA expert. They can also use existing style-sets for their aims.
It should also be noted that, within this collaboration scheme, it is straightforward for humans 
to collaborate with artificial agents. Indeed such a system itself may become a provider 
of target definitions.
Finally, an important point is the usage of domain-specific knowledge within EC. There are several 
ways how such knowledge could be helpful in evolutionary design. The objective functions are the 
regular method for knowledge insertion within EC. In this sense, the image-based interface provides a 
fast method for designers to apply their knowledge. As discussed through the above experimentations, 
for each of the objectives, there is a different appropriate combination of mutation procedures, 
selection operators, and parameters. Domain-specific knowledge could be used for the 
determination of these.
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§  4.2 Situating Evolutionary Computation within architectural design: 
Architectural Stem Cells Framework and design_proxy.layout
The previous chapters and sections concerned the development of an evolutionary design approach 
(design_proxy), an evolutionary design platform based on this approach (Interleaved EA), and an 
application through this platform (design_proxy.graphics). This section will continue on this path to 
further develop design_proxy for a real world problem, i.e., architectural layout design, through the 
introduction and testing of design_proxy.layout (d_p.layout). This task will be carried out by starting 
from the most general level. In this case, the specific task of an evolutionary system has to be defined 
and situated within the general context of architectural design, starting from an overall level, gradually 
moving downwards from scale to scale while proposing structuring mechanisms for each level. These 
proposals for structuring the vaguely delimited field of architectural design will come out as an overall 
research agenda, which can set forth new paths and potentials for future studies.
In the beginning of the section, it will be examined how architectural design in its totality could be 
subjected to a treatment by automated agents and evolutionary approaches. This consideration will 
allow us to situate the d_p.layout system within the general context of architectural design through 
two complementary mechanisms, layer-based decomposition approaches and the Architectural Stem 
Cells (ASC) Framework. The structuring attempted with these proposals is not based on temporal 
progression or phases, but rather on differing tasks. Because these tasks are dynamically intermingled 
in real design processes, they can only be revealed in posterior analysis. Therefore, decomposition 
into layers, which is carried out in isolation, is purely fictional and static. It only becomes useful when 
it starts to include a dynamic integration scheme for the same layers, hence the ASC proposal. Thus, 
after the introduction of a decomposition scheme for architectural design, the ASC approach will be 
described and illustrated. The ASC Framework’s short and long-term goals and potentials will be 
discussed through a fictional ASC-based artificial design agent.
The layout task will be located at this point and an introductory review of EC studies on architectural 
layout generation will be given. After this introduction, a revised three-layered definition for the 
layout problem will be introduced, which allows a relaxation of the layout problem, so that a 
versatile layout assistant becomes possible with its flexible representation approach and operators, 
i.e., the d_p.layout.
In the following sub-sections, task definition, problem representation, and the procedures for 
initiation, selection, variation, and evaluation will be described and illustrated. Additionally, revisions 
and additions over the graphics-based interface and the evolutionary system (Interleaved EA), which 
have been mostly inherited from the previous d_p.graphics application, will be described, and the 
similarity-based evaluation approach will be discussed more thoroughly.
Detailed experimentations have been carried out for verifying the correct operation of the system and 
its constituents. These will be described in sub-sections from 4.2.6 to 4.2.8, which will concern the 
operation of the objective functions, the effect of adaptive parameter control, and the comparison 
of the Interleaved EA with a regular rank-based approach. As part of the multi-objective test series, 
an example multi-floor trial will also be illustrated. In the remaining sub-sections, considerations 
on the utility of the system’s overall and specific aspects will be assessed within the context of two 
workshop applications.
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§  4.2.1 Problem structuring and Architectural Stem Cells Framework
Architecture is an extremely complicated field and the question regarding where and how to apply EC 
techniques within architecture is an undefined one. On an overall level, previous discussions within 
this thesis concerning the application of EC within design fields apply to architecture as well. However, 
on a more specific level, i.e., regarding the application of these approaches in architecture, potential 
directions are infinite. The first task is, then, to give a practical structure to the above-mentioned 
question. The exploration in this chapter will focus on devising a single viable reusable strategy to 
bridge between the overall conceptions and specific applications.
With regard to the task structure given in Chapter 3 (Figure 3.2) specific EC applications require a 
problem-setting phase. Consequently, exploration for architectural design will start with the problem 
of problem-setting. Dynamic development of a problem structure involves dynamic decomposition 
and re-integration strategies. Figure 4.25 gives an overall hierarchical decomposition scheme for 
architecture (with reference to Figure 2.7, levels of design activities, Lawson and Dorst, 2009). Further 
decomposition can take place on each level given in Figure 4.25.
FIGURE 4.25 Levels for a hierarchical decomposition of 
architecture.
On the profession level, architecture concerns all kinds of financial, political, cultural, and inter-
personal issues that are related to architecture in general. A sub-area of the profession is the specific 
actions related to the design of a building. The practice level concerns the customs of a specific 
architectural firm or team. The process level denotes the level of specific design processes. One step 
below, there are the phases of a design process, which may not always be discernible. In each design 
process, there is a variety of types of tasks, and each task includes several objectives. Within this 
overall scheme, evolutionary design processes will most likely be located on the task level, and each 
evolutionary process can be further decomposed into a series of objectives.
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In the following pages, a conceptual framework will be proposed for structuring an architectural design 
process. In its totality, this framework will correspond to a phase in Figure 4.25, and it will be further 
decomposed into tasks with a layer-based decomposition approach (Figure 4.26). It should be noted 
that the layers of the framework do not necessarily correspond to design stages. In other words, they 
do not have to succeed each other on a temporal basis. Each layer may comprise a multitude of sub-
tasks. These sub-tasks may exhibit dynamic interrelationships with the tasks that are located on other 
layers as illustrated in Figure 4.26.
FIGURE 4.26 A layer-based task decomposition approach.
The layer based decomposition approach has been loosely based on the horizontal decomposition 
scheme of Rodney Brooks (Figure 4.27). In a seminal study, Brooks (1999, originally published in 
1986) proposed to convert from the temporal hierarchical decomposition of the then dominant AI 
approaches to a parallel yet still hierarchical architecture. Instead of breaking the process into a chain 
of information processing modules as in Figure 4.27a, Brooks proposed a decomposition in terms of 
behavior generating modules, each of which connects sensing to action (Figure 4.27b). The scheme 
is still hierarchical in the sense that layers are added incrementally, and newer layers depend on 
earlier layers (Brooks, 1999). While brooks’ decomposition model is rather concrete with an aimed 
robotic structure, ours is deliberately kept abstract. Although our model will also be elaborated into a 
decomposition and integration scheme for architecture, it will not be carried over to an architectural 
application with multiple layers. The application will integrate several layers into a single problem 
definition, which will not be claimed to test for the real significance of the approach. This necessitated 
the open-ended description of the idea on a rather overall level, with an attempt to set forth a new 
research framework while situating our applications over this framework.
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FIGURE 4.27 (a) A traditional decomposition of a mobile robot 
control system into functional modules, (b) A decomposition 
of a mobile robot control system based on task achieving 
behaviors [Brooks, 1999].
To move one step further, the abstract scheme in Figure 4.26 has to be replaced by a more concrete 
one that concerns architecture. The key to this conversion is to find lasting lines of differentiation 
within architectural processes. There are already well-established separations within architectural 
design, although these should be considered with caution. It is possible to discern these separations 
only through posterior examinations of progressions, which are chaotic in actuality (compare with the 
idea behind the analysis – synthesis – evaluation model of Lawson in Figure 2.4). Consequently, each 
decomposition scheme will offer a post-facto interpretation, an imperfect generalization.
In a particular building design process, several task layers could be discerned as site organization, 
basic building massing, relationship with the urban context, functional distribution of the plan 
units, schematic and detailed drawings for this functional distribution, details for building systems, 
structural design, and so on. Layers might have sub-divisions in the form of different scales and 
different productions. Sub-layers of each layer could be initiated at specific moments during the 
overall process, and the final moments where they would yield their outputs could be determined. 
At any time during the process, several layers could continue onwards together. The procedures that 
would be related to a specific layer could undergo modifications whenever they are necessitated due to 
a change in another layer, or because of its own progression.
Before attempting at a more concrete proposal, several questions have to be brought forward. 
The first question is, “would it be a viable approach to give a premade structure to specific temporal 
interactions between layers and operations?” In one respect, this can be seen as the structuring of 
the simultaneity of layers. However, on a lower level, this structure would result in a partial temporal 
rigidity. We will return to the first question after detailing the second one: “can we understand this 
structure in terms of style?”
Style involves a kind of process structuring. It contains roughly fixed patterns for temporal integration 
of problems and solutions. As a well known example, consider the style of the “Guggenheim Bilbao 
Museum”, by the world renowned architect Frank Gehry, which started to dominate not only the visual 
appearance of his later buildings, but also the design process of his office, as documented in the 2006 
film, “Sketches of Frank Gehry” (Pollack, 2006). In this sense, style involves a reusable virtuality. 
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It contains potential lines of development for new situations, for new scenarios. A style structures the 
temporal development of the extremely complicated process of architectural design and application. 
With its virtual structures, style makes designer teams productive. Without style, each move would 
be primordial; each move would have to be created anew. In addition, style serves as a plane of 
communication. With its prefixed structures, it enables more effective coordination. Yet, these do 
not remove the need to deploy an immense amount of intellectual effort for each new architectural 
situation. There is repetition in style, in both process and product dimension, yet this repetition is by 
no means simple. Relationships between the packaged solutions and problems of a style have to be 
revised for each new situation. Thus, style has to be flexible and is essentially in need of interpretation; 
though it is not necessarily abstract. Some aspects of style, such as the appearance and texture of 
the folded metal cladding of Gehry buildings are quite tangible. Yet the production schema of folded 
cladding is abstract enough to be adapted to new problems, new materials, and new technologies.
In brief, it is clear that there are complex prefabricated problem and solution definitions that are 
in use in architectural practice, which partially answers our first question above. To some extent, 
these definitions determine the way to move forward, the way to produce and solve problems, 
and the resulting product. They involve complicated integration schemas for various layers and 
tasks and are reusable.
With regard to layer based task decomposition, as an example that strongly interests this thesis, the 
development of plan layouts can be regarded as a separate task level. It can be assumed that layout 
development strategies would be integrated into a production process that is roughly defined by a 
specific style. Within the layout generation layer, a common layout development technique involves 
the iterative retracing of plan outlines over tracing paper layers, which is a clear example of an abstract 
reusable strategy that mostly concerns procedure. However, generation of specific plans would be 
strongly dependent on specific situations and solution styles. The guidance of style with its premade 
strategies and techniques would dominate both the procedure and the product. This is to say, there 
would be a strong mutual correspondence between techniques and results and each new technique, 
be it human or artificial, would influence a stylistic effect in the product. With a broader view, each 
new method will impose (or will be part of) a specific style and this should be carefully considered 
when developing new methods. Just as human designers utilize style, artificial design agents, if ever 
developed, will have to put their own collection of styles in use.
It is clear that while developing plan layouts, other task layers of the overall problem are also being 
traversed, such as spatial perception, massing, air conditioning, etc. Indeed the layout problem is 
related in some way to almost all task layers of architectural design. Therefore, establishing static lines 
of separation is not sufficient to handle a design process; dynamic decomposition and re-integration is 
the primary problem here: integration of the layers and operations within temporal progression. This is 
an essentially open problem as we have discussed throughout the second chapter.
Following these considerations, as a first step forward, a decomposition scheme is proposed for 
conceptual architectural design (Figure 4.28). When presented with such a structure, architects 
tend to understand it as if it was the general scheme for all architectural design. Therefore, it appears 
necessary to clearly state that this structure is not proposed as the general scheme of architectural 
design. It is only one particular structuring act that is needed for locating and defining a potential 
evolutionary design assistant, which targets a specific task within architectural design. In other 
words, it will be used in deciding where an evolutionary approach could be utilized during conceptual 
architectural design. As stated above, the basic requirement for such an approach is flexibility, which 
would enable the scheme to be used as a ready-made decomposition scheme for different design 
scenarios. Therefore, the scheme is kept concise and open to interpretation.
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FIGURE 4.28 A layer based task decomposition scheme for conceptual architectural design.
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In Figure 4.28, each layer concerns a design task, which is composed by a series of sub-tasks. Each of 
these tasks requires a specific set of methods and capabilities on the side of the designer. Each layer 
is defined by several of these tasks. A series of potential automated approaches that may be used for 
handling these tasks are attached to each layer (within “potential approaches” column). Some of these 
approaches have already been tested for such tasks, though these studies are usually experimental. 
Additionally, potential evaluation criteria are also indicated.
The architectural problem is structured as the development of schematic layout, massing, and 
envelope specifications for a specific building program, with specific area requirements, and in 
a specific urban and legal context. The requirements for these tasks comprise the quality of the 
solutions with regard to a set of potential evaluation paths, as well as the minimization of the time 
spent on the task. Yet, the objectives do not have to be exactly specified before the process begins.
The quality of the solutions comprises formal qualities such as the mass formation and the facades, 
which are linked with both functional and aesthetic goals. Functional goals include spatial distribution 
and dimensioning of the plan units (such as rooms, entrances, and circulation elements) with 
regard to orientation, access, and other contextual conditions. There may be other performance 
requirements concerning circulation cost, natural illumination, sunlight gain, insulation levels, natural 
ventilation etc. However, it should be noted that, at this early stage of architectural design, a strict 
application of performance requirements could be detrimental to the design process. Therefore, 
dynamic, flexible, and tolerant evaluation approaches should be employed for these stages.
A few of the proposed task layers concern rather straightforward tasks; however, the majority of them 
concern complicated processes, which have to be further decomposed. For further decomposition, 
a further structuring of the situation is necessary. However, this structuring cannot be achieved at a 
single task layer in isolation. Rather it should be worked out together with the integration scheme of 
all layers. Therefore, our second step towards a structuring proposal will be an example strategy for 
integrating separate task layers of the framework through a solution-based approach.
For this aim, the architectural design process will be envisioned as the development of an 
Architectural Stem Cell (ASC). Most probably, Manuel de Landa’s “abstract building” notion is the 
closest predecessor of the ASC idea. Referring to Deleuze and Guattari’s “abstract machine” concept, 
de Landa (2004) recommends the employment of topological invariants just as in the evolution of 
vertebrates in order to prevent the evolutionary process to become a random search. These are the 
“body plans” that would give structure to the evolution of architectural artifacts. ASC does not propose 
to keep a constant topology throughout evolution, yet the notion of abstract building conforms to what 
is envisaged with the ASC proposal.
The ASC idea has several other precursors, including the notion of “concept-seeding” proposed by 
John Frazer (1995), and the related “schema-coding” approach proposed by Patrick Janssen (2006). 
The approach of Patrick Janssen has been an important overall inspiration for this thesis; in particular, 
the schema-coding approach, which divides the design process into two phases, where a problem-
setting phase would be followed by the evolutionary solution process. Another precursor is the idea of 
“patterns”, which is introduced by Christopher Alexander (1977).
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Within the context of this thesis, an ASC is envisioned as a holistic solution proposal, which would 
be defined by a series of tendencies and affordances. It should be developed gradually, yet not only 
within the limits of its affordances, but also according to the needs of a specific context. When it is 
first initiated, its formation would be undetailed, yet it would exhibit a totality. Through the demands 
and problems that are manifested within the layers of a task, each layer of a stem cell will start to gain 
shape and detail. However, even in its most abstract status, it would remain an architectural proposal, 
which could be interpreted by a human agent.
With an alternative viewpoint, an ASC is a prefabricated architectural design strategy. The tendencies 
and affordances of a stem cell would be an embodiment of the knowledge of the field of architecture. 
In this regard, the idea can be compared with typologies. A well-known building typology could be 
used as a template in the development of a stem cell.
An ASC can also be envisioned as a parametric definition. Consider the abstract three-dimensional 
formation in Figure 4.29. The divisions within the prismatic mass may correspond to a variety of 
spatial definitions. Each division may be developed as a kind of functional unit within a building. 
Alternatively, a division may be chosen as a gallery or as a circulation tower. The tendencies and 
affordances are necessary to limit the number of divisions, or to define the potential roles of each 
division with respect to a specific context. This can be likened to a biological stem cell, which develops 
differently according to its location within a body, hence the phrase Architectural Stem Cell.
FIGURE 4.29 An abstract 3D formation as an architectural 
stem cell.
The ASC approach is developed in combination with the task decomposition scheme in Figure 4.28. 
An ASC’s development process may be defined and controlled by the layers approach. Three such ASCs 
are proposed and illustrated in Figure 4.30. The development process is carried out manually, with 
the purpose of illustrating the approach. In Figure 4.30, the unfolding of the ASCs pursues a regular 
progression, starting with the first layer, continuing downwards, although this is not a prerequisite of 
the approach. It should be noted that the progression of the tasks could be organized differently as 
illustrated in Figure 4.26, i.e., by using feedback between interdependent layers.
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FIGURE 4.30 Three example ASCs, manually developed within the task-based decomposition framework.
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Together, the layer based decomposition approach and the specific ASCs constitute, first, a structuring 
framework for architectural design, and secondly, a research framework. The task decomposition 
scheme has been put to use as a working template to define and locate an example EC system, i.e., 
design_proxy.layout (d_p.layout). The framework readily defines several other tasks that could be 
entrusted to EC systems within a design process, like building massing, basic circulation, and facade 
studies. These layers could be combined for multi-layer systems. Thus, in the short term, such a 
framework can help in coordinating a research agenda.
Another important question concerns long-term studies: “what contribution can be expected in the 
long run from such structuring frameworks and ASCs, both in practice and research?” An initial answer 
can be that, specific ASCs may be understood as preliminary automation frameworks. In the long term, 
such frameworks could be used in the development of design-specific artificial agents. We will discuss 
some such potentialities through a fictional ASC-based artificial design agent.
An ASC-based design agent would function through prefabricated styles of its own. This requires 
contextual interpretation in addition to design capabilities. Although artificial general intelligence 
is not available, this should not prevent us in our quest for design-specific production methods. 
This line of research can be pursued with the hope to bring all separate pieces together around a 
prospective centerpiece, i.e., general daily intelligence. If ever such intelligence becomes available, all 
the design specific aspects will gain mutual meaning. Because, just as design-specific techniques do 
not work competently without daily intelligence, a general daily intelligence on its own would not be 
sufficient to design. Design is an expertise, which exploits daily intelligence. This expertise appears to 
be embodied within collected and interpreted examples as well as production techniques. This is the 
reason why the ASC idea has been brought forward to continue developing, collecting, and interlinking 
such design specific techniques.
As has been discussed in the preceding chapters with respect to Negroponte’s research program, 
artificial design intelligence can be developed only within processes where humans and machines 
cooperate, which would also be valid for an ASC-based agent. It appears clear that, in the short term, 
an ASC-based agent will not be as successful as human designers. Then the question becomes, while 
humans are capable of designing much better than the artificial systems, how will human designers 
accept such systems in their design processes? Could an ASC-based agent, even in its primitive 
stages, help its human counterparts to design better, easier, more pleasurably, more productively, 
more rigorously, or with a broader perspective? Or, would it simply demand the human to limit her 
sensitivity artificially? These questions reveal the roadmap to move forward.
An ASC-based agent needs to be a pleasurable and productive companion to its human user. When it 
comes to productivity, within the state of artificial design intelligence, an ASC-based agent’s products 
would not be competent, yet could be fairly detailed. Therefore, such a system can be practically useful 
by providing a range of tentative alternative solutions to be worked out more sensitively by the human 
user. These tentative solutions would function as drafts. The benefit would be an ability to pursue 
more lines of alternative paths and much faster, although with less intelligence and sensitivity. It could 
be likened to working with less resolution or with thumbnail pictures.
Consider an ASC-based agent producing a building with its massing, facades, preliminary layouts, 
basic circulation, etc., from a situation where basic problem (typology, area, cost, etc.) and contextual 
information (site, neighboring buildings, orientations, access roads, etc.) are given. This would mean 
producing a series of different tentative proposal buildings within different stylistic characteristics. 
It would also enable a designer to delve into paths that she would not normally explore just out of 
a lack of time. An office could carry out its own in-office competitions with such a system at hand 
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where the results could at the least function as the products of a very detailed brainstorming session. 
Therefore, even with a set of incompetent artificial design techniques, it seems viable that an ASC-
based agent could be accepted in an office’s workflow. However, given its technical limitations, 
issues like ease of use and pleasure would still be decisive in an ASC-based agent’s practical success. 
Variety and adaptability of specific ASCs, level of development of techniques, and effectivity of 
interfaces in communicating information and preferences would also be important. An ASC-based 
agent should be able to work through several layers within a design process on its own, even if it 
achieves limited success. At the same time, the human user should be able to intervene whenever 
she pleases. By enabling selective use at different stages of a design process, flexible usage should 
be made possible. Then, by bridging between the singular uses of an ASC-based agent, human users 
could weave a whole design process. Some of these issues will be exemplified and discussed through 
the d_p.layout system.
As a last remark, the potential role of Evolutionary Computation (EC) in this research framework will 
be briefly discussed. Which of the tasks and sub-tasks defined within current ASC schemes could 
be handled with EC approaches? Is EC suitable for all tasks within these ASC schemes? These are 
open questions, which are difficult to answer without specific applications. Nevertheless, as will be 
discussed with regard to the d_p.layout application, it can be claimed that, whenever the complexity 
of a task increases, the final success of an EC application tends to diminish, as merely simplifying 
problem definitions does not appear as a viable option for design tasks. Nevertheless, EC might serve 
for bridging separate layers by using a series of populations in hierarchical EC schemes. Therefore, 
producing and adapting hierarchical ECs on the run could be an interesting approach to follow. 
Our Interleaved EA has such an adaptive scheme, yet a primitive one.
As a result, the ASC idea sets us onto such a long term research perspective, while practically enabling 
us to move forward by bridging between overall considerations and practical applications. The long 
term perspective will be left for future research. In the following sections, we will move down to 
practical applications. As an example application of EC within the above presented architectural 
problem structure, and in congruity with the ASC approach, a layout generation system has been 
developed, which is named “d_p.layout”. The system undertakes the development of an architectural 
layout, together with the placement of circulatory elements. As such, it combines layers 6 and 7 in the 
decomposition scheme (Figure 4.28) and it can be used for all example ASCs (Figure 4.30).
§  4.2.2 Layout problem and a review of related studies
Plan layout design (PLD) is one of the primary tasks in architectural design processes. It is concerned 
with the topological and geometrical assignments of activities to space such that, a set of criteria are 
met and/or some objectives are optimized. Topological space planning may result in a relationship 
graph, while dimensioning of the space elements involves producing the geometric properties of the 
plan (Ligget, 2000; Jo and Gero, 1998).
A typical architectural layout problem contains design units (DUs), relationships between these units, 
and a context. DUs correspond to spatial wholes that represent an architectural use of function, while 
relationships can be any attribute that specifies how units relate to each other. Unary properties may 
also be defined. The context may involve a site, boundaries, terrain, orientation, cardinal directions, 
climatic data, views, occlusions, and other important features around the site.
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A series of design systems directed towards architectural layout problems have been developed, 
including HeGeL (Akin, Dave, and Pithavadian, 1992), WRIGHT (Baykan and Fox, 1997), and 
SEED-Layout (Flemming and Woodbury, 1995). These systems operate under various constraints 
that comprise access, natural light, and privacy as well as spatial, topological, functional, and 
geometric constraints.
Architectural layout problems inherently comprise multiple and sometimes conflicting criteria. As the 
number of DUs increase, the search space for solutions enlarges exponentially. The high number 
of constraints, functional requirements and performance criteria to be formulated and computed, 
together with the high number of DUs in real life problems render the search and evaluation 
procedures expensive in terms of computational resources (Jo and Gero, 1998). Therefore, systematic 
search approaches are not practical for complex real life problems (Ligget, 2000). Against the problem 
of combinatorial explosion, another line of research formulated the layout problem as an evolutionary 
search, instead of an exhaustive one. In these cases, EC is basically taken as a generate and test 
procedure, where a relatively small section of all possible solutions are traversed.
Damski and Gero (1997) presented a system to produce space layout topologies for architectural 
plans, where layout specification is defined as a set of topological and directional constraints. Fitness 
functions were based on three topological criteria, i.e., connection, overlapping, and adjacency. 
Jo and Gero (1998) re-formulated an office layout planning problem. An overall cost measure was 
used as the fitness function, which considers interactions between pairs of activities and the distance 
between their locations. The interaction matrix was hand-coded, based on subjective judgments 
of the client. Gero and Kazakov (1998) updated this study. The cost of assigning an element, a 
measure of interaction between elements, and a measure of distance between elements were used 
as fitness criteria.
Rosenman (1996) explored plan design for houses on several levels. He experimented with several 
fitness criteria in hierarchical evolution processes. These criteria include perimeter-to-area ratio and 
the number of angles at the room level, and adjacency requirements between rooms at zone and 
house levels. In addition to quantitative assessments, qualitative assessments were made interactively 
by the user. Rosenman and Saunders (2003) explored fitness functions that compare area, length-to-
width ratio, connectivity of rooms, and perimeter-to-area ratios of houses. Due to practical problems, 
most studies are constrained to a small number of fitness criteria. This means, many important 
characteristics of an architectural layout are usually omitted (e.g., views, solar orientation, etc.). 
Another shortcoming is that, while visual and spatial perception is an important component of 
architectural design, in these studies it is mostly either omitted or relegated to interactive evaluation, 
which puts the burden back on the human designers.
Michalek, Choudhary, and Papalambros (2002) used a relatively higher number of criteria while 
separating the layout task into two phases; the first phase aimed at the generation of architectural 
layout topologies through EC, the second phase concerned the development of geometrical 
arrangements for given topologies through gradient-based algorithms. Topology phase objectives 
comprised connectivity, DU overlap, direct circulation path between DUs, and planarity. In the 
geometry generation phase, constraints functioned for prohibiting overlaps, providing access ways 
between spaces, forcing units to plan boundaries, and providing minimum space ratios, minimum 
construction material costs, feasible window sizes and minimum natural lighting. Additional objective 
functions measured heating cost, cooling cost, lighting cost, wasted space, and access ways, which 
were unified through a weighted sum approach.
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In more recent studies, Wong and Chang (2009) represented adjacencies of DUs in graphs and evaluated 
the fitness of these graphs in terms of adjacency preferences, budget, and design constraints. Inoue and 
Takagi (2009) optimized given initial layouts using a pareto-based EA. Evaluations were based on given 
room dimensions and regularity of room shapes, circulation relations, legal window sizes, wall lengths 
(as a cost estimate) and plumbing lengths. Flack and Ross (2013) compared weighted, pareto-based, 
and rank-based approaches in multi-objective EC. Evaluation constraints included max.-min. numbers, 
sizes, areas, ratios, and types of rooms, having windows, proximity (connectivity) between rooms, and 
area comparisons between types of rooms. A criterion measured the graph-depth average of the distance 
between the main entrance and each room. Additionally, a measure for closeness to “ideal geometric 
ratios” was included. Finally, Rodrigues, Gaspar, and Gomes (2013a, 2013b, 2013c) developed a very 
detailed hybrid evolutionary technique, which couples Evolutionary Strategies (ES) with Stochastic 
Hill Climbing (SHC). Evaluation consisted of a weighted sum of all penalties for not satisfying the user 
requirements and constraints, which comprise, adjacency, DU overlap, location on floor plan, clear area 
in front of every opening (for doors and circulation), opening orientation, admissible dimension intervals, 
building boundary overflow, and compactness.
It should be noted that, most of the above-mentioned evaluation criteria could have been obtained 
from the formal characteristics of existing buildings. Any existing building exhibits a working collection 
of embedded choices and holistic solutions. Most of these are reflected through layout representations, 
which usually contain rich semantic references. The application that will be described in the following 
sections proposes to derive its criteria from existing buildings. The basic idea is that the layout features of 
existing buildings can serve as a kind of wholesale evaluation function. In a series of studies, Sean Hanna 
(2005; 2006; 2007a, 2007b) explored this possibility by using machine-learning techniques to generate 
implicit objective functions for usage in evolutionary generation of floor layouts.
It can be claimed that, despite more than 40 years of effort, artificial architectural layout generation 
systems have not reached competence levels that are comparable to human designers’ and as a result, 
architectural layout development is still a human task. One of the reasons for this failure has been 
a preference for engineering oriented, overly rigorous, hence, overly reductive problem definitions. 
It appears that before attempting to develop new layout systems, a reconsideration of the layout problem 
is required; with an orientation specifically towards architectural design. This reconsideration should 
involve both technical aspects and task definition, in order to reveal the aspects of the problem that could 
be handled with existing technologies, and also the required innovations.
It should be admitted that, in its architectural variant, the layout problem is an extremely complicated 
problem, which is in connection with almost all aspects of a building’s design. In engineering oriented 
layout problems, many psychological and spatial aspects of the problem are traditionally omitted, and 
the problem is handled only in terms of efficiency, effective use of spaces, or cost, which is by no means 
a sufficient list for architectural layouts. Although the problem has to be converted into manageable 
constituents due to the complexity of the problem, this should take the form of a structuring instead of a 
restriction, or overly ambitious simplification.
A superficial examination of human layout design processes would reveal a progression where, 
first, a rough placement or division of main groupings take place, after which, a gradual effort for 
partial arrangements of design units would continue as integrated with drawing and dimensioning. 
During this effort, orientations, contextual and spatial relationships, internal spatial relationships 
and adjacency, and visual and perceptual issues would be influential as well as the guidance of the 
overall conceptual, contextual, and stylistic considerations. At some point, refinement, detailing, 
and optimization would start to become conspicuously dominant over wholesale changes. However, 
whenever demanded by an aspect or a sub-system of a building, a revision that spans many layers 
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would be required and would be propagated through all layers. This is not to deny that revisions, 
detailing, and refinement start from the beginning and run along the totality of the process. On the 
contrary, most of these layers span through most of the process.
In brief, with a post-facto interpretation of human layout generation, a viable separation of the 
overall layout layer involves three main sub-layers: (1) main circulation and zoning (overall level), 
(2) patching (arrangement), and (3) refinement (detailing). It should be stressed that these layers 
do not correspond to temporal distinctions. On the contrary, all three layers exist throughout the 
process although with differing prominence. These layers can be seen as the three aspects of the same 
threefold process. Because these sub-layers are dependent and simultaneous, in practice, a parallel 
solution procedure is required34.
Zoning and main circulation is the overall level, while main operations take place on the patching 
level according to the zoning and basic circulation decisions. However, patching could also 
demand a change in the zoning and vice versa. On the other hand, refinement here refers to a more 
sensitive operation in which expectations of spatial experience and psychological comfort, as well 
as compositional elegance of the drawn lines would be regarded. This sub-layer mostly concerns 
formal issues and it could as well need to re-determine the other sub-layers. Therefore, in spite of the 
apparent hierarchy of the sub-layers, the progression would have to be much more complicated and 
the interventions would be in both ways, up and down.
According to the above structure, each sub-layer may have its own set of rationales, and within each 
sub-layer, there may be sub-problems. In the patching layer, orientations, entrances, circulation, and 
functional relationships would appear as sub-problems, which could be handled through separate 
objectives, operators, constraints, and rules. In the refinement layer, deciding on the final formation of 
the walls, doors, and other elements would be amongst the problems and style would be influential as 
well as rationalization in terms of convenience.
Final drafting of the plans may be excluded from this layering, because once elements are determined 
with semantic information, drawing can be handled by rule-based and parametric methods. 
In addition, the question of the temporal progression of the overall layout generation layer amongst 
the other layers of architectural design should be examined separately. This question would involve 
the determination the transformations of this threefold layout generation process from conceptual 
design to production drawing phases.
The threefold problem definition brings forth important advantages. First, as will be seen with the 
d_p.layout application, it relieves a layout generation system from the requirement of formal rigor 
and exactitude, which is incongruous with the character of the architectural layout problem especially 
in the early phases of a design process. Secondly, it removes the need for strict, clearly defined layout 
proposals, which is far too demanding for available artificial design technologies in the context of 
architectural evaluation. In short, by enabling us to appreciate the potential place of a more flexible 
layout representation in the layout generation process, it helps us to reconcile current technology with 
a practical application. Thus, the first peculiarity of the d_p.layout is its flexible and permissive layout 
representation, illustrating the first tenet of the design_proxy approach.
34 Rodrigues, Gaspar, and Gomes (2013a, 2013b, 2013c) exemplify such a layering of the layout task by separating the refinement 
task. The re-integration takes place during the evolutionary process, in which the refinement actions are nested as a secondary 
search process.
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The applications that will be illustrated in this thesis operate within the patching layer. This is the 
most straightforward implementation and has its obvious drawbacks, i.e., no refinement and no 
automated resolution of vagueness. However, in principle, it is possible to handle at least two of 
the sub-layers, i.e., zoning and patching through the d_p.layout, either separately (the latter starts 
when the former ends), or in parallel (continuous redefinition of the patching problem by zoning 
and vice versa by progression checks). On the other hand, the refinement layer appears to require 
other techniques, different representation approaches, and in the worst scenario, a more developed 
artificial intelligence. Therefore, it cannot be tackled with the current application. However, it will be 
claimed that the characteristic roughness of the results of d_p.layout renders them more open to 
interpretation, which becomes an advantage given the low level of intelligence of the system. The d_p.
layout system functions only as an assistant and should simply inspire and support interpretation.
The second important issue with d_p.layout is its evaluation approach. As was stated above, d_p.
layout uses layout features of existing buildings for the evaluation of new proposals. It achieves this by 
measuring the similarity of a proposal to a target layout in terms of specific features; hence, it appeals 
to examples and similarity. At the same time, popular approaches such as adjacency matrices and cost 
calculations are given up in favor of more tolerant functional evaluations, which may implicitly concern 
psychological and technical aspects. This approach resulted in, first, a more intuitive visual interface in 
terms of graphics, and secondly, a more open-ended evaluation approach, which is indefinitely open 
to development, one that can be continuously enriched with different kinds of evaluations.
§  4.2.3 design_proxy.layout
design_proxy.layout (d_p.layout) is envisaged as a design assistant that would participate in a regular 
architectural design process through its ability to generate draft layout arrangements. It supports 
varying degrees of user control; thus, it can be used as a tool, as an assistant, or as something in 
between. This flexibility of use brings forward a potential for pleasurable and playful usage.
With a cumbersome user interaction approach, it would be hard for a design tool or assistant to be 
adopted within a design process. An evolutionary design tool or assistant should interact easily with 
its user or companion. It should solicit information concerning problem-setting and preferences with 
a fast and intuitive interface, and should deliver its results in an easily interpretable way. Numerical 
parameter definition is out of the question for these aims, because designers are not usually able 
to explicitly state what they know. Moreover, an explosion of parameters arises when complicated 
problems like architecture are encountered.
As was the case with the d_p.graphics application, the proposed solution for d_p.layout is a graphics 
based interface, to be used both ways. From the user to the system, user preferences and problem 
settings are defined through a graphic interface, which registers basic characteristics of candidate 
layouts. The open source vector graphics application, Inkscape, is used for this graphic interface. 
Through a layering template, the user is able to define contextual information, floor borders, and 
optionally a series of fixed and mobile DUs. This constitutes a highly flexible interface, which is easy to 
use, and which makes it easy to adapt to a wide range of architectural scenarios with different amount 
and types of DUs, floor numbers, and plan outlines. Furthermore, the approach is indefinitely open to 
development and revisions.
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The same layering template is also used for semantically marking example layouts to feed evaluation 
information to the system. Through vector painting, parsing, and additional procedures, the example 
layouts are converted into targets for objective functions. This preparation of the evaluation targets is a 
separate operation and can be carried out independently.
Although there is a long list of process parameters that operate on the background, the user does not 
need to bother with these at all. However, it is possible to adjust these parameters as well; d_p.layout 
gives its user an option to apply differing amounts of control. For example, it is possible to determine 
a complete list of DUs with their geometries or a limited set of fixed and mobile DUs, or to leave this 
entirely to the system. It is also possible to manually distribute some or all of these DUs onto different 
floors or to expect the program to do the distribution.
On the other direction, from the system to the user, the system delivers its draft layouts in the form of 
either bitmap or vector graphics that require and facilitate interpretation. As such, d_p.layout aims at 
offering a fast, flexible, and effective interface.
As will be illustrated in the following pages, functional objective procedures of d_p.layout operate 
by measuring the similarity of a solution candidate to a target in terms of specific features. 
This evaluation approach utilizes the knowledge embedded within existing building layouts 
and can be seen as a method for case-based design, where an example layout is used as a 
precedent or a paradigm case.
Therefore, at least in its functional evaluations, d_p.layout can be claimed to be using the “family 
resemblance” concept instead of objective functions based on mathematical formulas. Family 
resemblance and the related “thread” metaphor have been brought forward as an alternative to 
classes (Wittgenstein, 1999). A class is an all or nothing concept, and is defined by a limited set 
of traits or definitions. However, many real world classification attempts raise insurmountable 
difficulties and the class concept is mostly unsatisfactory (Dreyfus, 1972, p. 38). The main problem 
is the difficulty of manually forming a limited list of required and sufficient traits that would precisely 
identify and differentiate a class of things. The traits that characterize things are numerous and hard 
to define. Worse still, exceptions appear everywhere. Compare these difficulties in determining ideal 
states for buildings, as optimization approaches would demand. Consider also the difficulties that an 
attempt at a taxonomy of architectural typologies would encounter.
On the other hand, the family resemblance concept works through similarity or proximity to a 
paradigm case, or a prototype, which does not need to be ideal. From a cognitive science perspective, 
Lakoff and Johnson (1999) claim that most concepts are not characterized by necessary and 
sufficient conditions, and prototype-based reasoning constitutes a large portion of actual human 
reasoning. In general, the structure of concepts includes prototypes of various sorts: typical cases, 
ideal cases, social stereotypes, salient exemplars, cognitive reference points, end points of graded 
scales, nightmare cases, and so on (Lakoff and Johnson, 1999, p.77). Each type of prototype uses a 
distinct form of reasoning.
Here, the thread metaphor helps in explaining how dissimilar items may still be part of the same 
general group by only partially resembling the ones near them. Like the fibers on a thread none of 
which runs through the whole length of it, “. . . no two members of a family need have any identical 
features for them all to share a family resemblance” (Dreyfus, 1972, p. 40).
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The family resemblance conception is robust and tolerant, it can work for typical and atypical 
examples alike, and it simply does not collapse. Just as family resemblance is an alternative to 
classification through a limited set of traits, similarity-based evaluation can be seen as an alternative 
to constraint-based evaluation approaches, rule-based state definitions, and approaches that 
measure a candidate’s performance in terms of its relationship to predefined mathematical 
formulations. Although constraints are useful for practically limiting a search space, it is indeed not 
possible to positively define a desired state only in terms of constraints. Moreover, it is practically 
impossible to define or evaluate design states with simple if-then style rules. Such approaches 
demand the definition of states through limited sets of explicit statements. For this to be possible, 
the defined states themselves have to exhibit a suitable ontological constitution. This conception 
corresponds to younger Wittgenstein’s rigorous language, which would describe relationships of 
atomic items (Wittgenstein, 2003). This is exactly what he came to criticize in his later years with his 
family resemblance conception (Wittgenstein, 1999). This has been a recurring theme in Dreyfus’ 
discussions; he puts forward the contrast between the two paradigms to support his case against 
AI, which he claims is won by him (Dreyfus, 1972; 1999; Dreyfus, Dreyfus, and Athanasiou, 1986). 
For practical aims, his conclusions can be summarized as follows: trying to define the world through 
a limited set of explicit statements is the result of an unsuitable paradigm and it proved practically 
inconvenient for even simple test domains.
As will be seen, in coding a building’s layout arrangements in terms of discrete items, the practical 
approach that is adopted for the d_p.layout, in effect, follows the above assumption of younger 
Wittgenstein, concerning the ontological constitution of the constituents of the world as distinct, 
atomic entities. However, his other assumption, which claims that the factual states can be described 
and assessed through listing a set of explicit statements that describe the relationships formed 
between these items, is found impractical, and the similarity based approach is preferred, as it does 
not demand explicitation.
As a last remark, the problem with the mathematical objective function approach is that it demands 
strict definitions. These approaches are suitable for optimization procedures but not for conceptual 
design, where most of the goals are essentially incongruous with fixed mathematical formulation. 
It is exactly here that evaluation through similarity should be put to use. With the similarity-based 
evaluation approach, an objective function would essentially remain incomplete. To tentatively 
complete its definition, it can use a pool of examples together with statistical techniques. Different 
objectives can use different example cases at the same evolutionary run. In addition, the evaluation 
information can be updated simply by adding or modifying example layouts without any updating 
or recoding on the system, hence information and procedures can be separated. The evaluation 
approach can also be improved by adding new analysis methods, which can be increased indefinitely. 
However, it should be noted that there would be a practical limit for the number of simultaneously 
followed objectives.
As a consequence of the similarity based evaluation approach, it becomes possible to share and reuse 
evaluative information, in the form of example pools (see Figure 4.24 where a collaboration model 
is given for this approach). Furthermore, each worked-out example can be tagged in terms of its 
typology, scale, and contextual properties and shared over an open internet platform35.
35 Note that with tagging, the problem of classification re-enters the scene on two levels. On the first level, tagging is classifying. And 
on the second level, using these tags to search for relevant items would require another classifying effort.
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Before passing, a legitimate question can be asked concerning copyright issues with regard to the 
example buildings. Ultimately, this appears as a political question that can only be decided through 
a continuous debate between different sides of the problem. However, it should be noted that, 
neither the architectural solutions, nor parts of the plans are being copied in this approach. Rather, 
the overall information that is embedded within the plan drawings is interpreted and utilized, as is 
regular practice within architectural profession. Architects publish their technical drawings and these 
are examined by other architects. Ideas and information are continuously being shared this way. 
Examining and adapting existing examples is the regular practice of architecture.
An example ‘painted’ target for d_p.layout is given in Figure 4.31. On the right side a collection 
of vector painting styles are given. Each style corresponds to a separate layer. Using these layers, 
the system parses the ‘.svg’ document and defines each shape as ‘something’, such as a zone, 
a plan boundary, a front, an open facade, a kind of functional DU, a scale line, north arrow, a 
road, etc. Note that until this point the approach remains within the limits of atomism. The scene 
comprises discrete items with definite properties. The context of the architectural layout problem 
allows this kind of discretization, to the extent that it corresponds to the set of items that is being 
used by human designers.
FIGURE 4.31 Example target, ground floor of Santa Monica Library by Moore Ruble Yudell Architects. Vector painted on Inkscape according to given 
layers and swatches (seen on the right).
This vector painting operation is carried out over a given plan drawing. In Figure 4.32 a simpler 
version can be seen with only the DU areas painted. Although most of the elements are already given 
as ‘something’ due to the communicatory character of a technical drawing, the painting operation 
nevertheless requires interpretation.
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FIGURE 4.32 Example target simplified (only DUs), ground 
floor of Santa Monica Library.
Obviously, there is no perfect discretization and the painting operation involves interpretation with 
regard to the context. The only viable option here is to move forward and try different options within 
practice. Consider the reddish areas within the drawing in Figure 4.32. These correspond to different 
office spaces. The pinkish area in the middle of reds represents the open office area as a single polygon. 
However, this open office area includes several subareas, like desks, chairs, couches, etc. On the other 
hand, the orange-yellow areas represent library-related functionalities. Because the test cases were 
mostly about the library typology, these areas are further separated into desks, rest areas, bookshelves, 
and circulation areas.
The list of functional DUs is given in Figure 4.33. There are three columns in the figure. In each 
column, the middle part shows the painting style for visual assessment. On the left side the 
layering for the painting is given. On the right side the simplified library program that is used for the 
experimentations is mapped to these primary layers.
FIGURE 4.33 Library functions. In each column, painting layers (left side) is mapped to a simplified library program (right side).
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§  4.2.4 Task definition, representation, initiation, selection, variation, and the evolutionary process
In its most basic expression, the task of the d_p.layout is defined as adequately populating a series of 
plan borders, i.e., several floors of a building with a fixed set of arbitrary polygonal DUs, whose forms 
and dimensions are also determined and fixed at the outset (Figure 4.34). Here, the term ‘adequately’ 
refers to various considerations in terms of functionalities, performances, formal qualities, and 
constraints. Therefore, the basic goal is a proper placement and arrangement of DUs with regard to 
each other and to the given contextual elements and conditions.
FIGURE 4.34 Basics of problem representation.
Although d_p.layout can start its process with a predefined and fixed set of DUs, it can also assume the 
task to generate this list of DUs by itself, from an analysis of a pool of targets, in which case the task 
definition becomes, properly determining and arranging a list of DUs over a series of building floors 
with variable plan boundaries (Figure 4.35). d_p.layout carries out this task with regard to a series 
of example layouts, and in its current applications it is dependent on well-established typologies like 
libraries, schools, and museums. If this last point is also included in the task definition, we can state 
that the task of d_p.layout is properly determining and arranging a list of DUs with regard to a series of 
example layouts, over specific floors of a building that is within a specific typology.
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FIGURE 4.35 Layout generation for multiple floors with 
arbitrary outlines.
In principle, owing to the flexibility of this representation, the list of DUs does not have to be fixed 
and DU dimensions and forms could have been dynamic as well. Such dynamism could be used for 
implementing a refinement functionality to the d_p.layout system, but this possibility has not been 
pursued in the current application.
The initiation and representation procedures have similarities with the d_p.graphics application, 
which actually had been built as a variant of the first version of d_p.layout. In d_p.layout, instead of 
the pattern stamps, a series of arbitrary polygons are used as design units (DUs). The representation is 
still flexible to enable overlapping between DUs. However, in this case, the amount of overlapping has 
to be avoided as much as possible.
Likewise, the outer boundary, which was the canvas boundary in the d_p.graphics application, 
becomes a floor plan boundary in the layout case, and it is used to keep DUs close together, which 
is also controlled through formal objectives. The most important difference between the two 
representation schemes (graphics and layout) is the outer border of the DUs in the layout application. 
Each DU within the d_p.layout application has both an inner and an outer boundary. The inner 
boundary is used for measuring and penalizing overlap situations, while the outer boundary may be 
used for detecting and rewarding neighborhoods and degree of proximity.
Before the process starts, the user draws a candidate layout for each floor on an Inkscape file with 
the predefined layer set (see Figure 4.36). These drawings include, in minimum, north arrow, a 
scale line, and the outer border of each floor. Lines that indicate each facade’s direction will be 
taken into account in evaluations, if drawn. It would also be wise to fix vertical circulations, because 
in its current state the system does not coordinate the placement of these on different floors. 
Additionally, specifying already known fixed elements such as greenery, pools, technical spaces, 
or entrance halls will also influence functional evaluations. Finally, for each floor, a set of fixed or 
movable DUs can be drawn.
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In the second step, all the drawings of a building candidate are collected and parsed with a script, 
which scales and rotates the layouts and obtains required information. Example layouts are prepared 
in a similar process, whose details will be given below in the context of objectives. A set of example 
buildings are chosen as DU distribution targets. Using these targets in combination, the system 
prepares a probability mapping, which determines each DU type’s probability of distribution to each 
of the floors. At the same time, an additional dictionary is prepared to bring together all the DUs of 
these target buildings with regard to their floors. For example, the DUs located in the ground floors of 
all target buildings are collected within a generalized ground floor. For convenience, this separate data 
structure will be called the ‘DU distribution dictionary’.
The layouts of a building are evolved consecutively. However, the DU list is composed and distributed 
all at once in the beginning of the whole process. All candidate buildings share the same DU list with 
the same distribution to floors. As was mentioned above, there is a variety of methods for producing 
the DU list. First, fixed and movable polygonal DUs can be specified through the Inkscape .svg file. 
Secondly, the user can submit a list of rectangular DUs by specifying their functions and dimensions. 
Finally, if there is remaining area in the candidate floors, the system will complete the list with 
reference to the DU distribution targets. Starting with the lowest one, each floor’s area will be filled 
until a pre-specified ratio (say, %95).
The procedure for DU listing and distribution is as follows: First, fixed and movable polygonal DUs 
are directly added to the DU list of each floor. The total areas of these DUs are subtracted from the 
available areas of these floors. Secondly, the DUs given within the rectangular DU list are distributed to 
the remaining floors according to the probabilities given with the probability mapping. Whenever a DU 
is assigned to a floor, its area is subtracted from the floor area. This procedure continues until all the 
DUs are distributed. If all the floors are filled before the DU list runs out, the remaining DUs are evenly 
distributed to the floors. If, on the other hand, available floor area remains, the system uses the above-
mentioned DU distribution dictionary to fill the empty floors. Therefore, if no DU list is specified by the 
user, the system will automatically assign a set of DUs to relevant floors.
The expectation with respect to the use of a dictionary of real DUs, instead of a probability distribution, 
is the ability to utilize the ratios and dimensioning of real DUs as given. However, because of both 
painting style and differences in the scales of buildings, a series of heuristics had to be employed. 
When a very large DU is drawn from the dictionary, this DU can fill or exceed a candidate floor by itself. 
Therefore, a limit for the maximum area of a single DU has to be specified beforehand. When such a 
large DU is drawn from the dictionary, the system iteratively divides this DU from its basic ‘folds’ as 
follows: There are 3 main thresholds, i.e., max. width, max. area, and max. DU area / floor area ratio. 
For each new DU that is drawn from the dictionary, first, these values are checked if they are below 
given thresholds. If the conditions are met, the DU is added to the DU list. If not, first, it is divided 
in two, from the length side. The conditions are checked again, and if the divided parts meet the 
conditions, one of them is added to the DU list. For the second one, the DU area / floor area ratio is re-
checked for the sum of the two DUs. Parts of the initial DU are added to the floor until this area limit 
is reached or the floor is filled. This way, the dominance of the DU type is kept within a limit. The loop 
continues until the length value is divided by 6. If this process is not succesful in finding suitable sized 
DUs, the process continues with dividing the width value from 1 to 436. In this way, the width to length 
ratios of the DUs are more or less preserved.
36 The complete list of the value combinations for the folds in the applications of the thesis are: (width / 1, length / [1 – 6]), (w. / 2, 
len. / [1 – 6]), (w. / 3, len. / [1 – 6]), (w. / 4, len. / [1 – 6]). These values are updated in later studies as (w. / 1, len. / [1 – 3]), (w. / 
2, len. / [2 – 4]), (w. / 3, len. / [3 – 5]), (w. / 4, len. / [4 – 6]).
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Obviously, these three parameters have an important influence on the resulting plans and they have 
to be updated for each new scenario, which can be considered a drawback of the application. Note 
that the automated updating of these parameters could be possible by connecting them to the width, 
length, and areas of candidate buildings.
The initial placement of DUs is part of candidate initiation. Fixed DUs are initiated within their pre-
specified position. There is an additional option to initiate a series of movable DUs within specific 
locations to be modified during evolution. The remaining DUs are initiated within the bounding box of 
a given floor. This bounding box is divided into a grid and each DU is randomly assigned to a grid point 
(Figure 4.36). The need for such grid initiation is linked with the integrated evolution of circulation 
elements. These elements are represented simply as another group of DUs. Therefore, to facilitate the 
intermingling of regular DUs and circulation elements, an optional ‘striped initiation’ is developed. 
Circulation elements are initiated in their own rows and columns, which are regularly interleaved to 
the other rows and columns. A candidate preparation snapshot is given in Figure 4.36. This candidate 
is a simplified test version of one of the used targets (Halmstad Library by Schmidt Hammer Lassen 
Architects). The painted candidate can be seen on the left. Note that movable DUs are later taken out 
of the borders of the candidate. The middle image is an initiated candidate with the painted DUs. Note 
that the central green area is a fixed element.
FIGURE 4.36 Candidate preparation and initiation. Left: painted candidate, middle: initiated candidate, right: best result of evolution.
Another option controls the rotation of DUs according to the given floor boundary. Through linear 
regression, a line is fitted onto the vertices of the floor’s boundary polygon, which is by default oriented 
towards the north. Then, each DU is rotated according to the rotation of this line. This way the DUs are 
initiated with a more congruent orientation with respect to the given floor’s shape.
During initiation, for each objective, a series of adaptive and self-adaptive parameters are assigned to 
each candidate layout and to the DUs of this layout respectively.
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The genotype of a candidate building comprises building-specific information together with the 
genotypes of the building’s separate floors. In each floor’s genotype, there is a single list of fixed and 
movable DUs. The sequence of the DUs in this list is the same for all candidate buildings. Additionally, 
contextual information and adaptive and self-adaptive parameters are stored at each floor’s genotype. 
For each DU, DU type, center coordinates, inner and outer polygon coordinates, bounding box, 
and related geometric information are stored. Phenotype mapping information is the same for all 
candidates and is stored separately.
The selection and crossover operators are mostly the same with d_p.graphics. Crossover options 
are again one point, two point, and n point, where n point is the default choice. The procedures are 
the same with the d_p.graphics application. Selection operators include uniform, tournament, and 
fitness-proportional selection, where tournament (size 2) is mostly preferred, because systematic test 
sessions have shown similar selection distributions with fitness-proportional selection, but with much 
faster operation. The most important difference between the earlier version of Interleaved EA and d_p.
layout application is the addition of a rank-based selection operator for new population selection. 
The previous version was naive in the sense that it was carrying out the new population selection 
operation with regard only to the current objective. For the d_p.graphics application, this appeared to 
work, due to the independent or congruent operation of the objectives. However, during the test series 
of d_p.layout, it was observed that it was practically impossible to continue this naive approach and a 
rank-based approach is adopted.
In rank-based selection, all objectives are taken into account and the minimum rank number of an 
individual determines its selection probability. For each objective, each candidate has a separate 
rank amongst all candidates. The individuals are listed according to their minimum-ranks. Starting 
from the highest available minimum-rank, a desired number of individuals are selected. If a series of 
individuals occupy the same minimum-rank level, rank values of each individual are summed up, and 
the individuals are ordered in terms of the resulting values. Therefore, this approach tends to favor the 
candidates, which are averagely fine on all objectives simultaneously.
The swap and nudge mutations are basically the same with the d_p.graphics application (Figure 
4.37). An additional neighbor swap mutation is developed which only swaps DUs if they are legitimate 
neighbors (outer boundaries overlap, while inner boundaries are non-violated). There are two rotate 
mutations; the first rotates a DU only for (±) 90 degrees. This operator can also mirror a DU, which 
is disabled by default. The second rotation mutation uses minor steps to rotate a DU incrementally, 
in order to adapt it to the orientation of neighboring borders and DUs. The last mutation operator 
teleports a DU onto empty spaces within floor boundaries. For this operator, empty spaces within 
plan boundaries are calculated and triangulated. Then a selected DU is translated to the center of a 
randomly selected triangle.
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FIGURE 4.37 Mutation operators.
With this multitude of available mutations, it is necessary to offer a method to decide on which one 
to use and how. For this reason, each objective has a mutation roulette, which includes probabilities 
for each mutation operator. It is possible to adaptively evolve these probabilities. During the process, 
for each mutation candidate, a mutation operator is probabilistically drawn from this roulette. 
The operators, in turn, function stochastically through a set of parameters, which is also different 
for each objective. The initial settings for these parameters have been determined through a long 
series of trials. However, some of these parameters (like the nudge step σ and swap rates) are also 
(self-)adaptive, and whether these would be evolved (and through which parameters) is also up to 
each objective. In other words, it is possible to decide on these issues for each objective separately. 
The most frequently used operators are the nudge and swap mutations, which influence the results 
most. The other operators have rather secondary roles and have minor selection probabilities. 
The system is based on the Interleaved EA and the evolutionary procedure is mostly the same with the 
d_p.graphics application, although with minor revisions and additions (Figure 4.38).
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FIGURE 4.38 Interleaved EA process for d_p.layout.
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The most important change is the adoption of a rank-based population selection approach as 
described above. Additionally, objective priority list modification is revised (Figure 4.39). In cases of 
stagnation in the fitness improvement, if the current objective is already the last one on the list, the 
first option is to raise the thresholds of the other objectives. If not, the list is randomly shuffled. When 
the thresholds are set to unattainable levels, this simply amounts to randomly shuffling whenever 
stagnation occurs, which is now the default choice. This way the problems with the priority list 
settings—which were quite critical—are completely eliminated.
Whenever a new individual is created within the process, it has to be evaluated for all the objectives of that 
evolutionary run, in order to be able to find the ranks of the candidates. However, time expenditure of each 
objective function varies considerably. For example, the Sequence objective consumes more time than the 
others. Therefore, it was practically desirable to diminish the total number of mutation numbers for such 
expensive objectives. In the Interleaved EA, each objective can be assigned a different mutation number, 
and the current objective’s mutation number would be used at a specific generation. However, this was 
not solving the above-mentioned problem, because after each mutation, newly created individuals still 
had to be evaluated in terms of all objectives, including the slower ones, forcing the user to adjust to the 
slowest objective. Therefore, a new option is added to the system. After the specified number of mutations 
are carried out, newly created individuals are first evaluated only in terms of the current objective. Then 
their number is diminished to a pre-specified amount according to only the current objective and through 
the selection procedure of the current objective. Only after this reduction, the candidate population is 
evaluated for the remaining objectives. This procedure enables the specification of higher mutation 
numbers for faster objectives; hence searching through more neighboring nodes becomes possible at a 
specific state of the population at least for faster objectives.
FIGURE 4.39 Modification of the objective priority list for d_p.layout.
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Besides optimization and programming related revisions, a series of minor practical revisions have 
been carried out on the Interleaved EA. First, a slope based method is substituted for stagnation 
control. The fitness progression graph of each objective is now fitted with a line with linear regression 
for n last generations (usually 100 to 300). The slope of this line shows the recent progression of the 
process for that objective. Thus, a stagnation threshold now denotes a minimum slope. Secondly, a 
very simple user interface is added for the evolutionary process. Using this interface, the user is able 
to pause the process to obtain intermediary process graphs or to end a floor’s evolution (to yield its 
results and continue with the next one). Finally, a formal refinement option is added. If enabled, after 
the program stagnates, instead of terminating, additional generations are added only for a limited 
set of refinement objectives and with higher mutation and crossover numbers, which enables the 
searching of a higher number of neighboring nodes within the scanned fitness geography.
§  4.2.5 Evaluation
In total, nine objective functions are tested for the d_p.layout application. These are grouped as 
formal and functional objectives. There are three formal objectives, which try to achieve the same 
result with different approaches, i.e., keeping DUs within borders while minimizing inner DU 
boundary overlap. These comprise the Out + Overlap, Proximity, and Trivial Hole objectives. There 
are six functional objectives. These are called Neighbor, Adjacency, Neighbor Cell, Adjacency Cell, 
Manual Cell, and Sequence.
As in the previous application, the aim of the Out + Overlap objective is to keep DUs within plan limits 
while preventing DU overlap (Figure 4.40). Because the floor boundaries are irregular in the d_p.layout 
application, more complicated procedures became required for calculating the penalties for the DUs 
that exceed the floor boundary. Otherwise, the behavior of this procedure is basically the same: give 
penalty to floor boundary violation and to inner DU border overlaps.
FIGURE 4.40 Calculation of the Out + Overlap fitness.
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An important addition in the d_p.layout evaluation procedures is the use of R-tree spatial indexing 
for a more efficient calculation of DU-to-DU operations, whose complexity tends to increase 
exponentially with the total DU number37. Experimentations have shown that, for the Out + Overlap 
objective, until around 150 DUs, the performance of the R-tree version is not significantly better. 
However, after this threshold the R-tree version is closer to a linear increase, contrary to the regular 
version, which increases exponentially; hence the improvement in the scalability of the system. 
The main burden of the R-tree approach is the requirement of updating after each mutation or 
crossover operation. Nevertheless, in the multi-objective case, once prepared, the same R-tree 
indexing is used for all objectives that can benefit from spatial indexing, thus it becomes more efficient 
in the multi-objective case. For example, for the Neighbor objective, the R-tree version consistently 
spends only around % 25 of the time spent by the regular version, for all DU numbers.
For the Proximity objective, the DUs are checked for collisions of their inner and outer borders (Figure 
4.41). If two DUs collide only on their outer borders, without colliding on the inner, an award is given 
that is proportional with the legitimate overlap area. Thus, this objective works for keeping the DUs 
close and aligned. The offset value for the outer border controls the proximity of the DUs. A similar 
procedure checks for the DUs’ neighborhood with the outer borders. To find the Proximity fitness of a 
candidate layout, outer boundary violation penalties are subtracted from proximity awards.
FIGURE 4.41 Calculation of the Proximity fitness.
The Trivial Hole objective is much simpler (Figure 4.42). It simply calculates the ratio of the occupied 
area within plan borders, so that maximizing this value amounts to the minimizing of DU overlap and 
outer boundary violation; and implicitly, minimizing the empty areas within boundaries. However, 
there is no explicit mechanism for eliminating trivial holes between DUs. Thus, perhaps Proximity 
fitness would better be named Trivial Hole in terms of its functioning.
37 The “Rtree” module is used for spatial indexing. This is a Python wrapper for “libspatialindex” library of Marios Hadjieleftheriou 
<http://libspatialindex.github.io/> (accessed: May, 2013).
TOC
 194 Evolutionary design assistants for architecture
FIGURE 4.42 Calculation of the Trivial Hole fitness.
The above-mentioned formal objectives depend on the inner characteristics of candidate layouts. 
Functional objectives, on the other hand, are measured with reference to target buildings. 
The Sequence objective (Figure 4.43) extracts sequences from target buildings and tries to make 
new plans that include those sequences. In the d_p.graphics version, the absolute positions of the 
DUs with regard to the canvas were being considered. However, in the plan generation example, the 
important information is the relative positioning of the functional units (DUs) with regard to each 
other. Therefore, the task is reformulated as a sequence matching procedure. As such, it is a more 
developed version, yet still following the methods of Smith and Chang (1999).
The first requirement for functional objectives is target preparation, which is independent from 
the evolutionary process. Targets are prepared from the parsed information of example buildings. 
The Sequence target (Figure 4.43) is prepared as follows: For each floor of an example building, rows 
and columns are prepared, i.e., boxes of a fixed width that are extended within the bounding box of a 
floor. This operation is repeated for a 45° rotated coordinate system. This way, two row-column sets 
will be obtained. For each of the rows and columns, all the DUs that collide with that row or column 
are found. Then the DUs are put in order from left to right. This yields a sorted sequence of DU types. 
If given, direction lines are also taken into account. Therefore, each sequence starts with a direction 
code and continues with DU types. Another direction code will be appended if a plan border is crossed 
again. This operation will continue until the end of the bounding box.
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FIGURE 4.43 Calculation of the Sequence fitness.
When all the rows and columns are processed this way, a series of ‘long’ sequences will be obtained. 
The width of the row or column determines the resolution of analysis. Another parameter determines 
a set of lengths for short sequences (by default, sequences with length 3, 4, and 5; a combination 
found through test series). All the long sequences are searched for matching all the short sequences 
of this set of lengths. Finally, the most frequent n (usually 50 to 100) short sequences and their 
reverses, together with found frequencies are taken as the sequence target. The length of the target 
influences the sensitivity of the target, but also lengthens the evaluation process during evolution. 
During evaluation, a candidate floor’s long sequences are found in the same way, and each of the short 
sequences of the sequence target is sought within these. Whenever matching sub-sequences are 
found, a reward is given, which is proportionate with the frequency of that short target sequence.
The Neighbor objective tries to maximize the similarity of a candidate’s neighborhood distribution to a 
target’s (Figure 4.44). As such, it is thought as an alternative to adjacency matrices, which are usually 
static and are prepared by hand. This method enables the dynamic definition of a similar matrix 
through example buildings. It should also be noted that the Neighbor fitness is calculated through 
pattern comparison. Thus, for experimental purposes an additional Adjacency objective is developed, 
which is relatively similar to the traditional adjacency matrix approach.
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FIGURE 4.44 Calculation of the Neighbor fitness.
For the Neighbor objective, a target is prepared as follows: The neighborhoods of example buildings 
are painted with a simple diagram. The direction that a DU is neighboring is also given with this 
diagram. Target preparation amounts to collecting the frequency of neighborhoods between DU types 
within a neighborhood matrix, from all floors of a single example building. The rows and columns 
of the matrix are symmetrical and their sequence is fixed for all applications. The frequencies of 
neighborhood types are normalized by the maximum frequency. This way the matrix becomes a 
neighborhood pattern, which can be compared with other buildings.
For candidate evaluation, neighborhoods of DUs are extracted from legitimate overlaps, i.e., overlap 
of outer boundaries while inner boundaries remain non-violated. Collision with the direction lines 
are used for the detection of direction neighborhoods. When the neighbors for each DU type are 
determined, this information is again converted into a normalized neighborhood pattern matrix. 
For fitness calculation, the absolute values of the differences of corresponding target and candidate 
matrix cells are summed up. The resulting value is negated to be able to treat this error value as 
positive fitness. For the Adjacency objective version, the frequency values in the target matrix are 
taken as adjacency rewards; the most frequent (1) being the most desired adjacency. When a cell 
value is subtracted from 1, this gives a penalty value; the most desired adjacency gets a penalty value 
of zero, the least desired adjacency gets the maximum penalty, that is, 1. To find the fitness value of 
the layout, for each target cell, its penalty value is multiplied with the frequency of the corresponding 
cell of the candidate. The resulting errors are summed up and negated for finding the positive fitness. 
By default, the Neighbor objective is preferred over the Adjacency version, as it has the advantage of 
more fine-grained similarity comparison.
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Finally, there is a group of grid cell objectives. Similar to the Neighbor objective, the Neighbor Cell 
objective (Figure 4.45) tries to evolve plans that are similar to a target neighbor matrix distribution, 
according to DU type. However, in this case the analysis method for the spatial adjacencies is different. 
In addition, adjacencies to directions are not taken into account for the Cell type objectives. When 
used together the two objective types enable a more fine grained comparison with a target library. 
Also separate targets may be used for each objective. For fitness calculation, a fixed sized square query 
cell is placed over each DU’s center. Types of all the DUs that collide with a DU’s query cell are added 
to the cell neighbor list of that DU. The query cell is square instead of circular, because this way the 
overlaps can be directly determined through R-tree indexing, which makes the analysis procedure 
very efficient, albeit a bit coarser; because in this approach DU collisions are calculated with regard to 
DUs’ bounding boxes.
FIGURE 4.45 Calculation of the Neighbor Cell fitness.
For candidate evaluation, the target’s matrix is compared with the candidate’s. As with the Neighbor 
objective, Neighbor Cell objective calculates and negates the difference between two matrix patterns 
while the Adjacency Cell version calculates the negative of the total penalty.
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Finally, the Manual Cell objective (Figure 4.46) tries to bring several DU types together by looking for 
cells that conform to manually given cell lists. This objective is developed for obtaining already known 
functional groupings, like building cores, which frequently bring toilets, elevators, staircases, and 
technical elements together. To achieve its aim, the procedure regularly divides the bounding box of 
a candidate layout and traverses through each grid point with a square query cell for sampling the 
existing groupings. Each sample is compared with given desired cell groupings. The aim is to find all 
the DU types close together as overlapping a query cell. Each query cell returns a ratio within range 
[0-1] that reveals its success. A ratio of “1” denotes that all desired DU types are found together within 
a cell. Whenever a value of “1” is found, the procedure ends. Otherwise, it keeps searching through the 
whole grid and returns the best-found ratio. If there are more than one desired cell lists, the average 
value of all the best-found ratios is returned.
FIGURE 4.46 Calculation of the Manual Cell fitness.
§  4.2.6 Test series and verification
In this section, a series of tests will be presented to verify the functioning of the d_p.layout system. 
The verification process has unfolded as an open-ended, creative enterprise, because of the 
combinatorial nature of the operation of different variables and the complex nature of the resulting 
layouts. In other words, the following tests had to be tailor-made for the d_p.layout system and their 
effectivity in determining the success of the system will remain a matter of interpretation and debate.
The overall question to be answered is, “does the system carry out its tasks as intended and to which 
degree?” The question involves both technical aspects and real world usage. This section will rather 
concern technical issues, while questions about the effectivity of the interface, adaptability of the 
system to different contexts, and overall practical usage are left to the next chapter.
Several questions regarding the functioning of the Interleaved EA has already been addressed within 
the context of d_p.graphics application. However, new questions arise in the d_p.layout application, 
because of the new objective functions, rank-based multi-objective evolution, and the proliferation 
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of adaptive and self-adaptive parameters. Because these questions are not separable from the regular 
functioning of the system itself, they will be examined within multi-objective test series. The two most 
important aspects that have to be re-examined in this new application are the effectivity of parameter 
separation per objective and adaptive parameter control.
Two sets of technical questions emerge in this context: Firstly, with regard to objective functions, “is 
each objective able to drag a candidate layout population towards the desired situation?” “Does each 
objective work reliably for a range of dissimilar cases?” “Does each objective work within practically 
acceptable time limits?” Secondly, “how do the objectives operate in a multi-objective setting?” “Is 
the system, in its totality, able to function as desired?” “Is it reliable and fast?” “What is the effect of 
the number of objectives?” “What is the effect of the number of DUs (Is the system scalable)?” “Is 
Interleaved EA more advantageous than a regular rank-based evolution approach?” And, “how do the 
different adaptive and self-adaptive schemes compare with the non-adaptive cases?”
To answer the first set of questions, a special test scenario has been developed for each objective. 
For each of these tests, first, evolutionary progression is examined by means of fitness graphs. 
The curve of these graphs is an indicator of the balance between population number and variation 
operators. It is also used for examining the system’s reliability and regularity through distinct 
applications. Secondly, the results are visually inspected to see if the desired results are being 
obtained. Therefore, the tests had to be designed to facilitate easy visual interpretation, which is 
achieved by simplified candidate and target definitions.
For this aim, first, the formal objectives will be assessed through a set of single objective tests. 
Secondly, for the functional objectives, two-objective test series will be illustrated. These tests have 
to involve at least two objectives because of the dependence of the functional objectives on the 
formal ones due to permissive problem representation. Indeed, all tests implicitly assess the formal 
objectives, because there is always at least one formal objective at work.
The second set of questions targets multi-objective cases, for which, systematic experimentations 
have been carried out for seven different system scenarios. 100 tests have been carried out for each 
scenario with 50 DUs and 6 objectives. The average fitness graphs of the progression of mean fitnesses 
of these 100 tests will be superposed for each scenario according to different objectives.
To test for the comparative effect of the number of DUs, which is very important in assessing the 
scalability and limits of the system, hence its adaptability to new situations, formal objective test 
series have been carried out for 50, 150, and 250 DUs. Indeed, most experiments implicitly assess 
this issue and the tests for functional objectives can also be seen to test for simpler scenarios with 
smaller DU numbers. In addition, a series of tests have been carried out for 3, 6, and 9 objectives 
and for 50, 150, and 250 DUs, generating a matrix of 9 conditions. However, due to time and 
performance limitations, these tests could not be carried out in a systematic fashion (i.e., around 
5-10 tests for some cases and just one or two for the most complicated 250 DU cases). It should 
be noted that, all of the tests have been carried out on a regular quad-core desktop computer. This 
limitation was somewhat useful, because the system would eventually be used on such computers, 
and understanding the relative speed of different settings was important.
All tests have been carried out over single floor buildings. In a multi-storey scenario, the floors are 
evolved consecutively, i.e., independently. Therefore, the only property that should be tested on 
multiple floors is DU distribution. This functionality will be exemplified and evaluated later in this 
chapter, in the context of workshop applications.
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§  4.2.7 One and two objective test series
The illustration of the verification tests will start with the formal objectives. During the initial 
parameter finding process, the Out + Overlap, Proximity, and Trivial Hole objectives have been tested 
both separately and together. The Proximity objective had been developed for clinging DUs close 
together. However, initial tests have shown that its success is limited for this task; and it is slightly 
worse than Out + Overlap in preventing DU overlaps. Yet it does not negatively interfere with the 
other formal objectives. Therefore, the Proximity objective is separated for experimental purposes 
(for the nine-objective series). A series of additional tests have been carried out to evaluate the joint 
performance of the Out + Overlap and Trivial Hole, which have shown complete accord. In single 
objective runs, the Out + Overlap fitness progresses faster, however, in complicated cases it tends to 
leave a few DUs outside the floor boundary. Although both are consistent and sufficiently reliable for 
all scenarios, the Trivial Hole objective is more reliable and stable and fitness graphs of the Trivial Hole 
fitness are easier to examine, compared to the Out + Overlap, whose fitness range is generally too wide 
and progression is very steep.
Below, single objective test series for the Trivial Hole objective will be illustrated for 50, 150, and 250 
DUs. Each test has been carried out at least three (for the 250 DU case) or four (50 and 150 DU cases) 
times to observe potential differences in individual runs. It will be possible to examine results and 
example fitness graphs for the Out + Overlap objective in the context of subsequent tests.
Because it is easier to show that they work, the tests for formal objectives have been carried out 
through a real-like scenario, based on Halmstad Library, whose plan border is quite complicated 
with a hole inside. The 150 DU version is obtained by simplifying the target by painting over the 
original. The DUs are mostly kept in their places but their shapes are simplified. The 50 and 250 DU 
alternatives have been generated from this first.
In Figure 4.47, the top row gives the initiation sequence for the 50 DU version. The middle row 
illustrates example results of four evolutionary runs with various generation counts. The graph on the 
bottom row consists of the superposition of the mean and worst fitness graphs of these four example 
runs. The black line represents the run that was set to exactly 10000 generations. The others were 
set to exit whenever the process stagnates (i.e., converges). For the aims of d_p.layout, inspecting the 
mean and worst fitnesses is more important than the best-so-far fitness. It can be seen on this graph 
that the Trivial Hole objective results in a stable and reliable process; it is almost the same for all trials. 
The range between mean and worst fitnesses is rather narrow; the mean result is close to the best 
result (given on the middle row) and even the worst result is satisfactory. This situation recurs for the 
other DU numbers as will be seen. When inspected visually (outer DU borders are made transparent 
for easier evaluation), it can be seen that the DUs are located and rotated to conform to each other’s 
inner borders as well as plan borders.
TOC
 201 Applications of the design_proxy approach and the Interleaved EA
FIGURE 4.47 Trivial Hole objective, for 50 DUs.
Figure 4.48 illustrates the 150 DU scenario. The results are mostly similar with the 50 DU case. Even 
with 150 DUs, the system is able to evenly distribute the DUs within plan borders; however, more 
empty spaces are left in between DUs in this case. Outer DU borders are also drawn (half transparent) 
in the leftmost example. The real separation lines between DUs can be thought to lay in between 
inner and outer borders, hence these have to be found through interpretation. The same flexibility 
and permissiveness that make the system adaptable and scalable are the causes of this vagueness. 
Nevertheless, this is congruent with the proposed usage of the system as will be discussed through 
the workshop applications in the next chapter. The example fitness graph is similar with the previous 
ones, yet appears to converge faster due to the increased complexity of the problem.
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FIGURE 4.48 Trivial Hole objective, for 150 DUs.
Figure 4.49 illustrates the 250 DU case. Due to the complexity of the problem 20000 generations 
have been tried in this case; however, the consequence of the increased complexity is early 
convergence, which renders the increase in generation count useless. It should be noted that the 
population and mutation numbers have been kept the same for all these tests (Population: 150, 
mutation: 15, crossover: 0), while an increased complexity of a problem could have been countered 
with an increase in these parameters. However, first, an increase in mutation numbers has a 
performance cost. Secondly, an obligation to manually adjust the parameters for each new scenario 
is not much desired. Nevertheless, simple heuristics may be employed to automatically alter these 
parameters with regard to DU numbers while enforcing upper limits.
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FIGURE 4.49 Trivial Hole objective, for 250 DUs.
Visual inspection of the results in Figure 4.49 shows that the amount of unwanted overlaps have 
increased in this scenario (the rightmost example gives only inner borders), which is not surprising. 
However, the main problem for such a high DU number is rather a potential problem with overall 
organization. Indeed, even the most complicated example layouts did not exceed a number of 
150 DUs throughout our experimentations. And apparently, handling such a complicated plan in 
only one stage is not a viable method. If such large and complicated plans are first separated into 
higher regions corresponding to main functional groupings, then these could be handled separately, 
which would also result in more manageable problems; hence a hierarchical approach appears more 
appropriate for these situations. Still, although not perfect, it appears that the system is able to 
function for the Trivial Hole objective even with such a high DU number.
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The situation is more complicated for the functional objectives. The main requirement is to produce 
target-candidate pairs that would reveal whether an objective guides an evolution in the desired 
direction or not. As has been stated above, each functional objective is paired with a formal one for 
these tests. The most complicated verification problem is raised by the Sequence objective. The basic 
question is, “will the sequences given within the target layout reappear in the candidates?” The fitness 
function is so designed that the sequences do not require an absolute matching of the target and 
candidate layout arrangements. It just tries to maximize the most frequent sequence types in the 
candidate. The tests will start with the simplest case, which comes close to searching for an absolute 
similarity of the target and candidate. Then through a more complicated case, the real functioning of 
the objective will be examined.
FIGURE 4.50 Target and candidate (tight fit) for Sequence objective.
Target, candidate, and initiation for the first test series can be seen in Figure 4.50. The candidate is 
almost the same with the target. In Figure 4.51, results of a series of control tests are given. These 
examples are evolved only with the Trivial Hole objective, thus their functional arrangements are 
totally random. These will enable us to assess if the test results could be obtained randomly. For the 
sake of simplicity, rotation mutations have been disabled for these series.
FIGURE 4.51 Control evolution with only Trivial Hole objective (tight fit scenario).
The best results of two test series (population: 150, mutation: 15, crossover: 0) are given in Figure 
4.52. The first row concerns the simplest case, which involves short sequences of length 4 and 5 that 
have been searched only within rows and columns of the candidates (without 45° rotation). The tests 
in the second row take both 0° and 45° rotated row and columns into account. Each image is the best 
Sequence objective result of a single evolutionary run. On the left, 10000 generation tests are given, 
while 20000 generation tests are given on the right side.
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FIGURE 4.52 Sequence objective verification – Sequence + Trivial Hole, tight fit candidate, best results of 0° and 0° + 45° versions 
– Sequence grid width: 2 meters.
Visual examination of the simplest case clearly reveals that the Sequence fitness is able to indicate the 
relative similarity of a target and a candidate. The visually fitter individuals can be seen to be also better 
in terms of their Sequence fitness values. The effect of the inclusion of direction lines is also obvious; 
the obtained results tend to follow the exact sequences, not the mirrored or rotated alternatives, which 
should have been obtained in equal numbers if the directions were not being considered. Because the 
system shares its time amongst a series of objectives, when a population finds a more expedient path 
towards a better fitness region for its functional objectives, it also becomes able to allocate more time to 
the formal objectives. It can also be noticed that with such a simple and strict problem definition, fitness 
increments to be climbed by the system are too large. This results in inconsistent fitness progression. 
The inconsistency of the process is also observed in the fitness graphs. Example fitness graphs are given 
in Figure 4.53. The spikes on the graphs indicate rapid oscillation between the two objectives, which is 
the expected behavior of the Interleaved EA. However, the progression of the Sequence fitness is rather 
peculiar. As can be seen with the results, although near-perfect results were possible, much worse results 
have also been obtained with the same generation count.
FIGURE 4.53 Sequence + Trivial Hole, example fitness graphs.
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A second series of similar tests with the Out + Overlap objective can be seen in Figure 4.54. 
With slight differences in the problem setting, the results are similar. Example fitness graphs are 
given in Figure 4.55.
FIGURE 4.54 Sequence objective verification – Sequence and Out + Overlap, loose fit candidate, best results of 0° and 0° + 45° 
versions – Sequence grid width: 2 m.
FIGURE 4.55 Sequence and Out + Overlap, example fitness graphs.
The close similarity pursued in the above trials is indeed not the desired behavior for the Sequence 
objective. Therefore, a second test series has been devised with 2x2 times the amount of DUs (i.e., 
96 DUs) (see Figure 4.56 for initiation and Figure 4.57 for random control examples). Although a 
bit more difficult in legibility, these series will better assess the behavior of this objective. The short 
sequence length set is [3, 4, 5] and rotations are 0° and 0° + 45°.
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FIGURE 4.56 Target, candidate, and initiation for Sequence objective.
FIGURE 4.57 Random control runs with only Trivial Hole objective.
Example results are given in Figure 4.58. On the upper row, the 0° tests are placed, while 0° + 
45° tests are given below. Figure 4.59 illustrates example fitness graphs from these tests. It can 
be seen in the fitness graphs that both fitnesses were still improving regularly at the point of 
termination. Although the Out + Overlap fitness’ improvement speed was decreasing, it appears 
that the Sequence fitness would continue improving. In general, with a more flexible problem 
setting, smaller fitness steps, and more resources to exploit, more regular and reliable evolutionary 
processes have been obtained. When compared with the control examples in Figure 4.57, it can be 
observed that both the vertical same-color sequences and the horizontal color sequences were being 
generated in both 0° and 0° + 45° trials. Obviously, the 0° + 45° version has greater resources for 
exploitation, which results in conspicuous regular formations and higher fitness values. It can also 
be seen by visual inspection that the individuals that display more of the desired sequences obtain 
higher Sequence fitnesses.
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FIGURE 4.58 Sequence objective verification – Sequence and Out + Overlap – Sequence grid width: 2 m.
FIGURE 4.59 Sequence and Out + Overlap, example fitness graphs – sequences [3, 4, 5], rotations [0°, 45°].
The goal of the Sequence objective is to obtain a set of interrelated sequences. For the Neighbor and 
Adjacency objectives, the goal is to bring and keep together several types of DUs, with respect to target 
neighborhood patterns. The target for these objectives (Figure 4.60) consists of two almost distinct 
groupings, which are expected to reappear in the results. Half of the DUs in the candidate belong to 
the types in the target. The DU types of the other half have no target information. These are given with 
two colors (i.e., types) to see how the uninformed DUs will be distributed within the resulting layouts.
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FIGURE 4.60 Neighbor and Adjacency objectives; target, candidate, and initiation.
Example best results are given in Figure 4.61 (population: 150, mutation: 15, crossover: 0, rotation 
mutations are enabled). The left column gives the trials with directions enabled. Both objectives 
are successful in bringing relevant DUs within distinct groupings. The effect of directions appear 
negligible, which is understandable because the award for direction and DU neighborhood is the same 
and the system appears to exploit the more prolific DU-to-DU neighborhoods for this scenario.
FIGURE 4.61 Neighbor and Adjacency objectives, example best results – DU offset: 1.2 m.
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The fitness graphs in Figure 4.62 and 4.63 indicate that the processes had not yet converged in 
20000 generations. However, in practice, there will rarely be a longer period for an objective and 
these rather intermediate results are sufficient for the evaluation of the tendencies of these fitness 
functions. The main difference between the two objective functions is that the Adjacency fitness can 
be maximized with over-exploiting the most advantageous DU relationships; light blue and light green 
in this scenario. However, the Neighbor objective penalizes a disruption of the target pattern, hence 
it becomes difficult to lean too much on the exploitation of any relationship on its own; the overall 
neighborhood pattern has to be conserved. This can be evaluated by the inspection of yellow and dark 
blue cells. Because their overall fitness gain is lower, the Adjacency objective tends to omit improving 
the neighborhood patterns of these cell types and concentrates on the more frequent DU types, so that 
we can observe free yellow and dark blue cells with no desired neighborhood at all. On the other hand, 
as expected, the Neighbor objective appears more consistent in improving with all types of DUs and 
mostly succeeds in regenerating the target neighborhood patterns.
FIGURE 4.62 Neighbor + Trivial Hole, example fitness graphs.
FIGURE 4.63 Adjacency + Trivial Hole, example fitness graphs.
A similar distinction applies to the Neighbor Cell and its Adjacency Cell version. The targets and 
candidates for these objectives are given in Figure 4.64. In this setting, for the Neighbor Cell objective, 
a dark blue DU would like to be near two light blue DUs and a red DU. Likewise, a light blue DU would 
prefer the neighborhood of one light blue, one red, and one dark blue DUs. In the Adjacency Cell 
version, because both dark blue and red DUs award light blue neighbors more than the others, the 
light blue DUs would tend to get collected near each other. However, the same cause would affect 
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an intermingling of the dark blue and red DUs with the light blue ones, and the situation would get 
balanced to an extent. As a result, combinatorial effects of the two versions appear similar as can 
be seen in Figure 4.65. The situation could have been different if a target like the one used for the 
Neighbor objective had been used. In such a case, the advantage gap between the most and the least 
advantageous proximities could have made the least advantageous to be omitted in the Adjacency 
Cell version. This shows that the combinatorial effect of these objectives is strongly dependent on the 
scenario. Example fitness graphs of the trials are given in Figures 4.66 and 4.67.
FIGURE 4.64 Neighbor Cell and Adjacency Cell objectives; target, candidate, and initiation.
FIGURE 4.65 Neighbor Cell and Adjacency Cell objectives, example best results – Query cell width: 8 m.
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FIGURE 4.66 Neighbor Cell + Trivial Hole, example fitness graphs.
FIGURE 4.67 Adjacency Cell + Trivial Hole, example fitness graphs.
Finally, the test setting and example results for the Manual Cell objective can be seen in Figure 
4.68 and 4.69. The test tasks are rather easy and as can be seen in Figure 4.70, in an incremental 
progression (which indicates the attaining of desired proximities one by one), the process converges 
in just a few hundred generations. Although this test setting is simple (indeed the initiation example 
in Figure 4.71 has already found the desired cells right through random initiation, which is not usually 
the case), even the hard tasks for the Manual Cell objective would remain relatively simple compared 
to the other objectives, and the desired fitness states are generally reached very quickly.
FIGURE 4.68 Manual Cell objective; target, candidate, and initiation.
TOC
 213 Applications of the design_proxy approach and the Interleaved EA
FIGURE 4.69 Manual Cell objective, example best results – Grid width: 4m, query cell width: 8m.
FIGURE 4.70 Manual Cell + Trivial Hole, example fitness graphs.
There are a number of critical parameters for each objective, e.g., grid width for the Sequence 
objective, query cell width for cell type objectives, and DU offset for the Proximity, Neighbor, and 
Adjacency objectives. The default values for these parameters have been found through trial runs; 
seeking a balance between computational performance and quality of results. However, best 
combinations for these may be changing through different scenarios, which is not easy to analytically 
determine. Specific experimentations have to be devised in order to examine the possibilities with 
regard to potential scenarios, which would become a separate study on its own. Such an attempt 
would be a premature fine-tuning for the rather elementary state of the d_p.layout system. Therefore, 
systematic tests for these parameters have been omitted.
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§  4.2.8 Multi-objective test series
Before systematic tests, the effect of the number of objectives was examined through prior runs for all 
combinations of 50, 150, and 250 DUs; 3, 6, and 9 objectives; and fully-adaptive, limited-adaptive, 
and non-adaptive cases, which gives a matrix of 3x3x3 = 27 tests. Due to performance limitations, 
only a few tests could be carried out for each case. It should be noted that these limitations were due 
to unstable hardware and limited RAM, rather than prohibitively long evolutionary runs, which was 
not the case. Although not systematic, therefore not extensive or certain, these tests indicated that, 
an increase in the number of objectives, without a parallel increase in population and variation sizes, 
results in a tendency to converge earlier, compared to trials with a lower number of objectives. This 
tendency, which is by no means unexpected, is more evident between 3 and 6 objectives, and less 
between 6 and 9 objectives, which is also due to the fact that the added objectives pursue similar goals 
with the existing ones in the case of an increase from 6 to 9 objectives. The important point here is not 
the lower levels of attained fitness but the earliness of convergence. This means, each new objective 
increases the complexity of the problem, and simply lengthening the process to allocate more time 
to each objective will have no positive effect. Before concluding on this issue, it should be noted that 
systematic tests have to be carried out to see the effect of increased population and variation number 
combinations, which might solve the problem. For the aims of this thesis, we can simply move around 
this issue and just limit the number of objectives to 3 or 6, which is sufficient for our aims. Time and 
effort has been saved for other aspects of the problem, while deciding on the issue of higher number of 
objectives is left for subsequent studies.
The aspects related to the Interleaved EA and the combinatorial operation of objectives have been 
assessed with the multi-objective trials. Seven different system scenarios have been prepared for 
comparison. Each of these scenarios has been run 100 times for 5000 generations. All trials involve 
the six core objectives (Trivial Hole, Out + Overlap, Neighbor, Sequence, Neighbor Cell, and Manual 
Cell) and 50 DUs. In order to be able to carry out this large amount of tests, the population number 
has been reduced to 50 with a mutation number of 5. These numbers are indeed quite low, given the 
complexity of the problem. In Figure 4.71, the average fitness graphs of these scenarios are given as 
superposed per objective. Each color plots a different scenario as indicated in the legend below the 
figure. Each line presents the average progression of mean fitness, in other words it plots the average 
of mean fitness graphs of 100 runs of a scenario. From the progression of the mean fitnesses (Figure 
4.71), it can be firmly claimed that all six objectives reliably work together in the multi-objective case.
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FIGURE 4.71 Average mean fitness graphs for the multi-objective case – 7 scenarios, 100 runs for each – 6 objectives, 50 DUs, population: 50, 
mutation: 5, crossover: 0.
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The first issue to be considered will be the effect of adaptive parameter control, which is important 
for alleviating the need for parameter tuning before each new application scenario. The best test for 
adaptivity appears to be a comparison of two sets of trials with adaptive and non-adaptive settings, 
with a parameter combination whose performance is known to be poor. The adaptive version is 
supposed to perform better, through finding the appropriate parameters by itself through the 
process. In Figure 4.71, the limited and non-adaptive trials with “same bad parameters” illustrate 
this issue. In these cases, all objectives are started with the same poor parameter combinations for 
process, variations, and adaptivity. It can be seen that there is almost no difference in the fitness 
progression course of these cases, which shows that for the d_p.layout application adaptivity did 
not have any advantage.
Another set of tests have been carried out with the “best-so-far” parameters. This means that all 
objectives have their own fine-tuned parameter combinations for process, variations, and adaptivity. 
In these tests, three versions of adaptivity have been tested to see if adaptivity is disadvantageous. 
It can be seen in Figure 4.71 that the fully adaptive case, in which almost all parameters have been 
set to adaptively evolve, is worse than both limited-adaptive and non-adaptive cases. The limited-
adaptive settings have been enabled by the Interleaved EA approach. For each objective, separate 
adaptivity settings have been developed through both trial runs and a priori considerations of 
the specific properties of that objective function. Results of the limited adaptive case almost 
totally coincide with the non-adaptive case, which again gives us no evidence for claiming an 
advantage of adaptivity.
It should be remembered that advantages of adaptivity had been demonstrated in the previous d_p.
graphics application. The most important difference between the two applications is the number of 
parameters, i.e., the relative complexity of the d_p.layout application. The effect of an increase in the 
number of evolved parameters can be seen in the decreased success of the fully adaptive case, which 
shows that a proliferation of evolved parameters makes the problem more complicated and this 
decreases overall performance. These systematic test series have been carried out with low population 
(50) and mutation (5) numbers, and for a short generation count (5000). These settings may be too 
low for a complex adaptive case to deploy its advantageous properties and some properties may be 
activated only in the long run. Nevertheless, even with these settings, a superiority on behalf of the 
adaptive version was expected; although a minor one. It did not appear.
As a second potential explanation, the failure of adaptivity may have resulted from the adopted 
adaptivity approach. In the d_p.layout version, whenever an individual is selected for mutation, first, 
some of its adaptive and self-adaptive parameters are mutated. And at the same turn, right after the 
mutation of parameters, the individual is mutated according to the parameters that are specific to 
that individual. In other words, at the same run, first parameters are mutated, then with those new 
parameters, the individual. An alternative approach could be to select two distinct pools of mutation 
candidates. While one pool goes under process parameter mutation (i.e., adaptation) the other would 
be mutated in the regular sense. Thus, there might be problems in the adaptivity mechanisms or in 
the parameter settings of the trial runs. These have to be assessed in further studies. Within the span 
of this thesis, the limited-adaptive version is kept as the default option, for it appears from the tests 
that it is not disadvantageous, either.
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The second issue to be considered through the systematic tests is to demonstrate whether the rank-
based Interleaved EA approach is better than a regular rank-based scheme. To test this hypothesis, 
a setting is devised, where adaptivity is totally disabled and all objectives are started with the same 
parameter combination. It is difficult to claim that these parameters are the best-so-far parameters, 
for best parameters vary for each objective (which can be claimed to show a priori that the Interleaved 
EA is preferable). Nevertheless, a balanced parameter combination is devised as much as possible. 
In addition, a limited-adaptive version of this same parameter combination is tested. As can be seen 
in Figure 4.71, it is not possible to claim a clear superiority of the two same-parameters versions over 
each other. However, with the exception of the Manual Cell objective, which is distinctive in general, 
the same-parameters cases are either worse or the same with the non-adaptive and limited-adaptive 
Interleaved EA cases. Thus, it can be claimed that the Interleaved EA, with its objective-wise parameter 
specification, is advantageous over both of the same-parameters versions. It should be noted that, all 
tests have been carried out on the same computer and we could not detect any consistent difference 
in the time expenditure of different trial cases. Therefore, this superiority comes with no performance 
cost. As a result, it can be claimed that the Interleaved EA is preferable.
In summary, the functionings of all objectives have been shown to be working mostly as expected, 
although in experimental conditions and not in multi-objective settings. The reliability of the 
multi-objective operation of six of the objectives is also demonstrated with the systematic trials. 
It appears difficult to visually demonstrate multi-objective functioning because of the difficulties 
in distinguishing the effect of each objective within a combined case. Nevertheless, this will be 
attempted with regard to example applications in the following pages.
The tests were successful in showing that the Interleaved EA has advantages over same-
parameter approaches. However, we were unable to demonstrate an advantage on behalf of 
adaptive parameter control.
Although it would be interesting to experiment with Pareto-based alternatives, a comparison with 
Pareto-based approaches is missing in this application, which is also left for future studies.
Before finishing this section, an example multi-floor layout evolution will be illustrated. The initiation 
layouts of the five-floor building are given in Figure 4.72. For this example problem, in addition to a 
few fixed DUs, a list of rectangular DUs is given to the system, which distributed these to five floors 
using the information from all six available target buildings (which are given in the Appendices). 
Each floor receives around 30-35 DUs, which appears as a reasonable amount for a medium sized 
building. (Automated DU list generation functionality will be exemplified with the applications 
later in this chapter.)
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FIGURE 4.72 Prepared outlines and fixed DUs of a five-floor example run.
A vertical circulation area is fixed on all floors (Figure 4.72). In addition, an entrance hall is fixed on the 
ground floor. The blue outline gives floor boundaries and colored lines define directions. The ‘indent’ 
within the boundary of the first floor is thought as the continuation of a two-storey high entrance area. 
Boundaries of the remaining floors are also diversified to see the effect of differing conditions. The red 
square on the fourth floor is a terrace courtyard.
The target library for the Neighbor Cell and Neighbor objectives is Santa Monica Library (can be 
found in the Appendices), because it is a large library that includes ample information regarding 
these aspects. The library addition of the Free University of Berlin is assigned as the Sequence target. 
This library has an exceptionally monotonous spatial organization, where bookshelves, circulation 
elements, and open study areas are placed in specific sequences, which has the advantage of legible 
organization, and is generally reflected in the results (Figure 4.73). However, this library includes 
almost no sequence information for most DU types, which is a serious drawback against real world 
applications. Finally, Manual Cell target is given as “[vertical circulation, technical space x3, WC x2]”.
Each floor has been assigned a maximum of 10000 generations, which has only been completed by 
floor 4. A population size of 150 is used, while mutation and crossover numbers were set to 15 and 0 
respectively. Crossover was by default disabled because of the nature of the problem, in which 
absolute placement of a DU did not matter as much as relative positioning; crossover would amount 
to teleporting a set of DUs to random locations. Fitness graphs of the ground floor (floor 0) can be 
seen in Figure 4.73.
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FIGURE 4.73 Fitness graphs for the ground floor of the example run.
For each floor, the system plots either the best individual for each fitness, or highest rank individuals, 
or both. The user may inspect the last few plotted examples to determine preferred results. However, 
a convenient way is simply to take the last plotted example, because the system tends to raise the 
average of all fitnesses, so that it converges around similar examples and different best-result options 
frequently give the same results. The chosen results of this example run are given in Figure 4.74.
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FIGURE 4.74 Resulting best floor layouts for the example run (max. gen.: 10000, pop.: 150, cross.: 0, mut.: 15, Manual Cell target 
((“vc”, “t”, “t”, “t”, “wc”, “wc”)), Neighbor Target = Neighbor Cell target: Santa Monica, Sequence target: Free University Berlin, using 
max. %92 of the available plan areas, DU offset: 1.2m, Sequence grid width: 1.5m, M. Cell grid width: 8m, query cell widths: 16m).
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From the results in Figure 4.74, it can be claimed that the DU types are distributed to the floors 
in mostly an acceptable manner. Office spaces (os – red) are distributed to several floors in mostly 
central locations. Library functions, i.e., bookshelves (bs – yellow), open study areas (osa – orange), 
multimedia areas (m – dark green), and comfort zones (cz – light green) are distributed evenly to the 
floors. Because of the Neighbor and Neighbor Cell target, i.e., the Santa Monica Library, certain DU 
types like open study areas and bookshelves tend to get close together. This target is highly organized 
and it strongly separates functions into zones (compare with Halmstad Library’s complex organization 
in Appendices), which is reflected in the results. In addition, open study areas can be seen to prefer 
floor boundaries, which is mostly due to the Sequence target, which located these to floor edges 
almost without exception.
Likewise, targets caused the bookshelves to concentrate mostly near each other, but these are also 
evenly interleaved with circulation elements. This is due to the regular organization of the sequence 
target. Because of the Manual Cell objective, core functionalities, i.e., technical spaces (t – bright 
green), WCs (wc – dark green), and vertical circulation (vc – dark blue) tend to come together. Activity 
areas (ah – pink), restaurant-cafe’s (rc - blue), commercial area (cm - purple), and periodicals (p 
– lemon yellow) had to be arranged with less information, which clearly shows a requirement for 
methods that would enable the collective usage of a series of targets together for each objective, as is 
the case with DU distribution to floors.
Formal objectives were more successful on simpler floor shapes. DUs have to adapt both to each 
other’s borders and to floor borders in a collective manner. Initial DU rotation and subsequent 
arranging is much easier for simpler boundaries. Nevertheless, even the intricate floors with several 
large DUs have evolved to an acceptable degree.
It can be claimed with this example that, although its capacities are seriously limited, d_p.layout is 
able to evolve draft layout arrangements. It should be thought of as a starting point with a minimal set 
of capabilities. It appears that, for more meaningful applications, usage of basic zoning information is 
also required, such as with regard to orientation, access, views, and functionalities. This information 
is indeed present (i.e., painted) in the target examples; however, specific techniques (i.e., objective 
procedures) have to be developed to utilize this information, which is left for future studies. 
Additionally, for more complicated problems with greater DU numbers, a hierarchical approach 
appears necessary for dividing and guiding the process.
§  4.2.9 Validation of the design_proxy.layout
For an assessment of the capability of the design_proxy.layout system to be incorporated within 
design processes, in the following sections, two workshop processes will be described in detail. After 
a general introduction into the aims and procedures, specifics will be detailed for the two workshops. 
For each of the workshops, two example design processes will be illustrated to discuss the capabilities 
and limitations of the d_p.layout in practice. After these detailed descriptions, the last section will 
involve an overall evaluation of the d_p.layout. This evaluation will start with an exposition of the 
evaluation criteria and will continue with an assessment of whether these criteria have been met or 
not. This assessment will be extended with an evaluation of the participant surveys. The chapter will 
be closed with a general consideration of the basic utility of d_p.layout in design practice.
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The most important amongst all considerations towards the d_p.layout system is its potential for 
being used within real world situations by human designers. This is required not only to show that 
it is readily useful, but also because this is the only way forward for further development, from the 
system’s current experimental situation to a more developed professional-quality application. 
To begin with, human usage is required for preparing and bringing together target libraries for a range 
of example architectural typologies, hence for collecting the required raw information. In this context, 
a community based open project would reveal the highest potentials for further development. Yet, the 
more important point is that the system has to be developed through considerations of user feedback, 
and eventually through real-time feedback with the help of machine-learning technologies.
These aspirations can be realized only through the system’s viability at the outset. This means, such 
a system has to lift itself from its bootstraps through some sort of congeniality and usefulness and 
situate itself on a path of symbiotic relationship with human users. In brief, d_p.layout has to be 
demonstrated as technically functioning, practically useful, easy to use, and pleasurable enough for 
use. With regard to these aspects, we have to find out if the system has a viability to be incorporated 
in design processes.
The technical competence of d_p.layout has been examined in the previous sections, where it was 
shown to carry out its tasks as expected while its capabilities were primitive. However, the initial 
requirement for an artificial design assistant is not technical competence, which is not possible with 
the available AI technologies. Currently, no artificial agent is competent enough to be compared with 
humans for carrying out architectural design. Yet, the only way to move forward to that direction is 
to situate AI systems within design practice, which requires us to extract a kind of usefulness even 
from such primitive systems, or alternatively, to devise systems that would be useful even within such 
technical limitations.
Several other questions appear at this point regarding d_p.layout: “Is the system versatile enough 
to be readily applied to a wide range of scenarios?” “Is it flexible enough to let its user devise ways to 
exploit it?” “Is the system’s interface easy enough to learn, adapt to, and utilize?” “Is it easy to interact 
with?” “Are the outputs of the system easy to interpret and put to use?” And “what kind of benefits 
might be expected from such a system in terms of speed, quality, and pleasure?”
These questions have no ideal answers and for an attempt at answering them, the system has to be 
put to use within real design processes that have to be experienced and interpreted. For this reason, 
in this section, two student workshops will be illustrated to discuss whether d_p.layout is sufficient for 
some usage scenarios according to this variety of aspects. The workshops have been carried out at two 
universities, which differ in educational approaches, academic staff, and background and ages of the 
student groups. This raises both a difficulty for comparison and a potential richness of interpretation.
Both workshops have been shaped and presented as regular architectural design workshops, i.e., not 
as Computational Design workshops. Although d_p.layout was being introduced as a participant of 
the process, the focus was on the design of library buildings, at specific sites, by the students, and in 
a collective manner. It should be noted that the specific structure of the workshop processes were as 
effective as the d_p.layout in the formation of the results. After all, these workshops tried to situate the 
d_p.layout within design processes, not the other way around. The core design steps of the workshops 
comprised fast collective brainstorming sessions, study, presentation, and discussion of precedents, 
exercises that spatially enrich resulting buildings, and a fast progression towards a detailing of 1/200 
models. As will be illustrated in the following sub-sections, the d_p.layout has demonstrated its utility 
in all these core steps.
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It should be noted that the students have not specifically chosen to attend the workshops, and they 
have not been chosen amongst a range of applicants. The workshops were embedded within regular 
courses and they have been carried out alongside regular design studios. This has made attendance 
more difficult, yet the degree of attendance was satisfactory.
For the workshops, the d_p.layout system has been carried with all its dependencies in a ready-to-
launch state on live USB devices that run the Ubuntu operating system (licenses of all dependencies 
permit non-commercial redistribution). This enabled the rapid conversion of regular computers in the 
computer labs to d_p.layout stations to be controlled through the internet with parameter files stored 
on shared folders. Again, shared folders were used for accessing the outputs of the trials, which has 
the benefit of easy access by the students, together with automatic archiving.
The basic document package included the workshop posters with a workshop statement, site maps, 
graphical presentations of target buildings, DU type legends in the form of bookmarks, student 
surveys, color sheet packages, and d_p.layout parameter sheets (which were never used). Additionally 
a digital package of these documents and Inkscape template files were also given to the students.
§  4.2.10 Evolutionary Collectivity İzmir workshop
The first workshop has been carried out from 4th to 8th of March 2013 at Yaşar University in İzmir, 
Turkey. It was prepared and tutored by the author together with Ahu Sökmenoğlu (İTÜ, TU Delft) 
and Ioannis Chatzikonstantinou (YÜ, TU Delft). The progression of the five-day workshop process is 
depicted in Figure 4.75.
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FIGURE 4.75 Workshop process for Evolutionary Collectivity İzmir workshop.
With a few exceptions, most of the participants were 4th year students. In total seven teams (14 
students) finished the workshop. Additionally, four graduate students visited the workshop for one day 
to experience a very fast version of the workshop workflow, but they did not continue to completion.
In the opening presentation, operation principles, capabilities, and limitations of the d_p.layout 
system were introduced along with background information on evolutionary computation. Limitations 
of the system were especially emphasized to prevent over-reliance on the system’s output, in an 
attempt to establish a balanced and sound human-machine interaction.
The workshop had been planned with two iterations of interaction with the d_p.layout. Initially, the 
first iteration was thought of as an introduction to both the problem and the d_p.layout system, while 
the second iteration was expected to be more productive. It turned out that this was up to how each 
team was approaching its problem.
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The design process started with a collective brainstorming session (see Figure 4.76 for workshop 
photographs). Through several stages, from concepts expressed with a few words, the students moved 
forward to sketched out and diagrammed spatial ideas. The process started with the participation of 
the whole group. Further on, the participants were divided into groups of eight, and eventually they 
continued the workshop individually or as teams of two to three people. At this stage, they were asked 
to choose their favorite spatial ideas and start working on the main problem of the workshop; that is, 
designing a medium-scale library within the given site. The site for İzmir workshop was right across 
Yaşar University Campus, and was easily accessible. It was almost flat, in between a metro line and 
a highway, next to a metro station and was being crossed by a pedestrian bridge, so that there were 
many situational parameters in need of reconciliation.
FIGURE 4.76 Images from the Evolutionary Collectivity İzmir workshop, from brainstorming sessions to final presentations.
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The ultimate task for the first day of the workshop was to determine a massing within the given 
site, with regard to the contextual aspects, the given problem, and the conceptual and spatial 
ideas that were being gathered through the initial exercises. The convenience of working with d_p.
layout first appeared at this point. The decisions of the students have not been criticized, so that the 
brainstorming process would continue to include the d_p.layout’s contribution. Therefore, even the 
least interested team was able to put a simple mass somewhere inside the site, just to see what comes 
out from the system. The teams then horizontally sliced their masses to obtain initial floor outlines to 
feed to the system. At this point, the tutors imported these sketch plan outlines into Inkscape, painted 
these as candidate layouts, parsed them and started d_p.layout to run through the night for each 
team. Originally, this painting operation was to be carried out by the teams; however, because the 
Inkscape interface was not fail-safe, first testing of the system has not been put at risk. In the second 
workshop in Mardin, the interface has been used by the students, where a short Inkscape course 
sufficed to prepare the students for the task.
The next morning, the students came back with the printed results of the d_p.layout, which they 
have found in the shared folders. Some trials with smaller layouts had accomplished more than one 
run, while a few had not been able to finish all floors due to large layouts and high amount of DUs. 
Although technical problems occurred in a few examples, all teams acquired a usable response from 
d_p.layout, either well developed or not. The resulting d_p.layout graphics were discussed together to 
develop an understanding on what they mean, and how they may be interpreted and used.
Now that they had draft DU arrangements filled within their given outlines, the students became ready 
to get involved with the spatial and functional organization of their proposals. At this point, in order 
to study the vertical and horizontal circulations and to elaborate the visual and spatial connectedness 
of the interiors, an exercise was given, according to which two physical models had to be prepared, 
one solidifying the voids, i.e., visualizing only circulation spaces and galleries, and the other for 
solidifying the used spaces on the d_p.layout outputs. Although a bit misleading, these models were 
shortly called “solid” and “void” models. Obviously, this exercise is not a necessary constituent of the 
d_p.layout workflow; yet, it is fully congruent with it, because the d_p.layout outputs include large 
interconnected circulatory areas and both intentional and unintentional empty fields. This exercise 
gave the students an incentive to study d_p.layout’s proposals and to connect their spatial studies 
with it. It also greatly contributed to the interior spatial quality of their final proposals.
Through the study of the d_p.layout drafts, the teams entered into functional considerations 
much earlier than they would, at least with such detail and comprehensiveness. Indeed, entering 
into functionalities right from the beginning could be considered premature. However, it was not 
exactly the students who delved into functional studies, but the complex, constituted by the teams 
together with the d_p.layout, where the burden of the details was initially only carried by the machine 
counterpart, which leaves the human mind free for conceptual considerations.
It is true that the d_p.layout yields DU arrangements, but first of all it develops building programs 
in the form of DU lists. Although these lists are by no means refined programming studies, they 
are at least probabilistically drawn from collections of existing buildings. Thus examining a few of 
these layout proposals quickly gives the student a feeling for the basic functional requirements of a 
specific typology in a rather painless way. It should be noted that, because the study is carried out 
over the functional arrangements of the d_p.layout, the solid – void exercise fluently connects spatial, 
conceptual, and functional studies, and quickly brings the students to a stage where they can start 
better investigating functional arrangements together with spatial effects. In this sense, this exercise 
greatly increases the speed of the workshop; however, this acceleration cannot be solely attributed to 
the d_p.layout. In brief, if speed amounts to the omitting of contextual and conceptual issues, it may 
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result in premature products. However, in this case, it rather meant more time and a more integrated 
process for the contextual, conceptual, and spatial aspects.
The following step in the second day of the workshop was to sketch over the initial results of the d_p.
layout to refine the layout arrangements along with new model and section studies. Through this step, 
some of the teams prepared a second proposal to be given to the d_p.layout. However, several teams 
had already entered into a productive path or structured and confined their proposals to such a degree 
that the d_p.layout had nothing left to offer. It should be remembered that the d_p.layout is not a 
layout refinement tool; it is only for initial patching studies and is most useful in the beginning of a 
design process. A second iteration means repeating the same step but with a better understanding of 
the problem and the system, and through more refined and controlled proposals.
The third morning started with the examination of the second set of results. The students brought 
with them architectural examples and presented their two-day progressions together with these 
examples. Such examples have a very important role in the progression of a design workshop, and 
both the tutors and the student teams have brought relevant examples, which were examined and 
discussed collectively. Additionally, Ahu Sökmenoğlu presented a small library project, which had 
recently been implemented by her. This presentation was also important and provided the students 
with a close-up example of the rationales and processes of library design and application. After 
these presentations, the teams started to work with regular design tools such as sketches, drawings, 
and models, and the tutors provided support and desk critics. The ultimate output would be 1/200 
models with interior organization depicted by the same color-coding scheme that is used for the d_p.
layout and the targets.
Overall, the workshop was perceived as satisfactory by both tutors and observers (impressions of 
the participants will be discussed in the following sections over student surveys). As expected, the 
finished projects varied in quality, yet they were all sufficiently detailed, displaying rich interior and 
exterior spaces; more developed than would be expected for such a short period. The d_p.layout was 
so integrated in the process that it is not always easy to distinguish its specific effects, yet it is easy to 
trace its integration.
Again as would be expected, there were both less interested students and highly involved ones who 
kept up better with both the workshop process and the d_p.layout. More involved teams tended to 
accept the d_p.layout as a constituent of their design processes. They first cooperated and then started 
to play with it and managed to make it a part of their conceptual and spatial studies. However, this 
progression was not observed with all teams. Apparently, some students tended to perceive the d_p.
layout to be contesting their habitual way of design, and did not prefer to fully adapt to the workshop 
process. The outputs of the second type of students tended to be lower in quality. This was caused 
by a combination of a lack of attention and a dissonance with the workshop’s progression, which 
tended to reward cooperation with the d_p.layout. The trust of the students towards the tutors and 
the system has an important effect in the outcome. However, this trust should be kept in balance, 
because the student should not over-emphasize the capabilities of the system and should remain the 
real author of the process. In the beginning, the students tend to approach such a system as if behind 
a mystical veil, but with the inspection of the first results, they start to better understand its actual 
capabilities. If the students start to think that the d_p.layout is capable of bringing out usable drafts, 
and at the same time start to trust the tutors, the constituents of the process start resonating and the 
students get ready to accept the d_p.layout and start playing with it. It should be noted that interest, 
sincerity, and a liking for learning and producing are more effective than any tool. It appears that these 
are the assets that make tools work, not the other way around. The workshop process was designed 
to facilitate a convergence between the d_p.layout and its users. In other words, the design process 
TOC
 228 Evolutionary design assistants for architecture
was tailored for the d_p.layout, in a way that it would appear less demanding and more congenial to 
humans so that they would approach it. Therefore, neither success nor failure of this process can be 
totally attributed to the d_p.layout. Yet, the d_p.layout appears capable of joining in this process.
It is difficult to assess the contribution of the d_p.layout for less involved teams. Therefore, the 
workshop processes will be illustrated over examples, which are not claimed to be typical. Example 
processes are chosen for their stronger interaction with the d_p.layout. The legend for the simplified 
color-coding scheme that was used for the two workshops is given in Figure 4.77.
FIGURE 4.77 Simplified color-coding legend.
The first example is the team of Müge Halıcı and Ceren Abacıoğlu, who were 4th year students at 
the time of the workshop. They started their examination with the keywords, “non-accessible”, 
“spaciousness”, and “airy”, which they developed into a conception that understands interior space 
of a building in terms of “largeness and extensiveness” (Figure 4.78). They then moved forward 
to question the relationship between “inside” and “outside” and set forth a hierarchical spatial 
organization from “protected” to “unprotected”. At this point, they envisaged their building as a cube 
that is pierced by the pedestrian bridge that crosses over the site. During the night, the d_p.layout 
processed seven floors of this large cube. It turned out that the team made a mistake about the height 
of the bridge; however, this was no problem at all. The proposal consisted of just floor outlines, and it 
was the d_p.layout who worked through the night.
FIGURE 4.78 Müge and Ceren – left: initial sketches, middle: first model, right: sketch submitted for d_p.layout.
In the first results for the seven floors (Figure 4.79), the layouts include no vertical circulation 
elements or distinct circulation areas. Functional zones are not coordinated between floors, yet they 
involve a sufficient variety of functional elements that are arranged with regard to their functionalities. 
It is difficult for a human designer to delve into such detail at this stage, because she has to think 
about a large group of contextual and conceptual factors before moving into detailed arrangements. 
However, in this case there is almost no cost of bringing out these draft arrangements.
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FIGURE 4.79 Müge and Ceren, results of the first trial (seven floors, max. gen.: 7000, pop.: 150, cross.: 0, mut.: 15, Manual Cell target ((“vc”, “t”, “t”, 
“t”, “wc”, “wc”)), Neighbor Target = Neighbor Cell target: Santa Monica, Sequence target: Free University Berlin, using max. %92 of the available plan 
areas, DU offset: 1.2m, Sequence grid width: 1.5m, M. Cell grid width: 8m, query cell widths: 16m, DU area limit: 45m2, DU width limit: 8m, formal 
refinement on with mut.:75, diminish: 25)
It can be noticed in Figure 4.79 that the initial DU rotation functionality failed to approximate layout 
orientations and the DUs are collectively placed in a diagonal orientation. The system fitted lines 
using the four corner points of the floor outlines, which would be different with another orientation. 
Whenever a high number of DUs are wrongly orientated, they have to adapt to the floor outlines in 
a collective manner, because their orientation is also connected to the neighboring DUs. This is a 
complicated combinatorial task that would most probably be omitted, while the system can maximize 
its fitness through easier operations towards sub-optimal areas38.
38 In later applications, this failure is corrected by using another approach, which uses the most dominant rotation angle of the lines of 
the initial floor outlines, instead of fitting lines over the corner points.
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FIGURE 4.80 Müge and Ceren, solid-void exercise over d_p.layout drafts.
In any case, Müge and Ceren accepted both the lack of vertical coordination and the failure in 
orientation as playful ideas for developing their project, which is reflected in their solid-void study 
(Figure 4.80). At this stage, through a free interpretation of d_p.layout drafts with respect to 
contextual issues, they prepared a more refined trial, which included locations of vertical circulations, 
a few fixed DUs, and a variety of intricate insular outlines at each floor level (Figure 4.81). This way 
they organized their process within a hierarchical progression from rough undetailed outlines to a 
more intricate state, but still without delving into all the details of the plans. Instead of sequential 
phases, this progression was realized through holistic ‘packages’, which differed in their degree of 
refinement but not exactly in their content. It can be noticed that Müge and Ceren’s process never 
diverted from their initial conceptual investigations on spaciousness, accessibility conditions, 
and interior – exterior relations. This should be attributed to d_p.layout’s non-intrusive manner, 
which assists by setting forth details and bringing possibilities into mind, while not enforcing 
any manner of working.
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FIGURE 4.81 Müge and Ceren, sketches submitted for second d_p.layout iteration.
It can be seen that the two trials are very different in nature. The first trial only included rectangular 
floor outlines. The second trial (Figure 4.81) involves small islets with complex outlines and 
continuous vertical circulation, all placed within a simple rectangular building box, which reduces the 
effect of directions. Results of the second trial can be seen in Figure 4.82. Because the shapes of the 
layout islets were intricate and narrow, maximum DU width was reduced to 4.5 meters (it should be 
remembered that actual DU borders should be sought somewhere in between inner and outer borders, 
which virtually extends this minimum width). The collective DU orientation problem does not appear 
in the second case because of the high number of vertices that helps in finding the overall orientation 
of the outlines. This was also because, in the second trial the DU-to-DU relations were less dominant 
than DU-to-border relations.
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FIGURE 4.82 Müge and Ceren, results of the second iteration (six floors, max. gen.: 8000, DU area limit: 30m2, DU width limit: 4.5m).
With only these two examples, it can be firmly claimed that the approaches underlying d_p.layout 
result in a highly versatile and robust system that can be applied, with only a few minor parameter 
adjustments, to cases that are considerably different. This versatility will be observed with all of 
the following examples.
With the second output from d_p.layout, Müge and Ceren started focusing on their own 
interpretations. They moved from this stage towards simplifying and rationalizing the multi-
dimensional interior organization, which resulted in a well-developed plausible proposal with rich 
interior spaces (Figure 4.83). The patching colors on the 1/200 model follow the same color-coding 
scheme given in Figure 4.77. Coloring the model has the benefit of uniting physical models and draft 
layouts. Although Müge and Ceren have presented technical drawings, the workshop did not require 
the participants to draw detailed plans, for d_p.layout would not be able to assist users at those 
stages. The aim was rather to obtain an overall zoning in terms of DU types, which appears sufficient, 
or even better, for evaluating a specific proposal at this early stage of the design process.
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FIGURE 4.83 Müge and Ceren, final proposal.
The second example from this workshop is the case of İdil Kantarcı, which was special. İdil was a 
first year student and had never attended to an architectural design studio. She was a basic design 
student with absolutely no experience in architectural design because of her school’s curriculum. 
Nevertheless, she was very eager and serious.
In the beginning of the workshop, İdil appeared anxious about not being able to ‘exactly’ understand 
the direction she was moving towards, which is a natural response from a first year design student. 
She quickly lost contact with her teammates and could not connect with other students that were several 
years senior. She was not confident in her concepts and she had difficulty in sketching out her spatial 
ideas. Nonetheless, at the end of the day, the only output required by the d_p.layout was a simple floor 
outline, placed within a site, and this even did not need to be well thought out. İdil managed to carry out 
this task by cutting out outlines from a piece of cardboard. As can be seen in Figure 4.84, this consisted 
of three floors with square outlines and one floor formed by regularly insetting the site borders. There 
would be a central courtyard, again reflecting the shape of the site borders. This courtyard would include 
the main entrance from the pedestrian bridge, which would pierce through the building.
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FIGURE 4.84 İdil Kantarcı’s first d_p.layout trial, as prepared in Inkscape by the tutors.
When İdil brought her first results the next morning (Figure 4.85), it was seen that the last floor was 
not finished (the draft in the figure developed during the day). A reason was a failure in DU width and 
area limit settings by the tutor, which could have been far larger with such large floors. Nevertheless, 
detailed programming and patching studies had been obtained for three floors, from out of almost 
nothing. Examining these results, it appeared that İdil’s total area was far larger than was required, 
which was far easier to discuss over these detailed scale drafts (consider discussing such issues with a 
novice that has no understanding of scale).
FIGURE 4.85 İdil’s first d_p.layout results (DU area limit: 48m2, DU width limit: 8m)
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In Figure 4.85, it can be seen on the second floor (rightmost draft) that there is an abundance of 
the purple and light green areas, which show activity areas and special sections respectively. This 
occurrence indicates that the draw at this floor first gave a very large activity hall, which was divided 
into several DUs until the maximum width limit had been reached. The same occurred with a special 
section unit, which eventually resulted in a rather unreasonable DU distribution. It appears that the 
heuristics controlling this occurrence have to be replaced with an approach that probabilistically 
applies constraints that are specific to DU types, and with respect to the scales and sub-typologies of 
the proposals. Required information can again be extracted from given buildings.
After obtaining her first results, İdil became able to work on her solid – void model with reference 
to the draft layouts (Figure 4.86). She had never made building models. This can be observed from 
her flat spatial models. Nevertheless, through her studies on these drafts, she started to see primary 
elements of a library layout, circulation system, articulation of spaces, the types of DUs, and so on. 
Examining d_p.layout outputs amounted to a crash-course on layout generation for İdil and this 
initiation proved enough to render her productive. She quickly moved towards a better understanding 
of the spatial organization and started shaping it with her sketches. At the same time, she started to 
understand how to use d_p.layout, and she started to refine and rationalize her drafts in an attempt to 
gain control of the process.
FIGURE 4.86 Left: İdil’s solid-void exercise for two floors, right: preparation for the 
second trial.
İdil’s second d_p.layout trial can be seen in Figure 4.87. This second trial includes a range of fixed 
DUs, most importantly the dominant central courtyard that is given as a green space. Several minor 
green islets, vertical circulations, a large restaurant area, and an entrance hall can be observed in the 
proposal. Such fixed items make the proposal both more definite (i.e., easier) and more complicated 
(i.e., more difficult) for d_p.layout.
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FIGURE 4.87 İdil’s second trial. Top: initial submission printed after being prepared and parsed. Bottom: outputs of the trial in their original layouts 
(DU area limit: 50m2, DU width limit: 8m).
The results display a proliferation of multimedia areas in the ground floor and activity and office spaces 
in the first floor. Nevertheless, together with the first trial, these drafts offered enough information to 
İdil that, at this stage she became better able to shape the draft program by herself. When she started 
working on these drafts, she did not assume these as certain results, and gradually increased her 
control over the process and refined the functional distribution and shape of her plans (Figure 4.88). 
At the mean time, she was able to think about vertical separators, visual relations, circulatory system, 
services, and spatial effects through special elements.
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FIGURE 4.88 İdil’s sketches from the third day.
İdil’s final output was quite surprising in its refined articulation of functional areas and intricate, rich, 
and well-developed interior spaces (Figure 4.89). She collected the multimedia areas on the northern 
side of the building within a two storey high L-shaped space where a forest of spherical cellular 
elements would be hanged down to be seen from both the highway and from inside the building 
through transparent dividers. The central courtyard, which was shaped through a playful cooperation 
with d_p.layout, presents a sensitive scale and a pleasant spatial articulation. Commercial area, 
restaurant, offices, activity hall, library areas, and services are all placed and shaped sensitively and in 
a rational manner. A fascinating result from a first year student’s very first venture into architecture. 
Indeed, better than most of the fourth year student teams.
FIGURE 4.89 İdil Kantarcı’s final product (top-left: ground floor, top-right: first floor over the ground floor).
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Surely, İdil was exceptional with her rigor, discipline, and proclivity. Still, it can be claimed that in 
this case there were facilitating factors added to İdil’s exceptional capabilities. We have experienced 
the rapid development of İdil’s capabilities in parallel with the quality of her products and this was 
well supported by the workshop process. In particular, working with d_p.layout’s drafts enabled 
İdil to practice integral spatial organization while simultaneously learning library functionalities by 
inspecting and criticizing its proposals. In a way, d_p.layout enabled İdil to structure and express 
her spatial understanding and productive capabilities. These claims have been corroborated by 
observations of the second workshop, whose participants were unexceptionally second year students.
In brief, the specific workshop process caused all participants to produce detailed library proposals 
in five days and the results were mostly satisfactory. All proposals involved interesting aspects and 
an uninterrupted progression from concepts to spatial organizations. There were technical problems 
for sure. Some problem definitions had very large floor outlines with high amount of DUs and 
multiple floors. One night was not enough to evolve these into mature states, which conflicted with 
the workshop program. In some cases, maximum DU width and area values were not optimally set 
and some processes crashed due to memory problems and unidentified code instability. Yet, with 
all these expected problems, both d_p.layout and the students were flexible enough to adapt to the 
changing conditions.
§  4.2.11 Evolutionary Collectivity Mardin workshop
The second Evolutionary Collectivity workshop has been carried out in Mardin Artuklu University, from 
17th to 20th May, 2013. The five-day process of the İzmir workshop has been adapted to a period of 
2.5 days and tutored together with Ali Paşaoğlu, Figen Işıker, and Asım Divleli from Artuklu University 
(Figure 4.90). Owing to previous experience, the process became more streamlined. The main 
components of the process were the same, but emphasis on collectivity was weaker. This did not bring 
out major differences because the intent for a broader collectivity had not been fulfilled in the first 
workshop, either. The most important difference between the two workshops was the addition of a 
short Inkscape course, which enabled the students to prepare their proposals by themselves.
The workshop was part of an architectural design tools course, and all the participants were in their 
second years. Although with second year students, and although with almost half the available time, 
the results were more developed than the İzmir workshop. While it is hard to claim that the average 
level or attendance of the students was better, a potential explanation is that the d_p.layout may be 
better for beginners.
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FIGURE 4.90 Photographs from the Evolutionary Collectivity Mardin workshop.
Again, the process started with collective brainstorming sessions (Figure 4.91), and progressed 
from concept-phrases and sketched out spatial ideas to first models, sections, and floor outlines. 
Due to the limited time, only one d_p.layout trial has been carried out, which appeared sufficient. 
The presentations about background information, d_p.layout, and example buildings, and the student 
presentations were mostly parallel with the first workshop. The second day was a combination of the 
second and third days of the previous workshop, with the solid – void exercise and the interpretation of 
the d_p.layout drafts. The workshop ended with the submission of 1/200 models that included draft 
layouts. In total five teams with eleven students finished the workshop. The given building site for the 
workshop was well known by the students. It was located amongst scattered buildings with weakly 
determined borders and with rather vague contextual conditions.
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The d_p.layout settings and parameters were mostly the same, with the important exception of the 
usage of only four objectives (Trivial Hole, Sequence, Neighbor Cell, and Manual Cell). This meant 
better average results for each of these four objectives with longer evolution due to slow convergence, 
which was mostly permitted. Therefore, some floors of the trials could not be finished on time, i.e., in 
one night. In addition, because the interface was not fail-safe, problems arose in one team’s trials, 
which could not be compensated within the fast progression of the workshop and this team was forced 
to work over premature results despite the team members’ eagerness. Two example processes that 
have interacted freely and productively with the d_p.layout will be depicted in the following pages.
FIGURE 4.91 Workshop process for the Evolutionary Collectivity Mardin workshop.
Büşra Tekelioğlu and Merve Çap started their work with the concept of “relaxedness”, and tried 
to reconcile their ideas with contextual conditions in their first model (Figure 4.92), which was 
dissolved into four masses to adapt to the scale of the scattered neighborhood, while at the same time 
creating inner streets.
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FIGURE 4.92 Büşra Tekelioğlu and Merve Çap, top-left: initial massing, right: ground floor of d_p.layout output (DU area limit: 130m2, DU width limit: 
10m), bottom-left: solid-void models.
Sequence articulations and Neighbor Cell groupings can be clearly seen in Figure 4.92 The solid-void 
studies gave way to the idea of an inner gorge traversing along the length of the masses, which was 
reflected in the final proposal. The team’s progression towards final plans and models can be examined 
in Figure 4.93. The left column presents functional zoning studies. On the top right, studies on the inner 
gorge can be seen. On the lower right, these studies can be seen as integrated into schematic drawings.
FIGURE 4.93 Second day sketches of Büşra and Merve, from d_p.layout drafts, toward final models.
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The final proposal of Büşra and Merve can be seen in Figure 4.94. Adaptation to the context appears as 
a dominant shaping factor for this project. However, in the end, variety of the in-between spaces, the 
non-monotonous, fractured interior circulations, visual connections between floors, and created inner 
perspectives make this project unexpectedly rich in terms of spatial development. This richness in the 
spatial formation somewhat complicates the functional organization. First of all, the separation of 
library functions into different masses was not questioned. But this may be due to the characteristics 
of the historical settlement where the university is located. In Mardin, most historical buildings are 
organized around or next to courtyards, and circulation from exterior spaces is common. Secondly, 
both because the students were in their second years, and the workshop had to move forward too 
quickly, the students tended to follow d_p.layout’s drafts in a less questioning manner than the İzmir 
workshop. In other words, they trusted d_p.layout and used its drafts, and this was the only viable way 
to finish the workshop in such a short period. Nevertheless, considering the state of development, 
scale, and placement of the masses, and the building’s situation within its neighborhood, the project 
appears rather convincing; quite open for further development. It is visually pleasing and if was built, it 
would add a positive quality to its rather undefined neighborhood.
FIGURE 4.94 Büşra and Merve, final model (bottom-left: ground floor, bottom-right: first floor over ground floor).
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Finally, the project by Merve Bahur, Bahri Özgötürücü, and Melike Kaya was among the most 
impressive outputs of these two workshops. Their initial concept-word was “depth”. Setting out from 
this word, they decided to emphasize the depth of a building by a gradual passage from brightly 
illuminated spaces to the darker depths of a building. This was to be realized by a ceremonial 
procession to the underground through a dominant ramp (Figure 4.95). The outer envelope 
would be perforated by regular rifts, which were to continue with lesser density on the ground floor 
slab, so that there would be two light-filters, which would separate spaces in terms of lighting 
conditions. In their own words:
“To me, the concept of depth meant thinking and interrogating interior and exterior relations of space. 
In short, it was asking the question, “Where am I?” And this relationship had to be about the access of 
light to the space and how it arrives. For me, the depth of the space is its attempt at realizing itself by 
breaking floor slabs from the sky; at the same time, light has to disappear while proceeding towards 
that space. For this reason, gliding of the flickering light would make me feel the depth of that space.”39
FIGURE 4.95 Merve, Bahri, and Melike, conceptual sections.
They have prepared their d_p.layout proposal by fixing a hall that would represent the large entrance 
ramp on both ground and basement floors (Figure 4.96). Resulting d_p.layout drafts appeared mostly 
applicable and they became instructive for the team while developing their final proposal, which 
resulted in dynamic and convenient interiors. Again, the effect of the Sequence (Free University Berlin) 
and Cell targets (Santa Monica Library) can be clearly observed.
39 Translated from Turkish by the author of the thesis.
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FIGURE 4.96 Merve, Bahri, and Melike, d_p.layout preparation and results (DU area limit: 100m2, DU width limit: 8m).
When they started to work on their solid – void models (Figure 4.97), the team decided to keep the 
bookshelves on the side aisles within floating bookshelf cubicles.
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FIGURE 4.97 Merve, Bahri, and Melike, solid – void studies and the first envelope proposal.
The team’s progression towards their final model can be examined through their sketches in Figure 
4.98. The layouts were mostly based on d_p.layout drafts. Over the circulation spaces that were left 
between DUs, the team started opening floor rifts, which were to be bridged by semi-transparent 
elements where necessary. The interior spaces were being connected both visually and spatially 
through both the large ramp and these rifts.
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FIGURE 4.98 Merve, Bahri, and Melike, sketches toward the final model.
The resulting building is dominated by the huge ramp (Figure 4.99). This could have been precluded 
or limited by the tutors or the designers in another context as irrational or excessive. However, in the 
context of this workshop, it was rather costless to move forward and bring the proposal to a level of 
development before deciding on this issue. In just a few days, the proposal has matured to such a 
level that it became possible to evaluate the connection between the initial ideas, three-dimensional 
spatial arrangement, functioning of the building, and contextual relations in combination. The results 
of this multifaceted evaluation were mostly positive. The building had obtained an iconic quality 
within its surroundings, the conceptual narrative was consistent and strongly related with the 
resulting spatial drama, the formation and organization of the rifts were well balanced and unifying, 
and the dynamism of the functional spaces was reasonably organized. Most importantly, this was 
just the very beginning and if this were a continuing design process, this proposal would be a very 
promising initial draft, which already includes many of the crucial architectural aspects to be further 
discussed, developed, and refined.
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FIGURE 4.99 Merve, Bahri, and Melike, final proposal.
Although available time was severely limited, the Mardin workshop was more streamlined and turned 
out to be more successful than the previous workshop. As the tutors, we have prepared a common 
site model to be used by all teams and we were able to finish the workshop with an exhibition, yet 
without a final presentation session. Although the students had to attend to other courses—including 
their regular design studio courses—they tried to attend to the workshop as much as possible. In the 
end, the tutors, students, and the staff of the university appeared content with the results. Although 
through only one trial, the students interacted with the d_p.layout better and were more inclined to 
exploit its capabilities.
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§  4.2.12 Overall evaluation of the design_proxy.layout
The ultimate heading in the evaluation of d_p.layout is its acceptability within design processes of 
human designers. The three goals that have to be pursued to be able to accomplish this goal are utility, 
ease of use, and pleasure; under which a series of evaluation criteria can be listed:
 – Utility
 – Technically capable
 – Increases productivity
 – Increases quality
 – Supports creativity
 – Ease of use
 – Easily learned
 – Easily used
 – Easy interaction
 – Easy interpretation
 – Easily adopted (within design process)
 – Easily adapted (to a range of cases)
 – Pleasure
 – Easy, useful, pleasing, open to playful usage...
Utility can be attained by enabling the user to reap some kind of benefit from a system in terms 
of productivity, quality, or creativity. To realize these aims, the system has to exhibit a degree of 
technical capability, as well as offering flexibility to the user, who may develop her own ways to exploit 
it. If a system is difficult to learn or use, it would only be viable if the ratio of benefit to ease of use is 
sufficiently high. A more effective strategy would be to design an undemanding system that could 
easily be incorporated within regular design scenarios. It is obvious that such a system should have 
an ability to be adapted to a wide variety of cases. It is more difficult to determine evaluative criteria 
for pleasure; however, it is no less important than the other headings. Therefore, it has to be extracted 
from overall impressions. In brief, the evaluation procedure is an attempt to assess whether the 
system responds to these aims and to which degree.
Technical capabilities of the d_p.layout were examined in the previous sections. The observations 
on the strengths and weaknesses of the system have been mostly corroborated by the workshop 
applications. The primitive state of the objective functions, small typological libraries, speed and 
memory issues, and the limited intelligence of the system allows it to produce only rough drafts, or 
patching studies. However, the results of the d_p.layout are by no means random. Especially in the 
Mardin workshop, they have largely been followed by the students for simple but convincing layout 
proposals. The system exhibits difficulties on very large plans (or rather very large DU numbers) and 
too intricate and narrow outlines, which makes it difficult to fit fixed sized DUs. This limitation can 
only be overcome by extending the system to enable a variation in DU dimensions. However, such an 
extension would only be meaningful with the addition of constraining mechanisms. With more refined 
evaluation procedures, this would amount to the development of the refinement layer for the layout 
problem, which had been left out in the beginning of the study as was stated previously.
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Although by way of subjective impressions, it can be claimed that throughout the two workshops, 
the d_p.layout system strongly contributed to the productivity, quality, and creativity of most teams; 
at least the teams that chose to interact with it. This was more evident with the lower year students 
who depended on it to be able to design, and less with some of the fourth year students, who did not 
appear eager to compromise their habitual way of design. However, there was no clear separation 
or groupings in terms of years; rather, generally more or less interested students. A reason for lower 
eagerness or dependence amongst senior students might be that the d_p.layout’s capacities may 
have been perceived as less competent by these, who were better able to understand the layout task. 
Nevertheless, there were teams, excellent in their architectural understandings, and very eager to 
cooperate with the system by freely interpreting its outputs. In short, although mostly positively 
welcomed, not all students adapted to a workflow with the d_p.layout. This depended on the 
personalities of the participants, rather than some kind of absolute property of the d_p.layout.
The interface of the system has two constituents. The first is the draft layouts printed on paper. As can 
be observed through example outputs of d_p.layout, these layout drafts are easy to understand and 
they leave a wide margin for interpretation. They can be directly put to use by sketching or tracing over 
them, which is still the favorite design technique of human designers. The second part of the interface 
is the input procedure, which is not a separate interface but an existing vector graphics application to be 
used through template files. This two-part interface may not appear to conform to what is understood 
by the interface of a computational system, but this choice was deliberate (not only because of practical 
considerations). The d_p.layout system aims at being painlessly added to the regular design process and 
only uses the usual tools of designers. It works silently on the background. It is only accessed when needed 
and through regular interfaces of design. There is no specific interface for d_p.layout.
Inkscape is the popular open source alternative of commercial vector graphic applications and it is 
both practical and useful for architects. Learning Inkscape is very easy, its workflow is fast, and once 
learned, it may be used for many other graphic tasks, which combines several benefits. Although it 
is always possible to develop a specific fail-safe interface to replace Inkscape, this would only mean 
an added requirement to learn another program. A better future option would be to create a ‘fork’ of 
Inkscape dedicated to d_p.layout.
The Inkscape-based problem-definition interface has been used by the tutor in the İzmir workshop, 
where the students merely submitted their sketch outlines. These hand-made or digital sketches are 
easily imported into Inkscape. They may also be drawn directly in Inkscape. In the Mardin workshop, 
after a short tutorial session of around an hour, and with some practice, the students quickly became 
able to define their outlines and contextual issues.
Learning to use the interface is easy; however, learning to use the system is another matter. In the 
Mardin workshop, only one trial has been carried out, therefore most intricacies and potentials of 
the system could not be introduced. However, if the two iterations of İzmir workshop are compared 
through the examples, it can be seen that the students have easily adapted to the workflow of the 
system and started to develop an understanding of its potentialities. In such a short time and with just 
a few trials, at least the more involved students became able to control and manipulate the system.
We have observed that a wide range of problems could be defined within the system’s interface. d_p.
layout is highly flexible and it is mostly possible to creatively devise ways to define a wide range of 
layout elements and contextual properties in order to be able to handle new scenarios. This versatility 
eliminated the need for a constant redefinition of a large number of parameters. There are just a few 
required parameters, like DU width limits, whose redefinition could have been automated through the 
same heuristics utilized by the user; i.e., the sizes and dimensions of the layouts.
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A convenience of the system is the variability of the control exercised by the user. The amount of 
control ranges from a more autonomous state (only floor outlines given) to a highly controlled 
state with elaborate definitions comprising pre-given fixed and mobile DUs, intricate floor shapes, 
landscape elements, separators, courtyards, directions, etc. The students tended to use these control 
possibilities after getting used to both the system and the design problems.
5 4 3 2 1
A great deal A lot Moderately A little Not at all
1 The collective design process during workshop contributed in,
a understanding the design problem, 5 4 3 2 1
b creativity, 5 4 3 2 1
c productivity, 5 4 3 2 1
d quality, 5 4 3 2 1
e saving time, 5 4 3 2 1
f pleasure (fun). 5 4 3 2 1
2 The collective design process enabled every participant to contribute his or her ideas.
5 4 3 2 1
3 Overall, collective design process was better than conventional, individual design process in terms of,
a understanding the design problem, 5 4 3 2 1
b creativity, 5 4 3 2 1
c productivity, 5 4 3 2 1
d quality, 5 4 3 2 1
e saving time, 5 4 3 2 1
f pleasure (fun). 5 4 3 2 1
4 During the design process, design_proxy.layout was helpful for,
a understanding the design problem, 5 4 3 2 1
b creativity, 5 4 3 2 1
c productivity, 5 4 3 2 1
d quality, 5 4 3 2 1
e saving time, 5 4 3 2 1
f pleasure (fun). 5 4 3 2 1
5 design_proxy.layout functions as a,
a design tool, 5 4 3 2 1
b design assistant, 5 4 3 2 1
c design agent. 5 4 3 2 1
6 What would you add to design_proxy.layout to improve it? What kind of additional functionalities would be nice?
7  Write your overall impressions: how was the workshop for you? Please add your comments for each of the questions above, especially with a focus 
on your impressions about design_proxy.layout. (You can use the backside of the form as well.)
TABLE 4.1 Evolutionary Collectivity workshop survey.
These considerations have been based on the subjective interpretations of the author. To be able 
to present a more balanced opinion, student surveys have been carried out after the workshops. 
The overall conceptual framework of the workshops was investigating the possibilities of collective 
design, not only in terms of human-machine collaboration, but also amongst human designers. 
Although collaboration is a regular aspect of design processes, design offices and teams tend to 
function hierarchically and most of the times designers carry out the hardest part of the integration 
work individually, which makes horizontal and participatory design a challenging question. 
Additionally, design_proxy had set out to function as a collaboration platform and the workshop 
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tutors had an aspiration for developing collective, participatory, and egalitarian process structures for 
design. Therefore, the first three questions of the survey target the collective aspects of the workshops, 
without discriminating between the parties of the collaboration (Table 4.2). Question 4 directly 
assesses d_p.layout. During the presentations tool, assistant, and agent division had been introduced 
to the students; question 5 measures their opinions on the issue.
The average results of the surveys can be seen in Figure 4.100. Student impressions on d_p.layout can 
be examined in the subsections of question 4. Although the students graded d_p.layout above average 
for all questions, they tended to give lower scores for its contribution in creativity, quality, and 
pleasure, while tending to think that the system helped more in understanding the problem, 
increasing productivity, and saving time. These results are correlated for the two workshops, while the 
scores are lower for the İzmir workshop.
FIGURE 4.100 Survey results (mean) for Izmir and Mardin workshops.
In terms of problems, several students in İzmir complained that five days was too long for the 
workshop (tiresome, hard to focus, sometimes hard to understand), solutions required many 
refinements, and the process involved cyclic operations, which ended in recurring patterns. The last 
complaint might be caused by the idiosyncratic Sequence target, which was used for all the trials.
In an interesting comment, a student claimed that the d_p.layout was “somewhat cheating” in 
education. Working with d_p.layout enabled the beginner students to enter into and develop their 
problems much faster and in a more detailed manner, which might have caused the students to 
obtain new capabilities. However, such assisted production could have also hindered the hands-on 
development of these students. It was clearly observed through the two workshops that the d_p.layout 
empowers a beginner in architecture. Yet it is not possible to assess, only through these workshops, 
the medium-term effect of such a tool in the development of a design student.
On the positive side, several students in İzmir thought that the creation of plan variations helped 
to see different possibilities and the d_p.layout helped in improving functional layouts, supported 
thinking differently (hence creatively), helpful for using time effectively, and satisfied as an assistant.
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Likewise, several Mardin students claimed that the d_p.layout saved time (quick production and 
high quality in a short time), helped the production of creative spaces, promoted fast thinking, gave 
a relaxing assistance, and was fun, very enjoying, exciting (the exciting wait for d_p.layout solutions), 
and pleasurable overall.
As for potential improvements, the students asked for the consideration of site factors (solar 
orientation, access, flow, views, noise, pollution), perceptual aspects (sound, light, wind, spatial 
perception), section analysis in evaluation, and an extension of the target building pool with other 
typologies (hospital, school, housing, administrative buildings). Some students asked for the addition 
of layout zoning, partial and detail-oriented operation, coordination of the vertical circulation, and 
facade design. Faster operation and better quality (“certain”) solutions were amongst the demands.
The common occurrence encountered in these different experiences was d_p.layout’s acceleration of 
the process by making it easier to enter into layout generation. While the massing and the contextual 
and conceptual issues were being considered by the human designers, on the background, the system 
was generating draft functional programs and was converting these into draft layouts. The second 
effect of this progression was an easier integration of the different aspects of the process. 
It is relatively easy for human designers to interpret existing proposals like draft layouts. Compare 
this with a blank slate that has to be somehow structured, shaped, or filled; which can be seen as an 
unstructured situation, an open problem with no structure, with no path to move forward. On the 
other hand, whenever human designers face draft proposals, it becomes easier for them to move 
forward by interpreting and refining these; the problem gains structure and the designers are set on a 
path. This makes the process both easier and more pleasurable. Therefore, an assistant who is capable 
of bringing forward rough proposals, although inferior, would have a utility within the design process. 
While the human designer is a natural draft modifier or refiner, the d_p.layout is a draft producer: First, 
its outputs are drafts. Secondly, it assists in the production of fast draft proposals.
As can be seen from the examples, the d_p.layout can be put to use in the very beginning of a design 
process where the problem is rather vague and the information is sparse (not yet collected by the 
designer). At this point, it can assume the burden of analyzing existing buildings. Using this extracted 
information, it generates flexible drafts that are open to development and enables its user to jump 
over these initial steps directly into design refinement with a less painful progression, which allows the 
determination of the problem in many aspects simultaneously—spanning several layers of conceptual 
design—through fast but detailed probes into the problem (i.e., solution alternatives). Throughout 
the workshops, the d_p.layout helped the teams to give initial structure to their design processes 
and to develop initial proposals. At the end of the workshops, these proposals were at such a stage 
that they were allowing the students to discuss many aspects of their problems and proposals in an 
architectural manner.
Although these workshops do not assess the potential professional applications of the d_p.layout, it 
appears that such a workflow could have been employed to quickly develop several initial ideas, just 
like an in-office competition. In this sense, the d_p.layout lengthens the process of brainstorming into 
more detailed design layers. Although the d_p.layout is not highly intelligent, in the hands of its smart 
users, it turns into an idea generator. If it could enter design practice from this point, this could open 
the way for its further development, towards a higher level of intelligence.
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§  4.3 Conclusion
In this chapter, the design_proxy approach and the Interleaved EA were applied to two design 
tasks. In these applications, the multi-objective evolution approach, procedures for adaptivity, 
and the evolutionary process were attributed to the Interleaved EA, while the aspects of the 
specific application, i.e., task definition, representation, initiation, evaluation, variation methods, 
and the interface were collected under a specific instance of the design_proxy, i.e., d_p.
graphics and d_p.layout.
The d_p.graphics was a toy application, used to demonstrate and test the naive version of the 
Interleaved EA. However, the d_p.layout is a versatile and robust layout design assistant and can be 
used by architects in their design processes. Figure 4.101 shows how specific techniques that were 
adapted and developed for the system correspond to the tenets of the design_proxy approach. First, 
the system uses a relaxed problem definition (patching drafts) and a flexible layout representation 
that permits the overlapping of DUs and boundaries. Secondly, the interaction with the program 
(both input and output) is carried out through intuitive 2D graphics. Thirdly, the system carries out 
functional evaluations by measuring the similarity of a proposal to existing target layouts. Finally, 
it utilizes the rank-based version of the Interleaved EA. Functioning in an integrated manner, these 
properties of the system make it a practicable and enjoying design assistant, which was demonstrated 
through the two workshop cases.
FIGURE 4.101 design_proxy approach and its application for design_proxy.layout.
Before demonstrating the d_p.layout system, the chapter located the architectural layout problem 
within the broader problem of the conceptual design of buildings. This resulted in the proposal of a 
conceptual framework for artificial architectural design assistants, i.e., the Architectural Stem Cells 
(ASC) Framework. The ASC Framework proposes a dynamic and multi-layered method for combining a 
set of design assistants for larger tasks in architectural design.
The first component of the framework is a layer-based task decomposition approach inspired by 
Brooks’s (1999) parallel task decomposition for the subsumption architecture (Figure 4.102). 
The idea is applied to the sub-tasks within architectural design to obtain a dynamic parallelization of 
these tasks (Figure 4.28), which are conceived as the layers of the same development process.
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FIGURE 4.102 Basic constitution of the ASC Framework.
The second component of the ASC Framework is a conception for abstract building development 
specifications, i.e., Architectural Stem Cells (Figure 4.102). The ASCs are required for re-integrating 
the separated task layers of the architectural problem through solution-based development (Figure 
4.30). An ASC can be conceived as a semantically marked geometric structure, which contains the 
information that specifies the possibilities and constraints for how an abstract building may develop 
from an undetailed stage to a fully developed building draft.
The ASC idea has several precursors in the literature. While a conception for an “abstract building” 
has been proposed by de Landa (2004), this was an undetailed proposal to conserve topological 
properties while changing the dimensioning. As was illustrated through the manually developed ASC 
examples (Figure 4.30), in contrast to de Landa’s proposals, an ASC approach should permit adding, 
changing, displacing, and subtracting the properties and arrangements of a developing instance 
wherever necessary, as is the case with real design processes. Another direct precursor for the ASC idea 
is Janssen’s (2004) “schema coding” stage for evolutionary design, which would encapsulate all the 
rules and representations for the linear unfolding of a building design through evolution. There are 
several differences between schema-coding and ASCs, and these may have important consequences. 
The ASC idea involves the configuration of each ASC in a way that it would conform to the task layers 
of an overall problem. Different task modules can operate on the same ASC instance throughout its 
development process. These task modules correspond to the layers of the decomposition scheme. 
Thus, an ASC’s development process may be defined and controlled by a layer-based decomposition 
approach, which, by relegating each of the tasks to a separate module, may make it possible to 
sidestep the immense complexity of the overall task. As another consequence, because these task 
layers are conceived as parallel instead of consecutive, the overall system may exhibit a dynamic, non-
linear character, where each of the layers may have simultaneous effects on the others.
As can be seen through the d_p.layout system, evaluation through similarity opens a path 
towards open-ended evolutionary systems that can learn, and creates a potential for contextual 
evaluations. Together with such methods, the ASC Framework may be showing the path towards 
dynamic, open-ended, and contextual architectural design assistants. The ASC Framework brings 
together many of the issues of this thesis in a structured manner and puts forward a possibly long-
running research agenda.
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5 Conclusions and future recommendations
This study investigated the requirements for a draft making design assistant and developed 
approaches, techniques, and computational tools for the realization of such an assistant. For this aim, 
the study carried out a broad investigation into the main problems, challenges, and requirements 
towards such assistants, through both theoretical investigations and practical applications. The main 
technology explored for this aim was Evolutionary Computation (EC), and the target design domain 
was architecture. Thus, the two connected research questions of the study concerned, first, the 
investigation of the ways to develop an architectural design assistant, and secondly, the utilization of 
EC for the development of such assistants. Besides theoretical and interpretative outcomes, the basic 
outputs of the thesis are40:
The “design_proxy” approach (d_p):
An integrated approach for draft making design assistants. It is an outcome of both theoretical 
examinations and experimental applications and proposes an integration of (1) flexible and relaxed 
task definitions and representations (instead of strict formalisms), (2) intuitive interfaces that 
make use of usual design media, (3) evaluation of solution proposals through their similarity to 
given examples, and (4) a dynamic evolutionary approach for solution generation. The design_proxy 
approach is expected to be useful for AD researchers that aim at developing practical design assistants.
The “Interleaved Evolutionary Algorithm” (IEA, or Interleaved EA):
A novel evolutionary algorithm, proposed and used as the underlying generative mechanism of 
design_proxy-based design assistants. The Interleaved EA is a dynamic, adaptive, and multi-objective 
EA, in which one of the objectives leads the evolution until its fitness progression stagnates. It leads 
the evolution in the sense that the settings and fitness values of this objective is used for most 
evolutionary decisions. In this way, the Interleaved EA enables the use of different settings and 
operators for each of the objectives within an overall task, which would be the same for all objectives 
in a regular multi-objective EA. This property gives the algorithm a modular structure, which offers 
an improvable method for the utilization of domain-specific knowledge for each sub-task, i.e., 
objective. As a specific EA variant, it can be used by Evolutionary Computation (EC) researchers and by 
practitioners who employ EC for their tasks.
The “Architectural Stem Cells” (ASC) Framework:
A conceptual framework for artificial architectural design assistants. It proposes a dynamic and 
multi-layered method for combining a set of design assistants for larger tasks in architectural design. 
The first component of the framework is a layer-based, parallel task decomposition approach, 
which aims at obtaining a dynamic parallelization of sub-tasks within a more complicated problem. 
The second component of the framework is a conception for the development mechanisms for 
40 Also see Figure 1.2. Note that the design_proxy.graphics application, although listed as one of the research instruments, is not 
considered among the final outputs.
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building drafts, i.e., Architectural Stem Cells (ASC). An ASC can be conceived as a semantically marked 
geometric structure, which contains the information that specifies the possibilities and constraints 
for how an abstract building may develop from an undetailed stage to a fully developed building draft. 
ASCs are required for re-integrating the separated task layers of an architectural problem through 
solution-based development. The ASC Framework puts forward a research agenda and it is presented 
to the AD researchers in architecture.
The “design_proxy.layout” (d_p.layout) application:
An architectural layout design assistant based on the design_proxy approach and the IEA. The system 
uses a relaxed problem definition (producing draft layouts) and a flexible layout representation that 
permits the overlapping of design units and boundaries. User interaction with the system is carried 
out through intuitive 2D graphics and the functional evaluations are performed by measuring the 
similarity of a proposal to existing layouts. Functioning in an integrated manner, these properties 
make the system a practicable and enjoying design assistant, which was demonstrated through two 
workshop cases. The d_p.layout is a versatile and robust layout design assistant that can be used by 
architects in their design processes.
In the following sections, the rationale behind each output, the expected practical benefits, and 
the targeted user groups will be presented in more detail, and the potentials and weaknesses for 
each output will be discussed together with future recommendations. Additional theoretical and 
interpretative outputs, overall considerations on future research paths, and recommendations will be 
discussed in the final section.
§  5.1 design_proxy approach
The design_proxy (d_p) is an integrated approach for draft making design assistants (Section 2.6). 
It is an outcome of both theoretical examinations and experimental applications. It proposes an 
integration of (1) flexible and relaxed task definitions and representations, (2) intuitive interfaces that 
make use of usual design media, (3) evaluation of solution proposals through their similarity to given 
examples, and (4) a dynamic evolutionary approach for solution generation. As was shown with the 
two applications of the approach (d_p.graphics and d_p.layout; Chapter 4), it can be used for different 
design tasks. Its most concrete practical instance is the design_proxy.layout assistant, whose utility 
has been shown in educational settings (Sections 4.2.9-12).
As an integrated set of loose guidelines, the design_proxy approach has been proposed as a reusable 
strategy for the use of Computational Design researchers. Its central tenet, the similarity-based 
evaluation approach, which makes use of the information that resides in existing examples, together 
with the demand for a dynamic generation process, offer paths that are indefinitely open to further 
development and may inform and inspire further studies. In particular, the approach can be used by 
AD researchers that aim at developing practical design assistants.
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§  5.2 Interleaved Evolutionary Algorithm
The thesis proposed and studied EC as the underlying generative technology for draft making design 
assistants, as the operating level of the basic EC mechanism appears compatible with the basic 
available level of AI for design. For this aim, together with an overall introduction to EC in design, the 
thesis proposed and tested a novel evolutionary algorithm. The Interleaved EA is a dynamic, adaptive, 
and multi-objective EA, in which one of the objectives leads the evolution until its fitness progression 
stagnates. In this way, it enables the use of different settings and operators for each of the objectives 
within an overall task (Section 3.7). As such, it is a concrete, reusable tool. It may be used and tested 
by all EC researchers and practitioners who use EC in tackling their problems.
Besides being a readily usable tool, the Interleaved EA aims at setting forth a research path towards a 
higher level of dynamicism by offering slots for gradually incorporating new intelligent technologies for 
contextual state recognition and design specific intelligence.
In EC, the complexity of a task increases with the number of simultaneous objectives, and this complexity 
impairs the overall success of the results. Unfortunately, a complicated task like designing a building may 
involve a huge number of objectives and requirements. Intelligent executive and evaluative mechanisms 
may improve success; however, the real remedy appears as dynamically breaking down and re-integrating 
a complicated process into less complicated sub-problems on the run. This dynamism should be the 
next level for the computational evolution of design. The main requirement for this dynamic structuring 
is an intelligence capable of appreciating the design context in order to inform the focusing action. This 
structuring also requires a corresponding complexity in the available EAs. This is why several schemes for 
complex and hierarchical EAs have been presented in Chapter 3.
The Interleaved EA follows this vision for a dynamic EA, and has been envisaged as a step towards such 
an aim. It focuses dynamically on sub-problems, so that at each stage only one of the objectives is 
dominant with its specific operators and settings. The naive version of the Interleaved EA consists of a 
series of single-objective evolutionary runs, each constituting an evolutionary goal module, operating 
over the transformation of the same species of solution proposals according to the feedback gained 
from the course of an evolutionary process. This modular structure of the Interleaved EA was thought 
as reminiscent of how a human designer works, who focuses temporarily on a limited set of aspects, 
and then, after improving on that set, moves forward to improve another group of aspects, which was 
possibly degraded by the first occupation. In future studies, these modules might be engineered to 
correspond to the basic actions of design processes, which are being postulated by protocol studies.
It has been shown by Goldschmidt (2006) that, on a micro level, human designers employ rationales 
for directing their actions. These rationales appear as scattered throughout a design process, although 
this does not mean that each action is coupled with an atomic rationale. Nonetheless, it would be 
expected that, whenever the Interleaved EA temporarily leaves a goal module and goes on to handle 
another one, this would be related to a rationale. In general, EC requires the constant monitoring 
of the migration of a species within a fitness geography, in terms of each objective, which provides 
a convenient mechanism for establishing rationales. Whenever the fitness progression is slow or 
negative, a change in the parameters may be beneficial. Accordingly, the Interleaved EA acquires its 
rationales through a constant monitoring of fitness progressions. Additionally, because each objective 
is being monitored separately, the new move can be related to a specific goal module if desired. 
This does not mean that new actions could be guided merely over an analysis of fitness progression. 
In practice, process and product variations are mostly randomized, and the choice is deferred, to be 
determined by the success or failure of the outcomes.
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As would be expected, the naive version of the Interleaved EA was not working for conflicting 
objectives. The fitness graphs were expressing chaotic wave forms, meandering up and down due to 
an objective’s being active or not. Each objective was working for the detriment of the others, resulting 
in no considerable rise in the overall fitness. Therefore, an additional mechanism was required, 
which would prioritize the moves that would not be detrimental for other objectives. Consequently, 
a rank-based approach is adopted for the population selection phases of the Interleaved EA. This 
approach enables the simultaneous improvement of all objectives while retaining the separation of 
the operators and settings of the objectives.
The Interleaved EA has been tested for two different problem areas, i.e., graphical arrangements 
and architectural layout design, which are both 2-dimensional domains. These two task settings 
were deliberately similar—for the sake of the continuity of the research efforts—yet, it would also 
be interesting to tackle a 3-dimensional design task. Additionally, the task remains, to compare the 
performance and specificities of the rank-based Interleaved EA with other multi-objective EAs, which 
is left for future studies.
§  5.3 design_proxy.layout
The d_p.layout is a versatile architectural layout design assistant based on the design_proxy approach 
and the Interleaved EA. It can be used by practicing architects in their regular design processes. Thus, 
it is not only a case study, but also a concrete output on its own. The basic capability of the d_p.layout 
is generating drafts for architectural layouts. Through these drafts, it functions as both an analysis tool 
and a proposal development assistant.
To be able to develop itself in a mutualistic environment, a design assistant has to start its career 
as soon as possible. It may start its functioning as a draft maker, which makes EC a good option 
for design intelligence studies, for EC is capable of yielding draft results for design. Although these 
drafts approach nowhere near the quality and sensitivity of a human designer’s proposals, they may 
still ease difficult tasks for human agents by functioning as means to contemplate on alternatives, 
or as intermediary points to be revised and improved. If artificial systems, using such technologies, 
are admitted within human design environments, researchers will gain an opportunity to develop 
better systems with the cooperation of human designers. Future studies should be concerned 
with developing methods to learn the more effective techniques while the assistants are being 
employed for design.
The graphics-based interface of the d_p.layout provides a fast interface for transferring information in 
an easily interpretable form. Working on graphics and over printed images is intuitive and natural for 
designers. Still, it may be questioned, whether this is a proper interface; since it does not match with 
the usual prototype of computer application interfaces. Indeed, it is trivial to develop such an interface 
by coding a custom Inkscape fork. However, considering the interface, the real potentials rather lie in 
an extension of the types of the outputs. The current d_p.layout system delivers only patching studies, 
i.e., schematic plans, yet it would be rather straightforward to express the same information in terms 
of sections, 3D models, renderings, and animations.
It should be remembered that the choice was deliberate in keeping with the regular and available 
tools and media of designers. AD research is directed towards autonomous agents, placed within 
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architectural production spaces, as with the other agents. Therefore, what is lacking with the d_p.
layout is not a dedicated computer interface or other types of representations on screen; the main 
potential rather lies with 3D media. With recent developments in affordable 3D technologies, there 
appears a potential for artificial agents to be interfaced by 3D controllers, vision systems, and printers. 
This would be very much in line with the vision of Negroponte, hence with AD, too. Although natural 
language processing would be lacking in the beginning, at least the formal manipulating operations 
could be readily incorporated into such an environment. Such developments could be justified either 
with the intelligent support given by the system, or with these tools’ utility in regular design scenarios 
led by human designers. The latter appears as the more probable scenario for the near future. Thus, AD 
research should keep up with the developments of both traditional and novel design tools of humans, 
and continue calibrating itself to them, instead of trying to express itself with specific interfaces. After 
all, even with its modest tools, this study has shown potentials of such natural interfacing between 
human and artificial agents.
Similarity-based evaluation appears as a significant proposition of this thesis. Although it is not 
absolutely novel, as is traced in the dedicated literature reviews, the design_proxy applications have 
nevertheless tried to broaden both practical and philosophical horizons for this approach. First of all, 
basing evaluations on a pool of existing designs or quickly delivered graphical specifications enables 
EC to become an open-ended system. This way, apparently strict problem definitions have been 
kept open to fast updating, which should be compared to rather static approaches like adjacency 
matrices, lists of constraints, and fixed objective functions. The resulting assistants are able to be 
quickly adapted to a range of problems, none of which is strictly implied within the initial framework 
or task definition. Moreover, the same approach can be extended towards adjacency matrices and 
design constraints, by extracting these from existing buildings on the run, which would convert them 
into dynamic approaches. This is exemplified with the “Adjacency” versions of the objectives in the 
d_p.layout application.
However, although able to function to some extent, the implemented evaluation procedures are 
rather primitive, at least when compared to human capabilities. Other techniques are required to 
develop these further. For example, the d_p.layout could be a better interpreter by using statistical 
methods and datamining, and it could be better informed by using machine-learning techniques. 
These avenues should definitely be followed in future research. Through these kinds of techniques, 
different spatial relationships may also be incorporated into existing evaluations, such as orientation, 
access, neighboring buildings, views, etc., whose information has already been included in the target 
examples. In addition, distinctive features for new and more sensitive comparisons may be detected 
with datamining techniques.
The development of evaluation techniques over target buildings is only one aspect of the problem. 
A second issue is the constitution and utilization of the example pools from which the targets are 
selected. As the d_p.layout is dependent on the distinction of a series of architectural typologies, 
a large example pool with different typologies becomes a straightforward requirement (currently 
only a small set of library buildings are available in the target pool). However, the determination of 
typologies is not straightforward in all cases. The problem extends towards sub-typologies, hybrid 
cases, and situations where no definite typology exists. These are open questions for the d_p.layout. 
Hybrid methods that would comprise manual labeling, datamining, and clustering analysis may be 
investigated for potential solutions. Even when a definite typology is detected, there might not be 
enough information for a specific DU type in a target building. This was the case with commercial 
areas in the d_p.layout applications, which results in rather random placements. This clearly shows a 
requirement for methods that would enable the collective usage of a series of targets together, as is 
the case with the distribution of DUs to floors.
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The current mechanism for the distribution of the DUs to separate floors has a basic drawback; once 
the DUs are distributed to the floors, the lists are fixed. This could be overcome by dynamic DU lists or 
through a parallel evolution of the floors. The latter would allow the swapping of DUs between floors as 
well as a vertical coordination of the functional zones, thus it is highly desirable.
A refinement functionality was not demanded for the draft level outputs. However, as the current 
level of the system has been set only as the starting point, a gradual improvement of the system 
towards more refined proposals is highly desirable; most probably with the addition of refinement 
task layers. There are several requirements for such improvements. First, the variation operators 
have to be modified to enable the adjustment of dimensions of DUs. Secondly, new evaluation 
procedures are required to appreciate the relative merit of more refined instances. After refinement 
becomes possible, it can be incorporated into the problem definition. An alternative strategy 
could be to use different representations for refinement tasks, which would be interlinked with 
the current polygon representation. For example, schematic line drawings could be drawn over a 
point-cloud version of the current patching polygons. Although not trivial, this appears as a viable 
approach. Ideally, the refinement layer should have an option for simultaneous evolution with 
the other layers. A straightforward approach would be to use transformations between different 
representations for a communication between different task layers, from polygons to point clouds to 
line drawings and vice versa.
One of the issues that are considered important during the development process of the d_p.layout 
was versatility, which is connected to both ease of use and the adaptability of the system. These two 
aspects overlap in parameter adjustment operations, which were attempted to be eliminated by 
adaptive parameter control, which has not been successful for the layout case. This remains an open 
problem because in some scenarios performance of the system may become critical. Future studies 
should continue the search for better parameter-control approaches, for which the most promising 
path is the self-adaptation approaches developed within the Evolution Strategies lineage of EC.
The usage cases of the d_p.layout were situated in educational contexts, where the users were 
students of varying levels. As we propose it as a tool for practicing architects as well, the task remains 
to employ it in real world design situations.
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§  5.4 Architectural Stem Cells Framework
The full potential of the design_proxy approach can only be realized if the approach is used 
for different layers of a complicated design task within a dynamic and parallel development 
setting. However, this appears as a huge task that far surpasses the limits of a single thesis study. 
Nevertheless, the Architectural Stem Cells (ASC) Framework is developed to examine potential paths 
for such a dynamic and multi-layered system, which would combine a set of design assistants for 
larger tasks in architectural design. Layer-based task decomposition and ASC approaches can also be 
understood as a unified answer to the question “how may creative, conceptual architectural design be 
structured to constitute a basis for an artificial design agent?” They are also aiming to show directions 
for how to use EC for architecture. Together, they provide a conceptual structuring framework, which 
may incorporate the dynamic temporal and hierarchical relationships for reusable computational 
techniques targeting architectural design processes. Specific ASCs may be understood as preliminary 
automation frameworks, and in the long run such frameworks may be used in the development of 
design-specific artificial agents. As such, the ASC approach lays down a series of specific research 
paths, and it can be used to coordinate a unified research agenda for AD.
Currently, d_p.layout’s task definition flattens several layers of the example ASC schemes into one 
layer. Functional zoning, circulation, and arrangement of DUs are handled together. This is not 
exactly congruent with the layer based decomposition scheme, and it forces the layout problem into 
an unnecessarily complex evolution. However, a separation of layers requires a dynamic integration 
mechanism, which is what was aimed in this flattening. Flattening enables a dynamic integration of 
these three aspects with the cost of a more complicated evolution. However, it is obvious that other 
dynamic integration mechanisms have to be invented, in order to keep the tasks separate, hence 
simple enough for evolution. With such a mechanism, site placement, massing, and facade design 
layers could also be added to the process, which would help in developing more convincing draft 
buildings. This is also necessary for a fuller demonstration of the applicability of the ASC approach.
An interesting possibility appears as developing layers as separate modules, in order to build a parallel 
and hierarchical system architecture, as Rodney Brooks (1999) has done with the “Subsumption 
architecture”. This would be a natural progression for the layer based approach, which is first and 
foremost influenced by Brooks’ horizontal decomposition scheme. These modules could be arranged 
as agents operating over the parts of the same model representation, as in BIM collaboration 
platforms. Each such module would immediately respond to the changes that have been done by 
other modules in its region on the common model, without needing other means of communication 
or the intervention of a central controller. For simplifying the process, the interactions of the modules 
could be controlled within a hierarchical network as in the subsumption architecture (Brooks, 1999).
If it were possible to fulfill all the layers with EC-based approaches, an EC-based architectural design 
agent would be possible. This is interesting as a speculative hypothesis, although not as convincing. 
For such a modular agent architecture, a hybrid approach that brings EC and other approaches 
together appears practically more viable.
An ASC-based agent could be accepted in an office’s workflow by producing a series of different 
tentative proposal buildings within different stylistic characteristics. However, given its technical 
limitations, issues like ease of use and pleasure would still be decisive in its practical success.
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§  5.5 Theoretical outputs and additional remarks
Besides practical outputs, the thesis put forward a set of illustrations that summarize its readings 
on related literature, which may benefit other researchers studying similar subjects. Chapter 
2 was dedicated to a detailed theoretical outline concerning the relationship of design processes 
and Computational Design, which at the same time reveals, supports, and discusses the aims 
and directions adopted in the thesis. An underlying motivation for this theoretical investigation 
was to find out why previous approaches have had problems in satisfying the quest for artificial 
design intelligence.
During this exposition, we have appealed to an imaginary story, which was methodologically peculiar. 
The story was not related to an ethnographical or another empirical study. Yet, we have still ventured 
to use such an approach, because the issues that were stressed in the story were mainly supported 
by reliable design research literature. In other words, the fiction was rather a summary-diagram or 
mapping of these existing claims, but in concrete elements. Stories may be powerful descriptive tools 
for highly contextual fields like architectural design. They may be helpful in the presentation of a 
series of interlinked aspects in a strongly integrated form. In this sense, stories may be more powerful 
than diagrams or models, which tend to stay on a more abstract level. The important point here is 
to clearly separate speculation from existing theory, for which reason the story is given only after a 
comprehensive introduction to the theory in overall and abstract terms.
Laboratory protocol studies, more often than not, focus on acquiring a systematic account of the 
molecular levels of design processes, mostly within highly constrained, short-term design situations. 
They should be complemented with ethnographical studies that may take into account contextual 
background and long-term transformations, for which story telling would be a natural outcome. Yet, 
the difference should be noted between a description of a real process and a diagramming through 
story telling; these are separate tools that may be useful in different contexts. It is not attempted to 
discredit graphical diagrams, mappings, models, etc. with this account. On the contrary, all these tools 
have their uses in theoretical examinations and the thesis have made extensive use of such tools.
A second summary was a non-reductive mapping of the basic constituents of a design situation 
(Figure 2.15). The mapping involved agents (designers, consultants, and other experts, users and 
target groups, contractors and managers, property developers and advertisers, politicians, public 
administrators and legislators) who access the co-evolving problem and solution spaces through 
viewpoints, interpretations, framings, and actions. Rather than constituting a list of atomic basic 
actions, each of these terms designates a separate aspect of a complex interaction.
Another summary was an abstract classification for the multifaceted evaluations required within 
design situations (Section 2.4.10). The main aim of this classification was to complement the 
technically oriented approaches to performance, which are not sufficient for architecture. The scheme 
classified the types of performances under four headings, i.e., prudence, well-defined performance, 
underdefined performance, and undefined performance.
The fourth summary generated through this investigation was a mapping of the difficulties 
encountered by the computational studies in design as linked to the corresponding strategies and 
techniques employed by human designers (Figure 2.16). The first group of problems concerns the 
“inherent complexity” of design situations in terms of a multiplicity of objectives, requirements, 
constraints, parts, and productions. Additionally, there appears an “inherent undefinedness” 
because of the multiplicity of viewpoints and tastes, which result in un(der)defined tasks, incomplete 
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information, and the contextual character of design knowledge. Design situations are essentially 
undefined, because until a design process starts to unfold, the required negotiations cannot take 
place, the tasks cannot be defined, and relevant information cannot be determined. This complex and 
undefined nature of design situations is the basis of our position against reductive strategies.
The second part of this mapping (Figure 2.16) attempts to identify the strategies assumed by human 
designers encountering these challenges. The basis of these strategies is the dynamic approaches 
built over a substrate of daily, embodied, situated intelligence. Interpretation and domain-specific 
expertise is to be built over this daily substrate and will involve, on the one hand, prefabricated, 
reusable strategies such as heuristics, schemata, patterns, precedents, style, etc., and on the other 
hand, dynamic strategies such as tentative proposals and viewpoints (re-framing), changeable 
motivations, goals, objectives, criteria, constraints (a practical perspectivism within an ongoing 
negotiation), continuous learning (eliciting new information where required), and dynamic structuring 
of the process through dynamic focus (decomposition + integration).
It should be noted that the empirical validity of these complementary summaries is dependent on 
the texts that were referred to. An additional empirical validation has not been attempted since such 
an endeavor would demand an altogether different orientation for the thesis. Nevertheless, with due 
caution, this interpretative output has been used as a substrate for answering an overall question 
of the thesis, i.e., how could a viable research program be determined for Artificial / Autonomous / 
Automated design (AD)?
The rather general component of this response is a characterization of AD as a research program, 
for which a set of basic tenets has been proposed: (1) current human strategies and behaviors in 
design are the proper response to design situations, (2) design computation takes place in a design 
environment where the humans and CAD tools operate together, and (3) while weak-AD is the 
practical paradigm for Computational Design, strong-AD may remain an ultimate target.
The only viable way towards this ultimate aim is the cooperative human-tool complexes that would 
evolve together, and get to know each other towards a level of mutual understanding. The basic 
requirements for this target are machine-learning technologies and the voluntary acceptance of the 
artificial agents for cooperation. In this context, following Negroponte’s ideas, the thesis assumed 
that the AD tools should be intuitive and insightful companions for the human designers. Thus, the 
overall task appears as to develop more intelligent assistants that would be able to work smoothly with 
the human agents while learning from them. In other words, to develop human-tool complexes that 
would function better or at least more pleasurably for the human counterpart. The practical proposals 
of the thesis have been based on this research program.
Throughout this thesis, a side theme has been the possible role of EC in the collaboration of 
design agents. The study examined EC’s potential contributions on this quest by focusing on its 
limitations, potentials, and requirements for design tasks, through both theoretical examinations 
and applications. The question concerning the required collaboration scheme for the utilization of 
EC within design tasks is answered by a generic task structure (Figure 3.2). The task structure locates 
complex EAs one step above the simpler ones, yet posits separate intelligent agents as necessary for 
the guiding of the process. A multi-level learning EC is hypothesized (Figure 3.5) during the discussion 
of the complex EAs, which would gather all its constituents within hierarchical levels of evolution.
For human-machine relationships, the AD program offers a conceptual background, the evolutionary 
task structure (Figure 3.2) provides a general framework, and the d_p.layout demonstrates a practical 
example. However, although a collaboration scheme has been given for the d_p.graphics in Chapter 
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4 (Figure 4.24), it would be hard to claim that human-to-human collaboration has been adequately 
addressed within this thesis. Indeed, together with the d_p.layout related themes, the two d_p.
layout workshops (Chapter 4) had been equally devoted to the exploration of human collaboration, 
yet the workshops were mostly fruitless in this respect. The only viable proposal for collaboration has 
remained an open source development of the target pools, which, nonetheless exhibits a potential to 
make architectural knowledge more accessible.
Because the research has been based on EC technologies, it comes to ask whether there may be a 
continuous research path from the current state of EC to intelligent design agents. EAs are soft-
computing environments, which operate mostly through randomized operators and with a minimum 
of intelligence. With the incorporation of a more multifaceted intelligence, the process would better be 
called design, instead of evolution. Evolution is not intelligent design41. However, EC may be used by 
intelligent agents, or together with intelligent technologies to carry out design. Because it can operate 
with minimal intelligence, EC makes it possible to use limited, partial, weak artificial intelligence 
technologies for design problems and its utility stems exactly from this point: while we do not have an 
advanced AI for design, EC caters for the continuity of research.
Suppose that there are intelligent systems capable of recognizing or evaluating partial aspects within 
design situations. Such systems could be used as evaluation procedures for an EA in order to assess 
the potentials of specific design proposals. For example, a series of artificial neural networks (ANN) 
could be used for recognizing separate feature distributions of architectural layouts. Recognition 
systems could also be used to monitor the progression of an EA, or on a higher level, there could be 
intelligent agents, which could monitor the functioning of an EA within a larger design situation, in 
other words which could recognize the state of an EA within a design context. At each level, these 
evaluations would provide us with rationales to guide the process. These systems could focus on the 
recognition of states, in terms of their similarity to a set of prototypes. Consider a scenario where the 
capability of such state recognition systems is gradually being improved. On the intelligent end of this 
gradual process, there are hypothetical systems that are capable of recognizing and evaluating states 
of EC systems within design situations.
While the intelligence of the system is relatively low, as is the case with the d_p.layout system, current 
EC approaches would be utilized, and the products would be developed through mostly unintelligent 
stochastic operations. As the embedded or guiding intelligence improves, micro and macro 
operations may begin to be based on a series of rationales, which would help reduce the number of 
the alternative individuals at each generation. The process gradually starts to resemble an interactive 
EA, ultimately arriving at a state where intelligent agents carry out the process through a minimal 
number of alternative proposals, yet with evaluations that are more comprehensive and sensitive. 
At this point, the process would quit being an EA and would become design proper. Due to the basic 
characteristics of EC, this scenario may be commenced with minimal intelligence. And if a gradual 
improvement in intelligent systems is possible, we can claim according to this scenario that there 
should be a continuity towards intelligent design; with gradual increases at all aspects of the process; 
i.e., intelligent operative moves, better evaluation, and dynamic process structuring.
It should be noted while concluding that, at some points, this research has become too broad or vague, 
and somewhat troublesome for the researcher; as the character of the tasks made it difficult to confine 
the research path and brought forward a continuous need to develop and adapt specific methods and 
approaches at each new step. The nature of the problem demanded a high amount of intellectual 
41 For an alternative discussion of this distinction, see Hanna (2010).
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effort. Furthermore, because of the continuous postponement of practical outputs, this has not 
been a comfortable research. However, at the same time, these basic problems have constituted the 
greater part of the excitement for the study, which provided a feeling of persistence, rather than the 
contrary. Although tiresome, continuously renewed problems also mean renewed challenges, and the 
exploratory attitude stimulates continuous learning and intellectual development.
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Representation of the Target Buildings
FIGURE 5.1 Legend.
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FIGURE 5.2 Library of “Universitad Catolia del Norte”.
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FIGURE 5.3 Library for the Faculty of Philology, Free University of Berlin.
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FIGURE 5.4 Halmstad Library.
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FIGURE 5.5 Santa Monica Library.
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FIGURE 5.6 Troyes Mediatheque.
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FIGURE 5.7 TU Delft Library.
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