Solving inverse problems based on computationally demanding forward models is ubiquitously difficult since one is necessarily limited to just a few observations of the response surface. The usual practice is to replace the response surface with a surrogate. However, this approach induces additional uncertainties on the posterior distributions. The main contribution of this work is the reformulation of the Bayesian solution of the inverse problem when the expensive forward model is replaced by the surrogate. We derive three approximations of the reformulated solution with increasing complexity and fidelity. We demonstrate numerically that the proposed approximations capture the uncertainty of the solution of the inverse problem induced by the fact that the forward model is replaced by a finite number of simulations. We demonstrate our approach in two different problems: locating the contamination source of a diffusive process and inferring the permeability field of an oil reservoir based on measurements of the oil-cut curves.
Introduction
Inverse problems are an essential part of everyday engineering, albeit one of the most difficult ones. They may be posed as a minimization of a misfit function plus some regularization, which might be expressed in a Bayesian framework [18, 32] . Independently of the solution strategy selected, the major difficulty is the computational burden induced by the repeated evaluations of the forward model. It is very typical for realistic forward models of physical phenomena to require hours, days or even weeks for a single evaluation. In such situations, all we can hope for is a few hundreds or thousands of simulations. The question that this paper attempts to answer is: What is the best we can say about the solution of the inverse problem if instead of the forward model all we have is a limited number of simulations?
The underlying idea toward answering this question is relatively simple: (1) observe the forward model on a well-selected set of input points; (2) build a surrogate based on your observations; (3) use the surrogate to pose and solve the inverse problem. Typical examples of this line of thinking include the use of generalized polynomial chaos surrogates [24, 25] , adaptive sparse grid collocation [23] and Gaussian processes (GPs) [17, 19] . The main drawback of these approaches is that they require enough simulations so that the constructed surrogate is an accurate representation of the forward model. Furthermore, the uncertainty induced by the fact that the forward model is replaced by a finite number of simulations is completely ignored. We will call this additional uncertainty epistemic, since it can be reduced by increasing the number of simulations. Intuitively, the effect of this epistemic uncertainty should be to weaken our knowledge about the solution of the inverse problem (e.g. in a Bayesian formulation it should result in a broadening of the posterior). In other words, current surrogatebased methods are overconfident about the computed solutions. Our main contribution in this work is to show how the idea of a Bayesian surrogate can effectively capture this epistemic uncertainty. This is essential when dealing with very expensive forward models.
Our proposed solution is very generic. However, for the sake of clarity, in the numerical examples we only consider inverse problems in which the prior probability distribution on the input space is compatible with the simulation output up to an additive noise. That is, we have set up our numerical examples so that the observations are indeed supported by the model plus some additive noise. The reason we do this is so that we can isolate the effect of epistemic uncertainty due to insufficient information about the forward model. In realistic inverse problems, of course, other kinds of uncertainty should be taken into account, e.g., the forward model error. In addition, and depending on the problem, more complicated prior models could be considered.
We start section 2 by discussing in a general manner the Bayesian formulation of inverse problems given a forward model. In section 2.1, we derive the solution to the inverse problem under limited forward model evaluations. In section 2.2, we derive the approximation implicitly used by current surrogate-based methods, i.e. our proposed solution is a generalization of existing schemes. In section 2.3, we propose a particle approximation to the full solution which is able to capture most of the epistemic uncertainty induced by the limited number of simulations. This approximation, is further simplified in section 2.4 in order to obtain a more computationally efficient scheme which, nevertheless, retains some part of the epistemic uncertainty. The rest of the methodology sections are more technical. In section 2.5 we introduce GP regression which is to serve as our Bayesian surrogate in the numerical examples. The model is generalized to treat multi-output simulators in section 2.7, while in section 2.6 we discuss the 'moving window' approximations that helps us avoid dealing with large dense covariance matrices. In section 3.1 we employ a simple contamination example in order to demonstrate the properties of each one of the proposed approximation schemes and in section 3.2 we solve a more challenging problem from oil reservoir modeling. Our conclusions are discussed in section 4. Finally, the appendix summarizes sequential Monte Carlo (SMC) [12] which is the tool of choice when constructing particle approximations of posterior probability distributions. The discussion in appendix is useful in training our Bayesian surrogate as well as solving the inverse problems.
Methodology
A forward solver associated with a model of a physical phenomenon can be thought of as a q-dimensional function f : X → R q , where X denotes the input space. In general, we will assume that the input space has finite dimensions (i.e. X ⊂ R k with k > 0) and that it is associated with a probability density function p(x). We will be calling the tuple (X , p(x)), the prior stochastic input model. The word 'prior' is used to signify that p(x) models our state of knowledge about the input before we observe any data associated with the output of the forward solver. This probability density could have been set using the maximum entropy principle, estimated by direct measurements or even be the result of the solution of an inverse problem. Its particular origin/construction does not concern us in this paper. Our only assumption is that it can be evaluated up to a normalizing constant and that we have a way to sample from it efficiently.
Let us assume that we know that the state of the input is x. The prediction of the model about the physical phenomenon would be f(x). However, the experimentally observed value, say y ∈ R q , will differ from the theoretical prediction due to a variety of different factors. Typical examples, include measurement noise, model errors, errors due to the discretization of the physical equations, numerical errors etc. In this work, we operate under the simplifying assumption that the forward solver corresponds to the true physical process generating the data we observe and that only measurement noise is present. In particular, we assume that the observed y given x is distributed according to:
where the likelihood, p(y|x, f(·)), is known up to a normalizing constant. It is natural to assume that the likelihood function depends only on the value of the forward solver at x, i.e. p(y|x, f(·)) = p(y|x, f(x)).
The explicit conditioning of the likelihood on x, is retained in order to allow for the possibility of an input dependent measurement noise. Now, assume that we observe y and we wish to update our state of knowledge about the input x. Bayes rule simply states that:
This is called the posterior distribution and it is the formal solution to the inverse problem when stated using the Bayesian formalism. Typically, the posterior is not available analytically and the only way to proceed is via sampling techniques. In the appendix, we will show how the SMC method can be used in order to carry out this task. The complicating factor of all sampling schemes is that they require the evaluation of the forward solver many times. If the solver is very expensive, then this constitutes a tremendous computational barrier toward the fully Bayesian solution of inverse problems. The goal of this paper is to demonstrate how the solution of the Bayesian inverse problem can be approximated by making use of a finite set of forward solver evaluations. This will be achieved by replacing the forward solver with a Bayesian surrogate. The proposed solution is discussed section 2.1, while in sections 2.2-2.4 we derive computationally feasible approximations to it.
Formulation of the inverse problem under limited forward solver evaluations
Assume that we have evaluated the forward solver at n > 0 input points:
The design of these input points is completely at our disposal. The particular design we pick will have an effect on the quality of our approximation and optimal strategies, possibly adaptive, should be investigated. However, in this work, we will simply assume that D is given to us. A practical choice, followed in the numerical examples, is to sample the design points from the prior distribution p(x). The first step in our program is to make use of the information contained in D, in order to create a surrogate model for the forward solver f(·). This is a regression problem that may be addressed in various ways. Our framework is independent of the particular choice of the regression model as long as it is Bayesian in nature. Let z be a q-dimensional random variable corresponding to the output of the forward model. A general Bayesian regression scheme may be summarized via its predictive distribution for z conditional on an input x (i.e. the prediction about f(x)):
where θ and p(z|x, θ, D) are the parameters (called hyper-parameters) and the predictive distribution of the regression model, respectively, while p(θ|D) is the posterior distribution of θ given the data D. The probability density p(z|x, D) corresponds to our uncertainty about the real response f(x) induced by the limited amount of information contained in D. GP regression [28] is used in the numerical examples. The details of these models are discussed in sections 2.5-2.7. The solution to the inverse problem under limited forward solver evaluations, follows directly by an application of Bayes rule:
Making use of the sum rule of probabilities, we have:
where p(y|x, z) is the likelihood of the experimental data evaluated at z instead of f(x).
Combining this with equation (5), we finally obtain:
This distribution, encodes all information about the inputs x in light of the experimental data y and the finite number of forward solver evaluations D. We will call this distribution the D-restricted posterior. The purpose of the rest of the paper is to develop the technical tools that will allow us to sample from this distribution. In particular, sections 2.2-2.4 develop a series of approximations to (7) .
Single-surface approximation
We start by deriving the crudest possible approximation to the D-restricted posterior. It essentially amounts to replacing the forward solver in equation (3) with a surrogate surface, the usual practice followed implicitly in the literature. We will call it the single-surface approximation. Our purpose is to highlight the assumptions under which this approach should be used. Consider the maximum a posteriori (MAP) estimate of θ, defined by
If p(θ|D) has a very sharp maximum at θ * , we may write:
where δ(·) is Dirac's delta. The mean surrogate surface conditioned on θ * is defined by:
This function is usually available analytically for Bayesian regression models with Gaussian likelihoods. Assuming that p(z|x, θ * , D) has most of its probability tightly distributed about m(x; θ * , D), we may write:
Substituting equations (9) and (11) in (7), we obtain the following:
which takes the form of a typical inverse problem with the forward solver replaced by the mean surrogate surface m(·; θ * , D).
For the single-surface approximation to be valid, D must contain a sufficient number of forward solver evaluations. The number of evaluations required is not known in advance. In practice, the size of D should be increased until the variance of the predictive distribution of the Bayesian surrogate falls below a prespecified threshold. In any case, the single-surface approximation ignores the uncertainty of the D-restricted posterior induced by the finite number of evaluations and may lead to inaccurate, overconfident results.
Particle approximation
In order to capture the uncertainty induced by D, we introduce the particle approximation. It is based on a particle representation{(w (i) θ , θ (i) )} s θ i=1 of p(θ|D), in the sense that:
Such an approximation can be obtained in a very efficient manner by making use of the SMC methodology introduced in the appendix. It has the property that for any function g(·) of θ, we have:
almost surely as s θ → ∞. Using this fact, we may approximate equation (7) by:
where∝ is to be interpreted as approximately proportional. To go around the marginalization of z, we work in an extended probability space. Notice that, the joint probability of x and z given y, θ (i) and D is:
This is an inverse problem in the extended space for each i = 1, . . . , s θ . Using SMC, a particle representation {(w (i j) , (x (i j) , z (i j) ))} s j=1 of p(x, z|y, θ (i) , D) can be obtained:
Making use of this particle representation, we can simplify the integral on the right-hand side of equation (15) as follows:
Therefore, we obtain the particle approximation to the D-restricted posterior:
Remark 1. Notice that the particle approximation given in equation (18) requires the solution of s θ inverse problems in the extended space (equation (16)). Typically, each one of these problems can be solved very quickly compared to the original inverse problem because they do not require any evaluations of the forward solver. For very expensive forward solvers, most of the time would be spent in gathering D.
Semi-particle approximation
One can easily envision a variety of intermediate approximation schemes that lay between the single-surface and the particle approximation. In this subsection, we examine a very simple scheme suitable for Bayesian regression models trained by maximizing the posterior of the hyper-parameters θ. Let θ * be the MAP estimate of the hyper-parameters given in equation (8) . Again, p(θ|D) is approximated as in (9) . However, the uncertainty induced by presence of the predictive distribution p(z|x, θ * ), is retained:
Following the extension trick of the previous subsection, we obtain via SMC a particle representation
which is a single inverse problem in the extended space. Finally, we would approximate the D-restricted posterior by:
This approximation will be called the semi-particle approximation. It is useful, because it requires the solution of only one-albeit in the extended space-inverse problem, and most importantly, it can be used in conjunction with training algorithms for the underlying Bayesian regression scheme that yield point estimates of the hyper-parameters.
Gaussian process regression
In this subsection, we develop the Bayesian surrogate to be used in the numerical examples. For notational convenience, let us denote the observed inputs as a matrix X ∈ R n×k :
where all vectors are treated as column matrices and T denotes the transpose of a matrix, and the observed responses of the forward solver as Z ∈ R n×q :
The observed data are now collectively denoted by
We give an outline of the model for a one-dimensional response (i.e. q = 1). Treatment of multiple dimensions will be discussed in section 2.7.
In standard, one-dimensional, zero-mean GP regression [28] , the likelihood of D is
where 0 n ∈ R n×1 is the zero vector, θ = (s, r, g) is the vector of all hyper-parameters, s > 0 and r are the parameters of the covariance function c(·, ·; s, r), g > 0 is the noise level, A n ∈ R n×n is the covariance matrix defined by:
and I n is the n × n unit matrix. A common choice for the covariance function is the square exponential (SE):
so that s and r ∈ R k can be interpreted as the signal strength and the length scales of the inputs, respectively. This is the covariance function used in section 3.1. For the example of section 3.2, we will develop a special covariance function, albeit based on a SE covariance. Using Bayes rule, the posterior of z conditioned on x, θ and D is:
where a x = (c(x, x (1) ; s, r), . . . , c(x, x (n) ; s, r)) and A xx = c(x, x; s, r). The posterior of the hyper-parameters θ, can easily be found applying Bayes rule:
where p(θ) is the prior. In this work, we use the following prior:
All these one-dimensional distributions are taken to be exponential distributions with means 1, 1 and 10 −4 for s, the r i 's and g, respectively. Equations (27) and (28) are the basic ingredients of (5) defined in section 2.1. Standard GP regression is extremely powerful. However, inference and predictions scale badly as the number of observations n increases, as is evident from (27) . For this reason, many research efforts have been devoted to developing approximate methods [22, 27, [29] [30] [31] . In order to avoid complicating the text, we have opted not to use any of these techniques. Instead, when the number of observations is large (typically of the order of 10 3 -10 5 ) we use a very simple idea based on training local GP's around each new prediction point. This is explained in section 2.6.
Dealing with large covariance matrices
The main drawback of classic GP regression as discussed in section 2.5, is the need to factorize the, typically, dense covariance matrix A of (25). This is because such a factorization requires O(n 3 ) operations, where n is the number of observations. One might initially think that this problem is unimportant for the limited data cases considered in this work. However, this is not quite true. Training the Bayesian surrogate is doomed to become very expensive when n becomes greater than 500. So, in challenging problems this computational difficulty will be there.
There are various ways to deal with large data sets [28, chapter 8] . Any of them can in principle be used for our purposes. The only drawback is that these models yield pointwise estimates of the hyper-parameters. In this case, only the single (section 2.2) and semi (section 2.4) particle approximations to the inverse problem are available. Here, we opt for one of the simplest approaches, the 'moving window' approach to GPs [15] . The idea is that every time one needs to obtain the predictive distribution of the GP at a particular input point x, she computes its n nearest neighbors in the data set D, build a GP using only them and maximize the posterior likelihood to find the hyper-parameters of the covariance function.
Mathematically, we only need to define how the predictive distribution p(z|x, D, θ) changes under the 'moving window' approach. Basically, we must now condition also on the number of nearest neighbors to be considered. We have:
where D (x) contains the simulation data of the nearest neighbors of x in the sense of a suitable distance (e.g., see (59)) and p(z|x,
For the solution of the inverse problem, we will be following an extension of the semi-particle approach of section 2.4. This requires to explain what we mean by p(z|x, D, θ * ) which appears in (19) . This must also be conditioned on and θ * should depend on x. We have:
where p(z|x, D (x), θ * (x)) is as in (30) with θ replaced by θ * (x) and θ * (x) is found by maximizing the posterior:
with p(θ|D (x)) being the posterior of θ we used repeatedly in section 2 but only conditioned on D (x) instead of D. This approximation is used in our second example (section 3.2) with = 50 nearest neighbors.
Extension to multiple outputs
The GP model as outlined above works with one output q = 1. There is a lot of work in modeling multi-output responses with GPs. For example, linear correlations may easily be modeled as in [6, 9] while more complicated correlations can also be captured using convoluted GPs as in [3, 7, 8] . Here, we discuss a much simpler treatment of multiple outputs inspired by [17] . The idea is to suppose that the various outputs are conditionally independent given the hyper-parameters θ. This allows us to write the conditional predictive density as:
where the densities inside the product of the right-hand side are given by (27) . Similarly, we obtain that:
where D i refers to the data pertaining only to output i, while the corresponding distribution p(D i |θ) is as in (24). An important remark needs to be made at this point. For the above mentioned multi-output extension to work, it is essential that the observed responses are scaled properly. Here, the GP surrogate is constructed on the scaled responses z s , defined by:
where m ∈ R q is the empirical mean of the observed outputs Z defined in (23):
with Z i being the ith row of Z, and L is a scaling matrix chosen typically as a factor of the empirical covariance matrix C ∈ R q×q :
There are many possible choices for L. In this work, we diagonalize C:
where V ∈ R q×q contains the eigenvectors of C as columns and D ∈ R q×q is a diagonal matrix with the eigenvalues of C on its diagonal, and we set:
Then, the scaled outputs z s are the empirical principal components of z. It is a well known fact that each one of these will have zero mean and unit variance while being uncorrelated. Finally, notice that the inverse map of (35), is simply
Taking into account (39), we see that scaled outputs corresponding to very small eigenvalues can be eliminated to a very good approximation. In our numerical examples, the dimensionality of z s is set by keeping as many eigenvalues of C so that 99% of the observed variance of z is explained. This dimensionality reduction makes both training and evaluating the GP surrogate faster. Returning to the original responses z, we may now write their conditional predictive distribution as:
Numerical examples

Identification of contamination sources
We consider the problem of identification of contamination sources based on time measurements of the concentration of the contaminant at specific locations. Similar problems have been considered in [23, 24] . The contaminant concentration u(x, t ) on a spatial domain B = [0, 1] 2 follows a diffusion equation:
where q is the source term. We will consider the case of an exponential contamination source that is active only for a finite amount of time t ∈ [0, T s ]. Mathematically, it is defined as:
where q 0 is the strength of the contamination, ρ is its spread in the spatial domain and x s ∈ B is the source location. In our numerical examples, we will consider q 0 , ρ and T s as known and we will try to infer from observations only x s . We observe a noisy version of the response on the four corners of the spatial domain at four equidistant time instances.
The specific values of the parameters of the forward model are q 0 = 1 πρ , ρ = 0.05 and T s = 0.3. The experimental data, y ∈ R q (q = 16, 4 sensors × 4 measurements), were generated with a source at x * s = (0.09, 0.23), using a finite volume scheme on a 110 × 110 grid and adding independent Gaussian noise with variance 0.01.
For the solution of the inverse problem as well as for the construction of the surrogates, we use a forward solver based on a 25 × 25 finite volume scheme. Letũ(x, t; x s ) denote the response of this solver at location x, time t with a contamination source at x s . Using the notation of section 2, the input space is given by the potential source locations X = B. The forward solver f : X → R q is given by:
where t 1 = 0.075, t 2 = 0.15, t 3 = 0.225 and t 4 = 0.3. The prior of the contamination source x s is the uniform distribution over B, i.e.
The likelihood of the experimental data is chosen to be Gaussian:
The parameter σ 2 models the measurement error. By imposing a Gamma prior on it:
it is possible to integrate it out. The result is a Student-t likelihood with 2α degrees of freedom:
This corresponds to the right-hand side of (2). In this example, we pick α = β = 10 −2 .
We sequentially consider cases with 20, 40, 80 and 160 observations of the forward solver with inputs drawn randomly from their prior. Since the number of observations remains low, there is no need to use the approximation scheme described in section 2.6. The first step, is to scale and reduce the dimensionality of the outputs as described in section 2.7. Figure 1 demonstrates the reduction achieved for each case. We made sure that the reconstruction error was negligible compared to the error of the constructed surrogates (see figure 2 ). For each case we construct a Bayesian surrogate. Figure 3 demonstrates the predictive capabilities of the Bayesian surrogate for 20 (subfigure (a)) and 40 (subfigure (b)) observations. Finally, the posterior of the hyper-parameters of the surrogate was approximated using 64 SMC particles. This particle approximation was used to obtain the particle approximation to the D-restricted solution to the inverse problem. The particle with the maximum weight was used (37)). Notice the convergence as the number of observations is increased. The red dashed line indicates the 100% energy line. showing the reconstruction of a random output vector for various number of observations. The horizontal axis indicates the full output index (see definition of (44) for the enumeration) and the vertical axis the corresponding output value. To test the reconstruction, we pick a random input vector and we compute the true output. Then, for every case we pass the true output through the corresponding reduction map and then through the reconstruction map and plot the result. The small discrepancy indicates that it is safe to replace the full output with the reduced one. as an approximation to the MAP estimate of the hyper-parameters which was subsequently used to construct the single-surface and the semi-particle approximations to the D-restricted solution. The log contours of the posteriors obtained for each case are summarized in figure 4 . The four top rows correspond to 20, 40, 80 and 160 observations (counting from above). The three columns correspond to the single-surface, the semi-particle and the full-particle approximations to the D-restricted solution, respectively. All the contours have been restricted to the [0, 0.4] 2 subdomain of the inputs in order to demonstrate the fine features of the solutions. The inverse problem with the forward solver (see equation (3)) was solved using 12 800 SMC particles in order to construct a reference solution. This result is shown in subfigure (m) of figure 4 . Notice, that the posterior density has two modes. The most probable one is centered at about the true source location x * s = (0.9, 0.23). The second mode, which is significantly less probable is located in the neighborhood of (0.23, 0.9). The appearance of that improbable mode is entirely due to the noise added to the experimental data. It is worth mentioning at this point that an Markov Chain Monte Carlo (MCMC) based sampling scheme would be attracted from one of the two modes and probably never escape. This is exactly the reason why SMC is an invaluable tool when studying such problems.
The single-surface and the semi-particle approximations gave results of comparable quality. Specifically, we observe a systematic underestimation of the uncertainty in the −D-restricted solution. For a small number of observations (20 and 40), both approximations failed to locate the true source. However, they are overconfident about their findings. This is exactly the kind of danger one is exposed to when replacing the forward solver with a single-surface. The situation is somewhat improved as the number of observations increases albeit, always remaining overconfident. The full-particle approximation is of course a much better representation of the real D-restricted solution. We observe, that for low numbers of observations it gave a much wider posterior which, despite being inconclusive, it always contains the location of the true contamination source. We see that as the number of observations is increased the uncertainty is gradually reduced, converging finally to the true solution of the inverse problem. Finally, we plot also the outputs that correspond to the predicted posterior of the full-particle case in figure 5 . As expected, they are found within the noise level of the experimental data.
Identification of the permeability of an oil reservoir
In this example, we consider the problem of inferring the permeability of an oil reservoir based on the production history data. The reservoir is idealized as a 2D spatial domain B = [0, 200] 2 (length measured in meters). There is a well (injection well) at the middle point of the reservoir through which water (w) is pumped in. The water pushes oil (o) out of four wells (production wells) found at the four corners of the domain. The permeability is to be inferred from time measurements of the oil-cut curves at the four production wells.
We assume that the two-phase flow through the reservoir is incompressible and immiscible and we will ignore gravity effects [1, 2] . Let p o , p w , v o , v w and s o , s w represent the pressure, the velocity and the saturation fields of the oil and water phases, respectively. Of course, we have s w + s o = 1. Define the total velocity as v = v w + v o and the capillary pressure as p cow = p o − p w . The latter is assumed to be a monotone function of water saturation s w . We then define the global pressure p = p o − p c , where the complement pressurep c is defined by:
The fractional-flow function f w measures the water fraction of the total flow and is given by
where λ o and λ w are the oil and water total mobilities, respectively. They are given by:
where μ o and μ w are the oil and water viscosities, respectively, s or is the irreducible oil saturation (i.e., the lowest oil saturation that can be achieved by displacing oil by water), and s wc is the connate water saturation (i.e., the saturation of water trapped in the pores of the rock during formation of the rock). Under these definitions, the partial differential equations (PDEs) governing the system are [1] :
in the interior of B, where K is the permeability tensor, φ is the porosity, q is the source term modeling the water injection andq w is the source term for the saturation equation given by:
The total velocity, is connected to the pressure via the modified Darcy law [10] :
We assume no-flux boundary conditions:
v · n = 0,
on ∂B, where n is the unit normal of the boundary and zero initial saturation:
on B.
For the numerical example, we assume a constant porosity φ = 10 −3 , μ w = 10 −4 and μ o = 10 −3 , s wc = 0.2 and s or = 0.2. The initial and boundary value problem is solved using a finite control volume method. Specifically, for the pressure equation we use a finite volume scheme (two-point flux approximation) and for the saturation equation a first order upwind scheme [1] . The discrete system of differential equations is evolved in time using a first order implicit scheme with adaptive time step selection build upon a Newton-Raphson solver. The wells are modeled via the source term. Specifically, the source is set to 1 at the finite volume element containing the injection well and 1/4 at the finite volume elements containing the production wells.
We now briefly discuss the setup of the inverse problem. The permeability tensor is assumed to be isotropic, i.e., K = KI, and K is assumed to be the log of a Gaussian random field G with a constant mean and a squared exponential covariance function:
with length scales L 1 = L 2 = 40 m and variance s 2 G = 1. Employing the Karhunen-Loève (KL) expansion [13] , the field is discretized as:
where G 0 = −30 is a constant, φ i are the eigenvectors of the covariance function and ξ = (ξ 1 , . . . , ξ k ) are the KL coefficients. The dimensionality k of the KL expansion is selected so that 98% of the energy of the field is accounted for (k = 12 for the selected length scales). The random variables ξ play the role for the input in our model. Their prior probability density is:
Given, a sample of the ξ, we construct the permeability field K(·; ξ): (x; ξ) ).
Using this permeability field, we solve the initial and boundary value problem and observe the logarithm (because it is positive) of the oil fractional-flow:
at the four production wells every ten days up to t = 1000 days. That is, the forward model f Local regression in high-dimensional spaces is difficult because the Euclidean distance (which is used to define the neighborhoods of interpolation points) becomes uninformative as the dimension is increased [4] . Even in this simple 12-dimensional problem, we would need hundreds of thousands of samples in order to construct a good surrogate, if we solely relied on a SE covariance function as introduced in section 2.5. The first step toward dealing with the curse of dimensionality is to construct a physics-informed covariance function inspired by [14] . Even so, we find that we needed up to 10 5 simulations in order to get accurate results. This means that common GP methodology is inapplicable because of the need to invert a 10 5 × 10 5 covariance matrix. To alleviate this difficulty, we employ the 'moving window' approximation discussed in section 2.6.
The key idea of a physics-informed covariance function (see [14] ) is to redefine the meaning of distance in the input space, through a distance in the output space. It relies on being able to construct a simplified version of the forward model with the following properties: (1) it must be faster to evaluate; (2) if two outputs of the original forward model are close together, then two outputs of the simplified version are close together. It is not necessary for the In our case, we constructed a simplified version of the forward model by decoupling the two PDEs (48) and (49). Specifically, we first solve (48) for a zero water saturation, compute the velocity field using (51) and then use the result to solve (49). Let us call the analogue of (57) under this simplification f s (·). The dimensionality of f s (·) is 400, so it cannot be used directly in a covariance function. Therefore, we pass it through the dimensionality reduction map built from the observed simulations D as described in section 2.7. In this particular example, the reduced dimension of the output turns out to be 14. Finally, the covariance of the GP we are going to learn is defined as:
where L and m are as in section 2.7 (and do depend on the observed simulations D), c(·; ·, ·) is the common SE covariance and the dimensionality of r is that of the reduced output (i.e., 14) . Finally, let us mention that the nearest neighbors of an input point required by the 'moving window' approximation (see section 2.6) are now found using the new input-space distance:
In this numerical example, we use = 50 nearest neighbors. showing the reconstruction of a random output vector for various number of observations. The horizontal axis indicates the full output index (see definition of (57) for the enumeration) and the vertical axis the corresponding output value. To test the reconstruction, we pick a random input vector and we compute the true output. Then, for every case we pass the true output through the corresponding reduction map and then through the reconstruction map and plot the result. The small discrepancy indicates that it is safe to replace the full output with the reduced one. As in section 3.1, the likelihood of the experimental data is chosen to be Gaussian: it is possible to integrate it out. The result is a Student-t likelihood with 2α degrees of freedom:
This corresponds to the right-hand side of (2). In this example, we pick α = β = 10 −2 . We generated the 'experimental data' y by drawing a random input from the prior probability distribution p(ξ) solving the forward problem, looking at the logarithm of the oil-cut curves f(ξ) and adding independent zero mean Gaussian noise with variance 0.01 to each one of the components of f(ξ). The 'true' permeability that generated the 'experimental data' is shown in subfigure (c) of figure 6 . We first obtained a particle approximation of the inverse solution (posterior of ξ) using the expensive forward model. The mean and two standard deviations of the posterior permeability field for this case are shown in subfigures (a) and (b) of figure 6, respectively. It is apparent from the figure that the inverse problem is very ill-conditioned, i.e., the data we observe are not enough to specify the input permeability completely. This is a well known issue in oil reservoir modeling. To obtain a less uncertain solution, one has to use additional information. This information is usually in the form of direct permeability measurements at the well locations as well as at other spatial points. It can be incorporated into the prior model by restricting G (x; ξ) to agree with the measured values.
We now examine the results that can be obtained by replacing the forward model with a surrogate. We generated simulations sets with 640, 1280, 5120 and 10 240 observations. In these sets, the inputs ξ were picked randomly from the prior p(ξ). As in the previous example, the first step is to scale and reduce the dimensionality of the outputs as described in section 2.7. Figure 7 demonstrates the reduction achieved for each case. We made sure that the reconstruction error was negligible compared to the error of the constructed surrogates (see figure 8 ). Finally, for each case we construct a Bayesian surrogate between the observed inputs and the reduced outputs. Figures 9, 10 and 11 demonstrate the predictive capabilities of the Bayesian surrogate for 640 observations. For each one of the observation sets, we constructed a particle approximation of the inverse solution using the variant of the semiparticle approximation (see section 2.4) with a 'moving-window' GP surrogate with physicsinformed covariance function (see section 2.6). The details of these approximations were discussed in the previous two paragraphs. The mean and two standard deviations of the approximate posterior permeability for 640 and 1280 observations are shown in subfigures Finally, we plot also the outputs that correspond to the predicted posterior of the full-particle case in figure 15 . As expected, they are found within the noise level of the experimental data.
Conclusions
The main contribution of this work consists of the reformulation of the inverse problem under the assumption that the forward model is replaced by a finite number of simulations. In practice, such a scenario is repeatedly encountered when the forward model is very expensive to evaluate. In particular, we showed lack of information induces additional uncertainties in the solution of the inverse problem. Taking this uncertainty into account is important in order to assess the quality of the solution to the inverse problem. We derived three approximations of increasing complexity/fidelity to the proposed solution. The crudest approximation corresponds to the usual practice of replacing the forward model with a single surrogate. The finer approximations relied on particle methods and retained some (semi-particle approximation) or all (particle approximation) of the epistemic uncertainty induced by the finite number of simulations. Additionally, we showed how the approximations can be implemented in practice using surrogates based on GPs. However, it must be noted that the proposed approximations are independent of the nature of the Bayesian surrogate. The crucial component of the surrogate that is essential is the ability to quantify its error.
Appendix. Sampling posterior distributions using sequential Monte Carlo
In order to obtain particle representations of the posterior distributions appearing in this work (namely, the posterior of the inverse problem involving the forward solver (3), the posterior of the hyper-parameters of the surrogate model p(θ|D), the posterior of the single-surface approximation (12) , the posteriors of the s inverse problems in the particle approximation (16) and the posterior of the semi-particle approximation (21)), we will be using a combination of MCMC [16, 26] and SMC methodologies [12] . The technical details presented in this section are well known in the literature [11] and have been used by the authors and co-workers in other works [5, 20, 21, 33] . However, we include them here for the sake of completeness.
Our problem is to obtain a particle representation of a probability distribution of the form:
where we introduced generic symbols to avoid notational confusion. The parameter ω should be interpreted as either θ, x (equations (3), (12), respectively) or (x, z) (equations (16) and (21)) and ξ as the quantity on which we condition. Quantities that appear only in the conditioning part of the likelihood p(ξ|ω) are not explicitly shown to avoid cluttering the notation.
obtain the unormalized γ t+1 -weights:
and, finally, the normalized γ t+1 -weights:
(A.9)
Convenient choices for L t and K t . The above remarks, hold for any backward and forward transition densities L t and K t , respectively. We now seek a convenient choice that will simplify the form of the incremental weights given in equation (A.7) . Suppose for the moment that K t is given and let us look for the optimal choice of L t . Since q t is the target distribution and η t is the importance sampling density, the best choice of L t is the one that attempts to bring the two densities as close together as possible. This is easily seen to be the conditional of η t on ω t , i.e. the optimal choice is
However, it is more convenient from a computational point of view to work with the suboptimal choice:
which is motivated by the expectation that consecutive densities are similar (i.e. π t ≈ π t+1 ). For this choice, the incremental weights of equation (A.7) become:
To get rid of the integral in the denominator, we pick K t to be invariant with respect to π t+1 , i.e. π t+1 (ω t )K t (ω t+1 |ω t ) dω t = π t+1 (ω t+1 ).
(A.13)
This can always be achieved with a suitable choice of a Metropolis-Hastings transition kernel (see below). For this case, the incremental weights simplify to:
Metropolis-Hastings based K t . As shown in the previous paragraph it is very convenient to select K t to be invariant with respect to π t+1 . The easiest way to achieve this is to associate K t with one or more steps of the Metropolis-Hastings algorithm. Let h t (ω |ω) be any proposal density (e.g. a simple random walk proposal). The single step Metropolis-Hastings forward transition density is:
where a(ω t+1 , ω t ) := min 1, π t+1 (ω t+1 )h t (ω t |ω t+1 ) π t+1 (ω t+1 )h t (ω t+1 |ω t ) .
(A.16)
Choosing γ t+1 on the fly.
An important remark is that the incremental weights of equation (A.14) do not depend on the γ t+1 -samples obtained in (A.6). They depend only on the likelihood of the γ t -samples. In this part, we exploit this observation to devise an effective way of selecting γ t+1 based on the ESS. The idea is to pick the new γ t+1 so that the resulting particles do not become too degenerate. Their degeneracy is characterized by ESS(γ t+1 ) given in (A.20) . In light of equations (A.14), (A.8) and (A.9), evaluation of ESS(γ t+1 ) does not require any new likelihood evaluations. We select the new γ t+1 by requiring that:
where ζ is the percentage of the degeneracy we are willing to accept (e.g., ζ = 0.95). It is fairly easy to show that ESS(γ t+1 ) is a strictly decreasing function for γ t+1 ∈ (γ t , 1]. Therefore, equation (A.23) has a unique solution that can be easily found using a bisection algorithm.
Parallelization. SMC is embarrassingly parallelizable. Basically, each CPU can store and work with a single particle. Communication is only required for normalizing the weights (see (A.9)), finding γ t+1 (see (A.23)) and resampling. The first two have a negligible communication overhead and can be implemented quite easily. Implementation of the resampling step is bound to be more involved and requires more resources. However, it is triggered only occasionally and its cost is typically very small compared to the underlying Metropolis-Hastings steps which involve several likelihood evaluations.
The final algorithm. Finally, we collect all the details of SMC discussed above in a single algorithm for convenience (see algorithm 1). 
