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Let If(v) be the set of a11 k such that there exists a pair of Steiner systems S(3, 4, v), the 
quadruples in one system containing a particular point are the same as those in the other 
system containing that point, and the two systems have otherwise exactly k quadruples in 
common. Let Z/(u) = (0, 1, , f, - 14, f, - 12, f, - 8, f,}, f, = (v - l)(v - 2)(v - 4)/24. It is 
known [13] that J/(20) = Zr(20) and ZZ(16) - (16) sJZ(l6). We prove here that .Zr(2u) = ZZ(2v) 
for all admissible u > 14. 
1. Introduction 
Given an S(3, 4, V) (P, p), if one chooses any point x E P and deletes that point 
from the set P and from all blocks which contain it then the resulting system 
(P(x), p(x)), where P(x) = P - {x} and p(x) = {b’ = b - {x)/b EP and x E b}, 
will be an S(2, 3, 21 - 1). Such a triple system is said to be derived from the 
quadruple system and is called a derived triple system (DTS). 
The flower ([6]) at a point x of an S(3, 4, V) (P, p) is the set px cp of all 
quadruples containing X. 
For each ZJ = 2 or 4(mod 6) let Jf(v) be the set of all integers k such that there 
exists a pair of quadruple systems (P, p) and (Q, 4) of order ‘u having 
k + (v - l)(v - 2)/6 quadruples in common, (V - l)(v - 2)/6 of them being the 
quadruples of a common flower at a point x E P. Obviously (P, p) and (Q, q) 
have the same DTSs (P(x), p(x)) = (Q(x), q(x)). 
The analogous problem for Steiner triple systems has been completely settled 
by D.G. Hoffman and C.C. Lindner [6]. 
For any u 38 let If(v) = (0, 1, . . . ,fu - 14, fu - 12, fV - 8, fv}, fu = (v - 
l)(v - 2)(v - 4)/24. Clearly #(v) E Zf(v) [2]. Hence Jf(4) = (0) and #(S) = (7). 
To the author’s best knowledge, the only results concerning this problem are [13]: 
J/(10) = (0, IS}, P(16) - (16) cJf(16) and Jf(v) =lf(v) for every u =2nC3, 
5 .2” 2 2. We prove that: Jf(2v) = Zf(2v) for every r~ = 2 or 4(mod 6), u 2 14. 
The reader can consult [9] for definitions and results on Steiner systems. 
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2. Preliiinaires 
Let F = {F,, F2,. . . , F,_,} and G = {G,, G2,. . . , G2m--1} be any two l- 
factorizations of the complete graph on 2m vertices Kti. We will say that F and 
G have k edges in common if and only if k = ,Z’yLl I& rl Gil. 
In [16] Webb has shown that for every 2m > 8 there exist two 1-factorizations 
with h + 2m - 1 edges in common, 2m - 1 of them being the edges containing the 
same point n, and h E Wf(2m) = (0, 1, . . . , A&&,, = (2m - 1)(2m - 2)/2} - 
{N& - 1, Nf2, - 2, N&,, - 3, Nfi, - 5). 
Starting from Webb’s result, Lindner and Wallis proved in [lo] that for any 
2m > 8 there exist two 1-factorizations of Kti with k edges in common for every 
k E W(2m) = (0, 1, . . . , Nzm = 2m(2m - 1)/2} - {Nz, - 1, Nti - 2, Nan-37 
Nti - 5). 
If (P, t) is an S(2, 3, w) (P = (2, 3, . . . , w + l}), let [F, (P, t), l] = 
(41 F2, * *. 7 F,} be the l-factorization of K,,, on P U (1) such that for every 
i = 1, 2, . . . , w it is 
(1) (1, i + l} E fi; 
(2) {x, y} E 4 (x, y E P) if and only if {i + 1, x, y} E t. 
Now we describe two well-known constructions for quadruple systems. 
Construction A (e.g. see [9]). Let (X, a) and (Y, b) be two S(3, 4, V) with 
IX n Y] = 0. Let F = {F,, 6, . . . , F,,_,} and G = {G,, G2, . . . , G,_,} be any two 
1-factorizations on X and Y respectively. Define a collection s of blocks of 
S = X U Y, as follows: 
(al) Any block belonging to a or b belongs to S; 
(a2) if x1, x2 E X (xi #x2) and yl, y2 E Y (Y, #y2) then {x1, x2, yl, y2) E s if and 
only if {x1, x2} E E and {yl, y2} E Gi. 
It is a routine matter to check that (S, S) is an S(3, 4, 2~). We will denote (S, s) 
by [X u Yl [a, b, F, ‘3 
Construction B (see [l]). Let (Q, 4) be an S(3, 4, v), Q’ be a finite set such that 
IQ1 = lQ’[, IQ rl Q’l = 0 and let Q, be a bijection from Q onto Q’ with x’ = q(x), 
for every x E Q. Obviously (Q’, q’) is an S(3,4, v) where q’ = q(q) = {{q(x), 
V(Y), v(z), du)>I{x9 Y, 2, u> E q>* 
If q & q, we define a collection p(q) of blocks of P = Q U Q’ as follows: 
(bl) Any block belonging to 4 or 4’(= ~(4)) belongs to p(q); 
(b2) (1x1, x2,&4>, {Xl, x;, x3, d), {Xl 9 xl, 4, x‘s), (4, x2, x3,4>, 
(4, ~2, XL 4, {xi, xl, x3, x4)) CPM if and only if {xl, x2, x3, x4) E 4; 
(b3) {{XI, x2, x3, xi), {x1, X2~4,X‘i), {Xl? xl7 x3,x4), (4, x2, X3,%), 
(4, xi, xi, -4, {xi, -& x3, xi), (4, x2, xi, xi>, 1x1, xi, xi, 4) cp(q) if and 
only if {x1, x2, x3, 4 E 4 - 4; 
(b4) {x1, x2, -6, xi> up for every XI, x2 E Q, x1 +x2. 
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It is a routine matter to check that (P, p(4)) is an S(3, 4, 2~). We will denote 
(P, p(4)) by <<Q U Q’>, (q,P)). 
Remark 2.1 (see [14]). For every {xi, x x 2, 3,~q} ~q - 4 one can delete the 8 
blocks in (b3) replacing them with: 
(b3’) {{xi, ~2, x3,4, {-b x274, x1>, {x*9 4, x3, Q, {Xl, & 4, 4, 
{4,4, x;, x;>, {XL 4, x3,4, {d, x2,.;, 4, (4, x2, x3,4)). 
The resulting collection of blocks is again a quadruple system. 
Construction AB. Let (Q, c) and (Q, 4) be two S(3,4, v) (Q = {1,2, . . . , v}) 
such that ci c 4 n c, c1 being the flower at the point 1. Define Q’, c’, q’ and cp as 
in construction B. Let (Q’, t) be an S(3, 4, v) such that ]t fl cl] = h (c; = I)). 
F = [F, (Q’O’), 
k:, G2, . . G-1) be 
i=l,2,...‘,‘u-land 
v-l 
(J= c Id’% - 
i=l 
c’(l’)), I’]= {fi, 4, . . . , F,-11, let G= 
a l-factorization on Q such that { 1, i + 1) E Gi for 
((1, i + 111) n (8 - {{I’, (i + l)‘]>)l. 
From constructions A and B, we obtain respectively that (P, s) = [Q U 
Q’J[q, t, G, Fl and (P, p) = <<Q U Q’>, Cc, 4) are two S(3,4, 2~). 
It is a routine matter to see that s n p = p1 U g, p1 being the flower at the point 
1 and ]gJ =h +2o. 
TheOrem 2.1. Let il E Zf(2v), v = 2 or 4(mod 6), u 2 16. Zf A af2v - 8fv - 49, then 
A E Jf(2V). 
Proof. A. Hartman [4] has proved that for every admissible u 3 16, there exists 
an S(3, 4, V) (Q, q) with a proper subsystem (R, r) of order 8. It is straightfor- 
ward to see that the S(3, 4, 2~) (P, p) = ((Q U Q’), (q, 0)) contains the 
S(3, 4, 16) (T, z) = (R U R’), (r, 0)). 
Let q1 be the flower at the point 1 E R c Q. Obviously if k eJf(16) we obtain 
f2v --fib + k e Jf(20 
Let {x1, x2, x3, x4) be an element of q - r such that 1 $ {x1, x2, x3, x4}. Clearly 
the number of these blocks is m = V(V - l)(v - 2)/24 - (V - l)(v - 2)/6 - 7. 
From Remark 2.1 we obtain fiu -fib + k - 8h E#(~v) with k l #(16) and 
h E (0, 1, . . . , m}. Since Jf(16) - (16) cJr(l6) the theorem is proved. Cl 
3. Jf(2u) for u = 4 or 8(mod 12) 
For any w = 1 or 3(mod 6) let J(w) (J&w)) be the set of all integers k such that 
there exists a pair of triple systems (derived triple systems respectively) (S, a) and 
(S, b) of order w intersecting in exactly k blocks, i.e. IQ n b] = k. It is known [8] 
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that J(W) = (0, 1,. t,,, = w(w - 1)/6} - {t,,, - 1, t, - 2, t, - 3, t, - . . , 5) for 
every w 2 13. 
Lemma 3.1. 0,l E J,(w). 
Proof. 0 eJD(w) follows easily from [15]. Let (Q, q) be an S(3, 4, w + 1) with 
Q = {1,2, . . . , w + l} and {1,2,3,4} ~q. Let a= (1 2) and p = (1 3) be two 
permutations on Q. Obviously [7] (Q, (u(q)) and (Q, p(q)) are two S(3, 4, w + 1) 
such that their flowers at the point 1 intersect only in the block {1,2,3,4}. 0 
Theorem 3.1. J,(2w + 1) = J(2w + 1). 
Proof. Let (Q, q) and (Q, c) (Q = { 1,2, . . . , w + 1) be two S(3,4, w + 1) such 
that jql ncll =O. Let (Q’, q’) and (Q’, c’) be two S(3, 4, w + 1) such that 
IQ II Q’l = 0. Let F be a l-factorization of K,+i on Q. 
If k E (0, 1, . . . , t,}, let G and H be two 1-factorizations of K,+1 on Q’ such 
that IG tl HI = k. (P, s) = [Q U Q’][q, q’, F, G] and (P, r) = [Q U Q’][c, c’, F, H] 
are two S(3, 4, 2w + 2) such that Isi rl ril = k. 
If k E {tw, t, + 1, . . . , h+J - {t2w+l - 1, f2w+l - 2, f2w+l - 3, t2,,,+] - 51, let G 
and H be two 1-factorizations on Q’ such that IG n HI = k - t,. If (P, s) = [Q U 
Q’][q,q’,F,G]and(P,r)=[QUQ’][q,q’, F,H]weobtainIsinr,]=k. q 
Lemma 3.2. Let ‘u = 2 or 4(mod 6). (V - 2)(v - 1) - W(V - 4) E Jf(2v) for every 
0 E {0,2,3, . . . ) v - l}. 
Proof. Let (Q, c) and (Q, q) (Q = {1,2, . . . , v}) be two S(3,4, v) such that 
cl = 41. 
Let H = [H, (Q(l), c(l)), 11 = {Hi, Hz, . . . , H,_,} be the l-factorization on Q 
defined in Section 2. If {1,2,x, y} E cl then N1 = HI - ((1, 2}, {x, y}}, N,_, = 
HI_, - ((1, x}, (2, y}} and NY-i = H,,--l - ((1, y}, (2, x}} are three l-factors on 
Q - (1, 2, X, y}. It is easy to construct a l-factorization G = {G,, G2, . . . , G,_,} 
on Q such that IH rl G - ((1, i + 1)/i = 1,2, . . . , v - l}l E {(v - l)(v - 2)/2 - 
o(u -4)/2/w = 0, 2, 3, . . . , v - l}. 
Let F={F,,F,,..., F,_,} be the l-factorization on Q’ such that c= 
{{V(X)t V(Y)]l& Y> EIii] (a and Q ’ are defined in Construction B). By 
Lemma 3.1 there exists an S(3, 4, V) (Q’, t) such that Jt n c;l = 0. It is a routine 
matter to see that the proof follows from construction AB. 0 
Theorem 3.2. Jf(2v) = If(2v) for every v = 4 or 8(mod 12), v 2 20. 
Proof. Let h EJ~(v - 1). Let (Q, c) and (Q, e) (Q = (1, 2, . . . , v}) be two 
S(3,4, v) such that h = Icl n e,l (Theorem 3.1). Let q = c and t = e’ (= v(e)) 
(q~,, Q’ and c’ are defined in Construction B). Obviously Ic; n tJ = h. Reasoning 
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as in Lemma 3.2 we obtain that h + (v - l)(v - 2) - O(V - 4) E Jf(2v) for every 
w = 0, 2, 3, , . . ) v - 1. Let (Q, a) be an S(3, 4, V) such that Ic; n &a,)[ =0 
(Lemma 3.1). Let F = [F, (Q’(l’), c’(l’)), 1’1 and G = ]G, (Q(l), a(l)), 11. Since 
u-1 
CJ = c I(4 n v(G)) - {{I’, (i + l>‘)>l =0, 
i=l 
Construction AB implies (0, 1, . . . , t,_l - 6) c Jf(2v). Hence (0, 1, . . . ,7(v - 
l)(v - 2)/6 - 6 cJf(2v) for every v 2 20. Theorem 2.1 completes the proof. 0 
4. Jf(2v) for u = 2 or lO(mod 12). 
For every v = 2, 4(mod 6) let J(V) be the set of all integers k such that there 
exists a pair of quadruple systems (Q, a) and (Q, b) of order v intersecting in 
exactly k blocks, i.e. ]a fl bl = k. The two following lemmas are proved in [13]. 
Lemma 4.1. k EJ~(v) for every k 3 (v - l)[(v - 4)(v - 2) - 24]/24 such that 
k + (v - l)(v - 2)/6 E&I). 
Lemma 4.2. k + CJ + hv/2 E Jf(2v) for any (J E f(v), k E Jf(v) and h E Wf(v). 
Theorem 4.1. Jf(28) = P(28). 
Proof. It is well known [14] that any S(2, 3, 13) is a derived triple system. 
Similarly to Theorem 3.2, we can prove that J(13) = (0, 1, . . . , 26) - 
{21,23, 24,25} cJf(28). Now we prove that 21, 23, 24, 25 ~J~(28). 
Let (Q, c) and (Q, a) be two S(3, 4, 14) such that Ici II ai] = 3. Construction 
AB (with 4 = c, t = q(u) and G = [G, (Q(l), u(l)), 11) implies 3 + 2 * 9 = 21 E 
Jf (28). 
Let (Q, c) and (Q, a) be two S(3, 4, 14) such that Jcl n a,1 = 4. Let (Q’, t) be 
an S(3, 4, 14) such that It1 tl cil = 0 (Lemma 3.1). Construction AB (with q = c 
and G = [G, (Q(l), u(l)), 11) implies 0 + 2. 12 = 24 E Jf (28). 
Let (Q, e) and (Q, a) be two S(3,4, 14) such that le, n alI = 4. Let cy = (12) 
and p = (13) be two permutations on Q. Let q = c = a(e) and t = &/3(e)). 
Obviously [7], It1 fl c;] = 1. At last pose G = [G, (Q(l), cu(u(l))), 11. 
Construction AB implies 1 + 2 * 12 = 25 E Jf (28). 
From [8, lemma 91, since any S(2, 3, 13) is a derived triple system, there exist 
three S(3, 4, 14), <Q, c), <Q, a) and <Q, b), such that Icl n a,] = 5 and Ici n bll = 
3. Construction AB (with q = c, t = q(u) and G = [G, (Q(l), b(l)), 11) implies 
5+2.9=23eJf(28). 
Proceeding as in Theorem 3.2, since (0, 1, . . . ,26} c Jf(28), we can prove that 
(0, 1, . . . 3 182) c Jf(28). From Lemma 4.2 we obtain {65,66, . . . ,658) U 
{660,662,664,665,666,667,670,674} c Jf (28). 
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Let (Q, a) and (Q, b) be the pairs of S(3, 4, 14) given in [ll] such that 
Ia n b] E (776, 778, 780, 785, 786, 788, 789, 790). It is easy to verify that there 
exists an element x of Q such that a, = b,, hence we obtain 
{659,661,663,668,669,671,672,673} c Jf(28). 
Since [12] for every k 2 675, it is k + 117 E J (28), Lemma 4.1 completes the 
proof. 0 
Lemma 4.3. Jf (2~) c Jf (2~) f or every u, v = 2 or 4(mod 6) such that there exists 
un g(3,4, v) (Q, c> h uving a subsystem (P, p) of order u. 
Proof. Let Q = {1,2, . . . , v}, P = {1,2, . . . , u} and {1,2,3,4} EP. Let (2’ = 
q(Q), c’ = q(c), P’ = q(p) and p’ = q(p) (q is defined in construction B). Let 
t = a(~‘) = {{a(i;), a(i;), a($), a(i~)}/{i~, ii, ii, i;} E c’}, where (Y = (1’3’2’). It 
is a routine matter to see that (Q’, t) is an S(3, 4, v) having the subsystem 
(P’, a(~‘)). Moreover, t,. rl c;, = {{l’, 2’, 3’, 4’)) [7]. 
Let H = [H, (Q’(l’), t(l’)), 1'1 = {H,, J&., . . . , H,_,} and F = [F, (Q’(l’), 
c’(l’)), l’]= {F,, F2, . . . , F,,_,} be the 1-factorizations defined in Section 2. 
Let G = {G,, G2,. . . , G,_r}, Gi = {{V-‘(X), q-‘(Y)/{x, y} e Hi}. Let F= 
@i, F;, * *. 7 ~u_l} and G = {G,, G;, . . . , &,} be the 1-factorizations on P’ 
and P respectively such that E c 4 and Gi c Gi for i = 1, 2, . . . , u - 1. 
From Constructions A and B it follows that the two S(3, 4, 2v) (T, e) = [Q U 
Q’][c, t, G, F] and (T, z) = ((Q U Q’), (c, cr)) have the subsystems (5, r) = [P U 
P’][p, a(~‘), G, F] and (S, s) = ((P U P’), (p, pl)) respectively. Since e, = z1 and 
e n z = e, U g with g c r fl s, the lemma is proved. 0 
Theorem 4.2. Let u and v (8 s u c v) be two integers such that there exists an 
g(3,4, v) (Q, 1 c containing a subsystem (P, p) of order u. Moreover, u and v 
verify the following inequalities: 
2(v - u) 6 fzu - 14 (4.1) 
and 
f& - 8fv - 49 Sf& + 2(Nf - Nf,) + t,_I - tU-1 - 14. 
Then Jf(2u) = Zf(2u) implies Jf (2~) = If (2~). 
(4.2) 
Proof. Define Q’, c’, (Y and f as in the above Lemma 4.3. Let H = [H, (P’(l’), 
P’(l’)), l’]= {H,, H,, . . . , H,_,} and F = [F, (Q’(l’), c’(l’)), 1’1 = 
{F,, E?, . . * J F,_,} (Section 2). Clearly for any i = 1, 2, . . . , u - 1 it is 5 = Hi U 
E. Hence T are l-factors on Q’ - P’. 
Observe that: 
(1) Let /3 be a permutation on (1, 2, . . . , u - l} fixing exactly r E 
10, 1, . . . > u -3, u - l} elements, Li = Hi U TB(i) for i = 1, 2, . . . , u - 1 and 
Li=& for i=u, u+l,..., v-l. Then L={L1,Lz ,..., L,_,} is a l- 
factorization on Q’ such that {l’,(i+l)‘}E&tlLi i=l,2,...,v-1, and 
JF n LI = v(v - 1)/2 - (u - 1 - r)(v - u)/2. 
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(2) If {l’, 2’,x’, y’} E c; (x and y 2 u + l), then F’_, - {(l’, x’}, {2’, y’}} and 
FY-, - {{l’, y’}, {2’, x’}} are two l-factors on Q’ - {l’, 2’, x’, y’}. 
Construction AB (repeating opportunely the above two observations and 
replacing (Q’, t) by (Q’, c’) whenever it is necessary), Theorem 2.1 and Lemma 
4.3 complete the proof. 0 
Remark 4.1. From [3,5] it follows that an S(3,4, u) can be embedded in an 
S(3,4, v) for every Y = 3u - 8, 3u - 4, 3u - 2, 4u - 6, 12~ - 10. For all these u 
and u 3 8, it is easy to see that (4.2) is true while (4.1) is false only in the case 
u = 8 and n = 12~ - 10. This case is proved in the following theorem. 
Theorem 4.3. J’(2u) = 1’(2u) fur every IJ = 2 or 4(mod 6), v 3 14. 
Proof. It is known [13] that Jr(lO) =Zf(20) and lf(16)- (16) ~5’(16). 
Moreover, J’(2.22) = lf(2 - 22) and J1(2 ‘26) = Z/(2.26) follow from Theorem 
4.2 for u = 10 and u = 3~1 - 8, 3u - 4 respectively. Hence, if Jf(2 * 86) = If(2 * 86), 
Theorems 3.2, 4.1 and 4.2, using the recursive method, imply the proof. 
P(2 - 86) = I’(2 * 86) follows from a similar reasoning to the above theorem and 
from the following observations: 
(1) Hanani’s construction [3] gives an S(3, 4, 86) (Q, q) such that the DTS 
(Q(l), q(1) (we denote here by 1 the element (A, 0) of the Hanani’s paper) 
contains seven mutuahy disjoint S(2, 9, 13) (Xj, xj) j = 1, 2. . . , 7 (for every 
j # j’, X, and Xj, intersect in the same element) and two disjoint S(2, 3, 7) 
(M,, m’) and (&, m’), ]M, rl M,] = 0. 
(2) If (T, t) and (T, z) (T= (2,3,. . , w}) are two S(2, 3, W) such that 
It nzl = k, then the two 1-factorizations [H, (T, r), l] and [G, (T, z), l] (Section 
2) of K+, intersect in exactly 3k + w edges, w of them being the edges {I, j} 
j=2,3,. ..) w+ 1. 
(3) For any j = 1,2, . . . , 7 there is [15] an S(2, 3, 13) (X,, y’) such that 
Iy’nx’]=O and (Q(l), (q(l)-x’)Uy’) is an S(2, 3, KS). Let (M,, m> be an 
S(2, 3, 7) such that ]m nm2] = 1 and (Q(l), (q(1) -m”) U m) is an 
S(2, 3, 85). •i 
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