totally reflective when switched on, or energised. The reflected sig rial produced by this structure when screen i is switched on and all otber screens are switched off is therefore s,(t) = cos(ot + 2434. The reflected signal s,(t) may also be expressed in terms of in-. phase and quadrature components as sr(t) = cos(wt)cos(2i!3d) -s in(cot)sin(2iPd).
involves phase modulation of the illuminating energy to produce a spread spectrum reflected signal. The concept differs in approach to conventional RAM in that instead of absorbing the incident signal, the reflected energy is redistributed over a large spectral bandwidth producing low average signal levels. Let each individual screen be pulsed on in sequence so that the reflected signal repeatedly cycles through the values so(t), s2(t) , ..., s, (t) . Then, if each screen is energised for an equal length of time, the average reflected power at the carrier, or illumination, frequency may be expressed in terms of the in-phase and quadrature components of the reflected signal as
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Examples of the reflectivity performance of a multilayer structure are shown in Fig. 4 for the cases of N = 3 and N = 5. Thie discussion so far has only considered periodic pulse modulation of active screens. In true spread spectrum systems however, the modulating waveform is PN code. The advantage of using a PI\$ code is that the number of discrete spectral lines in the frequenlzy spectrum increases by a factor of M, where M is the length of the PN sequence [l] . Consequently, this produces a reduction in magnitude of the frequency spectrum envelope of approximately l/M. If M is large, then the frequency spectrum of the reflected signal can be reduced to a level comparable with the background noise. Without knowledge of the exact PN code used in the modulat ion process, the detection of reflected signal becomes an extremely difficult task. The analysis of a screen modulated with Phi codes is beyond the scope of this Letter, but will be considered elsew here.
Concr'usions:
A novel approach for reducing the reflectivity of a planar conducting target has been presented. The technique A new method for determining the shape of an object by obtaining its dominant points or border comers is presented. The algorithm uses the contour chain code as descriptor and calculates the curvature of each border point, comparing two histograms of the chain code. The method is not only fast, with the detected comers stable to rotations and scaling, hut also the curvature function presents a high signal-noise relationship, and thus offers excellent performance for real contours.
Introduction:
The main problems concerning corner detectors are related to the stability of the detected dominant points, which must be invariant to object scaling and rotation, and the discrete nature of the curve, which makes most detectors noise-and scaledependent. Corner detection methods by curvature estimation, either path [1 -31 or orientation [4 -61 based, will normally use a set of parameters for obtaining the corners at a certain natural scale and to eliminate contour noise, although the object comers can be defined at multiple natural scales. To solve this problem, some detectors apply their algorithms iteratively within a certain range of parameters [l, 51, accepting as dominant points those which appear in a fixed set of iterations. The stability of the points and the time spent for their detection is closely related to the number of iterations.
Our proposed algorithm takes as a descriptor the contour chain code, but its novelty is the application of correlation factors to chain code local histograms, to detect curvatures. The algorithm detects corners at many natural scales by using just one set of parameter values.
Local histograni algorithm:
The local histogram algorithm consists of the following steps: (i) calculating the chain code associated to each point of the contour (ii) obtaining the curvature function with two local histograms, one for each side of the observed point, considering the K points before the point for one histogram and, for the other histogram, the K points following or after the observed point: the histograms of the probability of a certain chain code on that portion of the curve represent a relative orientation of the branches before and after the point. To compare both histograms, a correlation factor coefficient p is defined as follows: whereflx) and g(x) correspond to the local histograms for each side of the point and m, and ms to their averages, respectively. Low curvature traces are characterised by a high p, close to unity. The lower p is, the greater is the difference between local histograms and the higher the curvature on the point. Thus, p could be thought of as a reciprocal curvature index (iii) applying lowpass filtering to smooth ripple factors (iv) determining corners: dominant points will satisfy two conditions: (1) they are local minima of the filtered curvature function;
(2) they are below a certain threshold pr. Therefore, it is necesary to fix the optimum value for pr. If it were too high, some comers would not be detected, but very low pT would lead to the detection of false corners. Empirically, for K within the range (5, 9), we found (0.3, 0.4) to be the optimum range for pr.
With the above procedure, the obtained curvature function will represent in an absolute manner the curvature associated with each point on the boundary, without distinguishing the relative concavity or convexity. This information, which is irrelevant for the identification of corners, could be of paramount importance for object recognition. To indicate concavity or convexity at the detected corner, a modified curvature function is defined as follows:
where p, refers to the previous curvature index defined in eqn. 1. The value of Sign is obtained after the modes of the histograms calculated for each point. Values of the curvature function given in eqn. 2 will be compression ratio (CR) to the integral square error (ISE). CR, in turn, is the ratio between the total number of contour points to the number of detected corners and the ISE is defined as n I S E = xd:
where n is the number of contour points and d, are the distances between the real contour and the polygonal approximation obtained with the detected corners. Our method has been compared with others in literature [l -3, 7, 81. 
Conclusions:
After extensive tests, with many different types of contour, the local histogram algorithm showed quite reliable results after comparatively low processing times. Corners detected are scaling and rotation invariant to a greater degree than other algorithms. An important feature of the proposed algorithm is the hgh signal-to-noise ratio related to the curvature function detection, which makes the detections quite insensitive to threshold adjustments and contour characteristics.
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Layered frame structure: To alleviate the computational complex-ANSARI, N., and DELP, E.J.: 'On detecting domlnant points ', Pattern Recogn., 1991, 24, (5) The authors describe a hierarchical search block matching algorithm capable of handling large motion in real time motion estimation for existing video compression standards. The algorithm uses multiple motion vector candidates based on an interframe difference measure and a spatial motion-field correlation, respectively. In MPEG-2 application, the encoder adopting the proposed algorithm provides nearly the same performance as the conventional encoder adopting the full search block matching algorithm, with only 0.9% computational complexity for motion estimation.
Iniroduction: To reduce temporal redundancy in video sequences, many existing video compression standards adopt a motion estimatiodcompensation technique which is based on a block matching ;dgorithm (BMA) [l] . In BMA, the current frame is partitioned into non-overlapping blocks, and for the prediction of each partitioned block. a block having minimum difference is selectNed from the previous frame by using a proper search algorithm. Full search BMA (FSBMA) can achieve optimal prediction performance by searching all possible locations in a local search area of the previous frame. FSBMA, however, requires high computational cost, which is the major bottleneck in real time implementation.
As a result, several fast hierarchical search algorithms having multiple candidates based on an interframe difference measure only 12, 31, have been proposed to replace FSBMA. These algorithm:;, however, still require high computational cost to obtain a prediction performance close to FSBMA, even though the multiple candidate approach alleviates a local minimum problem due to hierarchical search. Furthermore, they are not adequate for a large moi.ion search area because their scheme is based on a three-step search.
111 this Letter, we will show that a simple hierarchical search BMA (HSBMA) can be an attractive solution for replacing FSE1MLA by using multiple candidates based on an interframe difference measure and an additional candidate based on spatial correlation of a block motion field. It is especially proper for a large sear'ch area. We will first introduce a layered frame structure for the proposed HSBMA. Secondly, we will describe the proposed algorithm and a way of generating an additional search centre point to utilise spatial correlation of a block motion field. Finally, some simulation results will be given to show the validity of the proposed algorithm compared with FSBMA as well as the conventional I-ISBMA. October 1997 Vol. 33 ity in the matching process, we adopt a layered frame structure having three layers (layer 0, 1, and 2) [4] . For an input image Z/oJ(,), upper layer images are constructed as follows:
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where Zi(r+l)(.) represents the grey level image filtered and subsampled from a lower layer image A(t+')(.), and 4 ( ) and Fv(.) denote horizontal and vertical lowpass filters, respectively [5] . For interlaced images, vertical lowpass filters with different taps are applied to each field. By using this layered frame structure, the computational complexity of the matching process is reduced to the fourth power of the subsampling factor at each layer (U16 at layer 1, 1/ 256 at layer 2).
Proposed algorithm: In the layered structure described above, we choose multiple motion vector candidates in layer 2 and use them as search centres in layer 1. To prevent an excessive increase in computational complexity, we restrict the number of candidates to three. Among them, two candidates are obtained based on a frame difference measure and the other is estimated from motion vectors of neighbouring blocks. The latter contributes to finding an accurate motion vector especially in an image having a smooth motion field. The proposed HSBMA uses the sum of absolute difference (SAD) as a matching criterion at each layer. If the block size in layer 0 is NBxlv,, the SAD at layer e can be defined as follows:
where (p, q) represents a candidate location within the search region SR(e) in the previous frame, and B, " and represent the current and previous blocks in layer e, respectively.
SR

Fig. 1 Search locutions for proposed HSBMA
Number of search locations in layer 2, 1, and 0 are (NsxN,)/4, 3~( 5~5 ) , and 5x5, respectively. Centre point of SRI" is predicted from motion vectors of neighbouring blocks Fig. 1 shows search ranges at each layer. To find the locations having the first and second lowest block differences in layer 2, FSBMA is used for search range S W with four pixel resolution. These two motion vector candidates are then used as two search centres at layer 1. The other search centre is predicted from neighbouring motion vectors. Its selection procedure is adopted from our previous work [6] , and is given as follows. Let MV,, MV, and MV, be the motion vectors of the neighbouring blocks, and MVc be the motion vector of the current block. To estimate MV,, we first examine similar motion vectors of neighbouring blocks and find a proper group out of five groups given in Fig. 2 . Then, the corresponding shaded block motion vectors are averaged and down-scaled to obtain an estimate of AilVC, which is the third candidate or the centre of s&('). In the case of group E, where no
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