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Abstract
Determining linguistic improvement in L2 writing requires a precise measure of linguistic accuracy. Although numerous metrics
of linguistic accuracy have been used in L2 research, Wigglesworth and Foster (2008) proposed a new kind of measure—a weighted
clause ratio—based on the adequacy of the writer’s conveyed meaning. This paper evaluates the validity of this metric and compares
it to two of the most similar measures of linguistic accuracy currently in use: the error-free T-unit ratio and the error-free clause
ratio. The data collected and analyzed in this study were drawn from over 350 writing samples generated by 81 ESL writers whose
language abilities range from low or intermediate to advanced. To provide baseline, comparative data, this study also analyzed
writing samples from 16 native English-speaking students. This study utilized Many-Facet Rasch Measurement and other analyses
to identify variables affecting the validity of the weighted clause ratio.
# 2014 Elsevier Inc. All rights reserved.
Keywords: Weighted clause ratio; Written corrective feedback; Linguistic accuracy; Communicative adequacy

Introduction
Teacher-administered error correction in students’ second language writing has been a topic of considerable interest
and some controversy over the past several decades, due principally to Truscott’s (1996) provocative denunciation of
the practice as futile and potentially ‘‘harmful’’ (p. 327). Since Truscott made that claim, many have countered that
error correction is not only needed and expected by the learners but also, in some cases, a pedagogically sound practice
(Bitchener & Knoch, 2009a, 2009b, 2010; Bitchener, Young, & Cameron, 2005; Bruton, 2009, 2010; Evans,
Hartshorn, McCollum, & Wolfersberger, 2010; Evans, Hartshorn, & Strong-Krause, 2011; Ferris, 2002, 2003;
Hartshorn & Evans, 2012; Hartshorn et al., 2010).
The central issue in the arguments for and against error correction in L2 writing has focused on whether or not
writing improves as a consequence of corrective feedback. To some extent, the controversy surrounding this issue can
be attributed to the difficulty of defining and measuring what is meant by improvement (Casanave, 2004). This
* Corresponding author at: Department of Linguistics and English Language, 4050 JFSB, Provo, UT 84602, USA. Tel.: +1 801 422 8472;
fax: +1 801 422 0906.
E-mail addresses: norman_evans@byu.edu (N.W. Evans), james_hartshorn@byu.edu (K.J. Hartshorn), troy_cox@byu.edu (T.L. Cox),
teresalovestravel@gmail.com (T. Martin de Jel).
http://dx.doi.org/10.1016/j.jslw.2014.02.005
1060-3743/# 2014 Elsevier Inc. All rights reserved.
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difficulty can be explained, in part, by the fact that writing is a multifaceted, complex process and product. Given this
complexity, defining what constitutes improvement needs to be analyzed from various perspectives. For instance,
though L2 writing used in authentic contexts is usually evaluated holistically for its overall communicative effect, it
often is not evaluated by its constituent parts; however, important reasons do exist for analyzing L2 writing in terms of
its discrete components such as fluency, complexity, rhetorical appropriateness, communicative adequacy, and
linguistic accuracy (e.g., Evans et al., 2010; Pallotti, 2009; Skehan, 1998).
Since fluctuations in one component, such as fluency or complexity, might be associated with various fluctuations in
another, such as accuracy (e.g., Bygate, 1999; Skehan, 1998, 2009; Skehan & Foster, 1997), each component of
writing requires a separate and valid measurement to identify change. Without such independent measures, researchers
will be limited in their ability to identify, track, and understand language development in L2 writing. Aiming to
confirm the best general metric of linguistic accuracy, we attempt to validate one novel measure of linguistic
accuracy—the weighted clause ratio (WCR) posited by Wigglesworth and Foster (2008).
While research must utilize specific accuracy measures for individual linguistic features if we are to fully
understand language development (e.g., Norris & Ortega, 2009; Robinson & Ellis, 2008), research must also utilize an
overall accuracy measure. Such a measure expands the researcher’s understanding of the production as a whole,
including the interconnected causes for errors that could be missed when examining only the accuracy of one or two
linguistic features. Since this study’s scope is limited to analyzing an overall measure of linguistic accuracy, we will
not address measures designed to examine a single linguistic feature at one time, such as suppliance in obligatory
context analysis (Brown, 1973), target-like use (Pica, 1983), or obligatory occasion analysis (Ellis & Barkhuizen,
2005).
Before proceeding, we also need to clarify two essential terms—accuracy and error. We define accuracy as ‘‘The
ability to be free from errors while using language to communicate’’ (Wolfe-Quintero, Inagaki, & Kim, 1998, p. 33).
Additionally, we define error as ‘‘A linguistic form or combination of forms which, in the same context and under
similar conditions of production, would, in all likelihood, not be produced by the speakers’ native speaker
counterpart’’ (Lennon, 1991, p. 182).
Linguistic accuracy research: An overview
The quest for an appropriate way to measure linguistic accuracy in L2 writing is not new. Many measures have been
devised over the years with various advantages and disadvantages. One relatively quick approach to measuring aspects
of L2 writing has been the use of holistic or analytic scales. While such scales are the most efficient and least expensive
to administer (e.g., Knoch, 2009; Shaw & Weir, 2007), most scales have not been designed to isolate linguistic
accuracy and have often conflated various components of writing (e.g., Freedman, 1979; Hedgcock & Lefkowitz,
1992; McCarthey, Guo, & Cummins, 2005; Ojima, 2006; Tarone et al., 1993; Wesche, 1987).
While some studies have used a scale-based approach specifically to measure linguistic accuracy, many studies
have not provided reliability statistics, making it difficult to interpret their findings (e.g., Barkaoui, 2010; Evans &
Fisher, 2005; Lee, 2006; Lo & Hyland, 2007; Macaro & Masterman, 2006; Ruegg, Fritz, & Holland, 2011; Storch,
2009). However, a few studies of which we are aware have provided reliability information. For example, Hamp-Lyons
and Henning (1991) used a 10-point scale (0–9) to analyze linguistic accuracy across writing tasks. Despite reporting
reliability coefficients ranging from .70 to .79 for their Test of Written English, they achieved a range of only .33 to .35
for the Michigan Writing Assessment. This raises questions regarding the suitability of specific instruments across
contexts. Polio (1997) also attempted to measure linguistic accuracy using a 12-point scale. Although she reported an
intra-rater reliability of .77, inter-rater reliability ranged from .44 to .53, underscoring the reliability flaws associated
with rater training when using scale-based approaches.
Two additional studies reported higher inter-rater reliability statistics for linguistic accuracy measures. The first
was Sasaki (2000), who used the language use section of the ESL Composition Profile (Jacobs, Zinkgraf, Wormouth,
Hartfiel, & Hughey, 1981). She reported an inter-rater reliability correlation of .88. The second study was Stevenson,
Schoonen, and de Glopper (2006), who reported a .90 correlation, but they provide no information regarding the scale
or its criteria. Scholars such as Weigle (2002) have pointed out that, with enough training, researchers can observe high
levels of reliability; however, it is unclear if this is due to raters’ improved use of the instrument or simply an increased
familiarity with each other from working together on multiple projects. Consequently, if rubrics cannot be used
reliably across different raters and contexts, they may not be well suited for careful research. Such concerns have led
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scholars such as Knoch (2009) to observe that holistic scoring has ‘‘generally fallen out of favor’’ (p. 39). Granted,
some studies suggest that analytic scales are more effective than holistic scales (Bacha, 2001; Barkaoui, 2010).
Ultimately, though, both types of scales are subject to the raters’ varying levels of subjectivity. This has led to claims
such as ‘‘criteria within rubrics have a great deal of ambiguity and disparity, which make determinations of validity
and reliability more problematic. Raters are compelled to interpret criteria differently, leading to the introduction of
personal biases during the writing evaluation process’’ (Schenck & Daly, 2012, p. 1321).
Aspiring to achieve greater objectivity and reliability across contexts, some researchers have tried to move beyond
holistic and analytic methods of measuring linguistic accuracy by counting the number of errors or types of errors in
writing samples. For example, some researchers have utilized a ratio of the total errors over the total words (Chandler,
2003; Storch, 2005, 2009; Truscott & Hsu, 2008) or the total errors per T-unit (e.g., Kuiken & Vedder, 2008).1 Other
researchers have examined specific error categories such as case errors (Spoelman & Verspoor, 2010), verb-noun
collocations (Laufer & Waldman, 2011), verbal inflections (Collins & White, 2011), and a variety of other errors and
error combinations (Chan, 2010; Ellis & Yuan, 2004; Fazio, 2001).
Although some studies utilizing error counts have included no reliability information (Ashwell, 2000; Chandler,
2003; Fazio, 2001; Laufer & Waldman, 2011), many provide at least some evidence of reliability, with inter-rater
correlations ranging from the high .80s to high .90s. However, error counting is not without its challenges. One
problem with such studies arises from the difficulty in defining what constitutes an error and how to identify error
boundaries when multiple errors overlap. Perhaps more importantly, these studies measure varying levels and types of
errors, thus missing the mark for those striving to find a comprehensive measure of linguistic accuracy.
With a greater focus on the construct of accuracy, some studies have attempted to measure linguistic accuracy using
various error-free units of language such as the sentence, the T-unit, or the clause. As an example, Larsen-Freeman and
Strom (1977) examined 11 features of writing in an effort to generate an index of second language development. They
found that the total number of error-free T-units and the average length of T-unit were best suited for such an index.
More than two decades later, Wolfe-Quintero et al. (1998) claimed that the best measures of linguistic accuracy still
included the total number of error-free T-units; notably, though, they added additional measures such as the ratio of the
total number of error-free T-units over the total number of T-units.
Many measures that use error-free units produce a ratio score based on the number of error-free units over the total
number of units in a given piece of writing. For example, 40 error-free T-units in a writing sample with 45 total T-units
would yield a ratio of .89. Unfortunately, as with many other measures of linguistic accuracy in the literature,
researchers using error-free units have not always provided reliability statistics (Kormos, 2011; Larsen-Freeman,
2006; Macaro & Masterman, 2006; Way, Joiner, & Seaman, 2000). However, when reliability estimates have been
included, shared variance among raters generally seems adequate for research purposes, reaching the high eightieth to
ninetieth percentile. Yet some scholars have been critical of using error-free units to measure linguistic accuracy
because these measures do not account for the severity of the errors (Kuiken & Vedder, 2007, 2008; Polio, 1997;
Wigglesworth & Foster, 2008). In other words, very minor errors carry the same weight as truly major errors. This
limitation may hold important implications for such measures’ reliability and validity and may undermine these
measures’ potential to effectively differentiate levels of varying linguistic accuracy among learners.
Over the years, numerous researchers have attempted to account for error severity in their accuracy measures
(Hughes & Lascaratou, 1982; McCretton & Rider, 1993; Sheorey, 1986). Many such efforts overlap with what Pallotti
(2009) has referred to as ‘‘communicative adequacy’’ or the extent to which learner performance ‘‘is more or less
successful in achieving the task’s goals efficiently’’ (p. 596). Even though adequacy, as Pallotti explained, has often
been empirically related to the notions of complexity, accuracy, and fluency, he emphasized that adequacy should be
defined as a theoretically separate construct. He also suggested that communicative adequacy should play an important
role in how we contextualize and interpret complexity, accuracy, and fluency.
Based on similar notions of written communication’s functional success, Nas (1975) described three categories of
errors. These included first-degree errors, where minor errors in spelling, word choice, or grammar did not interfere
with comprehension; second-degree errors, where serious departures in spelling, word choice, or grammar could only
be understood within the writing’s larger context; and third-degree errors, where spelling, word choice, or grammatical
structures made interpretation nearly impossible. These classifications have been used by subsequent researchers such
as Homburg (1984), who found significant disparities in the number of second-degree errors across different
1

Hunt (1965) described the T-unit as an independent clause along with any subordinate clauses.
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proficiency levels. More recently, Kuiken and Vedder (2008) used a similar scheme, which identified first-, secondand third-degree errors based on the ‘‘communicative seriousness of the errors’’ (p. 53) without regard for error
categories such as spelling or morphosyntactic problems. Using this approach, they found statistically significant
differences between the first- and second-degree errors per T-unit across all levels of task complexity.
While these measures employed by Kuiken and Vedder (2008) and their predecessors provide valuable information
to current researchers, they pose some limitations for those who seek a global measure of linguistic accuracy. First,
such measures emphasize the inaccuracy rather than the accuracy of the writing. Second, they separate error severity
into three levels. While this can be beneficial in demonstrating the prevalence of each of the three error categories, this
approach does not quantify accuracy as one overall value. Thus, it may be difficult if not impossible to compare writing
samples using a unified accuracy construct. Finally, these measures are based on the T-unit rather than the clause. True,
the T-unit has a strong record of functioning well in a variety of linguistic measures over many years, but several
scholars argue that the clause would be a more precise measurement and, most likely, a better tool in differentiating
among varying accuracy levels (Evans et al., 2010; Wigglesworth & Foster, 2008).
Wigglesworth and Foster (2008) argued that, while an effective measure of linguistic accuracy is vital for research,
all current approaches have been problematic. Various forms of error counting, they pointed out, often involve
guessing at the learner’s intent, which undermines reliability and validity. They suggested that the best measures of
linguistic accuracy would most likely require analyzing error-free units of language such as clauses. Nevertheless, they
also criticized the lack of precision in such a measure since it ascribes the same weight to a unit with only a minor error
and a unit with one or more major errors (also see Polio, 1997). Thus, they claimed, without a more precise
measurement, potential differences in accuracy levels may be missed.
As a possible solution, Wigglesworth and Foster (2008) posited a weighted clause ratio (WCR) as a new method of
measuring linguistic accuracy. The WCR is based on the general consensus that inaccuracies in language units will
affect comprehensibility to varying degrees (Homburg, 1984; Kuiken & Vedder, 2007, 2008; Nas, 1975; Pallotti,
2009). Like an error-free language unit, the WCR was designed to indicate the accuracy of written language. Since it
was based on the clause rather than the T-unit, the researchers believed it would be a more precise measurement.
Hence, they proposed a means of analysis where each clause is assigned a weight based on the ease of retrieving
meaning. Such an approach, they reasoned, should better account for both the severity and frequency of errors while
detecting smaller contrasts in accuracy. They proposed dividing the text into clauses and assigning one of four weights
to each clause based on the guidelines in Table 1. The value of the weighted clauses could then be summed and divided
by the total number of clauses to produce a weighted clause ratio. These guidelines may seem fairly broad and
simplistic, yet they are no less descriptive than the guidelines provided by others (Homburg, 1984; Kuiken & Vedder,
2007, 2008; Nas, 1975).
Given the WCR’s rationale and its unique features designed to overcome the limitations of other measures, we find
this approach compelling. However, it has yet to undergo empirical examination. We have hypothesized that the WCR
would function much like the error-free T-unit ratio (EFTR) and the error-free clause ratio (EFCR)—the two most
similar linguistic accuracy measures in the available literature. However, it is important to note how the WCR is
distinct from these other measures. To grasp this distinction, we need to understand the relationship between linguistic
accuracy and communicative adequacy (Pallotti, 2009). As measures of linguistic accuracy, the error-free T-unit ratio
and error-free clause ratio may or may not have a substantial impact on communicative adequacy. For example, most
readers will understand the gist of the declaration, ‘‘Bike broked. I no go ride.’’ However, as communicative adequacy
deteriorates, it will always be associated with concomitant failures in accuracy.

Table 1
Weighted clause values.
Error type

Definition

Weighting

No error
Level 1
Level 2

An accurately constructed clause
The clause has minor errors (e.g., morphosyntactic) that do not obscure the intended meaning
The clause has more serious errors (e.g., word choice or word order) that make the intended
meaning harder to recover
The clause has errors that make the intended meaning difficult to recover

1.0
0.8
0.5

Level 3

Wigglesworth and Foster (2008).

0.1
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Therefore, it seems clear that what Wigglesworth and Foster (2008) have proposed is an adequacy-based approach
to measuring accuracy. Unlike previous measures of communicative adequacy, which only categorize error severity,
this is the first proposal of which we are aware that recommends adequacy as the basis for measuring accuracy. Since
each clause is weighted, it seems reasonable that such a measure of accuracy could be much more precise than other
measures currently available to researchers. Consequently, we believed that this recommendation was (and is) worth
careful consideration and efforts to validate it. In doing so ourselves, we not only examined the specific merits of the
WCR as proposed by Wigglesworth and Foster (2008), but also, in a broader sense, explored the general
appropriateness of an adequacy-based measure for linguistic accuracy.
Validity
Since validity is central to this research, we need to clarify its meaning in this study’s context. While validity can
indicate the degree to which the intended construct is appropriately measured, it can also indicate the appropriateness
of the interpretation and the scores used in correlation with an instrument’s purpose (Sireci, 2009). For this study, a
measure will be valid only to the extent to which it meets two criteria. First, it must represent an appropriate measure of
how accurate a piece of writing is. Validation for this will require evidence-based argumentation given the
contemporary view that ‘‘validation is a matter of degree,’’ which involves ‘‘a process of accumulating evidence’’
(Osterlind, 2006, p. 96). Second, it must effectively differentiate between separate accuracy levels across learners.
This requirement usually falls under the heading of reliability, but it also serves as a vital component of validity in this
study because we desire to identify the most useful accuracy measures for research purposes. Thus, the less effective
the measure is at isolating learner accuracy levels, the less valid it will be.
In addition to utilizing this broad description of validity, researchers often consider several types of evidence in the
validation process. The first is construct validity, which could be defined broadly as ‘‘the extent to which a particular
measure or instrument for data collection conforms to the theoretical context in which it is located’’ (Cohen, Manion,
& Morrison, 2011, p. 188). It is greatly affected by how a construct is defined and how its measurement is
operationalized. Moreover, construct validity can be dependent on other types of validity evidence such as criterionrelated validity and content validity.
Criterion-related validity could be defined as the extent to which a measurement ‘‘correlates with an independent
indicator of the same underlying ability’’ (O’Donnell, Reeve, & Smith, 2012, p. 575). This typically involves
examining shared variance among various measures through correlational data. For example, the most appropriate
measures for criterion validation of the WCR would likely be the error-free T-unit ratio (EFTR) and the error-free
clause ratio (EFCR). This is because these well-established measures are designed to reveal the same underlying
construct of linguistic accuracy using the same or similar language units.
Validity can also be based on content validity, or what DeVellis (2003) has called ‘‘sampling adequacy’’ (p. 49).
This would require researchers to have a sufficient volume of writing to analyze in order to demonstrate a learner’s
accuracy level. One way to achieve this would be to ensure that researchers have access to a writing sample that is long
enough to demonstrate the writer’s accuracy. However, the data’s reliability and validity would be strengthened if
researchers had access to multiple writing samples that were written on multiple topics and on multiple occasions by
the same writer.
Measuring performance
As we consider using the WCR and other measures for validation, it is crucial that we consider the best way to
analyze these measures. One problem with many current research methods examining linguistic accuracy is that they
do not account adequately for score variance. With any performance measurement, researchers assume that the
individuals being measured have different ability levels and that the reported scores illustrate those differences. In
addition to illustrating the writer’s linguistic accuracy, however, we must realize that, often, score differences can be
attributed to irrelevant factors occurring systematically (Eckes, 2011). In measuring linguistic accuracy, the primary
variable of interest is writer ability to produce accurate writing; but secondary facets, including the writing topic, task
order, and rater, should also be examined to ensure the score variance reflects linguistic accuracy.
One source of score variance may be tied to the writing prompt itself (e.g., Linn, Baker, & Dunbar, 1991; Sudweeks,
Glissmeyer, Morrison, Wilcox, & Tanner, 2003). Scholars acknowledge a long-standing recognition that different

38

N.W. Evans et al. / Journal of Second Language Writing 24 (2014) 33–50

topics result in different scores (Lee & Anderson, 2007). For example, a learner will find it easier to write more
accurately about familiar topics, like family and home, than unfamiliar topics, like crime prevention and global
warming (Huang, 2009). At issue here is that two participants with the same linguistic accuracy ability might receive
different scores if the prompts are not the same.
An additional source of score variance may arise from the task order within the research instrument. In
measurement instruments with multiple items (or for our purposes, writing prompts), some studies have found that
items at the end of measurement instruments become more difficult for learners due to fatigue, whereas other studies
found that item difficulty can decrease as learners become more familiar with the task (e.g., Wainer, Bradlow, & Wang,
2007).
The raters themselves can also be a cause of score variation (McNamara & Candlin, 1996). To indicate the degree to
which raters agree, researchers have often used consistency statistics (e.g., Pearson product-moment correlation
coefficients) or agreement statistics (e.g., Cohen’s kappa). These statistics can be useful in examining rater agreement.
But the fundamental problem is the potential for the agreement-accuracy paradox (Eckes, 2011), where raters may agree
on the ordering of a writers’ linguistic accuracy but may use the scale differently, with one rater consistently awarding
higher (or lower) scores than the other for the same accuracy level. On the other hand, in this paradox, raters may reach
perfect agreement and yet apply the scale inappropriately. In either case, the reported statistics would not be reliable.
Thus, when rating linguistic accuracy, the actual score is a combination of factors: the writer’s ability level, the
topic’s difficulty, the task order, the rater’s severity, and so on. None of the cited studies have considered the effect of
these secondary facets on the measurement of the writer’s presumed ability. Since accuracy within writing is narrowly
focused, it is possible that these secondary facets would have little interaction with the primary facet—the writer’s
actual ability. However, traditionally, these factors have not been analyzed, so the validity and reliability of many
previous studies must be called into question.
One way to account for the systematic variation in scores is to use Many-Facet Rasch Measurement (MFRM). The
Rasch procedure transforms the person’s ability estimates and item’s difficulty estimates into measures called logits
(Baylor et al., 2011). Logits (or log odds ratios) are the natural logarithm for odds ratios of success and are convertible
to and from probabilities. Because logits possess interval data properties, they are more robust for use in parametric
statistics. MFRM can simultaneously examine multiple variables or facets and transform each facet’s raw scores into
logits. The interaction of those many facets can then determine which facets most impacted the score of a writer being
studied (Eckes, 2011). The relevant facets of linguistic accuracy data include the writers, raters, topic difficulty, and
task order. When the model incorporates these facets, the model can account for systematic variance and can report a
fair average of the writers’ linguistic accuracy.
Another benefit of Rasch scaling is that it provides tools in determining score reliability, especially when multiple
facets are involved. Reliability is defined as the ratio of the true variance to the observed variance (Crocker & Algina,
1986/2006). Classical test theory can only report reliability on the test items (e.g., Cronbach’s alpha or Kuder–
Richardson’s Formula 20) or the raters’ agreement or consistency (e.g., Cohen’s kappa or Pearson’s correlation
coefficient). Unlike classical test theory, Rasch reliability reports the relative reproducibility of results by including the
model’s error variance in its calculation. Furthermore, Rasch reliability provides estimates for every facet that is
measured. When the reliability is close to 1, it indicates that the observed variance of whatever is being measured is
close or nearly equivalent to the true variance. Therefore, when person reliability is close to 1, the differences in
examinee scores are due to inequalities in examinee ability.
If multiple facets such as raters, topics, or task order are involved, it would be desirable to have a reliability estimate
close to 0, though this is counter-intuitive with expectations from correlation and agreement statistics. If raters were
the facet of interest and scored close to 0, this would indicate that they were indistinguishable from each other and
therefore interchangeable. Hence, writers would likely receive the same score regardless of which rater was assigned
to them. Conversely, if the rater facet had a reliability estimate close to 1, then the raters’ reliability would be out of
sync and the scores assigned to a given individual would be highly dependent on the rater. So when the rater facet is not
close to 0, it is necessary to adjust the score to compensate for the rater bias.
Practicality
Although this study’s chief focus is the WCR’s validity as a linguistic accuracy measure, practicality can affect
research contexts, especially when researchers need to weigh potential gains in validity by using methods or
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instruments that may seem less practical. For this reason, we also have a peripheral interest in the WCR’s practicality
as a linguistic accuracy measure. The specific ways in which practicality can be evaluated may vary across settings;
however, for our purposes, practicality simply refers to the reasonableness of choosing to use one method over another
after weighing the advantages versus the disadvantages (e.g., time, money, or other resources). In evaluating the
WCR’s practicality, we needed to examine what would be involved in separating writing samples into clauses,
weighting each clause, and then calculating a ratio for each sample.
Research questions
Building on the existing linguistic accuracy research and our goal to adequately account for systematic variation,
we will appraise the validity of the WCR. To do this, the WCR will be compared with the two most similar measures of
written linguistic accuracy—the error-free T-unit ratio and the error-free clause ratio. Specifically, we ask the
following research questions:
1. As an adequacy-based approach to accuracy, how valid is the WCR as a linguistic accuracy measure in terms of
construct, content, and criterion-related validity?
2. How well does the WCR separate different levels of linguistic accuracy?
3. How is the WCR’s reliability affected by rater differences, task order, and writing topic?
4. How practical is the WCR compared to similar measures of linguistic accuracy?
Methods
With this background in mind, we now describe our methods for answering the research questions. We briefly
discuss the instrument, the participants, the data analysis, and the raters.
Instrument
Data for this research was taken from writing samples gathered from writing classes with students of varying
proficiency levels. The instrument was a writing task comprised of four writing prompts, and students were given
10 minutes for each. Each prompt was worded exactly the same except for one or a few words indicating one of 42
topics: ‘‘You have ten minutes to write a well-developed paragraph on the following topic [insert topic here]. Be sure to
proofread your work once you have finished.’’ For a list of topics, see Appendix A. The prompts were administered on
four separate occasions within a period of two weeks. The prompts’ topics and task order were administered randomly
to all the participants with the exception of four intact groups: non-native speakers in semi-intensive English programs
(three groups) and the native English speakers who were enrolled in university first-year writing courses (one group).
The individuals within each group received the same topics in the same order, though the topics and topic orders were
different among the groups. In summary, each group could receive 4 of 42 possible topics and 4 possible task orders.
Participants
The study included 97 participants, with 81 non-native English speaking (NNES) students and 16 native Englishspeaking (NES) students. All were matriculated university students engaged in undergraduate studies at the same
university in the United States. Of the NES students, all 16 were enrolled in the university’s first-year writing course
(English 101), and all participated in this study to provide baseline, comparative data. The 81 NNES students all hailed
from varying L1 backgrounds, and all were provisionally admitted to the university because they scored below the
university standard on language admission tests. When students are provisionally admitted to this university, they are
placed in a semi-intensive English as an International Language (EIL) program. The NNES students who participated
in the study possessed proficiency levels ranging from high-intermediate to advanced on the ACTFL scale. The NNES
students represent a convenience sample, chosen from intact groups based on when the students were enrolled in an
EIL writing class. Table 2 provides a breakdown of L1s and groups, including those in their first and second years of
intensive English study in the EIL program as well as those in their four years following completion of the EIL
program.
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Table 2
Participants by L1 and year in school.
L1

Year at EIL
First

Chinese
Korean
Japanese
Mongolian
Tongan
Other
Groups
Totals

Number of years after EIL
Second

One

Two

Three

Four

NES

Totals

8
4
2
1
–
2

4
4
3
2
3
2

3
2
1
1
2
–

4
6
4
–
2
–

5
3
1
1
2
2

4
2
1
–
–
1

–
–
–
–
–
–

31
21
12
3
7
7

1
17

2
18

2
9

3
16

2
13

2
8

1
16

13
97

Rating methods
To facilitate comparisons, all writing samples were analyzed using the WCR, EFTR, and EFCR. To determine the
WCRs, each writing sample was divided into clauses and weighted according to its communicative adequacy as
outlined by Wigglesworth and Foster (2008; see Table 1). After weighting the clauses, the data were reduced to ratios.
To determine the EFTRs, each writing sample was divided into T-units, which were then categorized as T-units either
with or without errors. This resulted in a ratio of error-free T-units to total T-units. To determine the EFCRs, each
writing sample was divided into clauses, which were further categorized as clauses either with or without errors.
Similarly, this produced a ratio of error-free clauses to total clauses.
Data analysis
Since one of this study’s aims was to examine if facets other than linguistic accuracy interacted with and influenced
a student’s accuracy score, MFRM was employed using the FACETS software package (Linacre, 2011). The defined
facets were participants (n = 97), topics (n = 42), task order (n = 4), and raters (n = 2). Because each ratio was used to
measure the same construct, measurement method was not included as a separate facet so as to avoid violating the
requisite assumption of local independence. The software could only analyze whole numbers, so ratios were converted
to a scale from 0 to 10 according to recommendations from the software’s developer (M. Linacre, personal
communication, June 25, 2011). Transformations were calculated by multiplying the ratio by 10 and rounding so that 0
was equal to the ratios of .00 to .04, 1 was equal to ratios of .05 to .14, and so on, with 10 being equal to ratios of .95 to
1.0. One analysis was conducted for each of the measures: WCR, EFTR, and EFCR. The analyses showed a sufficient
overlap among measures, thus establishing subsets that we could analyze to help answer our research questions.
Raters
Two raters, R1 and R2, scored the writing samples using each of the three measures. Prior to rating the samples, the
raters met on four occasions to discuss guidelines, define language units and errors, and engage in some practice
scoring. They developed guidelines for marking errors and for separating the material in writing samples into T-units
and clauses (see Appendix B for these guidelines). In general, the calibration included the following steps: (a) Raters
discussed the concepts in question such as defining a T-unit, clause, and error; (b) They next took 10 samples of
writing and performed their own weighting separately; (c) Raters then met together and discussed discrepancies in
their analyses until complete agreement was achieved; (d) Following these discussions, the raters established
guidelines for rating samples and then implemented them in rating the remaining 87 samples. Raters conducted all
subsequent ratings independently of each other. R1 rated all samples three times—one time for each of the three
methods. In order to produce connected subsets for the MFRM analysis, R2 rated 30% of all samples using all three
methods and including at least one writing sample from each participant. Appendix B provides a description of the
rating process.
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Results
To answer our research questions, we compared the WCR results with those of the EFTR and the EFCR. Before
addressing our questions specifically, we will present basic descriptive statistics and the results of our FACETS
analysis to help contextualize the discussion that will follow.
Descriptive data
Analysis showed that each method of measurement produced different means and different distributions (see
Fig. 1). The WCRs generated the largest mean (m = 8.48, sd = 0.65), EFCRs the second largest (m = 5.39, sd = 1.52),
and EFTRs the third largest (m = 3.75, sd = 1.70). All three methods were significantly correlated (N = 97, p < .001)
with Pearson’s r correlations as follows: EFTR with EFCR = .90, EFTR with WCR = .78, and EFCR with WCR = .88.
This indicates that the measurements of the participants’ abilities were fairly consistent among the three methods:
Those earning high scores on the WCR also earned high scores on the EFTR and the EFCR, and those earning low
scores on one type of measure also earned low scores on the other measures.
FACET analysis
One advantage of a MFRM analysis is that the facets can be compared on a vertical scale showing the link between
the measurement scale and the facets. Fig. 2 shows the vertical scales for the WCR, EFTR, and EFCR. Each vertical
scale has six columns: (1) the logits, (2) the writer accuracy ability level, (3) the rater severity level, (4) the difficulty of
task order, (5) the topic difficulty, and (6) the scale map (i.e., the transformed ratios). Since the writers are the facet
being measured, the writers’ mean value can float based on the writers’ ability level. The other facets (i.e., rater
severity, task order, and topic) were constrained so as to center on the ability logit of 0. As an example, consider the
EFTR data in the center box of Fig. 2. A writer with an ability logit of 0 (Column 2, Writers) would have a 50% chance
of being in Category 5 (Column 6, Scale), from raters R1 or R2 (Column 3, Raters) regardless of elicitation order
(Column 4, Task Order) on one of the 9 topics (e.g., health, respecting the elderly, good books) with a logit of 0.
Since transformed ratios are used as the scale, we did not conduct a scale analysis. However, the vertical scale map
in the sixth column further shows the probability for writers falling in the various scale categories for each type of
measure. The writers’ linguistic accuracy ability ranges from 1 to 9 for the EFTR with fairly equidistant threshold steps
between each category. The threshold steps for the EFCR are not as evenly spaced as the EFTR, but the full range is

Fig. 1. Box plot of three measures of linguistic accuracy.
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Fig. 2. A Wright item map for three measures of linguistic accuracy.

still used. The range is much more restricted for the WCR (from 7 to 10), with the probability of being categorized as a
9 being much greater than the other categories.
With MFRM, fit statistics indicate how well the data fit the model. Outfit statistics are sensitive to outliers and infit
statistics are inlier sensitive and information weighted. A value that is close to 1 indicates that the facet (e.g., writer,
rater, etc.) is functioning as expected. A value that is closer to 0 indicates that the data is too predictable, whereas a
higher value (e.g., >2) indicates too much noise and unpredictability.
In Table 3, we can see that the means of the three measures and the facets are close to 0, but the standard deviations
of the topic facet are higher than desirable. This may be because the writing samples came from existing data not
deliberately designed for MFRM. For example, with the topics facet, the 42 topics were administered at different times
by different teachers in different administrative environments resulting in an unequal distribution of topics (see
Appendix A). As hoped, the separation reliability among writers was quite high for all three measures, ranging from
.87 to .92. This demonstrated extensive differences in writer ability. On the other hand, the separation between raters
Table 3
Separation reliability statistics for writers, raters, topics, and order.

Measures
Mean
SD
Outfit
Mean
SD
Infit
Mean
SD
Separation statistics
Separation Reliability
Strata Index

Writers

Raters

Topics

Order

N = 97

N=2

N = 42

N=4

EFTR

EFCR

WCR

EFTR

EFCR

WCR

EFTR

EFCR

WCR

EFTR

.71
.92

.05
1.32

2.36
2.67

.00
.05

.00
.02

.98
.86

1.02
.71

.91
.83

.92
.13

.98
.86

1.02
.71

.94
.81

.87
3.76

.92
4.92

.88
3.89

EFCR

WCR

.00
.12

.07
.58

.00
.73

.18
1.84

.00
.01

.00
.07

.00
.22

.96
.11

.90
.11

1.06
1.26

.85
.82

.74
.57

1.01
.14

.99
.07

.92
.05

.92
.12

.97
.10

.96
.13

1.06
1.26

.84
.81

.74
.54

1.00
.15

.99
.08

.99
.05

.00
.33

.00
.33

.02
.53

.49
1.63

.76
2.70

.59
1.95

.00
.00

.20
.50

.40
.82
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was quite low, as desired, ranging from .00 to .02. This suggested the raters provided highly correlated scores, meaning
that one rater could be expected to provide nearly the same scores as the other. Of course, this level of equality between
raters may be an artifact of the discussion and practice prior to rating and may not be generalizable for all raters.
Furthermore, while task order produced low separation for the EFTR (.00) and EFCR (.20), indicating a negligible
impact on variance, it generated a moderate separation for the WCR (.40), suggesting that the task order could affect
the scores differently when using different measures. For all three measures, topic had an effect on separation, which
ranged from .49 to .76. Hence, even at the level of linguistic accuracy, the topic itself could cause variance among
scores.
Also of note is the Strata Index, which indicates the number of statistically distinct classes in the data. The WCR
separation index of 3.89 indicates slightly less than four distinct classes in the writer accuracy data. The EFTR
separation index of 3.76 yields a similar finding. However, the EFCR separation index of 4.92 indicates that the writer
accuracy data can be classified into almost five distinct groups. The fit statistics suggest that even though the raters
exhibited some disparities in their rating, they were each internally consistent (the fit statistics were close to 1.0 with a
range between .5 and 2.0, which is considered acceptable in most cases). The average of the outfit mean squares was
1.09, and the average of the infit mean squares was .98.
Discussion
Due to the specific nature of our findings, we now respond to the research questions from last to first. Our final
research question dealt with the WCR’s practicality as a linguistic accuracy measure. While practicality can be a
complex construct, perhaps its most crucial aspect is the relative amount of time required for performing a task. When
using the EFTR measure, R1 reported that, for each paragraph of writing, it took an average of three to four minutes to
count total T-units and error-free T-units. When using the EFCR measure, R1 indicated that, for each paragraph, it took
an average of eight minutes to count total clauses and error-free clauses. But when using the WCR measure, R1 noted
that weighting clauses was the most time consuming of all, since the rater first had to count all clauses, then designate
all clauses as error-free or non-error-free, and finally weight the clauses using one of the four options. On average, this
process required nearly 10 minutes per paragraph. This suggests that, in regards to time, the WCR was the least
practical measure of those analyzed in this study, taking more than twice the time required by the EFTR.
Our third question asked, How is the WCR’s reliability affected by rater differences, task order, and writing topic?
Although the WCR’s separation reliability for raters seemed negligible (.02) and comparable to both the EFTR (.0) and
the EFCR (.0), separation reliability by topic and task order was not as uniform. The WCR’s separation reliability for
topics (.59) was higher than expected, underscoring a topic’s potential impact and the need to control for topic in future
research. However, topic similarly affected both of the other measures (EFTR = .49, EFCR = .76). This suggests that
the WCR functioned comparatively to the EFTR and EFCR and that higher than expected values may have resulted
from limitations in the research design—such as including too many distinct topics—rather than a limitation in the
WCR itself. Unlike the results for raters and topics, the WCR’s separation reliability for topic order (.40) was
moderately dissimilar from the EFTR (.0) and the EFCR (.20). Nevertheless, we have been unable to identify a rational
basis for this difference. Additional study is needed to explain this.
Our second question addressed the issue of how well the WCR separated various levels of linguistic accuracy. The
Strata indices show that the WCR separated writers into nearly 4 groups (3.89) whose differences were statistically
significant. The EFTR produced similar results (3.76). However, the EFCR produced nearly 5 groups (4.92) whose
differences were statistically significant. Obviously, this finding is quite meaningful because the EFCR identified one
additional level of linguistic accuracy beyond what was identified in the other measures. Since maximizing the number
of separate accuracy levels is one primary goal of an accuracy measure in research contexts, these data reveal that, as a
linguistic accuracy measure, the WCR was no better than the EFTR but not as effective as the EFCR.
Building on these unexpected results, we turn to our primary research question: As an adequacy-based approach to
accuracy, how valid is the WCR as a linguistic accuracy measure in terms of construct, content, and criterion-related
validity? We will first consider the notion of construct validity, which we defined previously as ‘‘the extent to which a
particular measure or instrument for data collection conforms to the theoretical context in which it is located’’ (Cohen
et al., 2011, p. 188). We also suggested that construct validity is deeply connected to how a construct is defined and how its
measurement is operationalized. Earlier, we defined the construct of linguistic accuracy as ‘‘the ability to be free from
errors while using language to communicate’’ (Wolfe-Quintero et al., 1998, p. 33); in addition, we defined error as ‘‘A
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linguistic form or combination of forms which, in the same context and under similar conditions of production, would, in
all likelihood, not be produced by the speakers’ native speaker counterpart’’ (Lennon, 1991, p. 182).
Based on these definitions, the WCR as described above appears to provide basic evidence of construct validity.
Essentially, the WCR is derived from the level of communicative adequacy for each constituent clause over the total
number of clauses in a given writing sample. In conducting our analyses, we held to the assumptions that a breakdown
in communicative adequacy will always be the result of error and that the greater the breakdown, the greater the error.
If this is true, then, by definition, lower ratios will reflect lower accuracy levels and higher ratios will reflect greater
accuracy levels. Thus, we see some evidence of the WCR’s validity on a theoretical level, and recognize that it should
function much like the EFTR and the EFCR.
Since construct validity also subsumes content and criterion-related validity, we consider each of these below. We
previously described content validity simply as ‘‘sampling adequacy’’ (DeVellis, 2003, p. 49). Thus, our intent was to
provide learners with opportunities to produce a sufficient volume of writing to demonstrate their specific accuracy
level. We provided four separate opportunities for learners to write, with the expectation that multiple samples would
strengthen the reliability of a given writer’s corpus, which would, in turn, strengthen the validity of our measurements.
It is difficult to determine the exact volume of writing needed. But, on average, our writers spent approximately
40 minutes on four different writing samples, which equaled a combined average of about 540 total words. Naturally,
short samples such as these would probably be inadequate for measuring other constructs, such as rhetorical
appropriateness; however, we believe this sample volume was acceptable for analyzing linguistic accuracy, especially
given our relatively high levels of separation among writers.
Another important consideration for determining WCR validity is evidence of criterion-related validity, meaning the
extent to which a measurement ‘‘correlates with an independent indicator of the same underlying ability’’ (O’Donnell
et al., 2012, p. 575). Our results presented above provide just such evidence. For example, the WCR was significantly
correlated with the EFTR (r = .78, n = 97, p < .001) as well as the EFCR (r = .88, n = 97, p < .001), both of which are
well established as valid measures of linguistic accuracy. Based on this validity evidence, we can conclude that the WCR
appears to operate much like the EFTR and the EFCR and that it appears to measure the same general construct as these
other measures, notwithstanding its inability to separate linguistic accuracy levels as well as the EFCR.
Despite some limitations, however, we discovered one way in which the WCR may be better than the other
measures examined in this study. Since the WCR is based on the quality, rather than the mere quantity, of accuracy in
the clauses that constitute its ratios, it may be a better overall indication of a writing sample’s accuracy, at least in terms
of its communicative adequacy. For instance, consider that, prior to conducting an MFRM analysis, the most frequent
value (mode) for the EFTRs from individual writing samples was actually 0.0, suggesting that 37 writing samples were
completely void of any accuracy. Depending on one’s perspective, this could raise important concerns about the
EFTR’s validity, especially for lower-proficiency writers (see Appendix C for a sample scored as 0.0). Similarly,
Fig. 1, which displays the means for each measurement type, reveals that the WCR may give the writer more credit for
accurate components, suggesting that the WCR may be better suited for lower-proficiency students. Thus, the purpose
and context may be important considerations for evaluating a particular measure’s validity in a specific setting.
Nevertheless, perhaps the most salient consideration we should focus on is what we gain through using the WCR
over other measures such as the EFTR and the EFCR. Because the WCR is based on communicative adequacy, we
clearly benefited from being able to quantify the level of meaning conveyed in a writing sample. This is something that
neither the EFTR nor the EFCR can provide to the researcher. However, if the best way to measure language
development in research contexts is dependent upon a comprehensive set of independent and valid measures for each
language component, then we may not benefit from the additional element of communicative adequacy if our current
task is simply to measure linguistic accuracy. If the EFCR differentiates learners’ accuracy levels better than the WCR,
then, by definition, it may be a better linguistic accuracy measure, though the WCR or a similar measure may provide a
vital but separate contribution as a better communicative adequacy measure.
Limitations and future research
While this study should interest researchers concerned with identifying an appropriate measure of linguistic
accuracy for their specific contexts, this study’s limitations should be addressed in future research. First, we note that,
as is common with intact groups, we had no regimen for randomizing the selection process. Second, we also
acknowledge that, while writing topic and task order both played important roles in this study, they were not large
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concerns at the time the data were elicited. Therefore, the topic selection, topic distribution, and task order were rather
unsystematic. The MFRM compensates for these limitations, yet factors such as writing topic and task order should be
addressed more systematically in future research.
Three additional observations are worth noting. First, while scores between our raters were virtually
indistinguishable, the two raters used in this study were highly experienced and well trained. Originally, we
selected three raters. Nonetheless, during a preliminary stage of rater practice, we found the third rater to be less
reliable in performance than the other two raters due to a lack of comparable experience. Although the rater scorers
were highly correlated, the novice rater’s scores typically reflected systematic deviations. Hence, we opted to use only
the two experienced raters. This underscores the need for experienced, well-trained raters, especially where an MFRM
may not be available. We also recognize that it would be optimal to utilize more than two raters, even though the
MFRM functioned adequately in this study.
Second, we acknowledge that our study did not include writing samples from any low-proficiency learners; we only
analyzed the work of intermediate and advanced learners. Moreover, we note that it seems much easier to rate the
higher-proficiency writers than those of relatively lower proficiencies. This raises the question of how proficiency, as
an additional factor, impacts the functionality of the linguistic accuracy measures examined in this study. Therefore,
we recommend that proficiency also be factored into future research.
Third, while the WCR was less practical in terms of time and less successful in separating learners’ accuracy levels
as well as the EFCR in this study, we realize that it might be possible for other raters to process writing samples more
efficiently than our raters did in this study. More importantly, we offer the possibility that the WCR might have
differentiated learners’ accuracy levels better if we had used a slightly different weighting scheme than the one
proposed by Wigglesworth and Foster (2008).
Conclusion
This study examined the validity of the WCR, a proposed linguistic accuracy measure based on communicative
adequacy. We compared it to the two most analogous accuracy measures in the available literature: the EFTR and the
EFCR. While evidence suggests that the WCR should be generally considered a valid linguistic accuracy measure, it
may function better to evaluate lower-proficiency learners. Moreover, although it distinguished learners’ varying
accuracy levels as thoroughly as the EFTR, it did not distinguish these levels as thoroughly as the EFCR. Thus, the
EFCR may be a better choice if the research goal is to differentiate among as many different levels of learners’
linguistic accuracy as possible. Finally, further research is not only needed to increase our understanding of the
potential strengths and weaknesses of the WCR, but also necessary to explore whether other adequacy-based measures
of linguistic accuracy could prove to be equally or more effective in the future.
Appendix A. Topic list

After Graduation (N = 12)
Being On Time (N = 10)
Big Cities (N = 8)
Challenges (N = 2)
Coffee (N = 4)
Competition (N = 6)
Control Anger (N = 10)
Cooperation (N = 6)
Crime (N = 36)
Economy (N = 36)
Effective Leadership (N = 34)
Exercise (N = 6)
Farmers (N = 6)
Finishing (N = 6)
GE (N = 8)

Good Book (N = 4)
Hard Work (N = 2)
Health (N = 6)
History (N = 22)
International Peace (N = 8)
Lawyers (N = 9)
Learn From Mistakes (N = 8)
Learn the Hard Way (N = 4)
Luck (N = 2)
Manage Money (N = 6)
Misunderstanding (N = 12)
Quality Education (N = 6)
Quality of Life (N = 4)
Respect Elderly (N = 6)

Science (N = 30)
Social Problem (N = 44)
Solve Problems (N = 4)
Stay up Late (N = 38)
Stress (N = 70)
Success (N = 6)
Successful Business (N = 8)
Teaching (N = 2)
Technology (N = 10)
Think vs Feel (N = 4)
Time (N = 2)
Too Much Freedom (N = 92)
Wealth (N = 36)
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Clause
Predicate

Subject
Verb phrase
They

Direct object

follow

their friends

Fig. 3. Clause with direct object.

Appendix B. Clause components and rubric for determining clause clarity
*Rubric: Guidelines for weighting errors
For the purpose of this study, the researchers followed a general set of suggestions from Wigglesworth and Foster
(2008). The researchers adhered to these guidelines of meaning quite closely. They made no attempt to quantify the
number or types of errors. In other words, if the researchers were not confused about the meaning, a clause was rated a
1. If they began to wonder about the meaning of a clause, it was rated a 2. If they found the meaning very difficult or
impossible to determine, the clause was rated a 3.
*This rubric was modified from a rubric in Lee (2009), which is based on Biber, Johansson, Leech, Conrad, &
Finegan (1999).

What are clauses?
The core of a clause is composed of two main parts: the subject and the predicate. The predicate can be broken
down into a verb phrase and complements. Complements can also be broken down into objects, predicatives, and
adverbials. Figs. 3–5 illustrate a hierarchy relationship of the clause components.
Clauses can be divided into finite and non-finite clauses. A finite clause refers to a clause that contains a verb phrase
marked for tense and subject, except if ellipses are present. On the other hand, a non-finite clause contains a verb
usually unmarked for tense, and it frequently lacks an explicit subject; infinitives and gerunds exemplify this category.

Clause
Predicate

Subject

Verb phrase
Some courses at high school

are not

Predicative
necessary

Fig. 4. Clause with predicative.

Clause
Subject

It

Predicate
Verb phrase

Adverbial

happened

to me at high school

Fig. 5. Clause with adverbial.
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Finite independent clauses
Note: Coordinators: and, but, or, so, nor, for, and yet.
1. When two independent clauses are connected with a coordinator, they are counted as two clauses.
2. When three or more independent clauses are connected with appropriate coordinators, each clause is counted as one
clause.
3. When a coordinator is connecting two or more than two verb phrases and the phrases carry significant separate
ideas, each phrase is counted as a clause.
4. When a coordinator is connecting two or more verb phrases and the verb phrases do not carry significantly separate
ideas, these phrases are not counted as clauses.
5. When a coordinator is connecting two or more adjective, nominal, and adverbial phrases, these phrases are not
counted as clauses.

Finite dependent clauses
1. Adverbial clauses
Note: Subordinators: because, when, after, before, as, if, though, although, even though, even if, etc.
When a dependent clause is connected to the main clause with a subordinator, it is counted as a clause.
2. Adjective clauses
Note: Relative pronouns: who, whom, that, which, whose, where, when, why, and how.
When a dependent clause is connected to the main clause with a relative pronoun, it is counted as a clause.
3. Nominal clauses
Note: Nominal conjunctions: whether (if ), that, wh-words, etc.
When a dependent clause is connected to the main clause with a nominal conjunction, it is counted as a clause.
4. Comparative clauses
Note: Comparative conjunctions: as, than, etc.
When a dependent clause is connected to the main clause with a comparative conjunction, it is counted as a clause.
Non-finite clauses
1. Infinitive clauses
An infinitive is not counted as a clause. Cf. when an infinitive has a subject, although the subject is functioning as
an object in the sentence, it is counted as a clause.
2. Gerund clauses
A gerund is not counted as a clause.
3. Verb-less clauses
Note: Verb-less clauses: if so, if possible, if not, when in difficulty, etc.
A non-finite, verb-less clause is not counted as a clause.
4. Reduced adverbial clauses
A reduced adverbial clause is not counted as a clause.
*Adapted from Lee (2009).
Appendix C. Writing sample scored as 0.0 in accuracy using EFTR
Wealth is a blessing of a person in all sort of ways. It helps a person in the physical needs. Being a wealthy person
can help for the family to survive and for the family needs. It helps solve all the problem in an advantage ways. In the
other hand, it also causes a lot of disadvantage effects; which is too much pride, looking down to some people, and it
could causes sufferings as well. It can lead people lives into misery and trials.
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