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Abstract
We use the characteristic polynomial of the Coxeter matrix of an algebra to complete the combi-
natorial classification of piecewise hereditary algebras which Happel gave in terms of the trace of the
Coxeter matrix. We also give a cohomological interpretation of the coefficients (other than the trace)
of the characteristic polynomial of the Coxeter matrix of any finite dimensional algebra with finite
global dimension.
1 Introduction
The main aim of this note is to complete Happel’s combinatorial classification of piecewise hereditary
algebras.
An algebra A is said to be piecewise hereditary of typeH if its bounded derived category is triangle
equivalent to the bounded derived category of a hereditary abelian k-category H for a field k which we
assume to be algebraically closed. Such algebras have been much studied, see for instance [5, 6, 9, 10, 11,
12, 13] among others.
Happel and Reiten [9] have shown thatH has a tilting object and thereforeDb(H) is triangle equiva-
lent toDb(Λ) where Λ is a finite dimensional hereditary algebra (ie. a path algebra k~∆ for a quiver ~∆) or
a canonical algebra (see [6]). In the first case we say that A is of type k~∆ and in the second case we say
that A is of canonical type.
Recall that a canonical algebra is a one-point extension (see Definition 3.3) of the path algebra of the
quiver
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by an indecomposable module M given by the following representation
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such that M(1), . . . ,M(t) are pairwise different one-dimensional subspaces of M(ω), dimk M(ω) = 2
and t > 2. If we order the vertices from left to right and from top to bottom, the last vertex being ω, then
M has dimension vector m := dimk~Q(M) = (1, . . . , 1, 2)
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Happel has given the following combinatorial characterisation of some piecewise hereditary alge-
bras, using the trace of the Coxeter matrix φA of A (see Section 2 for a definition), whose proof follows
from [5] and Happel’s trace formula [4].
Theorem 1.1 (Happel). Let A be a connected piecewise hereditary algebra over an algebraically closed field. Then
(1) A is of type k~∆ where the underlying graph ∆ is not a tree if and only if trφA > −1,
(2) A is of canonical type with t > 3 branches if and only if tr φA < −1,
(3) A is of canonical type with t = 3 branches or of type k~∆ where the underlying graph ∆ is a tree if and only if
tr φA = −1.
In this paper, we complete this classification, that is, separate path algebra and canonical types when
the trace of the Coxeter matrix is −1:
Theorem 1.2. Let A be a connected piecewise hereditary algebra over an algebraically closed field with n + 1
isomorphism classes of indecomposable projective modules and tr φA = −1. Let χA(x) = ∑n+1i=0 λ
A
i x
i be the
characteristic polynomial of the Coxeter matrix φA of A. Then A is of canonical type (with t = 3 branches) if and
only if one of the three following sets of conditions holds:
(i) λAn−1 = 0, λ
A
n−2 = −1 = λ
A
n−3 and λ
A
n−4 = 0.
(ii) λAn−1 = 0 = λ
A
n−2 and λ
A
n−ℓ 6 −1 for some ℓ > 3.
(iii) λAn−1 = 1 and λ
A
n−ℓ 6 0 for some ℓ > 2.
The proof of this theorem is the object of Section 3.
Finally, in Section 4, we give a cohomological interpretation of the coefficients of the characteristic
polynomial of φA thus extending Happel’s trace formula [4].
2 Preliminaries
Assume throughout that k is an algebraically closed field and that all algebras are finite dimensional,
basic, connected k-algebras and have finite global dimension.
Let A be an algebra and let P(1), . . . , P(n) be a set of representatives of the isomorphism classes
of indecomposable projective left A-modules. For a finite dimensional left A-module M we denote by
dimA(M) ∈ Z
n the dimension vector of M: its ith component is dimkHomA(P(i),M). Let CA denote
the Cartan matrix of A, that is, the n× nmatrix whose jth column is the transpose of dimAP(j). Since A
has finite global dimension, it is well known that CA is invertible over Z. We may therefore consider the
following:
• The Coxeter matrix φA = −C−tA CA of A.
• The Euler form associated to A, 〈−,−〉A : Zn × Zn → Z defined by 〈x, y〉A = xC−tA y. It is known
that for two finite dimensional A-modules X and Y such that X has finite projective dimension or
Y has finite injective dimension we have 〈dimAX,dimAY〉A = ∑i>0 dimk Ext
i
A(X,Y) (see [16]).
Our main object of study is the Coxeter polynomial of A, that is, the characteristic polynomial
χA(x) = det(xIn − φA) of the Coxeter matrix of A and in particular its coefficients. The first non-trivial
coefficient, that is, the trace, was studied by Happel in [4], who proved that trφA = −〈dimAeA,dimAeA〉
where Ae = A⊗k Aop is the enveloping algebra of A.
We are interested in this paper in some of the other coefficients of χA.
2
3 Classification of piecewise hereditary algebras
The aim of this section is to prove Theorem 1.2. We begin with a few comments and results that are used
in the proof.
Remark 3.1. Let C be a canonical algebra with t branches. If pi − 1 > 0 is the number of vertices in the ith
branch, then the sign of δp := t− 2− ∑ti=1
1
pi
gives us information on the representation type of C (see
[2], in particular Remark 5.4 and Proposition 5.5): if δp < 0 then C is of domestic type and is derived
equivalent to the module category of a tame hereditary algebra (in fact for t = 2, in which case δp < 0,
the algebra C is hereditary by definition), if δp = 0 then C is of tubular type (studied by Ringel in [16])
and if δp > 0 then C is of wild type.
Therefore, in order to distinguish piecewise hereditary algebras of canonical type which are not of
hereditary type, we need only consider the case δp > 0; necessarily we then have t > 3. The case t > 3 is
characterised by the trace (Theorem 1.1), so we may now assume that t = 3. In this case, ∑3i=1
1
pi
6 1.
Notation 3.2. When t = 3, we shall denote the quiver ~Q in the introduction by Ta,b,c where a = p1 − 1 6
b = p2 − 1 6 c = p3 − 1 are the number of vertices on each branch in increasing order.
The aim of this section is to separate canonical type from type k~∆ when the trace is equal to −1. For
this we shall use an inductive formula for the Coxeter polynomial, which gives the Coxeter polynomial
of a one-point extension in terms of that of the original algebra. This was recently proved by Happel in
[7]. Recall:
Definition 3.3. Let B be a finite dimensional algebra and let M be a B-module. The one-point extension
of B by M is the algebra B[M] =
(
B M
0 k
)
(with usual matrix addition and multiplication).
The quiver of B[M] contains the quiver of B as a full subquiver and there is an additional vertex, the
extension vertex.
Note that when the global dimension of B is finite, so is the global dimension of B[M], so that no
further restrictions on B[M] are required.
Let m denote the dimension vector of the B-module M, i.e. m = dimBM. Then the Cartan matrix of
B[M] is
(
1 0
mt CB
)
(if the extension vertex has index 0 so is placed “before” the others) and the Coxeter
matrix of B[M] is
(
〈m,m〉 − 1 −mφB
−C−tB m
t φB
)
where 〈−,−〉 = 〈−,−〉B is the Euler form for B to simplify
notation.
Assume now that A = B[M] is a one-point extension. Let n be the number of isomorphism classes of
indecomposable projectives for B, so that the number of isomorphism classes of indecomposable projec-
tives for A is n+ 1. Denote by χA(x) = ∑n+1i=0 λ
A
i x
i the Coxeter polynomial of A and by χB(x) = ∑ni=0 λ
B
i x
i
the Coxeter polynomial of B.
Theorem 3.4. [7, Theorem 2.1] With the notation above, for any integer ℓ with 0 6 ℓ 6 n, we have
λAn+1−ℓ = λ
B
n−ℓ − (〈m,m〉 − 1)λ
B
n−(ℓ−1) −
ℓ−1
∑
i=1
λBn−ℓ+i+1〈mφ
i
B,m〉.
The rest of the section is devoted to the proof of Theorem 1.2 and relies on several lemmas which we
give now.
Note that since the Coxeter polynomial is a derived invariant (see eg. [7]), we need only consider the
Coxeter polynomials of path algebras of trees and of canonical algebras with three branches. Moreover,
let ~∆1 and ~∆2 be two quivers with the same underlying tree graph ∆. Let A1 = k~∆1 and A2 = k~∆2 be
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the corresponding path algebras. It is known by eg. [8] and [3] that A1 and A2 are derived equivalent.
Therefore the Coxeter polynomials of A1 and A2 are equal. We shall also denote them by χ∆.
The Coxeter polynomial of k~An+1 for the Dynkin graph An+1 is well known, it is equal to ∑n+1i=0 x
i
(see eg. [7, 17, 1]).
Lemma 3.5. Consider the path algebra k~Ta,b,c with a 6 b 6 c. Then
λ
k~Ta,b,c
(a+b+c)−ℓ
=
(1− ℓ)(2+ ℓ)
2
for 0 6 ℓ 6 a.
Moreover, if a = 1 then χT1,b,c(x) = x
b+c+2 + ∑b+c+1j=c+1 (j− b− c)x
j + ∑cj=b+1(1− b)x
j + ∑bj=1(2− j)x
j + 1. In
particular, for the Dynkin graph Dn+1 = T1,1,n−2 we get χDn+1(x) = x
n+1 + xn + x+ 1.
Remark 3.6. Note that the Coxeter polynomial of Dn+1 has been computed elsewhere, see for instance
[7, 17]. Moreover, this lemma contains the cases of the Dynkin graphs E and of the Euclidean graphs E˜
which can also be found for instance in [7, 17].
Proof. To compute the Coxeter polynomial of k~Ta,b,c, we use a result of Boldt [1, Corollary 3.2] (see also
[17]) which gives
χTa,b,c(x) =
(
a
∑
i=0
xi
)(
b+c+1
∑
i=0
xi
)
− x
(
a−1
∑
i=0
xi
)(
b
∑
i=0
xi
)(
c
∑
i=0
xi
)
(since the Coxeter polynomials for the Aℓ are known). It is easy to check that(
a
∑
i=0
xi
)(
b+c+1
∑
i=0
xi
)
=
a
∑
p=0
(p+ 1)xp +
b+c+1
∑
p=a+1
(a+ 1)xp +
a+b+c+1
∑
p=b+c+2
(a+ b+ c+ 1− p+ 1)xp.
Similarly,
x
(
a−1
∑
i=0
xi
)(
b
∑
i=0
xi
)(
c
∑
i=0
xi
)
=
(
a
∑
i=1
xi
)(
b−1
∑
q=0
(q+ 1)xq +
c
∑
q=b
(b+ 1)xq +
b+c
∑
q=c+1
(b+ c− q+ 1)xq
)
in which the coefficient of xa+b+c−ℓ is{
∑
b+c
q=b+c−ℓ(b+ c− q+ 1) =
(ℓ+1)(ℓ+2)
2 if 0 6 ℓ 6 a− 1
∑
b+c−1
q=b+c−a(b+ c− q+ 1) =
a(a+3)
2 if ℓ = a.
Finally, the coefficient of xp in χTa,b,c(x) is−
(a+b+c−1−p)(a+b+c+2−p)
2 if b+ c 6 p 6 a+ b+ c as required.
Lemma 3.7. Let ∆ be a tree with n+ 1 vertices which is neither An+1 nor Ta,b,c. Then λ∆n−1 6 −1.
Remark 3.8. This lemma contains the Euclidean cases D˜n whose Coxeter polynomials are known entirely
(see [7, 17]).
Proof. ∆ is characterised by the fact that it has either two or more vertices of valency 3 (the valency of
a vertex is the number of edges connected to it) or at least one vertex of valency at least 4. Applying [7,
Theorem 4.8] gives λ∆n−1 6 −1 in all these cases.
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Let A = Ca,b,c denote the canonical algebra which is a one-point extension B[M] of the tree B = kTa,b,c
(with a 6 b 6 c) as defined in the introduction. Recall that we need only consider the cases where
1
a+1 +
1
b+1 +
1
c+1 6 1. We have m := dimB(M) = (1, . . . , 1, 2).
We shall use Theorem 3.4 to compute coefficients of the Coxeter polynomial of A. We always have
λAn+1 = 1, λ
A
n = −trφA = 1.
We first need the Coxeter matrix of B; this can be determined using [1, Proposition 3.1]. Before we
give it, we introduce some notation; for positive integers p, q we set:
• Jp =
(
0 0
Ip−1 0
)
(a p× pmatrix; Ip−1 denotes the identity matrix)
• Kp,q =
 1 ··· 10 ··· 0... ··· ...
0 ··· 0
 (a p× qmatrix)
• ε
(q)
p the pth vector in the canonical basis of kq (p 6 q)
• vq = ∑
q
p=1 ε
(q)
p = (1, . . . , 1).
They satisfy the following rules: for any positive integers p, q, r we have
vq Jq = vq − ε
(q)
q vpKp,q = vq
ε
(q)
p Jq =
{
ε
(q)
p−1 if p > 2
0 if p = 1
ε
(q)
p Kq,r =
{
0 if p > 2
vr if p = 1.
With this notation, we have m = (va, vb, vc, 2v1). Using [1, Proposition 3.1] we have
φB =

Ja Ka,b Ka,c Ka,1
Kb,a Jb Kb,c Kb,1
Kc,a Kc,b Jc Kc,1
−K1,a −K1,b −K1,c −1
 .
Moreover, for all i > 0 we have 〈mφiB,m〉 = 〈mφ
i
B,m〉
t = mC−1B (mφ
i
B)
t and Boldt explains in [1] how
to compute C−1B ; we get
mC−1B = (−ε
(a)
1 ,−ε
(b)
1 ,−ε
(c)
1 , 2ε
(1)
1 ).
We always have 〈m,m〉 = 1.
Lemma 3.9. Let A be the canonical algebra C1,2,c with c > 5. Then λAn−1 = 0, λ
A
n−2 = −1 = λ
A
n−3 and λ
A
n−4 = 0.
Proof. We have mφB = (0, ε
(2)
1 , vc − ε
(c)
c , v1), mφ2B = (v1, 0, vc − ε
(c)
c − ε
(c)
c−1, v1), mφ
3
B = (0, v2, vc − ε
(c)
c −
ε
(c)
c−1 − ε
(c)
c−2, v1) and mφ
4
B = (v1, v2 − ε
(2)
2 , vc − ε
(c)
c − ε
(c)
c−1 − ε
(c)
c−2 − ε
(c)
c−3, v1), so that 〈mφ
i
B,m〉 = 0 for
1 6 i 6 3 and 〈mφ4B,m〉 = −1. We know the coefficients of χB(x) from Lemma 3.5: λ
B
n = 1, λ
B
n−1 = 1,
λBn−2 = 0, λ
B
n−3 = −1, λ
B
n−4 = −1 and λ
B
n−5 = −1. Therefore the formula in Theorem 3.4 gives the
result.
Lemma 3.10. Let A be the canonical algebra C1,b,c with b > 3. Then λAn−r = 0 for 1 6 r 6 b− 1 and λ
A
n−b < 0.
Proof. We have mφB = (0, vb − ε
(b)
b , vc − ε
(c)
c , v1) and for 2 6 r 6 b, by induction,
mφrB = (Fr−2v1, Fr−1vb −
r−2
∑
k=0
Fr−2−kε
(b)
b−k − ε
(b)
b−r+1, Fr−1vc −
r−2
∑
k=0
Fr−2−kε
(c)
c−k − ε
(c)
c−r+1, Fr−1v1)
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where Fr is the rth term in the Fibonacci sequence (F0 = 1 = F1 and Fr+2 = Fr+1+ Fr for r > 0). Therefore
〈mφB,m〉 = 0, 〈mφrB,m〉 = −Fr−2 for 2 6 r 6 b− 1 and 〈mφ
b
B,m〉 = −Fb−2 + 1+ δbc. We also know by
Lemma 3.5 that λBn−i =
{
1 if i = 0
2− i if 1 6 i 6 b+ 1
so that by Theorem 3.4 we get

λAn−1 = 0
λAn−r = 1− r+ ∑
r−1
i=2 (2+ i− r)Fi−2 + Fr−2 if 2 6 r 6 b− 1
λAn−b = −δbc − b+ ∑
b−1
i=2 (2+ i− b)Fi−2 + Fb−2.
We use the well known formula ∑
q
i=p Fi = Fq+2− Fp+1 to get ∑
q
i=0 iFi = ∑
q
k=1 ∑
q
i=k Fi = qFq+2− Fq+3 + F3.
These finally give: {
λAn−r = 0 if 1 6 r 6 b− 1
λAn−b = −δbc − 1 < 0.
Lemma 3.11. Let A be the canonical algebra Ca,b,c with a > 2. Then λAn−r = 1 for 1 6 r 6 a− 1 and λ
A
n−a 6 0.
Proof. For 1 6 r 6 a, we prove by induction that the vector mφrB is equal to
(2r−1va−
r−2
∑
j=0
2r−2−jε(a)a−j− ε
(a)
a−r+1, 2
r−1vb−
r−2
∑
j=0
2r−2−jε(b)b−j− ε
(b)
b−r+1, 2
r−1vc −
r−2
∑
j=0
2r−2−jε(c)c−j− ε
(c)
c−r+1, 2
r−1v1)
so that 〈mφrB,m〉 = −2
r−1 if 1 6 r 6 a− 1 and 〈mφaB,m〉 = −2
a−1 + 1+ δab + δac. Then using Theorem
3.4 and the coefficients of χB obtained previously in Lemma 3.5 we get{
λAn−i = 1 if 1 6 i 6 a− 1
λAn−a = −δab − δac 6 0
(we use the relations ∑
p
ℓ=1 2
−ℓ(ℓ+ 1) = 3− 2−p(p+ 3) and ∑
p
ℓ=1 ℓ(ℓ+ 1)2
−ℓ+1 = 24 − 21−p(p2 + 5p+ 8)
obtained by differentiating the identity ∑
p
ℓ=1 x
ℓ+1 = x2 x
p−1
x−1 twice and evaluating at x = 2
−1).
We now have all we need to finish the proof of the classification.
Proof of Theorem 1.2. Consider the Coxeter polynomial of A = Ca,b,c with a > 2 (and n = a+ b+ c+ 1).
Then λAn−1 = 1 and using Lemmas 3.5 and 3.7 we see that the only tree that satisfies this is An+1.
However, the coefficients of xn−a in the Coxeter polynomials of An+1 and Ca,b,c differ since it is 1 for
An+1 and nonpositive for Ca,b,c by Lemma 3.11. Therefore the Coxeter polynomial of Ca,b,c is different
from that of all trees.
Now consider the Coxeter polynomial of C1,2,c with c > 2 (and n = c+ 4). Recall from Remark 3.1
that we need only consider the case where 1 > 1a+1 +
1
b+1 +
1
c+1 =
1
2 +
1
3 +
1
c+1 , ie. c > 5, so that we
assume c > 5. Using Lemmas 3.5 and 3.7 we see that the only tree such that the coefficients of xn+1−i for
0 6 i 6 4 in its Coxeter polynomial are the same as those for C1,2,c is T1,2,c+1. But the coefficient of xc in
the Coxeter polynomial of T1,2,c+1 is −1 whereas for C1,2,c it is 0 by Lemma 3.9. Therefore the Coxeter
polynomial of C1,2,c is different from that of all trees.
Finally consider the Coxeter polynomial of C1,b,c with b > 3 (and n = b+ c+ 2). Using Lemmas 3.5
and 3.7 we see that the only tree such that the coefficients of xn+1−i for 0 6 i 6 3 in its Coxeter polynomial
are the same as those for C1,b,c is Db+c+3. But the coefficient of xc+2 is 0 in the Coxeter polynomial of
Db+c+3 and in that of C1,b,c it is negative by Lemma 3.10. Therefore the Coxeter polynomial of C1,b,c is
different from that of all trees.
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4 Cohomological interpretation of the coefficients of the Coxeter polyno-
mial
Happel proved the following result:
Theorem 4.1. [4] trφA = −〈dimAeA,dimAeA〉.
We wish to do something similar for the other coefficients of the Coxeter polynomial. From now on,
assume that the characteristic of k is 0. We need an interpretation of these coefficients in terms of the
entries of the Coxeter matrix:
Proposition 4.2. Let φ = (φij)16i,j6n be a matrix, and let χ(x) = det (x id−φ) be its characteristic polynomial.
Write χ(x) = xn + λn−1x
n−1 + · · ·+ λ1x+ λ0. Then
λn−ℓ = ∑(−1)
σ(p)αp tr(φp1) · · · tr(φpr),
where the sum is taken over all partitions p = (p1, . . . , pr) of ℓ, σ(p) = ∑ri=1 pi and αp =
1
p1p2 . . . pr
ℓ
∏
a=0
1
(# {i | pi = a})!
.
Proof. Without loss of generality, we may assume that the field k is algebraically closed. Therefore
the coefficient λn−ℓ of the characteristic polynomial of φ is the ℓth elementary symmetric polynomial
σℓ(µ1, . . . , µn) in the eigenvalues µ1, . . . , µn of φ. This can be expressed in terms of the symmetric poly-
nomials Sk = ∑
n
i=1 µ
k
i = tr(φ
k) using Waring’s formula, see for instance [14, V.2] or [15, I.6], which gives
the expression above.
We now need to introduce some notation and results.
Let pA(i) (resp. qA(i), resp. eA(i)) denote the dimension vector of the ith indecomposable projective
A-module P(i) (resp. the indecomposable injective A-module Q(i), resp. the ith simple A-module S(i)).
Let e1, . . . , en be the primitive orthogonal idempotents in A such that P(i) = Aei. Let D denote the k-dual,
ie. D = Homk(−, k) and let 〈−,−〉A denote the Euler form as before.
We have mentioned before that the transpose of pA(i) is the ith column of the Cartan matrix CA. It is
known that qA(i) is the ith row of CA (see [16]).
We shall also need to work with bimodules. The indecomposable projective Ae-modules are the
Aei ⊗ ejA. Set ei,j = ei ⊗ ej ∈ Ae, and let S(i, j) be the corresponding simple module with eAe(i, j) its
dimension vector.
We order the idempotents in the following way:
e1,1, . . . , en,1, e1,2, . . . , en,2, . . . , e1,n, . . . , en,n.
Happel recalled in [4] the following results: dimAeA = (pA(1), . . . , pA(n)), and C−tAe = C
−1
A ⊗ C
−t
A .
The dual DA is an Ae-module. Its dimension vector is given by:
dimkHomAe(Aeei,j,DA) = dimkHomAe(Aeei,j, Homk(A, k))
= dimkHomk(A⊗Ae A
eei,j, k)
= dimk D(A⊗Ae A
eei,j) = dimk D(Aei,j) = dimk D(ejAei)
= dimk(ejAei) = dimkHomA(P(j), P(i)) = qA(j)i.
Therefore dimAeDA = (qA(1), . . . , qA(n)).
We may now give a cohomological interpretation of the trace of the powers φA and hence of the
coefficients of the Coxeter polynomial of A:
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Theorem 4.3. Let DA denote the dual of A, viewed as a bimodule over A. Then
• tr(φ2A) = 〈dimAeDA,dimAeA〉.
• If k > 3, then (−1)k tr(φkA) is equal to
∑
16v1,...,vk−16n
〈qA(v1), pA(vk−1)〉A〈qA(v2), eA(v1)〉A . . . 〈qA(vk−2), eA(vk−3)〉A〈dimAeDA, eAe(vk−1, vk−2)〉Ae
Proof. We write 〈−,−〉 = 〈−,−〉A to simplify notation.
• We first prove that if X ∈ Zn and r ∈ N, r > 1, then
(CAC
−t
A )
rXt = ∑
16u1,...,ur6n
〈qA(u1),X〉〈qA(u2), eA(u1)〉 . . . 〈qA(ur), eA(ur−1)〉eA(ur)t =: Yt,
by induction on r :
If r = 1, we have
CAC
−t
A X
t =
qA(1)...
qA(n)
C−tA Xt =
〈qA(1),X〉...
〈qA(n),X〉
 = n∑
u=1
〈qA(u),X〉eA(u)t.
Assume the result is true for r; then
(CAC
−t
A )
r+1Xt = CAC
−t
A Y
t =
n
∑
ur+1=1
〈qA(ur+1),Y〉eA(ur+1)t
= ∑
16u1,...,ur,ur+16n
〈qA(u1),X〉〈qA(u2), eA(u1)〉 . . .
〈qA(ur), eA(ur−1)〉〈qA(ur+1), eA(ur)〉eA(ur+1)t.
• Set CA = (cij)16i,j6n and C−1A = (ζij)16i,j6n. Then
tr (φ2A) = ∑
16i,j6n
φijφji = ∑
16i,j,r,s6n
ζricrjζsjcsi = ∑
i,r
ζriqA(r)C
−t
A pA(i)
t
= (qA(1), . . . , qA(n))C−1A ⊗ C
−t
A
pA(1)
t
...
pA(n)
t

= dimAe(DA)C
−t
Ae (dimAeA)
t = 〈dimAeDA,dimAeA〉.
• Assume k > 3. Then
tr (φkA) = ∑
16j1 ,...,jk6n
φj1 j2φj2 j3 . . . φjk j1 = ∑
16j1 ,...,jk6n
16i1,...,ik6n
(−1)kζi1 j1ci1 j2ζi2 j2ci2 j3 . . . ζik jkcik j1
= (−1)k ∑
16i1,j16n
ζi1 j1qA(i1)C
−t
A (CAC
−t
A )
k−2pA(j1)
t
= (−1)k ∑
16v1,...,vk−16n
〈qA(v1), pA(vk−1)〉〈qA(v2), eA(v1)〉 . . .
〈qA(vk−2), eA(vk−3)〉dimAe(DA)C
−t
Ae eAe(vk−1, vk−2)
t
= (−1)k ∑
16v1,...,vk−16n
〈qA(v1), pA(vk−1)〉〈qA(v2), eA(v1)〉 . . .
〈qA(vk−2), eA(vk−3)〉〈dimAeDA, eAe(vk−1, vk−2)〉
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