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RESUMEN 
 
 
En el presente documento se muestra el diseño y la implementación de una aplicación 
para la distribución de llamadas sobre varios distribuidores automáticos de llamadas          
(ACD) utilizando la plataforma de software libre Asterisk para Call Center.  En primer 
lugar se estudió y analizó el diseño de la plataforma Asterisk y su funcionamiento. Se 
revisó de manera detallada los API, aplicaciones y canales utilizados para Call Center 
como es el canal agente chan_agent, la aplicación de colas app_queue y las estrategias 
utilizadas para el enrutamiento de llamadas sobre el ACD. Se dio un especial énfasis en 
las interfaces AGI (Asterisk Gateway Interface) y AMI (Asterisk Manager Interface) que 
posee Asterisk para la comunicación con aplicaciones externas. 
 
 
Adicionalmente se revisaron los modelos matemáticos mas conocidos para un Call 
Center y se comentaron las principales métricas utilizadas para medir su rendimiento. 
Como tal se revisaron algunos modelos utilizados para la simulación de Call Center y las 
diferentes tipos de configuraciones que se pueden presentar en un Call Center Virtual 
junto con los algoritmos utilizados para la distribución de llamadas en este tipo de 
arquitecturas.  
 
 
Se presenta de manera general las pautas y recomendaciones a la hora de implementar 
una arquitectura para Call Center a mediana y gran escala utilizando Asterisk. Se propone 
una arquitectura en capas que permite distribuir de manera equitativa las diferentes tareas 
del sistema. Posteriormente se diseño e implemento una aplicación para distribuir las 
llamadas entrantes provenientes de múltiples fuentes hacia varios ACD de servidores 
Asterisk.  
 
 
Para realizar las pruebas del funcionamiento del software se implementaron tres 
algoritmos de distribución de llamadas y se configuro un ambiente de pruebas donde se 
simularon 90 agentes de Call Center con llamadas reales generadas aleatoriamente por un 
software desarrollado. En la dinámica del ambiente de pruebas se tomaron en cuenta las 
consideraciones más comunes en la simulación de Call Center y se almacenaron los datos 
arrojados por el sistema y la aplicación desarrollada. Se muestran los resultados 
obtenidos y un análisis de los mismos. Finalmente se presentan una serie de 
recomendaciones y trabajo futuro que se podría realizar con la aplicación desarrollada. 
 
 
Palabras Clave:  Distribución automática de llamadas , Call Center, Asterisk, voz sobre IP.  
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INTRODUCCIÓN 
 
 
Con el fin de satisfacer la demanda de los clientes y prestar un mejor servicio las 
empresas necesitan de medios de comunicacion oportunos y eficaces. Nuevas áreas como 
las mesas de ayuda y los centros de contacto son vitales para que una empresa brinde  
soporte a sus diferentes productos y servicios. Estas nuevas áreas se basan en las 
tecnologías de la información y las comunicaciones utilizando diversos medios de 
comunicación electrónica.   
 
Hace unos algunos años la tecnología utilizada por los centros de contactos más 
específicamente los denominados Call Center que utilizan como único medio de 
comunicación las llamadas telefónicas eran sistemas basados en conmutación de 
circuitos. De la misma manera, las plantas telefónicas o PBX básicamente era grandes 
maquinas soportadas sobre esta misma tecnologia y prestaban los servicios básicos de 
telefonía. Con el auge de las redes, surgieron temas como la integración de redes de voz y 
datos, la voz sobre IP y las redes de nueva generación NGN.  Como respuesta a estos 
nuevos avances los desarrolladores de la comunidad de software libre han trabajado tanto 
en el diseño de hardware como de software para este tipo de infraestructuras. El proyecto 
mas representativo de una PBX basada en software actualmente se denonima Asterisk. 
 
Asterisk ha incorporado la mayoría de estándares de telefonía del mercado, tanto los 
tradicionales como TDM con el soporte de puertos de interfaz análogos FXS, FXO y 
RDSI (básicos y primarios), como los de telefonía IP SIP, H.323, MGCP, SCCP/Skinny. 
Esto le permite conectarse a las redes públicas de telefonía tradicional e integrarse 
fácilmente con centrales tradicionales (no IP) y otras centrales IP. Adicionalmente se 
diseño e implemento un protocolo para VoIP denominado IAX (Inter Asterisk Exchange) 
ubicado en la capa de aplicación del modelo OSI como alternativa al protocolo SIP. Al 
contrario de otras plataformas Asterisk permite la integración con otro tipo de 
aplicaciones o sistemas a través de sockets TCP-IP permitiendo el desarrollo de 
aplicaciones en casi cualquier lenguaje de programación como C, C++, Java o cualquier 
otro que maneje sockets.  Adicional a los servicios de PBX Asterisk implementa un 
distribuidor automático de llamadas (ACD) con manejo de agentes, colas de espera y 
diferentes algoritmos de distribución de llamadas. 
  
El bajo costo de implementación y mantenimiento de esta plataforma en comparación con 
las soluciones tradicionales para Call Center la convierten en una alternativa muy 
atractiva para pequeñas y medianas empresas. Adicionalmente al ser un proyecto de 
software libre, permite facilidades en su configuración, modificación e integración con 
otras plataformas y/o aplicaciones. La plataforma ha sido diseñada para pequeñas y 
medianas empresas. El objetivo de esta trabajo fue desarrollar un software adicional que 
permitiera distribuir el trafico telefónico sobre los diferentes ACD de varias maquinas 
Asterisk con el fin de manejar un mayor número de llamadas en un Call Center. 
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1. ARQUITECTURA DE ASTERISK versión (1.2.X) 
 
 
 
Asterisk es hoy en día el proyecto de software libre más representativo de una completa 
PBX1 y herramienta desarrollo, programada en lenguaje C y que funciona sobre 
diferentes sistemas operativos (FreeBSD, Mac OS X, Windows) pero esta soportado 
principalmente para Linux. Además de poder ser utilizada como PBX o Gateway, 
también ha sido adoptada como plataforma para Call Center [1]. Fue desarrollada 
inicialmente por Mark Spencer y hoy cuenta con una cantidad considerable de 
desarrolladores y miles de usuarios en todo el  mundo. 
 
El diseño general de Asterisk consta de un núcleo central o core encargado de los 
procesos de conmutación de canales. Junto a este se implementaron como modulos  las 
aplicaciones, interfaces de hardware y codecs. Dentro del núcleo de Asterisk, se pueden 
diferenciar 4 grupos funcionales principales: conmutación de PBX,  cargador de 
aplicaciones, traductor de codecs y manejador de procesos de entrada y salida [2]. 
 
 
• Conmutación de PBX:  
 
Es la parte del núcleo que se encarga de la conmutación (conexión y desconexión) de 
los diferentes canales implementados en Asterisk. Automáticamente realiza la 
conmutación entre los diferentes canales de diferentes interfaces de software o 
hardware. 
 
• Cargador de Aplicaciones:   
 
Es la parte del núcleo que se encarga de inicializar y terminar las aplicaciones que son 
parte del API  de Asterisk. 
 
• Traductor de codecs:  
 
Es la parte del núcleo que utiliza los módulos del API de codecs para codificar y 
decodificar el audio en los diferentes formatos de compresión mas usados. 
 
• Manejador de procesos de entrada y salida:  
                                                 
1  PBX (Private Branch Exchange) es un sistema telefónico no público encargado de manejar líneas 
telefónicas entre un grupo de usuarios, permitiendo en enrutamiento de llamadas del exterior hacia 
extensiones internas. 
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Es la parte del núcleo que maneja a bajo nivel de las tareas de entrada y salida. (Escritura 
del Disco, manejo de sockets, etc.). 
 
 
1.1 INTERFAZ DE PROGRAMACION DE APLICACIONES 
 
 
Alrededor del núcleo central se han desarrollado principalmente 4 APIs que encierran 
toda la funcionalidad que el sistema puede brindar. Estos APIs implementan los 
diferentes tipos de canales, aplicaciones, codecs y formatos de archivos.  A continuación 
se comenta cada uno de ellos. 
 
1.1.1 Api de Canal 
Este Api contempla la implementación de los diferentes tipos de canales que maneja 
Asterisk. Se han desarrollado canales para VOIP de acuerdo con los protocolos mas 
usados. Los canales son nombrados mediante el prefijo chan_ seguido del nombre del 
protocolo o tecnología, por ejemplo chan_sip, chan_iax2, chan_h323, chan_sknny, y para 
comunicación con enlaces ISDN PRI chan_zap (renombrado a chan_dahdi2). También 
existen pseudo canales creados por Asterisk para el manejo de cierto tipo de aplicaciones. 
Un ejemplo de estos es el canal chan_agent utilizado para el manejo de agentes en un 
Call Center o chan_local  para el manejo interno de extensiones en la PBX. En la tabla 1 
se muestra en detalle la descripción de cada uno de los canales implementados en 
Asterisk. 
 
 
Canal Modulo 
Canal de Agente usado en el ACD chan_agent.so 
Protocolo H.323 chan_h323.so 
Protocolo IAX versión 2 chan_iax2.so 
Canal Local chan_local.so 
Protocolo MGCP chan_mgcp.so 
Canal base para modems Chan_modem.so 
Canal para OSS (Open Sound System for 
Linux), convierte la tarjeta de sonido en un 
canal telefónico 
 
chan_oss.so 
Canal para tarjetas con Linejack Chan_phone.so 
Protocolo SIP chan_sip.so 
Protocolo Skinny, usado por Cisco call 
manager 
Chan_skinny.so       
chan_sccp.so 
Canales para Tarjetas Digitales o análogas 
del proyecto de telefonía Zapata 
chan_zap.so 
chan_dahdi.so 
                                                 
2 Dahdi son las siglas de  Digium Asterisk Hardware Interfece  
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Tabla 1.  Canales Implementados en Asterisk 
1.1.2 Api de Aplicaciones 
El Api de aplicaciones es la parte que añade toda la funcionalidad a Asterisk. Cada 
aplicación se implementa por separado y utiliza funciones del núcleo y de los demás 
Apis. Se han desarrollado aplicaciones básicas para el establecimiento de llamadas 
telefónicas como Answer(), Dial(), Hangup(), Busy(), Ringing() y otras de mayor 
complejidad como por ejemplo Voicemail() para el manejo de los buzones de voz y otras 
como Meetme() para el manejo de conferencia tripartitas, entre otras [3]. 
 
1.1.3 Api de Codecs 
Los codecs mas utilizados para la codificación y decodificación de audio han sido 
implementados en Asterisk como módulos. En la tabla 2 se muestran los codecs 
implementados. 
Codec Módulo 
PCM Codificador/Decodificador Codec_adpcm.so 
G.711 alaw (Usado en Europa) Codec_alaw.so 
G.711 ulaw (Usado en USA) Codec_ulaw.so 
G.726 a 32kbps Codec_g726.so 
GSM codec_gsm.so 
iLBC (internet Low Bitrate Codec) codec_ilbc.so 
A-law y Ulaw Codificador/Decodificador 
Directo. G711 
Codec_a_mu.so 
G.729 Codec_g729.so (Necesita Licencia) 
Tabla 2. Codecs de Audio 
1.1.4 Api de Formatos de Archivo 
En este API se implementan los diferentes formatos de audio usados en Asterisk. Los 
más utilizados son WAV, GSM y para transmisión de Video JPEG. En la tabla 3 se 
indican todos los formatos implementados.  
Formato Módulo 
G729 (datos puros) format_g729.so 
GSM (datos puros) format_gsm.so 
JPEG Formato de Imagen (Joint Picture 
Experts Group) 
format_jpeg.so 
uLaw 8khz Audio (PCM) format_pcm.so 
aLaw 8khz PCM Audio format_pcm_alaw.so 
Dialogic VOX (ADPCM) format_vox.so 
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Formato Microsoft WAV (8000hz) format_wav.so 
Microsoft WAV  format_wav_gsm.so 
 
Tabla 3.  Formatos de Archivos 
 
Posiblemente una de las funcionalidades más interesantes es la capacidad de invocar 
aplicaciones externas al proceso de Asterisk por medio de eventos telefónicos con el fin 
de intercambiar datos entre ambos procesos. Esta interfaz se denomina AGI (Asterisk 
Gateway Interface) y su variante FASTAGI que corre el proceso externo en otra 
maquina diferente a Asterisk por medio de un socket TCP/IP.  
 
También tiene desarrollada una interfaz que permite la recepción de comandos desde 
cualquier  programa externo que maneje sockets, con el motivo de controlar o generar 
acciones desde un cliente externo. Esta interfaz se denomina AMI (Asterisk Manager 
Interface). 
 
En la figura 1[8], se muestra el diagrama general de la arquitectura de Asterisk donde se 
esquematiza la distribución e interacción entre los diferentes módulos que lo conforman. 
 
 
 
Figura 1.   Estructura Básica de Asterisk 
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1.2 ARCHIVOS DE CONFIGURACIÓN 
Toda la configuración de Asterisk se realiza a través de archivos de texto terminados con 
la extensión .conf que se encuentran localizados en el directorio /etc/asterisk/.  Cada uno 
de los archivos de texto permite al núcleo y a los diferentes módulos cambiar su 
configuración. Cada archivo es utilizado para un solo propósito y configura cada modulo. 
Los archivos más utilizados y su descripción se muestran en la tabla 4. 
 
 
Archivo .conf Descripción 
modules.conf Permite definir que módulos se desean cargar al iniciar Asterisk 
extensions.conf Define el plan de marcación. Es el archivo más importante 
donde se configuran todas las acciones a tomar. 
sip.conf Permite definir las cuentas y parámetros del protocolo SIP. 
iax2.conf Permite definir las cuentas y parámetros del protocolo IAX2. 
chan_dahdi.conf Permite definir y configurar los canales para tarjetas análogas y 
digitales del proyecto de telefonía zapata[7] 
queues.conf Permite crear y configurar las colas del ACD 
agents.conf Permite crear los agentes del ACD 
manager.conf Permite crear las cuentas para el AMI. 
cdr_mysql.conf Permite configurar la cuenta y base de datos Mysql donde se 
almacenara el CDR3
cdr_pgsql.conf Permite configurar la cuenta y base de datos Postgres donde se 
almacenara el CDR 
 
Tabla 4. Archivos de configuración más utilizados4
 
 
Todos los archivos a excepción del archivo chan_dahdi.conf  tienen una estructura 
definida y se interpretan de arriba hacia abajo. Todos los archivos están organizados en 
unidades  lógicas  denominadas  secciones o contextos  que se representan por los 
símbolos [ ]. Una sección termina cuando otra es definida. Casi todos los archivos tienen 
una sección general (representada con [general]) donde se definen los parámetros 
generales del modulo en particular. Por ejemplo el archivo sip.conf  tiene una sección 
general donde se puede definir los parámetros del puerto, codecs a utilizar etc, luego cada 
sección siguiente corresponde a una cuenta sip con parámetros particulares (nombre de 
usuario, contraseña, host, etc). Estas cuentas heredan la configuración de la sección 
general. Para cada uno de los módulos Asterisk implementa una función que se encarga 
de interpretar y verificar la sintaxis del archivo de configuración correspondiente. 
 
 
                                                 
3 CDR (Call Detail Record) son los datos generados por Asterisk para el proceso de tarificación. En el CDR 
se registran los datos mas relevantes de la llamada, origen, destino, duración, canal  entro otros. 
4 Para una lista detallada de todos los archivos de configuración de Asterisk se puede remitir a http://www. 
voip-info.org/wiki-Asterisk+config+files 
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1.3 INTERFASE DE ADMINISTRACIÓN (AMI) 
 
 
En la siguiente sección se estudiara con más detalle los módulos desarrollados en 
Asterisk que se tuvieron en cuenta para el desarrollo de la aplicación propuesta. Se harán 
referencias al código fuente y se explicara de manera narrativa el funcionamiento de los 
mismos. 
 
AMI son las siglas de Asterisk Manager Interface. Esta interfase permite la conexión 
desde un programa cliente hacia Asterisk por medio de un socket TCP/IP con el fin de 
poder enviar acciones (comandos), leer eventos y recibir la respuesta de los mismos. Los 
clientes pueden ser implementados en cualquier lenguaje de programación que maneje 
sockets TCP/IP.  Este tipo de interfase es muy útil a la hora de desarrollar aplicaciones 
externas que utilicen Asterisk como IVRs (InterActive Voice Response), paneles de 
control y visualización, marcadores automáticos, aplicaciones que interactúan con bases 
de datos, etc. 
 
Los mensajes procesados por el AMI tienen una estructura definida. Están basados en un 
protocolo línea a línea del tipo llave: valor. Cada línea es terminada por un salto de línea 
representado con \r\n y el bloque de datos completo finaliza con un doble salto de línea 
representado por \r\n\r\n. De esta manera es posible identificar un paquete completo que 
se lee desde el socket. 
 
Existen tres tipos de paquetes que se identifican con una palabra reservada, estos pueden 
ser de tipo Action, Response y Event.  
  
• Action: Esta palabra reservada indica que el paquete es una petición de un cliente 
externo con el propósito que una acción en particular sea procesada por Asterisk. 
el paquete contiene el nombre de la acción que se desea ejecutar seguido de los 
parámetros necesarios dependiendo la acción. Una sola acción puede ejecutarse a 
la vez, las demás si las hay serán colocadas en cola para su posterior ejecución.  
 
Por ejemplo si se desea realizar una llamada originada desde el cliente se debe enviar el 
siguiente paquete: 
 
 
             Action: Originate 
             Channel: SIP/101 
             Context: default  
             Exten: 3165000 
             Priority: 1  
             Callerid: 6500800 
             Timeout: 30000  
             ActionID: ABC9900 
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El nombre de la acción es Originate. Como su nombre lo indica, esta acción permite 
originar una llamada desde el canal especificado por el parámetro Channel hacia la 
extensión Exten. Adicionalmente es posible indicar un identificador para la acción en el 
parámetro ActionID con el fin de esperar una respuesta de esa acción en particular y no 
confundirla con otras acciones por ejemplo otro Originate. En este ejemplo se desea 
llamar al número 3165000 por medio de la extensión SIP/101. 
 
• Response: Esta cabecera indica que el paquete es una respuesta emitida por 
Asterisk de acuerdo a una acción previamente enviada. Por medio del ActionID es 
posible identificar que la respuesta corresponde a cierta accion. Para el caso de la 
acción Originate la llamada pudo haberse realizado o no existosamente. Para 
cada uno de los casos la respuesta recibida es la siguiente: 
 
 
 
              Response:Error  
              Message: Originate failed 
              ActionID: ABC9900 
 
              Response: Success   
              Message: Originate successfully queued 
              ActionID: ABC9900 
 
 
 
• Event: Esta cabecera indica que el paquete es un evento generado por el AMI 
hacia el cliente. Estos eventos son generados por las diferentes aplicaciones de 
Asterisk. Es posible configurar la lectura y el envio de comandos en el archivo 
manager.conf. Un ejemplo del evento de una marcación se muestra a 
continuación: 
 
 
            Event: Dial  
            Privilege: call,all  
            Source: SIP/101@default-2dbf,2  
            Destination: SIP/100-4c21  
            CallerID: SIP/101 
            CallerIDName: default  
            SrcUniqueID: 1149161785.2  
            DestUniqueID: 1149161785.8 
 
 
 
Los diferentes eventos van desde la creación de una extensión hasta los eventos 
generados por ACD que se comentaran en la siguiente sección. Se han reportado 
problemas con múltiples conexiones al manager de Asterisk  que envían una cantidad 
considerable de comandos y anormalidades en el funcionamiento del software 
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(deadlocks) cuando las terminales conectadas sufren algún tipo de anomalía [4]. 
Versiones recientes de Asterisk han arreglado estos problemas pero el volumen de salida 
de los eventos del AMI  ha crecido considerablemente. Estas observaciones deben 
tenerse en cuenta a la hora desarrollar una aplicación que se conecte por esta interfase. 
 
La configuración del AMI se realiza en el archivo denominado manager.conf  localizado 
en el directorio /etc/asterisk. En este archivo se crean las cuentas de usuario para 
conectarse al mismo. Se componen de un nombre de usuario, una contraseña y los 
permisos de lectura, escritura de comandos y eventos. El parámetro permit se utiliza para 
especificar una dirección ip y mascara de red desde la cual el usuario podrá conectarse. 
Para permitir la conexión desde cualquier ip desde cualquier red se puede especificar la 
dirección  0.0.0.0/0.0.0.0. 
 
A continuación se muestra una cuenta de ejemplo para el usuario manuser: 
 
 
                       
                       [manuser] 
                       secret = maspass 
                       read= system,call,log,verbose,command,agent,user 
                       write = system,call,log,verbose,command,agent,user 
                       permit=0.0.0.0/0.0.0.0 
 
 
 
 
Toda la funcionalidad del AMI se implementa en el archivo manager.c. El archivo 
cabecera /include/manager.h define como puerto por defecto el 5038, los permisos de 
lectura y escritura, el código asociado es el siguiente: 
 
 
 
#define DEFAULT_MANAGER_PORT 5038 
 
#define EVENT_FLAG_SYSTEM        (1 << 0) /* System events such as module load/unload */ 
#define EVENT_FLAG_CALL         (1 << 1) /* Call event, such as state change */ 
#define EVENT_FLAG_LOG         (1 << 2) /* Log events */ 
#define EVENT_FLAG_VERBOSE    (1 << 3) /* Verbose messages */ 
#define EVENT_FLAG_COMMAND (1 << 4) /* Ability to read/set commands */ 
#define EVENT_FLAG_AGENT         (1 << 5) /* Ability to read/set agent info */ 
#define EVENT_FLAG_USER            (1 << 6) /* Ability to read/set user info */ 
 
 
 
Los permisos se clasificación en 5 tipos. Estos se describen más detalladamente en la 
tabla 5. 
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PERMISOS DESCRIPCIÓN 
De Sistema Permite eventos del sistema como cargar y bajar 
módulos 
De Llamada Permite conocer el estado de las llamadas 
De Log Permite conocer los mensajes de Log 
De  Verbose Permite conocer los mensajes de Verbose 
De Comandos Permite enviar comandos hacia Asterisk 
De Agentes Permite conocer y enviar comandos de Agente 
De Usuario Permite ver los eventos definidos por el usuario 
 
Tabla 5.  Permisos de usuario manager.conf 
 
Cada usuario del AMI se representa por la estructura mansession. Cada sesión es un hilo 
(pthread_t t) que contiene un socket de conexión (struct sockaddr_in sin). 
Adicionalmente la estructura almacena el nombre del usuario (char username[80]) y los 
permisos de lectura y escritura (readperm y writeperm) descritos anteriormente. El 
código asociado se muestra continuación: 
 
 
struct mansession { 
  
             pthread_t t;           /*! Execution thread */ 
 ast_mutex_t __lock;   /*! Thread lock */ 
 struct sockaddr_in sin;   /*! socket address */ 
 int fd;     /*! TCP socket */ 
 int busy;   /*! Whether or not we're busy doing an action */ 
 int dead;   /*! Whether or not we're "dead" */ 
 char username[80];   /*! Logged in username */ 
 char challenge[10];   /*! Authentication challenge */ 
 int authenticated;   /*! Authentication status */ 
 int readperm;    /*! Authorization for reading */ 
 int writeperm;    /*! Authorization for writing */ 
 char inbuf[AST_MAX_MANHEADER_LEN]; /*! Buffer */ 
 int inlen; 
 int send_events; 
 struct eventqent *eventq;  /* Queued events */ 
 int writetimeout;   /* Timeout for ast_carefulwrite() */ 
 struct mansession *next; 
}; 
 
 
Las sesiones se representan por una lista simplemente encadena. El campo struct 
mansession *next  es el apuntador a la siguiente sesión de otro usuario y el campo struct 
eventqent *eventq es un apuntador a la estructura eventqent, que representa la lista 
encadenada de eventos en espera de ser ejecutados. 
 
 19
La estructura eventqent es bastante sencilla, esta compuesta de un apuntador al siguiente 
evento y un campo donde están los datos del evento. 
 
 
   struct eventqent { 
                               struct eventqent *next; 
                               char eventdata[1];  
    }; 
 
 
El mensaje como tal se representa por la estructura message. Esta se compone de los 
campos int hdrcount que indica el número de headers del mensaje. Los headers son las 
variables adicionales que cada paquete action. El código asociado es el siguiente: 
 
 
 
struct message { 
                       int hdrcount; 
                      char                                                
headers[AST_MAX_MANHEADERS][AST_MAX_MANHEADER_LEN]; 
}; 
 
 
La estructura manager_action representa un nodo de una lista de acciones. Los campos 
de la estructura almacenan el nombre exacto de la acción, la descripción, los permisos del 
usuario y la función asociada a dicha acción. 
 
 
struct manager_action { 
 const char *action;  /*! Name of the action */ 
 const char *synopsis;   /*! Short description of the action */ 
 const char *description;  /*! Detailed description of the action */ 
 int authority;    /*! Permission required for action.  EVENT_FLAG_*/ 
 int (*func)(struct mansession *s, struct message *m); /*! Function to be called */ 
 struct manager_action *next;  /*! For easy linking */ 
}; 
 
 
 
Una vez se carga el proceso de Asterisk, la primera función que se invoca se denomina 
static void *accept_thread(…). Esta función es la encargada de pedir la memoria 
necesaria para la creación de la estructura mansession y abrir el socket de conexión TCP-
IP por el puerto 5038. En la parte final de la función se asocia el hilo creado a la función 
static void *session_do(…) que es la que se ejecutara mientras en hilo sigue con vida.  
 
Dentro de la función static void *session_do(…)  se implementa un ciclo infinito que 
revisa los headers de los mensajes enviados por el cliente. Si encuentra un paquete válido 
llama a la función process_message(…) que recibe como parámetro el mensaje con la 
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estructura message. Para iniciar una conexión, el primer mensaje que se debe recibir es 
un Action: Login  el cual indica que un usuario esta realizando la petición de 
autenticación ante el AMI utilizando un nombre de usuario y contraseña. Si 
session_do(…) recibe este mensaje invoca a la función static int authenticate(…) la 
cual lee el archivo de configuración manager.conf  y valida los datos encontrados, con los 
enviados por el cliente. Una vez realizada la verificación se almacenan los permisos de 
lectura y escritura para ese usuario en la estructura mansession creada anteriormente. Por 
su parte la función process_messge(…) recibe como parámetros un apuntador a la sesión 
y un apuntador al mensaje que se desea procesar y se encarga de validar la estructura del 
cuerpo del mensaje. Si no hay ningún error de sintaxis invoca a la funciona adecuada que 
implemente la acción ejecutando la siguiente línea de código: 
 
tmp->func(s, m);  ( Línea 1313) 
 
Donde tmp es un apuntador a la estructura manager_action y func es la función asociada 
a esa acción. Por ejemplo si la acción es Originate se llama a la función static int 
action_originate(…)  quien realmente ejecuta la accion. Posteriormente se llama a la 
función ast_carefulwrite(…) que se encarga de escribir la respuesta en el socket. 
Los eventos generados por las diferentes aplicaciones son escritos en el socket 
directamente y recibidos automáticamente por el cliente. Los clientes deben estar 
constantemente leyendo el socket y escribiendo en el mismo cuando desee enviar una 
acción al AMI. La respuesta de Asterisk ante las diferentes acciones también son escritas 
en el mismo socket. 
 
En la tabla 7 se da una descripción de todas las acciones que se pueden enviar vía AMI. 
 
 
ACCIONES DESCRIPCIÓN 
AbsoluteTimeout Define el tiempo máximo de una llamada (privilegio: 
call,all) 
ChangeMonitor Cambia el nombre del archivo de grabación de un canal 
(privilegio: call,all) 
Command Ejecuta un comando (privilegio: command,all) 
Events Control de Flujos de Eventos 
ExtensionState Revisa el estado de una Extensión (privilegio: call,all) 
GetVar Lee una variable de canal (privilegio: call,all) 
Hangup Cuelga un Canal (privilege: call,all) 
IAXpeers Listado de clientes IAX  (privilegio: system,all) 
ListCommands Listado de los comandos disponibles 
Logoff Salir del AMI 
MailboxCount Verifica el número de mensajes en el buzón de Voz 
(privilegio: call,all) 
MailboxStatus Revisa el estado del buzón de voz (privilegio: call,all) 
Monitor Graba digitalmente un canal (privilegio: call,all) 
Originate Origina una llamada (privilegio: call,all) 
ParkedCalls Listado de llamadas Parqueadas 
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Ping Ping 
QueueAdd Adiciona un agente a la cola (privilegio: agent,all) 
QueueRemove Remueve un agente de la Cola (privilegio: agent,all) 
QueueStatus Revisa el estado de las colas 
Redirect Redirecciona un canal a otro contexto (privilegio: call,all) 
SetCDRUserField Set the CDR UserField (privilegio: call,all) 
SetVar Setea un variable de cnal (privilegio: call,all) 
Status Revisa el estado de un canal (privilegio: call,all) 
StopMonitor Detiene la grabación de una canal (privilegio: call,all) 
ZapDialOffhook Marca sobre un canal Zap colgado 
ZapDNDoff Deshabilita el DNC (Do Not Disturb)  
ZapDNDon Habilita el DNC (Do Not Disturb)  
ZapHangup Cuelga un canal Zap 
Zap Transfer Transfiere una canal Zap 
ZapShowChannels Muestra la canales Zap 
 
Tabla 7. Listado de Acciones AMI  [5] 
 
 
 
 
1.4 INTERFASE DE ASTERISK AGI (res_agi.c) 
 
Las siglas de AGI corresponden a Asterisk Gateway Interface. Esta aplicación permite a 
Asterisk ejecutar un proceso o aplicación externa que puede estar escrita en cualquier 
lenguaje de programación. Esto con el fin de poder controlar canales telefónicos, la 
posibilidad de reproducir audio, obtener datos del cliente (tonos dtmf) y ejecutar 
comandos varios. A diferencia del AMI los AGI son llamados desde el plan de marcación 
de Asterisk y no desde una petición externa explicita. Se utiliza la entrada y salida 
estándar (stdin y stdout) para que un AGI pueda comunicarse con Asterisk. La aplicación 
externa desarrollada puede enviar los mensajes de verificación y notificaciones a la salida 
de errores estándar (stderr). 
 
El archivo de cabecera /include/agi.h define dos estructuras que representan el AGI. La 
primera estructura agi_state, contiene los descriptores de archivos (sockets) utilizados 
para la comunicación tanto para el control de entrada y salida como para el manejo del 
audio. El código asociado es el siguiente: 
 
 
 
                         typedef struct agi_state { 
   int fd;  /* FD for general output */ 
   int audio; /* FD for audio output */ 
   int ctrl;  /* FD for input control */ 
                         } AGI; 
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La acción o función que se desea ejecutar se representa por estructura agi_command. El 
campo *cmda contiene el nombre exacto del comando y la función asociada 
int(*handler) que apunta a la función que implementa el comando, similar al AMI. El 
código asociado es el siguiente: 
 
 
 
typedef struct agi_command { 
  
              /* Null terminated list of the words of the command */ 
 char *cmda[AST_MAX_CMD_LEN]; 
  
/* Handler for the command (channel, AGI state, # of arguments, argument list).  
    Returns RESULT_SHOWUSAGE for improper arguments */ 
 int (*handler)(struct ast_channel *chan, AGI *agi, int argc, char *argv[]); 
 char *summary; 
 char *usage;  
             struct agi_command *next; 
 
} agi_command; 
 
 
 
Al iniciar un AGI desde el plan de marcación, la primera función que se invoca se 
denominada static int run_agi(…). Esta función se encarga de crear y abrir el socket 
utilizando la variable ctrl de la estructura agi_state para el control de entrada. 
Posteriormente se invoca a la función setup_env(…) que se encarga de inicializar los 
valores de las variables mostradas en la tabla 8 ejecutando la siguiente línea de código: 
 
 
 
setup_env(chan, request, agi->fd, (agi->audio > -1)); 
 
 
 
VARIABLE SIGNIFICADO 
agi_request Nombre del AGI que se invoca 
agi_channel Canal del AGI ejm 
agi_language Lenguaje Utilizado (Para las grabaciones) 
agi_type Protocolo que usa el Canal 
agi_uniqueid Uniqueid (id de llamada) del AGI 
agi_callerid Número de teléfono del llamante 
Agi_calleridname Nombre del llamante si lo tiene 
agi_callingpres 0 indica que el caller id esta presente y 1 
indica  que esta bloquedo. 
agi_callingani2 --- 
agi_callington --- 
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agi_callingtns --- 
agi_context Contexto donde se lanzo el AGI 
agi_extension Extensión donde se lanzo el AGI 
agi_priority Prioridad donde se lanzo el AGI 
agi_enhanced --- 
Agi_accountcode Código de cuenta del Canal 
 
Tabla 8. Valores Iniciales del AGI 
 
Estas variables son utilizadas y referenciadas a lo largo de la vida del AGI. Dentro del 
cuerpo de la función se realiza un ciclo infinito que lee el socket esperando a recibir un 
comando. Si se detecta alguna petición se invoca a la función 
agi_handle_command(…). Esta función revisa si la petición es un comando existente y 
tiene los parámetros correctos si es el caso. Después de estas validaciones se llama a la 
función correspondiente a cada comando invocando su manejador ejecutando la siguiente 
línea de código: 
 
res = c->handler(chan, agi, argc, argv);  (Linea 1829) 
 
De esta manera se hace uso del manejador de la estructura agi_command. El ciclo 
termina cuando se detecta la función Hangup o no se puede leer del socket. 
 
Como ilustración, se utilizo la librería PHPAGI [6] que implementa una clase en php para 
el AGI, se desarrollo un pequeño programa de ejemplo para mostrar su funcionalidad. El 
código fuente del archivo test_agi.php se muestra a continuación: 
 
 
 
 #!/usr/bin/php -q 
 <?php 
      set_time_limit(30); 
      require('phpagi.php'); 
      error_reporting(E_ALL); 
 
      $agi = new AGI(); 
      if ($agi->answer()) 
      { 
            $agi->say_time(); 
            $agi->stream_file("demo-congrats"); 
      } 
      else 
      { 
            echo "Error al conectarse \n"; 
      } 
      $agi->hangup(); 
      ?> 
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Este pequeño programa crea una instancia de la clase AGI, solicitando a Asterisk que 
reproduzca la hora actual y un archivo de audio con el nombre demo-congrants. Al 
terminar se solicita explícitamente que se cuelgue el canal. 
 
Para que Asterisk pueda lanzar la aplicación externa, es necesario definir en el plan de 
marcación (archivo extensions.conf) una extensión que llame al AGI y le pase como 
parámetro el nombre del archivo que se desea ejecutar. Para el caso anterior se definio la 
extensión 1234 que se debe configurar de la siguiente manera: 
 
 
    ; Archivo extensions.conf 
            exten => 1234,1,Answer() 
            exten => 1234,n,AGI(test_agi.php) 
            exten => 1234,n,Hangup() 
 
 
 
Cuando un usuario marque la extensión 1234, el modulo del dialplan procesa esta 
petición, primero contestando la llamada con la aplicación Answer(), luego invocando la 
aplicación AGI ejecutando el proceso de php test_agi.php. Cuando termina su ejecución 
se llama a la aplicación Hangup() para que cuelgue el canal. Los valores de las variables, 
mensajes de transmisión y recepción se puede observar desde la consola de Asterisk. Un 
ejemplo de la salida del AGI desarrollado es la siguiente:  
 
 
 
                             
                            AGI Tx >> agi_request: test_agi.php 
                            AGI Tx >> agi_channel: SIP/100-0a0d1d18 
                            AGI Tx >> agi_language: en 
                            AGI Tx >> agi_type: SIP 
                            AGI Tx >> agi_uniqueid: 1209598978.18 
                            AGI Tx >> agi_callerid: 100 
                            AGI Tx >> agi_calleridname: Oscar Rocha 
                            AGI Tx >> agi_callingpres: 0 
                            AGI Tx >> agi_callingani2: 0 
                            AGI Tx >> agi_callington: 0 
                            AGI Tx >> agi_callingtns: 0 
                            AGI Tx >> agi_dnid: 555 
                            AGI Tx >> agi_rdnis: unknown 
                            AGI Tx >> agi_context: default 
                            AGI Tx >> agi_extension: 555 
                            AGI Tx >> agi_priority: 2 
                            AGI Tx >> agi_enhanced: 0.0 
                            AGI Tx >> agi_accountcode: 
                            AGI Tx >> 
                            AGI Rx << ANSWER 
                            AGI Tx >> 200 result=0 
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                            AGI Rx << SAY TIME 1209598978 "" 
                                -- Playing 'digits/6' (language 'en') 
                                -- Playing 'digits/40' (language 'en') 
                                -- Playing 'digits/2' (language 'en') 
                                -- Playing 'digits/p-m' (language 'en') 
                            AGI Tx >> 200 result=0 
                            AGI Rx << STREAM FILE demo-congrats "" 0 
                            AGI Tx >> 200 result=0 endpos=220960 
                            AGI Rx << HANGUP 
                            AGI Tx >> 200 result=1 
 
 
 
Los signos >> y << indican el orden del flujo de los datos, tanto los recibidos por 
Asterisk como los enviados por la aplicación. 
 
Como se menciono anteriormente, cada comando es implementado como una función 
nombrada con el prefijo handle_ y después el nombre del comando. Por ejemplo la 
función handle_streamfile(…) es la encargada de reproducir un mensaje pregrabado al 
llamante. Internamente esta función llama a la función ast_say_digit_str_full(…) que se 
ha implementado en el núcleo de Asterisk. Otra función muy utilizada es 
handle_getdata(…) que internamente llama a la función ast_app_getdata_full(…) 
encargada de capturar datos desde del cliente para ser utilizados por la aplicación. Una 
referencia completa de los comandos utilizados se muestra en la tabla 9.  
 
 
FUNCIÓN DESCRIPCIÓN 
handle_answer Contesta el Canal 
handle_channelstatus Retorna el estado del canal conectado 
handle_dbdel Elimina un valor de la base de datos llave/valor 
handle_dbdeltree Elimina un árbol de la Base de datos llave árbol/valor 
handle_dbget Consulta un valor de la Base de Datos 
handle_dbput Adiciona o Actualiza un valor en la base de datos  
handle_exec Ejecuta la aplicación especificada 
handle_getdata Retorna los tonos DTMF del canal 
handle_getvariablefull Evalúa la expresión  
handle_getoption Reproduce un mensaje y espera por tonos DTMF con un 
tiempo de espera especificado 
handle_getvariable Obtiene la variable especificada 
handle_hangup Cuelga el canal actual 
handle_recvchar Recibe un character del canal si lo soporta  
handle_recvtext Recibe el texto del canal si lo soporta 
handle_recordfile Graba el canal a un archive especificado 
handle_sayalpha Reproduce la cadena de caracteres 
handle_saydigits Reproduce los dígitos como una cadena de caracteres  
handle_saynumber Reproduce el número dado 
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handle_sayphonetic Reproduce el character con fonemas 
handle_saydate Reproduce la fecha 
handle_saytime Reproduce la hora 
handle_saydatetime Reproduce la fecha en el formato especificado 
handle_sendimage Envía una imagen si el canal lo soporta 
handle_sendtext Envía el texto si el canal lo soporta 
handle_autohangup Auto Cuelga el canal en algún momento 
handle_setcallerid Asigna un callerid para el canal  
handle_setcontext Define el contexto del canal 
handle_setextension Cambia la extension del canal 
handle_setmusic Habilita / Deshabilita el generador de música en espera 
handle_setpriority Define la prioridad del canal en el plan de marcación 
handle_setvariable Define una variable de canal 
handle_streamfile Reproduce un mensaje por el canal. 
handle_controlstreamfile Reproduce un archive de audio sobre el canal y permite al 
llamante control sobre la reproducción 
handle_tddmode Toggles TDD mode (for the deaf) --- 
handle_verbose Envía el registro (Log) hacia el modulo verbose log 
handle_waitfordigit Espera que un digito sea presionado 
 
Tabla 9. Funciones del AGI (tomadas de static agi_command(…)) 
 
 
Una variante del AGI se denomina DEADAGI. Este utiliza la misma implementación del 
AGI pero solo es ejecutado cuando el canal ha sido colgado. De esta forma se pueden 
realizar acciones posteriores al cuelgue de un canal. 
 
 
1.5 MODULO DE AGENTES  (chan_agent.so) 
Se denomina agentes a las personas que contestan las llamadas en un Call Center. En 
Asterisk los agentes son configurados en el archivo agents.conf. En este archivo se 
añaden línea a línea los agentes, especificando un número único y una contraseña que lo 
identificara ante el sistema. Cada uno de los agentes debe conectarse a través de un canal 
específico por ejemplo SIP, IAX2 o DAHDI.  Generalmente se utilizan canales SIP que 
se representan como cuentas configuradas en el archivo sip.conf.  
 
Los agentes en un Call Center generalmente utilizan un softphone para conectarse a 
Asterisk. Este software utiliza la multimedia del computador para realizar la 
comunicación e implementa los protocolos y codecs de VoIP mas utilizados. Como 
alternativa puede utilizarse un hardphone. Generalmente estos últimos son más utilizados 
en ambientes de oficina en una arquitectura de PBX tradicional. En la figura 2 [10] se 
muestran los teléfonos de ambos tipos. La mayoría de estos teléfonos en ambas 
presentaciones soportan el protocolo SIP y algunos en menor cantidad el protocolo IAX2.  
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Figura 2.   Softphone Xlite, Hardphone Snom 
 
Para ingresar al sistema los agentes deben realizar un proceso de autenticación. Por 
medio del softphone los agentes marcan una extensión previamente configurada en el 
archivo extensions.conf encargada de invocar a la aplicación AgentLogin(). La 
implementación de esta función se encuentra en el archivo fuente /channels/chat_agent.c 
mas precisamente en la función static int __login_exec(…). Esta función es la que se 
encarga de crear a través de un canal SIP o IAX2, una conexión con un canal agente 
creado por Asterisk. La aplicación solicita al agente que introduzca a través del teclado su 
número de agente y contraseña. La función valida estos datos y mantiene una conexión 
constante entre el servidor y el agente colocando un flujo de media generalmente música 
en espera. 
 
Si el agente ha realizado el proceso de login de forma correcta esta función genera el 
evento Agentlogin que es enviado al AMI con los datos del número del agente, el canal 
de la tecnología por el cual se conecto (SIP, IAX2) y un id de llamada denominado 
uniqueid. La parte del código es la siguiente: 
 
 
manager_event(EVENT_FLAG_AGENT, "Agentlogin", 
                                                              "Agent: %s\r\n" 
                                                              "Channel: %s\r\n" 
                                                              "Uniqueid: %s\r\n", 
                                                              p->agent, chan->name, chan->uniqueid); 
 
 
Un ejemplo del evento leído desde el AMI seria el siguiente: 
 
 
Event: Agentlogin 
Privilege: agent,all 
Agent: 300 
Channel: SIP/192.168.0.133-09e07180 
Uniqueid: 1208217438.0 
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Como se puede observar, el evento que se envía al AMI indica que el agente 300 ha 
realizado exitosamente el proceso de login y esta conectado a travez de un canal SIP 
desde la dirección ip 192.168.0.133, con el id de llamada 1208217438.0. Posteriormente, 
Asterisk registra en el archivo log el evento correspondiente al ingreso de agente en el 
sistema ejecutando la instrucción: 
 
 
ast_queue_log("NONE", chan->uniqueid, agent, "AGENTLOGIN", "%s", chan->name); 
       
 
De esta manera se guarda el registro del ingreso de un agente al ACD. A continuación se 
revisara con más detalle la representación de los agentes. 
  
Los agentes en Asterisk están representados por la siguiente estructura de datos: 
 
 
struct agent_pvt { 
        ast_mutex_t lock;              /*< Channel private lock */ 
        int dead;                            /*< Poised for destruction? */ 
        int pending;                       /*< Not a real agent -- just pending a match */ 
        int abouttograb;                 /*< About to grab */ 
        int autologoff;                  /*< Auto timeout time */ 
        int ackcall;                     /*< ackcall */ 
        time_t loginstart;              /*< When agent first logged in (0 when logged off) */ 
        time_t start;                    /*< When call started */ 
        struct timeval lastdisc;     /*< When last disconnected */ 
        int wrapuptime;                /*< Wrapup time in ms */ 
        ast_group_t group;           /*< Group memberships */ 
        int acknowledged;           /*< Acknowledged */ 
        char moh[80];                    /*< Which music on hold */ 
        char agent[AST_MAX_AGENT];    /*< Agent ID */ 
        char password[AST_MAX_AGENT];   /*< Password for Agent login */ 
        char name[AST_MAX_AGENT]; 
        ast_mutex_t app_lock;           /*< Synchronization between owning applications */ 
        volatile pthread_t owning_app;  /*< Owning application thread id */ 
        volatile int app_sleep_cond;    /*< Sleep condition for the login app */ 
        struct ast_channel *owner;      /*< Agent */ 
        char loginchan[80];             /*< channel they logged in from */ 
        char logincallerid[80];         /*< Caller ID they had when they logged in */ 
        struct ast_channel *chan;       /*< Channel we use */ 
        struct agent_pvt *next;         /*< Next Agent in the linked list. */ 
}; 
 
 
La estructura agent_pvt se representa mediante una lista simplemente encadenada, donde 
cada nodo corresponde a un agente. La estructura como tal posee un apuntador al 
siguiente nodo de la lista campo struct agent_pvt *next. Los demás campos representan 
las características más representativas de un agente, entre estas se enuentran: 
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• Id del agente, campo char agent[AST_MAX_AGENT],  
• Contraseña, campo char password[AST_MAX_AGENT] ,  
• Canal desde donde realizó el proceso de login, campo char loginchan[80], 
• Tiempo de postproceso, campo int wrapuptime,  
• Tiempo de trabajo del agente, campo time_t loginstart,  
• Tiempo de duración de cada llamada, campo time_t start,   
• Fecha y hora del cuelgue de la última llamada, campo struct timeval lastdisc.  
 
En particular este último campo es utilizado para determinar cuando el tiempo de 
postproceso ha terminado indicando que el agente esta disponible para recibir una nueva 
llamada. También es utilizado en los algoritmos de distribución de llamadas 
específicamente en el algoritmo Least Recent que se comenta en la sección 1.6.1. 
 
Cuando el agente ha completado el proceso de Login esta disponible para recibir 
llamadas. Una vez la llamada es procesada por la aplicación de las colas, se selecciona a 
un agente disponible invocando a la función static int agent_call(…).  Esta función es la 
encargada de relizar la conexión entre el canal de la llamada entrante y el canal del 
agente. La función del núcleo ast_call(…) es llamada para unir el canal de la llamada 
entrante p->chan, con el canal del agente ejecutando la siguiente instrucción: 
 
res = ast_call(p->chan, p->loginchan, 0) (Línea 667) 
 
Una vez la llamada es conectada el agente es notificado mediante un aviso sonoro, 
reproduciendo un archivo de audio generalmente un pito (beep). La función del núcleo 
encargada de hacer esto es ast_streamfile(…). 
 
res = ast_streamfile(p->chan, beep, p->chan->language) (Linea 674) 
   
La función termina asignado un codec a la llamada, por medio de un proceso de 
negociación, esto se realiza con la siguiente instrucción: 
 
res = ast_set_read_format(p->chan, ast_best_codec(p->chan->nativeformats)) 
 
Cuando la llamada termina se invoca a la funcion static int agent_hangup(…). Esta 
función se encarga de colgar el canal agente, y almacenar en el campo p->lastdisc la  
fecha de la llamada.  
 
Adicionalmente se definen las funciones para la creación y eliminación de un agente de 
de la lista encadenada. Esto se implementa en la funciones static struct agent_pvt 
*add_agent(…) y en la función static int agent_cleanup(…). 
 
Asterisk permite la grabación digital de las llamadas en los formatos wav y gsm. El inicio 
de la grabación de cualquier llamada puede indicarse explícitamente en el archivo 
extensions.conf  por medio de la aplicación MixMonitor(). Otra forma es habilitar la 
grabación automática de las llamadas solo para los agentes, configurando un parámetro 
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en la sección general del archivo agents.conf.  Los parámetros y una breve descripción se 
muestran en la tabla 10.  
 
 
PARÁMETRO DESCRIPCIÓN 
recordagentcalls=yes Habilita la grabación de llamadas 
recordformat=gsm  
 
Especifica el formato a utilizar (wav, gsm, 
wav49)  
createlink=yes Coloca el nombre de la grabación en el campo 
userfield del CDR 
urlprefix=http://host.domain/calls/ Permite adicionar este texto en el CDR para 
crear el nombre del enlace de la grabación.  
savecallsin=/var/calls 
 
 Especifica el directorio donde almacenar las 
grabaciones, por defecto es  
/var/spool/asterisk/monitor 
 
Tabla 10. Parámetros de Grabación agents.conf 
 
La grabación automática de las llamadas para los agentes se implementa en la función 
static int _agent_start_ monitoring(…). Esta a su vez llamada a las funciones del 
núcleo ast_monitor_ start(…) que inicia la grabación de cada uno de los canales por 
separado5 y a la función ast_monitor_ setjoinfiles(…) que mezcla los canales en tiempo 
real. Si la opción createlink esta habilitada se llama a la función 
ast_cdr_setuserfield(…) encargada de guardar en el campo userfield del CDR6 el enlace 
completo con el nombre de la grabación. 
 
 
 
 
1.6 MODULO DE COLAS  (app_queue.so) 
 
 
Asterisk tiene desarrollado nativamente distribuidor automático de llamadas (ACD) que 
permite la distribución y enrutamiento de las llamadas hacia los agentes de una o varias 
colas de acuerdo a un algoritmo de distribución especificado. Las llamadas que ingresan 
son distribuidas hacia los agentes cuando estos están disponibles, en caso contrario las 
llamadas son colocadas en espera y posteriormente distribuidas según el algoritmo 
seleccionado. Los miembros de las colas generalmente los agentes7 pueden pertenecer a 
una o más colas y deben realizar el proceso de login que se comento en la sección 
anterior para poder recibir llamadas.  
 
                                                 
5 Todas las llamadas son representadas por dos canales, uno de entrada y de salida. 
6 El campo userfield del CDR esta diseñado para que el usuario puede almacenar cualquier tipo de 
información que sea relevante, con el fin de asociarlo a la llamada. 
7 Los miembros de una cola no solamente puede ser agentes, sino también puede ser extensiones SIP, IAX2 
o canales Dahdi. 
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Los eventos del ACD son notificados al AMI si se habilita la opción eventwhencalled en 
el archivo queues.conf  para cada una de las colas. La implementación de los algoritmos y 
toda la funcionalidad del manejo de colas se encuentra en el archivo /apps/app_queue.c. 
A continuación se estudiara de manera mas profunda el funcionamiento del ACD 
haciendo referencia a las estructuras que lo componen y a las principales funciones 
desarrolladas. 
 
En primer lugar, se define una equivalencia numérica, de cada uno de los algoritmos de 
distribución de llamadas para los miembros de una cola, el código asociado es el 
siguiente: 
 
 
 
#define QUEUE_STRATEGY_RINGALL                      0 
#define QUEUE_STRATEGY_ROUNDROBIN          1 
#define QUEUE_STRATEGY_LEASTRECENT         2 
#define QUEUE_STRATEGY_FEWESTCALLS         3 
#define QUEUE_STRATEGY_RANDOM         4 
#define QUEUE_STRATEGY_RRMEMORY         5 
 
 
 
Para mayor comodidad se define una estructura denominada strategy que tiene como 
campos un número entero que identifica al algoritmo y una descripción corta del mismo. 
 
 
static struct strategy { 
  int strategy; 
  char *name; 
} strategies[] = { 
  { QUEUE_STRATEGY_RINGALL, "ringall" }, 
  { QUEUE_STRATEGY_ROUNDROBIN, "roundrobin" }, 
  { QUEUE_STRATEGY_LEASTRECENT, "leastrecent" }, 
  { QUEUE_STRATEGY_FEWESTCALLS, "fewestcalls" }, 
  { QUEUE_STRATEGY_RANDOM, "random" }, 
  { QUEUE_STRATEGY_RRMEMORY, "rrmemory" }, 
}; 
 
 
El ACD implementado por Asterisk se define en 3 estructuras principalmente. La 
estructura member que representa a los agentes, la estructura queue_ent representa las 
llamadas entrantes y la estructura call_queue representa una cola de llamadas. En la 
figura 3 se muestra la interacción lógica entre las estructuras. La estructura call_queue se 
representa en la figura por los nodos C1, C2 y C3 conformando una lista simplemente 
encadenada compuesta por cada una de las colas configuradas en Asterisk.  
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Figura 3. Estructuras Lógicas del ACD 
 
Cada nodo de call_queue tiene un apuntador a la cabeza de otra lista encadenada 
conformada por nodos E de la estructura queue_ent representando la llamadas que hay 
en espera para cada unas de las cola. Adicionalmente tiene un apuntador a la cabeza de 
otra lista encadenada representada por los nodos M de la estructura member que 
representa los agentes que están en ese momento conectados al sistema. La definición de 
la estructura member es la siguiente: 
 
struct member { 
         char interface[80];         /*!< Technology/Location */ 
int penalty;                      /*!< Are we a last resort? */ 
         int calls;                        /*!< Number of calls serviced by this member */ 
         int dynamic;                     /*!< Are we dynamically added? */ 
         int status;                       /*!< Status of queue member */ 
         int paused;                       /*!< Are we paused (not accepting calls)? */ 
         time_t lastcall;                 /*!< When last successful call was hungup */ 
        unsigned int dead:1;       /*!< Used to detect members deleted in realtime */ 
         unsigned int delme:1;     /*!< Flag to delete entry on reload */ 
         struct member *next;      /*!< Next member */ 
}; 
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Esta estructura representa a un miembro de la cola. Los miembros pueden ser agentes o 
extensiones SIP, IAX2 o DAHDI. Los campos en su mayoría reflejan el estado del 
miembro en la cola. Los campos son los siguientes: 
 
• Canal del miembro, campo char interface[80]. 
• Campo int penalty, que permite dar prioridad a ciertos miembros para contestar las 
llamadas. 
• Número de llamadas contestadas, campo int calls, 
• Campo int dynamic,  que indica si el miembro ha sido adicionado dinámicamente 
a la cola.  
• Estado del miembro, campo int status que puede tener los valores ADDED, 
MEMBERALREADY, NOSUCHQUEUE. 
• Campo int paused, que indica si el miembro esta pausado.  
• Fecha de la última llamada que fue colgada exitosamente, campo time_t lastcall.  
 
A diferencia de la estructura agent_pvt comentada en la sección 1.5, la estructura 
member refleja el estado del agente en la cola en cambio la estructura agent_pvt refleja 
el canal agente como tal, por eso define variables propias del agente como nombre, 
contraseña y variables funcionales como el hilo de ejecución.  
 
La estructura queue_ent representa una llamada que ingresa a la cola. El código asociado 
se muestra a continuación: 
 
 
struct queue_ent { 
        struct call_queue *parent;        /*!< What queue is our parent */ 
        char moh[80];                      /*!< Name of musiconhold to be used */ 
        char announce[80];           /*!< Announcement to play for member */ 
        char context[AST_MAX_CONTEXT];   /*!< Context when user exits queue */ 
        char digits[AST_MAX_EXTENSION];  /*!< Digits entered while in queue */ 
        int pos;                           /*!< Where we are in the queue */ 
        int prio;                          /*!< Our priority */ 
        int last_pos_said;                 /*!< Last position we told the user */ 
        time_t last_periodic_announce_time;      
        time_t last_pos;                   /*!< Last time we told the user their position */ 
        int opos;                          /*!< Where we started in the queue */ 
        int handled;                       /*!< Whether our call was handled */ 
        time_t start;                      /*!< When we started holding */ 
        time_t expire;                     /*!< Time out of queue */ 
        struct ast_channel *chan;         /*!< Our channel */ 
        struct queue_ent *next;           /*!< The next queue entry */ 
}; 
 
 
 
Los campos de esta estructura proporcionan la información necesaria para la ejecución 
del algoritmo de distribución de llamadas. Los campos más representativos son: 
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• Posición actual en la cola, campo int pos. 
• Prioridad de la llamada, campo int prio8.  
• Posición original de ingreso a la cola, campo int opos. 
• Tiempo de espera en la cola, campo time_t start. 
• Tiempo máximo que puede durar una llamada en la cola campo time_t expire para 
que se considere un timeout y la llamada sea procesada por otra aplicación.         
 
A continuación se muestran la definición de la estructura que representa una cola de 
llamadas: 
 
 
struct call_queue { 
        ast_mutex_t lock; 
        char name[80];                          /*!< Name */ 
        char moh[80];                           /*!< Music On Hold class to be used */ 
        char announce[80];                  /*!< Announcement to play when call is answered */ 
        char context[AST_MAX_CONTEXT];  /*!< Exit context */ 
        unsigned int monjoin:1; 
        unsigned int dead:1; 
        unsigned int joinempty:2; 
        unsigned int eventwhencalled:1; 
        unsigned int leavewhenempty:2; 
        unsigned int reportholdtime:1; 
        unsigned int wrapped:1; 
        unsigned int timeoutrestart:1; 
        unsigned int announceholdtime:2; 
        unsigned int strategy:3; 
        unsigned int maskmemberstatus:1; 
        unsigned int realtime:1; 
        int announcefrequency;           /*!< How often to announce their position */ 
        int periodicannouncefrequency;   /*!< How often to play periodic announcement */ 
        int roundingseconds;             /*!< How many seconds do we round to? */ 
        int holdtime;                 /*!< Current avg holdtime */ 
        int callscompleted;               /*!< Number of queue calls completed */ 
        int callsabandoned;              /*!< Number of queue calls abandoned */ 
        int servicelevel;                 /*!< seconds setting for servicelevel*/ 
        int callscompletedinsl;          /*!< Number of calls answered with servicelevel*/ 
        char monfmt[8];                   /*!< Format to use when recording calls */ 
        …. 
 
        int count;                        /*!< How many entries */ 
        int maxlen;                       /*!< Max number of entries */ 
        int wrapuptime;                   /*!< Wrapup Time */ 
 
        int retry;                               /*!< Retry calling everyone after this amount of time */ 
                                                 
8  Previamente a la invocación de la aplicación app_queue puede declararse la variable  
QUEUE_PRIO  con un valor mayor al de defecto (0) para que una vez la llamada ingrese a la cola sea 
posicionada como la primera en ser atendida. 
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        int timeout;                      /*!< How long to wait for an answer */ 
        int weight;                       /*!< Respective weight */ 
        /* Queue strategy things */ 
        int rrpos;                        /*!< Round Robin - position */ 
        int memberdelay;                  /*!< Seconds to delay connecting member to caller */ 
 
        struct member *members;        /*!< Head of the list of members */ 
        struct queue_ent *head;            /*!< Head of the list of callers */ 
        struct call_queue *next;            /*!< Next call queue */ 
}; 
 
 
 
Son bastantes los campos que componen esta estructura. Los más representativos se 
describen en  la tabla 11. 
 
 
CAMPO SIGNIFICADO 
joinempty Permite encolar una llamada sino hay agentes en el sistema 
eventwhencalled Genera un evento al AMI al ingresar a la cola 
leavewhenempty Vacía la cola de llamadas cuando no hay agentes en el sistema 
reportholdtime Permite el reporte de tiempo en espera 
callscompleted Número de Llamadas Completadas 
callsabandoned Número de Llamadas Abandonadas (Colgadas por el Cliente) 
servicelevel Nivel de Servicio9
callscompletedinsl Número de Llamadas Contestadas dentro del Nivel de Servicio 
Count Número de Llamadas Entrantes a la Cola 
Maxlen Tamaño máximo de la Cola 
wrapuptime Tiempo de Postproceso 
Rrpos Posición de la Estrategia Round Robin 
memberdelay Segundos de retraso antes de conectar la llamada con un agente 
member *members Apuntador a la cabeza de la lista de Agentes 
queue_ent *head Apuntador a la cabeza de la lista de llamadas 
call_queue *next Apuntador a la siguiente cola 
 
Tabla 11. Campos de la Estructura call_queue 
 
Es posible configurar para cada una de las colas (archivo queues.conf) los siguientes 
parámetros: 
 
• Tamaño máximo de la cola, parámetro maxlen. 
• Permitir el ingreso a la cola sino no hay agentes conectados, parámetro joinempty. 
                                                 
9   El Nivel de Servicio es una de los parámetros mas utilizados en un Call Center para medir la 
efectividad del mismo. El nivel de servicio se calcula de acuerdo a un tiempo umbral de atención. El mas 
conocido es el 80/20 el cual significa que se deben atender el 80% de las llamadas antes de 20 segundos. 
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• Elimar las llamadas de la cola, si esta se queda sin agentes conectados, parámetro 
leavewhenempty. 
 
Los tres casos posibles de una llamada que entra al ACD son:  
 
• La llamada es encolada. 
• La llamada es rechazada por la cola debido a algún parámetro de 
configuración (ejem joinempty=no , maxlen=3)  
• La llamada es eliminada de la cola por cumplir el tiempo máximo en espera.  
 
Este tipo de situaciones se representan por el arreglo denominado queue_results[]. Estos 
resultados son utilizados en la primera función que se invoca a llamar a la aplicación 
app_queue. El código asociado se muestra a continuación:  
 
queue_results[] = { 
  { QUEUE_UNKNOWN, "UNKNOWN" }, 
  { QUEUE_TIMEOUT, "TIMEOUT" }, 
  { QUEUE_JOINEMPTY,"JOINEMPTY" }, 
  { QUEUE_LEAVEEMPTY, "LEAVEEMPTY" }, 
  { QUEUE_JOINUNAVAIL, "JOINUNAVAIL" }, 
  { QUEUE_LEAVEUNAVAIL, "LEAVEUNAVAIL" }, 
  { QUEUE_FULL, "FULL" }, 
}; 
 
A continuación se comentan en detalle cada una de las funciones que hacen posible el 
encolamiento y distribución de las llamadas.   
 
La función static int join_queue(…) recibe como parámetros el nombre de la cola,  un 
apuntador a la estructura queue_ent y un apuntador al arreglo queue_results[] 
comentado anteriormente. Esta función, valida inicialmente si la cola permite llamadas 
sin agentes en el sistema y el tamaño máximo permitido de la cola. Si estas condiciones 
se cumplen se procede a revisar el valor de la variable QUEUE_PRIO. Esta variable 
debe definirse con anterioridad en el plan de marcación antes de llamar a la aplicación 
Queue(), esto con el fin de darle mayor o menor prioridad a una llamada y con el fin de 
insertarla en la cabeza de la cola. Con o sin prioridad se llama a la función 
insert_entry(...). Esta función inserta el objeto dinámico en la lista encadenada 
desplazándose por la misma y colocándola en la posición indicada (dependiendo de la 
prioridad). Una vez la llamada es puesta en la cola se genera un evento al AMI 
denominado join. El código asociado  del evento es el siguiente: 
 
 
manager_event(EVENT_FLAG_CALL, "Join",  
                                     "Channel: %s\r\nCallerID: %s\r\nCallerIDName: %s\r\nQueue:            
                                      %s\r\nPosition: %d\r\nCount: %d\r\n", 
     qe->chan->name,  
     qe->chan->cid.cid_num ? qe->chan->cid.cid_num : "unknown", 
     qe->chan->cid.cid_name ? qe->chan->cid.cid_name : "unknown", 
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     q->name, qe->pos, q->count ); 
 
 
 
Un ejemplo del evento leído desde el AMI es el siguiente: 
 
 
 
         Event: Join 
         Privilege: call,all 
         Channel: SIP/192.168.0.133-09b78d78 
         CallerID: 16500800  
         CallerIDName: Oscar Rocha 
         Queue: TEST 
         Position: 1 
         Count: 1 
 
 
 
El primer campo del evento representa el nombre del mismo (Join). El segundo indica los 
privilegios que debe tener el usuario para poder leer este tipo de eventos. Los demás 
valores indican información acerca de la llamada. El campo canal representa el protocolo 
que utiliza la llamada (en este caso SIP), el número y nombre del llamante (16500800, 
Oscar Rocha), el nombre de la cola (TEST), la posición en la cola (1) y el número de 
llamadas en la cola (1). 
 
Cuando un usuario esta en cola, y por algún motivo cuelga la llamada sin ser atendido por 
un agente, se invoca a la función static void leave_queue(…) la cual resta uno a las 
llamadas en cola, reorganiza la lista encadenada y genera el evento Leave al AMI 
indicando que se ha abandonado una llamada.  
 
Un ejemplo del evento leído desde el AMI seria el siguiente: 
 
 
 
         Event: Leave 
         Privilege: call,all 
         Channel: SIP/192.168.0.133-09b78d78 
         Queue: TEST 
         Count: 0 
 
 
 
El campo Count representa el número de llamadas en cola, después del abandono. Al 
terminar la función, se verifica el campo dead de la estructura call_queue con el fin de 
eliminar definitivamente la llamada de la cola, primero llamando a la función 
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remove_queue(…) que se encarga de eliminar la llamada de la lista encadenada y a la 
función destroy_queue (…)  que libera la memoria asociada a esta llamada. 
 
Hasta el momento se ha comentado el caso en que la llamada entra a la cola y es 
abandonada por el llamante sin ser atendido. Cuando la llamada es la primera en la cola 
el ACD busca un agente disponible invocando a la función denominada static int 
try_calling(…). Esta función es la encargada de buscar un agente disponible para atender 
la llamada según el algoritmo seleccionado. La función se compone de un ciclo que 
recorre la lista encadenada de los agentes de la cola calculando una métrica que depende 
del algoritmo. La métrica se calcula llamando a la función calc_metric(…).  
Posteriormente se procede a llamar a la mejor interfaz resultante de la función 
calc_metric(…)  invocando a la función ring_one(…). Esta a su vez realiza un ciclo 
buscando la mejor métrica, una vez encontrada llama a la función ring_entry(…) 
encargada de realizar la conmutación entre entre el canal de la llamada (tecnología SIP,  
IAX2 o DAHDI) con el canal Agente. 
 
Posteriormente se notifica al AMI que se ha intentado hacer el llamado a un agente por 
medio del evento denominado AgentCalled. El código asociado al evento se muestra a 
continuación: 
 
 
manager_event(EVENT_FLAG_AGENT, "AgentCalled", 
    "AgentCalled: %s\r\n" 
    "ChannelCalling: %s\r\n" 
    "CallerID: %s\r\n" 
    "CallerIDName: %s\r\n" 
    "Context: %s\r\n" 
    "Extension: %s\r\n" 
    "Priority: %d\r\n", 
   tmp->interface, qe->chan->name, 
   tmp->chan->cid.cid_num ? tmp->chan->cid.cid_num : "unknown", 
   tmp->chan->cid.cid_name ? tmp->chan->cid.cid_name : "unknown", 
   qe->chan->context, qe->chan->exten, qe->chan->priority); 
 
 
 
Si los canales no pudieron ser conmutados por algún motivo se invoca a la función 
leave_queue(…) comentada anteriormente para sacar la llamada de la cola. En caso 
contrario se llama a la función del núcleo ast_bridge_call() encargada de unir los canales 
y establecer la llamada. Esta confirmación genera un evento al AMI denominado 
AgentConnect el cual confirma que el agente que se llamo pudo ser conectado con la 
llamada entrante. 
 
Si por alguno motivo el agente colgó la llamada en ese instante o no se pudo establecer la 
llamada, se notifica al AMI mediante el evento AgentDump indicando que la llamada no 
se pudo conectar. 
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La función principal del modulo se denomina static int queue_exec(…). Esta función es 
la primera que se invoca cuando una llamada desea entrar a la cola y  hace uso de las 
funciones que se comentaron anteriormente. Cuando la llamada es recibida, se ingresa a 
la cola respectiva llamando a la función join_queue(…).  
 
Una vez la llamada esta esperando en la cola se llama a la función wait_our_turn(…)  
que se compone de un ciclo infinito. Dentro de este ciclo se llama a la función 
is_our_turn(…)  que verifica si la llamada actual es la cabeza de la lista. Si es así, se sale 
del ciclo y devuelve el valor de 1, en caso contrario 0. Si la llamada es la primera en la 
cola esta debe ser la próxima en ser atendida.  Esto es implementado en un ciclo infinito 
que termina si la llamada es contestada, o si el cliente digita algún digito de escape 
(configurado en extensions.conf) para salir de la cola o por que se alcanzo el tiempo 
máximo de espera definido en timeout. Adicionalmente dentro de este ciclo se invoca a la 
función try_calling(…) encargada de calcular la métrica para cada uno de los agentes 
libres dependiendo de la estrategia seleccionada, y luego conectando la llamada con el 
Agente. Dentro de este ciclo también se verifica si aun hay agentes en la cola disponibles 
o si se ha alcanzado el valor del timeout.  Una vez la llamada es colgada se emite el 
evento al AMI indicando que la llamada ha finalizado satisfactoriamente generando el 
evento denominado AgentComplete. 
 
En al figura 4  se esquematiza el camino que sigue una llamada y los diferentes eventos 
que se generan al AMI. Se ha hecho aquí énfasis en los eventos generados por la 
aplicacion ya que estos permiten conocer el estado del ACD fuera de Asterisk. 
 
 
 
 
Figura 4. Diagrama de Eventos de una llamada en Cola 
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1.6.1 Estrategias del ACD 
 
 
Las diferentes estrategias del ACD permiten definir la forma como se realiza la 
distribución de las llamadas en cada una de las colas. A continuación se comentan 
brevemente cada una de ellas. 
 
• Estrategia RingAll: Esta estrategia llama a todos los agentes que están 
disponibles hasta que uno de ellos contesta la llamada. 
 
• Estrategia RoundRobin: Esta estrategia llama a cada uno de los agentes 
disponibles siempre comenzado desde la siguiente interfaz que contesto la ultima 
llamada. Por ejemplo si hay tres agentes enumerados con 1, 2, 3 y suponiendo que 
comienza con el agente 1 la primera llamada intentara conectarse con la secuencia 
1 - > 2 - > 3, la segunda llamada será 2 - > 3 - >1  y la tercera 3 -> 1 -> 2  y así 
sucesivamente [11]. 
 
• Estrategia FewestCalls:  Esta estrategia llama al agente que menos llamadas 
haya completado. El algoritmo no revisa la fecha de ingreso del agente al sistema  
por lo tanto si un agente se registra mas tarde que los demás y los primeros ya han 
contestado llamadas, todas las llamadas posteriores serán enrutadas a este agente 
hasta que complete como mínimo el mismo número llamadas del que menos haya 
contestado. Obviamente si el agente que ingreso de ultimo esta ocupado la 
siguiente llamada será enrutada al agente que menos llamadas haya contestado de 
los disponibles. 
 
• Estrategia LeastRecent: Esta estrategia busca al agente que menos 
recientemente haya sido llamado, tratando que todos los agentes contesten el 
mismo número de llamadas. Esta estrategia tampoco revisa la fecha de ingreso del 
agente al sistema presentándose el caso similar a la estrategia FewestCalls. 
 
• Estrategia Random: Esta estrategia selecciona un agente disponible de forma 
aleatoria. 
 
• Estrategia Rrmemory: Esta estrategia es round robin con memoria. Se recuerda 
el ultimo agente que se intento llamar, por lo tanto en la próxima llamada, el 
agente seleccionado será el siguiente agente en la lista. Continuando con el 
ejemplo de la estrategia round robin si existen tres agentes 1, 2, 3 la primera 
llamada seguira por ejemplo la secuencia 1 -> 2, si la llamada es contestada la 
siguiente llamada será para 3 -> 1 y si es contestada la siguiente llamada será 2 –> 
3 -> 1, al caso contrario de round robin no se repite el agente que se intento llamar 
en la asignación anterior [11]. 
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1.7 COMENTARIOS SOBRE EL DISEÑO DE ASTERISK 
 
 
En términos generales Asterisk utiliza un diseño modular, el núcleo central es el 
encargado de cargar los diferentes módulos definidos por el usuario. Cada módulo 
implementa un protocolo (SIP, IAX2), aplicación (app_dial) o formato (wav, jpeg).  
 
El núcleo esta programado para usar múltiples hilos (multihilo). Solo los canales de 
origen y los canales que están ejecutando una aplicación corren como un hilo [12].  Se 
han realizado fuertes críticas a una práctica que se denomina enmascaramiento de canal.  
Este procedimiento se evidencia en la transferencia de llamadas. Cuando una llamada 
esta en curso los dos canales estan conectados y corren en un hilo, a la hora de realizar 
una transferencia el canal del llamante debe primero ser transferido a otro hilo, proceso 
en el cual las variables de ese canal deben ser extraídas del objeto dinámico en memoria y 
almacenadas en otro [12].  
 
Algo similar ocurre en el caso contrario. El hilo es descartado clonando el canal y 
registrando el cuelgue del canal original, lo que adicionalmente requiere que se haga una 
intervención en el módulo del CDR para que no se registre una nueva llamada. Por este 
motivo cuando se realiza una o varias transferencias pueden verse 3 o 4 canales en una 
misma llamada [12]. 
 
Como se comento en el capitulo 1, Asterisk hace uso de listas simplemente encadenas en 
varios de sus módulos. Los canales abiertos también son representados como una lista 
encadenada. En términos de programación el manejo de listas encadenadas en 
aplicaciones multihilos de tiempo real es complejo y puede presentar problemas [12]. 
Generalmente estos se refleja en el uso de la exclusión mutua. La exclusión mutua 
asegura que solo un hilo pueda realizar una operación de asignación o actualización de 
una variable o referencia a la lista. Fácilmente se puede correr el riesgo que un hilo este 
eliminado un nodo, mientras que otro este circulando la lista, causando violaciones de 
segmento de memoria (segmentation fault) y la terminación inmediata de la aplicación 
[12]. Los mensajes de alerta acerca de este tipo de situaciones son reportadas en Asterisk 
como “Avoiding initial deadlock 10 times”. Este mensaje significa, que se esta intentando 
bloquear un hilo (exclusión mutua), ya que otro u otros necesitan realizar alguna 
operación sobre el recurso compartido. Si el hilo no se puede detener porque aun no ha 
terminado su tarea, esta se descarta y ya no se intenta mas bloquearlo lo que causa 
inconsistencias en la aplicación.  
 
Con relación al AMI,  también se han reportado problemas de bloqueos en los hilos, por 
la razón expuesta anteriormente. Los eventos del Manager no están muy bien 
estructurados como protocolo y son difíciles de interpretar [12]. La conexión al AMI 
permite al cliente esencialmente escribir cualquier dato en el socket permitiendo un 
acceso directo al módulo, lo que puede convertirse en una falla de seguridad para la 
aplicación.  
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El núcleo de Asterisk posee algunas dependencias con otros módulos. Por ejemplo toda la 
lógica para el establecimiento de una llamada está desarrollada en la aplicación app_dial 
y res_features y no en el núcleo de Asterisk. Para la versión 1.2 res_feature contiene las 
funciones de más alto nivel para manejo del audio [12].   
 
Los comentarios anteriores son reseñados por Anthony Minessale quien fue desarrollador 
y miembro activo del proyecto Asterisk. Constantes discusiones sobre el diseño y 
perspectivas sobre el proyecto lo motivaron a proponer y desarrollar su propio proyecto 
Open Source denominado FreeSwitch10. Según Anthony en el diseño de esta nueva 
aplicación cada canal tiene asociado su propio hilo sin importar la tarea que este 
realizando y utiliza una maquina de estados para navegar en el núcleo, lo que permite 
asegurar que cada canal sigue un camino predecible. Como cada canal tiene su propio 
hilo y es necesario que el núcleo se comunique con ellos , se utiliza un bloqueo de lectura 
y escritura utilizando un algoritmo hash en vez de una lista encadenada lo que garantiza 
que el canal no puede ser accedido o terminado fuera del hilo que lo esta 
referenciando[12]. 
 
Algunas de estas apreciaciones se han tenido en cuenta y versiones mas recientes de 
Asterisk como la 1.6 aun en etapa de pruebas, lo implementan. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 
10 Para mayor informacion del proyecto Freswitch se puede visitor la pagina http://www.freeswitvch.org 
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2. MODELAMIENTO DE UN CALL CENTER 
 
 
 
Los orígenes de los modelos de colas se remontan a los años 1909 a 1917 en la industria 
telefónica gracias a los estudios realizados por el matemático Danés Agner Krarup 
Erlang. Nuevos modelos se han desarrollado con el fin de incorporar nuevas 
características que los hacen aun más completos. Cuado el análisis matemático se vuelve 
complejo se opta por la utilización de herramientas como la simulación, muy común en 
este tipo de escenarios. 
 
 
 
2.1 DEFINICIONES BÁSICAS 
 
Los modelos de colas consideran una o más fuentes que realizan peticiones de servicio. 
Estas peticiones son atendidas por servidores con el fin de satisfacer la demanda. En el 
caso de un sistema telefónico la fuente son las llamadas y los servidores son las líneas 
telefónicas, para un Call Center la única diferencia es que los servidores son los agentes 
del sistema. 
 
En los modelos generalmente se considera que el número de peticiones desde las fuentes 
es bastante grande comparado con el número de servidores. Adicionalmente se cuenta 
con un número limitado de servidores. A continuación se presentan los modelos mas 
conocidos. 
 
 
2.2 MODELOS BASADOS EN TEORÍA DE COLAS  
 
 
Por lo general, las tasas de llegada y de servicio no se conocen con certidumbre sino que 
son de naturaleza estocástica o probabilística. Es decir los tiempos de llegada y de 
servicio deben describirse a través de distribuciones de probabilidad y las distribuciones 
de probabilidad que se elijan deben describir la forma en que se comportan los tiempos 
de llegada y de servicio. En teoría de colas se utilizan tres distribuciones de probabilidad 
bastante comunes, están son: 
 
• Markov. 
• Deterministica. 
• General. 
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La distribución de Markov, en honor al matemático Andrei Markov quien identifico los 
eventos sin memoria, se utiliza para describir ocurrencias aleatorias, es decir, aquellas de 
las que se puede decir que carecen de memoria con respecto a eventos pasados.  
 
Una distribución determinística es aquella en que los sucesos ocurren en forma constante 
y sin cambio. La distribución general sería cualquier otra distribución de probabilidad. Es 
posible describir el patrón de llegadas por medio de una distribución de probabilidad y el 
patrón de servicio a través de otra. 
 
Para permitir un uso adecuado de los diversos sistemas de colas, el matemático británico  
Kendall, elaboro una notación abreviada para describir en forma sencilla los parámetros 
de un sistema de este tipo. En la notación Kendall un sistema de colas se designa como: 
 
A / B / C 
 
En donde: 
 
A = se sustituye por la letra que denote la distribución de llegada. 
B = se sustituye por la letra que denote la distribución de servicio. 
C = se sustituye por el entero positivo que denote el número de canales de servicio.  
 
La notación kendall también utiliza M = Markoviano, D = determinística, G = General, 
por ejemplo un sistema de colas de espera con llegadas aleatorias, servicio determinístico 
y tres canales de servicio se identificará en notación Kendall como: 
 
M / D / 3 
 
En todos los casos se supone que solo existe una sola línea de entrada. Es evidente que 
existen otros atributos aparte de los que se comentaron anteriormente y que deben tenerse 
en cuenta, algunos de estos son: 
 
• El tamaño de la población de las llamadas que ingresan al sistema de colas. 
• La forma en que las llamadas ingresan al sistema, por ejemplo una por una o en 
forma de grupos. 
• El hecho que las llamadas sean rechazadas o no debido al tamaño de la cola de 
espera. 
• El hecho que las llamadas sean bloqueadas y/o abandonadas en el sistema después 
de haber esperado un tiempo máximo en la cola. 
• Si existe o no espacio suficiente para que todas las llamadas que llegan aguarden 
en la cola de espera. 
 
Este tipo de consideraciones se tienen en cuenta en algunos modelos matemáticos. Los 
modelos mas conocidos son los siguientes:  
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2.2.1 El modelo Erlang C 
 
Es el modelo tradicional para el dimensionamiento de Call Centers, es del tipo M/M/N, 
donde N representa la cantidad de agentes y el número de lineas igual a 1. Este modelo 
considera llegadas y tiempos de servicio exponenciales de tasas λ y μ respectivemente. 
En la figura 5, se esquematiza el modelo. 
 
Los abandonos de llamadas, bloqueos y reintentos no son tomados en cuenta en este 
modelo haciendolo lo mas simple posible. 
 
 
 
Figura 5. Modelo Erlang C 
 
 
A partir de este modelo, es posible obtener analíticamente expresiones matemáticas para 
el nivel de servicio y tiempo promedio en cola (ASA). Estas métricas se comentaran en el 
apartado 2.3. 
 
Siendo μ
λρ =   se calcula: 
 
∑ −+−−−−
=
1
!)()!1(
1
)()!1(
),(
N
jN
N
c
jNN
NN
NE ρ
ρ
ρρ
ρρ  
 
 
)(*),(1 )( μρρ AWTNc eNEvicioNiveldeSer −−−=  
 
μρ
ρ
).(
),(
−= N
NEASA c  
Contrario a otros modelos donde los servicios bloqueados se consideran como perdidos, 
en el modelo Erlang C las peticiones que no se pueden atender inmediatamente son 
puestas en cola hasta que haya un servidor disponible. El modelo define la probabilidad 
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PC(N,A), de que una petición de servicio tenga que esperar para ser atendida si N agentes 
son asignados para manejar un trafico de A Erlangs. La probabilidad se define como: 
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2.2.2 El Modelo Erlang A 
 
Este modelo, es una extensión del anterior y se representa con la notación M/M/N+M, 
debido a que se modela la paciencia de los clientes mediante una variable aleatoria 
exponencial, en la que los abandonos se producen a tasa θ . Esto significa que el tiempo 
medio que un cliente espera en ser atendido es θ
1 . 
 
En la figura 6 se muestra este modelo. 
 
Figura 6. Modelo Erlang A 
 
 
 
2.2.3 El Modelo Erlang B 
 
El modelo Erlang B tiene en cuenta el bloqueo de llamadas cuando no hay servidores 
disponibles presentandose una denegación de servicio, lo que implica que la petición 
debe realizarse de nuevo si quiere ser atendida. En el caso telefónico, cuando todas las 
líneas están ocupadas el usuario recibe un tono de ocupado y debe colgar e intentar 
marcar nuevamente repetidas veces hasta que haya un servidor disponible. 
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El modelo calcula la probabilidad de bloqueo para un número de servidores y un tráfico 
de A Erlangs determinado por PB(N,A) como la probabilidad que un llamante reciba un 
tono de ocupado con un trafico de A Erlangs y N líneas telefónicas. La probabilidad se 
define como: 
∑
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2.2.4 Limitaciones de los Modelos Erlang 
 
 
El modelo Erlang C estándar, por simplicidad asume ciertos comportamientos que no 
corresponden con la realidad. Por ejemplo el modelo asume que los llamantes esperan en 
la cola para siempre hasta que la llamada es atendida por un agente. En la realidad 
algunos llamantes cuelgan apenas ingresan a la cola y otros duran un tiempo considerable 
hasta que son atendidos. 
 
El modelo estándar asume que el Call Center posee una capacidad de encolamiento 
ilimitada. En la práctica los recursos de encolamiento son limitados, y los clientes reciben 
un tono de ocupado cuando el número máximo de líneas es alcanzado. Esto en cuanto a la 
disponibilidad de los recursos físicos. En algunos sistemas puede limitarse el número de 
llamadas en cola aun cuando haya recursos físicos para mantenerla. Algunos ACD, 
emplean varias estrategias para manejar estos casos, por ejemplo pasando las llamadas a 
otro grupo de agentes con menor prioridad o desbordando las llamadas a otro Call Center. 
 
El modelo considera a los servidores no como recursos humanos asumiendo que están 
siempre disponibles y que trabajan a su máxima capacidad todo el tiempo. Estas 
suposiciones son adecuadas para líneas telefónicas, pero no para modelos de Call Center, 
donde los tiempos de agentes pausados, e interrupciones en el trabajo puede causar una 
disminución considerable en el trabajo. 
 
Existen varias adaptaciones al modelo Erlang para solventar esos inconvenientes, 
especialmente el problema de la cola infinita. Cuando la complejidad de los modelos 
aumentan se utilizan técnicas como la simulación para obtener resultados cercanos. En el 
apartado 6.1 se comentan este tipo de modelos. 
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2.2.5 TIEMPOS DE LLEGADA Y ATENCIÓN  
 
De una manera intuitiva podría considerarse que el número de agentes que se necesitan 
en un Call Center puede calcularse dividiendo el número esperado de llamadas por 
unidad de tiempo sobre el promedio de la duración de las llamadas. Por ejemplo, si se 
tiene una tasa de 100 llamadas por hora y cada llamada tiene un promedio de duración de 
15 minutos, entonces cada agente podría contestar 4 llamadas por hora, por lo tanto se 
puede concluir que aparentemente con 25 agentes y 25 líneas telefónicas se atendería 
todo el tráfico de llamadas. 
 
El error de esta apreciación esta en considerar que las llamadas llegan en orden una tras 
otra, ya que realmente las llamadas llegan en tiempos aleatorios e independientes entre si. 
En el ejemplo anterior el promedio de las llamadas es de 15 minutos, pero debe 
considerarse que el tiempo de llegada se distribuye aleatoriamente ya que algunas 
llamadas llegan al mismo tiempo, otras llegan mientras unas son atendidas y en algunos 
periodos de tiempo no hay ninguna llamada en el sistema. La probabilidad de llegada de 
una llamada es modelada por medio de un proceso de Poisson. La distribución de Poisson 
se define como: 
 
∑ = −= xi xp xexP 0 !),(
λλλ  
 
Donde λ representa el valor medio de la llegada y x el tiempo de llegada. La distribución 
de probabilidad de Poisson se muestra en la figura 7.  
 
Figura  7.  Distribución de Llegadas de Llamadas 
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Como se puede observar, la distribución de Poisson es similar a una distribución normal 
pero la forma de campana asimétrica esta corrida hacia la derecha con un pico antes de la 
media del tiempo de llegada. Esta característica indica que muchas llamadas llegan 
durante un periodo de tiempo que es más corto que el promedio de la duración de las 
llamadas y pocas llamadas llegan durante un tiempo mayor al promedio de las llamadas. 
Dado que las tasas de llegada de llamadas varían con el tiempo, en realidad el 
modelamiento se realiza con un proceso de Poisson no estacionario. 
Algunos autores como en [15] consideran la adición de una variable aleatoria gamma β 
con media 1 y varianza 1/α, siendo α un número real positivo el cual representa el nivel 
ocupación (busyness) del día. Si β > 1 la tasa de llegada de los contactos es mayor de lo 
habitual y si β es < 1 es menor de lo habitual. Adicionalmente el modelo contempla la 
división en p periodos con k tipo de contactos. Cada contacto llega de acuerdo a un 
proceso de Poisson con una tasa de  βλk,p donde  β es la variable aleatoria gamma para 
cada contacto k en el periodo p. El valor de λ cambia para cada periodo. 
De manera similar, la duración de la atención de las llamadas no es uniforme,  la duración 
es modelada mediante una distribución exponencial, como se muestra en la figura 8. La 
mayoría de las llamadas son más cortas que el promedio de duración y unas pocas más 
largas que el promedio. 
 
Figura 8. Distribución de la duración de llamadas 
 
Los abandonos también pueden representarse con una distribución exponencial con 
media 1/νp para los contactos que llegan en un periodo p [15]. 
 
Cuando se han ocupado todas las líneas telefónicas y todos los servidores están ocupados, 
existe la misma probabilidad de que una llamada termine a que una nueva llamada 
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ingrese alcanzándose un equilibrio estocástico.  En resumen, los tiempos entre llegadas, 
los tiempos de servicio y tiempos en cola siguen distribuciones exponenciales con medias 
conocidas. Estos supuestos son consistentes bajo determinadas condiciones como altos 
niveles de tráfico principalmente. 
 
2.3 MÉTRICAS DE CALL CENTER 
 
Las métricas para un Call Center, permiten de manera objetiva medir la utilización 
efectiva de los recursos con el fin de atender una muy buena porción de las peticiones de 
los clientes. Existen métricas de servicio que se calculan con el número de llamadas, 
abandonos, duración etc y otras métricas de calidad que miden el oportuno y correcto 
manejo de la información proporcionada al cliente.  
 
El estándar de calidad actualmente utilizado a nivel mundial esta basado en el modelo de 
gestión de rendimiento COPC que ha sido desarrollado por el Customer Operations 
Performance Center. Los documentos de referencia son la Norma COPC-2000 Básica y 
Gold que fueron tomados del premio nacional a la calidad "Malcolm Baldridge", de los 
Estados Unidos, adaptados para cubrir las necesidades de la industria de centros de 
contacto. Como fin la norma se ve reflejada en un continuo mejoramiento del 
rendimiento operativo, con el apoyo de la utilización de un sistema basado en la gestión 
de métricas y el logro de resultados cuantificables. Permite finalmente una reducción en 
los costos, repago de la inversión en corto plazo y resultados rápidos. 
 
A continuación se exponen las métricas más utilizadas en los Call Center actualmente.  
 
 
2.3.1 Tiempo Promedio de Servicio (AHT) 
 
El tiempo promedio de servicio (Average Handling Time) define el tiempo que el agente 
esta ocupado atendiendo un servicio. Este tiempo promedio también se denominada 
tiempo de trabajo o Work. En el cálculo del AHT también se consideraran los tiempos de 
documentación o postproceso realizados por los agentes. En algunas ocasiones se realiza 
el cálculo de esta métrica por aparte para poder identificar la eficiencia de cada uno de los  
agentes por separado.  Se calcula como: 
 
AHT = Tiempo Hablado + Tiempo Postproceso / Número de Llamadas Contestadas 
 
 
2.3.2 Tiempo Promedio de Espera (ASA) 
 
El tiempo promedio de espera (Average Speed of Answer) como su nombre lo indica es 
comúnmente usado en los Call Center para medir el tiempo promedio que espera un 
cliente antes de que su llamada sea atendida por un agente.  En general este promedio es 
aceptado para estimaciones y tendencias debido a la naturaleza de la distribución de la 
 51
llegada de las llamadas y su duración. Esto se evidencia en los casos donde algunos 
clientes experimentan largos tiempos de espera en cola muy superiores al tiempo 
promedio y cuya llamada es atendida en caso opuesto a otros abandonan la cola en 
tiempos muy cortos sin ser atendidos. Se calcula como: 
 
ASA  = Total de Segundos En Cola / Total de Llamadas Contestadas 
 
También existe la métrica denominada AWT (Average Wait Time) que considera los 
tiempos en espera en cola tanto de las llamadas contestadas como las abandonadas. 
 
 
2.3.3 Nivel de Servicio (GoS) 
 
El nivel de servicio (Grade Of Service) se considera como una medida global de la 
operación. El nivel de servicio define el porcentaje de llamadas que son contestadas antes 
de un umbral definido con respecto al total de llamadas entrantes en el sistema. El nivel 
mas utilizado es el 80/20 que implica que el 80% de las llamadas deben ser contestadas 
antes de 20 segundos, donde la espera no debe ser de mas de 2 minutos. Los recursos del 
Call Center (agentes, líneas telefónicas) deben estar dimensionados para atender este 
nivel de servicio. El nivel de servicio además de medir la eficiencia a nivel global permite 
medir los abandonos prematuros de llamadas. 
 
 
2.3.4 Porcentaje  de Abandonos 
 
Corresponde a la fracción del total llamadas que ingresaron a la cola, y fueron colgadas 
por el cliente antes de ser atendidas. Se calcula como: 
 
PAbandonos = Número de abandonos / Número total de llamadas en cola 
 
Una variante de este indicador es contabilizar solamente aquellos abandonos que 
aguardan un corto tiempo, eliminando de esta forma a los clientes ansiosos. 
 
 
2.3.5 Porcentaje de Ocupación de los Agentes 
 
 
Corresponde a la fracción de tiempo del total de conexión de los agentes, con respecto al 
tiempo hablado y de postproceso. Se calcula como: 
 
OcupacionAgentes =    Tiempo Hablado + Tiempo Postproceso / Tiempo de Login 
 
2.3.6 Precision  Error Fatal 
 
Se define como el porcentaje de las llamadas de con errores humanos. Los errores se 
clasifican en tres tipos: errores conocidos, desconocidos y que afectan al negocio. Los 
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errores conocidos incluyen cualquier tipo de información incorrecta proporcionada al 
cliente haciendo que este vuelva a llamar, a diferencia de los desconocidos. Los errores 
que afectan al negocio son aquellos que contemplan cualquier situación ilegal y que 
pueden generar gastos económicos tanto al cliente como el Call Center como tal. 
 
2.3.7 Errores No Fatales 
 
Se define como el porcentaje de llamadas donde se han cometido errores no fatales. Este 
tipo de errores hace referencia ha ingreso de datos,  falta de manejo de la llamada por 
parte del agentes etc. 
 
2.3.8 Eficiencia 
 
La eficiencia mide la utilización de los recursos contra el costo por unidad. En este caso 
debe tener en cuenta el promedio de la llamada, el número de agentes y el costo por 
llamada. 
 
 
2.4 DISTRIBUCIÓN AUTOMÁTICA DE LLAMADAS (ACD) 
 
Un distribuidor automático de llamadas (Automatic Call Distribution), es una tecnología 
de Call Center (hardware o software) que permite distribuir eficientemente las llamadas a 
un grupo de agentes. El ACD permite poner en cola las llamadas cuando los agentes se 
encuentran ocupados. Durante su funcionamiento permite el registro detallado de las de 
llamadas recibidas, atendidas, abandonadas, etc, así como el registro de los tiempos de las 
mismas. En la mayoría de las plantas telefónicas tradicionales se diferencia el ACD de 
otros componentes como el Sistema de Audio Respuesta (Interactive Voice Response) y 
sistema de grabación de llamadas como módulos independientes, ya que estas tareas son 
desarrolladas por hardware independiente.   
 
Los sistemas de audio respuesta transaccionales o no, permiten clasificar a los clientes 
antes de que sean evaluados por el ACD generalmente por medio de un menú de 
opciones. Adicionalmente, las plantas telefónicas están en la capacidad de identificar al 
número que se marco denominado DNIS (Direct Number Identification Service) y el 
número de origen de la llamada denominado ANI (Automatic Number Identification) con 
el fin poder identificar al cliente y el número destino al que realizo la marcación. Las 
llamadas que requerían atención personalizada son procesadas por el ACD a petición del 
cliente. Los sistemas con un único ACD y múltiples colas utilizan diferentes algoritmos 
para la distribución de las llamadas. En el caso de Asterisk estos algoritmos se comentan 
en la sección 1.6.1.  
 
Algunas otras técnicas utilizadas actualmente permiten al usuario colgar mientras espera 
en la cola y recibir de vuelta la llamada. La patente pendiente de confirmación número 
6724885 que se denomina “Automatic call distribution center with queue position 
restoration for call-back customers”, United States Patent 6724885 [20] se refieren a este 
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tipo de métodos. Otro tipo de algoritmos son utilizados cuando se desea realizar una 
distribución de llamadas hacia múltiples ACD.  Estos se comentan en la sección 2.4.1. 
 
Con el fin de aumentar la productividad de los agentes, algunos Call Center utilizan la 
técnica de combinar las llamadas de entrada con las llamadas de salida al mismo tiempo. 
A esta técnica se le denominada Blending. Esta técnica da prioridad a las llamadas de 
entrada pero simultáneamente realiza llamadas de salida en el momento de encontrar 
recursos disponibles. Otro tipo de distribución de llamadas es el enrutamiento basado en 
habilidades, conocido como SBR (Skill Based Routing) [17], que permite diferenciar los 
distintos tipos de llamadas, clientes y grupos de agentes, con el fin de optimizar la 
prestación del servicio. 
 
 
 
2.4.1 Algoritmos de enrutamiento para un conjunto de ACD 
 
 
Algunos de los algoritmos de enrutamiento para un conjunto de ACD o para la 
distribución de llamadas entre múltiples Call Center más utilizados son: 
 
• Minium Expected Delay (MED). 
• Generalised Round Robin (GRR). 
• Join the Shortest Queue (JSQ). 
•  Bandwidth Delay Based Routing Algorithm (BDRA). 
 
Estudios comparativos sobre el rendimiento de estos tres primeros algoritmos como en 
[31] muestran que MED da mejores resultados en simulaciones homogéneas (mismo 
número de agentes en varios ACD) como en las simulaciones heterogéneas (diferente 
número de agentes). 
 
Otro tipo de consideraciones como el ancho de banda se ha tenido en cuenta cuando la 
distribución de las llamadas se realiza entre varios ACD o Call Centers separados 
geográficamente y conectados mediante canales de datos. El algoritmo Bandwidth Delay 
Based Routing Algorithm mencionado en [33], fue comparado contra MED en un modelo 
netamente de conmutación de paquetes a diferentes anchos de banda dando mejores 
resultados cuando los anchos de banda son menores. A continuación se presenta una 
descripción mas detallada de cada uno de los algoritmos. 
 
 
2.4.1.1 Minium expected delay (MED) 
 
 
El retraso mínimo esperado es un algoritmo que calcula en tiempo real y sobre un 
histórico parcial el tiempo que debe esperar un cliente para ser atendido en cada cola y 
selecciona el menor valor de estos. Para cada ACD determina el retraso esperado. Para 
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calcular este valor se considera el tiempo promedio de servicio, el número de llamadas en 
cola y el número de agentes en el sistema. 
 
Esta regla se calcula en segundos y predice el mínimo retraso para cada nueva llamada 
que ingresa al sistema. El cálculo de MED es válido solo si no hay agentes disponibles 
para contestar las llamadas. Si hay agentes disponibles el valor de ED es igual a cero. 
La formula estándar para el cálculo del ED es: 
 
                     
Listos) Agentes [O] Hablando (AgentesMax  
)(  AHTto5) * 1)  w((CallsQNo +=EDMIN  
 
En la tabla 12,  se encuentra el significado de cada una de las variables que intervienen en 
el cálculo del ED: 
 
 
 
Variable Significado 
CallsQNow Representa el número actual de llamadas en cola.
+1 Es utilizado para indicar que la llamada actual 
potencialmente entrara a la cola 
 
 
AHTto5 
Es definido como el tiempo promedio de servicio en 
segundos durante el intervalo de los últimos 5 minutos. 
Este variable se calcula en tiempo real y esta definida 
como: 
 
HandleTimeTo5 / CallsHandledTo5 
 
 
HandleTime 
Representa la duración total de un servicio incluyendo la 
duración de la llamada más cualquier  tiempo de 
postproceso o documentación. Incluye tiempo hablado, 
tiempo en espera (hold) y tiempo de trabajo  
Tabla 12.  Calculo del ED[19] 
 
 
En el denominador se utiliza el valor del número de agentes con llamada o el número de 
agentes en el sistema, seleccionando el mayor valor entre estos dos. 
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2.4.1.2 Generalised Round Robin  (GRR) 
 
Utiliza la técnica de turno rotativo (Roud Robin) para asignar las llamadas a las colas 
teniendo en cuenta que el enrutamiento no sea excedido. Esta técnica tiene en cuenta el 
máximo tiempo de espera en la cola para ser atendido. A diferencia de MED se calcula 
sobre los valores actuales, ya que MED esta calculado sobre promedios de tiempo en 
espera para cada cola a lo largo de los múltiples ACD.  
 
Una variación de este algoritmo es el rrmemory (Round Robin Memory) como tal no 
calcula ninguna métrica sino que guarda en memoria donde se envío la ultima llamada 
para seguir con el ciclo rotativo. 
 
 
2.4.1.3 Join the Shortest Queue (JSQ) 
 
Este algoritmo se encarga de enviar las llamadas a la cola o al Call Center con menor 
número de llamadas en espera, y es usando frecuentemente como un mecanismo de 
balanceo de llamadas.  Bajo ciertas circunstancias JSQ minimiza el tiempo individual de 
espera de cada llamante por separado. 
 
 
2.4.1.4 Bandwidthd delay based Routing Algorithm (BDRA) 
 
Este algoritmo es similar a MED pero considera el valor de ancho de banda. Durante el 
proceso de enrutamiento se tiene en cuenta el dato del ancho de banda disponible para 
verificar si el posible soportar la llamada entre el agente y el llamante. 
 
Otros tipos de algoritmos de enrutamiento que se mencionan en [19] se encuentran 
resumidos en la tabla 13. Se hace un especial énfasis en que el algoritmo de enrutamiento 
mas adecuado es MED. 
 
 
REGLA CALCULO COMENTARIO 
 
Promedio mínimo 
en espera  
(Min ASA)
 
MIN (*.AvgSpeedAnswerTo5) 
Para cada cola calcula el 
promedio del tiempo en cola 
sobre las llamadas contestadas  
 
 
 
Esta regla depende del promedio. Es 
mejor considerar utilizar otra regla 
como el retraso mínimo esperado 
 
 
 
 
 
 
 
 
 
 
 
 
Evalua 
 
Esta regla calcula el menor promedio 
de tiempo en espera si los agentes de 
las colas son igualmente eficientes.  
Sin embargo si un grupo es más 
eficiente que otro, entonces algunos 
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Mínimo de llamadas 
en cola por posición 
(Min C/Q) 
 
MIN (*.CallsQNow / 
*.AgentsReady) 
 
Se calcula como el número de 
llamadas en espera sobre el 
número de agentes en el 
sistema. Se selecciona el valor 
Mínimo de esta operación. 
 
llamantes tendrán que esperar más de 
lo necesario en los grupos menos 
eficientes.  
 
Podría ser mejor elección tener mas 
llamadas en cola en el grupo de 
agentes más eficientes.  También, si 
un grupo tiende a atender llamadas 
que toman un largo tiempo, es mejor 
dirigir las llamadas directamente a 
otro grupo o utilizar otra regla, como 
el tiempo mínimo de retraso 
esperado. 
  
 
 
 
 
Retraso  Mínimo  
(Min Delay)
 
Evalua: MIN (*.LongestCallQ) 
Para cada grupo selecciona el 
tiempo en espera mas largo de 
la primera llamada que esta en 
la cola esperando a ser atendida 
por un agente. De los grupos se 
selecciona el valor más 
pequeño. 
 
 
Esta regla depende del promedio. 
Bajo un alto volumen tráfico de 
llamadas, muchas de estas deben ser 
enrutadas hacia un grupo específico 
antes de que el valor Min Delay 
pueda cambiar. Es mejor considerar 
usar la regla del retraso mínimo 
esperado. 
 
 
 
 
Retraso Mínimo 
Esperado (Minimum 
Expected Delay – 
MED)
 
MIN (*.ExpectedDelay) 
 
Para cada grupo determina el 
mínimo retraso esperado. Para 
calcular este valor se considera 
el tiempo promedio de servicio, 
el número de llamadas en cola y 
el número de agentes en el 
sistema.
 
Combinando la información actual 
de las llamadas en cola, número de 
agentes en el sistema y promedios 
históricos, esta regla evita los 
problemas potenciales que se 
presentan en reglas que usan 
netamente promedios históricos. 
Este método es usualmente el más 
efectivo para reducir los tiempos en 
cola.  
 
Tabla 13.  Reglas de Selección Estándar [19] 
 
En el aplicativo desarrollado se realizo la implementación de los algoritmos JSQ, 
RRMEMORY y  MED para la distribución de las llamadas a través de varios servidores 
Asterisk. 
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3. ANÁLISIS DE REQUERIMIENTOS  
 
 
El propósito de la aplicación es permitir escalar la solución de Asterisk para Call Center, 
distribuyendo las llamadas a varios ACD aumentando así el número de agentes en el 
sistema. Esto se realizara mediante la implementación de ciertos algoritmos de 
distribución de llamadas ya conocidos.  Los módulos y aplicaciones que se comentaron 
en el capitulo 1 sobre las colas y agentes son válidas para un único servidor Asterisk. 
Cada uno de los servidores puede manejar un determinado número de agentes 
dependiendo del hardware utilizado y las funcionalidades adicionales que se configuren. 
Los requiermientos fueron tomados de mi experiencia en el campo y las necesidades del 
los Call Center hoy en dia. 
 
 
3.1 ESPECIFICACIÓN DE REQUERIMIENTOS  
 
 
Como lenguaje para el modelamiento de sistemas se utilizara UML. A continuación se 
definen los casos de uso para el sistema. En la siguiente sección se hará una descripción 
detallada de cada uno de los casos de uso.  
 
 
3.1.1 Ver el Estado del ACD 
 
El primer caso de uso se denomina ver estado del ACD. Es muy importante para el 
supervisor del Call Center o la persona encargada de la operación poder observar en 
tiempo real el estado del ACD de la operación. Esto facilita al supervisor una distribución 
mas adecuada del personal en las horas de alto o bajo tráfico de llamadas. El 
administrador de la aplicación también puede ver el estado del ACD para verificar el 
correcto funcionamiento de la operación. 
 
El caso de uso se compone de otros dos casos de uso, ver estado de cada servidor y ver 
resumen general. En la figura 9 se muestra el diagrama del caso de uso. 
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Supervisor Call Center
Ver estado del ACD
Ver Estado por
Servidor
Ver Resumen General
«extends»
«extends»
Administrador
«extends»
 
 
Figura 9.  Caso de Uso Ver el estado del ACD 
 
 
3.1.2 Distribuir Llamadas 
 
El siguiente caso de uso se denomina distribuir llamadas. En este caso de uso los 
servidores que recepcionan las llamadas entrantes son los encargados de distribuir las 
llamadas aplicando un algoritmo de decisión en particular. Las llamadas son distribuidas 
hacia los servidores de agentes. En la figura 10 se muestra el diagrama del caso de uso. 
 
 
 
 
Figura 10. Distribuir Llamadas 
 
 
 
3.1.3 Configurar Aplicación  
 
El siguiente caso de uso se denomina configurar aplicación. Este permite al administrador 
de la plataforma poder realizar cambios en la configuración del sistema de distribución de 
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llamadas. El administrador debe poder adicionar y/o quitar un servidor de agentes o de 
conmutación y seleccionar el algoritmo de distribución de llamadas a utilizar.   
 
Adicionalmente, el administrador podrá colocar los valores umbrales de ciertas variables 
que se quieran medir en el Call Center. Estas variables se utilizaran en otro caso de uso 
para la generación de alarmas. En la figura 11 se muestra el caso de uso. 
 
 
Administrador
Configurar
Aplicacion
«extends»
Definir valores de
los Umbrales
Seleccionar Algoritmo
de Distribucion de
Llamadas
Definir servidores de
Conmutacion y Agentes
«extends»
«extends»
«extends»
 
 
Figura 11. Administrar Distribución de Llamadas 
 
 
3.1.4 Generar Reportes 
 
 
Tanto el administrador como el supervisor del Call Center deben tener la posibilidad de 
generar reportes telefónicos, de alarmas y de gestión de la operación. Estos reportes son 
almacenados en una base de datos externa al sistema de telefonía. Estos reportes a nivel 
general permiten el cálculo de las métricas que se comentaron en la sección 2.3. 
 
El caso de uso denominado generar reportes, se esquematiza en la figura 12.  Se hace una 
diferenciación entre los reportes telefónicos, de alarmas y de gestión. Adicionalmente los 
datos de los reportes son almacenados una base de datos central. 
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Figura 12.  Generar Reportes 
 
 
 
3.1.5 Ver Alarmas 
 
 
El caso de uso ver alarmas permite al administrador poder visualizar las alarmas que 
generen en el sistema. Las alarmas corresponderán a un sobrepaso de los valores actuales 
con relación a un umbral definido por el administrador o por una falla de funcionamiento 
en uno de los servidores de conmutación o agentes. En la figura 13 se muestra el caso de 
uso. 
 
Cabe anotar que el evento falla en un servidor es tomado como un actor en el caso de uso 
y como en el caso de uso anterior las alarmas son almacenadas en una base datos central 
externa. 
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Figura 13. Ver Alarmas 
 
 
 
3.2 CASOS DE USO DETALLADOS  
 
 
A continuación se presentan los casos de uso detallados mediante un formato predefinido 
tomado de [14], en cual se fijan las precondiciones, postcondiciones y flujo de normal 
operación. 
 
 
3.2.1 Caso de uso detallado Ver el estado del ACD 
  
 
 
Nombre: Ver el estado del ACD 
 
Actores:  Supervisor del Call Center , Administrador 
 
Precondiciones: 
 
1. El usuario se ha registrado satisfactoriamente el la aplicación 
2. La aplicación se ha conectado via AMI a cada uno de los servidores 
tanto de conmutación como de agentes. 
 
 
 
 62
Poscondiciones: 
 
1. El usuario observo en tiempo real el estado del ACD de una o varias 
maquinas. 
 
 
Flujo Principal 
 
1. La aplicación lee los eventos de los ACD de las maquinas de agentes y 
actualiza el panel de visualización. 
 
2. El usuario selecciona ver el estado de una maquina en particular o la 
vista general. 
 
3. El usuario visualiza en un panel el estado del ACD, llamadas en cola, 
llamadas en curso, agentes ocupados, agentes desocupados. 
 
4. El usuario sale del panel de visualización al menú principal. 
 
Flujo Alternativo 
 
1. El usuario no selecciona ninguna opción de visualización. 
2. La aplicación muestra el panel general. 
 
 
 
 
 
3.2.2 Caso de uso detallado:  Distribuir Llamadas 
 
 
 
Nombre: Distribuir Llamadas 
 
Actores: Servidores de conmutación, Servidores de agentes.  
 
Precondiciones: 
 
1.  La aplicación se ha conectado via AMI a cada uno de los servidores tanto 
de conmutación como de agentes. 
 
Poscondiciones: 
 
1. Las llamadas entrantes a los servidores de conmutación son distribuidas 
hacia los servidores de agentes siguiendo una lógica de decisión. 
 
 63
Flujo Principal: 
 
1. La aplicación recibe los eventos generados por la llegada de las llamadas 
entrantes a los servidores de conmutación. 
 
2. La aplicación revisa la configuración, aplica el algoritmo de distribución y 
decide a que servidor y extensión enviar la llamada. 
 
3. La aplicación genera el evento de redirección del canal. 
 
4. La llamada es contestada por un servidor de agentes y pasada al ACD local 
de esa maquina. 
 
 
Flujo Alternativo: 
 
1.  Si el evento de redirección falla por cualquier motivo se genera la alarma 
que la redirección no se pudo realizar. 
 
2. Se aplica de nuevo el algoritmo y decide a que servidor y extensión 
secundaria enviar la llamada. 
 
3. La aplicación genera el evento de redirección del canal. 
 
4. La llamada es contestada por un servidor de agentes y pasada al ACD local 
de esa maquina. 
 
5. Si la llamada no se pudo redirecciónar por algún motivo. Se envía a una 
extensión en la misma maquina con un mensaje predeterminado de falla. 
 
 
 
 
3.2.3 Caso de uso detallado:  Configurar Aplicación 
 
 
 
Nombre: Configurar Aplicación 
 
Actores:  Administrador 
 
Precondiciones: 
 
1. El usuario se ha registrado satisfactoriamente el la aplicación. 
2. Tener configurados los agentes en el archivo agents.conf 
3. Tener configurada la cola en el archivo queues.conf  
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Poscondiciones: 
 
1. El administrador configura los servidores de conmutación y/o agentes, 
selecciona un algoritmo de distribución y define los valores de los umbrales 
de las alarmas. 
 
Flujo Principal 
 
1.   El usuario puede crear, editar o borrar un servidor tanto de agentes como 
de conmutación, indicando la direccion ip, nombre, usuario del manager y 
clave del manager. 
 
2. El admnistrador puede definir los valores límite de los umbrales. 
 
3. El administrador selecciona el algoritmo de distribución de llamadas a 
aplicar. 
 
Flujo Alternativo 
 
1. El administrador no modifica los valores limite de los umbrales se 
cargan los valores por defecto. 
2. El administrador no selecciona ningun algoritmo de distribución se 
carga  uno por defecto. 
 
 
 
 
 
3.2.4 Caso de uso detallado: Generar Reportes 
 
 
 
 
Nombre: Generar Reportes 
 
Actores:  Supervisor del Call Center, Administrador, Base de Datos 
 
Precondiciones: 
 
1. El usuario se ha registrado satisfactoriamente el la aplicación. 
 
Poscondiciones: 
 
1. El usuario puede generar y observar los reportes telefónicos, de gestión o de 
alarmas  por fecha. 
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Flujo Principal 
 
1.  El sistema despliega los tipos de reporte (telefónico, gestión, alarmas) 
 
2. El usuario selecciona el tipo de reporte y el rango de fecha deseado. 
 
3. La aplicación se conecta a la base de datos y ejecuta a consulta 
 
4. El sistema despliega el reporte especificado.  
 
5. El usuario puede exportar el reporte a un formato específico. 
 
6. El usuario visualiza el reporte generado. 
 
Flujo Alternativo 
 
 
1. Si no hay datos asociados con el reporte, el sistema despligue el 
mensaje que el reporte no contiene datos. 
2. El usuario no selecciona ningún tipo de reporte. 
 
 
 
 
3.2.5 Caso de uso detallado: Ver Alarmas 
 
 
 
Nombre: Ver Alarmas 
 
Actores:  Administrador, Falla en un servidor, Base de Datos 
 
Precondiciones: 
 
1. La aplicación se ha conectado via AMI a cada uno de los servidores tanto de 
conmutación como de agentes 
2. El usuario se ha registrado satisfactoriamente el la aplicación.  
 
Poscondiciones: 
 
1. Visualización de las alarmas por sobrepaso de umbrales o falla de un 
servidor. 
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Flujo Principal 
 
1. El administrador selecciona un panel de visualización. 
2. El sistema constantemente revisa los umbrales configurados (máximo  
llamadas en cola, número de canales ocupados etc…). 
3. El sistema muestra la alarma en el panel  si algun valor actual excede el 
valor umbral. 
4. El sistema almacena las alarmas en una base de datos central. 
 
 
Flujo Alternativo 
 
1. El sistema detecta la perdida de comunicación por algún motivo (falla 
en el servidor, falla en la red) con algún servidor. 
2. El sistema intenta reconectarse periódicamente con el equipo que 
presento la falla. 
3. El sistema distribuye las llamadas teniendo en cuenta la falla 
encontrada. 
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4. DISEÑO GENERAL 
 
 
 
La arquitectura general de un Call Center basado en Asterisk, a diferencia de las 
arquitecturas tradicionales basadas en hardware debe considerar una separación lógica en 
capas, con el fin de distribuir en cada una de ellas tareas específicas complementarias. En 
la mayoría de los casos las llamadas entrantes provienen de la RPBC, por lo tanto deben 
existir un(os) equipo(s) que realicen el proceso de convertir las llamadas entrantes a 
VoIP11. Estos equipos generalmente se denominan Gateways. Esta función puede ser 
realizada por servidores Asterisk equipados con tarjetas especiales para manejar líneas 
digitales (enlaces E1, T1) o líneas análogas (FXO y FXS).  
 
El diseño de estas tarjetas también proveniente de uno de los pocos proyectos de 
hardware libre denominado proyecto de telefonía Zapata [7] actualmente renombrado a 
dahdi (Digium Asterisk Hardware Interface).  El resultado de este proyecto es el diseño 
de tarjetas PCI, PCI Express para equipos tipo servidor. Las tarjetas pueden manejar 
enlaces digitales y líneas análogas.  En la figura 14 se muestran las tarjetas más comunes 
en el mercado, la primera de la empresa Digium [20] y la segunda de la empresa 
Sangoma [21]. 
 
 
 
 
 
 
 
 
 
 
Figura 14. Tarjeta Digium para E1-T1, Tarjeta Sangoma 4 FXO/FXS 
 
 
 
Existe otro tipo de hardware que realiza la misma funcionalidad y es fabricado por la 
empresa de comunicaciones Redfone [22]. Este hardware realiza el proceso de pasar 
TDM sobre Ethernet. Este equipo permite implementar redundancia al poder cambiar 
                                                 
11  Todo el manejo de las llamadas del ACD  por parte de Asterisk son realizadas con VoIP. 
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entre sus puertos el destino al cual se esta enviando el flujo de datos. Este se utiliza en 
conjunto con el proyecto Linux High Availability [23] para dar redundancia al sistema. 
Conjuntamente con las tarjetas, se desarrollaron sus respectivos drivers, Zaptel - DAHDI 
para tarjetas Digium y Wanpipe para tarjetas Sangoma. En el caso líneas digitales con 
enlaces primarios se desarrollo la librería denominada libpri que implementa el protocolo 
Q.931 en lenguaje C. Q.931 es un protocolo de señalización de la capa de red 
especificado en la serie Q de la ITU documentos Q.930 a Q.939 y Q.931. Este protocolo 
es utilizado para el establecimiento, mantenimiento y terminación de conexiones lógicas 
de red entre dos dispositivos ISDN. 
Existe otro tipo de alternativas para la recepción de llamadas en grandes volúmenes. La 
implementación del protocolo SS7 para el escalamiento de la solución Asterisk es uno de 
estos. El proyecto ss7box SMG (Sangoma Signal Media Gateway) [24] de la empresa 
Sangoma busca la implementación de un softswitch para Carriers [25]. Los principales 
motivos argumentados por esta empresa para el desarrollo de esta solución son los 
siguientes: 
 
• Arquitectura monolítica de Asterisk.  
• Cuello de botella en TDM con hardware que utiliza controladores Zaptel. 
• Cancelación de Eco por Software, DTMF y HDLC12 del Canal D. 
• Codificación por software (G729). 
• Procesos de usuario contra interrupciones en el kernel de linux (User space 
context penalty). 
• Necesidades de arquitecturas que manejen volúmenes grandes de llamadas 16 E1 
o más. 
 
La arquitectura esta constituida por hardware Sangoma que posee un API desarrollado 
para TDM para comunicarse con el SMG. El SMG esta constituido por los siguientes 
módulos: 
 
• Librerías de SS7, ISDN y RBS (Robbed-bit Signaling). 
• El servidor Woomera. 
• Un traductor de señalización. 
• Librería LibSangoma para comunicación con el Hardware. 
 
El SMG se comunica con el servidor Asterisk a través de Ethernet. La señalización se 
implementa bajo el protocolo TCP, y la voz bajo el protocolo UDP. Asterisk  por su parte 
es un cliente del servidor Woomera y se comunica a través de un canal denominado 
chan_woomera. Una vez la llamada esta en el servidor Asterisk esta puede ser convertida 
hacia otro protocolo como SIP o IAX2. En la figura 15 se muestra la arquitectura 
                                                 
12  HDLC (High-Level Data Link Control) es un protocolo de comunicaciones punto a punto que 
esta ubicado en la capa de enlace. Esta basado en la ISO-3309 e ISO-4335.  En este caso es utilizado en la 
tecnología ISDN. 
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propuesta del SMG. 
 
 
Figura  15.  Modelo de PBX con Woomera y SS7 [25] 
 
 
Las primeras tarjetas para Asterisk delegaban el procesamiento del DSP13 a la CPU del 
equipo, requiriendo altos tiempos de disponibilidad del procesador limitando 
adicionalmente el número de llamadas posibles.  Actualmente empresas como Digum y 
Sangoma adicionaron un DSP y cancelador de eco hardware incorporado en sus tarjetas. 
Aunque esto mejora considerablemente el rendimiento un cuello de botella se presenta 
entre la comunicación de la tarjeta y la administración misma que realiza el sistema 
operativo. Estas tarjetas realizan 1000 interrupciones por segundo por cada span (cada 
span corresponde a un enlace E1, T1) hacia el procesador, causando algunas veces 
perdidas de IRQ y excesivos cambios de contexto entre el espacio del usuario y las 
interrupciones del hardware en el kernel de linux.  
 
Cada dispositivo se representa en el kernel como /dev/zap/0 1 2 3 … lo que implica que 
cada uno reciba su espacio en el kernel. La empresa Sangoma ha mejorado el diseño del 
hardware logrando reducir de 1000 a 100 interrupciones por segundo, creando 
adicionalmente dispositivos por span, representándose como /dev/zap/span/0 1 2 3 … lo 
que disminuye los cambios de espacio de contexto en el kernel permitiendo soportar una 
mayor cantidad de enlaces [25]. 
Con estas modificaciones ahora es posible gestionar adecuadamente una mayor cantidad 
                                                 
13  El DSP (Digital Signal Processor) es un sistema hardware y software optimizado para aplicaciones que 
requieran operaciones numéricas a muy alta velocidad 
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de enlaces. En esta arquitectura el encargado de recibir inicialmente los enlaces seria el 
SMG que cuenta con es el soporte para SS7, ISDN y RBS. A través del servidor 
Woomera se realizaría proceso de balanceo de carga, enrutando el mismo número de 
llamadas hacia diferentes servidores Asterisk. En la figura 16 se esquematiza este diseño. 
 
 
 
Figura  16.  Balanceo de Carga Asterisk y SMG [25] 
 
 
El balanceo de carga, se realiza únicamente teniendo en cuenta el número de llamadas en 
todo el sistema. Para un Call Center la distribución optima de las llamadas debe tener en 
cuenta variables propias del ACD como el tiempo de duración de las llamadas, tiempos 
en cola, número de agentes disponibles etc.  
 
Por tal motivo, la primera capa debe se la encargada de realizar la conmutación y también 
debe el proceso de transcodificación si lo hay. El proceso de transcodificación se justifica 
cuando se necesita ahorrar ancho de banda. Generalmente en una LAN no se realiza la 
transcodificación. Hay que tener en cuenta que este proceso demanda altos tiempos de 
procesamiento en tiempos muy cortos. 
 
Sin embargo, este tipo de arquitecturas no están diseñadas para Call Center, siendo 
necesaria la creación de una segunda capa que sea la encargada de realizar el 
enrutamiento de las llamadas. En este capa esta ubicada la aplicación que se desarrollo 
que denominare astrouter y estará encargada de distribuir las llamadas de una forma más 
adecuada sobre varios ACD en un ambiente de Call Center. 
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La tercera capa es la de aplicaciones o funcionalidades. En esta capa se encontrarían los 
agentes, el ACD nativo de Asterisk, los buzones de voz, monitoreo en línea de llamadas, 
grabación digital y demás servicios que Asterisk pueda suministrar. 
 
La cuarta y última es la capa de datos y almacenamiento. En esta capa se guardan tanto 
los registros telefónicos como las grabaciones digitales. Los registros telefónicos como el 
cdr y queue_log son almacenados en bases de datos como MySQL o Postgresql y las 
grabaciones en sistemas de archivos por red como NFS (Network File System). Este tipo 
de configuraciones permite a los servidores almacenar en memoria RAM los archivos 
antes de ser enviados al sistema de archivos a través de la red, disminuyendo 
considerablemente las interrupciones del sistema operativo por accesos al disco, 
brindando un mejor rendimiento a las maquinas.  
 
En la capa 1 se encontrarian los nodos padre y en la capa de servicios los nodos hijos. En 
la figura 17 se muestra la arquitectura en capas funcionales. 
 
 
 
 
Figura 17.  Arquitectura en capas funcionales 
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4.1 CONSIDERACIONES GENERALES 
 
 
El desarrollo de nuevas tecnologías se ha reflejado en la transformación de sistemas 
centralizados basados en redes de conmutación de circuitos a sistemas distribuidos 
basados en conmutación de paquetes [31] para los Call Center. Dentro de la literatura 
actual la aplicación propuesta se asemeja ha los denominados Call Center Virtuales 
(VCC). Algunos autores como en [31] definen que un Call Center virtual es creado 
mediante la interconexión de múltiples ACD a través de una red de conmutación de 
circuitos o de paquetes. Adicionalmente estos VCC pueden implementarse netamente en 
redes de conmutación de circuitos o de paquetes o en una arquitectura hibrida 
combinando ambas tipos de redes. Algunas arquitecturas a nivel general de los VCC 
sugeridos por [32] son: 
 
 
• ACD en Red (Network ACD). 
• Balanceo de Carga (Load Balancing). 
• Por Desborde (OverFlow). 
 
 
La arquitectura de ACD en Red (Network ACD) representa un sistema que es capaz de 
mantener todas las llamadas en una cola central antes de enrutar las llamadas hacia los 
diferentes Call Center para ser atendidas. El enrutamiento solo se realiza cuando hay 
agentes disponibles en uno de los Call Center [32]. La arquitectura de balanceo de carga  
(Load Balancing) enruta las llamadas desde un switch central hacia los ACD 
tradicionales donde las llamadas son encoladas localmente [32]. Finalmente la 
arquitectura por desborde (OverFlow) permite solamente el encolamiento local de las 
llamadas en un Call Center primario, el cual es capaz de desbordar las llamadas hacia 
otro Call Center [32]. Las arquitecturas se muestran en la figura 18. 
 
La aplicación que se desarrollo se asemeja a una arquitectura de balanceo de carga, pero a 
diferencia de esta no maneja un solo switch central, sino un conjunto de switches que se 
encontrarían en la capa 1 del modelo propuesto. La aplicación se encargaría de distribuir 
las llamadas hacia los ACD locales de cada servidor de agentes implementando un 
algoritmo de enrutamiento, reutilizando las mismas colas locales de cada servidor, dando 
así el manejo terminal de las llamadas a cada servidor Asterisk. El uso de las colas 
locales permite un registro detallado del ACD y la gestión de los agentes (Login y 
Logout) por parte de Asterisk. La redirección de las llamadas desde los servidores de 
conmutación hacia los servidores de agentes se realizara mediante troncales IP usando el 
protocolo IAX2 o SIP entre los servidores Asterisk. En la figura 19 se muestra el 
esquema físico del sistema. 
 
La aplicación establecerá una única conexión al AMI con cada uno de los servidores 
Asterisk tanto de conmutación como de agentes. La aplicación creara tantos hilos como 
conexiones a servidores haya. En el núcleo, cada hilo leerá constantemente el socket de 
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cada conexión e interpretara los eventos generados por el AMI capturando la información 
necesaria para distribuir las llamadas. Una descripción mas detallada de los eventos se 
encuentra en el capitulo 1 apartados 1.3. De tal forma el funcionamiento de la aplicación 
estará basado en eventos. 
 
  
 
 
Figura 18.  Arquitecturas de un Call Center Virtual 
 
 
4.1.1 Ver el Estado del ACD 
 
 
A medida que se reciben y distribuyen las llamadas la aplicación actualiza y revisa 
constantemente las variables de ACD con el fin de encontrar el servidor más adecuado 
para atender la llamada dependiendo del algoritmo de enrutamiento seleccionado. De este 
modo es posible mostrar en tiempo real el estado de cada uno de los servidores y las 
alarmas correspondientes. La información que se podrá observar de cada servidor de 
agentes será la siguiente:  
 
• Total de Llamadas en Cola.    
• Número de Agentes Conectados.   
• Número de Agentes Ocupados. 
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Figura 19.  Esquema Físico del Sistema 
 
 
 
• Número de Agente Libres.  
• Total de Canales Activos.  
• Total de Llamadas (Histórico). 
• Total de Llamadas Contestadas (Histórico). 
• Total de Llamadas Abandonadas. 
• Tiempo de Atención de los últimos 5 minutos. 
• Número de Llamadas últimos 5 minutos. 
• AHT 5 minutos. 
• ASA 
• AWT 
• Ultimo Ed. 
• Conexión Habilitada. 
 
Para el cálculo de cada uno de estos valores se definirán las variables necesarias en la 
aplicación. Estos datos son útiles tanto para el control diario de la operación, manejo 
óptimo de los recursos y estadísticas del comportamiento del Call Center.  
 
Este caso de uso se desarrollara como un modulo aparte que podrá visualizarse vía Web y 
que constantemente leerá unos archivos de texto con el estado del ACD.  
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4.1.2 Distribuir Llamadas 
 
Cuando se consideran políticas de enrutamiento de llamadas se hace una diferencia entre 
dos sistemas denominados push y pull[16]. En los sistemas push cuando una llamada es 
recibida, el sistema es quien decide la asignación del agente que atenderá el servicio.  En 
lo sistemas pull  los agentes se registran ante el sistema, en el momento del ingreso de 
una llamada todos los agentes son notificados mediante un tono de timbre en todas las 
extensiones y el agente que conteste primero la llamada será el encargado de atenderla.  
 
Por su parte Astersik permite el funcionamiento del ACD en estas dos modalidades. La 
primera mediante el llamada de la aplicación AgentLogin() que es la mas utilizada, y la 
otra mediante la aplicación AgentCallbacklogin(). A diferencia de la primera la 
aplicación AgentCallbacklogin registra cada agente en una extensión específica, lo que 
permite a Asterisk identificar la ubicación de un agente determinado. 
 
Cuando una llamada es recibida en los servidores de conmutación, se genera el evento de 
llamada entrante y se almacenan las variables del DID y el canal de entrada. En ese 
instante se procesan las variables necesarias según del algoritmo seleccionado. Para la 
aplicación desarrollada se implemento el algoritmo JSQ, MED y RRMEMORY 
comentados en las secciones del capitulo 2  respectivamente. 
 
 
4.1.3 Configuración de la Aplicación 
 
La configuración de los servidores de agentes y de conmutación se realizara en archivos 
de texto. Inicialmente en los archivos asthostacd.conf  y asthostcomun.conf se debera 
espeficificar la direccion ip, usuario, contraseña del AMI y un nombre para el servidor.  
 
El en archivo astrouter.conf se seleccionara el algoritmo de distribución a utilizar.  La 
configuración de los valores umbrales tenidos en cuenta para la generación de alarmas se 
realizara en el archivo astalarmas.conf.  Todos estos archivos se ubicaran en la carpeta 
/etc/astrouter/.  
 
4.1.4 Generar Reportes 
Asterisk permite el almacenamiento del CDR (Call Detail Record) en archivos de texto 
plano o en la mayoría de las bases de datos de código fuente abierto. El CDR permite 
tener un registro detallado de cado uno de los eventos telefónicos. Su principal se da en el 
proceso de tarificación. En el anexo C hay una descripción detallada de cada uno de los 
campos del CDR.  
Adicionalmente la aplicación app_queue encargada del manejo de las colas en el ACD 
almacena un registro detallado del mismo denominado queuelog. Este archivo almacena 
cada uno de los eventos por los que cursa una llamada identificados por el campo llave 
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denominado uniqueid. En el anexo B hay una descripción detallada de cada uno de los 
campo de este archivo. 
Con estos datos se pueden calcular las siguientes métricas: 
• Tiempo de Servicio AHT. 
• Promedios de Esperas de Espera totales AWT. 
• Tiempo Promedio de Espera ASA. 
• Nivel de Servicio (Gos). 
• Promedios de Abandono. 
• Utilización de los Agentes. 
La aplicación también almacenara el histórico de las alarmas presentadas en el sistema, 
para la generación de un reporte de alarmas. También es posible generar reportes de 
gestión, en los cuales se muestre la relación de las llamadas telefónicas con la gestión de 
las mismas. En este caso el sistema debería integrarse con un aplicativo de gestión para el 
Call Center que permita registrar los casos de las llamadas y poderlos relacionar con los 
registros telefónicos. Generalmente este aplicativos son el tipo CRM. 
Para la primera versión de la aplicación, este caso de uso no se implementara ya que 
realmente es una manipulación de los datos que se realiza posteriormente a las llamadas. 
 
4.1.5 Ver Alarmas 
 
Las alarmas se generar como respuesta a un sobrepaso de un umbral predefinido por el 
usuario. Las variables y umbrales que se tendrán en cuenta serán los siguientes: 
 
• Máximo número de llamadas en cola. 
• Mínimo número de agentes conectados. 
• Máximo número de canales. 
• Máximo Ed. 
• Máximo tiempo AHT. 
• Máximo porcentaje de abandono (Entrantes / Abandonadas) 
• Estado de Conexión. 
 
En caso de falla de un servidor, ya se por desconexión o caída del servicio de Asterisk, el 
hilo correspondiente intentara reconectarse periódicamente, mientras que las llamadas 
son distribuidas a los servidores activos restantes tomando las acciones pertinentes. El 
histórico de los eventos sucedidos se guardara en la base de datos con el fin de poder 
generar un reporte de alarmas. 
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4.2 DIAGRAMA DE CLASES 
 
En la figura 20 se muestra el diagrama de clases para la aplicación propuesta. Consta 
básicamente de una clase abstracta que representa un servidor Asterisk de la cual heredan 
el servidor de agentes y el de conmutación. Cada uno de estos almacena los datos en una 
base de datos central y generan una serie de alarmas. La clase de servidor de conmutación 
aplica un algoritmo específico para la distribución de llamadas. Por su parte el servidor 
de agentes maneja una cola de espera y registra los agentes que contestan las llamadas.  
 
Adicionalmente los usuarios como el administrador y el supervisor pueden acceder a los 
reportes que genera el sistema. El administrador es el único que puede configurar la 
aplicación. 
 
 
4.3 HERRAMIENTAS DE DESARROLLO 
 
Se escogió como lenguaje de programación C++ sobre Linux y la programación 
orientada por objetos. Se utilizo la clase CThread, desarrollada por Walter E. Capers [28] 
para el manejo de los hilos, la clase ClientSocket desarrollada por Rob Tougher's para el 
manejo de  sockets y  la  clase RNG (Random Number Generation) [18] para  la  
generación  de  números aleatorios dada una distribución de probabilidad conocida.   
 
Se utilizo este lenguaje de programación para que sea lo mas liviana y rápida posible. La 
configuración de la aplicación se realizara mediante archivos de texto que podrán ser 
editados por el administrador de la aplicación.   
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Figura 20.  Diagrama de Clases de la Aplicación 
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5. IMPLEMENTACIÓN DE LA APLICACIÓN 
 
 
 
Como se comento en el capitulo anterior la aplicación que se desarrollo es multihilo. 
Cada hilo se encarga de establecer y mantener una conexión persistente al AMI de cada 
uno de los servidores mediante un socket TCP-IP utilizando el puerto 5038. 
 
Para la programación con hilos se utilizo la clase CThread, desarrollada por Walter E. 
Capers[28]. Esta clase se caracteriza por: 
 
 
• Soporta dos tipos de modelos de hilos, hilos orientados a eventos e hilos 
asíncronos. 
• Soporta hilos homogéneos e hilos especializados. 
• Provee un manejo FCFS (First Come First Serve) para el manejo de tareas. 
 
 
En el caso de los hilos orientados a eventos, el hilo se encuentra todo el tiempo en un 
estado de pausa, esperado a que la función miembro Event sea llamada.  Cuando esto 
sucede el hilo despierta y ejecuta las instrucciones de la función virtual OnTask. Bajo el 
modelo de hilos asíncronos cada hilo despierta cada t milisegundos y ejecuta las 
instrucciones de la función OnTask. Para la aplicación se escogió el modelo de hilos 
asíncronos ya que cada hilo esta constantemente procesando los eventos leídos del socket 
de cada maquina. 
 
Para la creación y conexión del socket se utilizo la clase ClientSocket desarrollada por 
Rob Tougher's. Esta clase se utiliza para la comunicación con el AMI de cada servidor 
Asterisk y permite de manera sencilla la lectura y escritura de datos en el socket 
correspondiente. 
 
 
 
5.1 CLASES DE LA APLICACIÓN 
 
 
Se definió la clase abstracta CServidorAsterisk que hereda de la clase CThread. Como 
variables miembro tiene dos objetos de la clase ClientSocket para la lectura y escritura en 
el socket y los datos necesarios para la conexión al AMI, dirección ip del servidor, 
usuario y clave del manager, archivo de registro Log y dos variables de tiempo de 
conexión.  El código asociado se muestra a continuación: 
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class CServidorAsterisk : public CThread 
{ 
public: 
 
 ClientSocket AsteriskManagerLeer; 
 ClientSocket AsteriskManagerEscribir; 
 int PuertoManager; 
 std::string DirIp; 
 std::string UsuarioManager; 
 std::string ClaveManager; 
 std::fstream ArchivoLog; 
 int TimeOutSocket; 
 time_t tInicio,tFin;  
}; 
  
 
De esta clase abstracta heredan dos clases. La clase CServidorACD y la clase 
CServidorConmutacion. La primera representa a un servidor de agentes y la segunda un 
servidor de conmutación. La definición de la clase CServidorACD es la siguiente: 
 
 
class CServidorACD : public CServidorAsterisk 
{ 
public:  
 std::string Nombre; 
 int TAgentes; 
 int TAgentesLibres; 
 int TAgentesOcupados; 
 int TClientesCola; 
 int TCanales; 
 int TLlamContestadas; 
 int TLlamAbandonadas; 
 // Para el calculo del Ed 
 int TiempoServicio5; 
 int NumLlamadas5; 
 int Aht; 
 double Ed; 
 time_t tInicioEd,tFinEd; 
            CAgentes Agentes; 
            CAlarmas Alarmas; 
 CColas Colas; 
 … 
}; 
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Esta clase define las variables que representan el ACD de cada maquina. Una vez es 
creado un objeto de CservidorACD, también se crea un objeto de la clase CAgentes, 
CAlarmas y CColas que se comentan en este capitulo mas adelante. 
 
La otra clase que es heredada de CServidorAsterisk es la clase CServidorComnutacion. 
Esta clase representa los servidores que reciben los enlaces y pasan las llamadas por IP 
hacia los servidores de agentes. La definición de la clase se muestra a continuación: 
 
 
class CServidorConmutacion : public CServidorAsterisk 
{ 
public: 
 std::string Did; 
 std::string Canal; 
 int TLlamEnt; 
 time_t tInicioS,tFinS; 
            std::string Algoritmo; 
 CAlgoritmoDistribucion AlgoritmoDistribucion; 
            … 
}  
 
 
La clase crea tres variables que definen el número por donde ingresan las llamadas (Did), 
el canal actual de cada llamada (Canal) y el total de llamadas recibidas (TLLamEnt). 
Adicionalmente esta clase crea un objeto de la clase CAlgoritmoDistribucion donde estan 
implementados los algoritmos JSQ, RRMEMORY y  MED. 
 
Se definió la clase CAgentes encargada de inicializar las variables del ACD referentes a 
los agentes. Esta clase de conecta vía Manager e invoca el comando show agents.  Este 
comando indica el número de agentes configurados, conectados, ocupados y libres en el 
ACD. Con estos datos se inicializan las variables de los servidores de agentes que haya 
configurados en el sistema. 
 
De manera similar se definió la clase CColas. Esta clase de conecta vía Manager e invoca 
el comando show queue INBOUND. Por el momento el sistema contempla una única cola 
de entrada de llamadas en cada uno de los servidores de agentes.  
 
La clase CAlarmas es la encargada de estar revisando constantemente el sobrepaso de los 
valores con respecto a un umbral definido. Es clase es creada por cada uno de los 
servidores tanto de conmutación como de agentes. Al presentarse una alarma esta es 
mostrada en tiempo real y almacenada en un archivo de texto con el fin de poder generar 
un reporte de incidentes. Las variables que se tienen en cuenta son: 
 
• Máximo número de Llamadas en Cola. 
• Mínimo número de Agentes Conectados. 
• Máximo número de Canales. 
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• Máximo Ed. 
• Máximo Tiempo AHT. 
• Máximo Porcentaje de Abandono Entrantes/Vs Abandonadas. 
• Estado de Conexión. 
 
 
 
5.2 FUNCIONAMIENTO DE LA APLICACIÓN 
 
 
En esta sección se comentara el funcionamiento de la aplicación haciendo referencia a 
partes del código desarrolladas.  
 
Una vez el programa es iniciado, la función main implementada en el archivo 
astrouter.cpp crea dos objetos principalmente, uno de la clase CListaSrvACD y otro de la 
clase CListaSrvConmutacion.  En cada una de estas clases se leen los archivos de 
configuración /etc/astrouter/asthostacd.conf  y /etc/astrouter/asthostconm.conf, los cuales 
previamente han sido alimentados con los datos de los servidores de conmutación y 
agentes respectivamente. En el código que se muestra a continuación recorre línea a línea 
el archivo asthostacd.conf invocando al constructor de la clase CServidorACD y 
definiendo cada hilo de tipo asíncrono invocando a la función SetThreadType con un 
tiempo muerto de 100 ms. 
 
 
// Clase CServidorACD 
for (std::string tempLine; std::getline(ArchivoSrv,tempLine,'\n'); )  
{ 
 if (tempLine.length() > 5 && tempLine.find("#",0) == std::string::npos)  
  { 
   std::cout << "Creando el nodo " << i << endl; 
   ptn[i] =  new CServidorACD(tempLine); 
   ptn[i]->SetThreadType(ThreadTypeIntervalDriven,100); 
   i++; 
   NumSrvACD = NumSrvACD + 1; 
   usleep(150000); 
  } 
} 
 
 
Con los servidores de agentes y de conmutación en memoria, la función principal recorre 
este listado revisando el parámetro ConexionHabilitada que indica si la conexión al AMI 
esta activa. El código asociado se muestra a continuación: 
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// astrouter.cpp Funcion main()         
for (i = 0; i < NSrvACD; i++) { 
  if(ListaSrvACD.ptn[i]->SrvActivo()) { 
   NombreServidor = ListaSrvACD.ptn[i]->NombreSrv(); 
   cout << "Servidor [" << i << "] Activo" << endl; 
   ListaSrvActivos[NombreServidor] = "ACTIVO";   
  } 
  else { 
   NombreServidor = ListaSrvACD.ptn[i]->NombreSrv(); 
   cout << "Servidor [" << i << "] Inactivo" << endl;  
   ListaSrvActivos[NombreServidor] = "INACTIVO"; 
  } 
}  
 
 
Implícitamente por cada objeto CServidorACD o CSevidorConmutacion  se crea un hilo 
que se encarga de mantener una conexión al AMI a cada uno de los servidores Asterisk. 
Una vez el socket es abierto se procede a leer los datos enviados por Asterisk para ser 
evaluados. Cada paquete del manager inicia por las palabras reservadas Action, Reponse 
o Event; en particular cada línea del paquete termina por un salto de línea representado 
por la cadena \r\n. Finalmente, cada paquete se diferencia de otro por un doble salto de 
línea representado por la cadena \r\n\r\n. El paquete inicial de autenticación es el 
siguiente: 
 
 
             Action: login\r\n 
             Username: dialer\r\n 
             Secret: 1234\r\n 
             Events: on\r\n\r\n 
 
 
Los objetos de la clase ClientSocket sobrecargan los operadores >> y << para la escritura 
y lectura de datos en el socket. El envio del paquete de autenticación se muestra a 
continuación:  
 
 
AsteriskManagerLeer << "Action: login\r\nUsername: " + UsuarioManager +  
                                           "\r\nSecret: " + ClaveManager + "\r\n\r\n"; 
AsteriskManagerLeer >> sRespuestaLectura; 
 
 
 
En el proceso de lectura de datos del socket es muy posible leer uno o más paquetes del 
AMI o en algunos casos pueden estar incompletos (no se leen la misma cantidad de bytes 
en cada ciclo),  por lo tanto es necesario separar y evaluar cada paquete por separado. 
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Esta tarea se realiza en las funciónes LeeFlujo() y EvaluaEvento() respectivamente. 
Dependiendo del tipo de paquete se realizan las acciones pertinentes.  
 
 
5.2.1 Recepción y Desvío de una Llamada 
 
Cuando una llamada es recibida por un servidor de conmutación se genera un evento de 
usuario (que se define en extensions.conf) como el que se muestra a continuación, cuya 
cabecera es Event.   
 
 
Event: UserEvent\r\n 
Privilege: user,all\r\n 
UserEvent: IncomingCall\r\n 
DID: 346\r\n 
Channel: Local/346@default-33ca,2\r\n\r\n 
 
 
En ese momento el objeto CServidorConmutacion asociado a ese servidor lee el evento y 
extrae del paquete el DID y el canal por donde ingreso la llamada mas precisamente en la 
función SeparaPaqueteUE(). Dentro de la misma, se llama a la función miembro 
DistribuirLlamadas() de la clase CAlgoritmoDistribucion pasándole como parámetros el 
nombre del algoritmo que se va a utilizar y el nombre del servidor. La línea de código es 
la siguiente: 
 
 
Extension = AlgoritmoDistribucion.DistribuirLlamadas(Algoritmo,Nombre); 
 
 
 
Esta función retorna la extensión por la cual se alcanza el servidor de Agentes 
seleccionado. 
  
Si el algoritmo de distribución es MED el menor Ed de los servidores de agentes es 
seleciconado de un mapa14 global. Este mapa global es alimentado por los objetos de los 
servidores de ACD que existan. De forma similar si el algoritmo es RRMemory se 
selecciona el servidor con menor número de llamadas recibidas. El acceso a estas 
variables globales es protegido mediante exclusión mutua. Finalmente se invoca a la 
función EnrutaLlamada() la cual envía el comando redirect propio del AMI, indicando al 
servidor de conmutación la extensión correspondiente que permite conectar la llamadas 
desde el servidor de conmutación hacia el servidor de agentes seleccionado. 
 
Cuando el servidor de agentes recibe la llamada esta se pasa a la aplicación app_queue. 
Esta aplicación como tal genera los eventos al AMI sobre el estado del ACD. En tal caso, 
cada objeto de la Clase CServidorACD se da por enterado del estado de los agentes y las 
                                                 
14  Un mapa es un objeto en C++  que permite la creación de un arreglo de clave única con valor. 
 85
llamadas en general. Esto permite el cálculo del ED (Expected Delay) para el algoritmo 
MED. 
 
Especificamente el cálculo del Ed para cada uno de los servidores de agentes se calcula 
de la siguiente manera: 
 
• Si el total de agentes es igual a cero el Ed es cero, el código correspondiente es el 
siguiente: 
 
                if(TAgentes == 0 ) 
                { 
                                m_mutex.Lock(); 
                                Ed = 0.0; 
                                ListaSrvEd[Nombre] = Ed; 
                                m_mutex.Unlock(); 
                                … 
                } 
 
 
• Si el total de agentes libres es mayor a cero el Ed es cero, el código correspondien 
te es el siguiente: 
 
           if(TAgentesLibres > 0 ) 
 { 
   m_mutex.Lock(); 
   Ed = 0.0; 
   ListaSrvEd[Nombre] = Ed; 
             m_mutex.Unlock(); 
                                  … 
 } 
 
• Si el número de agentes ocupados es igual al número de agentes conectados 
entonces se toman en cuenta las variables del tiempo de atención promedio de las 
llamadas de los últimos 5 minutos. Si no se han recibido llamadas en los últimos 5 
minutos se asumen un tiempo de servicio de 120 segundos. El código asociado es 
el siguiente: 
 
 
if (TAgentesOcupados == TAgentes) 
{  
         if ( NumLlamadas5 == 0 ) 
{ 
Ed=(static_cast<double>(TClientesCola)+1)*(120) 
                                /static_cast<double>(TAgentes); 
  ListaSrvEd[Nombre] = Ed; 
 } 
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 else 
 { 
  Ed = (static_cast<double>(TClientesCola) +  1)* 
(static_cast<double>(TiempoServicio5))/ 
(static_cast<double>(NumLlamadas5))  
/static_cast<double>(TAgentes); 
 
               ListaSrvEd[Nombre] = Ed; 
                       cout << "--Ed : " << "[" << TClientesCola << "]" <<  
                      "[" << TiempoServicio5 << "/"   << NumLlamadas5 << "]" <<  
endl;      
} 
 
 
• En el caso contrario al anterior el Ed es cero ya que hay agentes disponibles para 
atender las llamadas. 
 
 
Si el algoritmo seleccionado es  JSQ, la función jsq() de la clase CAlgoritmoDistribucion 
se encarga de recorrer el mapa donde esta almacenado el número total de llamadas que se 
han distribuido a cada servidor y seleccionar el de menor valor. Esta función retorna la 
extensión a donde redirigir la llamada. El código es el siguiente: 
 
 
for( map<string,string>::iterator ii=ListaSrvActivos.begin();  
ii!=ListaSrvActivos.end(); ++ii) 
{ 
              if ((*ii).second == "ACTIVO" ) 
 {  
  if(ListaSrvLlamadas[(*ii).first] < NumLlamadas) 
  { 
   NumLlamadas = ListaSrvLlamadas[(*ii).first]; 
                                    Extension =  ListaExtenRedir[(*ii).first]; 
   Servidor = (*ii).first;    
  } 
 }  
} 
 
 
Como alternativa a JSQ, se implemento el algoritmo rrmemory, que a diferencia del 
anterior recuerda el último turno asignado en el balanceo de llamadas. Igualmente la 
función med() de la clase CAlgoritmoDistribucion se encarga se seleccionar el menor 
valor de los ed de los servidores de agentes. 
 
En cada evento de los servidores de ACD y conmutación se invoca a la función 
RevisaUmbrales() de la clase CAlarmas. Esta clase lee del archivo /etc/astalarmas.conf 
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los valores umbrales definidos por el usuario y que son evaluados por la clase. Las 
alarmas son guardas en archivo de texto para su posterior evaluación. Las variables a 
tener en cuenta son:  
 
 
• Máximo número de Llamadas en Cola. 
• Mínimo número de Agentes Conectados. 
• Máximo número de Canales. 
• Máximo Ed. 
• Máximo Tiempo AHT. 
• Máximo Porcentaje de Abandono Entrantes/Vs Abandonadas. 
• Estado de Conexión. 
 
 
De la misma manera se invoca a la función LogACD() y LogCONM() de cada una de las 
clases, las cuales actulizan un archivo de texto que es utilizado para el panel de 
visualización.  
 
El panel del estado del ACD, lee constantemente los archivos de log escritos por la 
aplicación, reflejando asi mismo sus cambios. En la figura 21 se puede observar el panel 
general que consta de tres servidores, uno de conmutación y dos de agentes. 
 
 
 
Figura 21.  Panel General 
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6. PRUEBAS DE LA APLICACIÓN 
 
 
 
Se construyo un ambiente de pruebas que refleja la una operación de Call Center que 
consta de 90 agentes con un máximo de 120 llamadas activas en todo el sistema. A 
continuación se comentan las configuraciones realizadas y el ambiente de pruebas 
utilizado. 
 
 
 
6.1 CONSIDERACIONES GENERALES  
 
El propósito de las pruebas es mostrar el funcionamiento del aplicativo desarrollado 
astrouter en un ambiente real controlado, utilizando tráfico real (señalización y voz) 
mediante el uso de agentes de Call Center simulados por el mismo Asterisk. 
 
Para la simulación de un Call Center se tuvieron en cuenta las consideraciones 
comentadas  en [29], algunas de estas son:   
 
• Considerar varios tipos de llamadas en cuanto a su duración y tasa de llegada. 
 
• El volumen de las llamadas puede calcularse mediante de datos históricos, 
modelos de series de tiempo o datos basados en experiencias. Generalmente el 
volumen de las llamadas se modela mediante un proceso de Poisson y el tiempo 
promedio de las llamadas mediante una distribución exponencial. 
 
• Respecto al tiempo de duración de las llamadas, para ser más precisos la 
distribución puede ser bimodal, esto puede evidenciarse ya que cierto tipo de 
llamadas de fácil tratamiento tienen una media mucho más pequeña (llamadas de 
corta duración) comparada con llamadas de más difícil tratamiento. 
 
• Considerar un número de agentes variable por cada periodo de simulación. 
 
• Los tiempos de abandono se modelan mediante una variable aleatoria exponencial 
la cual se denomina el factor de paciencia. No se tiene en cuenta el proceso de re 
llamada por parte del cliente. 
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Otros parámetros adicionales para la simulación de un VCC considerados en [31]  son: 
 
• Número de agentes homogéneos y heterogéneos en cada Call Center. 
• Tener en cuenta el tiempo de postproceso de los agentes.  
• Selección del tipo de algoritmo de enrutamiento. 
 
 
Teniendo en cuenta las observaciones realizadas para la simulación de Call Center en 
[29], [30] y basados más específicamente en el modelo presentado en [31], se desarrollo 
un pequeño programa en C++ para la generación aleatoria de llamadas. 
 
Esta aplicación considera P periodos, en cada uno de los cuales se atienden K tipos de 
llamadas.  Se tienen en cuenta las siguientes reglas: 
 
 
• El número de llamadas, se genera siguiendo una distribución de Poisson, con 
media λ, para cada periodo P. 
 
• Los tiempos de duración de cada llamada, se generan siguiendo una distribución 
exponencial con media 1/µp  para cada periodo P. 
 
• Los tiempos en cola de cada llamada, se generan siguiendo una distribución 
exponencial con media 1/υp para cada periodo P. 
 
 
Con un estimado 1000 llamadas por hora es posible calcular el valor de λ: 
 
P = λ t  ,  λ  = P/t = 1000/3600 = 0.28 
 
Para cada periodo P debe calcularse un valor de λ diferente. Para el cálculo de la duración 
de las llamadas y el tiempo en espera, la media de la distribución exponencial se calcula 
de la siguiente manera: 
m = 1/λ  
 
Si la duración promedio de la llamada es de 5 minutos la media es igual a: 
 
 m = 1/5 = 0.2 
 
Con esta media se generan los números aleatorios siguiendo la distribución exponencial 
para cada período P. Estos valores se multiplican por 60 y se redondean a cero decimales 
para obtener los segundos completos. El mismo procedimiento se realiza para los tiempos 
en cola de cada llamada.  Para las pruebas no se tuvo en cuenta caída de nodos en el 
sistema tanto de servidores de conmutación como servidores de agentes. 
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6.2 AMBIENTE DE PRUEBAS 
 
 
El ambiente se pruebas se esquematiza en la figura 21. Esta constituido por 6 servidores, 
4 enlaces primarios y 90 agentes.   
 
 
 
 
Figura 22.  Esquema General de Pruebas 
 
 
Las llamadas entrantes se generan desde cada servidor de conmutación utilizando el 
generador aleatorio de llamadas desarrollado, teniendo en cuenta el modelo de simulación 
de Call Center comentado anteriormente.  En un ambiente real estas llamadas 
provendrían de la RPBC y serian recibidas por los servidores de conmutación. 
 
Las llamadas generadas desde cada servidor Asterisk son distribuidas por el astrouter, al 
ejecutar el algoritmo de enrutamiento seleccionado. Mediante la conexión persistente al 
AMI de cada uno de los servidores (línea punteada roja que no se muestra para todos los 
servidores por claridad en el gráfico) se mantiene la comunicación entre los servidores y 
el aplicativo. Una vez el astrouter decide a que servidor Asterisk de agentes enviar la 
llamada se crea una troncal IAX2, que se programa estáticamente en cada uno de los 
servidores de conmutación (línea continua azul). De esta manera la voz y la señalización 
de la llamada se establecen entre el par de servidores.  
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Con el fin de utilizar del ACD se configuraron 3 colas, una por cada servidor, cada una 
con 30 agentes. Los agentes se configuraron como canales locales15 (chan_local) con el 
fin de simular un agente real. En cada servidor de agentes se almacena el archivo 
histórico del ACD. Una vez se genere un evento telefónico el astrouter identificara el 
evento y realizara las tareas respectivas.  
 
 
 
6.3  GENERADOR DE LLAMADAS ALEATORIAS 
 
 
Para la generación de los números aleatorios se utilizo la clase RNG (Random Number 
Generation) [18]. Esta clase permite crear un objeto RNG y generar números aleatorios 
de distintas distribuciones de probabilidad. Existe una forma de generar una llamada en 
Asterisk simplemente con la creación de un archivo de texto con extensión .call. Este 
archivo debe ser copiado a la carpeta /var/spool/asterisk/outgoing/ donde es procesado 
inmediatamente por Asterisk.  La estructura del archivo se muestra en la tabla 12. 
 
 
Channel:Local/346@default 
Callerid: 3165000 
MaxRetries: 0 
RetryTime: 0 
WaitTime:0 
Context: cliente 
Extension: s 
Priority:1 
Set: TiempoCola=3 
Set: TiempoHablado=1339 
 
Tabla 12. Estructura del archivo .call 
 
 
Debido a que una llamada esta constituida por dos canales (entrada y salida), en el 
archivo .call se define el canal de entrada en la variable Channel y el canal de salida es 
creado automáticamente al ejecutar las instrucciones de la extensión s en el contexto 
cliente con la prioridad 1. Las extensiones creadas en el contexto default (extensión 346) 
y cliente son estáticas. Los dos últimos parámetros TiempoCola y TiempoHablado son 
generados de acuerdo a la distribución exponencial para cada periodo. Esto permite 
definir para cada llamada el tiempo de duración y el tiempo en cola si lo hay. Los otros 
parámetros MaxRetries, RetryTime  y WaitTime se utilizan para configurar el máximo 
número de intentos y el tiempo máximo de espera para generar de nuevo la llamada en 
                                                 
15 Los canales locales son extensiones internas manejadas por Asterisk. En este caso se utilizan para 
contestar la llamada, reproducir una grabación para generar trafico RTP y luego colgar la llamada. 
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caso de no ser exitosa, por ejemplo al recibir un tono de ocupado. Para las pruebas no se 
utilizaron estos parámetros ya que la llamada siempre será contestada por la maquina. 
 
 
6.4  CONFIGURACIÓN DE LOS SERVIDORES 
 
Para la configuración del ambiente de pruebas, se modificaron los archivos .conf  de cada 
uno de los servidores.  La configuración realizada se comenta en las siguientes secciones. 
 
 
6.4.1 Configuración Servidores de Conmutación 
 
En el archivo manager.conf  de cada servidor se creo el usuario dialer, con contraseña 
1234. Este usuario será utilizado por el astrouter para conectarse al AMI. Únicamente se 
permite la lectura de eventos definidos por el usuario (UserEvent) y el envío de cualquier 
comando hacia Asterisk. La configuración realizada es la siguiente: 
 
 
 
[dialer] 
secret = 1234 
read = user  
write = system,call,log,verbose,command,agent,user 
permit=0.0.0.0/0.0.0.0 
 
 
 
Por otro lado, en el archivo extensions.conf  de cada una de las maquinas se definió, una 
extensión arbitraria que correspondería al DID16 de un enlace primario. En la 
configuración se utilizo la extensión 346. Una vez la llamada es contestada por Asterisk, 
se realiza el siguiente procedimiento: 
 
• Se contesta la llamada mediante la aplicación Answer(). 
 
• Se define una variable de canal denominada TiempoCola con el valor 
correspondiente al tiempo en cola del archivo .call  
 
• Se define una variable de canal denominada TiempoHablado con el valor 
correspondiente al tiempo de conversación del archivo .call  
 
• Se genera un evento definido por el usuario que denomine LlamadaEntrante, 
cuyos parámetros son el DID (${EXTEN}) y el canal de la llamada. 
                                                 
16  Los DID (Direct Inbound Dial) son los números telefónicos asignados por la RPBC a un enlace 
primario. Generalmente las centrales de la RPBC envían los últimos 4 números a las plantas. Este 
parámetro debe programarse en Asterisk para poder recibir las llamadas. 
 93
 
• Se invoca a la aplicación Wait() que espera por 1 segundo. 
 
• La llamada es retenida por el servidor mientras se genera música en espera 
(MusicOnHold()). 
 
La configuración es la siguiente: 
 
 
; extensions.conf 
; Servidor de Conmutacion (1) 
exten => 346,1,Answer() 
exten => 346,n,Set(TiempoCola=${CUT(TiempoCola,,1)}) 
exten => 346,n,Set(TiempoHablado=${CUT(TiempoHablado,,1)}) 
exten => 346,n,UserEvent(LlamadaEntrante|DID: ${EXTEN}|Channel: ${CHANNEL}) 
exten => 346,n,Wait(1) 
exten => 346,n,MusicOnHold() 
 
 
 
; extensions.conf 
; Servidor de Conmutacion (2) 
exten => 347,1,Answer 
exten => 347,n,Set(TiempoCola=${CUT(TiempoCola,,1)}) 
exten => 347,n,Set(TiempoHablado=${CUT(TiempoHablado,,1)}) 
exten => 347,n,UserEvent(LlamadaEntrante|DID: ${EXTEN}|Channel: ${CHANNEL}) 
exten => 347,n,Wait(1) 
exten => 347,n,MusicOnHold() 
 
 
 
Se utiliza la función CUT, para extraer únicamente el valor de las variables de los 
tiempos en cola y tiempo hablado del archivo .call. 
 
Hasta ese momento, el servidor de conmutación ha recibido la llamada y esta listo para 
enviarla a un servidor de agentes que el astrouter seleccione. Por lo tanto cada servidor 
de conmutación debe conocer la ubicación de cada servidor de agentes para poder enviar 
y establecer la llamada.  
 
Para realizar este proceso se configuro en cada uno de los 2 servidores de conmutación 3 
troncales usando el protocolo IAX217, hacia cada servidor de agentes. El archivo 
extensions.conf  se configuro de la siguiente manera:   
 
                                                 
17 Tambien se pueden configurar troncales con el protocolo SIP. Se utilizo IAX2 con el fin de mostrar este 
protocolo nativo para Asterisk. 
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; Para el servidor de Agentes (1)  
exten => 001,1,Set(CALLERID(name)=${TiempoCola}) 
exten => 001,n,Set(CALLERID(number)=${TiempoHablado}) 
exten => 001,n,Dial(IAX2/t_acd1/003) 
exten => 001,n,Hangup 
 
; Para el servidor de Agentes (2)  
exten => 002,1,Set(CALLERID(name)=${TiempoCola}) 
exten => 002,n,Set(CALLERID(number)=${TiempoHablado}) 
exten => 002,n,Dial(IAX2/t_acd2/003) 
exten => 002,n,Hangup 
 
; Para el servidor de Agentes (3)  
exten => 003,1,Set(CALLERID(name)=${TiempoCola}) 
exten => 003,n,Set(CALLERID(number)=${TiempoHablado}) 
exten => 003,n,Dial(IAX2/t_acd3/003) 
exten => 003,n,Hangup 
 
 
 
Se definieron las extensiones 001, 002 y 003 respectivamente. Cuando se realiza una 
llamada a alguna de estas extensiones, dentro de la variable CALLERID(name) se 
almacena el tiempo en cola que va a durar la llamada y dentro de la variable 
CALLERID(number) el tiempo de conversación de la llamada si lo hubiese. La razón de 
hacer esta configuración, es la necesidad de pasar como variables los tiempos definidos 
desde el generador de llamadas desde un servidor Asterisk a otro. Hasta el momento el 
paso de variables definidas por el usuario entre servidores Asterisk no esta 
implementado, sin embargo estas dos variables se pueden modificar y sus valores se 
mantienen al ser enviadas a otra maquina, por tal motivo se utilizarón estos dos campos.  
 
Posteriormente se invoca a la aplicación Dial, haciendo uso del protocolo IAX2 enviando 
la llamada por la cuenta especifica, en este caso t_acd1,  t_acd2 y t_acd3. Las cuentas 
IAX2 se definieron en el archivo iax2.conf de cada servidor de conmutación con el fin 
poder establecer un canal de comunicación con los servidores de agentes. Las cuentas son 
las siguientes: 
 
 
; iax2.conf 
[t_acd1] 
type=friend 
host=ip_acd1 
username=t_acd1 
context=default 
qualify=yes 
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trunk=yes 
disallow=all 
allow=gsm 
 
[t_acd2] 
type=friend 
host= ip_acd2 
username=t_acd2 
context=default 
qualify=yes 
trunk=yes 
disallow=all 
allow=gsm 
 
[t_acd3] 
type=friend 
host= ip_acd3 
username=t_acd3 
context=default 
qualify=yes 
trunk=yes 
disallow=all 
allow=gsm 
 
 
 
Por cada cuenta se configura la ip del servidor de agentes (ip_acd1, ip_acd2, ip_acd3), el 
codec a utilizar y la opción trunk=yes que permite enviar múltiples llamadas sobre el 
mismo flujo de datos. El codec que se utilizo para las troncales fue gsm. 
 
Finalmente se configuro el contexto cliente, que sirve para la creación del segundo canal 
de la llamada. Este canal se mantiene abierto con música en espera. La configuración 
realizada en el archivo extensions.conf  es al siguiente: 
 
 
 
      [cliente] 
      exten => s,1,MusicOnHold() 
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6.4.2 Configuración Servidores de Agentes 
 
 
En el archivo manager.conf, se creo una cuenta con el usuario dialer, con contraseña 
1234, que tiene permisos para leer los eventos generados por la aplicación app_queue y 
para leer los eventos generados por el usuario. Se puede enviar cualquier tipo de 
comando hacia Asterisk. La configuración es la siguiente:  
 
 
[dialer] 
secret = 1234 
read=agent,user 
write = system, call, log, verbose, command, agent, user 
permit=0.0.0.0/0.0.0.0 
 
 
La configuración de los agentes y colas en cada uno de los servidores se realizo en los 
archivos agentes.conf y queues.conf. En el archivo agents.conf se definieron 30 
extensiones locales que representan los agentes, la misma maquina internamente 
contestara el ACD. Normalmente las llamadas del ACD son enviadas a los agentes 
creando un canal de voz a puntos terminales. Este proceso implica más procesamiento 
para el servidor de agentes pero no para el aplicativo astrouter.  
 
La configuración realizada fue la siguiente: 
 
 
 
       ;  agents.conf 
       agent => Local/100,1234,Agente 100 
       agent => Local/101,1234,Agente 101 
       agent => Local/102,1234,Agente 102 
       agent => Local/103,1234,Agente 103 
       agent => Local/104,1234,Agente 104 
       agent => Local/105,1234,Agente 105 
       … 
       agent => Local/130,1234,Agente 128 
       agent => Local/130,1234,Agente 129 
       agent => Local/130,1234,Agente 130 
 
 
 
Se creo una cola denominada INBOUND. Esta cola se configuro para que permitiera la 
generación de los eventos al AMI mediante la opción eventwhencalled= yes y usando la 
estrategia rrmemory. Adicionalmente mediante el parámetro wrapuptime puede definirse 
un tiempo fijo de postproceso. Este parámetro se tiene en cuenta en simulaciones 
presentadas en [29]. Es necesario definir los agentes que pertenecen a la cola, en este 
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caso las 30 extensiones locales configuradas anteriormente. La configuración realizada 
fue la siguiente: 
 
 
 
        ;; queues.conf  
        [INBOUND] 
        eventwhencalled = yes 
        eventmemberstatus = no 
        strategy = rrmemory 
        timeout = 2 
        wrapuptime = 0 
        joinempty = yes 
        retry = 0 
        member => Local/100@agentes 
        member => Local/101@agentes 
        member => Local/102@agentes 
        member => Local/103@agentes 
        … 
        member => Local/130@agentes 
 
 
 
Por el momento se tienen configurados los agentes y la cola. Cuando una llamada es 
recibida por el servidor de agentes, esta debe ser procesada por la aplicación app_queue. 
Antes realizar este procedimiento, se almacenan las variables CALLERID(name) y 
CALLERID(number) que contienen los valores de los tiempos aleatorios de las llamadas.  
 
Se genero el evento Join para que el astrouter identifique cuando una llamada va a 
ingresar a la cola. Se utilizo la función Set(TIMEOUT(absolute)) para definir el tiempo 
máximo de duración de la llamada, con el fin de colgar el canal a los t segundos definidos 
por la variable TiempoCola. Finalmente se invoca a la aplicación Queue() que recibe 
como parámetros el nombre de la cola (INBOUND) y el máximo tiempo en espera 
definido como 360 segundos. Los dos últimos parámetros CuelgaLlamada.agi y 
${TiempoHablado} permiten cambiar el tiempo de la duración de la llamada si esta ha 
sido contestada por un agente. CuelgaLlamada.agi es un pequeño agi programado en 
C++ que se ejecuta antes de que la llamada sea contestada por un agente libre. La 
configuración realizada se muestra a continuación: 
 
 
 
; extensions.conf  srvacd3  
exten => 003,1,Answer 
exten => 003,n,Set(TiempoCola=${CALLERID(name)}) 
exten => 003,n,Set(TiempoHablado=${CALLERID(number)}) 
exten => 003,n,UserEvent(Join|Queue: TESTQ) 
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exten => 003,n,Set(TIMEOUT(absolute)=${TiempoCola}) 
exten => 003,n,Queue(TESTQ||||360|CuelgaLlamada.agi|${TiempoHablado}) 
exten => 003,n,Hangup 
 
 
 
El código de la aplicación CuelgaLlamada.agi  hace uso del Asterisk Gateway Interface 
(AGI). Básicamente recibe como parámetro el valor del tiempo hablado en segundos y 
utiliza la instrucción SET AUTOHANGUP  para colgar la llamada al tiempo deseado.   
 
Fue necesario crear esta pequeña aplicación ya que el control de la llamada en momento 
lo tiene la aplicación app_queue y no es posible enviarle una instrucción para colgar la 
llamada. Sin embargo, la aplicación app_queue puede lanzar al canal del cliente un 
programa AGI. Aprovechando esta característica, desde el programa agi si es posible 
realizar la modificación de las variables de canal, en este caso la instrucción del cuelgue 
de la llamada al cabo de t segundos. El código del programa AGI utilizado es el 
siguiente:  
 
 
// CuelgaLlamada.agi 
#include <iostream> 
int main(int argc, char **argv, char **envp) 
{ 
        std::string TiempoHablado, Respuesta; 
 
        for (int i = 1; i < argc; i++) { 
                if (i == 1) { 
                       TiempoHablado = argv[i]; 
                       std::cout << "SET AUTOHANGUP " << TiempoHablado << std::endl; 
                       std::cin >> Respuesta; 
                } 
        } 
    return 1; 
} 
 
 
Hasta este momento la llamada ha ingresado a la cola y espera ser contestada por los 
agentes disponibles o en su defecto esperar en la cola para ser atendida. Debido a que los 
agentes se crearon como una extensiónes locales, es necesario configurarlas para que 
ejecuten alguna instrucción una vez la llamada es contestada. Para generar trafico de voz, 
se configuro cada extensión local para que reprodujera un archivo de audio en el servidor 
de agentes utilizando la aplicación Playback().  
 
Se utilizo las aplicación Set(GROUP()) y GROUP_COUNT() para que cada extensión 
local solo pudiera contestar una llamada a la vez. Esta restricción es necesaria realizarla, 
ya que con una sola extensión local es posible contestar todas las llamadas de la cola, y 
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por ende nunca habría llamadas en espera, situación que no se desea que se presente. Esto 
se sucede ya que es el mismo Asterisk quien esta contestado el ACD.  A continuación se 
muestra la configuración realizada: 
 
 
 
; Simulación los Agentes 
[agentes] 
exten => _1XX,1,Set(GROUP()=${EXTEN}) 
exten => _1XX,2,GotoIf($[${GROUP_COUNT()} > 1]?103) 
exten => _1XX,3,Playback(demo-congrats) 
exten => _1XX,4,Goto(agentes,${EXTEN},3) 
exten => _1XX,103,Set(DIALSTATUS=CHANUNAVAIL) 
 
 
 
Si la extensión ya ha contestado una llamada la variable ${GROUP_COUNT()} será igual 
a uno y el interprete del plan de marcación saltara a la prioridad 103 que define la 
variable DIALSTATUS  a CHANUNAVAIL lo que le indica al Asterisk que la extensión 
no esta disponible. Una vez se cuelgue la llamada la extensión se libera. Las letras X en 
la definición de la extensión representan cualquier digito del 0 al 9 y el prefijo _ indica 
que el patrón de marcación es variable.   
 
 
6.5 PARÁMETROS DE MEDICIÓN 
 
Los parámetros más utilizados para la medición del rendimiento de un Call Center son 
comentados en [29] [30] y [31]. De estos se seleccionaron los siguientes:  
 
 
• Tamaño promedio de la cola. 
• Tiempo promedio de espera en cola (ASA). 
• Porcentaje de las llamadas contestadas antes de τ segundos (nivel de servicio). 
• Tiempo promedio de abandonos. 
• Tiempo promedio de conversación (AHT). 
• Utilización de los agentes (Agentes Ocupados vs Agentes Libre).  
 
 
Se realizarón pruebas durante 3 periodos cada uno de 200 segundos, en un ambiente 
homogéneo (igual número de agentes en cada servidor) y heterogéneo (diferente número 
de agentes en cada servidor) para cada uno de los algoritmos MED y RRMemory.  
 
Se utilizó para cada uno de ellos el mismo número promedio de llamadas, tiempo de 
conversación, 2 tipos de llamadas y tiempo en cola esperado. En la tabla 13 se encuentra 
el resumen de los parámetros utilizados para las pruebas. 
 
 100
 
Periodos 
Tipos de 
Llamada 
Promedio de 
Duración de la 
Llamadas (min)
Promedio 
Tiempo en Cola 
(seg.) 
Número 
de 
Agentes 
 
Algoritmo
3 2 5 min 120 30,30,30 MED 
3 2 5 min 120 20,25,35 MED 
3 2 5 min 120 30,30,30 RRM 
3 2 5 min 120 20,25,35 RRM 
 
λp = (0.41, 0.43, 0.38) (Tasa de Llegada de Llamadas) 
µp = (0.5, 0.55, 0.5)     (Tiempo en Cola) 
υp = (0.2, 0.22, 0.23)   (Tiempo Hablado) 
 
Tabla 13. Parámetros de prueba del Astrouter 
 
Los datos generados por las pruebas se almacenaron en los siguientes archivos: 
 
• Archivo log del generador aleatorio de llamadas (fecha, número de llamadas, 
tiempo hablado y tiempo en cola de cada llamada). 
• Archivo CDR de cada maquina de conmutación, donde queda registrado el origen 
de la llamada, destino y duración de la misma.  
• Archivo queuelog de cada maquina Asterisk de agentes. Donde se registra en 
detalle la actividad del ACD.  
• Archivo Log del Astrouter. Donde se especifica el destino, número de 
enrutamientos y estado del ACD de cada maquina de agentes cada 15 segundos. 
 
 
 
6.6  RESULTADO DE LAS PRUEBAS 
 
 
A continuación se muestran los resultados de las pruebas realizadas en ambientes 
homogéneos y heterogéneos, calculando las principales métricas ya mencionadas. 
 
 
6.6.1 RRMemory homogéneo y MED homogéneo 
 
 
Es claro que la distribución de las llamadas para el algoritmo RRMemory es igual para 
todos los servidores 208 llamadas para cada uno, a diferencia de MED que distribuyó 
205, 184 y 225 llamadas respectivamente. Esto suma para el primer caso un total de 624 
llamadas contra 614, lo que representa un 1.6 % mas de llamadas en el caso homogéneo.   
 
El número de llamadas contestadas por todo el sistema fue de 515 llamadas con 
RRMemory y de 536 llamadas en total usando MED. La figura 23 muestra el 
comparativo de los algoritmos por servidor. 
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Figura 23. Número de Llamadas Contestadas RRMemory -MED caso homogéneo 
 
 
 
Con respecto a las llamadas abandonadas se presentaron 109 usando el algoritmo 
RRMemory y 78 usando MED,  lo que representa una disminución del 16.57% en el 
número de llamadas abandonadas para todo el sistema. 
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Figura 24.  Número de llamadas abandonadas RRMemory-MED caso homogéneo 
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Los tiempos de promedio en espera de las llamadas abandonas se muestra en al figura 25. 
Cabe anotar que los tiempos son menores en los servidores de agentes 1 y 3 en el 
algoritmo MED, sin embargo para el servidor 2 el tiempo de abandono usando MED es 
mucho mayor que utilizando el algoritmo RRMemory. Eso explica el porque la 
aplicación envío un menor número de llamadas a este servidor con respecto a los otros 
dos, tratando de compensar los altos tiempos de espera en la cola. 
 
Sin embargo el indicador ASA de las llamadas contestadas es mucho menor en los 3 
servidores para el algoritmo MED. Este indica que los clientes tuvieron que esperar 
menor tiempo en la cola para ser atendidos. 
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Figura 25.  Tiempos promedio de abandono RRMemory-MED caso homogéneo 
 
 
 
A nivel general el indicador AHT es mayor para el algoritmo MED. Cabe anotar que el 
servidor 2 sin embargo siendo el que recibió el menor número de llamadas para el 
algoritmo MED es el que registra el mayor valor de AHT, esto también explica los altos 
tiempos de abandono que se presentaron en este servidor ya que los agentes se 
encontraban ocupados. 
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Figura 26. Tiempo promedio en cola (ASA) RRMemory-MED caso homogéneo 
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Figura 27. Tiempo promedio de conversación (AHT) RRMemory-MED caso homogéneo 
 
La métrica mas utilizada para medir el servicio en general en un Call Center es el nivel de 
servicio (GoS). Este indicador se calcula sobre un porcentaje del total de las llamadas 
entrantes que debe contestarse antes de un umbral de tiempo medido en segundos. Es 
muy común utilizar el indicador en 80/20, lo que significa que se deben contestar como 
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mínimo un 80% de las llamadas entrantes en menos de 20 segundos. Con este indicar se 
calcularon los niveles de servicio para cada uno de los servidores usando los dos 
algoritmos.  El resultado se muestra en la figura 28. 
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Figura 28. Nivel de servicio (80/20) RRMemory-MED caso homogéneo 
 
 
En la gráfica anterior se puede observar que en ninguno de los casos se cumplió con el 
nivel de servicio esperado. El porcentaje mas cercarno se registro en el servidor 1 con el 
algoritmo MED con un 73.65%.  
 
 
Sin embargo, el servidor 2 quien registró los tiempos promedio de abandono más altos 
comparados con los demás servidores (Figura 28) no se refleja de manera muy directa en 
valor del nivel de servicio. Una vez las llamadas han sido abandonadas, el tiempo de 
abandono no se tiene en cuenta para el cálculo del nivel de servicio, como si lo es el 
contestar la mayor cantidad de llamadas antes de  t segundos. 
 
 
Para finalizar otra métrica muy poco usada es el tamaño promedio de la cola de espera, 
pero que es muy útil para medir la efectividad del algoritmo de enrutamiento que se este 
utilizando.  El cálculo de este dato se realizo utilizando los tiempos registrados de cada 
evento de ingreso de llamada a la cola como el tiempo en que fue atendida y se tomo el 
promedio. El resultado se muestra en la figura 29, se observa claramente una reducción 
del tamaño promedio de la cola utilizando el algoritmo MED. 
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Figura 29.  Tamaño promedio de la cola  RRMemory-MED caso homogéneo 
 
 
 
6.6.2 RRMemory heterogéneo y MED heterogéneo 
 
 
El número de llamadas distribuidas a cada servidor de agentes utilizando el algoritmo 
RRMemory fue de 199, 199 y 198 llamadas lo que da un total de 596 llamadas para todo 
el sistema. En el caso del algoritmo MED la distribución de las llamadas fue de 168, 203 
y 234 respectivamente para un total de 605 llamadas evidenciándose una distribución más 
adecuada de acuerdo al número de agentes conectados en cada servidor.  
 
En la figura 30 se muestra el comparativo de las llamadas contestadas por cada uno de los 
servidores de agentes haciendo uso de cada algoritmo. En ambos casos, el número de 
llamadas contestadas aumento proporcionalmente al número de agentes conectados como 
era de esperarse. Sin embargo el comportamiento estático de la distribución de llamadas 
del algotirmo RREMemory se ve reflejado en el número de llamadas abandonadas debido 
a que cada servidor cuenta con un número diferente de agentes. 
 
El número de llamadas abandonadas se muestra en la figura 31. El servidor 1 utilizando 
el algoritmo RRMemory presento un mayor número de abandonos si se compara con 
cada pareja de servidores en cada algoritmo.  Para el caso del servidor 2 la diferencia es 
muy poca ya que se recibieron 199 y 203 llamadas de las cuales se abandonaron 47 y 43 
respectivamente, presentándose un comportamiento similar.  Para el servidor número 3 se 
presenta un abandono de más del doble de las llamadas para el algoritmo MED (12 contra 
5).  
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Figura 30. Llamadas contestadas RRMemory-MED caso heterogéneo 
 
 
La razón de esto es que la diferencia de llamadas entrantes para cada algoritmo es 
bastante significativa, 34 llamadas más entraron para el caso del algoritmo MED para el 
servidor 3, que tiene el mayor número de agentes conectados (35). 
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Figura 31. Llamadas Abandonadas RRMemory-MED caso heterogéneo 
 107
Por su parte el tiempo promedio en espera de las llamadas contestadas mostrados en la 
figura 32, presenta un mejor resultado utilizando el algoritmo MED. Los servidores 2 y 3 
presentaron un comportamiento similar con un promedio de 17 segundos en espera. El 
peor caso se presento en el servidor 1, ya que con tan solo 20 agentes presento el mayor 
número de abandonos incrementando el tiempo promedio en espera hasta casi 30 
segundos. 
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Figura 32. Tiempo Promedio en Cola (ASA) RRMemory-MED caso heterogéneo 
 
 
Los tiempos de conversación promedio fueron mas altos utilizando el algoritmo MED. El 
alto abandono del servidor 1 hizo decaer su valor a aproximadamente 276 segundos en 
promedio. Los servidores 2 y 3 presentaron un comportamiento similar.   
 
Por ultimo, en ninguno de los caso se cumplió con el nivel de servicio en esa franja. 
Similarmente el peor valor se registro para el servidor 1 con un nivel de servicio del 
40.7%. Mejores resultados se obtuvieron en el servidor 3 llegando a un nivel de servicio 
del 73.7 %.  
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Figura 33. Tiempo Promedio Hablado (AHT) RRMemory-MED caso heterogéneo 
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Figura 34. Nivel de servicio (80/20) RRMemory-MED heterogéneo 
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Aunque el nivel de servicio nunca se cumplió en los resultados mostrados tanto en las 
pruebas homogéneas como heterogéneas, en el caso real la métrica es calcula durante 
todo el día de operación, por lo tanto puede a ver ciertas franjas donde el nivel de servicio 
no se cumpla por ejemplo en las horas pico. Sin embargo el nivel se recupera en las horas 
donde hay bajo tráfico. Generalmente en las horas de alto tráfico se utilizan mas agentes 
de los normales para mantener este nivel y compensarlo con el resto del día. 
 
 
El tamaño promedio de la cola, se muestra en al figura 35. Como era de esperarse en el 
algoritmo RRMemory el tamaño de la cola disminuye con el aumento del número de 
agentes y el mismo trafico por cada uno de los servidores. Por otro lado en el caso de 
MED el se puede decir que el promedio se mantuvo constante ya que se compensa el 
volumen de las llamadas con la cantidad de agentes en cada servidor.  
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Figura 35. Tamaño Promedio de la Cola RRMemory-MED heterogéneo 
 
 
 
Como resultado general se obtuvo mejor rendimiento utilizando el algoritmo MED. Es 
claro que utilizando el enrutamiento estático de RRMemory el servidor 1 que cuenta con 
el menor número de agentes tuvo los peores resultados ya que recibió el mismo número 
de llamadas que los demás. Lo contrario sucedió con el servidor 3 que presento buenos 
resultados debido a que tenía mayor cantidad de agentes. Un resumen mas detallado de 
las cifras de las pruebas realizadas se encuentra en el anexo A.  
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7. CONCLUSIONES Y RECOMENDACIONES 
 
 
 
La tecnología de voz sobre IP  esta clasificada desde el año 2006 por los estudios de 
Gartner en una etapa de productividad empresarial.  En la figura 36 se muestra el 
diagrama de las tecnologias. 
 
 
 
 
 
Figura 36.  Diagrama de Tecnologías de Gartner, 2006 
 
 
 
Adicionalmente, en el cuadrante Mágico de Gartner que se muestra en la figura 37,  para 
compañías de telefonía de ese mismo año sitúa a la empresa Digium, principal 
patrocinador y creador del proyecto Asterisk como una alternativa en potencia ante las 
empresas tradicionales líderes del mercado como Cisco, Avaya, Nortel y Alcatel.   
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Figura 37. Cuadrante Mágico de Compañías de Telefonía en EMEA, 2006
 
 
Esto demuestra los inicios del posicionamiento del software libre para aplicaciones de 
voz sobre ip en el mercado mundial. Las principales ventajas son la flexibilidad y la 
facilidad de integración con otro tipo de plataformas. 
 
Algunas conclusiones y recomendaciones a partir del estudio y trabajo realizado son las 
siguientes:  
 
• El diseño de Asterisk esta basado en módulos que interactúan con un núcleo 
central. Los problemas de utilizar listas encadenas en aplicaciones multihilos es 
un tema que ya esta siendo replanteado por los desarrolladores y esta actualmente 
en desarrollo. 
 
• La posibilidad de integración de Asterisk con aplicaciones externas facilita la 
integración con otro tipo de plataformas. El uso de las interfaces AGI y AMI 
permiten esta integración casi con cualquier tipo de aplicación que utilice sockets 
en la totalidad de lenguajes de programación de alto nivel. 
 
• La migración de arquitecturas de Call Center basadas en hardware soportadas por 
redes de conmutación de circuitos a arquitecturas tipo software con Asterisk en 
redes de conmutación de paquetes requiere de tener en cuenta ciertos aspectos. 
Por tal motivo se planteo una arquitectura en capas donde se separaron los 
procesos de conmutación, distribución, aplicaciones y almacenamiento. 
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• Se encontró una falencia en la no existencia de un software que permitiera la 
distribución de las llamadas para los ACD de diferentes Asterisk aplicando un 
algoritmo en particular. Basado en los modelos de Call Center Virtuales mas 
específicamente el de Network ACD se diseño e implemento una aplicación que 
permite la distribución de las llamadas sobre diferentes máquinas Asterisk 
haciendo uso del Asterisk Manager Interface (AMI). 
 
• Se configuro un ambiente de pruebas que simula la operación de un Call Center 
con 2 servidores de conmutación, 3 servidores de Agentes y uno para el aplicativo 
desarrollado. 
 
• Se probó la aplicación con una carga máxima de 120 llamadas simultáneas 
mostrando el funcionamiento de la aplicación aplicando dos algoritmos 
RRMemory y MED en ambientes homogéneos y heterogéneos. 
 
• Se mostraron los resultados de las pruebas y de forma indirecta se compararon los 
algoritmos MED y RRMemory anteriormente estudiados en otros trabajos [31]. 
 
• El núcleo de la aplicación desarrollada básicamente permite leer cualquier evento 
generado por el AMI de las maquinas a las cuales se conecte con el fin de tomar 
una decisión en particular. Bajo esta premisa es posible adicionar a la aplicación 
desarrollada la funcionalidad de un marcador y de un servidor de CTI. Como la 
aplicación conoce el estado del ACD de cada uno de los servidores en los 
momentos de bajo tráfico estaría en la capacidad de generar llamadas de salida, 
que se distribuirían como llamadas de entrada, haciendo un mejor uso de los 
recursos. El servidor CTI seria la implementación de una clase que permitiera 
enviar a los agentes los datos relacionados con la llamada como el número 
telefónico u otro dato en especial para su posterior integración con otros sistemas 
tipo CRM. 
 
• Se recomienda la no instalación del sistema gráfico, ejecutar solo los servicios 
necesarios e iniciar el sistema operativo en RUNLEVEL 3 para las maquinas 
Asterisk que se utilicen para un alto tráfico. Para un mejor rendimiento se 
recomienda la reproducción de los mensajes y la música en espera desde 
dispositivos virtuales como un RAM DRIVE18 y la utilización de sistemas NFS 
para la grabación de grandes volúmenes de llamadas.  
 
• Se recomienda fijar un solo codec y protocolo (SIP, IAX2) entre maquinas 
Asterisk y puntos terminales con el fin de disminiur procesos de transcoficicacion 
y cambios de protocolo.  
 
 
 
                                                 
18 Un Ram Drive permite ver al sistema operativo una porcion de memoria ram como sistema de archivos 
similar a un disco duro convencional. 
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ANEXO A 
DETALLES DE LOS RESULTADOS 
 
 
 
A.1  Resultados Algoritmo RRMemory - HOMOGENEO 
 
Algoritmo utilizado: RRMemory 
Escenario: Homogéneo 
Número total de agentes: 90  (30 por cada Servidor) 
 
 
Eventos Srv ACD ast1 Srv ACD ast2 Srv ACD ast3 Total 
EnterQueue 208 208 208 624 
CompleteCaller 173 173 169 515 
Connect 173 173 169 515 
Abandon 35 35 39 109 
Tiempo en Cola 2065 1897 2997 6959 
Tiempo Hablado 47545 48115 50019 145679 
Tiempo de 
Abandono 
1444 1518 1428 4390 
 
Tabla 14. Eventos del ACD RRMemory Homogéneo (Fuente queuelog) 
 
 
Servidores Srv Conm 1 Srv Conm 2 Total 
Src ACD ast1 112 96 208 
Src ACD ast2 98 110 208 
Src ACD ast3 102 106 208 
Total 312 312 626 
 
Tabla 15. Datos de Enrutamiento de Llamadas - Fuente CDR (Srv de Conmutación) 
 
 
 
A.2  Resultados Algoritmo MED - HOMOGENEO 
 
 
Algoritmo utilizado: MED 
Escenario: Homogeno 
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Número totol de agentes: 90  (30 por cada Servidor) 
 
 
Eventos Srv ACD ast1 Srv ACD ast2 Srv ACD ast3 Total 
EnterQueue 205 184 225 614 
CompleteCaller 181 160 195 536 
Connect 181 160 195 536 
Abandon 24 24 30 78 
Tiempo en Cola 1553 1850 2618 6021 
Tiempo Hablado 51931 51063 49123 152117 
Tiempo de Abandono 632 1769 925 3326 
 
Tabla 16. Eventos del ACD - MED Homegeneo (Fuente queuelog) 
 
 
Servidores Srv Conm 1 Srv Conm 2 Total 
Src ACD ast1 83 122 205 
Src ACD ast2 82 102 184 
Src ACD ast3 116 109 225 
Total 281 333 614 
 
Tabla 17. Datos de Enrutamiento de Llamadas - Fuente CDR (Srv de Conmutacion) 
 
 
Del archivo de registro de los generadores de llamadas se registran 281 llamadas 
generadoas por el servidfor de conmutación 1 y 333 generadas por el servidor de 
conmutación 2. 
 
 
 
A.3  Resultados Algoritmo RRMemory - HETEREOGENEO 
 
Algoritmo utilizado: RRMemory 
Escenario: Hetereogeno 
Número total de agentes: 80  (20, 25, 35 por cada servidor respectivamente). 
 
 
Eventos Srv ACD ast1 Srv ACD ast2 Srv ACD ast3 Total 
EnterQueue 199 199 198 596 
CompleteCaller 131 152 193 476 
Connect 131 152 193 476 
Abandon 68 47 5 120 
Tiempo en Cola 3819 2027 154 6000 
Tiempo Hablado 36210 42888 56572 135670 
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Tiempo de Abandono 2977 2987 98 6062 
 
Tabla 18. Eventos del ACD RRMemory Heterogéneo (Fuente queuelog) 
Servidores Srv Conm 1 Srv Conm 2 Total 
Src ACD ast1 100 99 199 
Src ACD ast2 107 92 199 
Src ACD ast3 97 101 198 
Total 304 292 596 
 
Tabla 19. Datos de Enrutamiento de Llamadas - Fuente CDR (Srv de Conmutación) 
 
 
 
A.4  Resultados Algoritmo MED - HETEREOGENEO 
 
 
Algoritmo utilizado: MED 
Escenario: Heterogéneo 
Número total de agentes: 80  (20, 25, 35 por cada servidor respectivamente). 
 
Eventos Srv ACD ast1 Srv ACD ast2 Srv ACD ast3 Total 
EnterQueue 168 203 234 605 
CompleteCaller 119 150 222 491 
Connect 119 150 222 491 
Abandon 49 53 12 114 
Tiempo en Cola 2173 3365 3049 8587 
Tiempo Hablado 34434 41307 65003 140744 
Tiempo de Abandono 2922 3136 301 5359 
 
Tabla 20. Eventos del ACD RRMemory Hetereogeneo (Fuente queuelog) 
 
 
Servidores Srv Conm 1 Srv Conm 2 Total 
Src ACD ast1 77 91 168 
Src ACD ast2 113 90 203 
Src ACD ast3 131 151 282 
Total 321 332 653 
 
Tabla 21. Datos de Enrutamiento de Llamadas - Fuente CDR (Srv de Conmutacion) 
 
 
 
A.5 Hardware utilizado 
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A continuación se muestra el hardware utilizado en el ambiente de pruebas 
 
Servidores Marca Procesador Memoria Ram Disco 
(2)Servidores de  
Conmutacion 
IBM Intel Dual Core 1 GB 80 GB 
(3) Servidores de 
Agentes  
HP Intel Quad Core 4GB 80GB 
(1) Servidor del 
Astrouter  
HP AMD Dual Core 
1.8 GHZ 
2 GB 120GB 
(1) Switch 24 
Puertos 
3COM    
 
Tabla 22. Hardware Utilizado para las pruebas 
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ANEXO B  
 
REGISTRO DETALLADO DEL ACD  
 
 
Asterisk por defecto genera un archivo de texto, el cual contiene línea a línea los eventos 
que se generan en el ACD para cada una de las llamadas. Este archivo de texto esta 
separado por | y se denominada queue_log. Se almacena en la ruta /var/log/asterisk/. Cada 
línea del archivo inicia con el valor del uniqueid de la llamada, seguido del evento 
correspondiente. En la tabla 22 se muestran cada uno de los eventos y una breve 
descripción. 
 
 
Campo Descripción 
 
ENTERQUEUE(url|callerid) 
Una llamada entra en la cola. Esto no significa que 
aun se coloque en cola. Se almacena el valor de 
número telefónico. 
 
CONNECT(holdtime) 
El llamante es conectado con un agente disponible en 
el ACD. El valor de hold representa el tiempo en cola 
que permaneció la llamada. 
 
 
ABANDON 
(position|origposition|waittime) 
El llamante cuelga la llamada estando en cola. El 
parámetro position indica la posición en la cola en el 
momento del cuelgue de la llamada, origposition la 
posición en la cola cuando la llamada fue encolada y 
el campo waittime el tiempo en cola hasta que el 
usuario colgó. 
 
COMPLETEAGENT 
(holdtime|calltime|origposition) 
Una vez la llamada es atendida por un agente y el 
agente es quien termina satisfactoriamente la llamada. 
Se almacenan los valores del tiempo en cola, tiempo 
hablado y posición original en la cola. 
 
 
COMPLETECALLER 
(holdtime|calltime|origposition) 
 
Una vez la llamada es atendida por un agente y el 
cliente es quien termina satisfactoriamente la 
llamada. Se almacenan los valores del tiempo en cola, 
tiempo hablado y posición original en la cola. 
AGENTDUMP El agente cuelga la llamada mientras escucha el 
anuncio sonoro de la cola. 
EXITEMPTY (Asterisk 1.4) 
(position|origposition|holdtime) 
When the caller is dumped from the queue because 
no agents are currently logged in and the queue has 
the 'leavewhenempty' is on or 'joinwhenempty' is off'. 
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TRANSFER 
(extension,context) 
La llamada es transferida a otra extension. Se 
almacenan la extensión y el contexto. 
EXITWITHKEY 
(key|position) 
El llamante ha decido salir de la cola presionando un 
llave. Se almacena lo que digito el cliente y la 
posición en que abandono la cola. 
EXITWITHTIMEOUT 
(position) 
El llamante ha superado el tiempo máximo 
configurado para la cola. Se almacena la posición en 
la que se encontraba. 
AGENTLOGIN 
(channel) 
Un agente se ha registrado ante el sistema. Se 
almacena el canal desde donde se realice el 
procedimiento. 
AGENTCALLBACKLOGIN 
(exten@context) 
Un agente en modo callback se ha registrado ante el 
sistema. Se almacena la extensión y el contexto desde 
los cuales se puede ubicar al agente. 
AGENTLOGOFF 
(channel|logintime) 
Un agente ha salido del sistema de ACD. Se 
almacena el canal del agente y cuando tiempo duro 
conectado en el ACD. 
AGENTCALLBACKLOGOFF 
(exten@context|logintime|reaso
n)  
 
Un agente en modo callback ha salido del sistema de 
ACD. Se almacena el canal la extensión y contexto 
del agente, cuando tiempo duro conectado en el ACD 
y la razón por la cual salio del sistema. (ejm 
Autologoff) 
CONFIGRELOAD  
 
Se ha recargado la configuración del archive  
queues.conf (ejm asterisk -rx reload)  
 
Tabla 23.  Archivo queue.log [26] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 122
 
 
 
 
ANEXO C 
 
CAMPOS DEL CDR DE ASTERISK 
 
 
Asterisk genera un registro detallado por cada una de las llamadas.  Por defecto se genera 
un archivo de texto separados por comas en la ruta var/log/asterisk/cdr-csv.  
 
 
Campo Descripción 
accountcode Código de Cuenta (Configurable) (string, 20 caracteres) 
src Caller*ID  (string, 80 caracteres) 
dst Extensión de destino (string, 80 caracteres) 
dcontext Contexto de destino (string, 80 caracteres) 
clid Caller*ID with text (80 caracteres) 
channel Canal usado (80 caracteres) 
dstchannel Canal de destino si aplica (80 caracteres) 
lastapp Ultima aplicación si aplica (80 caracteres) 
lastdata Ultimo argumento de la aplicación (80 caracteres) 
start Fecha de inicio de la llamada (date/time) 
answer Fecha de contestación de la llamada (date/time) 
end Fecha de fin de la llamada (date/time) 
duration Tiempo total de la llamada en segundos, (integer), desde el 
inicio de la marcación hasta el cuelgue. 
billsec Tiempo total hablado, en segundos (integer), desde que se 
contesta la llamada, hasta que se cuelga. 
disposition Resultado de la llamada, puede tener los valores: ANSWERED, 
NO ANSWER, BUSY, FAILED 
 
 
 
amaflags 
Son las siglas de (Automated Message Accounting) , puede ser 
configurado con los siguientes valores 
• default: Coloca el valor default en el registro. 
• omit: No coloca ningún valores. 
• billing: Marca el registro para tarificación. 
• documentation: Marca el registro para documentación. 
userfield Campo reservado para uso del usuario, máximo 255 caracteres 
uniqueid Identificador único de cada llamada (32 caracteres) 
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Tabla 24.  Campos del CDR de Asterisk 
 
ANEXO  D  
 
EVENTOS DEL ASTERISK MANAGER INTERFACE (AMI) 
 
 
EVENTO 
 
MODULO 
 
EJEMPLO 
Agentcallbacklogin 
 
chan_agent.c 
  Event: Agentcallbacklogin                   
Agent: <agent>  
   Loginchan: <loginchan>  
   Uniqueid: <uniqueid> 
Agentcallbacklogoff  
 
 
chan_agent.c 
  Event: Agentcallbacklogoff  
  Agent: <agent>  
  Loginchan: <loginchan>  
  Logintime: <logintime>  
  Uniqueid: <uniqueid> 
 
AgentCalled 
 
 
 
 
app_queue.c 
  Event: AgentCalled  
  AgentCalled: <channel>  
  ChannelCalling: <channel>  
  CallerID: <callerid>  
  Context: <context>  
  Extension: <extension>  
  Priority: <priority> 
 
 
 
 
AgentComplete 
 
 
 
 
 
app_queue.c 
  Event: AgentComplete  
  Queue: <queue>  
  Uniqueid: <uniqueid>  
  Channel: <channel>  
  Member: <member>  
  MemberName: <membername>  
  HoldTime: <holdtime>  
  TalkTime: <talktime>  
  Reason: <reason> 
 
AgentConnect 
 
 
 
 
app_queue.c 
  Event: AgentConnect  
  Queue: <queue>  
  Uniqueid: <uniqueid>  
  Channel: <channel>  
  Member: <member>  
  MemberName: <membername>  
  Holdtime: <holdtime>  
  BridgedChannel: <bridgedchannel>
 
 
Agentlogin 
 
 
 
chan_agent.c 
  Event: Agentlogin  
  Agent: <agent>  
  Channel: <channel>  
  Uniqueid: <uniqueid> 
 
Agentlogoff 
 
chan_agent.c 
  Event: Agentlogoff  
  Agent: <agent>  
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   Logintime: <logintime>  
   Uniqueid: <uniqueid> 
 
 
 
Dial 
 
 
 
 
app_dial.c 
   Event: Dial  
   Privilege: call,all  
   Source: Local/900@default-2dbf,2 
   Destination: SIP/900-4c21  
   CallerID: <unknown>  
   CallerIDName: default  
   SrcUniqueID: 1149161705.2  
   DestUniqueID: 1149161705.4 
 
Hangup 
 
 
channel.c 
   Event: Hangup  
   Channel: SIP/101-3f3f  
   Uniqueid: 1094154427.10  
   Cause: 0 
 
Newchannel 
 
 
channel.c 
   Event: Newchannel  
   Channel: SIP/101-3f3f  
   State: Ring  
   Callerid: 101  
   Uniqueid: 1094154427.10 
 
 
 
Newexten 
 
 
 
Lannzo cuando una 
funcion de la PBX es 
ejecutada 
   Event: Newexten  
   Channel: SIP/101-00c7  
   Context: macro-ext  
   Extension: s  
   Priority: 3  
   Application: Goto  
   AppData: s-BUSY  
   Uniqueid: 1094154321.8 
 
UserEvent 
 
 
app_userevent.c 
   Event: <event>  
   Channel: <channel>  
   Uniqueid: <uniqueid>  
   <body> 
 
Tabla 25. Resumen Eventos del Manager [35] 
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