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Abstract
In this paper, we are concerned with the problem of boundedness of solutions for the following
nonlinear p-Laplacian:(
ϕp(x
′)
)′ + (p − 1)npϕp(x) + f (x)ϕp(x′)+ g(x) = e(t),
where ϕp(u) = |u|p−2u, p  2, for some n ∈ N , f,g ∈ C∞(R) are odd functions, e(t) ∈ C∞(R) is
odd and 2πp-periodic.
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1. Introduction and main results
In this paper, we consider the problem of boundedness and unboundedness of solutions
for the nonlinear p-Laplacian(
ϕp(x
′)
)′ + (p − 1)npϕp(x)+ f (x)ϕp(x ′)+ g(x) = e(t) (′= d/dt), (1)
where ϕp(u) = |u|p−2u, p  2 is a constant, n ∈ N , f,g ∈ C∞(R) are odd functions,
e(t) ∈ C∞(R) is odd, 2πp-periodic and πp = 2π/(p sin(π/p)).
In the early 1960s, Littlewood [10] suggested to study the boundedness of solutions of
the second order differential equation
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where e(t) ∈ C∞(R) is 2π -periodic and g satisfies one of the following two conditions:
(a) superlinear case: g(x)/x → +∞ as |x| → ∞;
(b) sublinear case: sgn(x) · g(x) → +∞, g(x)/x → 0 as |x| → ∞.
The first positive result in superlinear case is due to Morris [14], who proved that every
solution of
x ′′ + 2x3 = e(t)
is bounded, where e(t) ∈ C0(S1). Later, several authors extended his result to more general
superlinear cases (see [4,9,11,15,18]). In 1999, Küpper and You [8] proved the bounded-
ness of solutions for the following sublinear equation:
x ′′ + ϕα0(x) = e(t),
where 1 < α0 < 2, e(t) ∈ C∞(R) is 2π -periodic.
If g(x) satisfies semilinear condition 0 < k  g(x)/x  K < +∞ for x = 0, then
Eq. (2) is called semilinear. The boundedness problem in the semilinear case is quite dif-
ferent and very delicate. For example, the linear equation
x ′′ + n2x = cosnt, n ∈ N,
has no bounded solutions. Another interesting example was constructed by Ding [5]. He
proved that the equation
x ′′ + n2x + arctanx = 4 cosnt, n ∈ N, (3)
has no bounded solutions. More results on this case can be seen in [1,12–14,16].
Recently, Kunze et al. [7] considered the following second order differential equation:
x ′′ + n2x + f (x)x ′ + g(x) = e(t), n ∈ N, (4)
where g(x) ∈ C∞(R) is odd and bounded and the limit limx→+∞ g(x) = g(+∞) exists,
f (x) ∈ C∞(R) is odd, e(t) ∈ C∞(R) is 2π -periodic, which is a special case of (1) for
p = 2. They obtained boundedness and unboundedness conditions for solutions of (4) un-
der the assumption∣∣∣∣xk dkF (x)dxk
∣∣∣∣M, 0 k  6, x ∈ R, (5)
for some constant M > 0, where F(x) = ∫ x0 f (s) ds.
They also asked whether the assumption (5) is sharp.
Since the publishing of pioneering work of Del Pino et al. [3], a lot of research results
have been published in the research fields such as the existence, uniqueness and multiplic-
ity, oscillation and nonoscillation properties of the solutions of the following p-Laplacian:(
ϕp(x
′)
)′ + f (t, x, x ′) = 0, (6)
for example, we refer to the papers [2,6] and references therein. Since both in practice and
theory, Eq. (6) plays an important role in studying the properties of solutions of second
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(6) are obtained so far.
For example, one could ask the boundedness of all the solutions of the following p-
Laplacian problem:(
ϕp(x
′)
)′ + f (x)ϕp(x ′)+ ϕp(x)+ 2 arctanx = sin(πt
πp
)
, (7)
where f (x) = x/(1 + x2)p/(p+1).
In [19], the author of this paper generalizes Liu’s [12] results for linear equation to non-
linear equation of the form of (6) for p = 2. In the case of p = 2, after polar coordinates
transformation, Eq. (4) is transformed into a reversible perturbation of integrable planar
system. Hence a variant of Moser twist theorem for reversible system [17] can be used
in this case. Under suitable assumptions, the Poincaré map that results after a suitable se-
ries of transformations will be reversible and guarantees the existence of invariant curves.
Hence, one obtains boundedness results for Eq. (4) under some reasonable assumptions.
After careful examination of the processes conducted in linear second order operator, we
find, by introducing generalized polar coordinates transformation, that Eq. (1) can be trans-
formed into a similar form of planar system, on which the variant of Moser twist theorem
for reversible system is also applicable. Hence one can also obtain the boundedness re-
sults for all the solutions for a special kind of nonlinear second order operators, that is,
the p-Laplacian operator. The main difference of the method used in this paper with the
method used in [7] for the case p = 2 is the introduction of the generalized polar coor-
dinates transformation, which reduced to normal polar coordinates transformation in the
standard case p = 2. Moreover, the result of this paper can be used as an example to in-
vestigate the boundedness of solutions of general second nonlinear operators. At the end
of this paper, we shall also give an example, which cannot be covered by the result of [7]
if p = 2.
In this paper, we denote by C > 0 a universal positive constant without regarding its
value. We assume also
(H1) f,g ∈ C∞(R) are odd functions, e ∈ C∞(R) is odd and 2πp-periodic;
(H2) g is bounded and limx→+∞ g(x) =: g(+∞) exists, g satisfies the estimate
lim|x|→∞x
6 d
6g(x)
dx6
= 0; (8)
(H3) for 0 k  6 and x = 0, there exist constants C > 0, δ0 > 0 such that∣∣∣∣xk dkf (x)dxk
∣∣∣∣ C|x|−δ0 . (9)
The main results of this paper are
Theorem 1. Assume (H1)–(H3) hold. If in addition for all τ ∈ S1,
4B
(
2
p
,1 − 1
p
)∣∣g(+∞)∣∣>
∣∣∣∣∣
2πp∫
S
(
θ
n
)
e
(
τ + θ
n
)
dθ
∣∣∣∣∣, (10)
0
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unique solution for the following p-Laplacian initial value problem:(
ϕp(u
′)
)′ + (p − 1)ϕp(u) = 0,
u(0) = 0, u′(0)= 1.
Then every solution x of (1) is bounded, i.e., x(t) is defined in (−∞,+∞) and
sup
t∈R
(∣∣x(t)∣∣+ ∣∣x ′(t)∣∣)< +∞.
Remark 1. (a) The assumption (H1) can be relaxed to require that f , g and e ∈ Cn0 for
some n0 ∈ N sufficiently large.
(b) Since g is odd, (H2) implies that the limit limx→−∞ g(x) =: g(−∞) = −g(+∞)
exists.
(c) (H2) and l’Hospital’s rule implies that for 1 k  6,
lim|x|→∞x
k d
kg(x)
dxk
= 0 (11)
and ∣∣∣∣xk dkg(x)dxk
∣∣∣∣ C, 0 k  6. (12)
(d) In case p = 2, by changing Eq. (4) into the polar coordinates form given by [7], one
can verify that the condition (H3) can be replaced by the following weaker conditions:∣∣∣∣xk dkF (x)dxk
∣∣∣∣ C|x|1−δ0, 0 k  6, x ∈ R. (13)
Since (5) means that f decays as x−α with α  1 whereas in (13) it is valid for all α > 0.
Therefore Theorem 1 generalizes and improves the corresponding theorem in [7] and a
negative answer to the question proposed in [7] is given in case p = 2. But I do not know
if the results of this paper is sharp or not.
2. Generalized polar coordinates transformation
In this section, we first change Eq. (1) into planar system by using a generalized polar
transformation and then give some approximation expression for the solutions.
If we introduce a new variable y = ϕp(x ′) and let q = p/(p − 1), then Eq. (1) is equiv-
alent to the planar system
x ′ = ϕq(y),
y ′ = −(p − 1)npϕp(x)− f (x)y − g(x)+ e(t). (14)
We consider first the auxiliary equation(
ϕp(u
′)
)′ + (p − 1)ϕp(u) = 0,
u(0) = 0, u′(0)= 1. (15)
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are 2πp-periodic and satisfy the following conditions:
(i) S(t) is odd and C(t) is even;
(ii) S ∈ C2(R), C ∈ C1(R),
S′(t) = ϕq
(
C(t)
)
, C′(t) = −(p − 1)ϕp
(
S(t)
); (16)
(iii) ∣∣C(t)∣∣q + ∣∣S(t)∣∣p ≡ 1, ∀ t ∈ R. (17)
If p = 2, then the function S and C reduce to the standard sin and cos functions. Hence
S and C are generalization of the well-know 2π -periodic sin and cos functions.
Now we define the generalized polar coordinates (r, θ) with r > 0 and θ(mod 2πp) by
the mapping M : (r, θ)→ (x, y),
M :x = x(r, θ)= d1/p0 r1/pS
(
θ
n
)
, y = y(r, θ)= d1/q0 r1/qC
(
θ
n
)
, (18)
with d0 = q/n.
Then it is not difficult to verify by applying (16) and (17) that the map M is symplectic
in the sense:∣∣∣∣det
(
xr xθ
yr yθ
)∣∣∣∣= 1. (19)
In the new coordinates (r, θ), by using (17), one can verify that system (14) becomes
dr
dt
= nd1/p0 r1/pϕq
(
C(nθ)
)(
e(t)− g(x))− nd0r∣∣C(nθ)∣∣qf (x),
dθ
dt
= n− d
1/p
0
p
r−1/qS(nθ)
(
e(t)− g(x))+ d0
p
S(nθ)C(nθ)f (x), (20)
with x = d1/p0 r1/pS(nθ).
Moreover, it is easy to verify that system (20) is reversible with respect to the involution,
G : (r, θ)→ (r,−θ). (The definition of reversible system is given by Appendix A at the end
of this paper.)
From assumption (H3),∣∣∣∣xk dkf (x)dxk
∣∣∣∣C|x|−δ0, x = 0, 0 k  6. (21)
We can divide the case δ0 > 0 into two subcases:
(i) δ0  p − 1;
(ii) δ0 <p − 1.
Since δ0  p − 1 in (21) can be replaced by δ0 = p − 1, we can assume δ0 = p − 1 in
case (i). In (r, θ) coordinates, (21) reads∣∣∣∣dkf (x)dxk
∣∣∣∣ Cr−(p−1)/p−k/p, 0 k  6. (22)
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smooth in (r, t), continuous in θ , periodic in θ and t , and satisfies∣∣∣∣rk+δ ∂k+m∂rk∂tm h(r, θ, t)
∣∣∣∣C, 0 k +m n,
for all (r, θ, t). We say a function h is on(r−δ), if it is smooth in (r, t), continuous in θ ,
periodic in θ and t , and
lim
r→+∞ r
k+δ ∂k+m
∂rk∂tm
h(r, θ, t) = 0, 0 k +m n,
uniformly in (θ, t).
In case δ = 0, we denote by On(1) and on(1), respectively.
First, we prove Theorem 1 for the case δ0 = p − 1. From (21) and (22), for r  1,
system (20) can be written as
dr
dθ
= d1/p0 r1/pϕq
(
C(nθ)
)(
e(t)− g(x))− d0rf (x)∣∣C(nθ)∣∣q +O6(r−δ1),
dt
dθ
= 1
n
[
1 + d
1/p
0
pn
r−1/qS(nθ)
(
e(t)− g(x))− d0
np
S(nθ)C(nθ)f (x)
]
+O6(r−2/q), (23)
where δ1 = 1/q − 1/p = (p − 2)/p  0.
From Lemma A.1 in Appendix A, system (23) is still reversible with respect to the
involution G : (r, t) → (r,−t).
In order to apply a twist theorem to prove the existence of invariant curves for the
Poincaré map of (23), we need to further transform (23) into near integrable system. To
this end, the following lemma will be useful.
Lemma 1. Define a transformation T1 : (r, t) → (ρ, t) with
T1 : ρ = r + S1(r, θ),
S1(r, θ) =
θ∫
0
[
d
1/p
0 r
1/pϕq
(
C(nu)
)
g(x)+ d0rf (x)
∣∣C(nu)∣∣q]du,
where x = d1/p0 r1/pS(nu). Then under the transformation T1, system (23) is of the form
dρ
dθ
= d1/p0 ρ1/pϕq
(
C(nθ)
)
e(t)+O6(ρ−δ1),
dt
dθ
= 1
n
[
1 + d
1/p
0
pn
ρ−1/qS(nθ)
(
e(t) − g(x))− d0
pn
S(nθ)C(nθ)f (x)
]
+O6(ρ−2/q). (24)
Moreover, the new system (24) is reversible with respect to the involution G : (ρ, t) →
(ρ,−t).
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for all θ ∈ S1. Since g is bounded and |f (x)|  Cr−1/q , we obtain S1 ∈ O6(r1/p). In
particular,∣∣∣∣∂S1∂r (r, θ)
∣∣∣∣ Cr−1/q
which implies that r → ρ is a diffeomorphism from some [r0,+∞) to some [ρ0,+∞) and
ρ ∼= r for r  1. This implies (24) is a direct consequence of the transformation T1. From
S1(r,−θ) = S1(r, θ), we apply Lemma A.1 to obtain the last statement of Lemma 1. 
Define an average
J (ρ) = d
1/p
0
2πppn2ρ1/q
2πp∫
0
S(nθ)g(x) dθ, x = d1/p0 ρ1/pS(nθ). (25)
The following lemma gives the estimate of J (ρ) for ρ  1.
Lemma 2. For 0 k  6, we have
lim
ρ→+∞ρ
k+1/q dkJ (ρ)
dρk
= (−1)k
[
k − 1 + 1
q
]
! 2d
1/p
0 B(2/p,1 − 1/p)
pn2πp
g(+∞), (26)
where [k − 1 + 1/q]! = (k − 1 + 1/q)(k − 2 + 1/q) . . .1/q .
The proof of Lemma 2 will be given in Appendix A at the end of this paper.
Lemma 3. If we make a further transformation T2 : (ρ, t) → (ρ, τ ), where τ = t +S2(ρ, θ)
with
S2(ρ, θ) = 1
n
θ∫
0
[
d
1/p
0
pn
ρ−1/qS(nu)g(x) − J (ρ)+ d0
pn
S(nu)C(nu)f (x)
]
du,
0 θ  2πp,
where x = d1/p0 ρ1/pS(nu). Then system (24) is transformed into
dρ
dθ
= d
1/p
0
n2
ρ1/pϕq
(
C(nθ)
)
e(τ )+O6(ρ−δ1),
dτ
dθ
= 1
n
− J (ρ)+ d
1/p
0
n2
ρ−1/qS(nθ)e(τ )+O5(ρ−2/q). (27)
Moreover, system (27) is reversible with respect to the involution G : (ρ, τ ) → (ρ,−τ ).
The proof of Lemma 3 is similar to that of Lemma 2, so we omit it.
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η(ρ) = J (ρ)− 2d
1/p
0 B(2/p,1 − 1/p)g(+∞)
pnπp
ρ−1/q. (28)
Then we have
η(ρ) = o6(ρ−1/q). (29)
Proof. Write 2d1/p0 B(2/p,1 − 1/p)g(+∞)/pnπp = C0, then for 0 k  6,
dk
dρk
η(ρ) = d
k
dρk
J (ρ)−C0(−1)k
(
k − 1 + 1
q
)(
k − 2 + 1
q
)
· 1
q
ρ−(k+1/q)
which approaches to 0 as ρ → +∞ by (26) in Lemma 2. 
By the definition of η(ρ), we have
J (ρ) = C0ρ−1/q + η(ρ) = C0ρ−1/q + o6(ρ−1/q).
Now, system (27) is of the form
dρ
dθ
= d1/p0 ρ1/pϕq
(
C(nθ)
)
e(τ )+O6(ρ−δ1),
dτ
dθ
= 1
n
−C0ρ−1/q + d
1/p
0
pn2
ρ−1/qS(nθ)e(τ )+ o5(ρ−1/q). (30)
Moreover, system (30) is reversible with respect to the involution G : (ρ, τ ) → (ρ,−τ ).
3. Further transformations
Let λ > 1 be a fixed parameter that will be determined later, u be a new variable varying
in the closed interval [1/λ,λ] and a small positive parameter ε by the formula
ρ = u/εp, u ∈ [1/λ,λ].
Obviously, ρ  1 if and only if ε 
 1. In the new variable (u, τ ), system (30) can be
written in the form
du
dθ
= d1/p0 ϕq
(
C(nθ)
)
e(τ )εp−1u1/p +O6(εδ1p+p),
dτ
dθ
= 1
n
−
[
C0 − d
1/p
0
pn2
S(nθ)e(τ )
]
εp−1u1/p−1 + o5(εp−1). (31)
By (31), it follows that if ε 
 1, the solution (u(θ,u0, τ0), τ (θ, u0, τ0)) with the ini-
tial condition (u(0, u0, τ0), τ (0, u0, τ0)) = (u0, τ0) exists for θ ∈ [0,4πp] and (u0, τ0) ∈
[1/λ,λ] × [0,2πp].
Moreover,
0 <
1  u(θ,u0, τ0) 2λ, ∀θ ∈ [0,4πp].2λ
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u(θ,u0, τ0) = u0 + εp−1F1(θ, u0, τ0, ε),
τ (θ, u0, τ0) = τ0 + 1
n
θ + εp−1F2(θ, u0, τ0, ε), (32)
with F1(θ, u0, τ0,0) = F2(θ, u0, τ0,0) = 0.
Denote the Poincaré map of (31) by P . Then
P(u0, τ0) = (u1, τ1) =
(
u0 + εp−1F1(2πp,u0, τ0, ε),
τ0 + 2πp
n
+ εp−1F2(2πp,u0, τ0, ε)
)
.
It is evident that this map is well defined in the region [1/λ,λ] × S1, if ε 
 1.
Since (u(θ,u0, τ0), τ (θ, u0, τ0)) is the solution of (31), we have
dF1
dθ
= d1/p0 ϕq
(
C(nθ)
)
e(τ )(u0 + εp−1F1)1/p + εO6(1),
dF2
dθ
= Γ (θ, τ )(u0 + εp−1F1)1/p−1 + o5(1), (33)
where
Γ (θ, τ ) = −
[
C0 − d
1/p
0
pn2
S(nθ)e(τ )
]
.
As in [4], one can show that
F1(θ, u0, τ0) = εO6(1), F2(θ, u0, τ0) = o5(1)
which, together with (32), implies that
u(θ,u0, τ0) = u0 + εpO6(1), τ (θ, u0, τ0) = τ0 + 1
n
θ + εp−1o5(1). (34)
It follows from (33) that
F1(2πp,u0, τ0) = d1/p0
2πp∫
0
ϕq
(
C(nθ)
)
e(τ ) dθ · up−10 + εO6(1),
F2(2πp,u0, τ0) =
2πp∫
0
Γ (θ, τ ) dθ · u1/p−10 + o5(1).
From (34), we have further
F1(2πp,u0, τ0) = d1/p0
2πp∫
0
ϕq
(
C(nθ)
)
e
(
τ0 + 1
n
θ
)
dθ · up−10 + εO6(1),
F2(2πp,u0, τ0) =
[
−C02πp +
2πp∫
d
1/p
0
pn2
S(nθ)e
(
τ0 + 1
n
θ
)
dθ
]
u
1/p−1
0 + o5(1).0
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P :
{
τ1 = τ0 + 2πpn + εp−1l1(u0, τ0)+ εp−1o5(1),
u1 = u0 + εp−1l2(u0, τ0)+ εpO6(1)
(35)
for (u0, τ0) ∈ [1/λ,λ] × S1, where
l1(u0, τ0) =
[
−C02πp +
2πp∫
0
d
1/p
0
pn2
S(nθ)e
(
τ0 + 1
n
θ
)
dθ
]
u
1/p−1
0 ,
l2(u0, τ0) = d1/p0
2πp∫
0
ϕq
(
C(nθ)
)
e
(
τ0 + 1
n
θ
)
dθu
1/p
0 . (36)
By Lemma A.1, the map P is reversible with respect to the involution G : (u0, τ0) →
(u0,−τ0), since system (31) is.
4. Proof of Theorem 1 in the case δ0  p− 1
Now we are in a position to prove Theorem 1 in case δ0  p − 1. To this end, it is
sufficient to assume δ0 = p − 1 and to show that for every ε 
 1, the Poincaré map P of
(40) has an invariant closed curve in the annulus [1/λ,λ] × S1 which surrounds the circle
u = 1/λ. However, in its standard version, Moser’s twist theorem is concerned with a map
of the form
τ1 = τ0 +ω + δu0 + · · · ,
u1 = u0 + · · · ,
where ω is a fixed number, δ > 0 is a small parameter and the remaining terms are of order
o5(δ) as δ → o+. But the map P defined by (35)–(36) does not meet all the conditions of
Moser’s theorem except in the case
2πp∫
0
ϕq
(
C(nθ)
)
e
(
τ0 + 1
n
θ
)
dθ ≡ 0 for all τ0 ∈ S1.
Fortunately, there is a variant of Moser’s theorem for reversible system which allows us
to prove the existence of invariant curves for P .
Let A = [a, b] × S1 be a finite cylinder with universal cover A¯ = [a, b] × R. Consider
the map
f¯ :A → R × S1.
Suppose that
f : A¯ → R ×R
is a lift of f¯ having the form (u1, τ1) = f (u0, τ0), with
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u1 = u0 + εl2(u0, τ0)+ εg2(u0, τ0), (37)
and the functions l1, l2, g1 and g2 satisfying l2, g1, g2 ∈ C5(A¯) and
l1 ∈ C6(A), l1 > 0, ∂l1
∂u0
> 0 in A¯. (38)
In addition, we assume that there exists a function I : A¯ → R which is 2πp-periodic and
even in τ0 such that
I ∈ C6(A¯), ∂I
∂u0
(u0, τ0) > 0, (39)
and
l1
∂I
∂τ0
+ l2 ∂I
∂u0
= 0 (40)
for all (u0, τ0) ∈ A¯.
Let
I¯ (u0) = max
τ0
I (u0, τ0), I (u0) = min
τ0
I (u0, τ0), u0 ∈ [a, b], τ0 ∈ S1.
Then we have the following variant of Moser’s twist theorem for reversible system.
Lemma 5 [7,17,19]. Assume there exists a function I which satisfies (39)–(40) and there
are numbers a¯ and b¯ with a < a¯ < b¯ < b and
I¯ (a) < I(a¯) I¯ (a¯) < I(b¯) I¯ (b¯) < I(b). (41)
Then there exist δ > 0 and ∆> 0 such that if the conditions (37) and (38) hold for a lift f
of f¯ such that additionally
‖g1‖C5(A) + ‖g2‖C5(A) < δ and δ <∆
and let f be reversible with respect to the involution G : (u0, τ0) → (u0,−τ0), i.e.,
f−1 = G ◦ f ◦G in A¯.
Then f¯ has an invariant curve Γ . Denote µ(Γ, ε) ∈ S1 the rotation number of f¯ ; then
limε→0+ µ(Γ, ε) = 0.
Remark 2. The change of variables τ¯ = −τ , u¯ = u, shows that condition (38) can be
replaced by
l1 ∈ C6(A), l1 < 0, ∂l1
∂u0
< 0 in A. (42)
In the rest of this paper, we assume n = 1 for simplicity, otherwise, we can consider the
map
Pn =
n︷ ︸︸ ︷
P ◦ P ◦P ◦ · · · ◦ P .
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τ = τ, v = u−1, δ = εp−1,
the Poincaré map P is of the form
P :
{
τ1 = τ0 + 2πp + δl¯1(v0, τ0)+ δh1(v0, τ0, δ),
v1 = v0 + δl¯2(v0, τ0)+ δh2(u0, τ0, δ),
where (v0, τ0) ∈ [1/λ,λ] × S1,
l¯1(v0, τ0) =
[
−C02πp +
2πp∫
0
d
1/p
0
p
S(θ)e(τ0 + θ) dθ
]
v
1−1/p
0 ,
l¯2(v0, τ0) = −d1/p0
2πp∫
0
ϕq
(
C(θ)
)
e(τ0 + θ) dθv2−1/p0 ,
and the functions h1, h2 are of order o5(1).
Define a function
µ(τ0) = C02πp − d
1/p
0
p
2πp∫
0
S(θ)e(τ0 + θ) dθ.
Then |µ(τ0)| > 0 by (7) (and we can assume µ(τ0) > 0 for all τ0 ∈ S1), then
µ′(τ0) = −d
1/p
0
p
2πp∫
0
S(θ)e′(τ0 + θ) dθ
= −d
1/p
0
p
S(θ)e(τ0 + θ)
∣∣∣∣2πp
0
+ d0
p
2πp∫
0
ϕq
(
C(θ)
)
e(τ0 + θ) dθ
= d
1/p
0
p
2πp∫
0
ϕq
(
C(θ)
)
e(τ0 + θ) dθ.
Therefore, l¯1 and l¯2 can be written as
l¯1(v0, τ0) = −µ(τ0)v1−1/p0 ,
l¯2(v0, τ0) = −pµ′(τ0)v2−1/p0 .
Then l¯1 ∈ C6(A) and l¯1(∂ l¯1/∂u0) > 0.
Define
I (v0, τ0) = −
(
l¯1(v0, τ0)
)−1
v0.
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∂I
∂v0
= v
1/p−1
0
pµ(τ0)
> 0
and I satisfies
l¯1
∂I
∂τ0
+ l¯2 ∂I
∂v0
= 0 in A.
Let
∆1 = min
τ0∈S1
µ(τ0), ∆2 = max
τ0∈S1
µ(τ0).
Then ∆2 ∆1 > 0. Define λ by
λ = (2∆2/∆1)3 > 1
and
a = λ−1, a¯ = λ−1/3, b¯ = λ1/3, b = λ.
Then it is easy to see that
I¯ (a) < I(a¯) I¯ (a¯) < I(b¯) I¯ (b¯) < I(b).
Thus the have showed that the map P satisfies all the conditions of Lemma 6. Conse-
quently, the Poincaré map P has an invariant closed curve diffeomorphic to v0 = const for
all small ε > 0. This completes the proof of Theorem 1 for the case δ0  p − 1.
5. Proof of Theorem 1 in the case 0 < δ0 < p− 1
In this section, we introduce a series of transformations such that the transformed sys-
tem of (20) satisfies the conditions of Theorem 1 for case δ0  p − 1. Then the proof of
Theorem 1 for the case δ0  p − 1 applies.
Consider system (20) with n = 1 and denote
h1(r, θ, t) = d1/p0 r1/pϕq
(
C(θ)
)(
e(t)− g(x)), h2(r, θ) = −d0r∣∣C(θ)∣∣qf (x),
h3(r, θ, t) = −d
1/p
0
p
r−1/qS(θ)
(
e(t)− g(x)), h4(r, θ) = d0
p
S(θ)C(θ)f (x).
Then system (20) is of the form
dr
dt
= h1(r, θ, t)+ h2(r, θ),
dθ
dt
= 1 + h3(r, θ, t)+ h4(r, θ), (43)
and h1(r,−θ,−t) = −h1(r, θ, t), h2(r,−θ) = −h2(r, θ), h3(r,−θ,−t) = h3(r, θ, t),
h4(r,−θ) = h4(r, θ), which means that system (43) is reversible with respect to the in-
volution G : (r, θ)→ (r,−θ). Moreover, by |f (x)| C|x|−δ0  Cr−δ0/p, we have
h1 ∈ O6(r1/p), h2 ∈ O6(r1−δ0/p), h3 ∈ O6(r−1/q), h4 ∈ O6(r−δ0/p). (44)
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ψ1 : r = ρ +U1(ρ, θ), θ = θ,
where U1(ρ, θ) satisfies U1(ρ, θ) ∈ O6(ρ1−ε0), with ε0 = δ0/p > 0. Under this transfor-
mation, system (43) is transformed into
dρ
dt
= h¯1(ρ, θ, t) + h¯2(ρ, θ),
dθ
dt
= 1 + h¯3(ρ, θ, t)+ h¯4(ρ, θ), (45)
where h¯1, h¯3, h¯4 satisfy (44) and h¯2 ∈ O6(ρ1−2ε0). Moreover
h¯1(ρ,−θ,−t) = −h¯1(ρ, θ, t), h¯2(ρ,−θ) = −h¯2(ρ, θ),
h¯3(ρ,−θ,−t) = h¯3(ρ, θ, t), h¯4(ρ,−θ) = −h¯4(ρ, θ). (46)
Proof. Define a transformation Φ1 by
Φ1 :ρ = r + V1(r, θ), θ = θ, (47)
where
V1(r, θ)= −
θ∫
0
h2(r, s) ds.
Since h2(r,−θ)= −h2(r, θ) and h2 ∈ O6(r1−ε0), we obtain
(i) V (r,−θ) = V (r, θ);
(ii) the transformation Φ1 is diffeomorphism and satisfies
V1(r, θ) ∈ O6(r1−ε0).
Let ψ1 = Φ−11 : r = ρ +U1(ρ, θ), θ = θ . Then U1 satisfies U1(ρ,−θ) = U1(ρ, θ) and
U1(ρ, θ) ∈ O6(ρ1−ε0).
(The proof of the above properties of U1 is similar to that of Lemma 3.1 in Ref. [11].)
Therefore, the transformation ψ1 is G-invariant diffeomorphism and which implies that
transformed system (45) is reversible with respect to the involution G : (ρ, θ) → (ρ,−θ).
Under the transformation ψ1, h¯1 is of the following form (i = 1,2,3,4):
h¯1(ρ, θ, t) = h1(r, θ, t)+ h˜1(r, θ, t),
h˜1(r, θ, t) = −
( θ∫
0
∂h2
∂r
(r, s) ds
)
h1 − h2h3,
h¯2(ρ, θ) = −
[( θ∫
0
∂h2(r, s)
∂r
ds
)
h2 + h2h4
]
,
h¯3(ρ, θ, t) = h3(r, θ, t), h¯4(ρ, θ) = h4(r, θ), (48)
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Since h1 ∈ O6(r1/p), h˜1 ∈ O6(r1/p−ε0), the dominated term of h¯1 is still h1. Moreover,
it is easy to see h¯2 ∈ O6(r1−2ε0). The statement of (46) is a direct consequence of the
properties of hi , i = 1,2,3,4, and (48). 
Applying the transformation successively j times with j  [(p − 1)/δ0], where [A]
stands for the integer part of A. After these transformations, h3 and h4 remain un-
changed and h¯1 = h1 + h˜1 with h1 ∈ O6(ρ1/p), h˜1 ∈ O6(r1/p−jε0) with 1/p − jε0  0,
h¯2 ∈ O6(ρ1/p). Moreover, the transformed system is still reversible with respect to the
involution G : (ρ, θ) → (ρ,−θ).
Lemma 7. There exists a G-invariant diffeomorphism ψ2, having the form
ψ2 :ρ = ρ, θ = σ +U2(ρ,σ ),
where U2(ρ,σ ) satisfies U2(ρ,σ ) ∈ O6(ρ−ε0) and U2(ρ,−σ) = −U2(ρ,σ ). Under this
transformation, system (45) is transformed into
dρ
dt
= h1(ρ,σ, t) + h2(ρ,σ ),
dσ
dt
= 1 + h3(ρ,σ, t) + h4(ρ,σ ), (49)
where h1(ρ,σ, t) = h1(ρ, θ, t), h2(ρ,σ ) = h2(ρ, θ), with θ = σ +U2(ρ,σ ), h3(ρ,σ, t) =
h3(ρ, θ, t)+ h˜3(ρ, θ, t) with h˜3 ∈ o6(ρ−1/q), h4 ∈ O6(ρ−2ε0). Moreover, hi , i = 1,2,3,4,
satisfies (46), which implies that system (49) is reversible with respect to the involution
G : (ρ,σ ) → (ρ,−σ).
Proof. Let Φ2 :ρ = ρ, σ = θ + V2(ρ, θ) with
V2(ρ, θ) = −
θ∫
0
h4(ρ, s) ds
and ψ2 = Φ−12 . Then similar to the proof of Lemma 6, we can prove the statement of
Lemma 7. We omit the details. 
By applying transformation ψ2 j times with j  [(p − 1)/δ0], we obtain a reversible
system of the form (49) with h3 = h3 + h˜3, h˜3 ∈ o6(ρ−1/q), h4 ∈ O6(ρ−1/q), h1 = h¯1,
h2 = h¯2.
Proof of Theorem 1 in the case 0 < δ0 <p − 1.
From Lemmas 6 and 7, after at most 2j = 2[(p − 1)/δ0] times G-invariant transforma-
tions, we obtain a system of the form
dρ
dt
= h1(ρ,σ, t) + h˜2(ρ, θ, t),
dθ = 1 + h3(ρ, θ, t)+ h˜4(ρ, θ, t), (50)
dt
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lution G : (ρ, θ) → (ρ,−θ). Therefore all conditions for the case δ0  p − 1 are satisfied
and Theorem 1 is thus proved.
Remark 3. Let p = 2; then B(1,1/2) = 2 and (7) reduces to
4
∣∣g(+∞)∣∣>
∣∣∣∣∣
2π∫
0
sin θe(τ + θ) dθ
∣∣∣∣∣=
∣∣∣∣∣cosτ
2π∫
0
sin θe(τ ) dθ
∣∣∣∣∣ for all τ ∈ [0,2π]
which is the condition (3) of [7].
Example 1. All solutions of
x ′′ + xx
′
(1 + x2)3/4 + n
2x + 2 arctanx = sin t
are bounded.
Example 2. Consider Eq. (7) in Section 1:
(
ϕp(x
′)
)′ + f (x)ϕp(x ′)+ ϕp(x)+ 2 arctanx = sin(πt
πp
)
,
where p > 1, f (x)= x/(1 + x2)p/(p+1).
Since minr,s>0 B(r, s) = B(1,1) = 1, it follows from |S(t)| 1, | sin t| 1 that (6) and
(7) hold. Hence all the solutions of (7) are bounded according to Theorem 1.
Appendix A
Definition A.1. Let Ω ⊂ Rn be an open set, X :Ω×R → Rn be continuous and T -periodic
in the last variable. The system
x ′ = X(x, t) (A.1)
is called a reversible system if there exists an involution G :Rn → Rn (i.e., G is a C1-
diffeomorphism such that G2 = IRn ), with G(Ω) = Ω and such that
DG(Gx) · X(Gx,−t)= −X(x, t), x ∈ Ω, t ∈ R, (A.2)
where DG stands for the Jacobian of G.
Definition A.2. Let A :Ω → Rn be a homeomorphism onto its image and let G :Rn → Rn
be a homeomorphism with G2 = IRn . A is called reversible with respect to G on a set
D ⊂ Ω ∩ A(Ω), with G(D) = D, if
A−1 = GAG, ∀x ∈ D.
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and G is an involution of Rn with G(Ω)= Ω . Then T is called G-invariant if
G
(
T (x, t)
)= T (Gx,−t), x ∈ Ω, t ∈ R. (A.3)
Lemma A.1. Suppose that system (A.1) is reversible with respect to an involution G. If a
transformation T (·, t) :Ω → Rn is G-invariant and C1 in x and t , then the transformed
system of (A.3) under T is also reversible with respect to G.
Remark A.1. Let X = (X1,X2). Then for involution G1(x, y) = (−x, y) and G2(x, y) =
(x,−y) for (x, y) ∈ R2. The condition (A.2) reads as
X1(−x, y,−t)= X1(x, y, t), X2(−x, y,−t) = −X2(x, y, t) for G1,
and
X1(x,−y,−t)= −X1(x, y, t), X2(x,−y,−t) = X2(x, y, t) for G2.
Let G2 : (x, y)→ (x,−y). Then (A.3) reads as
T1(x,−y,−t)= T1(x, y, t), T2(x,−y,−t)= −T2(x, y, t),
where T = (T1, T2).
Proof of Lemma 2. Since S(t) = sinp t is the unique solution of the initial value problem(
ϕp(u
′)
)′ + (p − 1)ϕp(u) = 0, (A.4)
u(0) = 0, u′(0)= 1, (A.5)
we obtain from (25) and using the periodicity of S,
lim
ρ→+∞ρ
1/qJ (ρ) = 1
2πp
d
1/p
0
pn
lim
ρ→+∞
2πp/n∫
0
S(nθ)g(x) dθ
= 1
2πp
d
1/p
0
pn2
lim
ρ→+∞
[ πp/n∫
0
S(nθ)g(x) dθ +
2πp/n∫
πp/n
S(nθ)g(x) dθ
]
= 1
2πp
d
1/p
0
pn
[
g(+∞)
πp/n∫
0
sinp(nt) dt − g(−∞)
2πp/n∫
πp/n
sinp(nt) dt
]
= 1
πp
d
1/p
0
pn
g(+∞)
πp∫
0
sinp t dt.
Next, we calculate
∫ πp
0 sinp t dt . Multiplying (A.4) by u′(t) and integrating from 0 to t ,
t ∈ [0,πp/2], one obtains by using (A.5),∣∣u′(t)∣∣p + ∣∣u(t)∣∣p = 1, t ∈ [0, πp ]. (A.6)2
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It follows from (A.6) that
du
(1 − up)1/p = dt, t ∈
[
0,
πp
2
]
.
Hence
πp∫
0
sinp t dt = 2
πp/2∫
0
sinp t dt
= 2
1∫
0
udu
(1 − up)1/p (u
p = v)
= 2
1∫
0
1
p
v2/p−1(1 − v)−1/p dv = 2
p
B
(
2
p
,1 − 1
p
)
,
where B(r, s) = ∫ 10 tr−1(1 − t)s−1 dt for r > 0 and s > 0.
Therefore
lim
ρ→+∞ρ
1/qJ (ρ) = 2d
1/p
0 B(2/p,1 − 1/p)
pnπp
g(+∞). (A.7)
It is not difficult to verify by induction that for k  1,
ρk+1/q d
kJ (ρ)
dρk
= −
(
k − 1 + 1
q
)
ρk−1+1/q d
k−1J (ρ)
dρk−1
+ c1
2πp∫
0
S(nθ)
dg(x)
dx
x dθ
+ c2
2πp∫
0
S(nθ)
d2g(x)
dx2
x2 dθ + · · · + ck
2πp∫
0
S(nθ)
dkg(x)
dxk
xk dθ,
where c1, c2, . . . , ck are constants.
From the assumption x6(d6g(x)/dx6) → 0 and (c) of Remark 1, xk(dkg(x)/dxk) → 0
as |x| → ∞, 1 k  5, we have for ρ  1 and 1 k  6,
ρk+1/q d
kJ (ρ)
dρk
= −
(
k − 1 + 1
q
)
ρk−1+1/q d
k−1J (ρ)
dρk−1
+ o(1)
= (−1)k
(
k − 1 + 1
q
)(
k − 2 + 1
q
)
. . .
(
1 + 1
q
)
1
q
ρ1/qJ (ρ)
+ o(1). (A.8)
Now (26) follows from (A.7) and (A.8). 
140 X. Yang / J. Math. Anal. Appl. 294 (2004) 122–140References
[1] J.M. Alonso, R. Ortega, Roots of unity and unbounded motions of an asymmetric oscillator, J. Differential
Equations 143 (1998) 210–220.
[2] M. Del Pino, P. Drabek, R. Manasevich, The Fredholm alternative at the first eigenvalue for the one dimen-
sional p-Laplacian, J. Differential Equations 151 (1999) 386–419.
[3] M. Del Pino, M. Elgueta, R. Manasevich, A homotopic deformation alone p of a Leray–Schauder degree
result and existence for (|u′|p−2)′ + f (t, u) = 0, u(0) = u(T ) = 0, p > 1, J. Differential Equations 80
(1989) 1–13.
[4] R. Dieckerhoff, E. Zehnder, Boundedness of solutions via the twist-theorem, Ann. Scuola Norm. Sup.
Pisa 14 (1987) 79–95.
[5] T. Ding, Nonlinear oscillations at a point of resonance, Sci. Sinica 25 (1982) 918–931.
[6] P. Drabek, P. Takac, A counterexample to the Fredholm alternative for the p-Laplacian, Proc. Amer. Math.
Soc. 127 (1999) 1079–1087.
[7] M. Kunze, T. Küpper, B. Liu, Boundedness and unboundedness of solutions for reversible oscillators at
resonance, Nonlinearity 14 (2001) 1105–1122.
[8] T. Küpper, J. You, Existence of quasiperiodic solutions and Littlewood’s boundedness problem of Duffing
equations with subquadratic potentials, Nonlinear Anal. 35 (1999) 549–559.
[9] M. Levi, Quasi-periodic motions in superquadratic time-periodic potentials, Comm. Math. Phys. 143 (1991)
43–83.
[10] J. Littlewood, Some Problems in Real and Complex Analysis, Heath, Lexington, MA, 1968.
[11] B. Liu, F. Zanolin, Boundedness of solutions of nonlinear differential equations, J. Differential Equa-
tions 144 (1998) 66–98.
[12] B. Liu, Boundedness in asymmetric oscillations, J. Math. Anal. Appl. 231 (1999) 355–373.
[13] R. Manasevich, F. Zanolin, Time-mappings and multiplicity of solutions for one-dimensional p-Laplacian,
Nonlinear Anal. 21 (1993) 269–291.
[14] G.R. Morris, A case of boundedness in Littlewood’s problem on oscillatory differential equations, Bull.
Austral. Math. Soc. 14 (1976) 71–93.
[15] J.W. Norris, Boundedness in periodically forced second order conservative systems, J. London Math. Soc. 45
(1992) 97–112.
[16] R. Ortega, Boundedness in a piecewise linear oscillator and a variant of the small twist theorem, Proc.
London Math. Soc. 79 (1999) 381–413.
[17] M. Sevryuk, Reversible Systems, in: Lecture Notes in Mathematics, vol. 1211, Springer, Berlin, 1986.
[18] J. You, Boundedness for solutions of superlinear Duffing’s equations via twist curves theorems, Sci.
Sinica 35 (1992) 399–412.
[19] X. Yang, Boundedness in nonlinear asymmetric oscillations, J. Differential Equations 183 (2002) 108–131.
