ABSTRACT In this paper, we propose a novel feature selection model based on subspace learning with the use of a large margin principle. First, we present a new margin metric described by a given instance and its nearest missing and nearest hit, which can be explained as the nearest neighbor with a different label and the same label, respectively. Specifically, for a given instance, the margin is the ratio of the distance of the nearest missing to that of the nearest hit rather than the difference of distances, which contributes to better balance since the distance to the nearest missing is usually much larger than the nearest hit. The proposed model seeks a subspace in which the margin metric is maximized. Moreover, considering that the nearest neighbors of a given sample are uncertain in the presence of many irrelevant features, we treat them as hidden variables and estimate the expectation of margin. To perform the feature selection, an 2,1 -norm is imposed on the subspace projection matrix to enforce row sparsity. The resulting trace ratio optimization problem, which can be connected to a nonlinear eigenvalue problem, is hard to solve. Thus, we design an efficient iterative algorithm and present a theoretical analysis of the convergence. Finally, we evaluate the proposed method by comparing it against several other state-of-the-art methods. The extensive experiments on real-world datasets show the superiority of our proposed approach.
I. INTRODUCTION
In applications involving high-dimensional data, such as speech emotion recognition and bioinformatics, the tasks become challenging since meaningful structures can be completely obscured by a large number of irrelevant features. A commonly used practice to alleviate the problem is to perform a feature selection to select relevant features, eliminate redundant and irrelevant features, and reduce computation cost [1] . In some cases, it can also provide significant insights into the nature of the problems under investigation.
In feature selection, similarity based [2] , [3] , information theoretical based [4] , [5] , sparse learning based [6] , [7] and statistical based [8] methods are four main technique categories. Among the existing feature selection methods, a similarity based method which called Relief [9] is considered as one of the most successful ones due to its effectiveness in estimating attributes. It estimates the quality of attributes according to how well their values distinguish between the nearest hit (the nearest neighbor with the same label) and the nearest missing (the nearest neighbor with the different label) of a given sample. Actually, the similarity in Relief can be explained as a margin, and Relief solves a convex optimization problem aimed at maximizing the averaged margin [10] , [11] .
Recently, the feature selection based on subspace learning algorithm was proposed and achieved good results [12] , [13] . The core idea of these methods is to use a transformation matrix to guide the feature selection according to the norm of its row/column vectors. Liu et al. extended the Relief algorithm into the subspace learning and proposed a Large Margin Subspace Learning (LMSL) feature selection method [14] . This method defined a metric function to measure the margin of a given sample in the subspace. However, LMSL needs to solve a nonconvex optimization problem by limiting its feasible region to a solution space which is smaller than the original one, this may lead to a suboptimal feature selection performance.
In this paper, to avoid the above problem, we propose a novel feature selection model which can be optimized efficiently. Instead of using the margin defined by difference in LMSL, we define a new metric function based on the trace ratio criterion to achieve a large margin. Actually, LMSL may be seen as a special case of our method and that LMSL can be regarded as an approximated solution to our proposed trace ratio problem. Thus, our method is expected to give a better result. To perform the feature selection, an 2,1 -norm regularization is incorporated into the objective function, which can enforce the projection matrix to row-sparsity. We introduce an efficient algorithm using an iterative procedure to solve the proposed optimization problem. The experiments on typical speech emotion corpora show that our proposed method obtains a better feature selection performance compared with LMSL and other feature selection methods.
We list the main contributions of this paper as follows.
• We define a novel margin metric function based on the trace ratio criterion rather than a difference form, which can be described by a given sample and its nearest missing (the nearest neighbor with the different label) and nearest hit (the nearest neighbor with the same label). The proposed model can be formulated as a trace ratio problem regularized by an 2,1 -norm;
• A novel efficient algorithm is presented to solve our objective function. In addition, we study the convergence behavior of the proposed algorithm and observe that it can obtain a better solution than the existing SelfConsistent-Field (SCF) algorithm;
• We apply our method to different real-world datasets and compare it to several state-of-art feature selection methods, for which we show promising performance. This paper is organized as follows. Section II reviews the Relief family algorithms related to our method. The details of the proposed method are described in Section III. In Section IV, we present the optimization algorithm to solve our problem. And then we give some discussion in Section V. Experimental evaluation and discussion are presented in Section VI, after which we give our conclusions.
II. THE RELIEF FAMILY ALGORITHMS
In this section, we first establish the main notations used in the paper. Then, we review the Relief family algorithms, which are closely related to our proposed method.
For any matrix W = [w ij ] ∈ R p×q , its i-th row and j-th column are denoted by w i and w j . For any vector w ∈ R p , we use w i to represent the i-th element of w. We denote X = [x 1 , . . . , x n ] ∈ R d×n as the matrix of training data, where n is the total number of the training samples.
represents the i-th training sample containing d features. Label vector y ∈ R n , where y i ∈ {1, . . . , c} and c is the number of classes. We define NH (x) and NM (x) to represent the nearest hit and the nearest miss of instance x, respectively.
The motivation of the original Relief algorithm [9] is that a good feature should separate the samples of different categories and should have very similar values for samples from the same category. Then given a randomly selected sample x, the weight of i-th feature is calculated as
where d(·) is a distance measure. From (1) we can see that it encourages the distance between samples of different classes (x and NM (x)) and penalizes the distance between samples from same class (x and NH (x)). Thus the larger of feature weight, the better the quality of feature. However, the original Relief can only deal with the binary classification. To solve a multiclass problem, there are some simple extensions, such as dividing the multiclass problem into a series of two class problems, which do not give satisfactory results. A heuristic algorithm called ReliefF [10] was proposed to address this problem, which can be formulated as
where p(y) is the priori probability of class y. NH k (x) represents the k-th nearest neighbor from the same class with sample x, and NM y k (x) serves as the k-th nearest neighbor from the class y = y x . From (2) we can see that, instead of using the nearest neighbor, ReliefF finds K-nearest neighbors to estimate features, which makes it more robust to deal with the noisy data. Moreover, it tends to separate each pairs of different classes rather than the closest pair.
A novel interpretation on Relief has been given under a margin-based framework [11] , [15] . The margin, which is called hypothesis-margin, can be defined as a distance measure between possible decision boundaries [16] . The hypothesis-margin of a sample x i for a 1-NN classifier can be calculated as
Note that ρ i > 0 if and only if the sample x i is properly classified by the 1-NN classifier. The hypothesis-margin can be extended to feature selection by maximizing the following evaluation function [15] 
where w is a weight vector of each feature, and z w = i z 2 i w 2 i = diag(w)z 2 . Note that · w represents a weighted Euclidean distance measure, which can be extended to other distance metric. Then an empirical evidence [15] and mathematical proof [11] show that Relief is an online algorithm that solves the optimization problem (4) .
In [15] , an Iterative Search Margin Based Algorithm (SIMBA) was proposed to solve the optimization problem (4), which has been shown to handle correlated features better than Relief. However, Relief and SIMBA determine all distances in one-dimensional subspaces that result in lacking FIGURE 1. A dataset in three-dimensional space with two classes (triangle and dot) is listed in left, in which the red triangle is the current sample, the orange triangle is the nearest hit, the green dot is the nearest miss. The weighted feature space (xy-axis) is shown in right, from which we can see that the two neighbors are changed.
capability to deal with multidimensional statistical dependencies. Moreover, in the presence of many irrelevant features, the nearest neighbors derived from original data may not be true in the weighted feature space, as illustrated in Fig.1 .
To address these problems, one can first treat NM (x) and NH (x) as the unobserved data and estimate their probability distributions via the standard kernel density estimation [11] :
where
n, y j = y i } are two sets that related to pattern x i , and f (·) is a kernel function. Following the idea of Expectation-Maximization (EM) algorithm, the margin can be estimated by computing the expectation of ρ i (w) as:
After that, two large margin feature selection models, Iterative Relief (I-RELIEF) [11] and Local Learning Feature selection (LLFS) [6] , were proposed. In I-RELIEF, the calculating of the weighted distances and probabilities and updating of w iterate alternatingly until convergence. LLFS performs the feature selection within the sparse logistic regression framework, which leads to the following optimization problem:
where λ is a regularization parameter. Compare to I-RELIEF, LLFS relates to the classification performance, thus it can achieve a better feature selection performance. Moreover, LLFS can remove the redundant features using 1 regularization, while 2 constraint in I-RELIEF lacks this capability.
III. LARGE MARGIN FEATURE SELECTION BASED ON SUBSPACE LEARNING
Subspace learning can be used to transform the original highdimensional features to a lower dimensional subspace, which is an important dimensionality reduction technique. Actually, feature selection is a special subspace learning that characterizes the original feature space using a subspace spanned by a feature subset. With this regard, we present a novel feature selection method based on subspace learning. Let W ∈ R d×p be a projection matrix, where p is the dimension of the subspace, and d p. Then a linear dimensionality reduction can be represented as W T X. We can formulate the feature selection issue as
where λ is a regularization parameter. loss(W) denotes loss function that models the subspace learning, and the 2,1 -norm
2 is a regularization term to guarantee row-sparsity of W. This makes W play a role of feature selection on different feature spaces simultaneously that w i 2 serves as a weight of the i-th feature. The larger the w i 2 , the more important the corresponding feature is.
In this paper, we propose to apply a novel margin-based loss function. The purpose of the large margin feature selection is to find an optimal low-dimensional subspace that maximizes the hypothesis-margin defined in (3). The distance of x i to NH (x i ) and NM (x i ) in the subspace can be represented as
where m i and h i are NM (x i ) and NH (x i ), respectively. Following I-RELIEF, we extend the hypothesis-margin to subspace learning as following:
Then the large margin feature selection can be formulated to solve the following optimization problem:
where an orthogonal constraint [17] is added on the projection matrix W to avoid the trivial solution, which has been demonstrated a good performance empirically.
The main difference between the proposed method and other Relief-based methods is the form of the learned projection matrix, as shown in Figure 2 . The weight vector obtained from other Relief-based methods can be seen as the diagonal projection matrix that project the original feature space into its subspace. The row-sparsity projection matrix in our method is a projection into a subspace that each dimension is a linear combination of all features.
Considering that NH (x i ) and NM (x i ) are unknown before learning, here we have two probabilistic models to estimate the margin as follows.
• Computing the expectation of ρ i (W) as (7) • Estimating NH (x i ) and NM (x i ) using the reconstruction relationship, and then compute ρ i (W) as (12) , that is
where the probability P m (j|x i , W) and P h (j|x i , W) can be estimated via (5) and (6) . Specifically, we choose f (u) = exp(−u/σ ), where the kernel width σ is a user defined parameter. In our case, we calculate z W = W T z 2 . The two probabilistic models are shown in Figure 3 . We can see that the first model ignores the structure information of the data, while the second model holds the neighboring relationships in the subspace. More specifically speaking, the margin ρ i (W) estimated by the first model is only determined by the distances between the given sample x i and the rest samples, while the second model calculates ρ i (W) based on not only the mentioned distances before, but the distances between the rest samples. Therefore, we apply the second probabilistic model to estimate the margin ρ i (W) in this paper.
In order to get an explicit form, we introduce two column vectors a i ∈ R n and b i ∈ R n as following The probabilities P h and P m are illustrated by the size of circles and triangles. (a) P h and P m are used to calculate the expectation of ρ i (W) in the subspace; (b) the dashed arrows represent the reconstruction and the curved arrows pass probability values from subspace to original space. P h and P m are used to calculate the NH(x i ) and NM(x i ) in original space. The projection matrix should hold the neighboring relationships of NH(x i ) and NM(x i ) in the subspace. Moreover, the margin defined on NH(x i ) and NM(x i ) should be maximum in the subspace.
The large margin feature selection problem can be reformulated as min
in which e i is a column vector with the i-th element equals to one and others equal to zeros. On the one hand, the above objective function is nonconvex since − n i=1 (A i − B i ) is an indefinite matrix, it is difficult to directly solve. Though there are several algorithms proposed to deal with this problem [14] , [18] , they achieve a suboptimal solution. On the other hand, as the sum of distances between x i and NM (x i ) is usually much larger than it between x i and NH (x i ), it may be better to assign a weight factor η to Tr W T XA i X T W for balance, and η should be smaller than 1 intuitively.
Hence, it would be more appealing to address the above issues. To this end, we propose to use another reasonable strategy to obtain the large margin by maximizing the distance between x i and NM (x i ) and at the same time minimizing the distance between x i and NH (x i ), which leads to a trace ratio optimization problem as following:
where the margin ρ i (W) is changed from the difference form to a ratio form. The criterion in (18) has an interpretation: If we adopt a classification rule where x i is correctly classified if and only if margin ρ i (W) ≤ 1 (i.e., on average, x i is closer to the patterns from the same class than those from the different classes), then Compute E(W t ) using (24); 6: Set
Update W t+1 by computing an orthonormal eigenbasis of J (t) associated with its p smallest eigenvalues; 8: if F(W (t+1) ) > F(W (t) ) then 9: update µ according to (38); 10: end if 11: t = t + 1. 12: until Convergence function. Therefore the physical meaning of our model can be described to find a feature projection matrix so that the LOO classification error in the induced subspace is minimized.
In next section, we will see that the optimization problem (17) is a special case of (18) , and that (17) can be regarded as an approximated solution to the proposed trace ratio problem. Actually, our method is expected to give a better result than that of (17) .
IV. OPTIMIZATION ALGORITHM
The optimization problem (18) is typically nonconvex, and there does not exist a closed-form solution. To solve it, we should first discuss two cases of denominator Tr W T XA i X T W that it is equal to zero or not.
A. REFORMULATION AS A REGULARIZATION PROBLEM
Theorem 1: Suppose V ∈ R n×d , V T V = I, and r(≤ n) is the rank of a positive semidefinite matrix
may be equal to zero [19] .
The proof is given in [19] . Theorem 1 shows that the problem (18) is well-posed under the condition that the rank of XA i X T is larger than d − p, i.e. the null space of XA i X T has dimensionality (d − r) smaller than p. Consider that A i is a positive semi-definite matrix with rank(A i ) = 1, we have rank(XA i X T ) = 1. This means that Tr W T XA i X T W > 0 if and only if p = d. When p < d, any transform matrix W whose column vectors belong to the null space of XA i X T will result in Tr W T XA i X T W = 0. In this case, it is feasible to minimize the numerator alternatively to find the appropriate transform matrix [20] .
In this paper, we add a regularization term to the denominator to avoid the ill-posed situation.
where γ > 0 is the regularization parameter. The above formulation indicates that no matter whether W is in the null space of XA i X T , it always holds that Tr W T (XA i X T + γ I)W > 0. As a result, our algorithm will be no need to consider the two situations.
Above objective function involves the 2,1 -norm which is nonsmooth. Hence, it is not straightforward to optimize it. We rewrite the 2,1 -norm as W 2 
B. AN EFFICIENT ALGORITHM TO SOLVE THE REGULARIZATION PROBLEM
The Lagrangian function of optimization problem (20) is
By setting the derivative of (21) w.r.t. W to zero, we obtain
We rewrite the equation (22) as
It indicates that any critical point W of (19) is a solution to the nonlinear eigenvalue problem (23) in which E(W) also depends on W. Currently, the most widely used algorithm for solving equation (23) is the SCF iteration [21] , [22] . The main idea of SCF iteration is to iteratively calculate E(W) according to (24) and update W by solving the reduced linear eigenvalue problem (23) . However, the SCF iteration often fails to converge that may eventually oscillate between two limit points. In this paper, we present another version of SCF iteration, which is listed in Algorithm 1, to curb the oscillation behavior. Inspired by this, the large margin feature selection algorithm is summarized in Algorithm 2.
Algorithm 2 Large Margin Feature Selection
Input: Data X ∈ R d×n , label Y ∈ R n×c , regularization parameters λ. Output: Sort all feature according to w i 2 .
1: Initialize W 0 ∈ R d×p as an arbitrary column-orthogonal matrix; 2: Set t = 0; 3: repeat 4: Calculate probability P m (j|x i , W) and P h (j|x i , W) via (5) and (6); 5: Calculate A i and B i by (15) and (16); 6: Update W t+1 using Algorithm 1. 7: until Convergence C. ALGORITHM ANALYSIS Lemma 1: For any nonzero vector w, w (t) ∈ R p , the following inequality holds [7] :
The proof is shown in [7] . In Algorithm 1, at the t-th iteration, solving the problem (23) is equivalent to solving the following problem
Thus we have
= arg min
which indicates that
Substituting E(W (t−1) ) with (24), we arrive at
That is to say
According to Lemma 1, for each i we have
Thus the following inequality holds
Summing the inequalities (30) and (32) on the two sides, we get
From (33) we can see that a reduction of the objective function in (26) is entirely possible to lead to a reduction in (19) within a small neighborhood of W (t−1) , where ) . At this point, we can improve the convergence of SCF by restricting the minimization of (26) to a small neighborhood of the current approximation W (t−1) .
Consider that Tr W T M i W = Tr WW T M i , we add a constraint on the solution to the problem (26) , then the following constrained optimization problem need to be solved.
where G(W) = WW T , and is a region radius. By introducing a penalty term for the constraint, the optimization formulation (34) also can be written as
where µ is a parameter that controls the penalty strength. For a given µ, there is a corresponding in (34) that gives the same solution with (35). Note that G(W) is actually an orthogonal projector with respect to the subspace defined by columns of W when −1) ) F measures the distance between the subspaces spanned by columns of W and W (t−1) respectively [23] . Consider that
Then the problem (35) can be solved by computing the eigen-decomposition
Note that the optimal penalty coefficient µ cannot be chosen analytically in general. When µ is large, the neighborhood is confined within a small region and the convergence of the SCF iteration can be assured while the speed of convergence may be slow. When µ is small, a minimizer of (35) may move too far away from the current approximation and result in an increase in the value of objective function (19) . In this paper, we apply a heuristic to choose µ dynamically. On the one hand, only the gradiants of F(W) and E(W) at W (t) are match, which makes it hard to adjust the penalty parameter in terms of the changes in F(W) and E(W). On the other hand, we have observed that a decreased gap between the p-th and (p + 1)-th eigenvalues of E(W) in each iteration may lead to an increase in F(W), and the parameter µ has the effect on such a gap [24] . Thus we can heuristically adjust µ to enlarge this gap when the value of F(W) increases. To be specific, we initialize µ = 0. If the minimizer of (35) increases the value of F(W) in (19), we enhance the penalty by setting
where α
d are eigenvalues of E(W (t) ), and τ is empirically chosen to be 2.
V. DISCUSSION
In Linear Discriminant Analysis (LDA), two criterions are applied to assess the classification capability of a lowdimensional subspace, i.e. intraclass compactness and interclass separability [25] . A reasonable strategy to integrate the two criterions to achieve discriminative power is maximizing the trace ratio Tr W T S b W /Tr W T S w W , where S b and S w define the between-class convariance (interclass separability) and the within-class convariance (intraclass compactness), respectively. Despite our method is also based on the trace ratio criterion, it differs significantly from LDA in the way of defining the matrices S b and S w . In the proposed method, S b represents the distance between x i and NM (x i ), and S w describes the distance between x i and NH (x i ). Then the proposed trace ratio criterion can be explained as a large hypothesis-margin defined on a given sample, which induces another regularization, i.e. the implicit LOO. On the other hand, to extract the projection matrix, LDA is often simplified into maximizing a ratio trace problem Tr (W T S w W) −1 (W T S b W) , which can be solved with the generalized eigenvalue decomposition method. However, its solution may deviate from the original objective. In our work, we directly optimize the proposed trace ratio objective function under the unitary and orthogonal constraints. The mentioned two properties lead to superior performance to LDA empirically, as will be shown next (the LDA based method is called TR).
A similar thought of the large margin feature selection is shared by LMSL [14] , which optimizes the criterion (17) to find an appropriate projection matrix W. We can indicate that LMSL may be seen as a special case of our proposed trace ratio framework. That is, the basic idea of our algorithm is to solve the reduced nonlinear eigenvalue problem (26) , which has the same trace difference function as LMSL. Compare the two objective function in (26) and (17), we can see that there exsits a weight factor η = Tr W T H i W /Tr W T M i W in E(W) while η = 1 in LMSL. Actually, by taking η into account, our approach is expected to achieve a better result.
VI. EXPERIMENTS
In this section, we evaluate our algorithm with a synthetic dataset and several real world datasets, and compare the proposed method with several related feature selection methods, including Robust Feature Selection (RFS) [7] , LLFS [6] , Trace Ratio (TR) [3] and Large Margin Subspace Learning (LMSL) [14] . We also use all the features that do not conduct feature selection as the baseline.
A. EXPERIMENTS ON A SYNTHETIC DATASET
To illustrate the potential of our method, we conduct experiments on a synthetic two-dimensional dataset with two classes, in which each class consists of 230 instances drawn from a spiral distribution, shown in Fig.4 . In addition to the first two relevant feature, we contaminate each instance using 1000 extra irrelevant features which sampled from Gaussian distribution N (0, 1 2 ) independently. Our task is to recognize the first two relevant features. Note that this binary classification problem can be well solved only if these two features are used simultaneously.
In this experiment, we set the kernel width σ = 1, and the regularization parameter γ = 1. Fig.5 illustrates some results VOLUME 7, 2019 Fig.6 . It can be seen that although the transformed spaces learned by LMSL have well discrimination for different λ, the two relevant features cannot be selected according to the corresponding feature weights. Moreover, when λ = 10, the feature weights are too small to be used for feature selection. We can further conclude that the proposed algorithm gets better performance than LMSL. To study the issue that our method fails to separate the two classes instances for λ = 0.1, 1, 10, we illustrate the dynamics of trace ratio values (see the bottom row in Fig.5 ). We can see that when λ = 0.0001, 0.001, 0.01, the trace ratio values tend to zero, which means that the distance NH (x i ) ). When λ = 0.1, 1, 10, the trace ratio values almost equal to 1 that result in the failing classification. Therefore, we can indicate that a large λ may lead to too much penalty to W 2,1 while ignores the trace ratio optimization. Thus, we will tune the parameter λ by cross-validation in the following experiments.
B. EXPERIMENTS ON BENCHMARK DATASETS 1) SETTING
We conduct classification experiments on five typical speech emotion datasets, including Berlin [26] , Estonian [27] , eNTERFACE'05 [28] , CASIA [29] and SAVEE [30] , to evaluate the performance of feature selection approaches. In our experiments, 1582 features of INTERSPEECH 2010 are extracted for all datasets [31] . We employ Support Vector Machine (SVM) with RBF kernel and RandomForest (RF) as classifiers. To evaluate the results of selected features, an unweighted accuracy (ACC) is used as the evaluation criterion, which defined as the sum of all class accuracies VOLUME 7, 2019 divided by the number of classes. We prepare the training and testing dataset based on speaker-dependent (SD) strategy. In detail, we randomly divide all utterances of each class into two parts, of which 60% data are training data, the other are testing data. The data information is summarized in Table 1 . For all of the datasets, except for a simple standardization of each feature value to be mean 0 and standard deviation 1, no other preprocessing is performed.
The regularization parameter λ in four algorithms (LMSL, LLFS, RFS and ours) and the kernel width σ in three algorithms (LMSL, LLFS and ours) are determined by 5-fold cross validation. The number of selected features are varied as {50, 100, 150, . . . , 500}. We repeat the experiments 10 times with random seeds for generating the training set and testing set, and report the average performances.
2) CLASSIFICATION RESULTS
The classification performance of feature selection approaches are shown in Fig.7 and Fig.8 . From the results we can observe that 1) compared to the baseline which uses all features to perform classification, the results from the selected features are better on most cases. This implies that there are some redundant and irrelevant features in the original feature space, which leads to worse classification results. 2) Overall, our method outperforms other techniques in the classification accuracy averaged on all datasets, i.e. about 2.3% improvement with SVM and 1.3% improvement with RF compared to the second best approach LLFS. Especially, on eNTERFACE and SAVEE with SVM, our method performs superior to baseline while others not. 3) Our method performs superior to LMSL. To be specific, the proposed method has 9.8% and 7.6% higher average accuracy than LMSL with SVM and RF respectively, indicating that our method obtain better solution than LMSL.
3) PARAMETER SENSITIVITY STUDY
To investigate the impact of parameters σ and λ in our method, we test the classification performance under different values of these two parameters. We first fix σ = 1 and change λ in the range of {10 −5 , 10 −4 , 10 −3 ,10 −2 , 10 −1 , 10 0 }. Then we tune σ as {0.1, 0.5, 1, 2, 5, 10, 20} with fixed λ = 10 −2 . We describe the results in Fig.9 and Fig.10 respectively. Results show that the proposed method is to some extent robust to σ and λ. Nonetheless, we suggest to perform hierarchy grid search to achieve better result in real life application.
4) CONVERGENCY ANALYSIS
In this section, we provide some numerical results to show the convergency behavior of our algorithm. To compare the convergence speed of our method against the SCF algorithm, we iteratively record the value of objective function 50 times on the five datasets. In this experiment, we fix σ = 1, and set λ = 0.1, 0.01 respectively, as shown in Fig.11 . It can be seen that the SCF algorithm and our method have similar convergence curves for λ = 0.1. When λ = 0.01, our method converges faster and obtains smaller values than the SCF algorithm in most cases. Moreover, the proposed method can efficiently curb the oscillation behavior of the SCF algorithm. 
VII. CONCLUSION
In this paper, we have presented a novel subspace learning based feature selection approach within a large margin framework. We first define a new margin metric function based on the trace ratio criterion, and then a projection subspace can be obtained by maximizing the metric function. By using the 2,1 -matrix norm, our method can select sparse and discriminative features. Moreover, we have proposed a new efficient algorithm for solving the proposed problem. Theoretical analysis indicates that our algorithm has capability to curb the oscillation behavior of the SCF algorithm. Finally, extensive experiments on synthetic dataset and realworld datasets demonstrate that our approach selects more valuable features than some other existing algorithms.
