This paper describes a computer-based software prototype tool for visualisation of the vocal-tract, during speech articulation, by means of a mid-sagittal view of the human head. The vocal tract graphics are generated by estimating both the area functions and the formant frequencies from the acoustic speech signal. First, it is assumed that the speech production process is an autoregressive model. Using a linear prediction analysis, the vocal tract area functions and the first three formants are estimated. The estimated area functions are then mapped to corresponding mid-sagittal distances and displayed as 2D vocal tract lateral graphics. The mapping process is based on a simple numerical algorithm and an accurate reference grid derived from x-rays for the pronunciation of a number English vowels uttered by different speakers. To compensate for possible errors in the estimated area functions due to variation in vocal tract length between speakers, the first two sectional distances are determined by the three formants. Experimental results show high correlation with x-ray data and the PARAFAC analysis. The tool also displays other speech parameters that are closely related to the production of intelligible speech and hence would be useful as a visual feedback aid for speech training of hearing-impaired individuals.
INTRODUCTION
The process of learning to speak in the case of people with normal hearing is primarily aided by auditory feedback. However, for those who suffer from deafness, learning to speak naturally is a very difficult process. With limited auditory capability, a hearing-impaired person often lacks models of speech targets necessary to produce normal speech. In an effort to overcome this difficulty, many attempts have been made to provide a substitute for the feedback mechanism with visual speech display devices (Choi, 1982; Bunnell et. Al., 2000; Mashie. 1995) . However, without any articulatory correlate, the benefits of such devices were limited. In order to produce a natural and intelligible speech, a speaker needs to know how to use the vocal organs in regards to correct position of the articulators, breathing, loudness, rhythm and nasalization (Eriksson, et. al., 2005) . Hence the availability of visual information regarding these aspects would greatly help the hearing-impaired improving their speaking abilities. This paper describes a system which visualises a speaker's vocal tract by means of mid-sagittal graphical plots of the human head. The vocal tract shapes, and other related speech parameters, are graphically displayed on a PC-monitor using information extracted directly from the acoustic speech signal as picked up by a microphone or loaded from an audio file. To estimate the necessary parameters, it is assumed that the speech production process is an autoregressive (AR) model. The vocal tract area functions, log spectra and the first three formants are then estimated, by employing a linear prediction (LP) analysis, and used to construct the corresponding vocal tract graphics and other parameters display.
SPEECH ANALYSIS MODEL
Speech is the acoustic wave that is radiated from the vocal system when air is expelled from the lungs and the resulting flow of air is perturbed by a constriction somewhere in the vocal tract. This speech production process can be practically modelled using the well-known all-pole source-filter approach, which represents the speech signal in terms of an AR model (Quatieri, 2002) . According to this model, speech is split into a rapidly varying excitation signal, generated by an impulse train input or a random noise generator, and a slowly varying filter representing the vocal tract. Voiced speech is produced by taking the impulse train as excitation. In unvoiced segments, the random white noise is used as the excitation. The output speech is produced by passing the excitation through the vocal tract filter. Hence, changes in the vocal tract configuration, reflected by the filter, produces corresponding changes in the spectral envelope of the speech signal. Therefore to estimate the vocal tract shape form the speech signal, an inverse filter model has to be used (Miller & Mathews, 1963) .
The speech analysis model used in this work is shown schematically in Figure 1 . In this model, it is assumed that the speech to be analysed is limited to periodic non-nasalised voiced sounds so that the filter in Figure 1 is driven by an impulse train. This means that the filter includes all the contributions from the glottal wave, the vocal tract and the radiation impedance at the lips. The inverse filter is assumed to be a linear filter with only zeros in its transfer function, and the power spectral envelope of the speech is assumed to be approximated by poles only. Accordingly, the transfer function of the inverse filter can be expressed in terms of ztransform notation as:
where a i are the coefficients of the inverse filter, M is the order of the filter, and T is the sampling period. Here, a 0 affects only the gain of the system, hence no generality is lost by setting a 0 = 1. The objective of this analysis is to obtain a close representation of the vocal tract. To obtain this representation, one needs to estimate the coefficients of the optimal inverse filter described by equation (1). Wakita (Wakita, 1973) has shown that A(z) is also an inverse transfer function of a non-uniform acoustic tube model of the all-pole vocal tract model. Thus the optimal inverse filter process in the above speech analysis model can be equivalently replaced by a filtering process of an acoustic tube of length l, which is the assumed length of the vocal tract, divided into arbitrary number, M, of sections with equal length Δl, provided that: , where c is the velocity of sound. Consequently, the sampling frequency F s =1/T and the number of sections M=l/Δl is constrained by (Wakita, 1973) :
Therefore, as long as F s is constant, the vocal tract length, l, is assumed to be fixed here and M, i.e. number of the sections or the filter's order, has to be chosen to satisfy equation (2).
MODELLING THE VOCAL TRACT
The vocal tract can be modelled as an acoustic tube of varying diameter. If we abstract from the vocal tract curvature, the acoustic tube can be divided into cylindrical sections of equal lengths. Depending on the shape of the acoustic tube, a sound wave travelling through it will be reflected in a certain way so that interferences will generate resonances at certain frequencies. These resonances are called formants. Their location largely determines the speech sound that is heard. It is well known that the linear prediction (LP) analysis of speech signals is based on an AR speech production model (Markel & Gray, 1976) . It has also been shown by several researchers that the LP process is equivalent to the filtering process of a non-uniform acoustic tube model where the tube is divided into an arbitrary number of sections of equal length (Wakita, 1973; Markovic, 1999) . Thus, if the conditions stated at the end of Section 2 are satisfied, and if the speech signal is pre-emphasis to compensate for the spectral characteristics of the glottal excitation source and for the lips radiation impedance, then estimates of the vocal tract area functions can be obtained by computing the where A i and A i+1 are the cross-sectional areas of two adjacent sections of the non-uniform acoustic tube indexed in ascending order from the lips to the glottis, and μ i is the reflection at the junction between these two sections.
SYSTEM DESIGN AND DESCRIPTION
Using the vocal tract model described in Section 3, a PC-based prototype system for visualisation of the human vocal tract shapes and other associated speech parameters has been designed and developed. The system uses the PC's sound card operating with 8 kHz sampling frequency and 16-bit resolution, to extract the necessary speech parameters directly from the acoustic speech waveform. shows The block diagram given in Figure 2 depicts the functionality and main processing blocks of the developed system. For simplicity, our system uses an initial assumption that the vocal tract is 17 cm long. As the PC's sound card samples the speech at the rate of 8 kHz, thus satisfying equation (2) requires M to be equal to 8, i.e. the initial use of an acoustic tube with 8 sections. Consequently, an 8 th order LP analysis model is employed by the system.
Estimation of the Area Functions
The speech signal is segmented into 30 ms frames using a hamming window of an appropriate length. A pre-emphasis of an approximately 6 dB/octave is applied to the current frame using an FIR high-pass filter of the form:
The reflection coefficients are computed by applying an 8 th order LP analysis model using an autocorrelation method that uses LPC uses the Levinson-Durbin recursive algorithm due to its simplicity and ease of its implementation within the chosen computing environment. Equation (3) is then used to estimate the corresponding vocal tract area functions as discussed in Section 3. As an example, Figure 3 (the upper half) shows the normalised area functions for the English vowel /UH/, as computed by the system using an 8-section acoustic tube model. The LP model is also used to obtain the log spectra, whose peaks are then marked to identify and estimate the first three formants, as also illustrated in lower half of Figure 3 . 
Mapping to Mid-sagittal Distances
Since the human vocal tract does not resemble an exact circular tube, there is therefore a need to modify the above computed area functions such that they map correctly into mid-sagittal distances of the vocal tract profiles. Several areas to profile transformation techniques have been developed (Heinz & Stevens, 1965) . Most such techniques rely on derivation of suitable application-specific transformation parameters using complex analysis of x-ray and cine-fluorograms of various speakers. A common technique is the αβ model (Heinz & Stevens, 1965) , which is described by:
where A i is the cross-sectional area of a given section, d i is the mid-sagittal distance and α i and β i are section dependent parameters. In our system, we (Harshman, et. al., 1977) was designed, as shown in Figure 4 . In this grid, straight perpendicular lines were drawn through the centre of each section, in accordance with (b) above. (e) The 8 area functions estimated by the 7th order LP model were re-sampled and redistributed to fit the 18-section vocal tract configuration used in the system. (f) Based on equation (5), a simple numerical procedure is used to estimate the values of the coefficients α and β that minimize the root mean squared error between the area functions estimated in (e) above and those derived from measurement data obtained from (Harshman, et. al., 1977) for pseudo-sagittal dimensions of the tongue position for five speakers each saying ten English vowels. The estimated area functions are then interrupted as functions of α andβ, as given in equation (5), to compute the mid-sagittal distances.
Figure 4: The reference upper jaw grid used in the system.
As indicated previously, initially the vocal tract is modelled in our system with an assumption that it is 17 cm long. It is known, however, that the vocal tract length for the utterance of various sounds varies even for a single speaker. In addition, the male vocal tract is generally slightly longer than 17 cm, while children and females have shorter vocal tracts (Kirlin, 1978) . Hence, the above assumption may cause an error in the distribution of the area functions along the assumed vocal tract configuration. To compensate for this possible source of error, the first two mid-sagittal distances have been determined from the three estimated formants F 1 , F 2 and F 3 as follows (Ladefoged, et. al., 1978) :
where X 1 is the mid-sagittal distance between the lips in cm, C 1 = 0.3×10 -3 , C 2 = −0.343×10 -6 , C 3 = 4.143, C 4 = −2.865. The mid-sagittal distance between the upper and lower teeth, X 2 , is estimated by:
where X 3 is the mid-sagittal distance extracted from the vocal tract area function that corresponds to section 3. In addition, the estimated formants have been used to adjust the rounding degree of the lips and the height of the jawbone on the designed vocal tract lateral graphics.
RESULTS AND DISCUSSION
The vocal tract visualisation tool has been designed to operate with MS Windows-based PC environment. The multi-display window and other user's features of the complete system are shown in Figure 5 . As can be seen, the system's screen is divided into four windows for displaying the vocal tract graphics, the sound intensity, the pitch and the first three formants of the speech signal. The system can operate in two main modes: (a) near real-time mode, whereby the speech signal is picked up by a microphone connected to the PC sound card (as with the case shown in Figure 5 ), and (b) non real-time mode, whereby the speech signal is either recorded by the system or read from a stored audio file, and its features are then displayed. It also allows the saving of speech/sound signals. For the vowel articulation, the user can compare the shape of his/hers vocal tract to a reference trace (shown with a dashed line in Figure 5 ) for the correct tongue position derived from the measurements data reported in (Miller & Mathews, 1963) . The deviation from the reference trace is given for this case in the form of a computed mean squared error (MSE) of all the estimated mid-sagittal distances. Figure 6 shows the vocal tract profiles for 10 American English vowels, as estimated by the system (dashed lines represent reference trace for tongue position). For comparison and evaluation purposes, the deviations, in terms of MSE values, from the reference tongue position data adopted from (Harshman, et. al., 1977) are also indicated. In general, the obtained results seem to correlate well with the reference data. They were also found to correlate well with x-ray data and the PARAFAC analysis. Referring to the MSE values shown in Figure 6 , the system seems to perform particularly well in the cases of all the 'front vowels', such as /IY/, /EY/, /IH/, /EH/ and /AE/, with the MSE increasing as the vowel height decreases. With the exception of /AA/ and /UH/, the results show relatively less accurate correlation with the reference data for the cases of the 'back vowels'. As vowel classification into front and back vowels is related to the position of the tongue elevation towards the front or the back of the mouth, we believe that the higher accuracy in the cases of the front vowels is attributed to the formant-based added adjustments of the lips, jawbone and front sections of the vocal tract we used in our approach.
On the other hand, the relative length of the vowel's vocalisation seems to affect the accuracy of the estimated area functions and hence the displayed vocal tract shape. In specific, the system seems to give relatively lower accuracy for relatively longer vowels, such as /AO/, and complex vowels which involve changes in the configuration of the mouth during production of the sound, such as /OW/. We believe this is due to the fact that the system, in its current design, bases its estimation of the speech parameters on information extracted from the 2-3 middle frames of the analysed speech waveform.
CONCLUSIONS
We have described the process of designing and development of a computer-based system for the near real-time and non real-time visualisation of the vocal tract shape during vowel articulation. Compared to other similar systems, our system uses a new approach for estimating the vocal tract midsagittal distances based on both the area functions and the first three formants as extracted from the acoustic speech signal. It also utilises a novel and simple technique for mapping the extracted information to corresponding mid-sagittal distances on the displayed graphics. The system is also capable of displaying the sound intensity, the pitch and the first three formants of the uttered speech. It extracts the required parameters directly from the acoustic speech signal using an AR speech production model and LP analysis. Reported preliminary experimental results have shown that in general the system is able to reproduce well the shapes of the vocal tract, with real-time sensation, for vowel articulation. Work is well underway to optimise the algorithm used for extraction of the required acoustics information and the mapping technique, such that dynamic descriptions of the vocal tract configuration for long and complex vowels, as well as vowel-consonant and consonantvowel are obtained. Enhancement of the system's real-time capability and features, and facilitation of an integrated speech training aid for the hearingimpaired are also being investigated.
