Takeuchi [37] , Takeuchi and Akahira [38] and Pfanzagl [27] among others proved that any rst-order ecient estimators are second-order ecient. Many authors e.g., Ghosh [15] , have conjectured that any third-order ecient estimators are fourth-order ecient. Based on concentration probability of estimators about a true parameter, this paper gives a positive answer to the conjecture in a curved exponential family with multi-structural parameters. It is seen that choice of bias-correction factors is critical.
Introduction
Let u 2 q be a parameter vector of interest and let an open set ( q ) be a parameter space of u. Let u 0 2 be an arbitrarily xed (inner) point of . For every u 2 N(u 0 ), a neighborhood of u 0 , assume that random p-vectors x 1 ; ... ; x n are independent and identically distributed according to a (continuous) curved exponential family with density (1.1) expf(u) 0 x 0 ((u))g (dx);
where (1) is a carrier measure on p (see Amari [6] , Section 4.1) and (1) is an p -valued measurable function from ( q ) smooth in u 2 N(u 0 ). The real-valued function, (), is dened as a normalizing constant () = log (1) g (1) and b (2) g (1) be measurable functions from p to q , four times continuously dierentiable in N((u 0 )), a neighborhood of (u ). The bias-correction factors are not unique, and the class F with one correctionfactor may be dierent from that with another factor. Discussing fourth-order eciency here, we will deal with four dierent bias-correction factors.
We assume that the MLEû( x) that maximizes the likelihood function
expf(u) 0 x i 0 ((u))g = expfn((u) 0 x 0 ((u))g exists and that it is Fisher-consistent and four times continuously dierentiable in N((u 0 )) a neighborhood of (u 0 ), with a large probability for large n. The assumption is met under certain regularity conditions including strong identiability (see Kano [19] ).
Let C be a class of all Borel convex sets of q including the origin and let C 0 be a class of all Borel convex sets of q symmetric about the origin. The class C 0 is a subclass of C. We expand concentration probability of g 3 ( x) about the true parameter vector u as An estimator in F is said to be rst-order ecient (1OE) for the class C (or C 0 ) i it maximizes A 1 among all the estimators in F for every C 2 C (or C 2 C 0 ). A 1OE estimator is said to be second-order ecient (2OE) for the class C (or C 0 ) i it maximizes A 2 among all the 1OE estimators in F for every C 2 C (or C 2 C 0 ); 3OE and 4OE for the class C (or C 0 ) are dened consecutively in the same manner.
Whether an estimator in F is 1OE does not depend on the bias-correction factors; and the factor b (2) g ( x) does not inuence upon 2OE and 3OE. The limiting distribution of p n(g 3 ( x) 0 u) (or equivalently p n(g( x) 0 u)) is multivariate normal with mean zero and covariance matrix G 1 9 11 G 0 1 , where G The 2OE of the (bias-corrected) MLE was established by showing that the second term A 2 of the MLE attains the lower bound, which is derived by applying Neyman-Pearson's lemma to a certain testing problem (Pfanzagl [26] ; Akahira [1] ). After the 2OE of the MLE, some authors including Chibisov [12] , Takeuchi [37] , Takeuchi and Akahira [38] and Pfanzagl [27] found that the term A 2 is identical for any 1OE estimators, so that 1OE implies 2OE and that the notion of 2OE cannot distinguish 1OE estimators. The basic results on 2OE have been extended to more general and complicated models by many authors including Akahira and Takeuchi [3, 4] , Hosoya [18] , Taniguchi [39] and Yoshida [42, 43] . Consider Takeuchi's and Pfanzagl's surprising result via an alternative criterion, quadratic risk: Higher-order eciency based on the criterion is dened in the same way as that on concentration probability in (1.3). Since B 1 = G 1 9 11 G 0 1 , the asymptotic covariance matrix of g( x), we make the same conclusion on 1OE as before. We know that B 2 = 0 for any estimators in F, which means that 1OE implies 2OE. Notice that B 2 = 0 whether or not bias-correction is made and hence that 2OE holds for the class of 1OE estimators even without bias-correction.
{4{
Results on 3OE similar to those on 1OE hold under rst-order bias-correction. That is, the MLE and estimators whose second-order derivatives coincide with those of the MLE are 3OE (e.g., Pfanzagl and Wefelmeyer [29] ; Akahira and Takeuchi [4] ; Amari [6] ; Taniguchi [40] ). Rao [30, 31, 32] , Ghosh and Subramanyam [16] , Efron [13] and Eguchi [14] have obtained 3OE of the MLE on the basis of quadratic risk or loss of information.
Here is an interesting question; does it hold that 3OE implies 4OE? On the issue, Ghosh [15] (page 64) mentioned \given that 1OE implies 2OE, it is natural to conjecture that 3OE implies 4OE. The proof of that must be very messy."
The statement is known to be true if one takes quadratic risk as a criterion, because B 4 = 0. This fact would convince us that the conjecture be true under concentration probability as well as under quadratic risk.
In this paper, we distinguish between asymptotic eciency for the class C and for the class C 0 . The idea was taken by Akahira and Takeuchi [4] to study 3OE of estimators in models with general density functions. We will show that 3OE implies 4OE for C or for C 0 , depending on a choice of bias-correction factors.
In Section 2, we give preliminary results on matrix derivatives and multivariate Hermite polynomials. Section 3 describes main results on asymptotic eciency up to the fourth-order under several types of bias-correction factors. Proofs are given in Section 4.
The derivation of this paper is so-called formal, and we do not directly prove validity of the Edgeworth expansion (1.3). According to general theory, the formal expansion is actually valid because (i) the continuity of the curved exponential family (1.1) ensures the Cramer condition: limsup jjsjj!1 E[e is 0 (x0(u)) ] < 1; (ii) the smoothness of () and (u) is assumed, so that the moments of any orders exist; (iii) the class C of all measurable convex sets meets a boundary condition: sup C2C R (@C) N q (xj0; I q )dx = O() ( # 0). For details, see Bhattacharya and Denker [10] [20, 21] (cf. Bentler and Lee [9] ; Magnus and Neudecker [25] ). Here we simply note some {5{ formulas on the matrix dierentiation. The proof is due to direct calculation (see Kano [21] ). Let x be a p-vector, let A(x) and B(x) be of order a 1 2 a 2 and b 1 2 b 2 and suppose that the following matrix products in the LHS are permissible. We then have
where x(t) is an p -valued function of t and A and C are constant matrices in the last formula. Here the matrix K ab of order ab is a commutation matrix dened by the relation: The matrix of the derivatives, G k , has an important property: Recall that x 1 ; . .. ; x n are an i.i.d. sample from the curved exponential family (1.1). Let us replace z with z n = p n( x0(u)), and then all the formulas above still hold provided {7{ that we substitute 9 11 for 9 and add o(1); for example, the corresponding result to (2. We begin with second-order eciency. Let z n = p n( x 0 (u)),
x= (u) and
for k = 0;1;2; ... We expand g( x) in F and the MLEû( x) stochastically in the form: To discuss 2OE, we take b (1) g ( x) = 1 2 [ G 2 9 20 and b (2) g ( x) to be unspecied. Then, Here we do not necessarily specify how to estimate G 2 9 20 .
Takeuchi [37] (page 185) and Pfanzagl [27] (Section 7) showed the following theorem. See also Ghosh [15] (Section 6.4). Can we say something about 2OE, without bias-correction? The following theorem gives a certain answer to the question.
{8{
Theorem 2. Letû( x) be the MLE. Assume that a Fisher consistent estimator g( x) is 1OE. Then, The actual form of 1 2 u;g 3 ;C will be given in (4.11) in the proof. According to Theorem 3, we see that 3OE of g 3 ( x) means G 1 = G 1 and G 2 = G 2 . Now we are in a position to state some results on 4OE. The distribution of We now state the main theorem. Theorem 4. Let g 3 ( x) 2 F and the MLEû 3 ( x) 2 F be bias-corrected as in one of the four cases above. Assume that g 3 ( x) is 3OE. (i) Under Cases (I) and (II), (3.5) P
for every C 2 C 0 and u 2 N(u 0 ), that is, any 3OE estimators are 4OE for the class C 0 .
(ii) Under Cases (III) and (IV), (3.5) holds for the class C, that is, any 3OE estimators are 4OE for the class C.
It is seen from Theorem 4 that important is the way of estimating the rst-order bias G 2 9 20 , more precisely estimating G 2 (the result is independent of choice of estimators for 9 20 ). In Appendix A we will give explicit forms of G 2 ( x) and G 2 ((g( x) )) for the MLE, which may help realize at what point these quantities are dierent.
Kano [20, 22, 23] and Amari [7] have established 5OE of the MLE under the bias correction (III) or (IV) on the basis of quadratic risk, concentration probability and information loss, respectively. Akahira [2] , recently, proved the fourth-order eciency of the MLE for the class C 2 C 0 under Case (II) in a general probability model.
Proofs

Auxiliary results
Dierentiation of both sides in the equality G k (9 10 ((u))) = G k (9 10 ((u))) w.r.t. u 0 and use of (2.1) shows that Here we shall prove Theorems 3 and 4. The proof of Theorem 3 is dierent from and simpler than the existing proofs, and it will be used to prove Theorem 4.
We begin by noting that the dierence between the bias-corrected 1OE estimators g 3 ( x) andû 3 To prove Theorems 3 and 4, we need to study the expectation (4.7), a sort of a cross term, up to higher-order. There are useful lemmas to do so. The basic idea of the lemmas were originated in Kano [22] , who studies fth-order eciency. The proof will be given in Appendix B. We shall show later that the rst term in the RHS in If C is symmetric about the origin (i.e., C 2 C 0 ), the integral above is shown to be nonnegative; and it is positive, assuming further that the interior point of C is not empty (see Pfanzagl [28] Lemma 13.2.4). When q = 1, the integral in (4.11) can be shown to be positive for every possibly asymmetric interval including the origin, which belongs to C. As a consequence, Theorem 3 follows, provided that 
