Abstract-A novel adaptive nonlinear equalizer for fast timevarying multipath channels that combines the channel-estimation and data-detection tasks is presented. The a posteriori probabilities (APP's) of the states of the intersymbol interference (ISI) channel are recursively computed from the received data by a symbol-by-symbol (SbS) detector [7] and are then employed by a Kalman-type nonlinear channel estimator. Robust channel tracking and good data-detection performance are obtained, with a reasonable receiver complexity.
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I. THE SYSTEM AND THE CHANNEL MODEL

F
AST TIME-VARYING frequency-selective fading is encountered in many digital communications applications such as high-frequency (HF) radio links and mobile radio communications. In such environments adaptive nonlinear equalization is mandatory to avoid severe performance degradation of the digital link [1, Sec. 6.8] .
A classic nonlinear equalizer is the maximum-likelihood sequence estimator (MLSE), usually implemented via the Viterbi algorithm (VA), supported by a Kalman-type channel estimator (K-VA solution) [1, Sec. 6.7.2] . The MLSE requires a large decision delay , on the order of five times the channel impulse response length , resulting in a lack of channel tracking capability in fast time-varying environments [2] , [3] . Alternative versions of the adaptive MLSE employ small delay "tentative" decisions for channel estimation purposes, and a larger delay for the final decisions [2] . Recently proposed equalizers, based on the per-survivorprocessing (PSP) principle [2] , [3] , consider multiple distinct channel estimators, which are fed by zero-delay tentative hard decisions extracted from the surviving paths of the trellises of a VA equalizer. Good performance is obtained in fast timevarying environments, but the practical implementation of PSP receivers appears expensive due to the high number of distinct channel estimators (see [3, first-order Markov chain described by the transition probability matrix . As in [4] and [5] , an ordered correspondence between the elements of the original basis and those of the orthonormal basis is then induced and (1) can be equivalently rewritten as (2) where is the required mapping matrix.
II. THE PROPOSED ADAPTIVE EQUALIZER BASED ON SOFT STATISTICS
In the proposed adaptive receiver the estimates of the channel taps and of the channel-state sequence are recursively and jointly computed as shown in the block diagram of Fig. 1 . The basic equations governing the equalizer are also presented in Fig. 1 . The equations have been derived starting from the equivalent model in (2) and following the general guidelines for the resolution of nonlinear minimum mean-square error (MMSE) estimation problems regarding Markov processes (see, e.g., [6] ). For the sake of brevity, the analytical details are omitted. We observe that, if we denote by the realization of the observed sequence from step 1 to step , (as in [6] ) the -variate sequence of the a posteriori probabilities (APP's) associated to the chain exactly coincides with the corresponding sequence of the MMSE estimates of . This is a direct consequence of the orthonormality of the adopted space-state of (2), so that we can write (see also [4] and [5] , where a similar approach is followed).
Denoting by the delay allowed to detect the data sequence , an application of the "total probability theorem" allows us to relate the set of the conditional APP's pertaining to to the above APP vector (3) As in [5] , we define the set to be an such that the th component of is equal to . Thus, is the set of which corresponds to the in . The -delayed symbol-by-symbol maximum-likelihood (SbS-ML) estimate of is found by determining the alphabet symbol which maximizes (with respect to the index ) the probability in (3).
The resulting adaptive equalizer has the structure seen in Fig. 2 . It consists of an SbS detector of the type in [7, Sec. III], delivering reliable "hard" decisions with a small decision delay (equal to the memory length of the ISI channel) and a single Kalman-type nonlinear channel estimator. Its main (and novel) attractive feature is that the channel estimator is fed by the more informative soft statistics represented by the APP's of the channel states in place of the less informative hard statistics constituted by the estimated data sequence, as in conventional adaptive MLSE schemes. Such a solution, employing the APP's for channel estimation purposes, has been obtained by an application of the so-called "Martingale-difference representation theorem" [6] , which is known to yield the optimal solution to nonlinear MMSE recursive filtering problems.
In this way a robust receiver, with good data detection performance, is obtained without substantially increasing the receiver complexity with respect to the usual MLSE-based adaptive solutions [1, Sec. 6.7.2] . In fact, for , the complexity of the detector of Fig. 2 is essentially the same as that of MLS-VA detectors (see for details [7, Table I ]); the complexity of the employed nonlinear channel estimator of Fig. 2 is nearly the same as that of the conventional Kalmantype filters of [1, Sec. 6.8], the only difference being the sequences supplied to the channel estimators by the corresponding detectors. Finally, the proposed adaptive receiver of Fig. 2 requires the presence of only a single channel estimator.
III. SIMULATION RESULTS AND CONCLUSIONS
The performance of the proposed equalizer has been evaluated via computer simulations adopting a time-divsion multiple-access (TDMA) framing structure consisting of data slots of length , where the first symbols (the preamble) are known to the receiver; the resulting system throughput is . Fig. 3 provides a direct comparison with the K-VA equalizer for different channel dynamics and tentative decision-delays [1] . The Kalman filter for the K-VA is the same as is described in [1, Sec. 6.8] and is fed by the hard "tentative" decisions (with delay ) delivered by the MLS detector, which operates with a final decision delay .
Due to the good tradeoff between complexity and performance, it can be concluded that the presented adaptive receiver represents an effective scheme for the equalization of frequency-selective fast-fading digital channels.
