We consider a critical nearest neighbor branching random walk on the d−dimensional integer lattice. Denote by V m the maximal number of particles at a single site at time m, and by G m the event that the branching random walk survives to generation m. We show that if the offspring distribution has finite n-th moment, then in dimensions
INTRODUCTION
Consider a discrete-time branching random walk on Z d (d ≥ 2) where at each time t ∈ N, every particle generates a random number of offspring, each of which then moves to a site randomly chosen from among the 2d + 1 sites at distance ≤ 1 from the location of the parent. Let Q = {Q l , l ≥ 0} be the offspring distribution. We shall consider only the case where the branching random walk is critical, that is, where the mean number of offspring per particle is 1, and we shall assume throughout that the offspring distribution Q has finite variance σ 2 . It is well known (see [1] , ch. 1) that under this hypothesis, if G m is the event that the branching random walk survives to generation m then when the branching random walk is initiated by a single particle,
Therefore, if the branching random walk is started with m particles at time 0, then the number of particles Z m alive at time m follows, approximately for large m, a Poisson distribution with mean 2/σ 2 . In fact, in this case, under suitable hypotheses on the initial distribution of particles, the measure-valued process associated with the branching random walk converges to the super-Brownian motion X t (see eg., [2] ). In dimensions d ≥ 2, the super-Brownian motion is singular with respect to the Lebesgue measure on R d almost surely. There has been extensive study of the closed support of the measure X t . In particular, it is known that when d ≥ 3, for any fixed time t > 0, the measure can be recovered from its support(see [5] ). This suggests that the measure spreads its mass over the support in a fairly uniform manner (see [6] ). Thus, it is natural to conjecture that the maximal number of particles at a single site at time m will not grow rapidly in m. Our main results make this conjecture precise. For ease of exposition, we shall assume that the branching random walk is initiated by a single particle located at the origin at time 0, and we will state our results as conditional limit theorems given the event G m of survival to generation m. Note, however, that analogous unconditional results can easily be deduced for branching random walks started with m particles. 
In particular, if Q has finite moments of all orders, then V m = o p (m ǫ ), ∀ǫ > 0.
Theorem 2.
Assume that the offspring distribution {Q l } has exponentially decaying tail, that is, ∃δ > 0 such that l Q l e δl < ∞. Then conditional on G m , 
Theorem 2 and Theorem 3 imply that in dimensions d ≥ 3, if the offspring distribution has exponentially decaying tail then V m is of order log m on the event G m of survival to generation m, in particular, the (conditional) distributions of {V m /log m} are tight, and any weak limit is positive and bounded with probability 1 (cf Corollary 1). That log m is the order of magnitude of V m is partly explained by the following result. 
where C j , j ≥ 1 are nonnegative constants such that j≥1 jC j = 1. Here Exp (σ 2 /2) is the exponential distribution with mean σ 2 /2.
This result implies that most occupied sites are occupied by only O(1) particles. Ultimately, this is a consequence of the transience of random walk in dimension d ≥ 3. Since random walk in dimension d = 2 is recurrent, different behavior should be expected.
Theorem 5.
In dimension d = 2, the number of particles at the same site as a randomly chosen particle at time m is, conditional on the event G m , of order O p (log m).
Theorem 6.
In dimension 2, for all r > 0, conditional on G m , the number of particles in the ball of radius log r m around a randomly chosen particle at time m is of order O p (log m · log 2r m), and the expected number of occupied sites in the ball is greater than C log 2r m for some C > 0.
This theorem tells us that 'on average', at least a positive proportion of the sites in the small ball around a randomly chosen particle are also occupied. Theorems 5, 6, and 7 are proved in sections 5, 6, and 7, respectively. In each case the argument is more transparent in the special case where the offspring distribution Q is double-or-nothing -that is, Q 0 = Q 2 = 1/2. In the interest of clarity, we shall give complete arguments for this special case, with brief indications of how the arguments can be modified in the general case of mean 1, finite variance offspring distributions.
Notation.
Following is a list of some of the notation, in addition to that already established in equations (2) above, that will be fixed throughout the paper.
• N = {e i , i = −d, · · · , d} is the set of neighboring sites (including itself) of the origin in Z d .
• P n = (P n (y − x)) are the n−step transition probabilities of nearest neighbor random walk in Z d .
• A = 5/(2π) is the unique constant such that P n (x) ∼ A/n in dimension 2, see, eg. [7] .
• Q = {Q l } l≥0 is the offspring distribution, and Q i = {Q i l } its ith convolution power.
• X(1) denotes the set of particles at time 1.
In addition, we will follow the custom of writing f ≍ g to mean that the ratio f /g remains bounded away from 0 and ∞. Throughout the paper, C, C 1 etc. denote generic constants whose values may change from line to line.
PROOFS OF THEOREM 1 AND 2

The case where the offspring distribution has finite moments
We begin by studying the moments of the branching random walk: Proposition 1. Suppose the offspring distribution {Q l } has finite n-th moment.
Proof. It suffices to show this for k = n. We need the following result concerning the random walks ( cf [7] , Proposition 6 on P72 ):
We will use the inequality: ∀k ≥ 2,
This is certainly true for k ≤ n. For k > n, by multinomial expansion, each term of the LHS has the form
. This is included in the RHS, so the inequality holds.
Also note that ∀a
This implies that for particles
l (x) be the number of offspring of u i at x ∈ Z d at time l, then ∀n,
We are ready to estimate x EU m (x) n . Let S k m (x) be the collection of subsets of size k of the particles at time 1 which have offspring at x at time m. We then have, by conditioning on the first generation and using the above inequalities, that
In dimensions d ≥ 3, the last term is bounded for all m; and in dimension d = 2,
where C 1 is a constant independent of both m and n, and C 2 is a constant independent of m. The conclusion follows.
We proceed to prove Theorem 1. We cite a result which will be used later: 
where σ 2 is the variance of the offspring distribution {Q l }. 
Proof. We define a partial order on Z d : say x y if x i · y i ≥ 0, and
This certainly implies the desired result. Without loss of generality, let us assume that
Before showing that, we note that any m-step path from 0 to y can be expressed as (a 1 , a 2 , · · · , a m ) where a j , j = 1, · · · , m, ∈ N , is the increment of the path at time j = 1, · · · , m, and satisfy
is an m−step path from 0 to x. In this way we defined a map from
It is easy to see this map is injective.
We are ready to show that
Certainly we can assume that k ≥ 1. Pick any particle evolution in {U m (y) ≥ k}; for those particles at y at time m, change their paths in the above way, then the new particle evolution will be in {U m (x) ≥ k}, and has the same probability as the original one. In this way, we defined a map from {U m (y) ≥ k} to {U m (x) ≥ k}. Moreover, it is easy to see that the map is injective. The conclusion follows. Remark 1. It is important that in the second paragraph we set j 0 = min{j : a j = e i 0 }, i.e., when changing a particle evolution we change each path at the first time when the particle goes in the e i 0 direction. This is because otherwise there might be some inconsistency: for example, in Z 2 , two particles both at (1,1) at time 4 might have paths (e 1 , e 2 , e 0 , e 0 ) and (e 1 , e 1 , e 2 , e −1 ) respectively, and have common ancestor at time 1, then if we change the path, say, at the last time when the particle goes in the e 1 direction, for the first particle, we get (e 0 , e 2 , e 0 , e 0 ), for the second particle, we get (e 1 , e 0 , e 2 , e −1 ); however, they have common ancestor at time 1, so this cannot be done.
Remark 2. One can easily generalize the result to the case where the one step transition probabilities {P (x) : x ∈ Z d } satisfy that P (x) ≥ P (y) if x y under the above partial order.
Proposition 2. Suppose the offspring distribution
Proof. As an illustration, we will first prove the result for the case where the offspring distribution is doubleor-nothing, i.e., Q l = 1/2, l = 0 or 2, and = 0 otherwise, then prove the result for the general case. 
For m = 1, for x ∈ N ,
We define a new function {H m (x)} as follows:
Note by Lemma 1,
, ∀m, x, so it suffices to prove the analogous statements for H m (x).
We will use the Fourier transformation:
where in the first equality we could change the order of summation because it is a finite sum. By (10),
However H 1 (x) ≡ a(2d + 1)P (x), so H 1 (ξ) = a(2d + 1) f (ξ), and
Applying the inverse Fourier transformation to both sides yields
We proceed by analyzing the dimensions d ≥ 3 and dimension d = 2 separately:
By letting η > 0 be small enough we can ensure that a = a(η) = O(η) > 0 is so small that the RHS is positive, say, C 2 > 0. We then get
By (11) we get
But a = a(η) = O(η), so if we plug in η as η/ log(m + 1), by letting η > 0 be small enough we can ensure that a = a(η) > 0 is so small that the RHS is bigger than some C 2 > 0 for all m. We then get
by (11),
We have therefore proved the result for the double-or-nothing case.
Case 2: General Offspring Distribution. Assume now that the offspring distribution has mean 1 and finite exponential moment E exp(δZ 1 ). For η > 0, let a = a(η) = E exp(ηU 1 (0)) − 1. By conditioning on the first generation we have
Define {H m (x)} as follows:
Then G m (x) ≤ H m (x), and it suffices to prove the analogous results for H m (x). However, since we do not assume that l Q l exp(ηl) < ∞, ∀η, it is not even apriori that ∃η > 0, H m defined by (16) will always be finite. Here we show
In fact, for η < δ,
We can then apply the Fourier transformation to get
Therefore
In particular,
Summing over the inequalities from i = 1, . . . , m yields
Plugging in η as η/ log m in dimension d = 2, by letting η > 0 be small enough, we can ensure that
We can then prove the results similarly as in the double-or-nothing case. In fact, proof above implies that for all η small enough, (18) is satisfied for all m. By (17),
The proof is completed by noting that
Remark 3. In dimensions d ≥ 3, the conclusion cannot be strengthened to '∀η > 0,
where l m (G) := min x:
where l m (L) := min x:
Applying the Fourier transformation to the second equation in (19) yieldŝ
and
will not converge to 0 and even will grow exponentially. Looking back at (19), we have
therefore for η big enough we can conclude that x L m (x) grows in m at least exponentially. However,
One can get even stronger result than above. In fact, by (20),
, ∀m, the same conclusion holds for G m (0).
We are ready to prove Theorem 2. In fact, we will show the following stronger result:
Under the assumption of Proposition 2, with the same notations,
Proof. We will show the result only for the dimensions d ≥ 3; the dimension d = 2 case can be handled similarly. We have
where
The conclusion follows.
PROOF OF THEOREM 3
Corollary 1 gives an upper bound of V m / log m conditional on G m . We now study its lower bound. Based on Theorem 8 we show 
Moreover, if δ m goes to 0 so slowly that mδ m /(m − g(m)) → ∞, then
where in the last equality we used Theorem 8. The first statement follows since δ > 0 is arbitrary. The second statement is a simple corollary of the fact that
Proof of Theorem 3. First let us prove the result for the case where the offspring distribution is double-ornothing. Note that ∀k ∈ N, if we denote by p = 1/2 · (1/(2d + 1)) 2 the probability that the initial particle splits into 2 and the two descendants both stay at the origin, then ∀k ∈ N,
Now for ǫ > 0 to be determined later, and all m big enough, define k such that 2ǫ log m > 2 k ≥ ǫ log m, and g(m) = m − 2 k . Then g(m)/m → 1. For a sequence {δ m } to be determined, we have
if ǫ < 1/(−2 log p) and δ m goes to 0 slowly enough, for example, δ m = O(1/ log m). Now note that
which goes to 1 by the result above and Lemma 2. We thus proved the result for the case where the offspring distribution is double-or-nothing.
In general, suppose that
For ǫ > 0 to be determined later, and all m big enough, define k such that l 0 ǫ log m > l k 0 ≥ ǫ log m, and
The proof can then be completed similarly as above.
PROOF OF THEOREM 4.1 Dimensions d ≥ 5:
Start with 1 particle at time 0. For any particles u, v at time n, let u ∧ v be their latest common ancestor, and define
where the minimum is over all pairs of particles with common location at time n, and W n = ∞ on the event G c n that the branching random walk does not survive to generation n.
Therefore, by equation (1),
. Note that when d ≥ 5, this can be accomplished with
Now consider the (joint) conditional distribution of M n (j) given G n . Since P (W n ≤ g(n)|G n ) → 0, the random vector {M n (j)} j≥1 is, up to an error of size o P (1), the sum of Z g(n) i.i.d. copies of {M h(n) (j)} j≥1 , one for each particle in existence at time g(n). Thus,
where Z g(n) is conditional on G n in the second and third expressions. To analyze these quantities, we shall employ moment estimates for the summands. First note that M n (j) ≤ Z n /j, ∀n, so
Lemma 3. For d ≥ 3, lim n EM n (j) C j exists for all j.
To prove Lemma 3, we need 
C does not depend on the offspring distribution, nor does it depend on the initial locations x u , x v .
Proof. we have
I {u has a descendant at x} · I {v has a descendant at x}
where in the last inequality we used Proposition 6, P72 in [7] . C above does not depend on the offspring distribution or the initial locations.
Remark 4. If we let D n (u, v) be the number of particles at time n at those sites with at least one descendant of u and at least one of v Then
E (# offspring of u at x + # offspring of v at x) I {u,v both have offspring at x} ≤ 2
Proof of Lemma 3. We will derive a formula for M n+1 (j) using M n (j) by conditioning on the first generation. Let A n+1 (j) be the number of multiplicity−j sites at time n + 1 with at least two particles whose latest common ancestor is the particle at time 0. Then
− sites x with ≥ jparticles # particles at time 1 with exactly j offspring at x,
where M i n (j)'s are i.i.d. copies of M n (j). In particular, for j = 1, by taking expectations on both sides we find that EM n+1 (1) ≤ EM n (1) (note that A n+1 (1) = 0 trivially), and so lim n EM n (1) C 1 exists. Next, let B n+1 be the number of sites at time n + 1 with more than two particles and at least two of them being such that their latest common ancestor is the particle at time 0. Then A n+1 (j) ≤ B n+1 . Recall that X(1) denotes the set of particles at time 1. We then have, by Lemma 4 , that
However, by equation (27),
Since n n −d/2 < ∞ for d ≥ 3, the conclusion follows.
We are now ready to prove Theorem 4 in dimensions d ≥ 5. First we establish the following:
Proof. By equation (24), the conditional distribution of the random vector {M n (j)} j≥1 given G n is asymptotically the same as the distribution of the sum
. Thus, to complete the argument, it suffices to show that M n (j)/Z g(n) |G n → P C j for all j ≥ 1 where C j = lim n EM n (j) as in Lemma 3. Since M n (j)/Z g(n) is a sample average of i.i.d. random vectors, this may be done by second moment estimates. Choose {δ n } such that δ n → 0 and
Next, we study the distribution of the number O n of occupied sites. Since we now know that the joint conditional distribution of M n (j)/n, given G n , converges, and since O n = j M n (j), it is reasonable to expect that the conditional distribution of O n /n will also converge in law.
Proof. It suffices to show that
Then as in (27) we have
where the remainder is the number of particles which are at multiplicity N or N + sites and are offspring of some particles at time 1 that have less than N offspring at the site, and R
Since
We now prove equation (30). First, choose an integer N large enough such that
then choose N 1 large enough so that
These inequalities, along with (31), give (30).
Remark 5. Inequality (31) shows that for any N , ER N n increases in n. Since ∃ k such that ER N k > 0, provided the offspring distribution is non-degenerate, ER N n ր ∞ j=N jC j > 0. Thus, there are infinitely many j's such that C j > 0.
Proof. For any bounded and Lipschitz function f we need to show that
Since j C j ≤ j jC j = 1, for any ǫ > 0 there exists N 1 ∈ N large enough such that j≥N 1 C j ≤ ǫ. Moreover, by (30) and Theorem 8,
Hence, if L is the Lipschitz constant of f, we have
Proof of Theorem 4 in dimensions d ≥ 5.
It remains to show that ( Z n /n, {M n (j)/n} j≥1 , O n /n| G n ) converges jointly. This can be done in a similar fashion as in the proof of Corollary 2.
Dimensions d = 4, 3:
First consider dimension d = 4. Choose an increasing integer sequence {h(n)} such that h(n) → ∞, h(n)/n → 0, and so that the sequence {g(n) := n − h(n)} is also increasing. Define
By equation (28),
Therefore, E(# E n /n|G n ) = o(1), and (# E n /n|G n ) = o p (1). This implies, as in equation (24), that for j ≥ 1,
Repeating the argument for the dimensions d ≥ 5, now yields the analogous result for d = 4.
In dimension d = 3, we can show in the same manner that (# E/n|G n ) = o p (1). In fact, by equation (28),
Therefore E(# E n /n|G n ) = o(1), and (# E n /n|G n ) = o p (1). We can then finish the proof using the argument above.
PROOF OF THEOREM 5: TYPICAL POINTS IN DIMENSION 2
We now concentrate on the dimension d = 2. We will show that for the critical random walk started by 1 particle at the origin at time 0, conditional on G n , the number of particles at the same site as a randomly chosen particle is O p (log n). We will first derive some preliminary results and then prove Theorem 5 for the double-or-nothing case, and finally for the general case.
Through this section, R n is defined as follows: on event G n = {Z n > 0}, R n is the number of particles at the same site as a randomly chosen particle; otherwise, R n = ∆. We are interested in D(R n |G n ).
Preliminaries Proposition 4.
where σ 2 is the variance of the offspring distribution. In particular, ∃C > 0 such that for all n, x,
Proof. Let G n (x) = EU n (x) 2 , andḠ n (x) = e i G n (x + e i )/(2d + 1). By conditioning on the first generation, we get
Let W n (x) = P n (x) 2 . Applying Fourier transformation to both sides of (35) yieldŝ
whereP (ξ) = e i e iξ·e i /(2d + 1) is as in the proof of Proposition 2. Thereforê
where a = G 1 (0) = EU 1 (0) 2 , and (34) follows by applying the inverse Fourier transformation. Finally, by Lemma 1, P i (z) ≤ P i (0), ∀z, and so
This, along with the LCLT, gives the second claim .
Remark 6. (34) is the natural analogue of "Dynkin's moment formula" in the theory of Super-Brownian motion; see [2] .
Remark 7. The second claim also follows from (11) in the case where the offspring distribution is doubleor-nothing or (17) in general cases provided that the offspring distribution has exponentially decaying tail.
Corollary 3. ∃C > 0, such that
Therefore, for all n, x, E(U n (x)|U n (x) > 0) ≤ C + Aσ 2 log n.
Proof. For any nonnegative random variable X we have
Consequently, the estimate follows from the proposition 4 above and the LCLT. The result about E(U n (x)|U n (x) > 0) comes from the fact that P n (x) = EU n (x) = E(U n (x)|U n (x) > 0) · P (U n (x) > 0).
Proposition 5.
Suppose {0 = S 0 , S 1 , S 2 , · · · } is a random walk with transition probability kernel P. Then for
where A = 5/(2π). In particular, Γ n / log n → P A/2.
Proof. EP i (S
where in the last equality we used L'Hospital's rule. However, by the LCLT, ∀ǫ > 0, ∃N, ∀j ≥ N, P j (0) ≤ (A + ǫ)/j. Moreover we can find a C 1 > 0, P k (0) ≤ C 1 + A/k, ∀k. We then get that ∀n ≥ N,
By (36), we then get
Since ǫ > 0 is arbitrary, the limit exists and equals 0.
Remark 8. The proof also shows that
This will be used several times below.
Double-or-nothing offspring distribution Lemma 6. Suppose the offspring distribution is double-or-nothing. Then
(c) {0 = S 0 , S 1 , S 2 , · · · } is a random walk with transition probability kernel P; Proof. We start by explaining a method, call it Method I, of simulating the joint distribution of the critical branching random walk at time n and the randomly chosen particle conditional on G n . For n = 1, we let one particle perform a one step random walk, specify it as the randomly chosen particle, and then let a second one perform an independent one step random walk. Clearly this simulates the joint distribution of the branching random walk at time 1 and the randomly chosen particle conditional on G 1 , and by translation the branching random walk may start at any x ∈ Z d . Now suppose we can simulate the joint distribution of the branching random walk at time k and the randomly chosen particle conditional on
Then for n, (1) let one particle perform an n step random walk with trajectory {W 0 = 0, W 1 , · · · , W n }, and specify this particle as the randomly chosen particle; (2) for k = 0, · · · , n−1, let one particle perform a onestep random walk from W k ; (3) starting from this end point, with probability π 2 n−k−1 /(1 − (1 − π n−k−1 ) 2 ), simulate an independent critical branching random walk at time n − k − 1 conditional on G n−k−1 .
Claim: This simulates the joint distribution of the critical branching random walk at time n and the randomly chosen particle conditional on G n .
Let us first show that the distribution of the particles at time n is the same as that of the critical branching random walk at time n conditional on G n . In fact, the branching random walk at time n conditional on G n can be simulated using the following method, call it Method II: let two particles perform independent one-step random walks, then randomly pick one, and let the chosen particle undergo an n − 1 step critical branching random walk conditional on G n−1 ; for the other particle, with probability π 2 n−1 /(1−(1−π n−1 ) 2 ), let it undergo an independent n − 1 step critical branching random walk conditional on G n−1 . Method II coincides with Method I since in Method I, by induction, the initial particle and the offspring of the particles at W 1 , · · · , W n−1 together give an n − 1 step critical branching random walk conditional on G n−1 started at W 1 ; and the particle at W 0 just evolves like the second particle in Method II. It remains to show that the initial particle in Method I is randomly chosen, i.e., uniform among all the particles at time n. In fact, for any configuration at time n, suppose there are m particles; then given the history of the m particles, using Method I, there are m ways to obtain the configuration and the particle evolution, each corresponding to one particle at time n. More specifically, each of the m ways mimics a particle at time n and its trajectory using its initial particle, and mimics the other particles and their history through the processes started at W 0 , · · · , W n−1 . It is easy to see that the m ways have the same probability, therefore, the initial particle in Method I is truly "randomly chosen". We thus proved the claim. Equation (37) follows by noting that: (i) if {W n } n≥0 is a random walk with transition probabilities P then so is
In analyzing the expression on the right side of (37), we will deal with the following random variables:
Recall that A = 5/(2π) is the unique constant such that P n (x) ∼ A/n as n → ∞.
Proposition 6. Let T n be as defined in (38). Then
In particular, T n / log n → P A/4.
Proof. Since a i → 1/2, it follows immediately that lim n ET n / log n = A/4. The variance Var(T n ) may be estimated following a strategy similar to that used in Proposition 5:
where in the last equality we used L'Hospital's rule. As in the proof of Proposition 5, if ǫ > 0 then P j (0) ≤ (A + ǫ)/j for all sufficiently large j, and for a suitable constant C < ∞ the inequality P k (0) ≤ C + A/k holds for all k ≥ 1. For every ǫ > 0, by choosing N large, we can ensure that
Proposition 7. For D n as defined by (39) we have
where A = 5/(2π).
Proof. It is clear that ED n = 0, hence
By Proposition 4 and the independence between U i−1 i−1 and (S i + e i−1 ),
However by L'Hospital's rule,
which, by remark 8, equals A 2 /16.
Corollary 4.
For the double-or-nothing case, the number R n of particles at the same site as a randomly chosen particle satisfies
Proof. The first relation is a restatement of the fact that lim n E (T n / log n) = A/4 as in Proposition 6. The second follows from the equality
Corollary 5. For the double-or-nothing case
This follows from Corollary 4 and the following elementary lemma:
Lemma 7. ([4]
) Suppose X is a nonnegative random variable with EX 2 < ∞ and 0 ≤ r ≤ 1. Then
General offspring distribution
Lemma 8. Suppose the offspring distribution Q = {Q l } has mean 1 and finite variance. Then
, where {S n } n≥0 is a random walk with transition probability kernel P, e ∼ uniform(N ), and U i , S i+1 and e are independent; (c) K i , i = 1, 2, · · · are mutually independent with probability mass functions Proof. The proof is similar to that of Lemma 6, just by noting that
and P (k + 1 out of the l particles at time 1 have offspring at time n | Z 1 = l, G n )
which together imply that
Remark 9.
This is exactly the same constant appearing in E(Z n |G n ) ∼ σ 2 /2 · n. Moreover,
Proposition 8. The number R n of particles at the same site as a randomly chosen particle satisfies
Proof. We first study
by Remark 9 and the LCLT. This gives lim n E (R n / log n | G n ) = σ 2 A/4. Furthermore, similarly as in Proposition 6, noting that EK 2 i+1 = O(π i ) and EK i+1 /π i → σ 2 /2 as shown in remark above, we can
We then have ED n = 0, and
Now just as in the proof of Proposition 7, we get
, by the same argument as in Corollary 4.
Certainly Corollary 6 and Proposition 8 prove Theorem 5.
PROOF OF THEOREM 6: SMALL BALLS AROUND TYPICAL POINTS IN DIMENSION 2 6.1 Total number of particles in the ball
Through this subsection, B n is defined as follows: on the event G n = {Z n > 0}, B n is the number of particles in the ball of radius log r n, r > 0 around a randomly chosen particle; otherwise, B n = ∆. We are interested in D(B n |G n ).
Double-or-nothing offspring distribution
We begin with the case where the offspring distribution is double-or-nothing. By virtually the same argument as in Lemma 6, if log r n ≥ 1, then (40), and π i , U i n (x), S n , and e i satisfy (a)-(e) of Lemma 6. To analyze the distribution of D(B n |G n ), we introduce the related random variables
Proposition 9.
In particular, T n /(π log 1+2r n) → P A/4.
Proof.
Recall that a i → 1/2 as i → ∞. Now
where in the last inequality we used Lemma 1. This implies that lim sup n ET n /π log 1+2r n ≤ A/4. Moreover, ∀ǫ > 0,
Therefore, lim inf n ET n /π log 1+2r n ≥ A/4, and lim n ET n /π log 1+2r n = A/4.
It remains to show that lim n Var(T n /(π log 1+2r n)) = 0. For this, we use Var(T n ) = ET 2 n − (ET n ) 2 . Now
Consequently,
Note that for i < j,
As in the proof of Proposition 5, P j (0) ≤ (A + ǫ)/j for j sufficiently large (depending on ǫ > 0), and
Also, for all large j we have a j ≤ 1/2 + ǫ. Thus, for all sufficiently large n, say n ≥ N ,
However, lim n ( n≥j 1/j k≤2j 1/k)/ log 2 n = lim n (1/n · k≤2n 1/k)/(2 log n · 1/n) = 1/2. We therefore get
Proposition 10. For D n defined by (44) we have
Proof. That ED n = 0 is obvious. Hence,
where on the fourth line we used Cauchy's inequality. By Proposition 4 and the independence between U i−1 i−1
and (S i + e i−1 ), for any y,
where in the last inequality we used Lemma 1. i≤n a i (2d + 1)EU 1 (0) 2 P 2i (0) = O(log n), and the same as in the proof of Proposition 6 we can deduce that we deduce that lim n i≤n
Remark 10. We conjecture that lim n Var(D n /π log 1+2r n) = A 2 /16. A possible way to prove this is to plug the explicit expression for EU n (x)U n (y), ∀x, y which is similar to that for EU n (x) 2 in the calculation of Var(D n ) above where we used Cauchy's inequality. Since the estimation above is sufficient for our purpose, we will not study this here.
Corollary 7.
In the double-or-nothing case, the number B n of particles in the ball of radius log r n(r > 0)
around a typical point satisfies that for any r > 0,
Proof. The first assertion is a restatement of the fact that lim n E T n /π log 1+2r n = A/4 as in Proposition 9. The second assertion follows from the equality below:
General offspring distribution
For an arbitrary offspring distribution Q with mean 1 and finite variance, we have by a similar argument as in Lemma 8 that when log r n ≥ 1,
where the random variables K i satisfy (c) of Lemma 8, and
, where U i n (x), S n , and e satisfy (b) of Lemma 8. Define
By arguments similar to those used earlier, we have
Moreover, ED n = 0, and
Since EK i /π i−1 → σ 2 /2, we conclude by an argument similar to that used in Proposition 10 that
Finally, we can use Lemma 7 to obtain estimates of lim inf n P B n /(π log 1+2r n) ≥ rσ 2 A/4 | G n . The result of Corollary 7 therefore extends to the case of general offspring distribution.
Number of occupied sites in the ball
We have shown that the number of particles in the ball of radius log r n around a typical point is of order O p (log 1+2r n). In view of Theorem 5, this suggests that at least a positive proportion of the sites in the ball are occupied. In this subsection we show that this is the case.
Through this subsection, R n (y) is defined as follows: on event G n = {Z n > 0}, R n (y) is the number of particles at the site with displacement y from the randomly chosen particle; otherwise, R n (y) = ∆. We are interested in D(R n (y)|G n ).
Double-or-nothing distribution
As in Lemma 6, for n such that log r n ≥ 1, we have
Bernoulli(a i ) · U In particular, T n (y)/ log n → P A/4. Moreover, the convergence is uniform in y.
Proof. The proof can be easily obtained by modifying that of Proposition 6 and therefore is omitted. Then for |y| ≤ log r n, we have ED n (y) = 0, and lim sup n Var(D n (y)/ log n) ≤ A 2 /16. Moreover, the convergence is uniform in y.
Proof. This is an easy modification of Proposition 7. π log 2r n ≥ 1/2.
In the general case, the arguments above, after appropriate modification similar to those in the previous subsection, will apply.
PROOF OF THEOREM 7: OCCUPIED SITES IN DIMENSION 2
Through this section, λ x n = P (U n (x) > 0). (2d + 1)P n (x + e) P n−1 (x + e) + P n−1 (x) < ∞.
Proof. The second inequality follows from the LCLT, so it suffices to prove the first inequality. We need to only consider sufficiently large n, say, those greater than C 2 . ∀ |x| ≤ C √ n, ∀ 0 = e ∈ N , on event {U n (x + e) > 0}, if we randomly pick a particle at x + e, then its trajectory {0 = S 0 , · · · , S n } is a random walk with transition probability kernel P conditional on {S n = x + e}. If S n − S n−1 ∈ {0, e}, then by changing 0 to −e or e to 0 we get a random walk ending at x. In other words, we must have that P (U n (x) > 0) ≥ P (U n (x + e) > 0) · P (S n − S n−1 ∈ {0, e} | S n = x + e). However, it is easy to see that P (S n − S n−1 ∈ {0, e} | S n = x + e) = P n−1 (x + e) + P n−1 (x) (2d + 1)P n (x + e) . , where {0 = S 0 , S 1 , · · · , S n = x} is a random walk with transition probability kernel P conditional on {S n = x}, and U i is independent of S i+1 ; and By Theorem 8, P (G n ) = O(1/n). Therefore E # occupied sites in the ball B(0, C √ n) at time n G n ≤ O n δ log n , ∀n ≥ N.
The conclusion that conditional on G n , O n = O p (n/ log n) now follows from Kesten's Theorem ( [3] ).
Remark 11. The proof above and Corollary 3 show that ∀x, P (U n (x) > 0) ≍ P n (x)/ log n. We conjecture that P (U n (x) > 0) ∼ C/n log n for some C > 0.
