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第1章 序論 
1.1 研究の背景 
 近年，全天球画像を撮影することができるデバイスが増加している．全天球画画像を撮
影できるデバイスが増加することで容易に全天球画像を撮影することができ，全天球画像
を撮影，閲覧する目的だけでも利用者は楽しむことができる．また，趣のある写真が撮影
することができるため Instagramではフォトコンテストが開かれるなど注目が増してい
る．Instagramだけでなく Facebookや YouTubeも全天球映像を視聴できるように適応し
ており，VR技術が発達することによりウェアラブルカメラを用いた全天球映像の視聴も
可能になってきている． 
撮影・閲覧するだけでなく全天球画像を用いた研究も数多くなされている．従来，全天
球画像を用いて全方位距離測定を行う研究がされているが，360°正確に距離測定を行え
ているわけではない．カメラのレンズを複数使用し全天球画像を生成するためカメラのレ
ンズ同士の境界で距離測定の誤差が大きくなっている[1]．また，全天球画像は歪みが発生
してしまうため画像の中心から外側に向かうに従って誤差が大きくなる．  
本論文では，ジャイロセンサが搭載された全天球カメラで撮影された二つの画像間にお
ける対応直線を検出する手法を提案する．次に検出した対応直線を用いてカメラの自己位
置推定を行う手法を提案する．最後に推定した自己位置の情報を用いて 3次元再構成を行
う手法を提案する． 
以上の手法を提案するとともに，実験により本手法の評価を行う． 
 
1.2 本研究の目的 
 カメラ 2 台が同方向を向くように設置する際，従来は画像を較正する必要があり画質の
劣化が生じていた．しかし，全天球画像を用いれば，カメラ 2台が同方向を向くようにする
ことで 360°の視野のうち切り取る位置を変えるだけで済む利点がある．したがって，画像
を較正する必要が無く，距離測定を行う際に原画像のまま扱うことができる． 
全天球カメラは歪みが大きく内部パラメータを正確に測定することが難しい．したがっ
てジャイロセンサを使用することで推定する変数を減らし，対応直線を用いることで内部
パラメータを用いず自己位置推定を行う．撮影して得られた画像から自己位置推定を行う
ことで，3次元再構成を行うこともできる． 
全方位の 3 次元再構成が可能になると物体の認識もできるようになるためロボットの自
動操縦や自動車の自動運転にも応用することができると考えられる． 
 
1.3 関連研究 
 距離測定の従来の研究では全天球画像を生成するために魚眼レンズを二つ用いる．二つ
の魚眼カメラで得られた画像から一つの全天球画像を生成している．したがって，二つの画
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像の境界が魚眼画像の縁にあたるため，当該部分においては距離測定の誤差が大きい問題
がある[1]． 
従来の研究で行われている自己位置推定と 3 次元再構成の技術としては SLAM がある．
SLAM は画像の輝度差が最小となる移動量を推定することで自己位置推定を行い，準深度
マップから密な三次元再構成を行う Large-Scale Direct SLAM (LSD-SLAM) [2]がある．し
かし LSD-SLAMはカメラの回転に弱い．Oriented FAST and Rotated BRIEF (ORB) 特
徴量から特徴点を抽出し，対応する特徴点の移動量から自己位置推定と 3 次元再構成を行
う ORB-SLAM [3]がある．これはカメラの回転に強いが得られる点群が疎である．全天球
カメラを用いたSLAMの研究としてはLSD-SLAM for omnidirectional camera [4]とDSO-
SLAM for omnidirectional camera [5]がある．これら二つは魚眼画像を用いて SLAMを行
っている． 
また，カメラの自己位置推定を行う手法では，一般的にカメラの基礎行列Eを 5点法など
で求めた後，内部行列と外部行列に分解する．得られた外部行列の情報は内部行列の情報に
依存し，正確に内部行列を取得しておく必要がある．しかし，全天球カメラは歪みが大きく
正確に内部行列を得ることが難しい． 
また，距離測定の際に対応点を検出する必要がある．対応点を検出するために特徴量検出
として Scale-invariant Feature Transform (SIFT) が使われることが多い[6]．しかし，魚
眼画像のように歪みのある画像においてはMaximally Stable Extremal Regions (MSER) 
と Affine Scale Invariant Feature Transform (ASIRT) を組み合わせることで二つの魚眼
画像で対応する特徴点の検出数が多くなることが判明している[7]． 
 
1.4 本論文の構成 
 本論文の構成は以下のとおりである． 
第 1章は本章であり，本研究の背景や目的について述べる．  
第 2章では，カメラキャリブレーションについて述べる． 
第 3章では，本論文で提案する手法について述べる． 
第 4章では，実験概要，結果および考察について述べる． 
第 5章では，本論文の結論と今後の課題について述べる． 
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第2章 ステレオカメラによる距離測定 
2.1 まえがき 
 本章では一般的なステレオカメラの理論と手法について述べる． 
 
2.2 カメラキャリブレーション 
 一般的なカメラであるピンホールカメラは光軸点や焦点距離などの内部パラメータ，世
界座標から見た光軸の位置座標や回転を表す外部パラメータを持つ．カメラキャリブレー
ションとはこの内部パラメータや外部パラメータを求めることである．ここでは各パラメ
ータや座標系について述べた後，キャリブレーションの手法について述べる． 
 
2.2.1 カメラ座標と世界座標 
一般的なピンホールカメラモデルの場合，カメラ座標と世界座標の関係は図 2.1のように
なる． 
  
  
 
 
 
 
 
 
 
 
 
図 2.1 カメラ座標と世界座標の関係 
 
また，3 次元空間中の点は次式のように画像平面に投影される．このときの𝑓はレンズ中心
から画像平面までの距離であり，レンズの焦点距離である． 
 
 𝑥 = 𝑓
𝑋
𝑍
 (2.1) 
 𝑦 = 𝑓
𝑌
𝑍
 (2.2) 
 
2.2.2 射影行列 
 式(2.1)と式(2.2)は非線形の近似式であるが次のように線形表現することができる．これ
X 
Y 
カメラ座標系 
世界座標系 
C 
𝑋ｗ 
𝑌ｗ 
𝑍ｗ 
ｍ 
M 
Z 
ｘ 
ｙ 
ｖ 
u 
[R，t] 
O 
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は式(2.1)を透視変換の座標表現を行っていることになる． 
 [
𝑥
𝑦
1
] = [
𝑓 0 0
0 𝑓 0
0 0 1
  
0
0
0
] [
𝑋
𝑌
𝑍
1
] (2.3) 
  
式(2.2)の射影行列はレンズの中心が世界座標の原点になる．光軸は Z 軸に平行になってい
る． 
 
2.2.3 内部パラメータ 
 図 2.1の図に画像平面上のピクセルサイズ𝑘𝑥，𝑘𝑦，画像平面の中心𝑜𝑥 , 𝑜𝑦を考慮する．考
慮した図を図 2.2に示す．内部パラメータはピクセルサイズ𝑘𝑥, 𝑘𝑦，画像平面の中心𝑜𝑥 , 𝑜𝑦，
焦点距離を表している． 
 
  
  
 
 
 
 
 
 
 
 
 
図 2.2 図 2.1にピクセルサイズ𝑘𝑥 , 𝑘𝑦画像平面の中心𝑜𝑥 , 𝑜𝑦を考慮した図 
 
図 2.2から式(2.1)，式(2.2)は 
 𝑥 =
𝑓
𝑘𝑥
𝑋
𝑍
+ 𝑜𝑥 (2.4) 
 𝑦 =
𝑓
𝑘𝑦
𝑌
𝑍
+ 𝑜𝑦 (2.5) 
 
と表せる．このとき，射影行列は 
 [
𝑥
𝑦
1
] = [
𝑘𝑥 0 𝑜𝑥
0 𝑘𝑦 𝑜𝑦
0 0 1
] [
𝑓 0 0
0 𝑓 0
0 0 1
  
0
0
0
] [
𝑋
𝑌
𝑍
1
]  
X 
Y 
カメラ座標系 
世界座標系 
C 
𝑋ｗ 
𝑌ｗ 
𝑍ｗ 
ｍ 
M 
Z 
ｘ 
ｙ 
ｖ 
u 
[R，t] 
𝑘𝑥 
𝑘𝑦 
O 
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 = [
𝑘𝑥𝑓 0 𝑜𝑥
0 𝑘𝑦𝑓 𝑜𝑦
0 0 1
  
0
0
0
] [
𝑋
𝑌
𝑍
1
] (2.6) 
     
と式(2.6)で表すことができ一般的に 
 𝐴 = [
𝑘𝑥𝑓 0 𝑜𝑥
0 𝑘𝑦𝑓 𝑜𝑦
0 0 1
] (2.7) 
 
で内部パラメータ行列は表されている． 
 
2.2.4 外部パラメータ 
 外部パラメータはカメラ座標と世界座標の関係を表すパラメータであり，図 2.1と図 2.2
では[R，𝑡]でされている．Rはカメラ座標軸が世界座標軸からみてどのように回転している
かを表し，𝑡は世界座標から見たカメラ光心の位置座標である．すなわち 
 
 [
𝑥
𝑦
𝑧
1
] = 𝑅 [
𝑋
𝑌
𝑍
1
] + 𝑡 (2.8) 
あるいは 
 [
𝑥
𝑦
𝑧
1
] = 𝐷 [
𝑋
𝑌
𝑍
1
] (2.9) 
で表される．このときの Dは 
 𝐷 = [
𝑅 𝑡
0𝑇 1
] (2.10) 
 0𝑇 = [0 0 0] (2.11) 
 
とする．この Dが外部パラメータ行列である．また式(2.9)は 
 
 [
𝑥
𝑦
𝑧
1
] = [
𝑟1,1 𝑟1,2 𝑟1,3 𝑡1
𝑟2,1 𝑟2,2 𝑟2,3 𝑡2
𝑟3,1
0
𝑟3,2
0
𝑟3,3
0
𝑡3
1
] [
𝑋
𝑌
𝑍
1
] (2.12) 
 
とも表すことができる．一般的に回転行列 Rを 
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 𝑅 = [
𝑟1,1 𝑟1,2 𝑟1,3
𝑟2,1 𝑟2,2 𝑟2,3
𝑟3,1 𝑟3,2 𝑟3,3
] (2.13) 
 
並進ベクトル tを 
 𝑡 = [
𝑡1
𝑡2
𝑡3
] (2.14) 
で表記する． 
 
2.2.5 全パラメータ 
 すでに述べた内部パラメータ行列 A と外部パラメータ行列[R, 𝑡]を用いれば世界座標 X
と画像座標 xの関係は 
 𝑥 = 𝐴[𝑅，𝑡]𝑋 (2.15) 
 
で表され，行列で表記すると 
 
 [
𝑥
𝑦
1
] = [
𝑘𝑥𝑓 0 𝑜𝑥
0 𝑘𝑦𝑓 𝑜𝑦
0 0 1
] [
𝑟1,1 𝑟1,2 𝑟1,3 
𝑟2,1 𝑟2,2 𝑟2,3 
𝑟3,1 𝑟3,2 𝑟3,3 
𝑡1
𝑡2
𝑡3
] [
𝑋
𝑌
𝑍
1
] (2.16) 
 
 と書ける．この時内部パラメータと外部パラメータ 2つの行列を乗算すると 3×4の行列
が生まれる．この行列を Pとし全パラメータ，カメラパラメータ行列と呼ぶ．また Pを 
 
 𝑃 = [
𝑐11 𝑐12 𝑐13 𝑐14
𝑐21 𝑐22 𝑐23 𝑐24
𝑐31 𝑐32 𝑐33 𝑐34
] (2.17) 
 
と表す． 
 
2.2.6 Homography 行列 
 3次元空間中の点がある平面に属し，ｚ＝0でとして考えると式(2.16)の式は 
 
 [
𝑥
𝑦
1
] = [
𝑘𝑥𝑓 0 𝑜𝑥
0 𝑘𝑦𝑓 𝑜𝑦
0 0 1
] [
𝑟1,1 𝑟1,2 𝑡1
𝑟2,1 𝑟2,2 𝑡2
𝑟3,1 𝑟3,2 𝑡3
] [
𝑋
𝑌
𝑍
1
] (2.18) 
 
となりこれが成り立つ．このとき 
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𝐻 = [
𝑘𝑥𝑓 0 𝑜𝑥
0 𝑘𝑦𝑓 𝑜𝑦
0 0 1
] [
𝑟1,1 𝑟1,2 𝑡1
𝑟2,1 𝑟2,2 𝑡2
𝑟3,1 𝑟3,2 𝑡3
] 
= [
ℎ11 ℎ12 ℎ14
ℎ21 ℎ22 ℎ24
ℎ31 ℎ32 ℎ34
]  
 
 
 
(2.19) 
           
の 3×3の行列がHomography行列である．この行列の 1列目 2列目 3列目をそれぞれℎ1̃，
ℎ2̃，ℎ3̃とする．また，Homography行列は式(2.12)のカメラパラメータ行列の 3列目がない
ものと同一である． 
 
2.3 Zhang によるカメラキャリブレーション法 
 Zhangにより提案されたキャリブレーション法では世界座標系の Z座標を Z=0としてい
る．これはチェッカーボードを撮影し対応点を見つけることにより，チェッカーボードが平
面になっているため Z=0として考えることができる． 
このとき内部パラメータ行列と Homography行列の関係は 
 
 𝐴−1𝐻 = [
𝑟1,1 𝑟1,2 𝑡1
𝑟2,1 𝑟2,2 𝑡2
𝑟3,1 𝑟3,2 𝑡3
] (2.20) 
 
である．X 軸と Y 軸は直交しているため外部パラメータ行列の 1 列目と 2 列目の内積は 0
になる．つまり 
 [
𝑟1,1
𝑟2,1
𝑟3,1
]・ [
𝑟1,2
𝑟2,2
𝑟3,2
] = 0 (2.21) 
である．また式(3.20)から 
 
 [
𝑟1,1
𝑟2,1
𝑟3,1
]・ [
𝑟1,2
𝑟2,2
𝑟3,2
] = [𝐴−1・ℎ1̃]・[𝐴−1・ℎ2̃] = 0 (2.22) 
したがって 
 
 
ℎ1̃
𝑇
𝐴−𝑇𝐴−1ℎ1̃ − ℎ2̃
𝑇
𝐴−𝑇𝐴−1ℎ2̃ = 0 
ℎ1̃
𝑇
𝐴−𝑇𝐴−1ℎ2̃ = 0 
(2.23) 
(2.24) 
 
この式(2.24)から焦点距離を次式のように算出する． 
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 𝑓2 =
(ℎ11 − 𝑐𝑥ℎ31)(ℎ12 − 𝑐𝑥ℎ32) + (ℎ21 − 𝑐𝑦ℎ31)(ℎ22 − 𝑐𝑦ℎ32)
−ℎ31ℎ31
 (2.25) 
 
また，5 点以上の対応点があれば特異値分解と呼ばれる計算により Homography 行列を求
められる．したがって式(2.25)で行列 Aが求められれば式(3.20)から行列[R，𝑡]の𝑟1̃, 𝑟2̃, ?̃?が
求められる．残る𝑟3̃は𝑟1̃と 𝑟2̃の外積になるので回転行列 Rは 
 
 R = [𝑟1̃𝑟2̃(𝑟1̃ × 𝑟2̃)] (2.26) 
 
と求めることができる．これにより，Homography 行列から内部パラメータ，外部パラメ
ータを求めることができる． 
 
2.4 三角測量の原理 
 一般的な三角測量の原理について述べる．一般的な三角測量はステレオカメラでの距離
測定に用いられる原理である．カメラ間の距離である基線長と視差から三角形の相似関係
で基線長から対象物までの距離を測定する． 
 
2.4.1 2 次元の三角測量 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 2.3 三角測量でのカメラと対象物の関係図 
 
対象物 
カメラ 1 カメラ 2 
f 
f 
基線長 L 
X 
x 
Y 
y 
距離 D 
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2つのカメラで同方向を撮影した場合，対象物がお互いのカメラで撮った画像において映
っている箇所にずれが生じている．これが図 2.3は xと yで表され視差と呼ぶ． 
視差を𝑑とすると 
 
 𝑑 = x + y (2.27) 
 
である．また，カメラ間の距離を基線長 Lとし，Yを Xで表すと 
 
 𝑌 = L − X (2.28) 
 
となる．三角形の相似を考えると焦点距離𝑓, x, X, Dの比とは𝑓, y, Y, Dの比は 
 
 
X ∶ x = D ∶ 𝑓 
Y ∶ y = D ∶ 𝑓 
 
(2.29) 
 
である．式(2.24)から x，yを求めると， 
 
 
x =
𝑋𝑓
𝐷
 
y =
𝑌𝑓
𝐷
 
 
(2.30) 
 
式(2.22)と式(2.23)，式(2.25)から 
 
𝑑 =
𝑋𝑓
𝐷
+
𝑌𝑓
𝐷
 
𝑑 =
𝑋𝑓
𝐷
+
(L − X)𝑓
𝐷
 
𝐷 =
𝑓𝐿
𝑑
 
 
 
 
(2.31) 
 
以上のようにして三角測量の原理でカメラと対象物との距離を測定することができる． 
 
2.4.2 3 次元の三角測量 
 3次元で三角測量を考えるときは座標関係をわかりやすくするために世界座標系で考え
る．今回は左側のカメラの中心を世界座標の原点とする． 
10 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 2.4 3次元空間でのカメラ 2台と対象点との関係 
 
視差𝑑は𝑥𝐿，と𝑥𝑅で式(3.27)と同じように 
 𝑑 = 𝑥𝐿 + 𝑥𝑅 (2.32) 
と表せる． 
よって式(2.31)の Dが 3次元空間で考えたときの対象点 Pの Z座標になる．よって， 
 𝑧 =
𝑓𝐿
𝑑
 (2.33) 
Pの x座標，y座標はそれぞれ次のようになる． 
 𝑥 =
𝑥𝐿𝐿
𝑑
 (2.34) 
 𝑦 =
𝑦𝐿𝐿
𝑑
 (2.35) 
 
 
2.5 SIFT 特徴量 
 Scale-Invariant Feature Transform (SIFT) は画像内の特徴点を検出するアルゴリズム
の一つである．ステレオカメラで撮影した 2 枚の画像において対応点を検出するために用
いられる．スケールスペースを使った回転や拡大縮小，照明変化にも対応できる特徴量であ
る．画像一つから 128次元の特徴量が取得できる． 
 
2.5.1 スケールとキーポイント検出 
 特徴点のスケール探索には，ガウス関数が有効である．ガウシアンカーネルを用いたスケ
世界座標系 
𝑌ｗ 
O 
𝑌𝐿 
𝑌𝑅 
𝑓 
𝑓 
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ールスペースとして Scale-normalized Laplacian-of-Gaussian (LoG) が提案されている． 
 
 𝐿𝑜𝐺 = 𝑓(𝜎) = −
𝑥2 + 𝑦2 − 2𝜎2
2𝜋𝜎6
exp (−
𝑥2 + 𝑦2
2𝜎2
) (2.36) 
 
xと yは扱っている画像の画素からの距離，𝜎はガウシアンフィルタのスケールである．LoG
は計算コストが高い．よってより効率的な Difference-of-Gaussian (DoG)が提案されている．
DoGと LoGの関係は 
 
 
𝜕𝐺
𝜕𝜎
= 𝜎∇2𝐺 (2.37) 
 
𝜕𝐺
𝜕𝜎
≈
𝐺(𝑥，𝑦，𝑘𝜎) − 𝐺(𝑥，𝑦，𝜎)
𝑘𝜎 − 𝜎
 (2.38) 
 
の拡散方程式から関係づけられる．式(2.31)と式(2.32)から 
 
 (𝑘 − 1)𝜎∇2𝐺 ≈  𝐺(𝑥，𝑦，𝑘𝜎) − 𝐺(𝑥，𝑦，𝜎) (2.39) 
 
計算効率が良いのは DoGであるため SIFTではスケール探索に DoGが用いられている． 
 
2.5.2 キーポイントのローカライズ 
 3.5.1において検出した特徴点には，DoG出力値が小さい点が含まれる．またエッジ上の
点も含まれており，ノイズや開口問題に影響しやすい．したがって，安定な特徴点をさらに
検出する必要がある． 
2次元ヘッセ行列Hを次式(2.34)のように計算し，主曲率をまず求める． 
 
 𝐻 = [
𝐷𝑥𝑥 𝐷𝑥𝑦
𝐷𝑦𝑥 𝐷𝑦𝑦
] (2.40) 
 
式(2.34)の行列の第 1 固有値と第 2 固有値を求め 2 つの固有値の関係からエッジ上の点を
判別することができる．また，行列の対角成分の和 Tr(H)と行列式 Det(H)は 
 
 Tr(H) = 𝐷𝑥𝑥 + 𝐷𝑦𝑦 (2.41) 
 Det(H) = 𝐷𝑥𝑥𝐷𝑦𝑦 − (𝐷𝑥𝑦)
2 (2.42) 
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で計算できる．ただこれは第 1 固有値の方が第 2 固有値より大きい場合である．第 1 固有
値と第 2固有値の比率をγとし第 1固有値αをと第 2固有値βとすると 
 
 
Tr(H)2
Det(H)
=
(𝛼 + 𝛽)2
𝛼𝛽
=
(𝛾𝛽 + 𝛽)2
𝛾𝛽2
=
(𝛾 + 1)2
𝛾
 (2.43) 
 
と関係づけられる． 
 
 
Tr(H)2
Det(H)
<
(𝛾 + 1)2
𝛾
 (2.44) 
 
のしきい値以上であるとき比率が大きいのでエッジ上の点，しきい値未満の時比率が小さ
いのでキーポイント候補点であるとわかる． 
 
コントラストによってもキーポイント候補の絞り込みを行う． 
 
 𝐷(?̂?) = D +
1
2
𝜕𝐷𝑇
𝜕𝑥
?̂? (2.45) 
 
の式が得ることができ，DoG 出力のしきい値が小さいとコントラストが低いということに
なる．コントラストが低いとノイズに影響するため消去する． 
 
以上のようにしてキーポイントを絞り込む． 
 
2.5.3 オリエンテーションの算出 
 オリエンテーションは特徴点の方向を表し，向きを正規化することで回転に不変になる．
平滑化画像𝐿(𝑢, 𝑣)の勾配強度𝑚(𝑢, 𝑣)と勾配方向𝜃(𝑢, 𝑣)を次式で求める． 
 
 𝑚(𝑢, 𝑣) = √𝑓𝑢(𝑢，𝑣)
2
+ 𝑓𝑣(𝑢，𝑣)
2
 (2.46) 
 𝜃(𝑢, 𝑣) = tan−1
𝑓𝑣(𝑢，𝑣)
𝑓𝑢(𝑢，𝑣)
 (2.47) 
 
式(2.40)と式(2.41)から重み付きヒストグラムを作成する．全方向 36方向に離散化するヒス
トグラムでこのヒストグラムの最大値が 80%以上のものをキーポイントとして割り当てる． 
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2.5.4 特徴量の記述 
 検出したオリエンテーションを基に，128 次元の特徴量を記述する．画像を 1 辺 4 ブロ
ックの計 16 ブロックに分割．分割したブロックごとに 8 方向 45°毎の勾配方向ヒストグ
ラムを作成する．つまり 4ブロック×4ブロック×8方向で 128次元を持つ． 
 キーポイントがもつオリエンテーション方向に座標軸を合わせて特徴点の記述を行うの
で回転に頑強な特徴点になる． 
 
2.6 むすび 
本章では一般的なステレオカメラの理論と手法について述べた． 第 3章では，本研究に
おける提案手法について述べる． 
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第3章 全天球画像を用いた自己位置推定と 3次元再構成 
3.1 まえがき 
 本章では，Equirectangular 形式の全天球画像を用いて用いた自己位置推定と 3 次元再
構成を行う手法について提案する．その後，全天球画像における対応直線検出を行う手法を
提案し，最後に検出した対応直線を用いて全天球カメラの自己位置推定を行う手法を提案
する．本章ではこれらの詳細について述べる． 
 
3.2 提案手法の概要 
 本論文の提案手法は Theta S 2 台で構成されたステレオカメラによる距離測定方法であ
る．Theta Sで得られる Equirectangular形式の全天球画像を用いる．全天球画像を用い
て距離測定を行うことで 360°の視野での距離測定を可能にする手法である．また，測定
した距離から対象点の 3次元座標を測定する． 
 
ステレオカメラによる距離測定を行うためにはカメラの位置情報を得る必要がある．カ
メラカリブレーションによって得られる外部パラメータからカメラの位置情報を得る方
法があるが，この方法を行うためには内部パラメータを正確に求める必要がある．歪みの
大きい全天球カメラの場合，正確に内部パラメータを求めることが困難である．したがっ
て，ジャイロセンサを用いることで求める必要がある変数を二つ減らし，対応直線を用い
ることで内部パラメータを用いずにカメラの自己位置推定を行う． 
 
対応直線を検出するためにまず対応する特徴点を求め，画像のエッジ検出を行う．対応
する特徴点から考えられる直線方向を全て探索し，探索する直線上にエッジが存在してい
るかを測定する． 
 
ここではまず距離測定を行う導出式の理論について述べる．その後，Equilectangular形
式の全天球画像から対応直線を検出する手法について述べる．最後に，対応直線を用いた
自己位置推定を行う手法について述べる． 
 
3.3 全天球カメラ 2 台を用いたステレオ距離測定による三次元再構成 
 基本となる導出式の理論は 2.4の三角測量の原理で述べたものである．三角測量の原理を
用いるが全天球画像を用いる場合，全天球画像で射影される点は実際の位置とは異なる．そ
の問題点を考慮する必要がある．そこで，対象点が全天球カメラによって画像平面に射影さ
れる点と全天球カメラの球体との関係についてまずは述べる． 
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3.3.1 カメラ 2 台を平行に並べた場合 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.1 全天球カメラと対象点 P，射影された対象点 P’’との座標関係 
 
図 3.１のように対象点を P，全天球カメラに対象点 P の光線が入射する点を P’ , P’が球体
の z = 0 における XY 平面に射影される点を P’’とする．Z 軸と対象点の光線がなす角度を
θ，X軸と P’’がなす角度をαとする．このとき P’は次のような座標で表される．座標の原点
はカメラの中心 Oとする．また，全天球カメラの球の半径は 1として考える． 
 
 P′ = (
𝑥
𝑦
𝑧
) = (
sin θ cosα
sin θ sin α
cosθ
) (3.1) 
 
P’’の座標は 
 P′′ = (
𝑥
𝑦)  (3.2) 
 
とする．角度θは対象点が全天球カメラから見てどの角度から入射しているかを表している．
本研究で用いる全天球画像は正距円筒図法であるため画像平面の縦 pixelが角度θ，横 pixel
が角度αを表す．つまり，画像平面においての P’’の𝑦座標が 0 [pixel]の時θ = 0°，𝑦座標が最
大 pixel の時θ = 180°を表す．同様に像平面においての P’’の𝑥座標が 0 [pixel]の時α = 0°，
P’ 
Z 
X 
対象点 P 
P’’ 
θ 
α 
Y O 
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𝑥座標が最大 pixel の時 α = 360°を表す．これを数式で表すとき画像平面最大縦 pixel を
𝐿ℎ𝑒𝑖𝑔ℎ𝑡，画像平面最大横 pixelを𝐿𝑤𝑖𝑑𝑡ℎとすると， 
 
 θ =
𝜋
2
 
𝑦
𝐿ℎ𝑒𝑖𝑔ℎ𝑡
 (0 ≤ θ ≤ 𝜋) (3.3) 
 α = π 
𝑥
𝐿𝑤𝑖𝑑𝑡ℎ
 (0 ≤ α ≤ 2𝜋) (3.4) 
で算出される． 
次に三角測量の原理を用いて全天球カメラ 2 台から得られる全天球画像を用いた距離測定
の手法を述べる． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.2 2台の全天球カメラと対象点 Pとの関係 
 
三角測量を行うためには基線長と対象点 Pでなす三角形を考える必要がある．基線長は図
3.2では X軸にしている．X軸と対象点からの光線がなす角𝛽𝐿，𝛽𝑅を求める必要がある．
この両者が求められれば基線長からの距離 Dが求められる．𝑐𝑜𝑠𝛽𝐿 , cos𝛽𝑅はそれぞれ𝑃
′
𝐿と
𝑃′𝑅の x座標を表している．よって 
 𝛽𝐿 = cos
−1(sinθ𝐿 cosα𝐿) (3.5) 
 𝛽𝑅 = cos
−1( sin θ𝑅 cosα𝑅) (3.6) 
P’L 
Z 
X 
対象点 P 
αL 
β𝐿 
Y 
P’’L 
 
P’𝑅 
P’’𝑅 
 
θ𝐿 
αR 
θ𝑅 
β𝑅 
距離 D 
Baseline𝐿 
Baseline𝑅 
O 
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で計算することができる．この式(3.5)と式(3.6)から𝛽𝐿と𝛽𝑅が求まる． 
また，𝛽𝐿と𝛽𝑅を用いればBaseline𝐿とBaseline𝑅はそれぞれ 
 Baseline𝐿 =
𝐷
tan𝛽𝐿
 (3.7) 
 Baseline𝑅 =
𝐷
tan𝛽𝑅
 (3.8) 
と計算することができる．Baseline𝐿 + Baseline𝑅は基線長なので 
 Baseline𝐿 + Baseline𝑅 =
𝐷
tan𝛽𝐿
+
𝐷
tan𝛽𝑅
 (3.9) 
 
𝐷 =
Baseline𝐿 + Baseline𝑅
(
1
tan𝛽𝐿
+
1
tan𝛽𝑅
)
 
(3.10) 
で距離 Dを計算することができる．ここから次は対象点 Pの三次元座標(x, y, z)を求め
る．座標を求めるうえで，原点は左のカメラの中心を原点にしている．すると Pの x座標
はBaseline𝐿になる．したがって 
 𝑥 = BaselineL =
𝐷
tan𝛽𝐿
 (3.11) 
となる． 
次に奥行 Yを求める．Yを求める基線長つまりはカメラから対象点を見上げる角度𝛾を求
める．𝛾が算出されれば Y座標は 
 y = Dcos(𝛾) (3.12) 
で求まる． 
次に𝛾を算出する方法について述べる． 
 
 
 
 
 
 
 
 
 
 
 
 
P
Z 
X 
対象点
P’’ 
θ 
α 
Y 
 
Q
Q’
𝛾 
T 
O 
図 3.3  𝛾の位置関係 
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対象点 Pが全天球カメラに入射する点 P’と ZY平面から対称な点を Q’とする．また，カメ
ラ中心 Oと P’ , Q’を通る平面と全天球カメラの球面の接点を Tとする．Tは Y軸上にある
点であり Y軸から点 Tを見上げる角度は𝛾に等しい．点 Tは Y軸上から見上げている角度
になるので点 Tは ZY平面上にある．今考えている全天球カメラの球の半径を rとすると
全天球カメラの中心から点 Tまでの距離は rである．つまり点 Tの Y座標は 
 
 𝑦𝑇 = rcos(𝛾) (3.13) 
 
と算出することができる．よって𝑦𝑇が求まれば𝛾は 
 𝛾 = cos−1
𝑦𝑇
r
 (3.14) 
と求まる． 
したがってまず点 Tの座標を求める必要がある．座標原点はカメラの中心 O である．式
(3.1)から P’の座標は算出されている．Q’は P’と ZY平面で対象であるので 
 
 Q′ = (
𝑥
𝑦
𝑧
) = (
−sin θ cosα
sin α sin θ
cosθ
) (3.15) 
 
である．中心 Oと P’ , Q’を通る平面と全天球カメラの球面の方程式を 
 
 𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧 = 0 (3.16) 
 
とおくと定数 a, b, cは点 P’と点 Q’の外積で求まる．よって 
 
[
𝑎
𝑏
𝑐
] = P’ × Q’ = (
sin θ cosα
sin α cosθ
cosθ
) × (
−sin θ cos α
sin α cosθ
cosθ
) 
 
= (
cosθ sin α cosθ − sinα cos θ cosθ
cosα sin θ cosθ + cosθ cosα sin θ
−sinα cosθ cos α sin θ − cosα sin θ sin α cosθ
) 
 
= (
0
2cosα sin θ cos θ
−2sinα cosθ cosα sin θ
) 
 
 
 
 
 
 
 
(3.17) 
 
と算出することができる．a = 0 であるので中心 Oと P’ , Q’を通る平面は ZY平面上のあ
ることが分かる．全天球カメラの球面は中心 O半径 rの球なので 
19 
 
 𝑥 + 𝑦 + 𝑧 = 𝑟2 (3.18) 
である．よって両者の交点の座標 T(𝑥𝑇 , 𝑦𝑇 , 𝑧𝑇)はまず ZY平面上の点なので𝑥𝑇 = 0． 
式(3.16)と式(3.18)から 
 𝑦𝑇 = 𝑟
|𝑏|
√𝑏2 + 𝑐2
 (3.19) 
 𝑧𝑇 = ±√𝑟2 − 𝑦𝑇2 (3.20) 
式(3.19)で𝑦𝑇が算出されるので式(3.14)により𝛾が求まる．よって対象点 Pの y座標が式
(3.12)から算出される．これで対象点 Pの x座標と y座標が既知となったので z座標は 
 z = ±√𝑦2 − x2 (3.21) 
にて求まる． 
また，𝛾は対象点を Baselineから見上げる角度であるため 
 𝛾 =
𝑧
𝑦
=
cosθ
sin α cos θ
 (3.22) 
でも求めることができる． 
 
3.3.2 カメラ 2 台を前後にずらした場合 
 基本的な理論は 3.3.1と同様である．本論文での主な提案手法はカメラ 2台を前後にず
らした場合の距離測定であるので理論をここで述べる 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.4 全天球カメラ 2台を前後にずらした場合のモデル 
P’L 
 
Z 
X 
対象点 P 
αL 
β𝐿 
Y 
P’’L 
P’𝑅 
 
P’’𝑅 
θ𝐿 
αR 
θ𝑅 
β𝑅 
Baseline𝐿 
Baseline𝑅 
D’ 
D 
図 3.4 全天球カメラ 2台を前後にずらした場合のモデル 
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図 3.4のような場合でも基本的な式は式(3.19)と同様で 
 Baseline𝐿 + Baseline𝑅 =
𝐷
tan𝛽𝐿
+
𝐷′
tan𝛽𝑅
 (3.23) 
 
となる．このとき𝐷と𝐷′の関係式を求める必要がある． 
図 3.4を YZ平面からみると図 3.5のようになる． 
 
 
 
 
 
 
 
図 3.5 図 3.4を YZ平面から見た図 
図 3.5から𝐷と𝐷′は 
 Dcos(𝛾𝑙) + 𝑑 = 𝐷′cos (𝛾𝑟) (3.24) 
 𝐷′ =
Dcos(𝛾𝑙) + 𝑑
cos (𝛾𝑟)
 (3.25) 
 
という関係式が導かれる．また式(4.21)と式(4.23)から 
 Baseline𝐿 + Baseline𝑅 =
𝐷
tan𝛽𝐿
+
Dcos(𝛾𝑙) + 𝑑
cos (𝛾𝑟)
tan𝛽𝑅
 
(3.26) 
 𝐷 =
Baseline𝐿 + Baseline𝑅 −
𝑑
cos (𝛾𝑟) tan𝛽𝑅
1
tan𝛽𝐿
+
cos (𝛾𝑟)
cos (𝛾𝑟) tan𝛽𝑅
 (3.27) 
 
と算出することができる．ここで扱った𝛾𝑟 , 𝛾𝑙 , 𝛽𝐿 , 𝛽𝑅の導出は 3.3.1と同一の手法を用い
る． 
 
 
 
 
 
 
D’ 
D 
d’ 
𝛾𝑙 𝛾𝑟 
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3.4 全天球画像における対応直線検出手法 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.6 全天球カメラと直線の関係 
 
まず全天球カメラと直線の関係について述べる．図 3.6のように直線 Lが全天球カメラ
の中心 Oへ入射する平面と全天球カメラが交わる円を円 L’とする．円 L’上の実線で示した
部分に画像平面では射影される．自明のことではあるが同一平面上の二点からなる法線ベ
クトルは平行でなる．この法線ベクトルが平行であることを用いて対応直線を検出する．
全天球画像における対応直線検出手法のフローチャートを下の図 3.7に示す． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
O 
Z 
X 
Y 
直線 L 
円 L’ 
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図 3.7 全天球画像における対応直線検出手法のフローチャート 
 
 
図 3.7について詳しく述べる．全天球画像二枚を入力後，対応特徴点を抽出すると同時に
それぞれの画像のエッジを検出する．その後，想定される直線方向のエッジを探索する．
このエッジを探索手法について次に述べる． 
Frame2 
全天球画像入力 
Frame1 Frame2 
対応特徴点抽出 
Frame1 Frame2 Cannyエッジ検出 
Frame1 
Cannyエッジ検出 
Frame2 
直線検出 
Frame1 
想定される直線方向のエッジ探索 
Frame1，Frame2 
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図 3.8 特徴点と想定される直線方向のベクトル 
 
図 3.8のように特徴点 P’を中心として X’軸と Y’軸をとった時に想定される直線方向のベク
トル𝑳′と X’軸とのなす角度を ωとする．ωは0° ≤ ω ≤ 360°の値の範囲をとる．特徴点 P’
の座標を(x’, y’)とすると ωを用いて正規化したベクトル𝑳′は 
 𝑳′ = [
𝑋′
𝑌′
] = [
𝑥′ + cos (𝜔)
𝑦′ + sin (𝜔)
] (3.28) 
 
と表せられる． 
既に述べたように同一直線上のある二点をとったとき法線ベクトルは全て平行になる．特
徴点 P’と想定される直線方向のベクトル𝑳′からなる法線ベクトルを求める．特徴点の全天
球カメラ上での座標 P’’は式(3.3)，式(3.)からα𝑃′とθ𝑃′を求める．すると式(3.1)より 
 P′′ = (
𝑥
𝑦
𝑧
) = (
sin θ𝑃′ cosα𝑃′
sin θ𝑃′ sin α𝑃′
cos θ𝑃′
) (3.29) 
 
ベクトル𝑳′の終点の全天球カメラ上での座標を L’’としたとき，P’’と同様に 
 L′′ = (
𝑥
𝑦
𝑧
) = (
sin θ𝐿′ cosα𝐿′
sin θ𝐿′ sin α𝐿′
cosθ𝐿′
) (3.30) 
と表される． 
 
次に P’’と L’’の外積を計算し法線ベクトルNを求める．式(3.17)より 
ω 
X’ 
Y’ 
𝑳′
ho
uX’ 
P’ 
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𝑵 = [
𝑥
𝑦
𝑧
] = P′′ × L′′ 
= (
sin θ𝑃′ cosα𝑃′
sin θ𝑃′ sin α𝑃′
cosθ𝑃′
) × (
sin θ𝐿′ cos α𝐿′
sin θ𝐿′ sin α𝐿′
cos θ𝐿′
) 
= [
cosθ𝐿′ sin θ𝑃′ sin α𝑃′ − cosθ𝑃′ sin θ𝐿′ sin α𝐿′
cosθ𝐿′ sin θ𝑃′ cosα𝑃′ − cosθ𝑃′ sin θ𝐿′ cos α𝐿′
sin θ𝑃′ cos α𝑃′ sin θ𝐿′ sin α𝐿′ −sin θ𝑃′ sin α𝑃′ sin θ𝐿′ cosα𝐿′
] 
(3.31) 
 
𝑳′の 1 pixel横にあり全天球カメラ上の座標と L’’の法線ベクトルがNと平行になる点を K’
とする．K’の X’座標𝐾′𝑥は 
 
𝐾′𝑥 = 𝑥
′ + cos(𝜔) + 1 (cos(𝜔) ≥ 0のとき) 
𝐾′𝑥 = 𝑥
′ + cos(𝜔) − 1 (cos(𝜔) < 0のとき) 
(3.32) 
である． 
 
直線検出をするためには K’の Y’座標𝐾′𝑦を求める必要がある．画像平面上にある K’は全天
球カメラ上では式(3.1)より 
 K′′ = (
𝑥
𝑦
𝑧
) = (
sin θ𝑘′ cosα𝑘′
sin θ𝑘′ sin α𝑘′
cos θ𝑘′
) (3.33) 
 
である．式(3.33)において式(3.3)と式(3.32)からα𝑘′は 
求まるがθ𝐾′は未知数である． K’’と L’’の法線ベクトルはNと平行になるため K’’と L’’の外
積から求めた法線ベクトルをMとすると式(3.31)と同様に 
 
𝑀 = [
𝑥
𝑦
𝑧
] = L′′ × 𝐾′′ 
= [
cosθ𝐿′ sin θ𝐾′ sin α𝐾′ − cosθ𝐾′ sin θ𝐿′ sin α𝐿′
cos θ𝐿′ sin θ𝐾′ cosα𝐾′ − cosθ𝐾′ sin θ𝐿′ cosα𝐿′
sin θ𝐾′ cosα𝐾′ sin θ𝐿′ sin α𝐿′ − sin θ𝐾′ sin α𝐾′ sin θ𝐿′ cosα𝐿′
] 
(3.34) 
 
式(3.31)のNと式(3.34)のMが平行であるため 
 N𝑥M𝑦 = N𝑦M𝑥 (3.35) 
という方程式が成り立つ．これをθ𝐾′について解くと 
 θ𝐾′ = tan
−1
𝑁𝑥 sin θ𝐿′ cosα𝐿′ + 𝑁𝑦 sin θ𝐿′ sin α𝐿′
𝑁𝑥 cosθ𝐿′ cos α𝐾′ + 𝑁𝑦 cosθ𝐿′ sin α𝐾′
 (3.36) 
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式(3.36)からθ𝐾′が求まったことから式(3.4)から K’の Y’座標𝐾
′
𝑦が 
 𝐾′𝑦 = 
2 θ𝐾′  𝐿ℎ𝑒𝑖𝑔ℎ𝑡
𝜋
 (3.36) 
と求まる． 
 
式(3.32)と式(3.36)から K’が求まった．この K’上にエッジが存在しているかエッジ検出画
像から判断する．その後 K’を L’として同様に新しい K’を求め，想定される直線をエッジ
検出画像から辿っていく．エッジが存在しない K’が連続して複数点存在した場合直線が終
了したと判断しある値の ωに関する探索を終了する． 0° ≤ ω ≤ 360°の値の範囲で ωを変
動させ上記の探索を行う．探索される全直線を図示したものを図 3.9に示す． 
 
 
図 3.9  0° ≤ ω ≤ 360°で変動させたときの探索する曲線 1 
 
図 3.9はエッジにおける探索終了条件を設定しないで探索する曲線を全て図示したもので
ある．図 3.9の特徴点から始まる曲線が実空間において想定される直線方向である．図
3.9は曲線が多く見づらいため曲線を減らしたものを図 3.10に示す． 
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図 3.10  0° ≤ ω ≤ 360°で変動させたときの探索する曲線 2 
 
図 3.10の矢印で示した曲線がドアの上部の部分に乗っていることが分かる．つまりこの曲
線が特徴点 Pの乗っている実空間の直線である．図 3.9で示した曲線上にエッジが連続で
何点存在しているかを探索し，一番長く連続点が存在している曲線を求める．ただし，曲
線上にエッジが連続で何点存在しているかを探索するが連続点の数が極端に少ない曲線(10
点未満)は連続点の数が 0と処理する． 
 
 
 
 
 
 
 
 
 
図 3.11 エッジ検出前とエッジ検出後の画像 
 
連続点の数が極端に少ない曲線(10点未満)は連続点の数が 0とする．これは図 3.11のよう
にエッジ点が集中している箇所であれば，どの曲線が正しい軸空間における直線部分なの
か判断するかが難しいためである． 
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3.5 対応直線を用いた全天球カメラの自己位置推定手法 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.12 全天球カメラ二台と対象な直線 Lの関係 
 
図 3.12 の左側の全天球カメラの中心座標を(x, y, z) = (0, 0, 0)とし，右側のカメラの全天球
カメラの中心座標を(x, y, z) = (𝑠, 𝑡, 𝑢)とする．また，対象な直線 L の左端の点 L1 から左側
の全天球カメラの中心へ入射する直線の長さを𝑙1，同様に L1 から右側の全天球カメラの中
心へ入射する直線の長さを𝑟1とする．このとき左右全天球カメラが同一方向を向いている場
合の L1の座標に関して次の式(3.37)の方程式が成り立つ． 
L1 = [
𝑥
𝑦
𝑧
] = ( 
𝑙1𝑐𝑜𝑠𝛼𝑙1𝑠𝑖𝑛𝜃𝑙1
𝑙1𝑠𝑖𝑛𝛼𝑙1𝑠𝑖𝑛𝜃𝑙1
𝑙1𝑐𝑜𝑠𝜃𝑙1
) = (
𝑠 + 𝑟1𝑐𝑜𝑠𝛼𝑟1𝑠𝑖𝑛𝜃𝑟1
𝑡 + 𝑟1𝑠𝑖𝑛𝛼𝑟1𝑠𝑖𝑛𝜃𝑟1
𝑢 + 𝑟1𝑐𝑜𝑠𝜃𝑟1
) (3.37) 
 
対象な直線 Lの右端の点 L2から左側の全天球カメラの中心へ入射する直線の長さを𝑙2，L1
から右側の全天球カメラの中心へ入射する直線の長さを𝑟2とすると式(3.37)と同様に 
L2 = [
𝑥
𝑦
𝑧
] = ( 
𝑙2𝑐𝑜𝑠𝛼𝑙2𝑠𝑖𝑛𝜃𝑙2
𝑙2𝑠𝑖𝑛𝛼𝑙2𝑠𝑖𝑛𝜃𝑙2
𝑙2𝑐𝑜𝑠𝜃𝑙2
) = (
𝑠 + 𝑟2𝑐𝑜𝑠𝛼𝑟2𝑠𝑖𝑛𝜃𝑟2
𝑡 + 𝑟2𝑠𝑖𝑛𝛼𝑟2𝑠𝑖𝑛𝜃𝑟2
𝑢 + 𝑟2𝑐𝑜𝑠𝜃𝑟2
) (3.38) 
という方程式が成り立つ．しかし，実際の状況においてカメラが同一方向を向いていること
P’L 
Z 
X 
対象な直線 L 
 
αL 
β𝐿 
Y 
P’’L 
P’𝑅 
 
P’’𝑅 
 
θ𝐿 
αR 
θ𝑅 
β𝑅 
Baseline𝐿 
Baseline𝑅 
D’ 
D 
Lの左端 L1 
 
Lの右端 L2 
 
𝑙1 
𝑟1 
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は考えにくい．よって左右の全天球カメラが同一方向を向いていない場合を考える．また，
ジャイロセンサを用いることで ZY 平面上の回転と XZ 平面上の回転は考慮する必要がな
い．よって XY平面上の回転のみ考慮すればよい． 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.13 XY平面から見た全天球カメラ二台と対象な直線 Lの関係 
 
図 3.13は図 3.12を XY平面からみた図である．左側の全天球カメラが向いている方向を𝑌𝐿
軸とし，右側の全天球カメラの向いている方向を𝑌𝑅軸とする．このとき𝑌𝐿軸と対象な直線 L
がなす角を𝜑𝑙，𝑌𝑅軸と対象な直線 L がなす角を𝜑𝑟とする． 𝜑𝑙と𝜑𝑟を使って式(3.37)と式
(3.38)は 
L1 = [
𝑥
𝑦
𝑧
] = ( 
𝑙1𝑐𝑜𝑠(𝛼𝑙1 + 𝜑𝑙)𝑠𝑖𝑛𝜃𝑙1
𝑙1𝑠𝑖𝑛(𝛼𝑙1 + 𝜑𝑙)𝑠𝑖𝑛𝜃𝑙1
𝑙1𝑐𝑜𝑠𝜃𝑙1
) = (
𝑠 + 𝑟1𝑐𝑜𝑠(𝛼𝑟1 + 𝜑𝑟)𝑠𝑖𝑛𝜃𝑟1
𝑡 + 𝑟1𝑠𝑖𝑛(𝛼𝑟1 + 𝜑𝑟)𝑠𝑖𝑛𝜃𝑟1
𝑢 + 𝑟1𝑐𝑜𝑠𝜃𝑟1
) (3.39) 
L2 = [
𝑥
𝑦
𝑧
] = ( 
𝑙2𝑐𝑜𝑠(𝛼𝑙2 + 𝜑𝑙)𝑠𝑖𝑛𝜃𝑙2
𝑙2𝑠𝑖𝑛(𝛼𝑙2 + 𝜑𝑙)𝑠𝑖𝑛𝜃𝑙2
𝑙2𝑐𝑜𝑠𝜃𝑙2
) = (
𝑠 + 𝑟2𝑐𝑜𝑠(𝛼𝑟2 + 𝜑𝑟)𝑠𝑖𝑛𝜃𝑟2
𝑡 + 𝑟2𝑠𝑖𝑛(𝛼𝑟2 + 𝜑𝑟)𝑠𝑖𝑛𝜃𝑟2
𝑢 + 𝑟2𝑐𝑜𝑠𝜃𝑟2
) (3.40) 
 
と変換することができる．式(3.39)と式(3.40)において𝜑𝑙と𝜑𝑟を求めておけば変数の数は合
わせて(𝑟1, 𝑙1, 𝑟2, 𝑙2, 𝑠, 𝑡, 𝑢)の 7個．方程式の数は 6個である．あともう 1個の対象点について
方程式を立てると変数は(𝑟3, 𝑙3)の 2 個増えるが方程式の数は 3 個増えるため変数の数と方
程式の数が同一になる．よって方程式を解くことができ(𝑟1, 𝑙1, 𝑟2, 𝑙2, 𝑟3, 𝑙3, 𝑠, 𝑡, 𝑢)の値を求め
られる．(𝑠, 𝑡, 𝑢)の値が求まることで全天球カメラの自己位置推定が行えたことになる． 
ここで方程式を解く上で前提としておいていた𝜑𝑙と𝜑𝑟の求め方について述べる．式(3.39)と
式(3.40)の式において対称な直線が水平であったとき，左側の全天球カメラに関して次の方
程式が成り立つ． 
𝑌𝐿 
𝑋𝐿 
𝑌𝑅 
𝑋𝑅 
𝜑𝑙 
𝜑𝑟 
対象な直線 L 
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𝐿1𝑧
𝐿1𝑦
=
𝐿2𝑦
𝐿2𝑦
 
𝑙1𝑐𝑜𝑠𝜃𝑙1
𝑙1𝑠𝑖𝑛(𝛼𝑙1 + 𝜑𝑙)𝑠𝑖𝑛𝜃𝑙1
=
𝑙2𝑐𝑜𝑠𝜃𝑙2
𝑙2𝑠𝑖𝑛(𝛼𝑙2 + 𝜑𝑙)𝑠𝑖𝑛𝜃𝑙2
 
(3.41) 
 
同様に右側の全天球カメラに関して 
𝑟1𝑐𝑜𝑠𝜃𝑟1
𝑟1𝑠𝑖𝑛(𝛼𝑟1 + 𝜑𝑟)𝑠𝑖𝑛𝜃𝑟1
=
𝑟2𝑐𝑜𝑠𝜃𝑟2
𝑟2𝑠𝑖𝑛(𝛼𝑟2 + 𝜑𝑟)𝑠𝑖𝑛𝜃𝑟2
 (3.42) 
 
が成り立つ．式(3.41)と式(3.42)を𝑙1 = 1としてそれぞれ𝜃𝑙と𝜃𝑟について解くと 
𝜑𝑙 = tan
−1
𝑠𝑖𝑛𝜃𝑙1𝑠𝑖𝑛(𝛼𝑙1 + 𝜑𝑙) −
𝑐𝑜𝑠𝜃𝑙1
𝑐𝑜𝑠𝜃𝑙2
𝑠𝑖𝑛𝜃𝑙2𝑠𝑖𝑛(𝛼𝑙2 + 𝜑𝑙)
𝑠𝑖𝑛𝜃𝑙1𝑐𝑜𝑠(𝛼𝑙1 + 𝜑𝑙) −
𝑐𝑜𝑠𝜃𝑙1
𝑐𝑜𝑠𝜃𝑙2
𝑠𝑖𝑛𝜃𝑙2𝑐𝑜𝑠(𝛼𝑙2 + 𝜑𝑙)
 (3.43) 
𝜑𝑟 = tan
−1
𝑠𝑖𝑛𝜃𝑟1𝑠𝑖𝑛(𝛼𝑟1 + 𝜑𝑟) −
𝑐𝑜𝑠𝜃𝑟1
𝑐𝑜𝑠𝜃𝑟2
𝑠𝑖𝑛𝜃𝑟2𝑠𝑖𝑛(𝛼𝑟2 + 𝜑𝑟)
𝑠𝑖𝑛𝜃𝑟1𝑐𝑜𝑠(𝛼𝑟1 + 𝜑𝑟) −
𝑐𝑜𝑠𝜃𝑟1
𝑐𝑜𝑠𝜃𝑟2
𝑠𝑖𝑛𝜃𝑟2𝑐𝑜𝑠(𝛼𝑟2 + 𝜑𝑟)
 
 
(3.44) 
となる． 
 
ここで𝜑𝑙と𝜑𝑟が求められたため既に記述したとおり式(3.39)や式(3.40)の式が三つ成り立て
ば全天球カメラの自己位置推定を行うことができる．具体的には対象点 3点 P1, P2, P3に
ついてそれぞれ式(3.39)や式(3.40)のように方程式を立てると， 
P1 = [
𝑃1𝑥
𝑃1𝑦
𝑃1𝑧
] = ( 
𝑙1𝑐𝑜𝑠(𝛼𝑙1 + 𝜑𝑙)𝑠𝑖𝑛𝜃𝑙1
𝑙1𝑠𝑖𝑛(𝛼𝑙1 + 𝜑𝑙)𝑠𝑖𝑛𝜃𝑙1
𝑙1𝑐𝑜𝑠𝜃𝑙1
) = (
𝑠 + 𝑟1𝑐𝑜𝑠(𝛼𝑟1 + 𝜑𝑟)𝑠𝑖𝑛𝜃𝑟1
𝑡 + 𝑟1𝑠𝑖𝑛(𝛼𝑟1 + 𝜑𝑟)𝑠𝑖𝑛𝜃𝑟1
𝑢 + 𝑟1𝑐𝑜𝑠𝜃𝑟1
) (3.45) 
P2 = [
𝑃2𝑥
𝑃2𝑦
𝑃2𝑧
] = ( 
𝑙2𝑐𝑜𝑠(𝛼𝑙2 + 𝜑𝑙)𝑠𝑖𝑛𝜃𝑙2
𝑙2𝑠𝑖𝑛(𝛼𝑙2 + 𝜑𝑙)𝑠𝑖𝑛𝜃𝑙2
𝑙2𝑐𝑜𝑠𝜃𝑙2
) = (
𝑠 + 𝑟2𝑐𝑜𝑠(𝛼𝑟2 + 𝜑𝑟)𝑠𝑖𝑛𝜃𝑟2
𝑡 + 𝑟2𝑠𝑖𝑛(𝛼𝑟2 + 𝜑𝑟)𝑠𝑖𝑛𝜃𝑟2
𝑢 + 𝑟2𝑐𝑜𝑠𝜃𝑟2
) (3.46) 
P3 = [
𝑃2𝑥
𝑃2𝑦
𝑃2𝑧
] = ( 
𝑙3𝑐𝑜𝑠(𝛼𝑙3 + 𝜑𝑙)𝑠𝑖𝑛𝜃𝑙3
𝑙3𝑠𝑖𝑛(𝛼𝑙3 + 𝜑𝑙)𝑠𝑖𝑛𝜃𝑙3
𝑙3𝑐𝑜𝑠𝜃𝑙3
) = (
𝑠 + 𝑟3𝑐𝑜𝑠(𝛼𝑟3 + 𝜑𝑟)𝑠𝑖𝑛𝜃𝑟3
𝑡 + 𝑟3𝑠𝑖𝑛(𝛼𝑟3 + 𝜑𝑟)𝑠𝑖𝑛𝜃𝑟3
𝑢 + 𝑟3𝑐𝑜𝑠𝜃𝑟3
) 
 
(3.47) 
 
式(3.45)を[𝑙1𝑃1𝑙𝑥 , 𝑙1 𝑃1𝑙𝑦 , 𝑙1𝑃1𝑙𝑧]
𝑇=[𝑠 + 𝑟1𝑃1𝑟𝑥,  𝑡 + 𝑟1𝑃1𝑟𝑦 ,  𝑢 + 𝑟1𝑃1𝑟𝑧]
𝑇とする．同様に式
(3.46)を [𝑙2𝑃2𝑙𝑥, 𝑙2 𝑃2𝑙𝑦 , 𝑙2𝑃2𝑙𝑧]
𝑇 = [𝑠 + 𝑟2𝑃2𝑟𝑥,  𝑡 + 𝑟2𝑃2𝑟𝑦 ,  𝑢 + 𝑟2𝑃2𝑟𝑧]
𝑇とし，式 (3.47)を
[𝑙3𝑃3𝑙𝑥, 𝑙3 𝑃3𝑙𝑦 , 𝑙3𝑃3𝑙𝑧]
𝑇 = [𝑠 + 𝑟3𝑃3𝑟𝑥,  𝑡 + 𝑟3𝑃3𝑟𝑦 ,  𝑢 + 𝑟3𝑃3𝑟𝑧]
𝑇とする．式(3.45)，式(3.46)，
式(3.47)の方程式において𝑙1 = 1として係数行列と変数の行列に分けて連立方程式を立てる
と  
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[
 
 
 
 
 
 
 
𝑃1𝑟𝑥
𝑃1𝑟𝑦
𝑃1𝑟𝑧
0
0
0
0
0
  
0
0
0
𝑃2𝑙𝑥
𝑃2𝑙𝑦
𝑃2𝑙𝑧
0
0
  
0
0
0
𝑃2𝑟𝑥
𝑃2𝑟𝑦
𝑃2𝑟𝑧
0
0
  
0
0
0
0
0
0
𝑃3𝑙𝑥
𝑃3𝑙𝑥
  
0
0
0
0
0
0
𝑃3𝑟𝑥
𝑃3𝑟𝑥
  
1
0
0
1
0
0
1
0
     
0
1
0
0
1
0
0
1
      
0
0
1
0
0
1
0
0]
 
 
 
 
 
 
 
[
 
 
 
 
 
 
 
𝑟1
𝑙2
𝑟2
𝑙3
𝑟3
𝑠
𝑡
𝑢 ]
 
 
 
 
 
 
 
=
[
 
 
 
 
 
 
 
𝑃1𝑙𝑥
𝑃1𝑙𝑦
𝑃1𝑙𝑧
0
0
0
0
0 ]
 
 
 
 
 
 
 
 (3.48) 
 
式(3.48)の行列方程式がたったためこの方程式を解くには係数行列の逆行列を両辺にかけ
ればよい．つまり， 
[
 
 
 
 
 
 
 
𝑟1
𝑙2
𝑟2
𝑙3
𝑟3
𝑠
𝑡
𝑢 ]
 
 
 
 
 
 
 
=
[
 
 
 
 
 
 
 
𝑃1𝑟𝑥
𝑃1𝑟𝑦
𝑃1𝑟𝑧
0
0
0
0
0
  
0
0
0
𝑃2𝑙𝑥
𝑃2𝑙𝑦
𝑃2𝑙𝑧
0
0
  
0
0
0
𝑃2𝑟𝑥
𝑃2𝑟𝑦
𝑃2𝑟𝑧
0
0
  
0
0
0
0
0
0
𝑃3𝑙𝑥
𝑃3𝑙𝑥
  
0
0
0
0
0
0
𝑃3𝑟𝑥
𝑃3𝑟𝑥
  
1
0
0
1
0
0
1
0
     
0
1
0
0
1
0
0
1
      
0
0
1
0
0
1
0
0]
 
 
 
 
 
 
 
−1
[
 
 
 
 
 
 
 
𝑃1𝑙𝑥
𝑃1𝑙𝑦
𝑃1𝑙𝑧
0
0
0
0
0 ]
 
 
 
 
 
 
 
 (3.49) 
 
と方程式を解くことができる．解の行列の中の[𝑠, 𝑡, 𝑢]𝑇が全天球カメラの位置を表すパラ
メータである．今回得られた[𝑠, 𝑡, 𝑢]𝑇の全天球カメラの位置情報は𝑙1 = 1として方程式を解
いているため実際の位置情報を表しているわけではなく相対的な位置情報を表している．
つまり得られた[𝑠, 𝑡, 𝑢]𝑇のパラメータの定数倍が実際の位置関係を表すことになる． 
 
3.6 むすび 
 本章では，本論文で提案する全天球画像 2枚を用いて距離測定を行う手法と，対応直線
検出を行う手法，対応直線を用いた全天球カメラの自己位置推定手法について述べた． 
 第 4章では，本章で述べた提案手法の評価実験を行う． 
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第4章 提案手法の評価実験と結果，考察 
4.1 まえがき 
 本章では，CG画像を用いて第 3章で説明した提案手法の評価実験を行う．さらに実際
に全天球カメラで撮影した画像を用いて実験を行う． 
 
4.2 実験の概要 
 提案手法の評価実験として，3種類の実験を CG画像と実際の撮影した画像でそれぞれ
行う．まず一つ目の実験では入力した二つの画像から対応直線を検出する実験を行う．二
つ目は一つ目の実験で検出した対応直線からカメラの自己位置推定を行う．三つ目は二つ
目の実験で推定したカメラの自己位置情報を元に 3次元再構成を行う．  
 
4.2.1 実験 1 
 実験 1では，入力した二つの画像において提案手法で述べた手法を用いて対応直線を検
出できるかを確認する．CGで作成した画像と実際に全天球カメラで撮影した画像を用い
て実験を行った． CGで作成した画像は一種類，実際に全天球カメラで撮影した画像は四
種類用いた． 
 
4.2.2 実験 2 
 実験 2では，実験１で検出した対応直線を用いて提案手法で述べたカメラの自己位置推
定手法の有効性を確認した．実験 1と同様に CGで作成した画像と実際に全天球カメラで
撮影した画像を用いて実験を行った．CGで作成した画像は一種類，実際に全天球カメラ
で撮影した画像は 3種類用いた． 
  
4.2.3 実験 3 
 実験 3では，実験 2で推定した自己位置を用いて提案手法で述べた全天球画像を用いた
3次元再構成手法の有効性を確認した．実験１，実験 2と同様 CGで作成した画像と実際
に全天球カメラで撮影した画像を用いて実験を行った．CGで作成した画像も実際に全天
球カメラで撮影した画像どちらも 1種類ずつ用いた． 
 
4.3 実験の条件 
 実験 1から実験 3を行った環境や条件を以下に示す． 
 
4.3.1 実験環境 
 実験 1から実験 5を行った環境を以下の表 4.1に示す． 
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表 4.1 実験環境 
OS Windows 10 pro 1607 
CPU Intel Core i7 860 2.8GHz 4Core 
GPU NVIDIA GeForce GTX 950 
 
 
4.3.2 カメラの配置環境 
 実験 1，実験 2，実験 3で使用した画像を作成および撮影したカメラの配置環境につい
て以下に示す． 
 
 
4.3.2.1 CG画像で作成した画像のカメラ配置環境 
左側の全天球カメラの中心座標を(𝑥, 𝑦, 𝑧) = (0, 0, 0)としたとき右側の全天球カメラ
の中心座標(𝑥, 𝑦, 𝑧) = (𝑠, 𝑡, 𝑢)について以下の表 4.2に示す．実験 3ではチェッカーボー
ドを配置して距離測定手法の有効性を確認する．表 4.2にある Lは実験 3で配置したチェ
ッカーボードと左側の全天球カメラとの距離，𝜑𝑙，𝜑𝑟は 3.5で述べた直線方向を向くよう
に補正する角度である．  
 
表 4.2 実験 1，実験 2，実験 3 で使用した CG 画像の作成環境 
 s 
[cm] 
t 
[cm] 
u 
[cm] 
L 
[cm] 
𝜑𝑙 
[degree] 
𝜑𝑟 
[degree] 
実験 1 9 -2 -1 - 0 30 
実験 2 9 -2 -1 - 0 30 
実験 3 9 -2 -1 5 0 30 
 
 
4.3.2.2 実際に撮影した全天球カメラの配置環境 
実際に全天球カメラで撮影した画像は全部で 4種類用いた．直線検出のみにしか用いな
かった画像を A，直線検出と自己位置推定のみに使用した画像を B，Cとする．3種類の
実験全てに用いた画像を Dとする．4.3.2.1と同様に左側の全天球カメラの中心座標を
(𝑥, 𝑦, 𝑧) = (0, 0, 0)としたとき右側の全天球カメラの中心座標(𝑥, 𝑦, 𝑧) = (𝑠, 𝑡, 𝑢)につ
いて以下の表 4.4に示す．表 4.3にある Lは実験 3で配置したチェッカーボードと左側の
全天球カメラとの距離，𝜑𝑙，𝜑𝑟は 3.5で述べた直線方向を向くように補正する角度であ
る．  
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表 4.3 実験 1，実験 2，実験 3 で使用した実際に全天球カメラで撮影した撮影環境 
 s 
[cm] 
t 
[cm] 
u 
[cm] 
L 
[cm] 
𝜑𝑙 
[degree] 
𝜑𝑟 
[degree] 
A - - - - 0 30 
B 32 0 0 - - - 
C 32 -18.5 0 - - - 
D 9.3 -1.1 0 9.7 2 0 
 
4.3.3 実験に用いた画像 
 実験 1，実験 2，実験 3で用いた画像を以下で示す． 
 
4.3.3.1 CGで作成した画像 
 実験 1，実験 2，実験 3で使用した CGで作成した画像を図 4.1で示す． 
図 4.1 CGで作成した左右の全天球画像 
 
図 4.1 の左側の画像は全天球カメラの向きがチェッカーボードに垂直になるように作成し
た．それに対して右側の画像は全天球カメラの向きとチェッカーボードがなす角を 30°に
なるように作成した． 
 
4.3.3.2 実際に撮影した画像 
 実験 1，実験 2，実験 3で使用した実際に撮影した全天球画像 Aを図 4.2，Bを図 4.3，C
を図 4.4，Dを図 4.5に示す． 
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図 4.2 実際に撮影した全天球画像 A  
 
図 4.3 実際に撮影した全天球画像 B 
 
図 4.4 実際に撮影した全天球画像 C  
 
図 4.5 実際に撮影した全天球画像 D  
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4.4 実験結果と考察 
 実験 1，実験 2，実験 3の実験結果を示す． 
 
4.4.1 実験 1 の結果 
 実験 1の対応直線検出を行う実験において図 4.1の CG画像を入力した際の結果，実際
に撮影した画像図 4.2，図 4.3，図 4.4，図 4.5を入力した結果を示す． 
 
4.4.1.1 CG画像での実験結果 
 図 4.1 の画像で検出された対応直線を図 4.6 に示す． 図 4.6 の左右の画像において対応
する直線同士を同色で示している． 
 
図 4.6 CGで作成した全天球画像における対応直線検出結果 
 
 
4.4.1.2 実際に撮影した画像での実験結果 
 図 4.2の画像で検出された対応直線を図 4.7に，図 4.7の画像において一部を拡大した画
像を図 4.8 に示す．同様に図 4.3，図 4.4，図 4.5 の画像で検出された対応直線をそれぞれ
図 4.9，図 4.11，図 4.13に，図 4.9，図 4.11，図 4.13の画像において一部を拡大した画像
をそれぞれ図 4.10，図 4.12，図 4.14に示す．図 4.6と同様に左右の画像において対応する
直線同士を同色で示している． コメント（色がわかりにくい） 
 
 
図 4.7 実際に撮影した全天球画像 Aにおける対応直線検出結果 
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図 4.8 図 4.7の一部を拡大した画像 
 
 
図 4.9 実際に撮影した全天球画像 Bにおける対応直線検出結果 
 
 
 
 
 
 
 
 
 
 
 
図 4.10 図 4.9の一部を拡大した画像 
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図 4.11 実際に撮影した全天球画像 Cにおける対応直線検出結果  
 
 
 
 
 
 
 
 
 
図 4.12 図 4.11の一部を拡大した画像  
図 4.13 実際に撮影した全天球画像 Dにおける対応直線検出結果  
 
 
 
 
 
 
 
 
 
図 4.14 図 4.13の一部を拡大した画像 
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図 4.7から図 4.14で検出できた対応特徴点の数と対応直線の数まとめたものを次の表
4.4に示す． 
表 4.4 検出できた対応特徴点の数と対応直線の数 
画像 対応特徴点数
[個] 
対応直線数[本] 処理時間[sec] 
CG 39 24 15.298 
A 281 34 74.938 
B 66 8 30.610 
C 35 6 24.733 
D 607 82 124.428 
 
4.4.2 実験 1 の考察 
  図 4.7から図 4.14までに結果から対応直線が検出できていることが分かる．しかし，
画像内に存在するすべての直線が検出できているわけではない．表 4.4から分かるように
検出できた対応特徴点の数に対して対応直線の数はかなり少ない．これは 3.4で述べたよ
うに直線の長さがある長さに満たない場合は直線と判断しないという処理を行っているた
めだと考えられる．検出できる対応直線の数が対応特徴点の数に対して少ないが，直線が
一本検出できれば実験 2で行う自己位置推定は行えるため問題はない．また，処理時間に
関しては対応特徴点全てに関して直線検出の処理を行っているため対応特徴点の数が増え
ると処理時間が長くなる． 
 
4.4.3 実験 2 の結果 
実験 1で検出した対応直線を元に自己位置推定を行う．実験 2で用いる画像は CG画像
と実際に撮影した画像 B，C，Dである．それぞれの画像において自己位置推定を行った
結果を表で示す． 
  
4.4.3.1 CG画像での実験結果 
 図 4.1 の画像で検出された対応直線である図 4.6 に示された直線を用いて自己位置推定
を行った結果を表 4.5に示す．3.5で述べた通り本手法で推定できる自己位置の情報は相対
的な位置関係である．実験によって得られた自己位置の情報が正しく推定できるかを確認
するために右の全天球カメラ中心の x座標 sは正しくは 9[cm]であることから，得られた自
己位置のパラメータを全て 9/s倍したものを結果として示す．表 4.5では理想値と実験結果
との誤差も示すが s に関しては理想値と一致するよう処理をしているため誤差は計算しな
い． 
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表 4.5 CG 画像で自己位置推定を行った結果 
 s 
[cm] 
t 
[cm] 
u 
[cm] 
𝜑𝑙 
[degree] 
𝜑𝑟 
[degree] 
理想値 9 -2 -1 0 30 
実験結果 9 -1.96 -1.02 0.0803 30.289 
誤差 - 0.04 -0.02 0.083 0.289 
 
4.4.3.2 実際に撮影した画像 Bでの実験結果 
 図 4.2 の実際に撮影した画像 B で検出された対応直線である図 4.7 に示された直線を用
いて自己位置推定を行った結果を表 4.6 に示す．4.4.3.1 と同様に実験によって得られた自
己位置の情報が正しく推定できるかを確認するために右の全天球カメラ中心の x 座標 s が
理想値になるように得られた自己位置のパラメータを全て定数倍したものを結果として示
す．  
表 4.6 実際に撮影した画像 B で自己位置推定を行った結果 
 s 
[cm] 
t 
[cm] 
u 
[cm] 
𝜑𝑙 
[degree] 
𝜑𝑟 
[degree] 
理想値 32 0 0 - - 
実験結果 32 2.358 -0.185 -58.537 -56.452 
誤差 - 2.358 -0.185 - - 
 
実際に撮影した画像 Bでの実験では二つの全天球カメラの向きが同一方向を向くように設
置して撮影を行った．よって，𝜑𝑙と𝜑𝑙の値が同一になることが理想である． 
次に自己位置推定を行うために用いた検出した対応直線を図 4.15に対応特徴点を図
4.16に示す． 
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図 4.15 自己位置推定を行うために用いた検出した対応直線 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 4.16 自己位置推定を行うために用いた対応特徴点 
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4.4.3.3 実際に撮影した画像 Cでの実験結果 
 図 4.3 の実際に撮影した画像 C で検出された対応直線を用いて自己位置推定を行った結
果を表 4.7 に示す．右の全天球カメラ中心の x 座標 s が理想値になるように得られた自己
位置のパラメータを全て定数倍したものを結果として示す． 
 
 
 
 
  
表 4.7 実際に撮影した画像 C で自己位置推定を行った結果 
 s 
[cm] 
t 
[cm] 
u 
[cm] 
𝜑𝑙 
[degree] 
𝜑𝑟 
[degree] 
理想値 32 -18.5 0 - - 
実験結果 32 -13.975 -0.196 75.521 79.054 
誤差 - -4.525 -0.196 - - 
 
実際に撮影した画像 Cでの実験では画像 Bでの実験と同様に二つの全天球カメラの向きが
同一方向を向くように設置して撮影を行った．よって，𝜑𝑙と𝜑𝑙の値が同一になることが理
想である． 
 
次に自己位置推定を行うために用いた検出した対応直線を図 4.17に対応特徴点を図
4.18に示す． 
 
 
 
 
 
 
 
 
 
 
 
図 4.17 自己位置推定を行うために用いた検出した対応直線 
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図 4.18 自己位置推定を行うために用いた対応特徴点 
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4.4.3.4 実際に撮影した画像 Dでの実験結果 
 図 4.4 の実際に撮影した画像 D で検出された対応直線を用いて自己位置推定を行った結
果を表 4.8に示す．sが理想値になるように定数倍したものを結果として示す． 
表 4.8 実際に撮影した画像 D で自己位置推定を行った結果 
 s 
[cm] 
t 
[cm] 
u 
[cm] 
𝜑𝑙 
[degree] 
𝜑𝑟 
[degree] 
理想値 9.3 -1.1 0 2 0 
実験結果 9.3 -1.335 0.076 2.159 0.399 
誤差 - -0.234 0.076 - - 
実際に撮影した画像 Dでの実験で二つの全天球カメラの向きが同一方向を向くように設置
して撮影を行った．よって，𝜑𝑙と𝜑𝑙の値が同一になることが理想である． 
 
次に自己位置推定を行うために用いた検出した対応直線を図 4.18に対応特徴点を図
4.19に示す． 
 
 
 
 
 
 
 
図 4.19 自己位置推定を行うために用いた検出した対応直線 
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図 4.20 自己位置推定を行うために用いた対応特徴点 
 
4.4.4  実験 2 の考察 
表 4.5，表 4.6，表 4.7，表 4.8の𝜑𝑙と𝜑𝑟の値を見ると対応直線を用いて二つの全天球画
像は同方向を向くように補正出来ていることが分かる．実際に撮影した画像に関してカメ
ラの向きが同一方向を向くように撮影したが𝜑𝑙と𝜑𝑟の値が一致していない原因は全天球カ
メラを正確に同一方向に向くよう配置できなかったことからだと考えられる． 
自己位置推定に関しても CG画像では誤差も少なく正しく行えている．実際に撮影した
画像の場合はある程度の誤差はあるものの概ね正しく自己位置推定を行うことができた．
誤差が生じてしまう原因は全天球カメラの歪みにより理想的な正距円筒図に射影されてい
ないことが原因として考えられる． 
 
4.4.5  実験 3 の結果 
実験 2で推定した自己位置をもとに 3次元再構成実験を行う．実験 3で用いる画像は
CG画像と実際に撮影した画像 Dである．それぞれの画像において 3次元再構成を行った
結果を表で示す． 
 
4.4.5.1  CG画像での実験結果 
3次元再構成を行った箇所はチェッカーボードの全ての格子点である．まず，一番上の
行を 1行目としたとき各行で 3次元再構成を行った結果を表 4.9に示す．表 4.9の x[cm]
に示す値は各行において格子点を 3次元再構成したとき，それぞれの格子点の x座標の差
を平均した値である．各行において格子点の x座標の差は理想的には 2[cm]であることか
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ら各格子点の x座標が正しく求められているかを確認する．また，y[cm]に示す値は各行
において格子点を 3次元再構成したとき，y座標の平均を取った値である．y座標の理想
値は 5[cm]である． 
表 4.9  CG 画像で 3 次元再構成を行った結果 1 
 D cm x cm y cm xの誤差% yの誤差% 
1行目 7.741 1.979 4.958 1.073 1.350 
2行目 6.386 1.979 4.967 1.056 0.905 
3行目 5.382 2.022 4.986 1.084 1.152 
4行目 4.965 1.984 4.965 0.806 0.926 
5行目 5.357 1.989 4.975 0.527 0.818 
6行目 6.390 1.989 4.988 0.527 0.698 
7行目 7.790 1.984 4.986 0.782 1.148 
8行目 9.273 1.983 4.951 0.850 0.981 
 
 
 次に一番左の列を 1列目としたとき各列で 3次元再構成を行った結果を表 4.10に示
す．表 4.10の z[cm]に示す値は各列において格子点を 3次元再構成したとき，それぞれの
格子点の z座標の差を平均した値である．各列において格子点の z座標の差は理想的には
2[cm]であることから各格子点の z座標が正しく求められているかを確認する．また，
y[cm]に示す値は各行において格子点を 3次元再構成したとき，y座標の平均を取った値で
ある．y座標の理想値は 5[cm]である． 
表 4.10  CG 画像で 3 次元再構成を行った結果 2 
 D cm y cm z cm y の誤差% z の誤差% 
1列目 6.012 4.964 1.949 1.510 2.562 
2列目 6.540 4.885 1.875 2.298 6.263 
3列目 6.580 4.933 1.997 2.003 0.144 
4列目 6.734 5.033 1.986 0.715 0.681 
5列目 6.719 5.016 2.011 0.514 0.560 
6列目 6.663 4.967 1.981 0.660 0.942 
7列目 6.658 4.964 1.969 0.726 1.566 
8列目 6.690 4.990 2.011 0.590 0.556 
9 列目 6.708 4.986 1.942 0.408 2.914 
10 列目 6.641 4.963 1.972 0.733 1.379 
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11 列目 6.697 4.993 1.992 0.832 0.375 
 
4.4.5.2  実際に撮影した画像 Dでの実験結果 
3次元再構成を行った箇所は CG画像と同様にチェッカーボードの全ての格子点であ
る．まず，一番上の行を 1行目としたとき各行で 3次元再構成を行った結果を表 4.11に
示す．表 4.11の x[cm]に示す値は各行において格子点を 3次元再構成したとき，それぞれ
の格子点の x座標の差を平均した値である．各行において格子点の x座標の差は理想的に
は 2.2[cm]であることから各格子点の x座標が正しく求められているかを確認する．ま
た，y[cm]に示す値は各行において格子点を 3次元再構成したとき，y座標の平均を取った
値である．y座標の理想値は 9.796 [cm]である． 
表 4.11  実際に撮影した画像 D で 3 次元再構成を行った結果 1 
 D cm x cm y cm xの誤差% yの誤差% 
1行目 12.189 2.277 9.694 3.489 1.444 
2行目 11.099 2.295 9.823 4.305 1.522 
3行目 10.223 2.283 9.808 3.775 0.936 
4行目 9.849 2.292 9.831 4.173 1.078 
5行目 9.968 2.278 9.824 3.552 0.922 
6行目 10.601 2.276 9.830 3.463 0.816 
7行目 11.674 2.284 9.854 3.840 0.862 
8行目 12.972 2.286 9.817 3.915 0.700 
 
 次に一番左の列を 1列目としたとき各列で 3次元再構成を行った結果を表 4.12に示
す．表 4.12の z[cm]に示す値は各列において格子点を 3次元再構成したとき，それぞれの
格子点の z座標の差を平均した値である．各列において格子点の z座標の差は理想的には
2.2[cm]であることから各格子点の z座標が正しく求められているかを確認する．また，
y[cm]に示す値は各行において格子点を 3次元再構成したとき，y座標の平均を取った値で
ある．y座標の理想値は 9.796 [cm]である． 
表 4.12  実際に撮影した画像 D で 3 次元再構成を行った結果 2 
 D cm y cm z cm z の誤差% y の誤差% 
1列目 10.835 10.094 2.331 5.940 3.038 
2列目 11.259 9.983 2.306 4.798 1.912 
3列目 11.156 9.891 2.282 3.733 0.965 
4列目 11.069 9.801 2.281 3.686 0.046 
47 
 
5列目 10.978 9.712 2.272 3.295 0.857 
6列目 10.951 9.681 2.269 3.119 1.172 
7列目 10.957 9.693 2.255 2.516 1.052 
8列目 11.008 9.755 2.247 2.123 0.421 
9 列目 11.025 9.769 2.259 2.679 0.272 
10 列目 11.035 9.789 2.237 1.677 0.075 
11 列目 11.081 9.828 2.270 3.167 0.329 
 
4.4.6 実験 3 の考察 
  表 4.9から表 4.12から推定した自己位置をもとに 3次元再構成を行えていることがわ
かる．CG画像での実験では誤差が少なく正確に 3次元再構成ができているため提案した
手法の有効性が確認できた．実際に撮影した画像での結果では少なからず誤差が生じてい
るものの誤差は大きくても約 6%と良い結果が得られた．誤差が生じた原因として考えら
れるのは実験 2で推定した自己位置で誤差が生じていたことが理由として考えられる．数
パーセントの誤差が生じているものの理想値と実験値の差はわずか 0.1[mm]以内であるた
めよい実験結果が得られたと考える．  
 
4.5 むすび 
 本章では，第 3章で説明した提案手法の評価実験を行った．実験の結果から本手法の有
効性が確認できた．第 5章では本稿のまとめを述べる． 
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第5章 結論と今後の課題 
5.1 結論 
 本研究では，Equirectangular形式の全天球画像を用いて対応直線を検出する手法，検
出した対応直線をもとに全天球カメラの自己位置を推定する手法，推定した自己位置をも
とに 3次元再構成を行う手法を提案した．これらの手法を合わせることによって全天球カ
メラで撮影した動画像から環境地図作成を行うことができる． 
 直線検出手法においては必要な直線を正しく対応する部分同士を検出することができ
た． 
 自己位置推定に関しては従来の手法のようなカメラの内部パラメータを用いることなく
自己位置推定を行うことができた．これにより内部パラメータを測定する手間を省くこと
ができる．また，全天球カメラは全方位を撮影することができるため対応直線を用いて向
きを補正して自己位置推定を行うという全天球カメラの特性を活かした手法である．した
がって，全天球カメラを用いた自己位置推定手法としては有効であると考えられる． 
 
 最終的な目標であった 3次元再構成を行う実験では CG画像と実際に撮影した画像の二
つの環境において良好な結果が得られた．CG画像での実験において平均の誤差が一番大
きい箇所は約 2.6%であり，実際に撮影した画像での実験では約 6%と高精度な結果が得ら
れた．理想値と実験値の差は CG画像の実験ではほとんどの個所で 0.05[mm]であり，実
際に撮影した画像でもほとんどの個所で 0.1[mm]以内と極めて微小な差であった． 3次元
再構成の結果が良好に得られたことから提案した自己位置推定手法および 3次元再構成手
法が有効であると言える． 
 
 したがって，自己位置推定手法に関して多少誤差が生じたものの本研究で提案した手法
を用いて全天球カメラの自己位置推定，三次元再構成を行うことができることがわかっ
た．実際に撮影した画像では誤差が生じていたものの CG画像を用いた実験では誤差が少
なく自己位置推定と３次元再構成が行えていることから本手法は有効であると考えられ
る． 
 
5.2 今後の課題 
 今後の課題として以下の 2項目が挙げられる． 
 
・本研究で行なった実験では全て屋内で撮影を行った．しかし，屋外で実験を行なってい
ないため屋外で撮影した画像を用いて対応直線が検出できるかどうかが不明である．実験
結果などから考えると建造物が画像中に写っていれば問題なく対応直線が検出できると思
われる．しかし，大自然の中など建造物が映らない環境であると対応直線の検出は難しい
と考えられる． 
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・本研究で行なった実験は撮影された静止画を前提としている．静止画だけでなく動画を
入力してカメラの自己位置推定と３次元再構成を行えるようにしたい．また，リアルタイ
ム処理が現状ではできていないため処理の高速化も将来の課題である． 
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