Abstract It is widely recognized that optimization algorithm parameters have significant 11 impacts on algorithm performance, but quantifying the influence is very complex and 12 difficult due to high computational demands and dynamic nature of search parameters. The 13 overall aim of this paper is to develop a global sensitivity analysis based framework to 14 dynamically quantify the individual and interactive influence of algorithm parameters on 15 algorithm performance. A variance decomposition sensitivity analysis method, Analysis of 16 Variance (ANOVA), is used for sensitivity quantification, because it is capable of handling 17 small samples and more computationally efficient compared with other approaches. The 18 Shuffled Complex Evolution method developed at the University of Arizona algorithm 19 (SCE-UA) is selected as an optimization algorithm for investigation, and two criteria, i.e., 20 convergence speed and success rate, are used to measure the performance of SCE-UA. 21
and farmland. There are eleven rainfall gauges and one discharge gauge. The basin average 151 rainfall was calculated using the Thiessen method, and six flood data with different flood 152 magnitudes were used in calibration to represent the influence of data on SCE-UA 153 performance. 154 155 TOPMODEL is a physically based, variable contributing area model which combines the 156 advantages of a simple lumped parameter model with distributed effects (Beven and Kirkby, 157 1979) . Fundamental of TOPMODEL's parameterization are three assumptions: (1) 158 saturated-zone dynamics can be approximated by successive steady-state representations; (2) 159 hydrological gradients of the saturated zone can be approximated by the local topographic 160 surface slope; and (3) the transmissivity profile whose form exponentially declines along the 161 vertical depth of the water table or storage, is spatially constant. On the basis of above 162 mentioned assumptions, the index of hydrological similarity is represented as the topographic 163 index ln( / tan ) a  where a is the area per unit contour length and  is local slope angle.
164
The greater upslope contributing areas and lower gradient areas are more likely to be 165 saturated. More detailed description of TOPMODEL and its mathematical formulations can 166 be found in Beven and Kirkby (1979) . TOPMODEL has been widely used, because of its 167 relatively simple model structure (Blazkova and Beven, 1997 theoretical value of NSE is 1.0. As SCE-UA was set up for minimization problems in this 178 study, the following objective function was used in the TOPMODEL calibration 179
The best theoretical value of f is 0.0, while its true minimum value is unknown for real 181 calibration problems since model and data errors exist. and their interactions to reveal the influence of parameters on algorithm performance, as 190 shown in Fig. 1c where the influence on convergence speed and success rate is shown as a 191 three parameter case. It should be noted that the sample number for each parameter can be 192 different, that is, m1, mi and mn are not required to be equal in Fig. 1a . 193
194
The remainder of this section will illustrate the framework using SCE-UA algorithm and 195 selected calibration problems. Two algorithm performance criteria, convergence speed and success rate, were studied. These 213 two criteria are of concern for researchers (Duan et al., 1994; Behrangi et al., 2008a; Tolson 214 and Shoemaker, 2008). Convergence speed is assessed by averaging the best objective 215 function value f over several random seed trial runs at every function evaluation (Tolson 216 and Shoemaker, 2007; Tolson and Shoemaker, 2008) . In this study, 30 and 10 random seed 217 trial runs were used in benchmark function and TOPMODEL calibration, respectively. 218
Success rate measures the ability to find global optimal solutions (Duan et al., 1994) e is an error limit and specified by algorithm users; 224 N is the number of algorithm runs: for example, 30 and 10 runs were used in benchmark 225 function and TOPMODEL calibration problems respectively. The reasons why these numbers 226 of runs were used are explained in Section 4. Each parameter combination in Fig. 2 were used to represent P, alpha and beta, respectively, in the equations below. 234 235
Influence quantification 236
It has been argued that ANOVA approach is based on a biased variance estimator that 237 underestimates the variance when a small sample size is used (Bosshard et al., 2013 Based on ANOVA, the total sum of squares (SST) can be divided into sums of squares due to 247 the individual and interactive effects: 248
where SSA is the contribution of P; SSB is the contribution of alpha; SSC is the contribution 250 of beta; and SSI is the contribution of their interactions. 251
252
The terms can be estimated using the subsampling procedure as follows (Bosshard et al., 253 2013): 254 For the 6-dimensinal Rastrigin function, the influence of P increases and then decreases, 287 while the impacts of beta and alpha increase with an increase in function evaluation number. 288
The influence of alpha is larger than beta, and the influence of P at early stages is larger than13 alpha and beta. The interactions among P, beta and alpha have significant influence, 290 decreasing with an increase in function evaluations. Interactive impacts are larger than those 291 from any individual parameter at initial search stages, and have approximately the same 292 influence as P and alpha, but have a slightly larger influence than beta at later optimization 293 stages. For other 6-dimensional functions, similar results are shown; except that, for LM1, 294
LM2 and Levy at later stages, the influence of beta becomes larger than P, alpha and 295 interactions, and that the influence of alpha becomes the smallest. The differences result from 296 differences in benchmark functions, which implies that objective functions have influence on 297 algorithm performance and that using several test functions is necessary. 298
299
Comparing different dimensions at later stages, with a dimension increase, influence of P 300 increases but influence of beta decreases, whilst alpha influence and interactive influence 301 remain approximately the same, which indicates with an increase in dimensions the 302 importance of P increases but the importance of beta decreases. This information implies that 303 dimensions have influence on the performance of parameters, and that optimal parameter 304 values derived from low dimensional problems may not have optimal performance for high 305 dimensional problems. All results show that the contributions from various sources become 306 almost constant at the end of the search process, indicating that 1000 function evaluations are 307 sufficient. 308 309
Success rate analyses 310
The contributions to success rate based on the 30 random seed trial runs are shown in Fig. 4  311 under an error level of 0.001 in terms of benchmark function calibration. The error level 312 represents the absolute differences between an optimal objective function value found at the 313 end of the optimization and a real optimal value, and is subjectively selected: for example, 314 Comparing results in each panel, differences can be attributed to the different roles that 372 parameters play in the SCE-UA calibration processes, while differences among panels result 373 from the influence of data. The complex number P controls information exchange among 374 complexes; with an increase in model evaluations, information exchange among complexes 375 doesn't provide more positive influence in searching for optimal solutions compared with 376 early stages, which implies the complex number has significant influence on the searching 377 speed at early stage. However, for alpha, much more positive influence arises with an 378 increase in model evaluations. Comparing Fig. 3 and Fig. 6 , the influence of beta is the 379 smallest in Fig. 6 , which is different from the results of the 6-dimensinal functions in Fig. 3 . 380
This difference results from objective functions and errors in data used in and 7f show the contribution of beta is larger than P, and Fig. 7b shows contributions of beta 395 and P are equal. These differences may result from different flood data and optimal objective 396 function values: for example, the optimal objective function value is 0.0223 for Fig. 7a, and  397 is 0.193 for Fig. 7d . This implies that calibration data have impacts on the parameter 398 influence, and therefore using several flood data sets is necessary. Compared with Fig. 4 , 399 similar results can be obtained, which indicates that the results could be applicable to other 400 calibration problems. 401
402
In Fig. 5b , the success rate has several peaks, and these peaks are the results of some good 403 parameter combinations that have relatively small P values (smaller than 5), which may be 404 because the smaller dimension 6 and limited model evaluations (Duan et al., 1994) . When 405 dimension increases, required P and model evaluation number should increase to obtain high 406 success rate (Duan et al., 1994 ). This information implies P has large influence on greater 407 success rate, which is different from Fig. 7a where interactions contribute the majority of the 408 variance. This difference is resulted from the differences in definitions of success rate and 409 variance: success rate measures the ability of finding optimal results, but variance measures 410 the changes of this ability along the variations of parameter values. This information implies 411 that larger influence does not guarantee greater success rate. Another error limit 0.005 was 412 also analyzed, and similar results are obtained. 413 In the study by Duan et al. (1994) , the importance of P was stressed, and it suggested that P 441 should increase with an increase in the difficulty of model calibration problems to obtain a 442 high success rate. However, our study reveals that alpha could have a larger influence than P 443 on success rate, and more importantly, the interactions could play an important role in success 444 rate. This information will help optimization algorithm parameter selections in hydrological 445 model calibration, and promote further development in searching for optimal parameters for 446 SCE-UA given consideration of parameter interactions. The proposed framework can guide efforts to calibrate algorithm parameters to improve 534 computational efficiency in hydrological model calibration processes. In the future, a 535 sensitivity-based parameter auto-adjusting approach will be studied for SCE-UA. 
