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Resum 
Aquest projecte es basa en la detecció, seguiment i posterior anàlisi del moviment 
d’organismes vius mitjançant tècniques de visió per computador. 
L’objectiu és el de poder estudiar els moviments realitzats per exemplars de dàfnia magna, 
organismes planctònics invertebrats els quals modifiquen el seu comportament vers a diferents 
canvis en el seu medi. S’han utilitzat diferents algorismes per tal de resoldre les tres grans 
problemàtiques. En primer lloc, per tal de detectar els organismes s’ha utilitzat un operador laplacià 
de Gauss. Per al seguiment s’ha fet ús dels Filtres de Kalman que combinat amb l’algorisme 
Hungarian ens ha permès resoldre l’assignació a cadascun dels organismes observats en cada 
instant. El codi s’ha desenvolupat dins l’entorn Matlab utilitzant les eines que ja incorpora com 
GUIDE per la creació de la interfície o diversos algorismes que ens ajuden en el tractament de les 
imatges. Dins del projecte, i per tal de poder obtenir unes bones imatges, s’ha dissenyat i construït 
una estructura de subjecció de tots els elements de gravació. 
Finalment, s’han afegit un conjunt de funcionalitats que permeten tractar els resultats 
extrets adaptant-se a les necessitats de l’Institut de Diagnosi Ambiental i Estudis de l'Aigua (IDAEA-
CSIC). 
 
Darrera modificació d’aquest document: 18 de Juny de 2017  
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Resumen 
Este proyecto se basa en la detección, seguimiento y posterior análisis del movimiento de 
organismos vivos mediante técnicas de visión por computador. 
El objetivo es el de poder estudiar los movimientos realizados por ejemplares de daphnia 
magna, organismos planctónicos invertebrados que se caracterizan por modificar su 
comportamiento frente a cambios en el medio en el que se encuentran. Se han utilizado diferentes 
algoritmos para poder resolver las diferentes problemáticas. En primer lugar, para poder detectar 
los organismos se ha recurrido a un operador Laplaciano de Gauss. Para el seguimiento se han 
utilizado los filtros de Kalman que combinado con el algoritmo Hungarian nos ha permitido resolver 
el problema de asignación de cada uno de los organismos observados en cada instante. El código 
ha sido desarrollado íntegramente usando el entorno Matlab utilizando las herramientas que ya 
incorpora, como GUIDE para la creación de la interface gráfica o los diferentes algoritmos pre-
compilados utilizados para el tratamiento de imágenes. Dentro del proyecto, y con la necesidad de 
obtener unas buenas imágenes, se ha diseñado i construido una estructura que fijaba todos los 
elementos de grabación. 
Finalmente se han añadido un conjunto de herramientas para poder tratar los resultados 
extraídos adaptándolas a las necesidades del Instituto de Diagnosis Ambiental y Estudios del Agua 
(IDAEA-CSIC). 
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Abstract 
This project is based on the detection, monitoring and subsequent analysis of the motions 
of living organisms using computer vision techniques. 
The objective is to study the daphnia magna specimens’ moving, invertebrate planktonic 
organisms which change their behaviour under different variations in their environment. To solve 
the diverse issues arising the addressed problem we have used three different algorithms. In first 
place, to detect organisms, we used the Gaussian Laplacian operator. Then to track the daphnia we 
used the Kalman Filters which combined with the Hungarian algorithm has allowed us to solve the 
allocation problem step by step. The code has been developed in the Matlab platform using the 
tools that it already incorporates, like Guide for the creation of the graphical interface or the 
different precompiled algorithms used for the treatment of images. Within the project, to achieve 
better results by obtaining good images, we have designed and built a fastening structure for all the 
filming elements.   
Finally, a set of tools has been added to treat the results, adapting those tools to the 
Institute of Environmental Diagnosis and Water Studies (IDAEA-CSIC) in order to provide the 
research team with a useful tool for their studies. 
 
Seguiment d’exemplars de dàfnies mitjançant visió per computador 
  iv 
Agraïments 
Aquest treball simbolitza el final d’un procés iniciat fa uns anys per tal de poder unir una de les 
meves grans passions amb la meva vida laboral. M’agradaria agrair a tothom que ha fet possible 
que hagi arribat fins aquí, especialment a la meva família, a la Maixa i als meus amics incondicionals. 
També agrair a l’Institut de Robòtica i Informàtica industrial aquesta oportunitat. 
  
Seguiment d’exemplars de dàfnies mitjançant visió per computador 
  v 
Índex 
Resum .................................................................................................................................. i 
Resumen ............................................................................................................................. ii 
Abstract ............................................................................................................................. iii 
Agraïments ......................................................................................................................... iv 
1. Context ........................................................................................................................1 
1.1. Contextualització del problema ................................................................................................... 1 
1.2. Actors .............................................................................................................................................. 1 
1.3. Formulació del problema .............................................................................................................. 2 
1.3.1. Formulació ............................................................................................................................. 2 
1.3.2. Objectius del treball .............................................................................................................. 3 
1.3.3. Algorismes.............................................................................................................................. 3 
2. Estat de l’art .................................................................................................................5 
2.1. Visió global de la visió per computador....................................................................................... 5 
2.1.1. Breu història........................................................................................................................... 5 
2.1.2. Detecció i seguiment d’elements en moviment ................................................................. 5 
3. Planificació ...................................................................................................................7 
3.1. Planificació temporal inicial .......................................................................................................... 7 
3.1.1. Estudis previs ......................................................................................................................... 8 
3.1.2. Inici del projecte .................................................................................................................... 8 
3.1.3. GEP.......................................................................................................................................... 8 
3.1.4. Disseny i desenvolupament de la interfície......................................................................... 9 
3.1.5. Construcció del hardware de gravació ................................................................................ 9 
3.1.6. Implementació primera versió (Alpha) ............................................................................. 10 
3.1.7. Desplegament de l’aplicació .............................................................................................. 11 
3.1.8. Documentació...................................................................................................................... 11 
3.1.9. Diagrama de Gantt ............................................................................................................. 12 
3.2. Planificació final ........................................................................................................................... 12 
3.2.1. Desviaments de la planificació inicial ................................................................................ 12 
3.2.2. Diagrama de Gantt final ..................................................................................................... 13 
4. Gestió econòmica i de recursos ..................................................................................14 
4.1. Identificació dels costos .............................................................................................................. 14 
4.1.1. Costos dels recursos humans ............................................................................................. 14 
4.1.2. Costos dels recursos de hardware ..................................................................................... 14 
4.1.3. Costos dels recursos de software ....................................................................................... 17 
4.1.4. Pressupost total ................................................................................................................... 17 
Seguiment d’exemplars de dàfnies mitjançant visió per computador 
  vi 
5. Estudis previs .............................................................................................................18 
5.1.1. Estudi de projectes anteriors .............................................................................................. 18 
5.1.2. Eines de programació: L’entorn Matlab ........................................................................... 19 
6. Algorismes .................................................................................................................21 
6.1.1. Preparació prèvia de la imatge .......................................................................................... 21 
6.1.2. L’operador Laplacià de Gauss : Detecció .......................................................................... 22 
6.1.3. Els Filtres de Kalman: Seguiment ....................................................................................... 24 
6.1.4. L’algorisme Hungarian: Assignació ................................................................................... 26 
7. Requeriments, disseny i desenvolupament .................................................................28 
7.1. Requeriments de l’usuari ............................................................................................................ 28 
7.2. Disseny i desenvolupament de la interfície gràfica .................................................................. 28 
7.3. Disseny i construcció dels elements de suport ......................................................................... 31 
7.4. Proves de funcionament ............................................................................................................. 32 
8. Implementació i desplegament...................................................................................34 
8.1. Implementació versió Alfa .......................................................................................................... 34 
8.2. Desplegament final ...................................................................................................................... 34 
9. Anàlisi de l’impacte ambiental ....................................................................................36 
9.1. Anàlisi de l’impacte econòmic .................................................................................................... 36 
9.2. Anàlisi de l’impacte social ........................................................................................................... 36 
9.3. Anàlisi de l’impacte ambiental ................................................................................................... 36 
10. Conclusions i futures vies ........................................................................................37 
11. Bibliografia .............................................................................................................38 
Annex A .............................................................................................................................41 
A1. Guia d’ús de l’aplicació ................................................................................................................ 41 
 
Seguiment d’exemplars de dàfnies mitjançant visió per computador 
  1 
1. Context 
1.1. Contextualització del problema 
Actualment ens trobem exposats a més de 100.000 productes químics fabricats [1] . Els 
processos per avaluar la seguretat d’aquestes substàncies son lents i costosos fins al punt que 
només el 5% han estat analitzats tot i saber que l’OMS ha determinat que el 8,3% de totes les morts 
provenen de només el 14% d’aquestes substàncies químiques. Aquestes proves es realitzen 
proactivament després d’una crisi de salut. La manca d’informació sobre la toxicitat dels diferents 
productes químics fa que els intents per regular-los no aconsegueixin l’èxit esperat. És per aquest 
motiu que neix el projecte Mapping The Chemosphere[2], que uneix experts d’arreu del món amb 
les tecnologies més avançades per tal de determinar quins d’aquests elements estan en nivells més 
alts d’exposició i quins d’ells son nocius per la salut. 
1.2. Actors 
En aquest projecte han intervingut tres entitats. En primer lloc tenim a l’Institut de 
Diagnòstic Ambiental i Estudis de l’Aigua (IDAEA) que pertany al Consell Superior d’Investigacions 
Científiques (CSIC). L’IDAEA té com a objectiu l’estudi dels canvis naturals i antropogènics donats 
als ecosistemes mitjançant tècniques químiques i geoquímiques, principalment aquells que 
suposen increments de toxicitat a organismes i éssers humans. La segona entitat involucrada és 
l’Institut de Robòtica i Informàtica Industrial (IRI), centre d’investigació adherit a la Universitat 
Politècnica de Catalunya (UPC) i que pertany, igual que l’IDAEA, al CSIC. L’IRI te tres objectius 
principals: promoure la recerca fonamentalment en els camps de la robòtica i la informàtica 
aplicada, cooperar amb la comunitat en projectes industrials i oferir educació científica mitjançant 
cursos de postgrau. La tercera entitat que ha intervingut en aquest projecte és la Facultat 
d’Informàtica de Barcelona (FIB). 
L’encàrrec del software ve donat per part d’en Carlos Barata, investigador de l’IDAEA, a 
Josep M Porta i Francesc Moreno, que pertanyen a un dels grups de recerca de l’IRI. És a través 
d’ells que se m’assigna la tasca d’elaborar el software de seguiment de les dàfnies mitjançant la 
visió artificial com a treball final de grau en informàtica impartit a la FIB, sota la supervisió d’en René 
Alquézar Mancho, membre PDI de l’UPC i alhora sotsdirector / Vice-degà de la FIB. 
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1.3. Formulació del problema 
1.3.1. Formulació 
Dins del marc genèric descrit a la introducció, l’Institut de Diagnòstic Ambiental i Estudis de  
l’Aigua (IDAEA), encapçala una recerca amb diferents organismes aquàtics [3][4][5][6][7]. Aquests 
estudis permeten analitzar el comportament dels diferents organismes quan son sotmesos a 
l’exposició de diferents substàncies químiques dins el seu medi o d’altes tipus d’estímuls exteriors. 
Un d’aquests estudis es basa en l’observació de les dàfnies, que son uns petits crustacis planctònics 
que filtren l’aigua i tenen la propietat de mostrar-se molt sensibles als canvis en les condicions 
ambientals o a substàncies tòxiques. És per aquest motiu que son utilitzats com a biosensors per 
provar la qualitat de l’aigua [8][9]. 
 
 
Figura 1. Imatge d’una dàfnia magna utilitzant un microscopi òptic. 
 
Per realitzar els experiments es disposen un cert nombre d’exemplars en uns dipòsits de 
100ml, enregistrant-los amb una càmera de vídeo d’alta qualitat dotada amb una òptica i un filtre 
d’infrarojos, que permeten realitzar les gravacions a les fosques, durant un determinat període de 
temps. Un cop enregistrats els vídeos, és necessari extreure’n la informació, i fer-ho el més 
automàticament possible. És en aquest punt on, amb la intervenció de l’Institut de Robòtica i 
Informàtica Industrial de l’UPC, s’aporta una solució amb la adaptació d’un software de seguiment 
utilitzant visió per computador.  
Dins del camp de la Visió Artificial, el seguiment d’elements en moviment mitjançant vídeos 
és la base de moltes aplicacions. Aplicacions que van des de la producció de vídeos de vigilància 
remota, la robòtica, o fins i tot en jocs interactius. El procés de seguiment d’elements mitjançant la 
visió per computador es compon de tres fases, la detecció dels elements en moviment, el seguiment 
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dels mateixos a cada instant i la posterior anàlisi. Per tal d’obtenir els millors resultats, cal 
determinar quins algorismes s’adapten millor a cada una de les fases, triant-ne, d’entre les diferents 
solucions existents, els que millor s’adaptin a les nostres necessitats.  
1.3.2. Objectius del treball 
L’objectiu principal d’aquest TFG ha estat crear una eina que mitjançant una sèrie 
d’algorismes reconegui elements en moviment, els identifiqui en cada instant i en generi un arxiu 
amb dades fiables per tal de ser analitzades. Per realitzar aquest sistema s’han utilitzat algorismes i 
tècniques ja existents que resolen el problema, analitzant-los críticament per tal d’extreure-hi els 
seus avantatges i els seus inconvenients i escollir-ne aquelles més apropiades i eficaces segons els 
objectius d’aquest projecte. 
 L'automatització dels processos en les investigacions augmenta significativament les 
possibilitats de recerca. Fins ara, l’extracció de les dades per part de la IDAEA eren manuals, 
s’enregistren els vídeos i es feia el seguiment dels organismes de manera visual, endarrerint 
significativament l’obtenció de resultats, alhora que els resultats finalment obtinguts eren poc 
fiables. Amb la introducció del l’aplicació també s’han assolit certs objectius indirectes, com el fet 
d’escurçar al màxim el temps emprat en la recopilació de la informació necessària per realitzar els 
estudis del comportament dels organismes. També, implícitament, al reduir els temps també hem 
reduït els costos i hem augmentat la fiabilitat de la informació obtinguda. Això es tradueix en uns 
estudis més fidedignes  alhora que fem possible l’estudi de més substàncies en un termini de temps 
inferior. Per altra banda, dissenyar un entorn de treball intuïtiu, ha facilitat la feina dels científics 
permetent-los que es puguin centrar en les seves tasques de recerca, i augmenti la seva 
productivitat. 
1.3.3. Algorismes  
Els algorismes triats per resoldre el nostre problema son 3. En primer lloc utilitzem un 
operador laplacià de Gauss [10], abreviat molts cops com LoG. Resol el problema de la detecció 
d’elements en una imatge. Gracies a un seguit d’operacions prèvies de tractament d’imatges, s’ha 
facilitat la feina de l’algorisme, aconseguint reduir temps d’execució. En la segona i la tercera fase 
del problema combinem dos algorismes. En primer lloc, els Filtres de Kalman [11], que ens ajuden 
a preveure la posició següent dels elements detectats, mitjançant les dades rebudes de la càmera i 
les prediccions que aquest algorisme realitza, que juntament amb l’Algorisme Hungarian [12], 
encarregat d’assignar a cada detecció la predicció més propera, ens permet fer-ne el seguiment 
dels individus a cada instant. 
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2. Estat de l’art 
2.1. Visió global de la visió per computador 
La visió per computador, o visió artificial és una disciplina complexa que involucra altres 
ciències, incloent-hi estudis de física, matemàtiques, enginyeries i electrònica entre d’altres. El 
constant desenvolupament d’algorismes, funcions i aplicacions fa que sigui una disciplina en 
constant evolució. 
2.1.1. Breu història 
Els primers treballs relacionats amb la visió per computador daten dels anys 50, pensant-se 
aleshores que seria una tasca fàcil d’implementar i assolible en un termini de temps realment curt. 
Això es propiciat per els estudis realitzats per Roberts (1963) [13] i Wichman (1967) [14]. El primer 
demostra la possibilitat de processar una imatge digitalitzada per obtenir-ne la descripció 
matemàtica dels objectes que hi apareixien, i el segon presenta per primer cop una càmera de 
televisió connectada a un ordinador. Aquesta il·lusió durarà poc, els pocs avenços aconseguits i el 
fet que només es puguin aplicar a determinades imatges farà que es perdi la creença que la visió 
dels ordinadors serà tan trivial com la dels humans. Els següents estudis no sorgeixen fins els anys 
80, com son la detecció de textures de Haralik (1979) [15] i l’obtenció de la forma a través d’elles 
de Witkin (1981) [16]. Altres estudis destacats d’aquesta dècada son la visió estèreo (Mayhew i 
Frisby) [17], la interpretació de formes (Steven) i detecció de cantonades (Kitchen i Rosendfeld) 
[18], i la detecció de moviment (Horn) [19]. L’article mes rellevant serà el llibre de David Marr 
“Vision: a computational investigation into the human representation and processing of visual 
information” [20], on es desenvolupa per primer cop la metodologia complerta de l’anàlisi 
d’imatges mitjançant un ordinador. 
2.1.2. Detecció i seguiment d’elements en moviment 
Dins el camp de la Visió per Computador, la detecció i el seguiment d’elements en 
moviment té un paper molt significatiu. Principalment en la detecció de persones, però també en 
l’anàlisi de diferents objectes o, com en el nostre cas, l’estudi d’éssers vius per  tal de ser estudiats 
en diferents camps i amb diferents finalitats.  
Per a l’anàlisi i detecció del moviment cal descriure primer les dificultats que ens trobem al 
realitzar un treball d’aquest tipus. En primer lloc, l’objecte observat quan es mou també canvia la 
seva posició, canviant també l’aspecte. Això es degut al canvi de pla observat des de la càmera, que 
sol estar en un punt fixe. La il·luminació també influeix notablement a la cerca dels objectes en 
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moviment, la direcció, la intensitat i el color de la llum ambient influeixen en l’aspecte de l’objecte 
d’interès. Per altra banda trobem que la distorsió dels objectes captada per les càmeres deguda a 
un cert grau de soroll depenent de la qualitat dels sensors, fet que afecta al rendiment del seguidor. 
Finalment les oclusions, que poden ser degudes a altres objectes en moviment, problema al que 
clarament ens hem vist exposats en aquest projecte, o a oclusions degudes a objectes estàtics que 
dificulten la detecció. 
La diversitat de les problemàtiques fa que sigui necessària la utilització de diversos mètodes 
de detecció. El més populars son tres. En primer lloc la detecció de punts, que es realitza mitjançant 
la cerca de punts d’interès en imatges que tenen una textura expressiva en les seves respectives 
localitats. Un altre metodologia és la subtracció del fons, que prèvia obtenció de la imatge sense 
objectes, permet la localització del diferents elements en moviment obtenint-ne els píxels diferents 
en cada nova imatge. Finalment, un altre mètode molt utilitzat és el de la segmentació [21], que 
utilitza algorismes que divideixen la imatge en diferents regions que son posteriorment analitzades 
buscant similituds entre elles. Hi ha dos grans grups de metodologies de segmentació, les basades 
en moviments i les basades en característiques espai-temporals. 
Un cop resolt el problema de la detecció, és necessari realitzar l’anàlisi del moviment. En 
aquest cas, les tècniques es divideixen en dos grans grups, les que treballen en  dues dimensions 
(2D) i les que ho fan en tres (3D) [22]. En el primer grup trobem les tècniques basades en les 
discontinuïtats del flux òptic i les basades en la detecció dels canvis. En el grup de les que treballen 
en 3D hem de distingir dos grans algorismes, els de l’estructura a partir del moviment, anomenats 
també SFM (Structure from motion)[23] i els algorismes paramètrics. 
La darrera problemàtica és la del seguiment. Les tècniques de seguiment parteixen dels 
punts d’interès extrets a les fases de detecció. Aquesta característica fa que les tècniques de 
seguiment es puguin classificar en dos grans grups. El deterministes [24], on el cost ve determinat 
per una combinació de certes característiques com la proximitat, velocitat màxima, petits canvis de 
velocitat, moviments comuns, rigidesa i la uniformitat per la proximitat. I en segon lloc trobem les 
tècniques estadístiques, que utilitzen l’espai d’estats per modelar les propietats dels objectes, tals 
com la posició, la velocitat i l’acceleració. El mètodes més utilitzats son els Filtres de Kalman, el Filtre 
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3. Planificació 
3.1. Planificació temporal inicial 
● Estudis previs 
○ Estudi de projectes predecessors 
○ Estudi de solucions existents 
○ Estudi dels possibles algorismes 
● Inici del projecte 
○ Anàlisi dels algorismes 
○ Adaptació dels algorismes 
○ Tests dels algorismes i primeres proves 
● GEP 
○ Abast i contextualització 
○ Planificació temporal 
○ Gestió econòmica i sostenibilitat 
○ Presentació preliminar 
○ Presentació oral i document final 
● Disseny i desenvolupament de la interfície gràfica 
○ Adaptació a GUIDE 
○ Disseny de la interfície gràfica 
○ Desenvolupament de la interfície amb GUIDE 
○ Tests i validació 
● Construcció suport aparells de gravació 
○ Anàlisi dels elements i de l’entorn 
○ Disseny del suport 
○ Construcció del suport 
○ Muntatge i connexió dels diferents elements 
○ Validació i tests amb gravacions 
● Implementació versió Alfa 
○ Disseny  i desenvolupament final 
○ Validació i proves 
● Desplegament aplicació 
○ Modificacions de la versió alfa 
○ Implantació a l’IDAEA 
● Documentació 
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3.1.1. Estudis previs 
S’ha dut a terme una primera fase del projecte amb estudis de projectes previs que poguessin 
facilitar el desenvolupament de l’aplicació, així com la recerca dels algorismes més adients. Aquesta 
fase ha servit per determinar quins algorismes d’aquests s’utilitzaran en la nostra aplicació per 
extreure la informació necessària per tal de poder realitzar un bon disseny. 
 
Tasca Durada 
Estudi de projectes predecessors 15 h 
Estudi de solucions existents 15 h 
Estudi de possibles algorismes 15 h 
Total 45 h 
 
3.1.2. Inici del projecte 
Un cop analitzats els diferents estudis previs i determinat quins algorismes emprar en el 
codi a desenvolupar, s’havien d’analitzar be aquests algorismes per tal de poder integrar-los a la 
nostra aplicació. S’han adaptat fent proves amb vídeos enregistrats per el client final i verificat que 
s’obtenien uns resultats satisfactoris. 
 
Tasca Durada 
Anàlisi dels algorismes 12 h 
Adaptació dels algorismes 15 h 
Tests dels algorismes i primeres proves  8 h 
Total 35 h 
 
3.1.3. GEP 
Aquest fase ens ha servit per definir el context de l’aplicació i l’abast de la mateixa, estudiar 
els costos, les diferents metodologies de treball que s’han utilitzat, la forma de treballar, el procés 
de creació o l’impacte d’entre d’altres. 
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Tasca Durada 
Abast i contextualització 30 h 
Planificació temporal 12 h 
Gestió econòmica i sostenibilitat 12 h 
Presentació preliminar 12 h 
Presentació oral i document final 22 h 
Total 88 h 
 
3.1.4. Disseny i desenvolupament de la interfície 
Un cop fet els estudis previs, les primeres implementacions dels algorismes i l’estudi de les 
metodologies que s’han seguit durant el transcurs del projecte, és necessària una primera 
implementació de la interfície gràfica per tal de poder interactuar amb els usuaris finals. Disposar 
d’una primera versió ens ha permès obtenir el feedback del client i saber quines son les possibles 
millores a implementar o de quina manera ens podíem adaptar millor a les seves necessitats reals.   
 
Tasca Durada 
Adaptació al GUIDE de Matlab 12 h 
Disseny de la interfície gràfica 10 h 
Desenvolupament de la interfície amb GUIDE 50 h 
Tests i Validació 6 h 
Total 78 h 
 
3.1.5. Construcció del hardware de gravació 
Encara que aquesta part no estigui dins el marc d’un projecte d’informàtica, és necessari tenir 
un bon hardware d’on extreure les imatges per tal de millorar l’efectivitat del software. Des de 
l’Institut de Robòtica s’ha disposat dels recursos necessaris per tal d’acabar de dissenyar i construir 
aquesta part més mecànica del projecte. S’ha realitzat un estudi previ de les necessitats del equip, 
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valorant els diferents elements que intervenen, dipòsits, càmeres i elements d’il·luminació, però 
també les necessitats dels investigadors ja que era necessari realitzar les gravacions sense llum 
natural. Això ha estat determinant per dissenyar el suport en forma de caixa que permetés cobrir-
lo totalment. El suport s’ha construït íntegrament al IRI amb estructures fetes de perfils d’alumini 
estàndard i amb l’ajut d’un equip d’impressió 3D s’han construït els diferents elements de subjecció 
de la càmera, dipòsits i pantalla d’il·luminació. 
 
Tasca Durada 
Anàlisi dels element i de l’entorn 6 h 
Disseny del suport 6 h 
Construcció del suport 24 h 
Muntatge i connexió dels elements de gravació 6 h 
Validació i tests amb gravacions 4 h 
Total 46 h 
 
3.1.6. Implementació primera versió (Alpha) 
S’ha desenvolupat una primera versió totalment funcional del producte. La interacció amb el 
personal de l’IDAEA ha estat clau per tal de crear una interfície gràfica operativa i intentant cobrir 
totes les especificacions requerides. 
 
Tasca Durada 
Disseny final 12 h 
Desenvolupament 25 h 
Validació i proves 6 h 
Total 43 h 
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3.1.7. Desplegament de l’aplicació 
Finalment s’han incorporat a l’aplicació les millores proposades per els usuaris, incloent-hi 
algunes funcionalitats que necessitaven pel tractament de les dades. 
Tasca Durada 
Modificacions de la versió Alfa 25 h 
Implantació a l’IDAEA 10 h 
Total 35 h 
 
3.1.8. Documentació  
Tot aquest procés s’ha documentat en aquesta memòria i s’ha dotat als usuaris d’una guia d’ús 
que permet conèixer el complet funcionament de l’aplicació. Aquesta fase també inclou el temps 
dedicat a preparar la defensa i a realitzar la presentació final. 
 
Tasca Durada 
Documentació Guia d’usuari 12 h 
Memòria i preparació de la defensa 40 h 
Total 52 h 
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3.1.9. Diagrama de Gantt 
 
Figura 2. Diagrama de Gantt amb la previsió inicial.  
3.2. Planificació final 
3.2.1. Desviaments de la planificació inicial 
Alguns dels plantejaments inicials s’han vist alterats i per tal de no sortir-se dels terminis 
marcats a l’inici s’han pres certes decisions ja previstes a la fita inicial.  
El que ha fet endarrerir més la planificació ha estat la visita al centre d’investigació per tal 
de poder decidir quin seria l’equip necessari per poder tenir uns millors vídeos que donessin la 
certesa de que els resultats obtinguts serien fiables. Un cop realitzada la visita, el plaç de disseny i 
construcció del suport ha estat reduït a la meitat, fent que la planificació tornés a estar dins els 
terminis desitjats. 
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A les darreres setmanes també hi ha hagut novetats, el fet que els investigadors veiessin 
les possibilitats del software a incrementat en part les prestacions finals de l’aplicació, havent-hi de 
programar en aquests darrers dies part de software que no estava previst. 
3.2.2. Diagrama de Gantt final 
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4. Gestió econòmica i de recursos 
4.1. Identificació dels costos 
Els costos del projecte estan dividits en tres grups, el dels recursos humans, el dels costos 
del software i el dels costos del hardware, incloent-hi tant els materials adquirits com el cost 
provinent del propi manteniment d’aquest hardware. Pel desenvolupament del codi s’ha pogut 
aprofitar software privatiu però amb llicència gratuïta per a estudiants i docents, reduint clarament 
les despeses destinades als recursos de software. 
4.1.1. Costos dels recursos humans 
Els costos del actors involucrats en aquests projecte es poden veure esquematitzats en la 
següent taula, s’han calculat les hores de cada un de les persones que hi ha intervingut segons les 
hores d’implicació també reflectides al diagrama de Gantt.  
Rol Hores Preu hora Preu total 
Director del projecte 60 h 50 €/h 3000 € 
Programador 290 h 30 €/h 8700 € 
Mecànic 38 h 30 €/h 1140 € 
Dissenyador  16 h 30 €/h 480 € 
Avaluador 20 h 20 €/h 400 € 
Total 424 h  13720 € 
 
4.1.2. Costos dels recursos de hardware 
A continuació es mostren els costos provinents del material emprat durant tot el projecte. En 
primer lloc tenim els equips que s’han utilitzat per els diferents actors a les diferents tasques, 
seguidament es detallen els costos de la construcció del suport, costos extrets de les factures dels 
materials comprats a Sinergies i un pressupost dels 3D impresos a la impressora del mateix centre. 
I finalment s’adjunten les dades de tot el material necessari per poder fer les captures i enregistrar 
els vídeos. Aquestes dades han estat cedides directament de l’IDAEA i de l’IRI, corresponents als 
elements d’enregistrament d’imatges, aquaris per a les dàfnies, elements d’il·luminació i resta de 
material necessari.  
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Les estacions de treball 
Equips Preu 
MacBook Pro 13” 1999 € 
iMac de 27”  2099 € 
Toshiba Satellite Pro A40-C 825 € 
Total 4923 € 
 
Elements per l’enregistrament dels vídeos 
Equips Preu 
Càmera UI-5240CP-NIR-GL - 1280x1024-50i/s-Mono-CMOS-GigE   771,4 € 
Òptica 12mm HR 2/3” F1.45 C Ctor 125,71 € 
Filtro IBP850 para rosca M27.0x0.5 98,29 € 
Mounting Bracket uEye GigE CP 32 € 
Cable de 3m de conector HR6 sortida oberta, cab. unifilars 71,14 € 
Il·luminació Led Backlight Elit 220x220-IR850-24V-5mm 610,24 € 
Connector CCS 24V+cable per la font d’alimentació 24V 20 € 
2x Font d’alimentació 24V de sobretaula 69,06 € 
3 Cubetes Hellam, 100 mL model 740.000 OG sense tapa 225€ 
TOTAL 2022,84 € 
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Figures 4 i 5. Pressupostos de les estructures i de les peces impreses en 3D. 
 
Els costos dels elements de suport 
Equips Amortització 
Elements estructurals del suport 189,61 € 
Elements dels suport impresos en 3D 250,79 € 
Total 440,40 € 
 
Els costos finals tenint en compte l’amortització a 3 anys 
Equips Preu Vida útil Amortització 
Estacions de treball 4923 € 3 anys 1641 € 
Càmera i accessoris 2022,84 € 3 anys 674,28 € 
Suport per filmacions 440,40 € 3 anys 146,8 € 
Total 8715,24 €  2462,08 € 
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4.1.3. Costos dels recursos de software 
La utilització de software amb llicències per a estudiants i docents, així com eines de 
desenvolupament de codi obert ha fet que la repercussió econòmica del software sigui mínima. 
 
Producte Preu Vida útil Amortització 
Matlab / GUIDE 69 € 3 anys 23 € 
Atom 0 € 1 any 0 € 
GNU/Linux 0 € 3 anys 0 € 
Microsoft Office Home & Student 2016 144 € 3 anys 48 € 
Office Project (student) 0 € 3 anys 0 € 
Total 0 €  71 € 
 
4.1.4. Pressupost total 
Agafant els diferents costos de cada apartat resumim els costos totals del projecte en la següent 
taula: 
Concepte Costos amortitzats 
Cost de recursos humans 13720 € 
Cost del hardware 2462,08 € 
Cost del Software 71 € 
Total 16253,08 € 
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5. Estudis previs 
La primera fase del projecte ha estat la recerca d’estudis similars que ens donessin un punt de 
partida. També s’han estudiat les diferents eines d’aquests estudis i s’ha intentat trobar quina és la 
que millor s’adaptava al nostre projecte. També ens han guiat alhora de determinar els algorismes 
que havíem de fer servir en cadascuna de les fases. 
5.1.1. Estudi de projectes anteriors 
L’ús de la visió per computador per tal de realitzar el seguiment d’organismes vius amb 
finalitats científiques és una tècnica molt utilitzada, i que ha deixat al llarg dels anys un gruix 
important d’articles en els que es poden extreure conclusions necessàries per seguir en aquesta 
direcció. Al 1997, un grup d’investigadors del departament de Zoologia de la Universitat de 
Wisconsin, realitzen un seguiment en 3D de quatre clons de dàfnies dins un dipòsit amb la finalitat 
de mesurar els canvis en el seu comportament quan es modifiquen els aliments, la llum i la mida 
del dipòsit [26]. 
 Dos estudis de la Universitat de Lund a Suècia més recents ens mostren la viabilitat del 
projecte. En primer lloc, un estudi del Gener de 2013  utilitza nanopartícules fluorescents per tal 
d’aconseguir fer el seguiment de petits organismes aquàtics [27], les dàfnies, comparant-lo amb 
sistemes en que no utilitzen aquesta metodologia. Un segon estudi de novembre de 2013 ens 
adverteix de la importància de calibrar les càmeres per tal de fer un seguiment d’organismes 
planctònics [28] quan s’utilitzen dues càmeres simultàniament per obtenir dades 3D dels seus 
moviments. 
 Per últim, dins del projecte FENOMENO [29] de la Universitat de Siegen a Alemanya, s’està 
desenvolupant un estudi molt similar al executat en aquest projecte. En l’estudi es presenta un 
sistema de visió per computador que detecta canvis en el comportament de dàfnies magna sota la 
influència de nano-partícules de plata (Ag-NPs) en entorns aquàtics [30]. L’article mostra l’ús d’un 
hardware equipat amb dues càmeres que detecta fidelment els moviments dels organismes. 
Com veiem en les següents imatges, el projecte està en una fase avançada, en la que ja es 
disposa dels equips de gravació, i ja està determinat el software que s’utilitzarà en els experiments, 
alhora que es descarten altres  eines proposades en estudis anteriors (Prez-Escudero et al.[31]) com 
ZebraLab [32] per ser privatiu. En el projecte Fenomeno s’ha decidit utilitzar l’eina de ROS [33] i 
OpenCV [34] en C++. Tot i això, en el nostre projecte utilitzarem MatLab veient les grans possibilitats 
que ens ofereix, la seva versatilitat en front al sistema operatiu en el que es treballi i alhora el fet 
de poder contrastar amb altres estudis realitzats com hem comentat en aquest apartat. 
Seguiment d’exemplars de dàfnies mitjançant visió per computador 
  19 
    
Figura 6 i 7: Hardware utilitzat en el projecte Fenomeno 
 
     
Figura 8, 9 i 10: Primers resultats de projecte Fenomeno 
5.1.2. Eines de programació: L’entorn Matlab 
El codi font d’aquest projecte s’ha realitzat en l’entorn Matlab® (MATrix LABoratory), eina 
de software matemàtic que te el seu propi llenguatge de programació (llenguatge M) i ofereix un 
IDE propi (Entorn de Desenvolupament Integrat). Es troba disponible a les principals plataformes 
tals com Windows, MAC OS X o GNU/Linux i s’utilitza de manera generalitzada per enginyers i 
científics. Això es deu a que té com estructura bàsica de dades les matrius, és a dir, un conjunt 
ordenat d’elements reals. Aquest tipus de dades és idoni per a la representació d’imatges, veient-
les com un conjunt de píxels que contenen la informació necessària per ser representats, colors, 
lluminositat, to i saturació en el cas de codificacions RGB o CMYK, propietat que ens permet 
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treballar les imatges amb una gran agilitat. A part de la manipulació de matrius te altres prestacions, 
com la representació de dades i funcions gràficament o el desenvolupament d’algorismes i 
aplicacions que poden ser integrats en altres llenguatges. 
 A les característiques principals de MatLab hem d’afegir els mòduls ja integrats, com 
Simulink o GUIDE. Simulink és una plataforma que ens permet simular sistemes dinàmics mitjançant 
una interfície basada en blocs, permetent afegir paquets de blocs que amplien les possibilitats. I 
GUIDE, és un editor d’interfícies gràfiques d’usuari que ens permet crear aplicacions i que s’utilitza 
en aquest projecte. 
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6. Algorismes 
Un cop decidit l’entorn, s’han escollit els algorismes i s’han adaptat a les nostres necessitats. 
Com hem comentat abans, i per tal de cobrir les diferents fases en la solució de la problemàtica de 
realitzar el tracking dels organismes vius, hem decidit utilitzar tres algorismes, en primer lloc un 
l’operador Laplacià de Gauss (LoG), algorisme que ens ha permès detectar els organismes vius en 
cada frame del vídeo enregistrat. En segon lloc s’han utilitzat l’algorisme dels Filtres de Kalman i 
l’algorisme Hungarian, que ens ha permès realitzar el seguiment, corregint les deteccions 
obtingudes i reproduir uns recorreguts prou fidedignes.  
6.1.1. Preparació prèvia de la imatge 
Abans de poder realitzar les cerques dels organismes de les imatges ha fet falta realitzar 
algunes operacions per tal d’assegurar un resultat òptim. El primer pas a realitzar ha estat dividir el 
vídeo d’entrada en imatges successives. En les primeres proves realitzades amb l’operador laplacià 
es va veure que era necessari centrar-se en les zones on hi havia individus, això ens ha dut a crear 
una màscara que ens permet evitar deteccions fora dels aquaris i també evitar detectar els reflexos 
que es donen a les parets dels dipòsits. 
     
Figures 11 i 12. Imatges d’un frame i la màscara. 
Realitzant diverses proves, i veient altres solucions també vam veure que era necessari 
extreure els organismes del fons, ja que en algunes filmacions l’algorisme detectava gotes d’aigua 
com a organismes vius, o alguna ombra de mateix dipòsit també que en podia ser causa de 
deteccions errònies. Per tal de trobar el fons de les imatges des del mateix vídeo s’ha extret la 
mediana utilitzant una de cada cent imatges del total del vídeo. Un cop obtinguda la imatge 
“background” s’ha realitzat una operació de diferència entre el fons i la imatge a tractar i 
posteriorment s’ha eliminat la màscara. 
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Figures 13 i 14. Imatge del background i del resultat de les operacions realitzades. 
Aquestes operacions han augmentat notablement l’eficàcia de l’algorisme de detecció, fet que 
ha incrementat l’eficàcia en la posterior anàlisi del moviment. Els errors en la fase de detecció 
ocasionava que el seguiment dels organismes no detectés durant un llarg període de temps algunes 
de les dàfnies, perdent massa vegades la correlació dels individus entre les imatges.  
6.1.2.  L’operador Laplacià de Gauss : Detecció 
Un dels primers i més comuns detectors de regions es basa en el operador Laplacià de Gauss 
(LoG). Donada una imatge discreta d’entrada en dues dimensions ⨍(x,y), es forma una imatge 3D 
discreta escala-espai de volum L(x,y,t), y un punt es considera com una regió clara si el valor en 
aquell punt és mes gran que els valor en els seus 24 veïns (i menor per a les regions fosques).  
Aquesta interpretació de la regió proporciona una definició matemàtica precisa del que entenem 
per “regió”, que ens dur a un algoritme eficient y robust per a la detecció de regions. 
 
Equació 1. Equació de L’operador Laplacià de Gauss 
 
Figura 15. La Gaussiana G(x,y) i la seva primera i segona derivades G’(x,y) i ∆G(x,y) 
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Per tal de detectar els elements de la imatge s’han d’ajustar els paràmetres. Depenent del 
l’alçada i el valor sigma podem detectar “regions” d’interès zones més grans o més petites. Si 
augmentem aquests dos valors les regions ha detectar també seran més grans. 
 
hsi zeh = 23;  % you will need t o it erati ve t est t hese val ues t wo val ues.  
si gmah = 6;   % t he bi gger t hey are, t he l arger t he bl ob t hey will fi nd!  
h = f speci al('l og' , hsi zeh, si gmah); 
subpl ot(121); i magesc( h) 
subpl ot(122); mesh( h) 
col or map(j et) 
 
Figura 16. Gaussiana extreta del nostre codi, amb valors h-size = 23 i sigma-h = 6 
 
img2 = backGround;  %Using the background extracted  
img2 = rgb2gray(img2); 
mask = imread(fullfile(videoPath,'mask4.jpg')); 
mask = rgb2gray(mask); 
path = fullfile(videoPath,'images'); 
f_list =  dir(fullfile(path,'*jpg')); 
X = cell(1,length(f_list)); %detection X coordinate indice 
Y = cell(1,length(f_list));  %detection Y coordinate índice 
for i = 1:frame_step:length(f_list)-1 
    img_name = fullfile(path,f_list(i).name); 
    image = (imread(img_name)); 
    img1 = rgb2gray(image); 
    img = imabsdiff(img2, img1); 
    img(mask >= 250) = 0; 
    img(img<=10) = 195;  c extracting the parts detected on the image 
    img_tmp = double(img);  
    img = img_tmp(:,:,1); 
    blob_img = conv2(img,h,'same');  %using the blob filter 
    idx = find(blob_img < 0.65); %threshold of the detections 
    blob_img(idx) = nan ; 
    [zmax,imax,zmin,imin] = extrema2(blob_img); %extracting the positions 
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Figura 17 i 18. Imatge inicial i imatge resultant amb els paràmetres calibrats. 
6.1.3. Els Filtres de Kalman: Seguiment 
El filtre de Kalman és un algorisme que permet resoldre problemes d’estimació de variables 
d’estat en un sistema dinàmic, resolent de forma òptima tenint en compte el soroll present tant en 
les variables preses com en les de control. Per poder treballar amb els filtres de Kalman hi ha algunes 
premisses, el sistema ha de ser lineal, es parteix d’una equació d’estat que descriu el comportament 
dinàmic i una equació de mesurament que descriu la relació entre les variables d’estat i la sortida 
dels sensors, les dues descrites en temps discret. També hem de conèixer l’estadística del soroll de 
mesura i el soroll del sistema, ambdós independents entre si, amb mitja igual a zero i distribució de 
probabilitat normal (Gaussiana i unimodal, té un sol màxim on està concentrada la mitjana). 
Alguns exemples d’ús dels filtres de Kalman son: 
- L’estimació de posició i orientació d’un robot a partir d’una composició de càmeres fixes. 
o Kalman utilitza la informació de les càmeres alhora que la combina amb la 
dinàmica del moviment del robot, que també té un error acumulatiu. 
- L’estimació de l’orientació a partir d’unitat de mesura inercial. 
- Va ser bàsic per predir la posició de la primera càpsula que va aterrar a la lluna. 
- L’estimació de la posició relativa a partir de sensors de rang (ultrasònica, infraroja o làser, 
que son sensors amb molt de soroll). 
Observem tres fases clares dins l’algorisme. La primera, la de predicció, en la que d’una manera 
automàtica es prediu on estarà situat de nou cada element a partir de les equacions de moviment 
i velocitat, utilitzem 𝑥 per denotar les posicions de la fase de predicció. 
?̂? = 𝐴?̂?𝑘−1 + 𝐵𝑢𝑘−1                         Equació 2. 
Així dons, segons la posició anterior de cascun dels individus ?̂?𝑘−1 multiplicat per la velocitat 
més un soroll que estipularem segons el nostre error de mesura de la càmera, determinarem la 
posició probable a la que es trobaran cascun dels individus analitzats i detectats en la fase anterior. 
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La segona fase és la de detecció i assignació. En aquesta fase es realitza la detecció dins el 
frame analitzat com a “següent” de tots els individus, donant una posició x i y per a cadascun. 
Posteriorment, i gracies a l’algorisme Hungarian, decidirem quina de les deteccions pot 
correspondre a cadascuna de les prediccions fetes en el pas anterior, així, si els elements detectats 
corresponen en número als elements predits en l’anterior detecció, s’estimarà la millor posició 
corresponent. Aquesta fase pot eliminar algunes deteccions perquè la posició detectada és molt 
llunyana a la posició estimada. Valor que s’ha hagut d’adaptar als nostres individus en la fase 
d’estudi dels algorismes. 
Finalment, i amb l’ajut dels càlculs dels filtres de Kalman,  corregim les posicions estimades-
detectades a una posició semblant a la real. Per a aquesta fase s’utilitzen dues formules: 
𝐾𝑘 =  𝑃𝑘
−𝐶𝑇(𝐶𝑃𝑘
−𝐶𝑇 +  𝐸𝑧)
−1               Equació 3. 
𝑃𝑘 = (𝑙 − 𝐾𝑘𝐶)𝑃𝑘
−                                    Equació 4. 
On  𝐾𝑘 és l’anomenat “guany de Kalman” i   𝑃𝑘 correspon a l’actualització de la matriu de 
covariància. A partir d’aquí determinem la nova posició per a cada element: 
?̂?𝑘 = ?̂?𝑘 + 𝐾𝑘(𝑧𝑘 − 𝐶?̂?𝑘
−)                      Equació 5. 
Aquestes fases es repeteixen a cada iteració, modelant frame rere frame el moviment de 
cada individu del sistema. 
En el nostre codi, primer es defineixen els paràmetres necessaris per tal de realitzar un bon 
seguiment, aquests paràmetres es modifiquen directament a la interfície gràfica, igual que en 
l’anterior algorisme, permetent adaptar el codi a els possibles canvis donats en els vídeos. Aquests 
paràmetres per defecte son: 
 
u = 0.2; % define acceleration magnitude to start 
DaphAccel_noise_mag = 0.5; %process noise: the variability in how fast the daphnia 
        is speeding up (stdv of acceleration: meters/sec^2) 
tkn_x = .1;  %measurement noise in the horizontal direction (x axis). 
tkn_y = .1;  %measurement noise in the horizontal direction (y axis). 
Ez = [tkn_x 0; 0 tkn_y]; 
Ex = [dt^4/4 0 dt^3/2 0; 0 dt^4/4 0 dt^3/2; dt^3/2 0 dt^2 0; ... 
    0 dt^3/2 0 dt^2].*DaphAccel_noise_mag^2; % Ex convert the process noise (stdv) into covariance matrix 
P = Ex; % estimate of initial Daphnia position variance (covariance matrix) 
%% A physics based model for where we expect the Daphnia to be [state transition (state + velocity)] + [input 
control (acceleration)] 
A = [1 0 dt 0; 0 1 0 dt; 0 0 1 0; 0 0 0 1]; %state update matrice 
B = [(dt^2/2); (dt^2/2); dt; dt]; 
C = [1 0 0 0; 0 1 0 0];  %this is our measurement function C, that we apply to the 
state estimate Q to get our expect next/new measurement 
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Un cop prefixats els valors necessaris per executar el algorisme carreguem la imatge i 
s’executa  el primer pas del filtre de Kalman: 
     
    img_tmp = double(imread(f_list(t).name)); % load the image 
    img = img_tmp(:,:,1); 
    Q_loc_meas = [X{t} Y{t}];% make the given detections matrix 
 
    %% The kalman filter 
    % Predict next state of the flies with the last state and predicted motion. 
    nD = size(X{t},1); %set new number of detections 
    for F = 1:nF 
        Q_estimate(:,F) = A * Q_estimate(:,F) + B * u; 
    end 
    %predict next covariance 
    P = A * P* A' + Ex; 
    % Kalman Gain 
    K = P*C'*inv(C*P*C'+Ez); 
El següent pas és l’assignació de cada detecció a cada estimació utilitzant l’algorisme 
Hungarian, algorisme explicat en el següent punt. 
 
%% now we assign the detections to estimated track positions 
%make the distance (cost) matrice between all pairs rows = tracks, coln = 
%detections 
est_dist = pdist([Q_estimate(1:2,1:nF)'; Q_loc_meas]); 
est_dist = squareform(est_dist); %make square 
est_dist = est_dist(1:nF,nF+1:end) ; %limit to just the tracks to detection distances 
     
[asgn, cost] = assignmentoptimal(est_dist); %do the assignment with hungarian algo 
asgn = asgn'; 
% ok, now we check for tough situations and if it's tough, just go with estimate and ignore the data 
%make asgn = 0 for that tracking element 
Posteriorment es determina si la detecció i l’observació corresponen, sinó s’eliminen les 
traces perdudes. Un cop actualitzades les dades s’actualitza la matriu de covariància, i es 
guardarden les posicions obtingudes. 
 
% update covariance estimation. 
P =  (eye(4)-K*C)*P; 
     
%% Store data 
Q_loc_estimateX(t,1:nF) = Q_estimate(1,1:nF); 
Q_loc_estimateY(t,1:nF) = Q_estimate(2,1:nF); 
Finalment s’analitza la cerca i es verifica si hi ha noves traces i actualitzant, bàsicament, 
qualsevol detecció que no hagi estat assignada en el procés. 
6.1.4. L’algorisme Hungarian: Assignació 
Com hem comentat en les fases dels filtres de Kalman, en concret en la fase d’assignació, 
l’algorisme Hungarian ens ajuda a resoldre el problema de decidir quina de les deteccions correspon 
a predicció feta a la primera fase de l’algorisme. L’algorisme Hungarian és un algorisme 
d’optimització que resol problemes d’assignació en temps Ο(n3). 
L’algorisme desenvolupat per Kuhn està basat en els primers treballs de dos matemàtics 
hongaresos: Dénes König i Jenö Egerváry, d’on prové el seu nom. El gran avantatge del mètode de 
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Kuhn és que és fortament polinòmic, cosa que redueix la seva complexitat computacional. 
L’algorisme Hungarian construeix una solució del problema primal partint d’una solució no 
admissible (que correspon a una solució admissible del dual) fent-la a poc a poc més admissible. 
 Les fases de l’algorisme son: 
- Fase 1: creació de la matriu MxM i detecció de l’element mes petit de cadascuna de les 
files. 
- Fase 2: Construcció d’una nova matriu MxM, en la qual es restarà a cada fila el valor mínim 
trobat per a cadascuna d’elles a la fase 1. 
- Fase 3: Ara realitzarem el mateix per a les columnes, però en el cas en que existeixi un valor 
0, la resta no alterarà cap valor de la columna, obtenint com a matriu resultant la matriu 
de costos reduïts. 
- Fase 4: es marquen amb línies verticals i horitzontals o ambdues amb l’objectiu de cobrir 
tots els zeros de la matriu de costos reduïts amb el menor número de línies. Ara es faran 
iteracions del la cinquena fase fins a trobar la matriu d’assignació, això succeirà quan el 
número de línies sigui igual al nombre de files i columnes. 
- Fase 5: En aquesta fase es busca el menor dels elements de tota la matriu no coberts a les 
línies de la fase 4, alhora es restarà aquest valor a la resta d’elements lliures de línies i 
sumant-lo al les caselles de les interseccions de les línies. 
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7. Requeriments, disseny i desenvolupament 
7.1. Requeriments de l’usuari 
El disseny final de l’aplicació havia de cobrir diferents requeriments que es van transmetre 
per part del personal de l’IDAEA, tant a nivell funcional com en estètica, eficiència o de software. 
Les demandes de l’usuari van ser: 
- Identificació i seguiment dels organismes. 
- Entorn simple i intuïtiu.  
- Algorismes eficients. 
- Software desenvolupat per a aplicacions de les quals el CSIC disposa de llicència o de 
software lliure. 
- Certes funcionalitats que gestionin les dades obtingudes per tal d’evitar l’ús d’altres eines. 
- Tot i això, també requeria la generació de dades en un format que permetés la posterior 
anàlisi amb d’altres aplicacions. 
Un cop determinades quines eren les necessitats de l’aplicació, s’ha procedit a dissenyar un 
entorn idoni per cobrir totes les necessitats.  
7.2. Disseny i desenvolupament de la interfície gràfica 
Aquesta fase del projecte ha permès dotar l’aplicació d’una interfície gràfica que s’adaptés a 
les necessitats de les investigacions alhora que permet regular els diferents paràmetres dels 
algorismes que es poden veure afectats depenent de les gravacions. S’ha intentat en tot moment 
que les variacions fossin mínimes, donant valors predeterminats totalment funcionals en la majoria 
dels casos, però degut a que els elements a observar son organismes vius i que no sempre tenen la 
mateixa mida, factor que depèn de la fase de la vida en la que es trobin, s’ha decidit deixar l’opció 
de modificar els paràmetres per tal de preveure qualsevol cas. Alhora, s’han incorporat certes 
funcionalitats que ajuden a poder extreure unes dades més orientades a les necessitats dels estudis 
que realitzen. 
Com s’ha comentat en la primera fase del projecte, s’ha utilitzat com a eina de programació 
l’entorn Matlab juntament amb el mòdul de creació d’interfícies gràfiques GUIDE que ja incorpora 
en mateix software. 
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Figura 19. Interfície gràfica en l’entorn de desenvolupament GUIDE de Matlab 
Com observem a la figura 19, s’han creat diferents panells de treball per a cadascuna de les 
fases del procés de creació de les traces de seguiment. En primer lloc trobem el panell de creació 
dels frames, necessaris per poder realitzar les diferents fases del procés, també tenim un panell de 
control de totes les operacions. 
 
Figura 20. Detall amb els panells de selecció de vídeo, creació de frames i control del procés. 
   
Figures 21 i 22. Detall amb els panells de les variables dels algorismes de detecció i seguiment. 
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Els dos panells següents, que podem veure amb més detall a les figures 21 i 22, contenen els 
diferents paràmetres necessaris per poder generar les deteccions i el seguiment dels organismes 
mitjançant els algorismes Laplacià de Gauss i els filtres de Kalman, les variables venen prefixades 
amb valors funcionals sempre que els vídeos no es vegin alterats en gran mesura. Així doncs una 
gran variació en la il·luminació o la disposició de la càmera i/o els dipòsits implicaria reajustar els 
valors per aquell cas concret. 
També s’ha afegit un petit panell que permet exportar el vídeo per tal de poder ser reproduït 
en qualsevol dispositiu, alhora que permet exportar les dades en format CSV per tal de ser 
analitzades en R, o en qualsevol altre aplicació. 
 
Figura 23. Detall del panell amb les funcions d’exportació de les dades finals. 
    
Figures 24 i 25. Imatges del procés de detecció i del procés de seguiment de les dàfnies. 
A la part dreta de la interfície es visualitzen les imatges del vídeo tractat, segons el procés 
que s’està realitzant es pot mostrar per pantalla l’execució, poden verificar el correcte 
funcionament abans de que finalitzi l’execució per tal de determinar si els paràmetres son els 
adequats o no, permetent-nos aturar el procés i ajustar novament els valors. 
Finalment hi ha un panell amb les operacions necessàries per poder treballar amb els 
resultats, permetent als investigadors analitzar mitjançant una sèrie de condicionants els valors 
obtinguts en les fases anteriors. En primer lloc i un cop finalitzades les tasques de seguiment, 
l’aplicació ens permet crear el vídeo amb les dades sobreposades, donant les posicions en píxels de 
cada individu classificant les dades per a cada un dels dipòsits. Aquest vídeo es pot visualitzar en la 
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mateixa aplicació o obrir-lo en qualsevol reproductor, facilitant l’estudi posterior des de qualsevol 
dispositiu.  
 
Figura 26. Imatge del vídeo processat amb la informació de les dàfnies. 
El fet de treballar en Matlab permet fàcilment afegir noves funcionalitats, podent-hi incloure 
nous panells, modificar algorismes, o fins i tot exportar algunes funcions a OpenCV, augmentant les 
possibilitats i el rendiment. En aquest projecte no s’han utilitzat aquestes característiques degut a 
l’interès dels usuaris finals, que tenen part de l’equip familiaritzat en l’entorn de treball i que preveu 
implementar noves funcionalitats en un breu període de temps. Un altre dels motius de no utilitzar 
aquest format és degut a que les funcions creades en C++/#C o en OpenCV obliguen a precompilar-
les en cada equip de treball abans de ser executades i a instal·lar les llibreries necessàries. 
 
7.3. Disseny i construcció dels elements de suport 
Un cop finalitzada la fase de desenvolupament principal del software era necessari assegurar 
que les gravacions realitzades fossin sempre el més similars possible. Per aquest motiu es va decidir 
dissenyar uns elements de subjecció de la càmera i dels dipòsits, que permetessin també crear un 
espai tancat on les il·luminacions externes no alteressin els experiments.  
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Figura 27. Disseny 3D de l’estructura de suport dels diferents element. 
 
Figura 28. Equip de gravació instal·lat al centre d’investigació. 
La fixació de la càmera permet lliscar per les guies donant un recorregut d’uns 250mm, poden 
variar en un futur les filmacions segons les necessitats de les investigacions. Un altre aspecte que 
s’ha tingut en compte alhora de dissenyar l’estructura és la possibilitat de transformar aquest 
sistema en un sistema de gravació 3D, la tapa superior pot extreure’s amb facilitat, i amb la 
instal·lació d’unes noves guies verticals es pot afegir una segona càmera que permetria fer el 
seguiment de les dàfnies en l’eix que manca. 
7.4. Proves de funcionament 
Acabades les fases de disseny, desenvolupament del software i construcció del hardware 
necessari, era imprescindible realitzar tests per assegurar que l’aplicació funcionava correctament. 
Per realitzar aquests tests, primer s’han valorat totes les possibles falles que pot ocasionar el 
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sistema. S’han anotat totes les incidències trobades durant la fase de desenvolupament, fet que 
ens ha permès valorar quins serien els possibles errors i a partir d’aquí s’ha testejat un per un 
cadascun del problemes trobats, corregint minuciosament cada un dels errors trobats.  
Inicialment s’han incorporat a les crides de funcions validacions de dades per tal d’evitar 
utilitzar dades que no fossin les correctes, que estiguessin dins els valors esperats i que fossin del 
tipus adequat. Un cop assegurades les dades, s’han estudiat els algorismes, preveient quines dades 
podrien provocar que aquest tingués un mal funcionament, analitzant els resultats per tal 
d’assegurar que simple fossin correctes. Finalment, s’han contrastat els resultats de diferents 
execucions, verificant amb els vídeos que el resultat complia la seva funcionalitat, resseguint els 
organismes correctament. 
També s’ha demanat al personal de l’IDAEA que realitzessin diferents proves sense donar 
gaires instruccions de funcionament per tal de valorar possibles millores a la interfície, fent el seu 
ús més intuïtiu i millorant la seva funcionalitat. 
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8. Implementació i desplegament 
8.1. Implementació versió Alfa 
Un cop finalitzades les fases de disseny, desenvolupament del software i hardware s’ha 
procedit a implementar in situ l’equip i realitzar les primeres proves. En aquesta fase s’han realitzat 
les feines d’instal·lació dels equips, calibratge de tots els elements i fixació per assegurar que 
sempre s’obtenen vídeos amb els mateixos paràmetres. 
 
Figura 29. Instal·lació i calibratge dels elements a l’IDAEA 
8.2. Desplegament final 
Les possible millores vistes en aquesta última fase ha fet que s’hagués de realitzar un petit 
redisseny de la interfície gràfica adaptant les noves funcionalitats requerides. Finalment la interfície 
a quedat com a la figura 30.  
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Figura 30. Disseny final de la interfície gràfica 
Un cop redissenyada l’aplicació hem procedit a implementar-la al centre d’investigació. El 
desplegament suposava instal·lar l’aplicació i explicar pas a pas el seu funcionament. L’aplicació 
corre sota l’entorn Matlab, fet que ha facilitat molt les coses. Aquest entorn esta dissenyat per 
funcionar tant en Linux com Max OS com Windows, i no cal pre-compilar el codi, s’executa 
directament des de l’IDE. 
Aquesta fase ha donat per finalitzada la part més tècnica del projecte. Un cop l’usuari final a 
verificat el seu funcionament, s’ha habituat al seu ús, emprant-lo en les seves investigacions i ens 
ha donat un feedback satisfactori, hem procedit realitzar la documentació final, recollint totes les 
dades preses durant tota la durada d’aquest projecte. També s’ha realitzat un document on 
s’explica pas a pas, l’ús de l’aplicació donant als usuaris la possibilitat de realitzar totes les tasques 
sense l’ajut del programador. 
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9. Anàlisi de l’impacte ambiental 
9.1. Anàlisi de l’impacte econòmic 
El projecte surt d’una necessitat dins d’un centre d’investigació vinculat a la CSIC. El 
software ajudarà a poder millorar la qualitat dels resultats obtinguts, fet que redueix l’impacte dels 
recursos humans, ja que la lectura passarà en gran part a fer-se més automàticament. El guany a 
nivell econòmic serà de gran impacte en el centre, i el fet de poder desenvolupar l’aplicació dins el 
marc d’un TFG fa que la inversió sigui, en el apartat de recursos humans, pràcticament nul·la. També 
s’ha de tenir en compte l’estructura creada per poder subjectar les càmeres i els dipòsits. La 
universitat compta amb un departament mecànic que s’ha encarregat de construir i muntar els 
elements sense gaire repercussió econòmica, excepte, és clar els elements com la càmera o els 
dipòsits i els elements físics per crear el suport. 
9.2. Anàlisi de l’impacte social 
Aquesta aplicació es preveu que sigui una part d’un projecte més gran en el que estan 
involucrades diferents universitats i centres d’investigació. L’aplicació neix d’una necessitat clara, el 
projecte s’encarrega directament a l’Institut de Robòtica i pretén millorar la qualitat de la feina als 
investigadors de l’IDAEA.  
9.3. Anàlisi de l’impacte ambiental 
El centre d’investigació IDAEA està immers en un plegat de projectes que volen identificar 
productes nocius per a la salut, verificar les aigües dels rius de Catalunya, i poder donar resposta a 
problemes causats per l’exposició a certs elements que actualment conviuen amb nosaltres sense 
que es valorin les possibles repercussions a curt, mitjà i llarg termini. És per aquest motiu que 
aquesta eina podrà ser utilitzada per millorar el coneixement del nostre entorn. 
La generació d’una certa quantitat de residus resulta inevitable i hauran de ser gestionats i 
reciclats en la mesura del possible un cop quedi finalitzat l’estudi. Les estructures utilitzades son 
uns perfils estàndard que s’utilitzen per a tot tipus de muntatges industrials, facilitant així els seu 
procés de transformació i aprofitament de materials. A l’IRI s’emmagatzemen restes d’altres 
construccions per tal de ser reaprofitades, aquest propi projecte te part de perfils d’altres 
estructures desmuntades amb anterioritat. Els elements impresos en 3D mitjançant una impressora 
Modelat por Deposició Fosa (FDM: Fused Deposition Modeling) son els que més problemàtica 
tindran alhora de ser reciclats, els materials utilitzats son principalment poliamida i ABS (Acrilonitril 
butadiè estirè), i no contemplen gaires opcions. 
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10. Conclusions i futures vies 
Aquest projecte ha esdevingut un procés molt gratificant, posant a prova diferents 
coneixements obtinguts en diferents assignatures estudiades durant aquests anys a la universitat. 
M’ha permès posar en pràctica totes aquestes habilitats alhora que em permetia situar tots aquests 
recursos en un entorn laboral real. 
La finalitat d’aquest projecte era la d’obtenir un software de visió per computació que 
permetés extreure les traces que les dàfnies realitzen en el seu medi aquàtic per tal de poder 
estudiar el seu comportament davant de diverses alteracions, tant en la il·luminació com en la  
introducció de substàncies químiques dins l’aquari. S’ha pogut obtenir uns bons resultats, dotant 
als investigadors d’una eina que segur els servirà per millorar els seus estudis de recerca. 
Un dels principals problemes trobats durant aquest projecte ha estat la dificultat d’obtenir 
unes bones imatges, fet que ha endarrerit notablement la finalització del codi. La solució de 
l’estructura assegura que les filmacions es mantinguin uniformes i sigui més fàcil el seu anàlisi i ha 
resultat ser de vital importància. 
Dins l’anàlisi de les imatges cal destacar la dificultat d’identificar les dàfnies reals de les 
obtingudes pel reflex que es visualitzen a les parets dels aquaris, o fins i tot a la part superior de 
líquid del seu medi, fent molt difícil que el seguiment no doni resultats erronis. Un cop analitzades 
les imatges també ha calgut realitzar un petit algorisme que mitjançant una funció heurística 
determinava quina traça de les següents immediates podia ser la corresponent a la traça perduda 
anteriorment. Això és degut a que el tractament posterior de les dades no permetia que existissin 
més traces que dàfnies hi havia a l’aquari. 
Finalment volia destacar que aquest projecte ha estat pensat per poder ser útil en altres 
estudis, fent que els elements es poguessin adaptar diferents disposicions d’aquaris, obtenint a la 
mateixa filmació diferents conjunts de traces de diferents conjunts de dàfnies situades en diferents 
aquaris. També s’ha plantejat la possibilitat d’extreure dades del moviment dels organismes en 3D, 
situant una nova càmera en la part superior i obtenint amb aquesta el moviment de cada dàfnia en 
el eix que ens manca de la primera càmera. 
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A1. Guia d’ús de l’aplicació 
 
SEGUIMENT DE DÀFNIES 
 
GUIA D’INSTAL·LACIÓ 
L’execució d’aquest software té com a premissa tenir una versió de Matlab®  instal·lada en el 
dispositiu. Per tal de poder adquirir aquest software cal registrar-se i descarregar la darrera versió 
des de la web de Mathworks® (https://es.mathworks.com/help/install/index.html?s_tid=srchtitle).  
Un cop instal·lada i activada la versió de Matlab, haurem de copiar tots els arxius necessaris en una 
carpeta dins el nostre equip. 
 




Seguiment d’exemplars de dàfnies mitjançant visió per computador 
  42 
EXECUCIÓ DEL PROGRAMA 
Per tal de poder executar l’aplicació, procedim a obrir l’arxiu gui_daphnia.m dins l’entorn Matlab 
instal·lat anteriorment. Situant-nos dins el codi polsem la tecla RUN situada a panell d’edició de 
l’entorn. Aquesta acció iniciarà l’aplicació. 
 
Figura a2. Detall de l’entorn Matlab amb l’opció d’execució. 
SELECCIÓ DEL VÍDEO A ANALITZAR I CREACIÓ DE FRAMES 
Un cop iniciada l’aplicació, el primer pas a realitzar és la selecció del nostre vídeo prèviament 
enregistrat en el dispositiu dissenyat especialment per a aquest estudi. Seleccionarem l’arxiu des 
de l’entorn de treball accionant la tecla “SELECT VIDEO” situada a la part superior esquerra, dins el 
panell FRAMES. 
 
Figura a3. Detall de l’entorn Matlab seleccionant el vídeo a analitzar. 
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Després de seleccionar el vídeo l’aplicació ens demanarà si volem eliminar els frames que existeixen 
en el mateix directori on esta situat el vídeo. Això ens permetrà iniciar un estudi nou o continuar 
amb un estudi anterior sense la necessitat de crear totes les imatges un altre cop. 
Si ja teníem imatges generades d’aquest vídeo, podrem saltar aquest pas, sinó procedim a generar 
les imatges corresponents a cada frame del vídeo. Aquest pas es pot realitzar accionant el botó 
“CREATE FRAMES” o la tecla “PLAY” situada al panel de CONTROL. 
 
Figura a4. Detall dels panells de selecció de vídeo, creació de frames i control de process. 
Mentre s’estan generant les imatges, el panell de control ens permetrà veure el temps que manca 
per finalitzar l’acció, el percentatge assolit i també mostrar els frames a la pantalla. També tenim 
l’opció d’aturar completament l’execució. 
PROCESS DE DETECCIÓ DE LES DÀFNIES 
El següent pas a realitzar és el de detecció dels organismes. Els paràmetres venen predeterminants 
amb valors que ens haurien de donar uns bons resultats, tot i així sempre podem modificar el H-
SIZE, variable que equival a la mida dels requadres de comparació de l’algorisme. I el valor SIGMA, 
que correspon a la distància de la corba gaussiana que utilitzarem per identificar la mida dels 
individus, quan més gran siguin els nostres individus, més grans hauran de ser aquests valors. El 
tercer valor identifica la mitja utilitzada per la funció “blob_detection” de Matlab, que ens ajuda a 
acabar d’ajustar els paràmetres de la detecció.  
Abans de poder iniciar aquest procés, es recomana haver realitzar una màscara escollint les zones 
d’interès de les imatges, això es pot realitzar amb un programa d’edició d’imatges creant finestres 
en les zones dels dipòsits editant una de les imatges generades a la fase anterior. 
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Figures a5 i a6. Imatges d’un frame i la màscara. 
Podem seleccionar l’arxiu JPEG que conté la imatge de la màscara quan executem el procés o 
accionant el botó “CREATE MASK”.  També es dona l’opció de crear una zona mitjançant un polígon. 
Això ens permetrà crear una màscara generada dibuixant una sèrie de punts sobre una de les 
imatges, creant un sol polígon tancat (no recomanat per a més d’un dipòsit). 
Igual que a la fase anterior, aquest procés també es pot iniciar accionant el boto “EXECUTE” situat 
al panell de DETECTIONS o, igual que en cas anterior, accionant la tecla play del panell de CONTROL. 
També ens permetrà visualitzar els temps i percentatges de l’execució, veure per pantalla els 
resultat en temps d’execució, o aturar-lo, de la mateixa manera que podíem fer a la fase de creació 
de frames. 
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PROCÉS DE SEGUIMENT DE LES DÀFNIES 
Per tal de realitzar aquesta fase és imprescindible haver finalitzar les fases anteriors, la creació dels 
frames, la selecció o creació de la màscara i la fase de detecció. A continuació, es dur a terme la fase 
de seguiment, on es vincularan les successions de punts trobats en la fase anterior. Es poden ajustar 
alguns dels paràmetres de l’algorisme, permetent-nos adaptar les variables a possibles 
modificacions en el procés d’enregistrament dels vídeos 
 
Figures a7. Panell de control del procés de seguiment. 
Com podem veure a la figura a7, els valors a determinar son el “SAMPLING RATE”, que permet 
determinar el valor de la imatge inicial, això pot ajudar en vídeos que tenen algunes imatges inicials 
amb moviments erronis o amb mala definició degut als ajustos previs. El segon valor correspon a 
l’acceleració dels organismes, el valor ideal per als estudis realitzats fins el moment és d’entre 0.1 i 
0.2. Si el Frame Rate de les filmacions varia, aquest valor hauria de modificar-se. Finalment tenim 
els valors del soroll generat, vertical i horitzontal, corresponents als errors de detecció i filmació de 
les càmeres. I el del procés, que equival a l’error del sistema. 
Altre cop, les accions a prendre per tal d’executar el procés, poden ser mitjançant el botó 
“EXECUTE” del panell MULTI TRACKER o el play del botó de CONTROL, tenint les mateixes opcions 
de visualització, permetent veure si els valors son correctes, o és millor aturar l’execució per tal de 
poder modificar el valors. 
Les dades obtingudes en aquest procés encara no son exportables, ja que l’algorisme no enllaça les 
diferents traces creades. Per tal de poder obtindré unes dades per poder realitzar estudis serà 
necessari l’execució dels procés de creació vídeo. 
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EXTRACCIÓ DE LES DADES 
Finalment, l’aplicació ens permet visualitzar els resultats fent una prèvia composició de les dades 
obtingudes. L’últim panell ens genera unes matrius X, Y amb les traces enllaçades que podrem 
visualitzar en la pantalla de l’aplicació permetent-nos avançar o retrocedir per tal d’analitzar els 
moviments. 
 
Figures a8. Visualització del vídeo final des de l’aplicació. 
També ens genera unes línies que ens permeten visualitzar canvis de zona i alhora organitzar els 
resultats de moviment i temps de cada individu a cadascuna d’aquestes zones. 
 
Figures a9. Visualització de les línies d’interès escollides per l’usuari. 
Per finalitzar tenim dues opcions, la d’exportar les dades en CSV per tal de poder utilitzar-les en 
altres aplicacions com R, o exportar el vídeo final, permetent-nos visualitzar-lo en altres dispositius. 
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EXECUCIÓ AUTOMÀTICA 
Tots aquests processos poden executar-se de manera successiva amb el botó “AUTO” situat en el 
panell de control. Aquest procés iniciarà a la fase a la que ens trobem aturats, mai realitzant les 
fases ja executades i finalitzades en procés manual o semiautomàtic. També es pot utilitzar per 
continuar un procés automàtic aturat per algun motiu. 
 
Figures a10. Detall del panell de control en execució automàtica. 
 
