A language A f0; 1g is called i.o. autoreducible if A is Turing-reducible to itself via a machine M such that, for in nitely many input words w, M does not query its oracle A about w. We examine the question if algorithmically random languages in the sense of Martin-L of are i.o. autoreducible. We obtain the somewhat counterintuitive result that every algorithmically random language is polynomial-time i.o. autoreducible where the autoreducing machine poses its queries in a nonadaptive way; however, if in the above de nition the \in nitely many" is replaced by \almost all," then every algorithmically random language is not autoreducible in this stronger sense. Further results obtained give upper and lower bounds on the number of queries of the autoreducing machine M and the number of inputs w for which M does not query the oracle about w.
Introduction
This paper arose from an investigation of the problem of deducing a property of a random binary sequence when some of the bits of the sequence upon which the property depends are not known. This occurs quite often in practice when, due to time and other resource constraints, a decision is made using only partial information. Not surprisingly, this consideration is closely related to complexity theory, since a decision must be made before a limited resource such as time has been exhausted.
To introduce the question we study in this paper, let us consider the following puzzle.
The N Prisoners Puzzle A group of N prisoners (N > 1) were awaiting parole. The parole committee split on whether or not to grant all of them freedom. When splits occurred, the warden would decide a prisoner's fate by tossing a coin on his desk, covering it with his hand, and having the prisoner guess the side facing up. If the prisoner guessed correctly, he was set free; otherwise he would serve more time.
Since they were tried and convicted of the same crime and had displayed equal amounts of good behavior, he used a slightly di erent approach with the N prisoners. He said to them, \I've tossed N coins onto my desk, one for each of you. Each of you will enter my o ce one at a time and have the opportunity to guess if your coin, which will be covered by my hand, is showing heads or tails.
The other prisoners' coins will be visible to you. You may not ask me any questions whatsoever. Furthermore, after leaving my o ce, you will be unable to communicate anything to the other prisoners. Not all of you have to guess, but at least one of you must guess. If all the guesses made are correct, then all of you will go free. But if one of you guesses incorrectly, then all of you will remain in prison." At rst sight, since every prisoner is unable to observe any event or obtain any information which the outcome of its coin toss is probabilistically dependent on, one expects that the prisoners should have no more than a 50% chance for freedom. However, since they converse before the game, we demonstrate how collaboration can bene t the entire group.
As an example, take N = 3 and suppose the prisoners agree to the following guessing strategy.
Upon entering the warden's o ce, each prisoner observes the two unconcealed coins on the warden's desk. If both coins have the same side facing up, then the prisoner guesses his coin is showing the opposite side. However, if the coins have opposite sides facing up, then the prisoner leaves the o ce without venturing a guess. To compute the chances for freedom under this strategy, two possibilities must be considered. The rst case occurs when all three coins have the same side facing up. In this case, each prisoner will incorrectly guess. The second case is two of the three coins show the same side facing up. Here exactly one prisoner will venture a correct guess, and freedom is won. Hence the probability for freedom using the above strategy is 1 ? 
The General Problem
We study a more general problem in relativized complexity theory in which an oracle machine M with oracle A has unlimited time and space resources; yet in deciding if word x belongs to the oracle property L A , machine M may not have access to some of the bits of A. We are particularly interested in the case when L A = A. More precisely, we allow the deterministic oracle machine to use A as oracle set, but for in nitely many x, M may not query the oracle about the bit of A which encodes the answer to whether or not x belongs to A. However, in all cases M has to compute the correct result. 1
If we imagine that A is generated by the independent tosses of a fair coin, and that the sequence of independent random variables f 0 ; 1 ; : : :g represents the coin-toss outcomes, then the a posteriori probability of guessing the outcome of j given knowledge of i 1 ; : : : ; i k equals the a priori probability of guessing j provided j 6 2 fi 1 ; : : : ; i k g. Thus it seems natural to regard the information obtained from observing i as unhelpful for guessing j , if i 6 = j. Hence, at rst glance it would seem certain that no oracle machine M with limitations as described above could possibly decide A, since for in nitely many x, M would have to guess the membership of x, and would fail half the time.
On the other hand, by the weak law of large numbers, for all > 0, P n i=0 i n ? :5 < with arbitrarily high probability when n is su ciently large. Thus, independent random events considered collectively possess di erent statistical properties with asymptotically high probability, and the crux of the following investigation rests on determining degrees to which statistical properties may be used to occasionally determine the outcome of a random variable by observing the outcomes of other random variables independent of the one in question. For the scenario described above, we show how error-correcting codes can be used as the means for allowing oracle machines to decide random languages, despite their querying limitations.
Results
To accomplish this we use in nite Martin-L of random sequences for our random sequence model, and the known concept of autoreduciblity for capturing the idea of using a language A as oracle set in order to decide A, yet not being able to query A about the bit to be decided. Autoreducibility was rst studied by Trakhtenbrot 16] , see 17, pp. 483 ], and has since then been used in quite di erent contexts in recursion theory as well as complexity theory.
For reasons described above, we originally surmised that no Martin-L of random sequence is i.o. autoreducible. Surprisingly, however, we prove that every Martin-L of random sequence is i.o. tt-autoreducible, even via an autoreducing machine that runs in polynomial time. This result seems paradoxical in that the machine which witnesses the reducibility has the task of in nitely often guessing a bit of a random sequence, and guessing correctly each time despite a 50% chance of error for each guess. We then show how this result strongly relies on a Turing machine's ability to make an unlimited number of queries on each input. This is accomplished by proving no random sequence is i.o. btt-autoreducible.
Finally, we introduce the notion of autoreducibility with rate t(n) as a gauge of how often an oracle machine can guess the bits of a random sequence. In words, a sequence is autoreducible with rate t(n) i it is i.o. autoreducible, and the nth guess by the witnessing oracle machine is for bit j n , where j n t(n). We prove that every Martin-L of random sequence is autoreducible with rate O(n 2 log 2 n), and that this bound is near optimal in the sense that no Martin-L of random sequence is autoreducible with rate O(n).
2 Preliminaries and Some Basic Facts 2.1 Words, Languages, and Machines To begin, N represents the set of nonnegative integers. We consider words over the binary alphabet f0; 1g, and we assume the words are lexicographically ordered, where s i , i 0, denotes the ith word in the ordering. The set of in nite binary sequences is denoted by f0; 1g 1 . The set of in nite sequences which have a pre x x in common is denoted by xf0; 1g 1 , called the cylinder set generated by x. There is a natural way of forming a one-to-one correspondence between languages over the alphabet f0; 1g and in nite binary sequences: A f0; 1g is identi ed with c A (s 0 )c A (s 1 ) ;
where c A denotes the characteristic function of A. Furthermore, A 0 : : : n] denotes the rst n + 1 bits of the sequence, while A(n) denotes the nth bit.
We are particularly interested in oracle machines, and we denote L(M; A) as the language decided by Turing machine M using A as oracle set. Every input s i to an oracle machine induces a binary query tree T s i whose nodes are labeled with query words, and whose leaves are labeled with either YES or NO. The computation of M on input s i proceeds down the branch corresponding to the answers provided by the oracle. For example, if the root node is labeled with s 1 , then M will proceed right if s 1 belongs to oracle set A, and left otherwise. s i will belong to L(M; A) i the computation reaches a leaf labeled \YES". M A (x) will denote the computation of M on input x using oracle A. The computation is said to halt i M traverses a nite branch of the query tree.
Martin-L of random sequences
Now assume an e ective enumeration W 0 ; W 1 ; : : : of all recursively enumerable sets of nite binary words. We may assume that each W i is a pre x-free set, i.e. if x is a pre x of y and x; y 2 W i , then x = y. In fact, there is an e ective way to convert every r.e. set W to a pre x-free set W 0 such that Wf0; 1g 1 = W 0 f0; 1g 1 . With this fact in hand, we de ne a probability measure Pr on the set of r.e. sets. Indeed, given pre x-free r.e. set W, NULL is contained in a countable union of sets having measure zero.
The above de nition of randomness is attributed to Per Martin-L of 13], and is widely accepted as having captured the essence of randomness among in nite binary sequences. To understand why, consider theorems in probability of the following type: \Let X 0 ; X 1 ; : : : be a sequence of binary random variables drawn i.i.d. (independent, identically distributed) with the uniform distribution.
Then with probability one: : :" some property holds with regards to the values taken on by the random variables]. In other words, the set B of possible sequences X 0 X 1 which do not satisfy this property has measure zero in the standard measure on f0; 1g 1 . B is called the null set for the given property, and it may be considered as a set of impossible outcomes for the experiment of independently tossing an in nite sequence of fair coins. Furthermore, one can show that the null set of this property is constructive. In fact, all known probability-one theorems involve properties whose null sets are constructive. Conversely, for any constructive null set B T 1 i=0 W g(i) f0; 1g 1 , there corresponds a probability-one theorem about in nite sequences of random variables drawn i.i.d. with the uniform distribution; namely, \with probability one, X 0 X 1 is not a member of the set
Thus a sequence is considered Martin L of random i it satis es the properties of all probabilityone theorems whose null sets are constructive. Notice the theory breaks down if the constructive requirement is omitted. Indeed, any sequence A is the sole member of the null set for the property that X 0 X 1 6 = A.
In working with Martin L of random sequences it helps to view them as the result of independently tossing an in nite sequence of fair coins; this is true in the sense that, whenever such a sequence is formed, the result must be Martin-L of random, since NULL itself is a constructive null set (of impossible outcomes). Henceforth, by \random sequence" we will mean a Martin-L of random sequence. de nitions it immediately follows that every recursive sequence is 0-tt-autoreducible. Slightly more subtle is the observation that every r.e. sequence is i.o. 0-tt-autoreducible. This easily follows from the fact that every in nite r.e. sequence contains an in nite recursive subsequence. Now consider in nite random sequences. Intuitively, no random sequence is autoreducible since this would require a deterministic oracle machine to correctly guess every bit of the random sequence. This will follow from a stronger result to be proved later. It would also seem plausible that no random sequence is i.o. autoreducible, since correctly guessing in nitely often without error seems just as implausible. However, we prove a surprising result: every random sequence is i.o. autoreducible. Indeed, for any random sequence A there is an oracle machine M A which in nitely often decides a bit of A by correctly guessing after querying A about bits that come before and after the bit being decided. We will make use of the following well-known result, see 15, p. 255]:
Lemma 2.4 (Borel-Cantelli) Let X be a probability space with probability measure Pr, and events E 0 ; E 1 ; : : : such that In other words, with probability 0, an in nite number of E i will be satis ed.
Error-Correcting Codes
De nition 2.5 A perfect one-error-correcting code is a set C n f0; 1g n such that, for every x 2 f0; 1g n , either x 2 C n or 9!y 2 C n : d(x; y) = 1;
where d(x; y) denotes the Hamming-distance between x and y. It is well known (see, e.g., 10]) that such codes exist for n + 1 = 2 k , for all k 0. This seems intuitively plausible since each code word forms the center of a unit sphere consisting of n + 1 = 2 k words, in which the other n words are error words. Since the spheres are mutually disjoint, 2 n?k equals the number of spheres, and hence code words. Furthermore, C n is a binary (n ? k)-dimensional vector subspace of f0; 1g n , and x 2 C n i xH t = 0; where H is a k n parity check matrix for C n whose n columns are simply the binary representations of the numbers 1 through n. Thus we have proved the following theorem.
Theorem 2.6 If n + 1 = 2 k , then there exists a perfect one-error-correcting code C n of size 2 n?k .
Moreover, S n2N C n is polynomial-time decidable.
3 Results numbers so that the kth partition has size 2 n k ? 1. Notice that, for every k 2 N, there is a perfect one-error-correcting code C k contained in the set f0; 1g m k , where m k = 2 n k ? 1. We may further assume that the set of codes C 0 ; C 1 ; : : : is recursively enumerable.
Next de ne an oracle machine M in a manner in which M attempts to be a witness for i.o. autoreducibility for an arbitrary sequence A. The strategy M uses involves viewing A as the concatenation of words v 0 ; v 1 ; : : :, where jv k j = 2 n k ? 1. Furthermore, M assumes that v k 6 2 C k , for every k 2 N.
With this in mind, on input s j , M rst determines which partition j belongs to. Assuming that j belongs to the kth partition, M rst queries the oracle about all words s l such that l belongs to the kth partition and l 6 = j. Thus M determines two words x and y, and knows that the portion of A corresponding to the k th partition is either w 0 = x0y or w 1 = x1y, where the uncertainty lies in the jth bit of A, and the size of both w 0 and w 1 is 2 n k ? 1. If neither w 0 nor w 1 belong to C k , then M queries the oracle about s j and accepts s j i the answer is YES. On the other hand, if w 0 2 C k , then w 1 6 2 C k , since two code words cannot be a unit distance apart. In this case M accepts s j , since this is consistent with a one in the jth position, and M is assuming that v k is an To prove this, consider v k for arbitrary k 0. If v k is an error word for C k , then there exists a unique code word w k such that d(v k ; w k ) = 1. Assume that the v k and w k di er at bit j, and suppose this bit encodes membership of s j k in A. Then M will decide bit j k without querying the oracle about that bit. Indeed, M may query the bits occurring before and after j k to determine that the portion of A corresponding to partition k is either v k or w k . It correctly chooses v k since it is assuming that A is comprised of the concatenation of error words. Thus, M may decide bit j k without querying about j k . For all other bits occurring in the k th partition, M may follow the same procedure, but will nd that v k and w k are both error words, and hence cannot distinguish between the two. In this case M concedes by querying the oracle about the bit to be decided. Therefore, A is i.o. tt-autoreducible via M, and the claim is proved.
To nish the proof of the theorem, simply note that a language A will not be tt-autoreducible via M i there exists a k such that v k is a code word. However, if there are only a nite number of such k, then A is i.o. tt-autoreducible via a machine M 0 which patches the nite number of mistakes made by M. Moreover, since Pr (v k is a code word) = 1 2 n k = a k ; and P k a k converges, a nite number of mistakes will occur with probability one (Borel-Cantelli).
Finally, notice that the set of sequences B for which an in nite number of mistakes occur forms a constructive null set. Indeed, letting E k denote the set of sequences for which v k is a code word, , and with probability 112 128 = :875 the prisoners will be set free.
The oracle machine constructed in the proof of Theorem 3.1 has the feature of making an unlimited number of queries to the oracle before deciding membership of a word. Furthermore, if r(x) is the number of queries needed to decide x, then r(x) is a step-like function which grows without bound. Conversely, suppose r: f0; 1g ! N is an unbounded, increasing recursive function. Using the error-correcting codes as in Theorem 3.1 we choose a set of bits fi 1 ; : : : ; i n g and assume that the binary vector A(i 1 ) A(i n ) is an error-word for some error-correcting code. If n + 1 is a power of 2 then we will be correct with probability n=(n + 1). From the de nition of the autoreduction machine in the proof of Theorem 3.1, it is clear that for every k, 1 k n, the query tree T(s i k ) will have n nodes. Since r is unbounded, we may choose i 1 ; : : : ; i k in such a way that r(s i k ) n for 1 k n. Thus, we proved: Theorem 3.2 Let r: f0; 1g ! N be an unbounded, increasing recursive function. Then every random sequence is i.o. r-autoreducible. 6 The The next theorem shows that having r(x) grow without bound is a necessary condition for random sequences to be i.o. autoreducible. To prove this we will need the following lemma whose statement should be intuitively obvious, and whose proof may be found in 8]. The idea is that we should not be able to in nitely often correctly predict without error a bit of a random sequence before the bit is generated. We call any such e ective mechanism for in nitely often guessing bits before they are generated a predictor. A general study of predictors may be found in 8], along with a proof of the following result.
Lemma 3.4 (Proof by Prediction) Suppose the bits of a sequence A are generated via a recursive permutation. In other words, there is some total recursive f: f0; 1g ! N such that, if x 2 f0; 1g n represents the outcome of the rst n generated bits, then the next generated bit will decide the value of A(f(x)). Furthermore, assume there exists total recursive g: f0; 1g ! f?1; 0; 1g such that, if x 2 f0; 1g n represents the outcome of the rst n generated bits, then g(x) decides if a prediction is made about the next generated bit. Moreover, a prediction is made i g(x) 0. Furthermore, if g(x) 0, then g(x) represents the predicted value of the next generated bit. Then if A is random and g(x) 0 in nitely often, then in nitely often the predictions made by g are incorrect.
Theorem 3. If a next stage is needed, then update the query trees using the coin-toss results and whatever computation results they induced. We may assume that the coin-toss results induce at most a nite number of computation results, for if this were not the case, then an in nite number of bits of A could be predicted and hence recursively enumerated, which would imply A has an r.e. subsequence, and hence A is not random.
To complete the proof, we claim that the above procedure will terminate after a nite number of stages, and hence A is not i.o. btt-autoreducible via M. Suppose for the sake of argument that the above procedure does not terminate. Then either a nite number of predictions are made, oran in nite number of predictions are made, and each prediction is correct. The latter case cannot occur by Lemma 3.4. To see why the former case cannot occur, let P i be the event that a bit of A is predicted during stage i. Then fP i g i 0 is a collection of independent events, since, for i 6 = j, P i depends on a subset of bits of A disjoint from that which P j depends upon. Moreover, Pr(P i ) 2
From Theorem 3.1 we know that every random sequence is i.o. autoreducible. An interesting problem involves nding lower bounds to the frequency at which a deterministic oracle machine decides the bit of a random sequence without querying about that bit.
De nition 3.6 Suppose A is i.o. autoreducible via M, and suppose i 0 ; i 1 ; : : : is the increasing sequence of bit locations that M guesses (i.e., in the computation on input s i k , M does not query the oracle about s i k for k = 0; 1; : : :), for every n 2 N. Then A is called autoreducible with rate t(n) i i n t(n), for every n 2 N.
Thus, autoreducibility with rate t(n) measures the rate at which M guesses bits of A. This yields a rate of n t(n) guesses per bits decided. So the question arises as to what is the highest rate a machine may achieve with a random sequence. We may nd a partial answer to this in the proof of Theorem 3.1, by noting that t(n) depends on the length of the codewords used for each of the error-correcting codes. In this case the codeword length for the k th code is given by
Thus, in choosing a slowly converging sequence such as a k = 1 k log 2 k , and letting n k be the least integer such that 2 n k exceeds 1 a k , we see that the n th guess will occur before the rst t(n) bits The question is still open as to whether or not better guessing rates exist for random sequences. To this end we prove the following theorem, which states that one cannot guess the bits of a random sequence at a constant rate. Theorem 3.8 No random sequence is tt-autoreducible with rate O(n).
Proof. The proof is very similar to that of Theorem 3.5. We again begin with an arbitrary oracle machine M and generate random sequence A in stages. It su ces to show that A is not autoreducible with rate cn via M, for positive integer c.
Since the rst guessed bit, i 0 , is such that i 0 t(0) = c 0 = 0; it follows that M must guess bit 0 if M witnesses the rate cn autoreducibility of A. Thus, stage 0 proceeds by examining the query tree T s 0 of M, and following along a tree branch which is determined by answering each encountered query \s n 2 A?" with the n th bit of A if it has already been generated, or by generating the n th bit with a fair coin toss, and then answering accordingly.
If during the computation the query \s 0 2 A?" arises, then stop: A is not autoreducible with rate cn via M since bit 0 is not guessed. Otherwise, if no such query arises, and the computation halts, then use the result to predict A(0), and generate bit 0 with a coin toss. If the prediction is incorrect, stop: A is not i.o. autoreducible via M. Otherwise proceed to the next stage. The remaining stages 1; 2; : : : are identical with stage 0, with a few exceptions. For the later stages we in general do not know a priori which bit of A will be guessed by M, and hence which query tree we should examine. Hence we must randomly select the next bit b n to be guessed by M.
To begin the stage n selection, rst let J n denote the total number of bits of A that have been generated in the previous stages. Moreover, choose K n > J n so large that K n ? J n cK n ? J n 1 2c :
We restrict our selection to the rst cK n bits of A. Of these bits, we know that at least cK n ? J n of them are undetermined, and that if we randomly chose one of these bits using the uniform distribution, then with probability at least K n ? J n cK n ? J n 1 2c ; a bit guessed by M will be selected. Note that this probability is conditioned by the event that A is autoreducible with rate cn via M, and that there is nothing to prove if this condition is false.
Once bit b n is selected, we examine query tree T s bn and procede as in stage 0, with the exception that we may not conclude that A is not rate cn autoreducible via M if the query \s bn 2 A?" should arise. All we know is that b n is not a guessed bit.
To nish the proof, we claim that either the above procedure terminates in a nite number of stages, or it will last an in nite number of stages, but only a nite number of predictions are casted. First assume that an in nite number of predictions are casted. Then Lemma 3.4 guarantees that at least one prediction will be incorrect: implying a nite number of stages, and that A is not i.o. autoreducible via M. On the other hand, if the procedure lasts an in nite number of stages, then only a nite number of predictions are casted, which implies that, almost always, the selection of b n did not yield a bit guessed by M. But this contradicts the fact that at any stage the probability of selecting a guessed bit (on condition that A is autoreducible with rate cn via M) is uniformly bounded away from zero. Therefore, the condition that A is autoreducible with rate cn via M must be false. 
Concluding Remarks
The results we have presented in this paper suggest that coding theory can be of great use in the study of algorithmic randomness. Moreover, the fact that every random sequence is i.o. ttautoreducible, similar in spirit to G ac's result 9] that every sequence is reducible to a random one, seems very surprising. We would like to see a stronger result proved regarding autoreducibility with a certain rate. In fact, we provide the following conjecture.
Conjecture 4.1 Let fa k g 1 k=1 be a sequence and let t(n) = P n k=1 1 a k . Then every random sequence is autoreducible with rate t(n) i P k a k converges. 
