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Resumo
A busca de soluções ideais para controles tem sido muito frequente em aplicações ligadas
à Biomatemática, como por exemplo o controle de pragas e epidemias. Com o intuito
de tratar questões teóricas e no campo das aplicações, esta tese aborda a questão da
subjetividade, desenvolvendo teoria de cálculo variacional e controle ótimo com condição
inicial fuzzy e condição final livre e propõe soluções numéricas para o problema de controle
ótimo de pragas na lavoura, abordando tanto o caso onde não temos essa subjetividade,
quanto no caso em que temos. Através de uma relação de ordem parcial, e seguindo a
mesma linha do que foi feito em (Diniz (2016)), definimos uma aplicação que associa cada
condição inicial a solução do problema clássico e, feita as devidas considerações mostramos
que a extensão de Zadeh dessa aplicação é a solução ótima, tanto para o problema de
cálculo variacional, quanto para o problema de controle ótimo com condição inicial fuzzy
e condição final livre. Para o problema de controle ótimo de pragas na lavoura da soja,
modelamos o problema, considerando o uso de controle químico (inseticidas), biológico
(inserção de inimigos naturais) e integrado (junção de ambos controles). Consideramos
o caso onde a aplicação do controle é contínua no tempo, para isso usamos as condições
de otimalidade (Princípio do Mínimo de Pontryagin) e propomos uma solução numérica
para cada caso. Abordamos também, problemas de controle de pragas na lavoura quando
não se tem informações precisas de seu estágio inicial. O modelo matemático utilizado
contou com o auxílio da teoria fuzzy para suprir a exatidão das condições iniciais e da
meta a ser atingida. Por fim, estudamos o problema de controle ótimo impulsivo de
pragas considerando a aplicação do controle discreto, com uma dinâmica contínua entre os
intervalos de aplicação. Utilizamos uma heurística computacional (Algoritmos genéticos)
para resolver esse tipo de problema.
Palavras-chave: Controle ótimo; Controle ótimo fuzzy; Extensão de Zadeh; Pragas -
Controle biológico; Biomatemática; Cálculo variacional fuzzy; Algoritmos genéticos. .
Abstract
The search for optimal solutions for controls has been frequent in applications related to
Biomathematics, such as pest and epidemic control. In order to address theoretical questions
and applications, this thesis deals with the subjectivity issue, developing variational
calculation theory and optimal control with fuzzy initial condition and free final condition,
and proposes numerical solutions to the problem of optimal pest control in the field. both
the case where we do not have this subjectivity, as in the case in which we have. Through
a partial order relation, and following the same line as in (Diniz (2016)), we define an
application that associates each initial condition with the solution of the classical problem
and, with due consideration, we show that Zadeh’s extension of this application is the
optimal solution, both for the variational calculation problem, and for the optimal control
problem with fuzzy initial condition and free final condition. For the problem of optimal pest
control in soybeans, we model the problem, considering the use of chemical (insecticides),
biological (insertion of natural enemies) and integrated (junction of both controls) control.
We consider the case where the application of the control is continuous in time, for this we
use the optimality conditions (Pontryagin’s minimum principle) and propose a numerical
solution for each case. We also address pest control problems when no accurate information
of its initial stage is provided. The mathematical model made use of the fuzzy theory
to supply the accuracy of the initial conditions and the target to be reached. Finally,
we studied the problem of optimal control of pest infestation considering application of
discrete control, with a continuous dynamics between the application intervals. We use a
computational heuristic (Genetic Algorithms) to solve this type of problem.
Keywords: Optimal control; Fuzzy optimal control; Zadeh’s extension; Pests-biological
control; Biomathematics; Fuzzy variational calculus; Genetic algorithms.
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Introdução
Vários problemas do cotidiano envolvem tomada de decisões e, em geral, procura-
se a “melhor opção” com “mínimo esforço”. Cálculo variacional e controle ótimo são áreas da
matemática que estudam problemas de otimização com domínios em espaços de dimensão
infinita, mais precisamente, espaço de funções e a função objetivo é descrita por um
funcional, em geral considerando a variação temporal. Além disso, visam generalizar o
conceito de máximos e mínimos do cálculo diferencial estudando condições necessárias e/ou
suficientes para caracterização das soluções (pontos de máximo/mínimo) destes problemas
otimização.
Problemas de cálculo variacional foram estudados por importantes pesquisadores
e um histórico sobre essa teoria pode ser encontrada em [Goldstine (1980)]. Em 1696 Isaac
Newton (1642-1727) usou princípios variacionais para determinar a forma de um corpo
que se move no ar, de modo que a resistência seja mínima. Os irmãos Jackes (1654-1705)
e Jean Bernoulli (1667-1748) são frequentemente considerados os inventores do Cálculo de
Variações [Boyer e Pérez (1986)]; Jean por propor em 1696 o problema da braquistócrona
e Jackes por propor e discutir o problema das figuras isoperimétricas. Em 1744, Leonhard
Euler publicou em [Euler (1952)] uma coletânea de problemas variacionais estudados por
seus antecessores.
Lagrange (1736-1813) teve uma de suas maiores contribuições na teoria do
cálculo variacional e era, um dos mais notáveis matemáticos do século XVIII, sendo
somente Euler (1701-1783) um sério rival. Euler formalizou a teoria de cálculo variacional
estudando problemas gerais, que consistem em minimizar o funcional
Jpxq “
ż tf
t0
F pt, xptq, 9xptqqdt (1)
onde o intervalo rt0, tf s é fixo e a aplicação F : rt0, tf s ˆ Rn Ñ R é conhecida.
Um dos problemas clássicos do cálculo variacional, que pode ilustrar a ideia de
funcional, consiste em determinar a curva do plano de menor comprimento que une dois
pontos A “ pt0, x0q e B “ pt1, x1q. Em outras palavras, queremos encontrar a curva que
liga os pontos A e B, que tem o menor comprimento de arco, ou seja, queremos minimizar
o funcional (2)
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Jpxq “
ż tf
t0
a
1` xptq2dt (2)
com xpt0q “ x0 e xpt1q “ x1.
Além disso, Euler e Lagrange estabeleceram uma condição necessária de otima-
lidade que ficou conhecida pela Equação de Euler-Lagrange.
Mais a frente outros matemáticos como Carl Gustav Jacobi (1804-1851) e David
Hilbert (1862-1943) contribuíram para essa área. Adrien Legendre e Alfred Clebsch (inde-
pendentemente) estabeleceram condições necessárias de segunda ordem para otimalidade
do problema.
Problemas variacionais é o caso mais simples de um problema de controle ótimo.
Um problema de controle ótimo consiste em encontrar uma lei uptq, denominada função
de controle, que minimize o funcional
Jpuq “ hpxptf qq
ż tf
t0
F pt, xptq, uptqqdt (3)
sujeito a
x1ptq “ fpt, xptq, uptqq, xpt0q “ x0 (4)
onde o intervalo rt0, tf s é fixo, uptq : rt0, tf s Ñ Rm e as aplicações F : rt0, tf sˆRnˆRn Ñ R
e f : rt0, tf s ˆ Rn ˆ Rm Ñ Rn são conhecidas.
A teoria do controle ótimo, desenvolvida na Rússia por Pontryagin e seus cola-
boradores no final de 1950 e publicada na língua inglesa em 1962 [Pontryagin et al. (1962)],
é uma generalização do Cálculo de Variações e estabelece as condições de otimalidade
conhecidas como o Princípio do Mínimo de Pontryagin. Outros matemáticos também
deram suas contribuições. Legendre, por exemplo, estabeleceu um critério necessário de
segunda ordem para minimização.
Em boa parte dos problemas reais de controle ótimo, ao tentar resolvermos o
sistema de equações diferencias provenientes das condiçoes de otimalidade, não dispomos de
nenhum método para encontrar uma solução analítica. Com isso, vários métodos numéricos
são desenvolvidos para que possamos ter uma solução numérica. A programação dinâmica,
que está baseada na equação de Equação de Hamilton-Jacob-Bellman é uma delas [Kirk
(2012)]. Uma extensa revisão sobre métodos numéricos para resolução de problemas de
controle ótimo pode ser encontrado em [Rao (2009)].
Em muitos problemas reais, ao invés de uma ação do controle contínua no
tempo, é necessária a ação discreta desse controle, apesar da dinâmica entre as aplicações
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desse controle ser contínua. Esse modo de formular o problema é conhecido com o controle
impulsivo. Em [Yang (1999a), Yang (2001)] é apresentado a formalização da teoria e
alguns exemplos. [Branicky (1995)] analisa o controle impulsivo em sistemas híbridos (com
dinâmica contínua e discreta).
Na maioria das aplicações práticas, alguns parâmetros são incertos, imprecisos
ou apresentam qualquer outra subjetividade imbutida. Em problemas de cálculo variacional
e controle ótimo não é diferente. por esse motivo, nesse texto estudaremos problemas de
cálculo variacional e controle ótimo com um parâmetro fuzzy.
Lofti Zadeh [Zadeh (1965)] formalizou a teoria de conjuntos fuzzy e suas
operações e inicialmente essa teoria foi aplicada na Teoria do controle [Bellman e Zadeh
(1970)], e depois foi difundida para outras áreas como engenharia e computação. Vários
trabalhos tem sido feitos para estudar tópicos da matemática clássica no universo fuzzy.
O livro [Bede (2012)] apresenta alguns tipos de derivadas e integrais fuzzy. Na linha de
equações diferenciais podemos citar os seguintes trabalhos: [Barros et al. (2000)], [Barros
et al. (2013)], [Cecconello et al. (2013)], [Mizukoshi et al. (2007)],[Gomes et al. (2015)].
Sobre aplicações da teoria fuzzy e de controle ótimo, podemos citar Soares
([Soares et al. (2018)]), que estudou modelos epidemilógicos fuzzy do tipo SEIRS e SEIR,
Souza ([Souza et al. (2018b))]) que aplicou a teoria de controle ótimo ao estudo de câncer de
mama, considerando condições iniciais fuzzy e Souza ([Souza et al. (2018a)]) que também
estudou a Teoria a de controle ótimo com condições iniciais fuzzy no estudo de estoque e
controle de pesca na Amazônica.
Estado da arte e relevância da tese
O cálculo variacional, assim como problemas de otimização em espaços reais,
vem sendo estudado em ambientes fuzzy, apesar de ainda não ter muitos trabalhos
difundidos. Em [Farhadinia (2011)] é apresentado uma versão das condições necessárias de
otimalidade (Equação de Euler-Lagrange) para problemas variacionais fuzzy utilizando-
se de derivada Buckley e Feuring. Em [Fard e Zadeh (2012)] usando α-diferenciabilidade
também foi obtida uma versão fuzzy Equação de Euler-Lagrange. Já em [Fard et al. (2014)],
foi usada a derivada generalizada de Hukuhara afim de obter condições de Euler-Lagrange
para problemas sem restrições e com restrições (isoperimétricas). Já usando conceitos de
derivada fracionária de Caputo, [Soolaki et al. (2016)] apresenta uma versão da Equação de
Euler-Lagrange para problemas de cálculo variacional fracionário fuzzy usando a derivada
de Hukuhara fortemente generalizada.
Nesse texto tratamos de problemas de cálculo variacional com condição inicial
fuzzy e condição final livre, aqui não estabelecemos condições necessárias, nem suficientes de
otimalidade para esse tipo de problema. Usamos as mesmas ideias que foram desenvolvidas
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por [Diniz (2016)], estabelecendo condições para que a extensão de Zadeh da solução do
problema clássico, com relação a condição inicial, fosse solução para o nosso problema.
Diniz estudou problemas de cálculo variacional com condição inicial fuzzy e condição final
fixa, nesse caso foi verificado que a solução do problema clássico é crescente com relação
à condição inicial, e esse fato é importante, uma vez que as trajetórias não se cruzam e
com isso, não perderemos a interpretação quando fizermos a extensão de Zadeh. Após
verificada essa condição foi demonstrado um Teorema que garante que a extensão de Zadeh
da solução clássica, com relação à condição inicial, é a solução do problema estudado,
baseado em uma certa relação de ordem.
No nosso caso, para problemas com condição inicial fuzzy e condição final livre,
a solução do problema clássico não é monótono com relação à condição inicial, com isso
no Capítulo 2 desenvolvemos os seguintes resultados
• Apresentamos um contra-exemplo que mostra que a solução do ploblema clássico
não é crescente com relação à condição inicial;
• Para dois tipos de funcional quadrático estabelecemos condições suficientes para
que a solução do problema clássico desses problemas sejam crescentes com relação à
condição inicial.
• Mostramos que Teorema de Nguyen para espaços de Hausdorff, apresentado em
[Gomes et al. (2015)] é aplicável a nosso problema;
• Definimos o espaço de busca (conjunto viável) para o nosso problema;
• Acrescentamos a hipótese da solução do problema clássico ser crescente com relação
à condição inicial no Teorema desenvolvido por Diniz [Diniz (2016)] e mostramos
que o Teorema também é válido no nosso caso. Diniz estudou o problema de cálculo
variacional com condição inicial fuzzy e condição final fixa. Foi definida uma aplicação
que associa cada elemento do suporte da condição inicial a solução ótima do problema
clássico e definida uma relação de ordem para números fuzzy foi mostrado que a
extensão de Zadeh dessa aplicação é uma solução do problema estudado.
Com relação a controle ótimo no ambiente fuzzy os trabalhos também ainda
são recentes e em pequena quantidade. Em [Filev e Angelov (1992)] são investigados
problemas de controle ótimo discreto com condições de transversalidade fuzzy, usando
programação matemática fuzzy como ferramenta de resolução. [Huang e Chen (2005)] usam
base de regras em conjunto com o Princípio do Mínimo de Pontryagin para estudar uma
aplicação de controle ótimo fuzzy em biomatemática. Em [Zhao e Zhu (2010)], baseado no
conceito de processo fuzzy, um modelo de controle ótimo fuzzy com um funcionl objetivo
quadrático para um sistema de controle linear fuzzy. Em [Najariyan e Farahi (2015)] é
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utilizado derivada de Hukuhara generalizada para controlar um sistema linear fuzzy com
condições de fronteira fuzzy. [Mazandarani e Zhao (2018)] usa derivada granular para
estudar problemas de controle bang-bang, onde os parâmetros do sistema dinâmico são
conjuntos fuzzy, para essa classe de problemas são estabelecidas condições de otimalidade.
Por fim, [Mazandarani e Pariz (2018)] tratam de controle sub-ótimo de um sistema dinâmico
linear fuzzy usando o conceito de diferenciabilidade granular.
Nesse texto tratamos também de problemas de controle ótimo com condição
inicial e condição final livre, usando a mesma ideia do que foi desenvolvido no Capítulo 2.
No Capítulo 3 foram desenvolvidos os seguintes itens.
• Mostramos que Teorema de Nguyen para espaços de Hausdorff, demonstrado em
[Gomes et al. (2015)] é aplicável a nosso problema;
• Acrescentemos a hipótese de monotonicidade do controle e monotonicidade do estado
ao teorema que foi desenvolvido por Diniz e mostramos que o Teorema também é
válido no nosso caso. O teorema em questão estabelece, sobre determinadas hipóteses,
que a extensão de Zadeh da solução clássica é a solução do problema de controle
ótimo com condição incial fuzzy e condição final fixa, a partir de uma relação de
ordem parcial para números fuzzy;
• Fizemos considerações no problema em que temos n estados mas apenas uma condição
inicial fuzzy e observamos que o teorema é válido também para esse caso;
• Fizemos considerações no problema para o caso onde temos mais de um controle.
Estudamos também uma aplicação da teoria de controle ótimo na biomatemá-
tica: O problema de controle ótimo de pragas na lavoura. Problemas de controle ótimo de
pragas tem sido bastante estudados. Em [Rafikov e Balthazar (2005), Tusset e Rafikov
(2004)] é estudado problema de controle biológico de pragas, com aplicação na lavoura
da soja, linearizando o sistema dinâmico e transformando em um regulador quadrático
com restrições lineares. [Pei et al. (2010)] estuda o controle impulsivo de pragas através
da liberação de pragas infecciosas em quantidade constante junto com a pulverização de
pesticidas,. Nesse trabalho é estudado os pontos de equilíbrio e estabilidade dos pontos
que levam a erradicação dessas em um sistema não-linear que envolve presa, predador
e a planta. Baseado no modelo de controle desenvolvido em Pei et al. (2010), [Liang et
al. (2016)] trata de alguns tipos de estratégias controle impulsivo desse modelo, visando
maximizar o rendimento da planta no tempo terminal, os controles aqui estudados são
constantes e não considera o custo das variáveis de controle.
Já em [Picart et al. (2011)] é estudado um modelo de controle ótimo de
população de mariposas na videira através da remoção da população de ovos e com
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pesticidas, são demonstrados existência e unicidade de soluções. [Apreutesei (2012)] estuda
um problema de controle ótimo de pragas para um sistema de três equações parabólicas
através do controle químico, são provadas condições de otimalidade de primeira e segunda
ordem. Finalizando, [Aniţa et al. (2015)] estudam controlar um sistema de Equações
diferenciais parciais usando duas estratégias de controle para diminuir uma população
de pragas usando armadilhas, é obtido o Princípio do mínimo de Pontryagin para esse
problema.
Estudamos o problema de controle ótimo de pragas na lavoura da soja e em
todas nossas modelagens estamos considerando apenas o custo com o uso do controle,
usando as ideias do Manejo Integrado de pragas, não pretendemos alcançar um cenário de
erradicação da população de pragas mas sim, manter a densidade populacional de pragas
abaixo do patamar que não causa danos a lavoura, essa restrição é incorporada no funcional
objetivo. Estudamos controle químico através da pulverização de pesticidas, o controle
biológico, atráves da insersão de inimigos naturais e o controle integrado que consiste na
junção desses dois controles. Em nossas modelagens não estamos considerando que os
controles são constantes e sim, que são variáveis em todas as abordagens utilizadas. Além
disso, não linearizamos o sistema dinâmico, estratégia utilizada em trabalhos citados em
parágrafos anteriores. Procuramos resolver o sistema não-linear provenientes do Princípio
do Mínimo de Pontryagin. Foram desenvolvidos, no capítulo 4, os seguintes itens:
• Controle químico de pragas: modelagem e solução;
– Controle contínuo no tempo;
– Resolução através da aplicação do Princípio do Mínimo de Pontryangin e
resolução numérica através do método backward-forward sweet;
– Modelo considerando a condição inicial fuzzy;
• Controle biológico de pragas
– Controle contínuo no tempo;
– Resolução através da aplicação do Princípio do Mínimo de Pontryangin e
resolução numérica através do método backward-forward sweet;
– Modelo considerando a condição inicial das pragas fuzzy e do predador crisp;
• Controle integrado de pragas
– Controle contínuo no tempo;
– Resolução através da aplicação do Princípio do Mínimo de Pontryangin e
resolução numérica através do método backward-forward sweet;
– Modelo considerando a condição inicial das pragas fuzzy e do predador crisp;
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Por fim, no Capítulo 5, estudamos o problema de controle ótimo de pragas na
lavoura, considerando a aplicação do controle discreta no tempo e o sistema dinâmico que
modela a evolução das populações envolvidas contínuo entre os intervalos de aplicação do
controle. Consideramos o controle biológico e o controle integrado e usamos uma heurística
computacional (Algoritmos Genéticos) para buscar uma solução para os problemas. Fizemos
comparações com o caso discutido no Capítulo 4.
Alguns trabalhos já foram feitos nesse temática. Em Cardoso e Takahashi (2008)
é usado programação dinâmica impulsiva em malha aberta para estudar os problemas de
controle biológico de pragas na lavoura usando um modelo predador e a vacinação ótima
no controle de epidemias usando um modelo SIR. Jiao et al. (2009) consideram um modelo
SI de controle de pragas com liberação impulsiva de pragas infecciosas e pulverização de
pesticidas. Cardoso et al. (2009) propõem uma solução numérica multi-objetiva para o
controle biológico de pragas na cultura da soja, considerando tanto o custo de aplicação da
ação de controle quanto o custo de danos econômicos. Em Rafikov et al. (2012) é proposto
um controle biológico impulsivo de pragas da broca-da-cana ( por seu parasitóide de ovos
baseado em um modelo matemático em que a broca é representada pelos ovos e fases
larvares, e o parasitóide é considerado em termos de parasitismo, resultados teóricos são
desenvolvidos.
Estrutura do texto
Além da introdução e considerações finais, a presente tese está dividida em 5
capítulos, conforme mostrado na tabela 1.
Tabela 1 – Divisão dos capítulos da tese.
Capítulo 1 Preliminares
Capítulo 2 Cálculo Variacional com Condição Inicial Fuzzy e Condição Final Livre
Capítulo 3 Controle Ótimo com Condição Inicial Fuzzy e condição Final Livre
Capítulo 4 O Problema de Controle Ótimo de Pragas na Lavoura
Capítulo 5 Controle Ótimo Impulsivo de Pragas na Lavoura
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Capítulo 1
Preliminares
No presente capítulo serão apresentadas as definições, resultados e métodos que
serão utilizados no desenvolvimento dessa tese. Basicamente, abordaremos preliminares
referentes a três áreas: Cálculo Variacional e Controle Ótimo, Teoria fuzzy e Inteligência
Artificial, conforme mostrado na figura 1.
Figura 1 – Esquema de divisão do capítulo.
Teoria Fuzzy
Preliminares
Cálculo Variacional e
Controle Ótimo
Inteligência
Computacional
Algoritmos GenéticosControle Impulsivo
Caso Contínuo: Teoria e
Métodos Numéricos de
Resolução
1.1 Cálculo Variacional
Nessa sessão apresentaremos as definições resultados referentes a cálculo varia-
cional cujos fundamentos teóricos estão baseados nos livros [Leitão (2001)], [Troutman
(2012)] e [Kirk (2012)].
Os problemas de cálculo variacional são problemas de otimização que se carac-
terizam por estarem definidos em espaços (de funções) de dimensão infinita e pelo fato da
função objetivo ser descrita por um operador integral.
De especial interesse é o estudo das condições necessárias e/ou suficientes
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para a caracterização das soluções (máximos/mínimos) destes problemas de otimização.
Simplificadamente tais funções são obtidas a partir da extensão aos problemas variacionais
dos resultados da análise em várias variáveis que permitem caracterizar os candidatos a
solução dos problemas de otimização em espaços de dimensão infinita.
1.1.1 Problemas Variacionais
Um problema clássico do cálculo de variações é a minimização de funcionais do
tipo
Jpxq “
ż tf
t0
rF pt, xptq, 9xptqqs dt (1.1)
onde o intervalo rt0, tf s é fixo e a aplicação F : rt0, tf s ˆ R2 é conhecida. A minimização
do funcional definido em (1.1) é realizada entre as funções x : rt0, tf s ÞÑ R continuamente
diferenciáveis no intervalo rt0, tf s, isto é, no espaço C1rt0, tf s.
O problema de minimizar o funcional em (1.1) é sujeito a diferentes tipos de
restrições. Nesse trabalho iremos apresentar dois tipos de problema de cálculo variacional:
• Problemas com condições de contorno fixas, isto é, xpt0q “ x0 e xptf q “ xf ;
• Problemas com condição inicial fixa e condição final livre, isto é, xpt0q “ x0 mas
xptf q não é especificado.
Denominamos por Xad o conjunto das funções admissíveis (ou viáveis), que no nosso
caso, é o conjunto de todas as funções continuamente diferenciáveis em rt0, tf s e que
satisfazem as condições de contorno. Da análise real, sabemos que é preciso distinguir
entre mínimos locais e globais do funcional J :
Definição 1.1. A função x˚ P Xad é denominada mínimo global de J : Xad ÞÑ R se
Jpxq ě Jpx˚q
para toda x P Xad.
Definimos na sequência os mínimos locais de J . A importância destes mínimos
vem do fato de que condições apenas necessárias, em geral, os englobam juntamente com
os mínimos globais. Antes de apresentar a definição, relembramos alguns fatos importantes
sobre a topologia dos espaços Crt0, tf s, que é o espaço de todas as funções contínuas
definidas em rt0, tf s e C1rt0, tf s.
Obs 1.1. O espaço vetorial Crt0, tf s é completo (Banach) com a norma do supremo
}f}8 :“ suptPrt0,tf s|fptq|
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Logo, dpf, gq :“ }f ´ g}8 define uma distância (métrica) em Crt0, tf s. De forma análoga
é possível construir uma métrica em C1rt0, tf s com a distância }f ´ g}1,8 :“ }f ´ g}8 `
} 9f ´ 9g}8.
Definição 1.2. x˚ P Xad é denominado minimizador local fraco de J quando
Dδ ą 0 tq @x P Xad com }x´ x˚}1,8 ă δ, temos Jpxq ě Jpx˚q.
x˚ P Xad é denominado minimizador local forte de J quando
Dδ ą 0 tq @x P Xad com }x´ x˚}8 ă δ, temos Jpxq ě Jpx˚q.
Para os problemas variacionais os mínimos locais fracos tem uma importancia
especial. Note que uma vizinhança forte de x P Xad possui mais elementos do que a
vizinhança fraca correspondente. Portanto, a exigência de x ser mínimo local forte é mais
restritiva.
A seguir, apresentamos uma definição que extende o conceito de derivada
direcional de aplicações f : Rn ÞÑ R e é de importância fundamental para a caracterização
de soluções para problemas variacionais.
Definição 1.3. Seja X um espaço vetorial e J : X ÞÑ R. Dados x, v P X definimos a
variação de Gâteaux de J em x na direção v através de
δJpx; vq “ lim
εÑ0
Jpx` εvq ´ Jpxq
ε
(1.2)
quando o limite existe.
Note que caso a derivada total em relação à variável ε da função real ε ÞÑ
Ipy ` εvq P R esteja bem definida em ε “ 0, temos
δJpx; vq “ d
dε
Jpx` εvq |ε“0 (1.3)
Além disso a variação de Gâteaux é linear com relação ao funcional J , isto é, fixados x,
v P X temos
δpαJ1 ` βJ2qpx; vq “ αδJ1px; vq ` βδJ2px; vq (1.4)
e
δJpx;αvq “ αδJpx; vq. (1.5)
Exemplo 1.1. Se X “ Rn, a, b P Rn f P C1ra, bs. Dados x, v P X temos
δfpx; vq “ lim
εÑ0
fpx` εvq ´ fpxq
ε
“ x∇fpxq, vy
que é a derivada direcional de f em x na direção do vetor v.
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Um dos objetivos principais do cálculo das variações consiste no estudo das
condições de otimalidade para um minimizador do funcional (1.1). Se tivermos condição
final fixa, isto é xpbq “ xb, então a condição necessária para que x˚ptq seja um extremo é
que seja solução da Equação de Euler-Lagrange (1.6)
Fxpt, x˚ptq, 9x˚ptqq ´ d
dt
pF 9xpt, x˚ptq, 9x˚ptqq “ 0 (1.6)
Se tivermos condição final livre, então a condição necessária para que x˚ptq seja
um extremo de (1.1) é que seja solução da Equação de Euler-Lagrange (1.6), juntamente
com a condição de transversalidade
F 9x ptf , x˚ptf q, 9x˚ptf qq “ 0. (1.7)
Condições suficientes de otimalidade são obtidas através de hipóteses de conve-
xidade ou transformando o problema de cálculo variacional em um problema de controle
ótimo. Existem também condições de segunda ordem para obtenção de condições suficientes,
mas não entraremos em detalhes aqui.
1.1.2 Minimização de Funcionais Convexos
Os primeiros resultados sobre condições suficientes de otimalidade surgem com
hipóteses extras de convexidade. Nessa sessão veremos que é relativamente mais simples
minimizar funcionais convexos. Utilizaremos a Variação de Gâteaux, definida na seção
anterior, para caracterizar a convexidade de um funcional J em um subconjunto S de um
espaço linear X. Com isso, o funcional convexo será automaticamente minimizado por um
x P S no qual a variação de Gâteux se anula e as condições necessárias de primeira ordem
serão suficientes.
1.1.3 Funcionais Convexos
Definição 1.4. Um funcional de valores reais J definido em um conjunto S de um espaço
linear X é dito [estritamente] convexo em S se quando x e x ` v P S então δJpx; vq é
definida e
Jpx` vq ´ Jpxq ě δJpx, vq
[com igualdade valendo se, e somente se, v = 0].
Proposição 1.1. Se J é [estritamente] convexo em S então cada x˚ P S tal que δJpx˚; vq “
0 minimiza J em S [unicamente].
Demonstração. Se x P S, então definindo v “ x´ x˚
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Jpxq ´ Jpx˚q “ Jpx˚ ` vq ´ Jpx˚q ě δJpx˚; vq “ 0 (Por 1.4 e pela hipótese )
[com a igualdade se, e somente se v “ 0].
Assim, Jpxq ě Jpx˚q [com igualdade se, e somente se x “ x˚] e esse é o
resultado desejado.
A partir de agora iniciaremos o estudo de resultados que nos permitirão
estabelecer a convexidade de funcionais e, desta forma, começar a resolver problemas
variacionais sob a óptica da convexidade.
Definição 1.5. A função F “ F pt, x, yq é [fortemente] convexa em S P R3 se F e suas
derivadas parciais Fx e Fy são definidas e contínuas nesse conjunto e se elas satisfazem a
desigualdade
F pt, x` v, y ` wq ´ F pt, x, yq ě Fxpx, y, vqv ` Fzpx, y, zqw (1.8)
@pt, x, yq e pt, x` v, y ` wq P S,
Os Teoremas 1.1 e 1.2 garantem que para funcionais convexos, as condições
necessárias de otimalidade são suficientes, além disso, nos diz que a condição de convexidade
de F dada em (1.5) garantem a convexidade do funcional que está sendo minimizado.
Teorema 1.1. Seja Xad “ tx P C1 prt0, tf sq |xpt0q “ x0, xptf q “ xfu, J : Xad ÝÑ R e
F P C1 `rt0, tf s ˆ R2˘.
Se F pt, x, yq é [fortemente] convexa em rt0, tf s ˆ R2 então
i) O funcional
Jpxq “
ż tf
t0
F pt, xptq, 9xptqqdt
é [estritamente] convexo em Xad.
ii) Cada x P Xad que satisfaz a equação de Euler Lagrange
Fxpt, xptq, 9xptqq ´ d
dt
pF 9xpt, xptq, 9xptqq “ 0
em rt0, tf s é minimizador global de J em Xad.
Demonstração. Ver [Troutman (2012)].
Teorema 1.2. Seja X tfad “ tx P C1 prt0, tf sq |xpt0q “ x0u, J : Xad ÝÑ R e F P
C1
`rt0, tf s ˆ R2˘.
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Se F pt, x, yq é [fortemente] convexa em rt0, tf s ˆ R2 então cada x P Xad que satisfaz a
equação de Euler Lagrange
Fxpt, xptq, 9xptqq ´ d
dt
pF 9xpt, xptq, 9xptqq “ 0
em ra, bs, junto com a condição de contorno
F 9xptf , xptf q, 9xptf qq “ 0
é minimizador global de J em Xad.
Demonstração. Ver [Troutman (2012)].
O Teorema 1.3 permite verificar se a função F pt, xptq. 9xptqq é convexa, no sentido
da definição (1.5) de maneira mais direta.
Teorema 1.3. Se F, Fxx, Fxy e Fyy são contínuas em rt0, tf sˆR2, então F pt, x, yq é convexa
(fortemente convexa) em rt0.tf s ˆ R2 se, e somente se, a matriz Hpx, yq “
«
Fxx Fxy
Fxy Fyy
ff
é semipositiva positiva definida (positiva definida).
Para ilustrar os resultados até aqui apresentados, vamos apresentar um exemplo.
Exemplo 1.2. Vamos encontrar o mínimo do funcional
Jpxq “
ż 2
0
“
9x2ptq ` 2xptq 9xptq ` 4x2ptq‰ dt (1.9)
onde xp0q “ 1 e xp2q é livre.
Inicialmente note que Hpx, 9xq “
«
8 2
2 2
ff
, cujos autovalores são λ1 “ 5`
?
13
e λ2 “ 5´
?
13, uma vez que λ1 e λ2 são ambos positivos, então Hpx, 9xq é positiva definida.
Pelo Teorema 1.3 temos que F pt, x, 9xq “ 9x2ptq ` 2xptq 9xptq ` 4x2ptq é fortemente convexa.
Pelo Teorema 1.2 o problema tem solução ótima global e para encontrar essa solução
devemos resolver a Equação de Euler-Lagrange, juntamente com a condição de contorno.
A equação de Euler-Lagrange do problema é
:x´ 4x “ 0, (1.10)
cuja solução geral é dada por
x˚ptq “ c1e´2t ` c2e2t. (1.11)
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Usando a condição inicial xp0q “ 1 temos
c1 ` c2 “ 1
.
Da condição de contorno
BF
B 9x p2, x
˚p2q, 9x˚p2qq “ 0
chegamos que
´c1e´4 ` 3c2e4 “ 0.
Portanto,
c1 “ 3e
4
e´4 ` 3e4 e c2 “
e´4
e´4 ` 3e4 .
A representação gráfica da solução x˚ptq é mostrada na Figura 2
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Figura 2 – Solução ótima x˚ptq do exemplo 1.2.
1.2 Teoria do Controle Ótimo
Um problema de controle ótimo consite em minimizar (ou maximizar) um
funcional (geralmente dado por uma integral) com vínculos dados por sistemas de equações
diferenciais (equações de estado).
Nessa seção introduziremos o problema de controle ótimo e apresentaremos
os principais resultados teóricos referentes ao assunto e que servirão como base para o
desenvolvimento da tese.
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1.2.1 O Problema de Controle Ótimo
De maneira geral, um problema de controle ótimo pode ser formulado como
min
uPU Jpuq “ h pxptf q, tf q `
ż tf
t0
F pt, x, uqdt
dx
dt
“ fpt, xptq, uptqq (1.12)
xpt0q “ x0 xptf q é livre
onde x : rt0, tf s ÝÑ Rn e é chamada de variável de estado, uptq : rt0, tf s ÝÑ Rm é a
variável de controle, F : rt0, tf s ˆ Rn ˆ Rm ÝÑ R e f : rt0, tf s ˆ Rn ˆ Rm ÝÑ R são
funções dadas.
Em palavras, no problema acima queremos encontrar um controle admissível
u˚ptq que faz com que o sistema
dx
dt
“ fpxptq, uptq, tq
siga uma trajetória admissível x˚ptq e que minimiza o funcional objetivo
Jpuq “ h pxptf q, tf q `
ż tf
t0
F pt, x, uqdt.
Um controle se diz admissível se satisfaz as restrições de controle desde o início até o
final do processo, isto é, durante todo o intervalo rt0, tf s. De modo análogo, uma trajetória
é admissível se ela satisfaz as restrições das variáveis de estado durante todo o intervalo
rt0, tf s.
Utilizando princípios variacionais obtêm-se condições necessárias para um
problema controle ótimo. Essas condições auxiliam no cálculo das soluções analíticas do
problema e fundamentam alguns métodos numéricos de resolução. Para o problema de
controle ótimo dado pela equação (1.12) podemos escrever o Lagrangeano como
Lpt, x, u, pq “ F pt, x, uq ` pptqT
ˆ
fpx, u, tq ´ dx
dt
˙
(1.13)
onde pptq é denominado multiplicador de Lagrange. A partir do Lagrangeano podemos
escrever a função Hamiltoniana como sendo
Hpt, x, u, pq “ Lpt, x, u, pq ` pptqT dx
dt
(1.14)
“ F pt, x, uq ´ pptqTfpx, u, tq
Com isso (ver Kirk (2012)), obtemos um conjunto de equações que estabelecem as condições
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necessárias para a solução ótima do problema (1.12) dadas por
dx˚
dt
“
ˆBH
Bp
˙
(1.15)
dp˚
dt
“ ´
ˆBH
Bx
˙
(1.16)
0 “
ˆBH
Bu
˙
(1.17)
Além disso, são estabelecidas condições relativas ao estado final e tempo final,
dadas por„Bh
Bxpx
˚ptf q, tf qq ´ p˚ptf q
T
δxf `
„
Hpx˚ptf q, u˚ptf q, p˚ptf q, tf q ` BhBxpx
˚ptf , tf qq

δtf “ 0
(1.18)
Com relação às condições de contorno, o problema de controle ótimo pode ser
dividido em vários casos, no entanto neste texto consideraremos apenas dois e, em ambos,
consideramos problemas com tf fixo.
Caso 1 - Estado final fixo - Como xptf q e tf são determinados previamente,
substituimos δxf “ 0 e δtf “ 0 em (1.18) e notamos que a condição definida por essa
equação é satisfeita automaticamente. Portanto, a única restrição sobre a condição de
contorno é xptf q “ xf .
Caso 2 - Estado final livre - Neste caso, temos que δtf “ 0 e xf é arbitrário.
Substituindo em (1.18), temos
Bh
Bxpx
˚ptf q, tf qq ´ p˚ptf q “ 0 (1.19)
Em termos do Halmitoniano podemos escrever as condições necessárias, conhe-
cidas como Princípío do Mínimo de Pontryagin através do Teorema a seguir.
Teorema 1.4. (Lenhart e Workman (2007)) Se u˚ptq e x˚ptq são, respectivamente, controle
ótimo e o estado associado ao controle para o problema (1.12), então existe uma variável
adjunta p˚ptq, contínua por partes, tal que
Hpx˚ptq, u˚ptq, p˚ptq, tq ď Hpx˚ptq, uptq, p˚ptq, tq (1.20)
para todo controle admissível uptq, onde o Halmitoniano é dado por
Hpt, x, u, pq “ F pt, x, uq ´ pptqTfpx, u, tq (1.21)
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e
dp˚
dt
“ ´
ˆBH
Bx
˙
(1.22)
p˚ptf q “ BhBxpx
˚ptf q, tf qq. (1.23)
Note que o Halmitoniano não precisa ser diferenciável com relação a u, porém,
se U “ Rn e se H é diferenciável com relação a u então a condição (1.20) pode ser rescrita
como BH
Bu “ 0
como anteriormente.
Algumas observações devem ser levadas em consideração sobre o Princípio
do Mínimo de Pontryagin
• u˚ptq é o controle que minimiza Hpx˚ptq, uptq, p˚ptq, tq;
• As equações (1.15), (1.16) e (1.17) constituem um conjunto de condições necessárias
de otimalidade. Essas condições não são, em geral, suficientes.
Além disso, o princípio do mínimo, embora derivado para controles com valores
de uma região fechada e limitada, pode também ser aplicado a problemas em que os
controles admissíveis não são delimitados. Isto pode ser feito através da visualização da
região de controle ilimitada como tendo limitantes arbitrariamente grandes, assegurando,
assim, que o controle ótimo não será restrito pelos limites. Nesse caso, para que u˚ptq
minimize o Halmitoniano é necessário (mas não suficiente) que
BH
Bu px
˚ptq, u˚ptq, p˚ptq, tq “ 0. (1.24)
Se a equação (1.24) é satisfeita, e a matriz
B2H
Bu2 px
˚ptq, u˚ptq, p˚ptq, tq (1.25)
é positiva definida, isso é suficiente para garantir que u˚ptq seja mínimo local de H. Se o
Halmitoniano pode ser expresso como
H pxptq, uptq, pptq, tq “ fpxptq, pptq, tq ` rc pxptq, pptq, tqsT uptq ` 12u
TRptquptq, (1.26)
onde c é um vetormˆ1 que não tem termos contendo uptq, então (1.24) e B
2H
Bu2 px
˚ptq, u˚ptq, p˚ptq, tq “
Rptq positiva definida são condições necessárias e suficientes para queH px˚ptq, u˚ptq, p˚ptq, tq
seja um mínimo global.
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Em muitas situações práticas, o controle tende a ser limitado e com isso, temos
o problema de controle ótimo (1.27).
min
uPU Jpuq “ h pxptf q, tf q `
ż tf
t0
F pt, xptq, uptqqdt
dx
dt
“ fpxptq, uptq, tq (1.27)
xpt0q “ x0 xptf q “ livre
ai ď uiptq ď bi
onde a e b vetores em Rm e ai ă bi.
O Princípio do mínimo de Pontryagin, com algumas adaptações, são válidas
nesse caso. As condições necessárias permanecem inalteradas conforme (1.15) e (1.16) e o
controle ótimo é dado por (1.28).
$’’’’’’&’’’’’’%
u˚ “ a se BHBu ă 0
a ď u˚ ď b se BHBu “ 0
u˚ “ b se BHBu ą 0
(1.28)
Para ilustrar os resultados aqui apresentaremos um exemplo de simples aplica-
ção.
Exemplo 1.3.
min
ż 2
0
“´2xptq ` 3uptq ` uptq2‰ dt
s.a x1ptq “ xptq ` uptq , xp0q “ 5.
O halmitoniano do problema é dado por
H “ ´2x` 3u` u2 ` ppx` uq. (1.29)
Cujas condições necessárias de otimalidade são dadas por
dx˚
dt
“ BHBp˚ “ x
˚ ` u˚, (1.30)
dp˚
dt
“ ´BHBx˚ “ 2´ p
˚, (1.31)
BH
Bu “ 3` 2u
˚ ` p˚ “ 0. (1.32)
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Com isso temos que p˚ptq “ c1e´t ` 2, usando o fato que p˚p2q “ 0 chegamos
que c1 “ ´2e2, logo pptq “ ´2e2´t ` 2.
Além disso, da equação (1.32) temos que u˚ptq “ ´p´ 32 “ e
2´t ´ 52 e usando
a equação (1.30), chegamos que x˚ptq “ c2eptq ´ 12e
2´t ` 52 e usando a condição inicial
xp0q “ 5 temos que x˚ptq “ 12pe
2 ` 5qet ´ 12e
2´t ` 52 .
A figura 3 mostra o gráfico do estado e do controle ótimo encontrado.
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Figura 3 – Solução para o estado x˚ptq e controle ótimo u˚ptq.
Ainda nesse mesmo problema, vamos considerar que o controle é limitado, isto
é, vamos supor que 0 ď uptq ď 2.
A equação adjunta permanece inalterada, então temos
pptq “ 2´ 2e2´t.
Agora que já encontramos o valor da variável adjunta, para isso precisamos
analisar o sinal de BHBu , conforme (1.28).
BH
Bu ă 0 ñ uptq “ 0 ñ 0 ą 3` pñ 3` 2´ 2e
2´t ă 0 ñ t ą 2´ ln
ˆ
5
2
˙
BH
Bu ą 0 ñ uptq “ 2 ñ 0 ă 3` 4` pñ 9´ 2e
2´t ą 0 ñ t ă 2´ ln
ˆ
9
2
˙
BH
Bu “ 0 ñ uptq “
´p´ 3
2 ñ 0 ď
´p´ 3
2 ď 2 ñ 2´ ln
ˆ
9
2
˙
ď t ď 2´ ln
ˆ
5
2
˙
Então o controle ótimo é
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u˚ptq “
$’’’’’’&’’’’’’%
2 se 0 ď t ď 2´ ln
ˆ
9
2
˙
e2´t ´ 52 se 2´ ln
ˆ
9
2
˙
ď t ď 2´ ln
ˆ
5
2
˙
0 se 2´ ln
ˆ
5
2
˙
ď t ď 2.
Para encontrar o estado ótimo basta substituir o valor de u˚ptq encontrado na
equação diferencial de x e resolver para os três casos. Portanto,
x˚ptq “
$’’’’’’&’’’’’’%
k1e
t ´ 2 se 0 ď t ď 2´ ln
ˆ
9
2
˙
k2e
t ´ e2´t ` 52 se 2´ ln
ˆ
9
2
˙
ď t ď 2´ ln
ˆ
5
2
˙
k3e
t se 2´ ln
ˆ
5
2
˙
ď t ď 2,
Usando a condição inicial xp0q “ 5 e o fato de que o estado deve ser contínuo,
temos
x˚ptq “
$’’’’’’&’’’’’’%
7et ´ 2 se 0 ď t ď 2´ ln
ˆ
9
2
˙
ˆ
7´ 818 e
´2
˙
et ´ 12e
2´t ` 52 se 2´ ln
ˆ
9
2
˙
ď t ď 2´ ln
ˆ
5
2
˙
p7´ 7e´2qet se 2´ ln
ˆ
5
2
˙
ď t ď 2.
A figura 4 mostra a solução para o estado e para o controle ótimo encontrado.
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Figura 4 – Solução para o estado x˚ptq e o controle ótimo u˚ptq do exemplo 1.3.
1.2.2 Solução Numérica
Na maioria das vezes, principalmente em problemas práticos, o sistema de
equações diferenciais provenientes do princípio do mínimo de Pontryagin não possui solução
analítica, com isso, precisamos recorrer a métodos numéricos para que possamos obter
uma solução numérica aproximada. Um Survey sobre métodos numéricos para resolução
de problemas de controle ótimo é encontrado em [Rao (2009)].
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O Princípio do Mínimo de Pontryagin consiste de um sistema de equações
diferenciais. Esse sistema de equações diferenciais oriundo do princípio do mínimo de
Pontryagin é um problema do valor de fronteira (PVF), que de modo geral pode ser
formulado como um sistema de equações diferenciais dy
dx
“ fpx, yq com condições aplicadas
em dois diferentes pontos x “ a e x “ b.
Aqui vamos descrever duas maneiras para resolver numericamente esse tipo de
problema: O primeiro é usando o pacote bvp4c do @MATLAB e o segundo é o método
Forward-Backward Sweet, que pode ser encontrado em Lenhart e Workman (2007).
PVFS são muito mais difíceis de resolver do que PVIs e qualquer solucionador
pode falhar, mesmo com boas estimativas para a solução inicial e os parâmetros desconhe-
cidos. Para tentarmos resolver o sistema constituído pelas equações (1.15), (1.16), (1.17)
numericamente, usamos o pacote bvp4c do @MATLAB. O bvp4c é um solucionador
eficaz, no entanto requer um trabalho árduo para escolha de uma solução inicial e de
uma malha de pontos de tal modo que o problema requerido seja resolvido. Para maiores
detalhes sobre o pacote bvp4c ver Shampine et al. (2000).
Para resolver um PVF não-linear usando o pacote bvp4c precisamos de uma
estimativa inicial boa para que o método nos dê uma solução aproximada boa. Para
encontrarmos um bom palpite para a solução inicial, separamos o sistema de equações
diferencias como uma soma da parte linear mais a parte não linear.
Sistema “ Linear` δ ˆ pNão-linearq
Resolvemos para os valores de δ ă 1, começando por δ “ 0 e vamos usando a
solução encontrada como estimativa da solução inicial para o próximo delta até, finalmente,
chegarmos no problema com δ “ 1. Por exemplo, resolvemos o problema para δ “ 0 (não
precisamos de um chute inicial pois o sistema é linear) e usamos a solução como chute
inicial para o problema com δ “ 0.1, posteriormente, resolvemos o problema para δ “ 0.1
e usamos a solução encontrada como chute inicial para o problema com δ “ 0, 25, e assim
sucessivamente, até encontrarmos um chute inicial bom para resolvermos o problema com
δ “ 1, que é o problema original que queremos resolver.
Para encontrarmos uma solução numérica dos problemas apresentandos nesse
texto, quando não conseguirmos um método que nos forneça uma solução analítica usaremos
o pacote bvp4c.
Já o método Forward-Backward Sweet, que pode ser encontrado com maiores
detalhes em Lenhart e Workman (2007), consiste em gerar uma aproximação para o controle.
Para iniciar esse processo particionamos o intervalo rt0, tf s, t0 “ b1, b2, b3, ..., bn, bn`1,
esses pontos são geralmente igualmente espaçados, a aproximação será um vetor ÝÑu “
pu1, u2, ..., un`1q, onde ui « upbiq. Um resumo do algoritmo é mostrado a seguir. Aqui
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ÝÑx “ px1, x2, ....xn`1q e ÝÑλ “ pλ1, λ2, ..., λn`1q são aproximações para o estado e para a
equação adjunta, respectivamente.
Passo 1: Dê um chute inicial para ÝÑu no intervalo;
Passo 2: Usando a condição inicial x1 “ xpt0q “ x0 e os valores de ÝÑu , Encontrar ÝÑx , avançando
no tempo (”forward”), usando sua equação diferencial, proveniante do sistema de
otimalidade;
Passo 3: Usando a condição de transversalidade λN`1 “ λptf q “ 0 e os valores de ÝÑx e ÝÑu ,
encontrar λ, voltando no tempo (Backward) através da sua equação diferencial
proveniente do sistema de otimalidade;
Passo 4: Atualize ÝÑu , usando os novos valores de ÝÑx e ÝÑu na caracterização do controle ótimo;
Passo 5: Verifique a convergência. Se os valores das variáveis nesta iteração e os da última
iteração são ”próximos”, produza os valores atuais como soluções. Se os valores não
estiverem próximos, retorne para o passo 2.
As equações diferencias que precisam ser resolvidas durante o método são
solucionadas usando o algoritmo de Runge-Kutta de quarta ordem.
1.3 Algoritmos Genéticos
Essa seção tem como objetivo apresentar a ideia dos algoritmos genéticos. A
base teórica aqui discutida, bem como aprofundamentos no assunto podem ser encontrados
em Carbono (2005), Holland (1975), Holland (1992), Reeves (2010), Mitchell (1998),
Gaspar-Cunha et al. (2012).
Uma boa parte dos problemas matemáticos presentes no cotidiano não são bem
comportados, no sentido de diferenciabilidade, por exemplo. No entanto esses problemas
precisam de um meio no qual possam ser solucionados. As heurísticas computacionais
buscam encontrar soluções para problemas de otimização, e apesar de não garantirem que
a solução encontrada seja ou esteja próxima da ótima, tem o objetivo de garantir que,
dentre a vasta maioria das alternativas disponíveis a resposta fornecida pelo algoritmo é
uma ”boa solução”. As metaheurísticas são métodos heurísticos que se adaptam a vários
tipos de problema da otimização e utilizam técnicas heurísticas estocásticas de propósito
geral para problemas de otimização combinatória.
Algoritmos genéticos são metaheurísticas inspirados nos princípios da seleção
natural e genética (computação evolutiva) e foram inicialmente desenvolvidos por John
Holland e seus alunos da Universidade de Michigan durante os anos 1960 (Holland (1975)).
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Fazendo uma analogia com a natureza, nos algoritmos genéticos cada solução é
um indivíduo e um conjunto de soluções é chamado de população, cada uma dessas soluções
é representada através de um Genótipo (cromossomos) que durante o processo iterativo
(gerações) uma parte dos indivíduos é selecionada (seleção natural) para produzir novos
indivíduos através da reprodução sexual (crossover), e são avaliados pela função de aptidão
(ou fitness). Além disso, durante cada geração os cromossomos podem sofrer mutação.
O esquema apresentado na Figura 5 apresenta o funcionamento básico dos algoritmos
genéticos.
A convergência gradual do algoritmo genético acontece conforme o número de
gerações aumenta, e a otimização termina quando um determindado critério de parada é
atingido. Esse critério pode ser o número de iterações atingido, descoberta de uma solução
com qualidade pretendida, inexistência de melhoria durante um determinado período de
tempo.
Críterio de parada
satisfeito?
Avaliar os novos
indivíduos
Selecionar indivíduos
promissores (Seleção)
Aplicar os operadores
genéticos com certa
probabilidade (Crossover
e Mutação)
Terminar a execução
Inserir novos indivíduos
em função do método
de reprodução
Criar população de
indivíduos
não
sim
Figura 5 – Fluxograma do funcionamento de um algoritmo genético.
Apesar de não termos garantias teóricas que a solução obtida através do
algoritmo genético seja ótima, é importante que os operadores de seleção, crosssover e
mutação sejam escolhidos de modo a preservar a variabilidade genética, importante para
que o algoritmo evolua mas ao mesmo tempo que a melhor solução de cada geração seja
preservada, por isso em alguns algoritmos é usado o elitismo, que é a técnica que preserva
Capítulo 1. Preliminares 41
uma porcentagem de indivíduos, com melhor valor de função de aptdão, nas próxima
gerações.
Em sua tese, Carbono (2005), elenca algumas vantangens do algoritmo genético
com relação aos métodos de otimização exatos. A tabela 1.3 apresenta algumas dessas
vantagens.
Tabela 2 – Comparação entre métodos clássicos (exatos) e Algoritmos Genéticos
Métodos Exatos Algoritmos Genéticos
Dependem de uma solução Inicial. Não dependem do ponto de partida.
Podem ficar presos em ótimos locais. não tem esse problema
Têm dificuldades para trabalhar com variáveis
discretas.
Trabalha com variáveis contínuas, dis-
cretas ou com a junção delas.
Exigem diferenciabilidade, o que pode não ser
possível ou ser complexo.
Não exigem nenhuma exigência especial
da função a ser otimizada.
Trabalha com uma única solução em cada
etapa do processo iterativo.
Usa buscas simutâneas em cada etapa
Pode não ser fácil de implementar É relativamente fácil de implementar e
permite modificações na função objetivo
e restrições.
Em geral, tem dificuldades para problemas
multiobjetivo
É flexível para trabalhar com restrições
e funções objetivo conflitantes.
Faremos uso do algoritmo genético para resolver problemas de controle ótimo
impulsivo.
1.4 Conjuntos Fuzzy
Nessa seção apresentaremos os conceitos básicos necessários sobre conjuntos e
funções fuzzy que podem ser encontrados com maiores detalhes em [Barros e Bassanezi
(2006)] e [Bede (2012)].
A teoria dos conjuntos fuzzy desenvolvida, inicialmente, por Lotfi Zadeh (1965)
permite o manuseio de expressões que envolvem grandezas descritas de forma não exata
e trabalha com incertezas e verdades parciais dos fenômenos naturais, de uma maneira
sistemática e rigorosa.
Ampliando o contra-domínio da função característica que é o conjunto t0, 1u
para o intervalo r0, 1s, podemos definir um subconjunto fuzzy da seguinte maneira
Definição 1.6. Seja U um conjunto (clássico); um subconjunto fuzzy pu de U é caracterizado
por uma função
µpu : U ÝÑ r0, 1s
pré-fixada, denominada função de pertinência do subconjunto fuzzy pu.
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A teoria dos conjuntos fuzzy desempenha um papel muito importante na
modelagem de objetos linguísticos, ou seja, de dar um tratamento matemático a certos
termos linguísticos subjetivos presentes no cotidiano. Por exemplo, no mercado financeiro,
os analistas tentam traduzir o que os números dizem através de palavras como “investimento
alto ”, “investimento baixo”, “muito”, “pouco”, “grande”, “pequeno”.
Note que um subconjunto fuzzy pu é composto de elementos x de um conjunto
universo U, providos de um valor de pertinência a pu, dado por µpupxq. O conjunto de todos
os subconjuntos fuzzy de U será denotado por FpUq.
Definição 1.7. O subconjunto de U definido por
supppu “ tx P U : µpupxq ą 0u
é denominado suporte de F e desempenha um papel importante na interrelação entre as
teorias de conjuntos clássica e fuzzy.
Um outro conceito que relaciona a teoria clássica dos conjuntos e a teoria fuzzy
é o de α-níveis.
Definição 1.8. Seja pu um subconjunto fuzzy de U e α P r0, 1s. O α-nível de pu é o
subconjunto clássico de U definido por
rpusα “ tx P U : µpupxq ě αu para 0 ă α ď 1
rpus0 “ supppu.
Definição 1.9. (Barros e Bassanezi (2006)) Um subconjunto fuzzy pu é chamado número
fuzzy quando o conjunto universo no qual µpu está definida, é o conjunto dos números
reais R e satisfaz as condições:
(i) todos os α-níveis de pu são não-vazios, com 0 ď α ď 1;
(ii) todos os α-níveis de pu são intervalos fechados de R;
(iii) supppu =tx P R : µpupxq ą 0u é limitado.
Vamos denotar por FR o conjunto de todos os números fuzzy.
Obs 1.2. Note que a propriedade piq da definição 1.9 é equivalente a dizer que rAs1 ‰ ∅,
quando esse fato acontece dizemos que o conjunto fuzzy é normal.
Obs 1.3. Ainda na definição 1.9, consideramos pu como sendo um subconjunto fuzzy, e
portanto, a propriedade
0 ď α ď β ď 1 ô rpusβ Ă rpusα
precisa ser verificada para que pu seja um número fuzzy.
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Exemplo 1.4. (Número fuzzy triangular) Um número fuzzy pu é dito triangular se sua
função de pertinência é da forma
µpupxq
$’’’’’&’’’’’%
0 se x ď a
x´ a
b´ a se a ď x ď b
x´ c
c´ b se b ď x ď c
0 se x ě c
(1.33)
O gráfico da função de pertinência de um número fuzzy triangular tem o
formato de um triângulo, como é mostrado na figura abaixo.
Figura 6 – Função de pertinência do número fuzzy triangular pa; b; cq.
Note que um número fuzzy triangular é caracterizado pela terna ordenada
pa; b; cq. Note que a expressão ”em torno de” pode ser modelada matematicamente pelo
número fuzzy triangular simétrico pu (isto é b´ a “ c´ b).
Ainda no espaço FR, podemos definir uma métrica, de modo que, ele seja um
espaço métrico completo. Segundo [Bede (2012)] pode-se definir uma métrica d8 induzida
através da distância de Hausdorff-Pompeiu entre intervalos fechados de R.
Definição 1.10. Dados dois conjuntos pu, pv P FR, a distância de Hausdorff-Pompeiu entre
eles é definida por
d8ppu, pvq “ sup
αPr0,1s
maxt|u´α ´ v´α |, |u`α ´ v`α |u “ sup
αPr0,1s
tdH prusα, rvsαqu (1.34)
onde rpusα “ ru´α , u`α s, rpvsα “ rv´α , v`α s e dH é distância de Hausdorff-Pompeiu entre
intervalos.
Note que a equação (1.34) é difícil de ser manipulada analiticamente. No entanto
para números fuzzy triangulares, temos uma expressão fechada para o cálculo da distância
d8, como mostraremos na proposição a seguir.
Capítulo 1. Preliminares 44
Proposição 1.2. Dados dois números fuzzy triangulares pu “ pu1;u2;u3q e pv “ pv1, v2, v3q
então
d8ppu, pvq “ maxt|u1 ´ v1|, |u2 ´ v2|, |u3 ´ v3|u (1.35)
Demonstração. De fato, os α-níveis de pu e pv são dados por
rpusα “ ru1 ` αpu2 ´ u1q, u3 ´ αpu3 ´ u2qs
rpvsα “ rv1 ` αpv2 ´ v1q, v3 ´ αpv3 ´ v2qs
então,
u´α ´ v´α “ pu1 ´ v1q ` αrpu2 ´ u1q ´ pv2 ´ v1qs
u`α ´ v`α “ pu3 ´ v3q ` α rpu3 ´ u2q ´ pv3 ´ v2qs
Logo,
d8ppu, pvq “ sup
αPr0,1s
maxt|pu1 ´ v1q ` α rpu2 ´ u1q ´ pv2 ´ v1qs |,
|pu3 ´ v3q ` α rpu3 ´ u2q ´ pv3 ´ v2qs |u
Note que
|pu1 ´ v1q ` α rpu2 ´ u1q ´ pv2 ´ v1qs | “ |p1´ αqpu1 ´ v1q ` αpu2 ´ v2q|
ď p1´ αq|u1 ´ v1| ` α|u2 ´ v2|
ď maxt|u1 ´ v1|, |u2 ´ v2|u
Do mesmo modo,
|pu3 ´ v3q ` α rpu3 ´ u2q ´ pv3 ´ v2qs | ď maxt|u3 ´ v3|, |u2 ´ v2|u
Portanto,
maxt|pu1 ´ v1q ` α rpu2 ´ u1q ´ pv2 ´ v1qs |, |pu3 ´ v3q ` α rpu3 ´ u2q ´ pv3 ´ v2qs |u ď
max |u1 ´ v1|, |u2 ´ v2|, |u3 ´ v3| @α P r0, 1s.
com isso,
sup
αPr0,1s
maxt|pu1 ´ v1q ` α rpu2 ´ u1q ´ pv2 ´ v1qs |, |pu3 ´ v3q ` α rpu3 ´ u2q ´ pv3 ´ v2qs |u ď
max |u1 ´ v1|, |u2 ´ v2|, |u3 ´ v3|
Uma vez que esse sup é sempre atingindo (α “ 0 ou α “ 1) então
d8ppu, pvq “ max |u1 ´ v1|, |u2 ´ v2|, |u3 ´ v3| (1.36)
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Tendo em mãos a métrica d8, definida pela equação (1.34), para o conjunto
dos números fuzzy, podemos definir o conceito bola para px P FpRq como segue
Definição 1.11. Dizemos que px P FR pertence a pBppx˚, εq se
d8ppx, px˚q ă ε.
Agora, iremos introduzir um conceito que será primordial para o desenvolvi-
mento dos resultados para tese. Uma vez que propomos estender os resultados da teoria
clássica de cálculo variacional e controle ótimo para a teoria fuzzy, o Princípio da Extensão
de Zadeh, segundo [Barros e Bassanezi (2006)], é um dos conceitos básicos que promove
a extensão dos conceitos matemáticos clássicos em fuzzy e servirá como base para o
desenvolvimento dos resultados a serem apresentados.
Definição 1.12 (Barros e Bassanezi (2006)). Sejam uma função f : X ÝÑ Z e pu um
subconjunto fuzzy de X . A extensão de Zadeh pf de f , aplicada a pu, é o subconjunto
fuzzy pfppuq de Z cuja função de pertinência é dada por
µ pfppuqpzq “
$&% supx“f´1pzq se f
´1pzq ‰ ∅
0 se f´1pzq “ ∅
(1.37)
onde f´1pzq “ tx : fpxq “ zu é a pré-imagem de z.
Definição 1.13 (Barros e Bassanezi (2006)). Sejam uma função f : X ˆ Y ÝÑ Z e pu e pv
subconjuntos fuzzy de X e Y , respectivamente . A extensão de Zadeh pf de f , aplicada
a pu e pv, é o subconjunto fuzzy pfppu, pvq de Z cuja função de pertinência é dada por
µ pfppu,pvqpzq “
$&% supx“f´1pzqmin rµpupxq, µpvpyqs se f
´1pzq ‰ ∅
0 se f´1pzq “ ∅
(1.38)
onde f´1pzq “ tpx, yq : fpx, yq “ zu é a pré-imagem de z.
O próximo teorema estabelece uma importante relação entre os α-níveis das
imagens e as imagens dos α-níveis de pf e f respectivamente.
Teorema 1.5. (Teorema de Nguyen)(Nguyen (1978)) Sejam f : X ÝÑ Z uma função
contínua, X, Y Ă Rn e pu um subconjunto fuzzy de X. Então, para todo α P r0, 1s vale” pfppuqıα “ f prpusαq .
De acordo com [Cecconello (2010)] e [Gomes et al. (2015)], o Teorema de
Nguyen também é válido para espaços topológicos de Hausdorff, em particular quando
X “ Rn, como enunciado abaixo
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Teorema 1.6. (Cecconello (2010),Gomes et al. (2015)) Sejam X e Y espaços de Hausdorff.
Se f : X ÝÑ Y é contínua, então a extensão de Zadeh pf : FKpXq ÝÑ FKpYq está bem
definida e vale ” pfppuqıα “ f prpusαq .
para todo α P r0, 1s, onde FKpXq denota a família de todos os subconjuntos fuzzy de X
com α-níveis compactos e não vazios.
O Teorema a seguir mostra que a Extensão de Zadeh da composição de fun-
ções é igual a composições das funções estendidas através da extensão de Zadeh, e sua
demonstração pode ser encontrada em [Diniz (2016)].
Teorema 1.7. Seja f : X Ă R ÝÑ Y Ă R, g : Y Ă R ÝÑ Z Ă R, h : X Ă R ÝÑ Z Ă R
e h “ g ˝ f . Seja pu P FpXq, então
phppuq “ pgp pfppuqq
onde ph, pg e pf denotam a extensão de Zadeh das funções h, g e f , respectivamente.
Quando é falado em ”otimizar” algum objetivo, temos que ter em mãos uma
forma de comparar quem é melhor ou pior, com isso, surgem as chamadas relações de
ordem, que permitem fazer comparações totais ou parciais entre elementos de um conjunto.
Vamos definir o que vem a ser uma relação de ordem e apresentar uma relação de ordem
parcial em FR e que será usada durante o processo de otimização.
Definição 1.14. Diz-se que uma relação R sobre um conjunto E é uma relação de ordem
(não estrita) se, e somente se, as seguintes condições estão verificadas
1. Para todo x P E, tem-se xRx (propriedade reflexiva);
2. Quaisquer que sejam x e y em E, se xRy e se yRx, então x “ y (propriedade
anti-simétrica);
3. Quaisquer que sejam x, y, z em E, se xRy e se yRz, então xRz (propriedade transi-
tiva).
onde xRy denota que x está relacionado com y.
Além disso, se uma ordem R, sobre um conjunto E, verificar a condição:
• Quaisquer que sejam x e y em E, tem-se xRy ou yRx, dizemos que E é um conjunto
totalmente ordenado pela ordem R, caso contrário, dizemos que o conjunto é
parcialmente ordenado.
Definição 1.15. Uma relação de ordem R que satisfaz as condições
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1. Para todo x P E, tem-se x „ Rx;
2. Quaisquer que sejam x e y em E, se xRy, então y „ Rx;
3. Quaisquer que sejam x, y, z em E, se xRy e yRz, então xRz.
é denominada relação de ordem estrita sobre E. Neste caso, x „ Ry denota que x
não está relacionado com y. Um exemplo de relação de ordem estrita é a relação ă
em R.
Definição 1.16. Sejam pu e pv números fuzzy. Dizemos que pu ĺ pvppu ă pvq se e somente se
rpusα ĺ rpvsαprpusα ă rpvsαq, respectivamente) para todo α.
Definição 1.17. Seja pM,dq um espaço métrico e P um conjunto parcialmente ordenado
segundo a relação de ordem ĺp . Considere uma função f : M ÞÑ P e x˚ P Ω Ă M .
Dizemos que x˚ é um minimizador local de f em Ω em quando existe um δ ą 0, tal que,
fpx˚q ĺp fpxq, para todo x P Bpx˚, δq X Ω. Caso fpx˚q ĺp fpxq, para todo x P Ω, x˚ é
dito minimizador global de f em Ω. .
1.5 Funções a um Parâmetro Fuzzy
Ao longo dos capítulos 2 e 3 iremos trabalhar com funções do tipo f : R ÝÑ FR
e com isso, precisamos saber como encontrar a imagem desse tipo de função. Para isso,
usaremos as ideias desenvolvidas em [Diniz (2016)]. Mais detalhes sobre funções do tipo
f : R ÝÑ FR podem ser encontrados em [Gomes et al. (2015)].
Vamos considerar uma função fpx, pλq, onde pλ P FR é um parâmetro fuzzy fixo.
Vamos interpretar a imagem desse tipo de função seguindo os seguintes passos:
(1) Inicialmente, vamos considerar que existe uma aplicação φ : X Ñ E onde X é o
conjunto dos possíveis valores do parâmetro λ e E é um espaço de funções.
(2) Sendo pλ P FR, aplicamos a extensão de Zadeh à φ, para cada pλ obtemos um
subconjunto fuzzy de funções de E, denotado por pfpλp.q, onde cada função possui
grau de pertinência referente ao valor de λ dado pela definição de extensão de Zadeh,
como segue
µ pfpλpfλp.qq “ suptµpλpλq : φpλq “ fλu.
(3) a partir desse conjunto fuzzy de funções, podemos definir uma função pfpλ : R ÝÑ FR,
onde, dado um x P R, obtemos um conjunto fuzzy como imagem, cuja função de
pertinência é dada por:
µ pfpλpxqpyq “ suptµ pfpλp.qpfλq : fλpxq “ yu.
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1.5.1 Derivada e Integral de Funções Com um Parâmetro Fuzzy
No funcional do problema 2.2 precisamos lidar com a derivada e integral de
funções a um parâmetro fuzzy e existem várias maneiras de definir a derivada de uma
função fuzzy. Nessa seção usaremos a extensão de Zadeh para definir a derivada e a integral
de uma função real com um parâmetro fuzzy.
Definição 1.18. Seja xλptq uma função real parametrizada por λ P rλL, λRs Ă R, se xλptq
for diferenciável para todo λ P rλL, λRs então a derivada de pxpλptq é dada por:
dpxpλptq
dt
“
xdxpλptq
dt
(1.39)
onde, pλ P FprλL, λRsq , pxpλptq denota a extensão de Zadeh de xλptq em relação a λ e xdxpλptqdt
denota a extensão de Zadeh de dxλptq
dt
. Ou seja, definimos a derivada da extensão de Zadeh
de pxpλptq como sendo a extensão de Zadeh da derivada de xλptq.
Do mesmo modo, definimos a integral como segue
Definição 1.19. Seja xλptq uma função real parametrizada por λ P rλL, λRs Ă R, se xλptq
for integrável para todo λ P rλL, λRs então a integral de pxpλptq é dada por:ż b
a
pxpλptqdt “ xż b
a
xpλptqdt (1.40)
onde, pλ P FrλL, λRs , pxpλptq denota a extensão de Zadeh de xλptq em relação a λ e xż b
a
xpλptqdt
denota a extensão de Zadeh de
ż b
a
xλptqdt.
Exemplo 1.5. Seja xpλptq “ 4t3 ` pλt2 ` 1, vamos calcular xdxpλptqdt e x
ż y
0
xpλptqdt, ondepλ “ p´1, 0.5, 2q é um número fuzzy triangular.
A projeção do gráfico da função xpλptq “ 4t3` pλt2` 1 é dada pela figura abaixo
Figura 7 – Gráfico de xpλptq “ 4t3 ` pλt2 ` 1
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Sendo xλptq “ 4t3 ` pλt2 ` 1, então dxλ
dt
“ 12t2 ` 2λt, do mesmo modo,ż y
0
xλptqdt “ y4 ` λy
3
3 ` y. Com isso obtemos
xdxpλptq
dt
“ 12t2 ` 2pλt (1.41)
e xż x
0
xpλptqdt “ x4 `
pλx3
3 ` x (1.42)
Note que as Equações (1.41) e (1.42) são apenas notações para representar a
extensão de Zadeh de 12t2 ` 2λt e de x4 ` λx3 ` x com relação a λ. Não são realizadas
operações com números fuzzy durante os cálculos de
xdxpλptq
dt
e
xż x
0
xpλptqdt.
A figuras 8 e 9 mostram os gráficos de
xdxpλptq
dt
e
xż x
0
xpλptqdt
Figura 8 – Gráfico de
xdxpλptq
dt
Figura 9 – Gráfico de
xż x
0
xpλptqdt
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Capítulo 2
Cálculo Variacional com Condição
Inicial Fuzzy e Condição Final Livre
No Capítulo 1, apresentamos de forma resumida, os conceitos e resultados
principais referentes a problemas de Cálculo Variacional. No caso de Problemas de Cálculo
Variacional com condição final livre, vimos que o objetivo essencial de um problema desse
tipo é encontrar funções que minimizam um determinado funcional e que satisfaçam
algumas restrições, principamente sobre as condições iniciais e penalização na condição
final.
Porém, em situações reais, o valor da condição inicial pode não ser bem definido,
ou seja, podem existir incertezas ou imprecisões sobre o valor real da condição inicial. Com
isso, poderíamos modelar essa condição inicial como um conjunto fuzzy e, nosso objetivo
passa a ser encontrar a trajetória “incerta”, que minimiza o funcional objetivo.
Neste capítulo estudamos problemas de cálculo variacional onde a condição
inicial é fuzzy, no entanto a condição final é livre. Daremos continuidade ao trabalho que
foi iniciado em [Diniz (2016)], que estudou problemas de cálculo variacional com condição
inicial fuzzy, porém a condição final era previamente determinada, ou seja, foi verificado
que o mínimo local de um problema de cálculo variacional com condição inicial fuzzy
min
xPC1pr0,tfsqJ pxq “
ż tf
0
F pt, x, 9xqdt
x p0q “ px0, e x ptf q “ xf
(2.1)
com px0 fuzzy, é a extensão de Zadeh da solução clássica em relação à condição inicial
(baseado na relação de ordem definida em (1.16).
No entanto, existem situações onde a condição final não é previamente fornecida,
e com isso, nosso objetivo, nesse capítulo, é usar as ideias desenvolvidas em [Diniz (2016)]
Capítulo 2. Cálculo Variacional com Condição Inicial Fuzzy e Condição final livre 51
para mostrar que o mínimo local para o problema
min
xPC1pr0,tfsqJ pxq “
ż tf
0
F pt, x, 9xqdt
x p0q “ px0 e x ptf q é livre,
(2.2)
com px0 fuzzy, é, também, a extensão de Zadeh da solução clássica em relação a condição
inicial.
2.1 Funções Parametrizáveis
Nessa seção vamos apresentar a definição e algumas propriedades de funções
parametrizáveis.
Definição 2.1. Um conjunto de funções X é chamado de conjunto de funções parametri-
zável, se for possível estabelecer uma aplicação que a cada número real associa uma função
diferente em X. Esta aplicação pode ser escrita da seguinte forma:
φ : ra, bs Ă R ÝÑ X
λ ÞÝÑ fλ
onde X é um conjunto de funções quaisquer.
Vamos mostrar agora que a solução de um problema de cálculo variacional com
condição final livre é parametrizado pela condição inicial.
Definição 2.2. Considere um conjunto X um conjunto de funções parametrizados equipado
com uma relação de ordem parcial ĺ Dizemos que esse conjunto é monótono crescente
em relação ao parâmetro λ, se para qualquer λ1 ă λ2, temos fλ1 ĺ fλ2 . Além disso, dizemos
que um conjunto de funções parametrizável é monótono decrescente em relação ao
parâmetro λ se, para qualquer λ1 ă λ2 temos fλ1 ľ fλ2 .
Suponha que para cada x0 P rxL0 , xR0 s o problema clássico tenha solução ótima
(única), então podemos definir a aplicação que a cada x0 P rxL0 , xR0 s associa a solução ótima
x˚ptq
ρ : rxL0 , xR0 s Ă R ÝÑ X
x0 ÝÑ x˚p.q (2.3)
onde X Ă C1rt0, tf s, munido da norma }x}1,8 “ sup
tPrt0,tf s
t|xptq|u ` sup
tPrt0,tf s
t|x1ptq|u.
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O nosso propósito é mostrar que a extensão de Zadeh de ρ é a solução ótima
para o problema de cálculo variacional com condição inicial fuzzy e condição final livre, de
acordo com uma relação de ordem para números fuzzy pré-estabelecida.
Ao longo desse capítulo queremos trabalhar apenas com o caso em que ρ
dependa continuamente da condição inicial, isto é, se variamos a condição inicial a solução
ótima varia continuamente. Além disso vamos exigir que a aplicação ρ seja monótona
crescente com relação à condição inicial, isso significa que as trajetórias não irão se
instersectar.
Para ilustrar esses fatos faremos o exemplo a seguir
Exemplo 2.1.
min
xPX J pxq “
ż pi
3
0
“
9xptq2 ´ xptq2‰ dt
dx
dt
“ xptq
x p0q “ x0, x
´pi
3
¯
é livre
A solução de Euler Lagrange para esse problema é x˚ptq “ c1 cosptq ` c2senptq,
as constantes c1 e c2 podem ser encontradas usando a condição inicial xp0q “ x0 e a
condição de transversalidade, dada pela equação (1.7). Portanto, c1 “ x0 e c2 “
?
3x0 e a
solução geral é dada por x˚pt, x0q “ x0 cosptq `
?
3x0senptq.
Note que x˚ptq depende linearmente de x0, logo depende continuamente de x0.
Além disso, dx
˚
dx0
“ cosptq ` ?3senptq ą 0 em r0, pi3 s, uma vez que a função senptq e cosptq
são positivas no primeiro quadrante.
0 0.1 0.2 0.3 0.4 0.5 0.6
t
1
1.5
2
2.5
3
3.5
x*
(t)
Figura 10 – Gráfico da solução x˚ptq.
Observe que, na figura 10, conforme esperávamos, a solução varia continuamente
com relação à condição inicial. Além disso, as trajetórias não se cruzam. É com esse tipo
de solução que iremos trabalhar ao longo desse capítulo.
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Em Diniz (2016) é mostrado que a solução do problema de cálculo variacional
com condição final fixa é monótono crescente com relação à condição inicial, isso significa
que quando for feita a extensão de Zadeh da solução clássica, com relação à condição
inicial, as trajetórias não se insterseptam. O exemplo a seguir mostra que tal fato pode
não acontecer quando a condição final é livre.
Exemplo 2.2. Considere o problema de cálculo variacional
min
ż 1
0
“
xptq2 ´ 3xptq 9xptq ` 9xptq2‰ dt
com xp0q “ x0 e xp1q é livre.
Vamos usar as condições de otimalidade para obter a solução ótima do problema e mostrar
que essa solução não é monótona com relação à condição inicial x0.
Usando a equação de Euler-Lagrange
BF
Bx pt, x
˚ptq 9x˚ptqq ´ d
dt
„BF
B 9x pt, x
˚ptq 9x˚ptqq

“ 0
2x˚ptq ´ 3 9x˚ptq ` 3 9x˚ptq ´ 2:x˚ptq “ 0
:x˚ptq ´ x˚ptq “ 0
Portanto, uma condição necessária para que x˚ptq seja solução do problema
variacional é que satisfaça a equação diferencial de segunda ordem :x˚ptq ´ xptq “ 0, cuja
solução geral é dada por x˚ptq “ c1et`c2e´t, onde c1 e c2 são constantes. Para encontrarmos
as constantes usamos a condição inicial xp0q “ x0 e a condição de transversalidade
BF
B 9x pt, x
˚p1q, 9x˚p1qq “ 0
2 9x˚p1q ´ 3x˚p1q “ 0
´3 `c1e` c2e´1˘` 2 `c1e´ c2e´1˘ “ 0
´ec1 ` 5e´1c2 “ 0
Sendo assim, c1 e c2 devem satisfazer o sistema#
c1 ` c2 “ x0
´ec1 ` 5e´1c2 “ 0
(2.4)
cuja solução é c1 “ 5e
´1x0
5e´1 ´ e e c2 “ x0 ´
5e´1x0
5e´1 ´ e Portanto a solução, dependente da
condição inicial, é dada por
x˚pt, x0q “
ˆ
5e´1x0
5e´1 ´ e
˙
et `
ˆ
x0 ´ 5e
´1x0
5e´1 ´ e
˙
e´t
Se considerarmos que x0 “ 1 ou x0 “ 2, temos
x1ptq :“ x˚pt, 1q “
ˆ
5e´1
5e´1 ´ e
˙
et `
ˆ
1´ 5e
´1
5e´1 ´ e
˙
e´t
x2ptq :“ x˚pt, 2q “
ˆ
10e´1
5e´1 ´ e
˙
et `
ˆ
2´ 10e
´1
5e´1 ´ e
˙
e´t
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Note que, x2ptq “ 2x1ptq, então para encontramos t P r0, 1s tal que x2ptq “ x1ptq,
basta resolvermos a equação x1ptq “ 0. Chamando k1 “ 5e
´1
5e´1 ´ e e k2 “ 1 ´
5e´1
5e´1 ´ e ,
temos
k1e
t ` k2e´t “ 0
k1e
t “ ´k2e´t
k1e
2t “ ´k2
2t “ ln
ˆ´k2
k1
˙
t “ 12 ln
ˆ´k2
k1
˙
t “ ln
´ e
5e´1
¯
t “ ln
ˆ
e?
5
˙
A figura 11 mostra o gráfico das soluções para x0 “ 1 e x0 “ 2 e indica que a
solução não é monótona com relação a condição inicial.
Figura 11 – As soluções não são monótonas
Através do exemplo anterior podemos observar que, no geral, a solução de um
problema de cálculo variacional com condição final livre pode não ser monótona com
relação à condição inicial, entretanto, vamos estabelecer condições suficientes para que a
solução desse tipo de problema seja monótona com relação à condição inicial, para um
caso específico de funcional quadrático.
Capítulo 2. Cálculo Variacional com Condição Inicial Fuzzy e Condição final livre 55
Considere o seguinte problema de cálculo variacional
min
xPC1pr0,tfsqJ pxq “
ż tf
0
“
axptq2 ` bxptq 9xptq ` c 9xptq2‰ dt
x p0q “ x0 e x ptf q é livre
(2.5)
Aplicando a equação de Euler-Lagrange para este problema, obtemos
BF
Bx pt, x
˚ptq, 9x˚ptqq ´ d
dt
„ BF
B 9xptqpt, x
˚ptq, 9x˚ptqq

“ 0
2ax˚ptq ` b 9x˚ptq ´ d
dt
rbx˚ptq ` 2c 9x˚ptqs “ 0
´2c:x˚ptq ` 2ax˚ptq “ 0
c:x˚ptq ´ ax˚ptq “ 0
isto é, uma condição necessária para que x˚ptq seja uma solução do problema variacional
(2.5) é que seja solução da equação diferencial c:x˚ptq ´ ax˚ptq “ 0, com condição inicial
xp0q “ x0 e condição de transversalidade
BF
B 9x pt, x
˚ptf q, 9x˚ptf qq “ 0 (2.6)
A equação diferencial c:x˚ptq ´ ax˚ptq “ 0 pode ser resolvida analiticamente, visto que é
uma equação diferencial de segunda ordem com coeficientes constantes. Para resolvê-la
vamos dividir em alguns casos.
1o CASO: a e c têm o mesmo sinal
Nesse caso, a equação característica cr2´ a “ 0 da equação diferencial c:x˚ptq ´ ax˚ptq “ 0
possui duas raízes distintas, a saber, r1 “
c
a
c
e r2 “ ´
c
a
c
, e a solução geral tem a forma
x˚ptq “ c1e
?
a
c
t ` c2e´
?
a
c
t (2.7)
para encontrarmos o valor de c1 e c2, utilizamos a condição incial xp0q “ x0 e a equação
(2.6), com isso, precisamos resolver o seguinte sistema#
c1 ` c2 “ x0
k1c1 ` k2 “ 0
(2.8)
onde k1 “ be
?
a
c
tf ` 2?ace
?
a
c
tf e k2 “ be´
?
a
c
tf ´ 2?ace´
?
a
c
tf . Como k1 ‰ k2, então a
matriz do sistema (2.11) é inversível e este tem solução única, a saber:
c1 “ x0 ´ k1x0
k1 ´ k2 e c2 “
k1x0
k1 ´ k2
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Portanto, a candidata a solução ótima, dependente da solução inicial é dada por
x˚pt, x0q “
ˆ
x0 ´ k1x0
k1 ´ k2
˙
e
?
a
c
t `
ˆ
k1x0
k1 ´ k2
˙
e´
?
a
c
t (2.9)
Vamos agora, estabelecer condições para que (2.9) seja monótona (crescente) com relação
a x0. Calculando a derivada parcial com relação a x0
Bx˚
Bx0 pt, x0q “
ˆ
1´ k1
k1 ´ k2
˙
e
?
a
c
t `
ˆ
k1
k1 ´ k2
˙
e´
?
a
c
t
Sendo e
?
a
c
t e e´
?
a
c
t sempre positivas para todo t P r0, tf s, vamos analisar o sinal deˆ
1´ k1
k1 ´ k2
˙
e k1
k1 ´ k2 , dividindo em dois casos
• Se b “ 0, então
k1 “ 2?ace
?
a
c
tf e k2 “ ´2?ace´
?
a
c
tf
sendo assim,
k1
k1 ´ k2 “
2
?
ace
?
a
c
tf
2
?
ace
?
a
c
tf ` 2?ace´
?
a
c
tf
ñ 0 ă k1
k1 ´ k2 ď 1
Logo Bx
˚
Bx0 pt, x0q é sempre positiva, nesse caso, o que implica que x
˚pt, x0q é sempre
crescente com relação à condição incial.
• Se b ‰ 0, então
k1
k1 ´ k2 “
pb` 2?acq e
?
a
c
tf
pb` 2?acq e
?
a
c
tf ` p2?ac´ bq e´
?
a
c
tf
Com isso, uma condição suficiente para que 0 ă k1
k1 ´ k2 ď 1 é que 2
?
ac ´ b ą
0 ñ b ă 2?ac e b ` 2?ac ą 0 ñ b ą ´2?ac, isto é, b ă |2?ac| e, nessa situação,
Bx˚
Bx0 pt, x0q é sempre positiva, nesse caso, o que implica que x
˚pt, x0q é sempre crescente
com relação à condição inicial. Note que, se b ą 0 então b ` 2?ac ą 0 e com isso,
para que x˚pt, x0q seja sempre crescente com relação à condição inicial é suficiente
apenas que b ă 2?ac.
2o CASO: a “ 0 e c ‰ 0
Nesse caso, a equação de Euler-Lagrange se reduz a c:xptq “ 0, cuja solução geral é dada
por
xptq “ c1 ` c2t (2.10)
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Novamente, para encontrarmos c1 e c2 usamos a condição inicial e a condição de fronteira
e, com isso, c1 e c2 devem satisfazer o sistema#
c1 “ x0
b pc1 ` c2tf q ` 2cc2 “ 0
(2.11)
cuja solução é dada por
c1 “ x0 e c2 “ ´bx0
btf ` 2c
e a solução do problema variacional, dependente da solução inicial é
x˚pt, x0q “ x0 `
ˆ ´bx0
btf ` 2c
˙
t
Nesse caso, Bx
˚
Bx0 pt, x0q “ 1´
bt
btf ` 2c , e uma condição suficiente para que
Bx˚
Bx0 ptx0q seja
sempre positiva é que 0 ď bt
btf ` 2c ă 1, para todo t P r0, tf s, e , com isso x
˚pt, x0q será
monótona com relação à condição inicial.
Vamos analisar sob que condições 0 ď bt
btf ` 2c ă 1. Note que se b e c tem o mesmo sinal
então a desigualdade é sempre satisfeita, uma vez que, sendo tf ą t, para todo t P r0, tf q,
temos
1 “ btf
btf
ą bt
btf
ą bt
btf ` 2c ě 0.
3o CASO: a ‰ 0 e c “ 0
Nesse caso, a equação de Euler-Lagrange nos indica que a solução ótima x˚ptq deve
satisfazer ax˚ptq “ 0, o que implica que x˚ptq “ 0. Se x0 “ 0, então a função nula é a única
solução do problema variacional, caso contrário, o problema variacional não tem solução.
Em ambas as situações não temos nada a analisar quanto a monotonicidade da solução.
4o CASO: a e c tem sinais distintos
Nesse caso, a equação característica cr2´ a “ 0 da equação diferencial c:x˚ptq ´ ax˚ptq “ 0
possui duas raízes complexas conjugadas, a saber, r1 “
c
´a
c
i e r2 “ ´
c
´a
c
i, e a solução
geral tem a forma
x˚ptq “ c1 cos
ˆc
´a
c
t
˙
` c2sen
ˆc
´a
c
t
˙
(2.12)
usando a condição inicial xp0q “ x0 encontramos que c1 “ x0, vamos usar a condição de
fronteira para encontrar c2
bxptf q ` 2c 9xptf q “ 0
b
„
x0 cos
ˆc
´a
c
tf
˙
` c2sen
ˆc
´a
c
tf
˙
` 2c
„
´x0
c
´a
c
sen
ˆc
´a
c
tf
˙
` c2
c
´a
c
cos
ˆc
´a
c
tf
˙
“ 0
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dessa expressão, tiramos que
c2 “ x0
“
2c
a´a
c
sen
`a´a
c
tf
˘´ b cos `a´a
c
tf
˘‰
bsen
`a´a
c
tf
˘` 2ca´a
c
cos
`a´a
c
tf
˘
Analisar o sinal de c2 é complicado, no caso geral. Vamos analisar o caso onde b “ 0.
Se b “ 0, então
c2 “ x0sen
`a´a
c
tf
˘
cos
`a´a
c
tf
˘ “ x0tgˆc´a
c
tf
˙
Portanto, a solução geral é dada por
x˚pt, x0q “ x0 cos
ˆc
´a
c
t
˙
` x0tg
ˆc
´a
c
tf
˙
sen
ˆc
´a
c
t
˙
(2.13)
Vamos estabelecer agora condições para que x˚pt, x0q seja monótona crescente com relação
a condição inicial
Bx˚
Bx0 pt, x0q “ cos
ˆc
´a
c
t
˙
` tg
ˆc
´a
c
tf
˙
sen
ˆc
´a
c
t
˙
Uma condição suficiente para que Bx
˚
Bx0 pt, x0q ą 0 para todo t P r0, tf s é que
0 ď
c
´a
c
t ă pi2
0 ď t ă
c
´ c
a
pi
2
e, nesse caso x˚pt, x0q é monótona crescente com relação à condição inicial x0.
Para sintetizar o estudo feito, temos o seguinte Teorema
Teorema 2.1. Considere o seguinte problema variacional
min
xPC1pr0,tfsqJ pxq “
ż tf
0
“
axptq2 ` bxptq 9xptq ` c 9xptq2dt‰ dt
x p0q “ x0 e x ptf q é livre
(2.14)
Se uma das quatro condições for satisfeitas
i) Se a e c são não nulos, possuem o mesmo sinal e b “ 0 ou
ii) Se a e c são não nulos, possuem o mesmo sinal, b ‰ 0 e b ă |2?ac| ou
iii) Se a “ 0, c ‰ 0 e 0 ď bt
btf ` 2c ă 1, para todo t P r0, tf s ou
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iv) Se a e c são não nulos, possuem sinais distintos, b “ 0 e 0 ď t ă
c
´ c
a
pi
2 para todo
t P r0, tf s
Então, a solução x˚pt, x0q, caso exista, de (2.14) parametrizada pela condição inicial é
monótona crescente, com relação à condição inicial.
Vamos usar o mesmo procedimento para verificar a monotonicidade crescente
da solução do funcional
min
xPC1pr0,tfsqJ pxq “
ż tf
0
”
a 9xptq2 ` bxptq2 ` cxptq ` d 9xptq
ı
dt
x p0q “ x0 e x ptf q é livre
(2.15)
Aplicando a equação de Euler-Lagrange para este problema
BF
Bx pt, x
˚ptq, 9x˚ptqq ´ d
dt
„ BF
B 9xptqpt, x
˚ptq, 9x˚ptqq

“ 0
2a:x´ 2bx´ c “ 0
ou seja, uma condição necessária para que x˚ptq seja uma solução do problema variacional
(2.15) é que a função x˚ptq seja solução da equação diferencial 2a:x ´ 2bx ´ c “ 0, com
condição inicial xp0q “ x0 e condição de transversalidade
BF
B 9x pt, x
˚ptf q, 9x˚ptf qq “ 0 (2.16)
A equação 2a:x´2bx´c “ 0 é uma equação diferencial linear de segunda ordem
não-homogênea, cuja solução é dada por: x˚ptq “ xhptq ` xpptq, onde xhptq é a solução da
equação homogênea associada e xpptq é uma solução particular.
A equação homogênea associada é dada por
a:x´ bx “ 0 (2.17)
e a equação característica é dada por ar2 ´ b “ 0, cujas raízes são r1 “
c
b
a
e r2 “ ´
c
b
a
.
Portanto, temos três casos a analisar
1˝ Caso: ab ą 0
Nesse caso, a solução é dada por
x˚ptq “ c1e
?
b
a
t ` c2e´
?
b
a
t ` c
b
(2.18)
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onde xhptq “ c1e
?
b
a
t ` c2e
?
b
a
t e xpptq “ c2b .
Para encontrar c1 e c2, usaremos a condição inicial xp0q “ x0 e a condição
(2.16), ou seja, precisamos resolver o seguinte sistema
$&% k1c1 ` k2c2 “ ´
d
2a
c1 ` c2 “ ´c
b
` x0
(2.19)
com k1 “ b
a
e
b
a
tf e k2 “ b
a
e´
b
a
tf . Portanto,
c1 “ x0 ´ c
b
` x0 ´
c
b
´ d
a
k1 ` k2 , c2 “
x0 ´ cb ´ da
´k1 ´ k2 .
Com isso, a solução geral, dependente da condição inicial, é dada por
x˚pt, x0q “
„
x0 ´ c2b `
x0 ´ c2b ´ da
k1 ` k2

e
?
b
a
t `
„
x0 ´ c2b ´ da
´k1 ´ k2

e´
?
b
a
t ` c2b (2.20)
Vamos estabelecer agora condições para que x˚pt, x0q seja monótona crescente
com relação a condição inicial
Bx˚
Bx0 pt, x0q “
„
1` 1
k1 ` k2

e
?
b
a
t `
„
´ 1
k1 ` k2

e´
?
b
a
t
Bx˚
Bx0 pt, x0q “ e
?
b
a
t ` 1
k1 ` k2
”
e
?
b
a
t ´ e´
?
b
a
t
ı
Uma vez que e
?
b
a
t ą 0, 1
k1 ` k2 ą 0 e e
?
b
a
t´e´
?
b
a
t ą 0, @t então Bx
˚
Bx0 pt, x0q ą
0, e com isso, nesse caso, x˚pt, x0q é monótona crescente com relação à condição inicial.
2˝ caso: b “ 0
Nesse caso a solução geral é dada por
x˚ptq “ c1 ` c2t` c4at
2 (2.21)
Usando a condição inicial xp0q “ x0 e a condição (2.16) temos que
c1 “ x0, c2 “ d2a ´
c
4atf
Portanto, a solução geral é dada por
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x˚pt, x0q “ x0 `
ˆ
d
2a ´
c
4atf
˙
t` c4at
2 (2.22)
Bx˚
Bx0 pt, x0q “ 1 ą 0, e com isso, nesse caso, x
˚pt, x0q é monótona crescente com
relação à condição inicial.
3˝ caso: ab ă 0
Nesse caso a solução geral é dada por
x˚ptq “ c1 cos
˜c
´ b
a
t
¸
` c2sen
˜c
´ b
a
t
¸
` c2b (2.23)
Usando a condição incial xp0q “ x0 e a condição 2.16
c1 “ x0 ´ c2b, c2 “
d´ `x0 ´ cb˘ b cos´b´ batf¯
2bsen
´b
´ b
a
tf
¯
Vamos estudar a monotonicidade da solução, com relação à condição inicial
Bx˚
Bx0 pt, x0q “ cos
˜c
´ b
a
t
¸
´ cotg
˜c
´ b
a
tf
¸
Se cos
˜c
´ b
a
t
¸
ą cotg
˜c
´ b
a
tf
¸
, então Bx
˚
Bx0 pt, x0q ą 0 e, com isso x
˚pt, x0q
é monótona crescente com relação à condição inicial.
Portanto, podemos sintetizar a discussão feita anteriormente no seguinte Teo-
rema
Teorema 2.2. Considere o seguinte problema variacional
min
xPC1pr0,tfsqJ pxq “
ż tf
0
”
a 9xptq2 ` bxptq2 ` cxptq ` d 9xptq
ı
dt
x p0q “ x0 e x ptf q é livre
(2.24)
Se uma das três condições abaixo são satisfeitas
i) Se a e b são não nulos e ac ą 0;
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ii) Se b “ 0 e a é não-nulo ;
iii) Se a e b são não nulos, ac ă 0 e cos
˜c
´ b
a
t
¸
ą cotg
˜c
´ b
a
tf
¸
para todo t P r0, tf s
Então, a solução x˚pt, x0q, caso exista, de (2.14) parametrizada pela condição inicial é
monótona crescente, com relação à condição inicial.
2.2 Funcional Fuzzy
Nessa seção veremos como determinar o valor do funcional fuzzy (2.2). Em
resumo, podemos obter esse valor fazendo uma extensão de Zadeh de funções compostas
da seguinte forma
x0
φ1ÝÑ xx0ptq φ2ÝÑ F pt, x, 9xq φ3ÝÑ
ż tf
t0
F pt, x, 9xqdt “ Jpxpt, x0qq. (2.25)
A função φ1 tem como domínio um subconjunto dos números reais e como
contradomínio um conjunto de funções diferenciáveis, isto é
φ1 : rxL0 , xR0 s Ă RÑ C1prt0, tf s,Rq (2.26)
Já φ2 é uma função que leva xx0ptq na função que será integrada no funcio-
nal. Portanto, φ2 é determinada por F pt, x, 9xq. Sempre iremos trabalhar com funcionais
contínuos em relação às três variáveis, portanto podemos escrever:
φ2 : C1prt0, tf s,Rq Ñ Cprt0, tf s,Rq (2.27)
Finalmente, em relação a φ3, podemos concluir que esta aplicação é contínua
pela continuidade da integral. Podemos escrever:
φ3 : Cprt0, tf s,Rq Ñ R (2.28)
Com isso, aplicando a extensão de Zadeh em cada uma das funções, obtemos:
px0 pφ1ÝÑ pxpx0ptq pφ2ÝÑ pF pt, px, p9xq pφ3ÝÑyż tf
t0
pF pt, px, p9xqdt “ pJppxpt, px0qq. (2.29)
Na prática, ao invés de fazermos a composição das extensões de Zadeh descritas
em 2.29, fazemos a extensão da composição das funções φ1, φ2 e φ3. O próximo resultado
mostra que essas operações são equivalentes.
Teorema 2.3. Considere que as aplicações φ1, φ2 e φ3, definidas anteriormente, sejam
funções contínuas e considere que h “ φ3pφ2pφ1qq . Então valephppx0q “ pφ3p pφ2qp pφ1qp px0q
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Demonstração. Usando a definição de extensão de Zadeh
µphppx0qpzq “ sup
x“φ´11 φ´12 φ´13 pzq
µpx0pxq (2.30)
Ainda aplicando a definição de extensão de Zadeh em cada termo da extensão,
temos que
µxφ1ppx0qpyq “ sup
x“φ´11 pyq
µpx0pxq, (2.31)
µxφ2pxφ1ppx0qqpwq “ sup
y“φ´12 pwq
µxφ1ppx0qpyq (2.32)
e
µxφ3pxφ2pxφ1ppx0qqqpzq “ sup
w“φ´13 pzq
µxφ2pxφ1ppx0qqpwq (2.33)
Portanto, desenvolvendo a equação (2.33 usando (2.31) e (2.32) e as propriedades
de supremo
µxφ3pxφ2pxφ1ppx0qqqpzq “ sup
w“φ´13 pzq
˜
sup
y“φ´12 pwq
µxφ1ppx0qpyq
¸
“ sup
w“φ´13 pzq
˜
sup
y“φ´12 pwq
˜
sup
y“φ´12 pwq
µxφ1ppx0qpyq
¸¸
“ sup
x“φ´11 φ´12 φ´13 pzq
µpx0pxq (2.34)
Uma das ferramentas mais importantes na demonstração do Teorema principal
desse capítulo é o Teorema de Nguyen (Teorema1.5) e o Teorema de Nguyen para espaços
de Hausdorff (Teorema1.6), no entanto temos que demonstrar que as aplicações referentes
ao nosso problema se encaixam nas hipóteses desses Teoremas.
Considere a aplicação
φ1 : R ÞÑ C1pra, bs,Rq (2.35)
Por hipótese, estamos assumindo que φ1 depende continuamente da condição inicial, além
disso R e C1pra, bs,Rq são espaços de Hausdorff. Portanto sendo pφ1 : FR ÞÑ FpC1pra, bs,Rqq
a extensão de Zadeh de φ1, precisamos mostrar que os α-níveis dos conjuntos fuzzy
pertencentes a FR e FpC1pra, bs,Rqq são conjuntos compactos não-vazios. No nosso caso
estamos considerando px0 número fuzzy, o que significa que seus α-níveis são intervalos
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fechados não-vazios de R, logo são conjuntos compactos. Resta mostrar que os α-níveis
dos subconjuntos fuzzy de FpC1pra, bs,Rqq são compactos, para isso temos que mostrar
que dado px0 P FR, rpφ1ppx0qsα são conjuntos compactos.
Inicialmente, para cada 0 ď α ď 1, vamos mostrar que rpφ1ppx0qsα “ rpxpt, px0qsα é
conjunto compacto e não vazio. Note que para mostrar que rpxpt, px0qsα ‰ H basta mostrar
que rpxpt, px0qs1 ‰ H. De fato, como px0 é um número fuzzy, então rpx0s1 ‰ H e como cada
função em rpxpt, px0qs1 é oriunda da condição inicial em rpx0s1 então rpxpt, px0qs1 ‰ H.
A fim de mostar a compacidade, tome Xn uma sequência em rpxpt, px0qsα, como
cada elemento de rpxpt, px0qsα é uma função xpt, x0q P C1, que depende da condição inicial,
então podemos escrever Xn “ xpt, x0nq, onde x0n é uma sequência em supppx0 “ rxL0 , xR0 s,
como é um intervalo fechado em R, então x0n possui uma subsequência x0nk, que converge,
digamos para x0.
Defina a subsequência Xnk “ xpt, x0nkq, então, usando a dependência contínua
com relação à condição inicial temos que
limXnk “ limXpt, x0nkq “ Xpt, lim x0nkq “ Xpt, x0q.
O que mostra que Xn possui uma subsequência Xnk que converge, logo
rpxpt, px0qsα é compacto @ 0 ď α ď 1.
Proposição 2.1. Seja φ1 : R ÞÑ C1prt0, tf s,Rq uma função contínua e px0 um número
fuzzy. Então a extensão de Zadeh pφ1 : FR ÞÑ FKpC1prt0, tf s,Rq está bem definida e para
todo α P r0, 1s vale
rpxpt, px0qsα “ pxpt, rpx0sαq.
Demonstração. Inicialmente note que R e C1prt0, tf s,Rq são espaços de Hausdorff e temos
que φ1 é uma aplicação contínua. Os α-níveis dos elementos de FR são conjuntos compactos,
pois são intervalos fechados de FKpC1prt0, tf s,Rq e vimos anteriormente que os elementos
de FR são subconjuntos fuzzy com α-níveis compactos e não-vazios. Portanto, todas as
hipóteses do Teorema 1.6 são satisfeitas e com isso, vale
rpxpt, px0qsα “ pxpt, rpx0sαq.
Vamos mostrar agora que” pJppxpt, px0qqıα “ J prpxpt, px0qsαq
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faremos uso do Teorema 1.6 e para isso, precisamos verificar que os α-níveis de r pJppxpt, px0qqs
são conjuntos compactos não-vazios. O fato desses α-níveis serem não vazios segue de px0
ser um número fuzzy. Vamos proceder da mesma maneira da proposição 2.1, para provar a
compacidade dos α-níveis.
Primeiramente note que
pJppxpt, px0qq “ pφ3ppφ2ppxpt, px0qqq
Consequentemente” pJppxpt, px0qqıα “ ”pφ3ppφ2ppxpt, px0qqqıα .
Consideremos uma sequência yn em
” pJppxpt, px0qqıα, para algum 0 ď α ď 1. Cada
elemento dessa sequência tem a forma φ3pφ2pxnpt, x0nqqq, com xnpt, x0nq é uma sequência
em rpxpt, px0qsα, que já vimos ser um conjunto compacto e, com isso, possui uma subsequência
xnk convergente, digamos para xpt, x0q. Defina a subsequência ynk “ φ3pφ2pxnkpt, x0nkqqq,
usando a hipótese que φ3 e φ2 são contínuas, podemos escrever
lim ynk “ limφ3pφ2pxnkpt, x0nkqqq “ limφ3pφ2pxnkpt, lim x0nkqqq “ limφ3pφ2pxpt, x0qqq
Logo,
” pJppxpt, px0qqıα é um conjunto compacto para todo 0 ď α ď 1.
Proposição 2.2. Seja φ2 e φ3 definidas como em (2.27) e (2.28) aplicações contínuas, px0
um número fuzzy . Sendo pφ2 e pφ3 as extensões de Zadeh de φ2 e φ3, respectivamente, então” pJppxpt, px0qqıα “ J prpxpt, px0qsαq .
Demonstração. Basta usar o Teorema 1.6, visto que todas as hipóteses são satisfeitas.
De posse das proposições 2.1 e 2.2 vamos mostrar que pJppxpt, px0qq é um número
fuzzy, uma vez que a relação de ordem a ser utilizada é para números fuzzy.
Teorema 2.4. Seja px0 P FpRq e φ1, φ2 e φ3 aplicações contínuas, então pJppxq definido
pela composição de extensões de Zadeh abaixo
px0 pφ1ÝÑ pxpx0ptq pφ2ÝÑ pF pt, px, p9xq pφ3ÝÑyż tf
t0
pF pt, px, p9xqdt “ pJppxpt, px0qq. (2.36)
é um número fuzzy.
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Demonstração. Sendo px0 um número fuzzy, pelas proposições 2.1 e 2.2
1.
” pJppxpt, px0qqıα “ J prpxpt, px0qsαq “ J pxpt, rx0sαqq, sendo px0 um número fuzzy, então rx0sα
são intervalos fechados de R, logo conjuntos fechados e conexos, uma vez que φ1, φ2 e
φ3 são funções contínuas e a imagem de fechados e conexos por funções contínuas são
conjuntos conexos (Simmons (1963), Kreyszig (1978)), então
” pJppxpt, px0qqıα são conjuntos
fechados e conexos @ 0 ď α ď 1. Uma vez que os únicos conjuntos fechados e conexos de
R são os intervalos fechados, então
” pJppxpt, px0qqıα são intervalos fechados @ 0 ď α ď 1.
2. Ainda pelas proposições 2.1 e 2.2
” pJppxpt, px0qqı1 “ J `rpxpt, px0qs1˘ “ J `xpt, rx0s1q˘
rx0s1 ‰ H, uma vez que px0 é um número fuzzy, logo J `xpt, rx0s1q˘ ‰ H e consequentemente,
todos os α-níveis são não-vazios, @ 0 ď α ď 1.
3.
supp( pJppxpt, px0qq) Ă suppp pJppxpt, px0qq) = ” pJppxpt, px0qqı0 “ J `rpxpt, px0qs0˘ “ J `xpt, rx0s0q˘
sendo px0 um número fuzzy, então rx0sα são intervalos fechados, logo conjuntos limitados, e
como φ1, φ2 e φ3 são funções contínuas e a imagem de conjuntos limitados por funções
contínuas são conjuntos limitados (Simmons (1963), Kreyszig (1978)), então J
`
xpt, rx0s0q
˘
são conjuntos limitados então supp( pJppxpt, px0qq) Ă J `xpt, rx0s0q˘ é limitado.
4. Como px0 é um número fuzzy então, para todo 0 ď α ď β ď 1 ñ rpx0sβ Ă rpx0sα.
Com isso, usando as proposições 2.1 e 2.2, temos
0 ď α ď β ď 1 ô rpx0sβ Ă rpx0sα ô rpxpt, px0qsβ Ă rpxpt, px0qsα ô r pJppxpt, px0qqsβ Ă r pJppxpt, px0qqsα.
Portanto pJppxq é um número fuzzy.
2.3 Cálculo Variacional com Condição Inicial Fuzzy e Condição
Final Livre
Definição 2.3. Definimos conjunto viável (ou admissível) para o problema (2.2) como
sendo o conjunto de todos os subconjuntos fuzzy de funções pxpt, px0q tais que exista uma
aplicação contínua que associe elementos de rx0s0 aos elementos de rpxpt, px0qs0.
Teorema 2.5. Seja o problema
min
xPC1pr0,tfsqJ pxq “
ż tf
0
rF pt, x, 9xqs dt
x p0q “ px0 e x ptf q é livre
(2.37)
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com px0 P FR. Se
• F pt, x, 9xq for contínua em relação a todas as variáveis;
• O funcional Jpxq for convexo ;
• A solução do problema clássico for contínua em relação à x0 P rxL0 , xR0 s e monótona
não-decrescente com relação a condição inicial.
Então px˚pt, px0q é minimizador do Problema (2.37) para toda pxpt, px0q pertencente ao conjunto
viável de (2.37) de acordo com a definição de minimizador dada em 1.17.
Demonstração. Primeiramente, como a solução do problema clássico x˚pt, x0q é monótona
crescente com relação a condição inicial, então podemos fazer a extensão de Zadeh com
relação a x0.
Devemos mostrar que pJppx˚pt, px0qq ĺ pJppxpt, px0qq, para toda pxpt, px0qq pertencente
ao conjunto viável de 2.37 e que satisfaça as condições de contorno.
Primeiramente devemos verificar que pJppx˚pt, px0qq e pJppxpt, px0qq são números
fuzzy e, sendo assim, podemos usar a relação de ordem definida em 1.16.
Por hipótese, temos que F pt, x, 9xq é contínua com relação a todas as variáveis
e que a solução do problema clássico é contínua com relação à condição inicial. Pelo
Teorema 2.4 pJppx˚pt, px0qq é um número fuzzy. Além disso, qualquer solução fuzzy admissível
possui como suporte um conjunto de soluções admissíveis que dependem continuamente
da solução inicial, com isso podemos garantir que pJppxpt, px0qq também é um número fuzzy,
logo, podemos usar a relação de ordem definida em 1.16.
Portanto, temos que mostrar que @α P r0, 1s, temos
pJppx˚pt, px0qαL ĺ pJppxpt, px0qqαL e pJppx˚pt, px0qqαR ĺ pJppxpt, px0qqαR (2.38)
Seja pxpt, px0q uma função pertencente ao conjunto admissível do problema (2.37).
Inicialmente vamos demonstrar que a primeira desigualdade de (2.38) é válida.
Sendo pJppx˚pt, px0qq um número fuzzy, os seus α-níveis são intervalos fechados,
portanto, temos que :
pJppx˚pt, px0qαL “ min ” pJppx˚pt, px0qqıα (2.39)
Usando a proposição 2.2 temos que
min
” pJpx˚pt, px0qqıα “ min J prpx˚pt, px0qsαq (2.40)
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Usando o mesmo raciocínio para pxpt, px0q temos que
min
” pJppxpt, px0qqıα “ min J prpxpt, px0qsαq (2.41)
Como a solução e qualquer função pertencente ao conjunto viável de (2.37) dependem
continuamente da condição inicial então pela Proposição 2.1, rpx˚pt, px0qsα “ x˚pt, rx0sαq e
rpxpt, px0qsα “ xpt, rx0sαq, com isso
pJppx˚pt, px0qαL “ min ” pJpx˚pt, px0qqıα “ min J prpx˚pt, px0qsαq “ min J prx˚pt, rx0sαqsq (2.42)
e
pJppxpt, px0qαL “ min ” pJppxpt, px0qqıα “ min J prpxpt, px0qsαq “ min J prxpt, rx0sαqsq (2.43)
Seja x˚pt, x˚0q e xpt, x0q os argumentos que minimizam, respectivamente J prx˚pt, rx0sαqsq
e J prxpt, rx0sαqsq, note que x0 P rx0sα, logo xpt, x0q P rpx˚pt, px0qsα e, com isso, podemos
escrever
J px˚pt, x˚0qqq ď J px˚pt, x0qq (2.44)
Além disso, como o funcional é convexo, x˚pt, x0q é a solução ótima global para
o problema clássico com condição inicial x0, portanto
J px˚pt, x0qq ď J pxpt, x0qq (2.45)
Logo,
pJppx˚pt, px0qαL “ J px˚pt, x˚0qq ď J px˚pt, x0qq ď J pxpt, x0qq “ pJppxpt, px0qαL (2.46)
E, com isso a primeira desigualdade está provada. Para que possamos provar a
segunda desigualdade procederemos de forma similar. Podemos escrever
pJppx˚pt, px0qαR “ max ” pJpx˚pt, px0qqıα e pJppxpt, px0qαR “ max ” pJppxpt, px0qqıα (2.47)
Sendo x˚pt, x˚0q e xpt, x0q os argumentos que maximizem, respectivamente
J prx˚pt, rx0sαqsq e J prxpt, rx0sαqsq, note que x0 P rx0sα, logo xpt, x0q P rpx˚pt, px0qsα e, com
isso, podemos escrever
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J px˚pt, x˚0qqq ď J px˚pt, x0qq (2.48)
Além disso, como o funcional é convexo, x˚pt, x0q é a solução ótima global para
o problema clássico com condição inicial x0, portanto
J px˚pt, x0qq ď J pxpt, x0qq (2.49)
Portanto,
pJppx˚pt, px0qαR “ J px˚pt, x˚0qq ď J px˚pt, x0qq ď J pxpt, x0qq “ pJppxpt, px0qαR (2.50)
Note que a convexidade do funcional, no Teorema 2.5 é exigida para garantir
que o problema clássico tenha solução ótima. Ao invés de exigir que a convexidade do
funcional, poderíamos exigir que o problema clássico tenha solução ótima para todo
x0 P rxL0 , xR0 s, juntamente com a hipótese dessas soluções sejam monótonas com relação à
condição inicial. Dessa forma, temos o seguinte Teorema:
Teorema 2.6. Seja o problema
min
xPC1pr0,tfsqJ pxq “
ż tf
0
rF pt, x, 9xqs dt
x p0q “ px0 e x ptf q é livre
(2.51)
com px0 P FR. Se
• F pt, x, 9xq é contínua em relação à todas as variáveis;
• Para cada x0 P rxL0 , xR0 s o problema clássico possui solução ótima global ;
• A solução do problema clássico é contínua em relação à x0 P rxL0 , xR0 s e monótona
crescente com relação à condição inicial.
Então, px˚pt, px0q é minimizador do Problema (2.51) para toda pxpt, px0q pertencente ao
conjunto viável de (2.51) de acordo com a definição de minimizador dada em 1.17.
Exemplo 2.3. Nesse exemplo, vamos resolver o seguinte problema de minimização
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min
xPC1pr0,2sq
J pxq “
ż 2
0
“
xptq2 ` 9xptq2‰ dt
x p0q “ px0 e x p2q é livre
(2.52)
onde px0 é o número fuzzy triangular p1; 1.5; 2q.
Primeiramente note que Jpxq é um funcional quadrático e comparando com
o problema (2.5), temos que a “ c “ 1 e b “ 0. Portanto, pelo item aq do Teorema 2.1,
a solução do problema 2.52, caso exista, é monótona crescente com relação à condição
inicial.
Pelo Teorema 1.2 a condição necessária de otimalidade para o problema clássico,
é a solução da equação de Euler-Lagrange
Fxpt, xptq, 9xptqq ´ d
dt
pF 9xpt, xptq, 9xptqq “ 0 (2.53)
2xptq ´ d
dt
p2 9xptqq “ 0 (2.54)
xptq ´ :xptq “ 0 (2.55)
Com isso, uma condição necessária para que x˚ptq seja uma solução para o
problema 2.52 é que essa função seja solução da equação diferencial de segunda ordem
xptq ´ :xptq “ 0, ou seja, x˚ “ c1et ` c2e´t. Para encontrarmos os valores das constantes c1
e c2, usamos a condição inicial xp0q “ x0
c1 ` c2 “ x0
juntamente com a condição de transversalidade
F 9xptf , xptf q, 9xptf qq “ 0
c1e
2 ´ c2e´2 “ 0
Portanto c1 “ x01` e4 e c2 “
x0e
4
1` e4 e, com isso, a solução do problema clássico,
dependente da condição inicial, é dada por
x˚ptq “ x01` e4
`
et ` e4´t˘ . (2.56)
Note que,
• F pt, x, 9xq “ xptq2 ` 9xptq2 é contínua com relação a todas as variáveis.
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• O problema clássico é convexo:
De fato, nesse caso temos que F pt, x, 9xq “ x2 ` 9x2, Portanto Fxx “ 2, Fx 9x “ 0 “ F 9xx
e F 9x, 9x “ 2, e com isso H “
«
2 0
0 2
ff
é positiva definida, o que implica que F pt, x, 9xq
é estritamente convexa (consequentemente convexa)(Teorema 1.3) e com isso o
problema clássico associado a (2.52) é estrimente convexo. Pelo Teorema 1.2, o
problema 2.52 possui solução global única. A saber a solução dada em (2.56).
• x˚ptq “ x01` e4
`
et ` e4´t˘ é contínua em rxL0 , xR0 s “ r1, 2s e monótona crescente
com relação a condição inicial.
De fato, pois x˚ptq é linear em x0, logo é contínua @x0 P rxL0 , xR0 s “ r1, 2s. Além
disso, já mostramos anteriormente que a solução é monótona crescente com relação
a condição inicial.
Portanto, todas as hipóteses do Teorema 2.5 são satisfeitas e, com isso, podemos garantir
que a extensão de Zadeh de x˚ptq, em relação a x0 é um conjunto fuzzy de funções que é
solução do problema variacional fuzzy em questão. A Figura (12) mostra a solução.
Figura 12 – Solução ótima de 2.52 com condição inicial fuzzy px0 “ p1; 1.5; 2q.
Para calcularmos o valor ótimo do funcional fuzzy, calculamos o valor ótimo do
funcional clássico e fazemos a extensão de Zadeh com relação à condição inicial x0.
Jpx˚pt, x0qq “
ż 2
0
„
x0
1` e4
`
et ` e4´t˘2 ` „ x01` e4 `et ´ e4´t˘
2
dt (2.57)
“
ż 2
0
2x20
p1` e4q2
`
e2t ` e8´2t˘ dt (2.58)
“ x
2
0
p1` e4q2
`
e8 ´ 1˘ . (2.59)
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Note que o valor ótimo do funcional fuzzy depende da condição inicial. Podemos
ver o valor ótimo do funcional fuzzy em questão na figura (2.3).
Figura 13 – Evolução do valor ótimo com re-
lação à condição inicial Figura 14 – Valor ótimo do funcional fuzzy
Vamos fazer comparações para verificar que, o valor fuzzy do funcional para a
solução ótima px˚pt, px0q é menor que o valor do funcional avaliado em uma função admissível
fuzzy qualquer pxpt, px0q.
• Comparação 1:
Considere o seguinte função admissível, dependente da condição inicial
xpt, x0q “ x0
ˆ
e2
1` e4 ´
1
2
˙
t` x0 (2.60)
Com isso, o valor do funcional objetivo, dependente da condição inicial é Jpuq “ 6.12784x20.
Fazendo extensão de Zadeh de x, obtemos a solução fuzzy apresentadas na figura 15.
Figura 15 – gráfico de pxpt, px0q e comparação entre px˚pt, px0q e pxpt, px0q.
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A figura 16 mostra a comparação entre pJppx˚q e pJppxq, o que nos mostra que, de
fato, pJppx˚q ă pJppxq.
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Figura 16 – Comparação entre pJppx˚q e pJppxq.
• Comparação 2:
Dessa vez vamos fazer uma comparação com uma função que satisfaz as condições de
contorno e que oscila em torno da função inicial. Para tanto considere a seguinte solução
factível, dependente da condição inicial
xpt, x0q “
„
x0
1` e4
`
et ` e4´t˘ „senp10pitq10 ` 1

(2.61)
O valor do funcional objetivo, dependente da condição inicial é Jpxq “
829.561x20. Fazendo a extensão de Zadeh de x, obtemos a solução fuzzy apresentada
na figura 17.
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Figura 17 – Comparação entre a solução ótima com x0 “ 1.5 e uma pertubação pxpt, px0q,
com px0 “ p1; 1.5; 2q.
A figura 18 mostra o gráfico da função de pertinência dos números fuzzy pJppxq
e pJppx˚q, respectivamente, e de fato, pJppx˚q ă pJppxq.
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Figura 18 – Comparação entre pJppxq e pJppx˚q.
2.4 Conclusões
Nesse capítulo estudamos problemas de controle ótimo com condição inicial
fuzzy e condição final livre.
Seguimos as ideias desenvolvidas por Diniz [Diniz (2016)] e definimos como
solução de nosso problema (2.37), a extensão de Zadeh da solução do problema clássico
com relação à condição inicial, diferente dos trabalhos até aqui difundidos, que procuram
usar derivadas e integrais fuzzy para encontrar uma versão fuzzy para a Equação de Euler
Lagrange [Farhadinia (2011), Fard e Zadeh (2012)].
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Verificamos, através de um contra exemplo, que a solução ótima do problema
clássico não é crescente com relação à condição inicial, com isso estabelecemos condições
suficientes para que essa propriedade seja válida para dois tipos de funcionais específicos
(Teorema 2.1).
Uma ferramenta importante para demonstração do resultado principal desse
capítulo é o Teorema de Nguyen para espaços de Hausdorff (Gomes et al. (2015)), para
isso mostramos que o nosso problema se encaixa nas hipóteses desse Teorema.
Definimos o espaço de busca para o nosso problema (2.3), acrescentamos no
Teorema desenvolvido por Diniz a hipótese de monotonicidade da solução, usamos a
relação de ordem 1.16 para mostrar o Teorema 2.5. Fizemos alguns exemplos para aplicar
o Teorema demonstrado.
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Capítulo 3
Controle Ótimo com Condição
Inicial Fuzzy e Condição Final Livre
Neste capítulo estudamos problema de controle ótimo com condição inicial
fuzzy e condição final livre. Seguiremos a mesma ideia desenvolvida no Capítulo 2 e que
foi inicialmente apresentada por Diniz [Diniz (2016), cujos resultados são baseados na
extensão de Zadeh da solução clássica.
Na seção 3.1 apresentaremos o problema de controle ótimo com condição inicial
fuzzy e condição final livre , apresentamos também o que seria a solução do problema
estudado e as hipóteses que precisam ser adicionados ao teorema desenvolvido por Diniz
para que seja válido para o nosso caso.
Na seção 3.2 definimos o que seria o conjunto admissível para o nosso problema
e feitas as devidas considerações, mostramos o teorema que garante que a extensão de
Zadeh da solução clássica, com relação à condição inicial, é a solução ótima para o nosso
problema. A solução ótima é obtida levando em conta uma relação de ordem parcial.
A seção 3.3 está dedicada a exemplos e aplicações dos resultados aqui desenvol-
vidos. Na seção 3.4 estabelecemos as devidas condições e conjecturamos que uma versão
do teorema demonstrado na seção 3.2 também é válido quando temos uma equação de
estado n-dimensional, e apenas uma das condições iniciais é um número fuzzy.
Os resultados desenvolvidos nesse capítulo servirão de embasamento teórico
para as aplicações desenvolvidas nesse capítulo e no capítulo posterior. Muitas vezes
em aplicações práticas não temos a solução analítica e, com isso, fica difícil verificar
analiticamente as hipóteses necessárias para a aplicação do teorema aqui desenvolvido.
No entanto, tendo a solução numérica para cada valor do suporte do parâmetro fuzzy,
tentaremos mostrar a veracidade dessas hipóteses numericamente.
Capítulo 3. Controle Ótimo com Condição Inicial Fuzzy e Condição Final Livre 77
3.1 Problema de Controle Ótimo com Condição Inicial Fuzzy e
Condição Final Livre
Nessa seção apresentaremos algumas propriedades e alguns resultados para
problemas de controle ótimo com condição inicial fuzzy e condição final livre, essas
propriedades e resultados foram apresentados em [Diniz (2016)], onde foram abordados
problemas de controle ótimo com condição inicial fuzzy e condição final fixa e aqui,
mostraremos que esses resultados são válidos também para quando a condição final é livre.
Considere o seguinte problema de controle ótimo
min
uPU J puq “ hpxptf qq `
ż tf
t0
F pt, x, uqdt
dx
dt
“ fpx, uq (3.1)px p0q “ px0 e x ptf q é livre
onde px0 P FR.
Seguindo a mesma ideia do capítulo anterior, definimos como solução do
problema (3.1) a extensão de Zadeh da solução determinística do problema associado, com
relação ao parâmetro fuzzy nele incorporado, isto é, a condição inicial px0.
Note que, se para cada x0 P rxL0 , xR0 s, o problema (3.1) possui uma única solução
ótima. Então podemos definir duas aplicações:
• A primeira associa a cada condição inicial x0 P rxL0 , xR0 s a equação de estado na
otimalidade x˚ptq
φ : rxL0 , xR0 s Ă R ÝÑ X
x0 ÝÑ x˚p.q (3.2)
• A segunda associa a cada condição inicial x0 P rxL0 , xR0 s um controle ótimo u˚ptq
ρ : rxL0 , xR0 s Ă R ÝÑ U
x0 ÝÑ u˚p.q (3.3)
onde exigiremos que X Ă C1rt0, tf s, munido da norma }x}1,8 “ sup
tPrt0,tf s
t|xptq|u` sup
tPrt0,tf s
t|x1ptq|u
e U Ă Crt0, tf s, munido da norma }u}8 “ sup
tPrt0,tf s
t|uptq|u.
Seguindo a mesma ideia desenvolvida no capítulo anterior iremoas mostrar
que as extensões de Zadeh de φ e ρ são as soluções do problema de controle ótimo (3.1),
conforme uma relação de ordem para números fuzzy.
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Ao longo da construção desse texto iremos trabalhar apenas com o caso em
que as funções que foram definidas em (3.2) e (3.3) dependem continuamente da condição
inicial, isso significa dizer que na medida que variamos a condição inicial, o controle ótimo
e o estado referente a esse controle varia continuamente, ou seja, se fizermos uma pequena
pertubação na condição inicial causa uma pequena variação nessas soluções. O exemplo a
seguir mostra um problema que tem esse tipo de comportamento.
Exemplo 3.1.
min
uPU J puq “ xp1q
2 ` 12
ż 1
0
uptq2dt
dx
dt
“ xptq ` uptq
x p0q “ x0 e x p1q é livre
Usando as condições de Otimalidade provenientes do Princípio do Mínimo de Pontryagin a
solução analítica para o estado é x˚pt, x0q “ x0e´t e o controle ótimo é u˚pt, x0q “ ´2x0e´t.
0 0.2 0.4 0.6 0.8 1
−4
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
t
u*
(t)
0 0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
t
x*
(t)
Figura 19 – Estado x˚ptq e controle ótimo u˚ptq para valores de x0 variando entre 1 e 2.
Como podemos ver através da Figura 19, de fato, uma pequena variação na
condição inicial no problema causa uma pequena variação na solução, é com esse tipo de
aplicações que iremos tratar ao longo do capítulo. Além disso, note que tanto as tragetórias
do controle, quanto a do estado não se cruzam, isso acontece porque a solução para o
estado é monótona crescente com relação à condição inicial x0 P r1, 2s, uma vez que
dx˚
dx0
“ e´t ą 0 @t e , por outro lado, o controle ótimo é monótono decrescente com relação
à condição inicial , pois du
˚
dx0
“ ´2e´t ă 0 @t P r0, 1s. Hipóteses como essas serão exigidas
para que possamos mostrar que a extensão de Zadeh de ρ e φ são as soluções do problema
3.1, assim como foram exigidas para problemas de cálculo variacional discutido no capítulo
anterior.
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Além disso, precisamos estabelecer qual é o conjunto de controles admissíveis
para o problema (3.1). Poderíamos pensar que os elementos desse conjunto pudessem
ser quaisquer função fuzzy arbitrária porém, a subjetividade envolvida no problema tem
origem na subjetividade da condição inicial, visto que, este é o único parâmetro fuzzy
do problema. Com isso, deve existir uma correlação entre a condição inicial e o controle
fuzzy admissível, o que nos diz que para cada função que pertença ao suporte do conjunto
fuzzy de funções que representa o controle que estamos comparando existe um x0 P r px0s0
associado, portanto denotaremos por pupt, px0q um controle fuzzy arbitrário aplicado ao
problema.
Portanto, considere que tenhamos um controle arbitrário admissível pu. Note
que esse controle é um conjunto fuzzy de funções e com isso, existe uma função ρ
ρ : R Ñ U (3.4)
x0 Ñ up., x0q
onde µpu puq “ µx0px0q.
Uma vez dado o controle, o estado pode ser encontrado resolvendo a equação
diferencial
dx
dt
“ fpx, pupt, px0qq. (3.5)
Sabendo que pupt, px0q é um conjunto fuzzy de funções, com isso para que
resolver a equação diferencial (3.5) aplicamos o princípio da extensão de Zadeh,uma vez
que para cada função no suporte de pupt, px0q está associada a uma única solução (sempre
trabalharemos com fpx, uq de classe C1).
η : U Ñ X (3.6)
up., x0q Ñ xp., x0q
Desse modo, para obtermos o estado fuzzy, para esse controle fuzzy arbitrário,
fazemos a extensão de Zadeh de η. Sendo a extensão de composições de funções igual a
composição de extensões (Teorema 1.7), podemos escrever que a extensão de Zadeh de η é
equivalente a extensão de zadeh de φ “ ηpρpx0qq.
Agora, como foi feito no capítulo anterior, precisamos mostrar que a imagem
do funcional, para um controle fuzzy arbitrário e consequentemente um estado fuzzy, é
um número fuzzy. Primeiramente vamos verificar que, assim como o controle e o estado
dependem continuamente da condição inicial, o funcional também depende. Note que
J puq “
ż tf
t0
F
`
t, φpx0q, ρpx0q
˘
dt (3.7)
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Então, assumindo fpx, uq P C1, F pt, x, uq contínua e se existir uma dependência
contínua entre x0 e xpt, x0q e x0 e upt, x0q, ρ é contínua, sendo fpx, uq P C1, para cada
upt, x0q associado existe um único xpt, x0q associado, portanto φ é uma função, que por
sua vez é contínua.
Além disso, como φ, ρ e F pt, x, uq são funções contínuas e a composição de
funções contínuas é contínua, então F pt, φ, ρq varia continuamente com relação a x0. Assim,
com a continuidade da integral podemos garantir que Jpupt, x0qq varia continuamente com
relação a condição inicial x0. Com isso temos a seguinte proposição:
Proposição 3.1. Se fpx, uq P C1, F pt, x, uq contínua e se existir uma dependência contí-
nua entre x0 e as funções xpt, x0q e upt, x0q, então existe uma dependência contínua entre
x0 e Jpupt, x0qq.
Demonstração.
Usando a Proposição 3.1 podemos mostrar o Teorema 3.1.
Teorema 3.1. Considere o problema (3.1) com fpx, uq P C∞ e F pt, x, uq contínua. Se
existir uma dependência contínua entre x0 P rpx0s0 e upt, x0q e entre x0 P rpx0s0 e xpt, x0q,
então pJppupt, px0qq é um número fuzzy.
Demonstração. As hipóteses do Teorema 3.1 são as mesmas da proposição 3.1, com isso,
existe uma dependência contínua entre x0 e Jpupt, x0qq, além disso podemos usar as mesmas
ideias desenvolvidas nas proposições 2.1 e 2.2 para mostrar que o problema (3.1) se encaixa
nas hipóteses do Teorema 2.4 e com isso podemos garantir que pJppupt, px0qq é um número
fuzzy.
3.2 Teorema: Controle ótimo fuzzy
Definição 3.1. Definimos o conjunto admissível do problema (3.1) como sendo o conjunto
de todos os subconjuntos fuzzy de funções tais que φ é contínua e crescente com relação à
condição inicial x0 e ρ é contínua e monótona com relação à condição inicial x0.
Teorema 3.2. Considere o problema:
min
uPU J puq “ hpxptf qq `
ż tf
0
F pt, x, uqdt
dx
dt
“ fpx, uq (3.8)
x p0q “ px0 e x ptf q é livre
onde px0 é um número fuzzy com suporte rxL0 , xR0 s. Se
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• F pt, xptq, uptqq contínua com relação a todas as variáveis;
• f de classe C1;
• Para cada x0 P rxL0 , xR0 s o problema clássico possui solução global x˚pt, x0q e u˚pt, x0q
e essas soluções sejam contínuas com relação à x0 P rxL0 , xR0 s;
• O controle ótimo u˚pt, x0q do problema clássico é monótono com relação a x0 P
rxL0 , xR0 s e o estado referente a esse controle x˚pt, x0q é monótono não-decrescente
com relação a condição inicial x0 P rxL0 , xR0 s;
Então px˚pt, px0q e pu˚pt, px0q formam a solução global do problema (3.8), de acordo
com a relação de ordem definida em (1.16), para qualquer px0 P FprxL0 , xR0 sq;
Demonstração. A demonstração do Teorema 2.2 é bastante similar a demonstração do
Teorema 2.5 do Capítulo anterior.
Inicialmente, note que o problema clássico tem solução global para cada x0 P
rxL0 , xR0 s. Além disso, por hipótese, u˚pt, x0q é monótona com relação a x0 e x˚pt, x0q é
crescente com relação a condição inicial, portanto podemos fazer a extensão de Zadeh de
cada uma delas, a saber pu˚pt, px0q e px˚pt, px0q, respectivamente.
Devemos mostrar que para toda solução admissível pupt, px0q temos que pJppu˚pt, px0qq ĺpJppupt, px0qq.
Note que, por hipótese, temos que f P C1 e F pt, x, uq é contínua com relação a
todas as variáveis e que a solução do problema clássico (estado e controle) são contínuas
com relação a condição inicial, pelo Teorema 2.4 pJppu˚pt, px0qq é um número fuzzy. Além
disso, qualquer solução fuzzy admissível possui como suporte um conjunto de soluções
admissíveis que dependem continuamente da solução inicial, com isso podemos garantir quepJppupt, px0qq também é um número fuzzy, logo, podemos usar a relação de ordem definida
em 1.16.
Portanto, temos que mostrar que @α P r0, 1s, temos
pJppu˚pt, px0qαL ĺ pJppupt, px0qqαL e pJppu˚pt, px0qqαR ĺ pJppupt, px0qqαR (3.9)
Seja pupt, px0q uma função pertencente ao conjunto admissível do problema.
Inicialmente vamos demonstrar que a primeira desigualdade de (3.9) é válida.
Sendo pJppu˚pt, px0qq um número fuzzy, os seus α-níveis são intervalos fechados,
portanto, temos que :
pJppu˚pt, px0qαL “ min ” pJpxu˚pt, px0qqıα (3.10)
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Usando o Teorema 1.6 (Note que podemos usar esse Teorema pois U é um
espaço de Hausdorff) temos que
min
” pJpxu˚pt, px0qqıα “ min J prpu˚pt, px0qsαq (3.11)
Usando esse mesmo raciocínio para pupt, px0q
min
” pJppupt, px0qqıα “ min J prpupt, px0qsαq (3.12)
Como a solução e qualquer função pertencente ao conjunto viável de (3.8) dependem
continuamente da condição inicial então pela proposição 2.1 rpu˚pt, px0qsα “ u˚pt, rx0sαq e
rpupt, px0qsα “ upt, rx0sαq, com isso
pJppu˚pt, px0qαL “ min ” pJpxu˚pt, px0qqıα “ min J prpu˚pt, px0qsαq “ min J pru˚pt, rx0sαqsq (3.13)
e
pJppupt, px0qαL “ min ” pJppupt, px0qqıα “ min J prpupt, px0qsαq “ min J prupt, rx0sαqsq (3.14)
Seja u˚pt, x˚0q e upt, x0q os argumentos que minimizam, respectivamente J pru˚pt, rx0sαqsq
e J prupt, rx0sαqsq, note que u0 P rx0sα, logo upt, x0q P rpu˚pt, px0qsα e, com isso, podemos
escrever
J pu˚pt, x˚0qqq ď J pu˚pt, x0qq (3.15)
Além disso, como o funcional é convexo, u˚pt, x0q é a solução ótima global para
o problema clássico com condição inicial x0, portanto
J pu˚pt, x0qq ď J pupt, x0qq (3.16)
Logo,
pJppu˚pt, px0qαL “ J pu˚pt, x˚0qq ď J pu˚pt, x0qq ď J pupt, x0qq “ pJppupt, px0qαL (3.17)
E, com isso a primeira desigualdade está provada. Para que possamos provar a
segunda desigualdade procederemos de forma similar. Podemos escrever
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pJppu˚pt, px0qαR “ max ” pJpxu˚pt, px0qqıα e pJppupt, px0qαR “ max ” pJppupt, px0qqıα (3.18)
Sendo u˚pt, x˚0q e upt, x0q os argumentos que maximizem, respectivamente
J pru˚pt, rx0sαqsq e J prupt, rx0sαqsq, note que x0 P rx0sα, logo upt, x0q P rpu˚pt, px0qsα e, com
isso, podemos escrever
J pu˚pt, x˚0qqq ď J pu˚pt, x0qq (3.19)
Além disso, como o funcional é convexo, u˚pt, x0q é a solução ótima global para
o problema clássico com condição inicial x0, portanto
J pu˚pt, x0qq ď J pupt, x0qq (3.20)
Portanto,
pJppu˚pt, px0qαR “ J pu˚pt, x˚0qq ď J pu˚pt, x0qq ď J pupt, x0qq “ pJppupt, px0qαR (3.21)
o que conclui a demonstração.
-
3.3 Exemplos e Aplicações
Exemplo 3.2. Considere o seguinte problema 3.22:
min
uPU J puq “ xp1q
2 ` 12
ż 1
0
uptq2dt
dx
dt
“ xptq ` uptq
x p0q “ px0 e x p1q é livre
(3.22)
onde px0 é o número fuzzy triangular p1; 1.5; 2q.
Na seção 3.1 vimos que a solução para o estado e o controle, dependentes da
condição inicial x0, são x˚pt, x0q “ x0e´t e u˚pt, x0q “ ´2x0e´t.
Vamos verificar que as hipóteses do Teorema 3.2 são válidas para esse problema.
• F pt, x, uq “ uptq2 é contínua com relação a todas as variáveis, uma vez que é uma
função polinomial;
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• fpt, x, uq “ xptq ` uptq é de classe C1, uma vez que é linear;
• O Halmitoniano do problema é dado por Hpt, x, p, uq “ u2 ` ppx` uq, que podemos
escrever na forma Hpt, x, p, uq “ px ` pu ` 12uptq.2.uptq e R “ 2 ą 0, então o
minimizador encontrado é mínimo global, além disso, x˚pt, x0q “ x0e´t e u˚pt, x0q “
´2x0e´t são lineares em x0 e, portanto, dependem continuamente da condição inicial;
• dx
˚
dx0
“ e´t ą 0 @t, com isso, x˚ptq é monótona crescente com relação à condição
inicial . Por outro lado, du
˚
dx0
“ ´2e´t ă 0 @t, portanto o controle ótimo encontrado
é monotóno decrescente com relação à condição inicial.
Com isso, verificadas as hipóteses do Teorema 3.2, então a extensão de Zadeh
do Controle ótimo (bem como do estado), com relação à condição inicial é solução do
problema (3.22). A figura 20 mostra a solução ótima fuzzy para o controle e o estado.
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Figura 20 – Gráficos das soluções do problema de controle ótimo 3.22 px˚ e pu˚
A evolução do valor do funcional com relação à condição inicial, bem como o
valor ótimo fuzzy do funcional é apresentado na figura 21.
Vamos fazer algumas comparações para verificar, que, de fato, o valor fuzzy do
funcional para o estado e controle ótimo é menor que o valor do funcional avaliado em
controles e estados arbitrários, pertencentes ao conjunto admissível do problema.
• Comparação:
Considere o seguinte controle admissível, dependente da condição inicial
upt, x0q “ x0
e
´ x0
ˆ
1
e
´ 1
˙
t (3.23)
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Figura 21 – Evolução do valor do funcional com relação a condição inicial e valor fuzzypJpupt, px0qq;
Para encontrarmos o estado associado a esse controle, precisamos resolver a seguinte
equação diferencial
dx
dt
“ xptq ` uptq,
cuja solução é dada por
xpt, x0q “ x0p1
e
´ 1qt` x0
com isso, Jpuq “ 1.9006x20. Fazendo a extensão de Zadeh de x e u, obtemos as soluções
fuzzy apresentadas nas figuras 22 e 23.
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Figura 22 – gráfico de pupt, px0q e comparação entre o controle ótimo pu˚pt, px0q e o controlepupt, px0q;
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Figura 23 – gráfico de pxpt, px0q e comparação entre o controle ótimo px˚pt, px0q e o controlepupt, px0q;
O Valor fuzzy do funcional pJppuq, juntamente com o valor ótimo do funcionalpJppu˚q é mostrado na fugura 24. O que podemos observar que, de fato pJppu˚q ă pJppuq
Figura 24 – Comparação entre o valor ótimo pJppu˚q e o valor de pJppuq;
Exemplo 3.3. Seja xptq o número de células tumorais no tempo t (com fator de cres-
cimento exponencial), e uptq a concentração do fármaco. Queremos simultaneamente
minimizar o número de células tumorais no final do período de tratamento e os efeitos
nocivos acumulados da droga sobre o corpo. Como não existe nenhum exame que dê com
precisão tamanho, massa volume massa ou volume de células tumorais, vamos considerar a
condição inicial fuzzy. Portanto, podemos formular o seguinte problema de controle ótimo
min Jpuq “ xptf q `
ż tf
0
u2ptqdt
dx
dt
“ αxptq ´ uptq (3.24)
xp0q “ px0
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O termo quadrático no integrando é escolhido de modo a evitar valores negativos
para o funcional. A equação diferencial modela crescimento exponencial, caso não haja
controle (fármaco) sobre as células tumorais.
A simplicidade do modelo, apesar de não considerar outros fatores que limitam
o crescimento, permite-nos ilustrar o método para um curto período de tempo.
Usando as condições de otimalidade provenientes do Princípio do Mínimo de
Pontryagin, as soluções para o controle e o estado, dependentes da condição inicial, são
dados por
u˚ptq “ e
αptf´tq
2
x˚ptq “ x0eαt ` eαtf e
´αt ´ eαt
4α
Note que, o controle ótimo é constante com relação à condição inicial e o estado
é linear em x0, logo são contínuas com relação à condição inicial. Além disso F px, uq “ u2
é contínua com relação a todas as variáveis, visto que é uma função polinomial, do mesmo
modo que fpx, uq “ αxptq ´ uptq também o é.
Além disso, uptq é monótona com relação a x0, uma vez que é constante com
relação a x0 e
dx˚
dx0
“ eαt ą 0, portanto x˚ptq é monótona crescente com respeito a x0.
Portanto, todas as hipóteses do Teorema 3.2 são satisfeitas e, se considerarmos
que a condição inicial é incerta e modelarmos pelo número fuzzy triangular px0 e podemos
aplicar o Teorema 3.2
3.4 Controle Ótimo Fuzzy com Duas ou Mais Variáveis de Estado.
Além do problema (3.1) estamos interessados em estudar algumas variações
desse tipo de problema. A primeira dessas é estudar o seguinte problema de controle ótimo
min
uPU J puq “
ż tf
t0
F pt, x, y, uqdt` hpxptf q, yptf qq
dx
dt
“ fpx, y, uq
dy
dt
“ gpx, y, uq (3.25)px p0q “ px0 e x ptf q é livre
y p0q “ y0 e y ptf q é livre
onde px0 é um número fuzzy. A diferença entre o problema (3.1) é o problema (3.25) é que,
ao invés de um estado temos dois, isto é, a dinâmica do fenômeno é regida por um sistema
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de equações diferenciais de duas variáveis, no entanto, somente uma das condições iniciais
é um número fuzzy. Note que, poderíamos ter uma dinâmica regida por um sistema de
equações diferencias com 1n1 variáveis e todos os resultados feitos anteriormente também
seriam válidos.
Toda a análise que foi feita anteriormente pode ser feita agora. Nesse caso,
além das aplicações φ e ρ, precisamos definir uma outra aplicação τ
τ : rxL0 , xR0 s Ă R ÝÑ Y
x0 ÞÝÑ y˚p.q (3.26)
onde exigiremos que Y Ă C1rt0, tf s, munido da norma }y}1,8 “ sup
tPrt0,tf s
t|yptq|, |y1ptq|u.
O conjunto admissível de (3.25) é o conjunto de todos os subconjuntos fuzzy de
funções tais que φ, ρ e τ são contínuas, φ é não-decrescente com relação à condição inicial
e ρ e τ são monótonas. Onde φ, ρ são definidas como anteriormente e τ “ νpρq, com
ν : U ÝÑ Y
up., x0q ÞÝÑ yp., x0q (3.27)
Do mesmo modo que anteriormente, podemos mostrar que pJppupt, px0qq é um
número fuzzy. Com isso, temos o seguinte teorema, que pode ser demonstrado seguindo os
mesmos passos do Teorema 3.2
Teorema 3.3. Considere o problema:
min
uPU J puq “
ż tf
t0
F pt, x, y, uqdt` hpxptf q, yptf qq
dx
dt
“ fpx, y, uq
dy
dt
“ gpx, y, uq (3.28)px p0q “ px0 x ptf q “ livre
y p0q “ y0 y ptf q “ livre
onde px0 é um número fuzzy com suporte rxL0 , xR0 s. Se
• F pt, xptq, yptq, uptqq for contínua com relação a todas as variáveis;
• f e g forem de classe C1;
• Para cada x0 P rxL0 , xR0 s o problema clássico possua solução global x˚pt, x0q, y˚pt, x0q
e u˚pt, x0q e essas soluções sejam contínuas com relação a x0 P rxL0 , xR0 s;
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• O controle ótimo u˚pt, x0q do problema clássico e o estado ótimo y˚pt, x0q sejam
monótonos com relação a x0 P rxL0 , xR0 s e o estado ótimo x˚pt, x0q seja monótono
não-decrescente com relação a condição inicial x0 P rxL0 , xR0 s, para todo t P rt0, tf s;
Então px˚pt, px0q, py˚pt, px0q e pu˚pt, px0q formam a solução global do problema (3.28),
de acordo com a relação de ordem definida em (1.16), para qualquer px0 P FprxL0 , xR0 sq;
Demonstração. A prova é idêntica a do Teorema 3.2, fazendo as devidas considerações.
Exemplo 3.4. Para ilustrar o Teorema 3.2 vamos encontrar o mínimo do funcional
Jpuq “ yp1q2 `
ż 1
0
1
2u
2ptqdt (3.29)
sujeito ao sistema dinâmico
dx
dt
“ y
dy
dt
“ ´y ` u
onde pxp0q “ px0 “ p0; 1; 2q, yp0q “ 0, xp1q e yp1q são livres.
O Hamiltoniano do Problema é dado por
Hpt, x, y, uq “ 12u
2 ` p1pyq ` p2p´y ` uq
As condições de Otimalidade consistem em resolver o seguinte sistema de
equações diferenciais com dois valores de contorno
dx
dt
“ y
dy
dt
“ ´y ` u
dp1
dt
“ 0 (3.30)
dp2
dt
“ p2
u` p2 “ 0pxp0q “ px0 “ p0; 1; 2q e yp0q “ 0
cuja solução analítica, tanto para o estado, quando para o controle e dependentes da
condição inicial são dados por
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u˚pt, x0q “ ´2
e
x0e
t
x˚pt, x0q “ x0
„
1` 1
e
e´t ´ 1
e
et

y˚pt, x0q “ x0
e
`
et ´ e´t˘ .
Antes de aplicarmos o Teorema 3.28, vamos verificar se todas as hipóteses são
satisfeitas.
• Note que F pt, x, yq “ u2ptq é contínua com relação a todas as variáveis, pois é uma
função polinomial.
• fpx, y, uq “ y e gpx, y, uq são de classe C1, uma vez que são lineares em suas variáveis.
• Tanto os estados x˚ptq e y˚ptq, quanto o controle u˚ptq dependem de x0 linearmente,
logo essas soluções são contínuas, em particular, em rxL0 , xR0 s.
• Vamos verificar que x˚1ptq é crescente com relação à condição inicial e x˚2ptq e u˚ptq
são monótonos com relação à condição inicial.
Note que dx
dt
“
„
1` 1
e
e´t ´ 1
e
et

, com isso, dx
dt
ą 0 @t P r0, 1s, portanto é crescente
em x0.
Além disso, u
˚ptq
dx0
“ ´2
e
et ă 0@t P r0, 1s, portanto é monótona decrescente com
relação a x0. Por fim,
dy˚ptq
dx0
“ 1
e
`
et ´ e´t˘, como et ą e´t @t, então dy˚ptq
dx0
ě 0@t,
em particular dy
˚ptq
dx0
ě 0 @t P r0, 1s, logo é monótono não-decrescente com relação
a x0.
Com isso, temos todas as hipóteses verificadas e podemos aplicar a extensão de Zadeh
para obtermos a solução fuzzy. As soluções fuzzy para os estados são mostradas na figura
25 e para o controle é mostrado na figura 26.
A evolução do valor do funcional com relação a condição inicial, bem como o
valor ótimo fuzzy do funcional são apresentados na Figura 27.
3.5 Controle Ótimo Fuzzy com Duas Variáveis de Controle
Ainda continuando, queremos estudar também problemas de controle ótimo
com condição inicial fuzzy e com vários controles. Por simplicidade vamos trabalhar aqui
com dois controles.
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Figura 25 – Solução fuzzy para os estados pxpt, px0q e pypt, px0q
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Figura 26 – Solução fuzzy para o controle pupt, px0q;
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Figura 27 – Evolução do valor do funcional com relação a condição inicial e valor fuzzypJpupt, px0qq;
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Considere o seguinte problema de controle ótimo
min
u1,u2PU1ˆU2
J pu1, u2q “
ż tf
t0
F pt, x, y, u1, u2qdt` hpxptf qq
dx
dt
“ fpx, y, u1q
dy
dt
“ gpx, y, u2q (3.31)px p0q “ px0 x ptf q é livre
y p0q “ y0 y ptf q é livre
onde px0 é um número fuzzy.
É importante observar que a diferença entre o problema (3.31) o problema
(3.25) é que, agora temos dois controles.
Mais uma vez, toda a análise que foi feita anteriormente pode ser feita agora.
Para isso, precisamos definir quatro aplicações φ, τ , ρ e ω.
φ : rxL0 , xR0 s Ă R ÝÑ X
x0 ÝÑ x˚p.q (3.32)
τ : rxL0 , xR0 s Ă R ÝÑ Y
x0 ÝÑ y˚p.q (3.33)
ρ : rxL0 , xR0 s Ă R ÝÑ U1
x0 ÝÑ u˚1p.q (3.34)
ω : rxL0 , xR0 s Ă R ÝÑ U2
x0 ÝÑ u˚2p.q (3.35)
onde exigiremos que U1,U2 Ă Crt0, tf s, munido da norma }y}8 “ sup
tPrt0,tf s
t|yptq|u.
O conjunto admissível de (3.31) é o conjunto de todos os subconjuntos fuzzy de
funções tais que φ, ρ τ e ω são contínuas, φ é não-crescente com relação à condição inicial
e ρ, τ e ω são monótonas. Onde φ, ρ são definidas como anteriormente, φ “ νpρpx0qq
τ “ σpρpx0qq, com
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ν : U1 ÝÑ X
u1p., x0q ÝÑ xp., x0q (3.36)
σ : U2 ÝÑ Y
u2p., x0q ÝÑ yp., x0q (3.37)
Do mesmo modo que anteriormente, podemos mostrar que pJppu1pt, px0q, pu2pt, px0qq
é um número fuzzy. Com isso, temos o seguinte teorema, que pode ser demonstrado seguindo
os mesmos passos do Teorema 3.2
Teorema 3.4. Considere o problema:
min
u1,u2PU1ˆU2
J puq “
ż tf
t0
F pt, x, y, u1, u2qdt` hpxptf q, yptf qq
dx
dt
“ fpx, y, u1q
dy
dt
“ gpx, y, u2q (3.38)px p0q “ px0 e x ptf q “ livre
y p0q “ y0 y ptf q “ livre
onde px0 é um número fuzzy com suporte rxL0 , xR0 s. Se
• F pt, x, y, u1, u2q é contínua com relação a todas as variáveis;
• f e g são de classe C1;
• Para cada x0 P rxL0 , xR0 s o problema clássico possuem solução global x˚pt, x0q, y˚pt, x0q,
u˚1pt, x0q e u˚2pt, x0q e essas soluções sejam contínuas com relação a x0 P rxL0 , xR0 s;
• Os controles ótimos u˚1pt, x0q e u˚2pt, x0q do problema clássico e o estado ótimo
y˚pt, x0q são monótonos com relação a x0 P rxL0 , xR0 s e o estado ótimo x˚pt, x0q é
monótono não-decrescente com relação a condição inicial x0 P rxL0 , xR0 s, para todo
t P rt0, tf s;
Então px˚pt, px0q, py˚pt, px0q, pu˚1pt, px0q e pu˚2pt, px0q formam a solução global do problema (3.31),
de acordo com a relação de ordem definida em 1.16, para qualquer px0 P FprxL0 , xR0 sq;
Demonstração. A prova é idêntica a do Teorema 3.4, fazendo as devidas considerações.
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Exemplo 3.5. Para ilustrar o Teorema 3.38,vamos resolver o seguinte problema de controle
ótimo.
min
u1,u2PU1ˆU2
J puq “
ż 5
0
„
xptq ` 12u1ptq
2 ` 12u2ptq
2

dt
dx
dt
“ u1ptq ` yptq
dy
dt
“ u2ptq (3.39)px p0q “ px0 x ptf q “ livre
y p0q “ 0 y ptf q “ livre
onde px0 é o número fuzzy triangular p0; 5; 10q.
Inicialmente, vamos resolver o problema clássico. o Hamiltoniano do problema
é
Hpt, x, y, u1, u2q “ x1 ` 12u
2
1 ` 12u
2
2 ` p1pu1 ` x2q ` p2u2.
cujas condições de otimalidade consiste no sistema de equações diferenciais 3.40
dx
dt
“ u1ptq ` yptq
dy
dt
“ u2ptq
dp1
dt
“ ´1
dp2
dt
“ ´p1
u1 ` p1 “ 0 (3.40)
u2 ` p2 “ 0px p0q “ x0 x p5q “ livre
y p0q “ 0 y p5q “ livre
p1p5q “ p2p5q “ 0
cujas soluções, dependentes da solução inicial, são apresentadas em
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x˚ptq “ ´ t
4
24 `
5t3
6 ´
23t2
4 ´ 5t` x0
y˚ptq “ ´t
3
6 `
5t2
2 ´
25t
2
p˚1ptq “ ´t` 5 (3.41)
p˚2ptq “ t
2
2 ´ 5t`
25
2
u˚1ptq “ t´ 5
u˚2ptq “ ´t
2
2 ` 5t´
25
2
Afim de fazermos a extensão de Zadeh, vamos verificar que as hipótese do
Teorema 3.4.
Primeiramente note que F px, y, u1, u2q “ xptq`12u1ptq
2`12u2ptq
2, fpx, y, u1, u2q “
u1 ` y e gpx, y, u1, u2q “ u2 são funções polinomais, então satisfazem as hipóteses de con-
tinuidade e diferenciabilidade. Além disso, exceto x˚ptq, as outras soluções tanto para o
estado, quanto para o controle, são constantes com relação à condição inicial, logo satistaz
também as hipóteses de continuidade e monotocidade com relação a x0.
Sendo x˚ptq linear com relação a x0, logo é contínua com relação a condição
inicial. Por outro lado, dx
˚ptq
dt
“ 1 e logo, é monótona crescente com relação a x0. Portanto,
todas as hipóteses do Teorema 3.4 são verificadas e com isso as Figuras 28 e 29 mostram
a solução para o estados e os controles.
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Figura 28 – Soluções para os estados px e py.
A figura 30 mostra a evolução do valor ótimo com relação a x0, bem como o
valor fuzzy do funcional objetivo.
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Figura 29 – Soluções fuzzy para os controles ótimos pu1 e pu2.
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Figura 30 – Evolução do valor do funcional com relação a condição inicial e valor fuzzypJpupt, px0qq;
3.6 Conclusões
Esse capítulo foi dedicado a estudar problemas de controle ótimo com condição
inicial fuzzy e condição final livre.
Diferente do que já foi abordado, com a teoria de controle ótimo com parâmetros
fuzzy [Mazandarani e Pariz (2018), Mazandarani e Zhao (2018), Huang e Chen (2005),
Najariyan e Farahi (2015)], não utilizamos nenhum tipo de derivada ou processo fuzzy
para obter uma versão do Princípio do Mínimo de Pontryagin. Nosso interesse foi mostrar
que a extensão de Zadeh da solução clássica, com relação à condição inicial seria a solução
do nosso problema.
Inicialmente definimos as aplicações que seriam estendidas, mostramos que o
Capítulo 3. Controle Ótimo com Condição Inicial Fuzzy e Condição Final Livre 97
Teorema de Nguyen para espaços de Hausdorff [Gomes et al. (2015)] era aplicável ao nosso
problema. Feito isso, Definimos o que seria o conjunto admissível para o problema 3.1,
acrescentamos a hipótese de monotocidade do controle com relação à condição inicial e do
estado ser crescente com relação à condição inicial e demonstramos o Teorema 3.2, que diz
que a extensão de Zadeh da solução clássica é a solução ótima para o problema 3.1 de
acordo com a relação de ordem 1.16.
Feita as devidas considerações adicionais mostramos que o resultado demons-
trado no Teorema 3.2 também é válido para o problema 3.25, quando temos mais de
um estado, e apenas uma das condições iniciais é um número fuzzy (Teorema 3.3) e
para o problema (3.31), onde temos duas variáveis de controle, e cada uma delas aparece
separadamente em cada uma das equações diferencias, considerando que apenas uma das
condições iniciais é um número fuzzy (Teorema 3.4) . Para ambos teoremas demonstrados
foram apresentados exemplos e aplicações.
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Capítulo 4
O Problema de Controle Ótimo de
Pragas na Lavoura
A grande incidência de pragas na lavoura gera grande preocupação e prejuízo
aos produtores. Frente a essa situação, são propostas algumas estratégias de controle a
fim de reduzir a ocorrência dessas.
Existem várias maneiras de controle de pragas, dentre elas estão o controle
químico e o controle biológico. O controle químico consiste em utilizar qualquer substância
de natureza química (inseticidas, fungicidas, bactericidas, herbicidas entre outros) que
aplicados direta ou indiretamente, causam a morte da praga. Já o controle biológico
utiliza-se de inimigos naturais ou bioinseticidas, que são os agentes bióticos da mortalidade
da praga e tem como principais vantagens, não deixar resíduo no ambiente, ser atóxico
para o homem e ser específico (Simonato et al. (2014)).
Além disso existem técnicas que combinam os vários tipos de controle, como é
o caso do MIP (Manejo Integrado de Pragas), que fundamenta-se no uso conjunto desses
controles, afim de reduzir os danos causados ao meio ambiente pelos produtos químicos,
manter o equilíbrio natural, além de procurar minimizar os custos dessa intervenção (
Simonato et al. (2014), Corrêa-Ferreira et al. (2010)).
O Manejo Integrado de Pragas consiste em utilizar processos naturais e o uso
racional de defensivos agrícolas para controlar a praga. Porém, mesmo ultilizando-se de
várias técnicas de controle, as principais táticas usadas são combinações de defensivos
químicos com agentes biológicos. No Brasil, os benefícios econômicos e ambiental, conse-
guidos com a implantação e uso do programa de manejo integrado de pragas (MIP), foram
muitos (Corrêa-Ferreira et al. (2010)).
Nesse capítulo apresentaremos e resolveremos os problemas de controle ótimo
de pragas e como aplicação faremos simulações visando o controle de pragas na soja
((HOFFMANN-CAMPO et al., 2000; SIMONATO et al., 2014; PARRA et al., 1993;
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ÁVILA; GRIGOLLI, 2013)), utilizando-se do controle químico, biológico e depois a
integração desses, conforme o MIP. Inicialmente estudaremos modelos contínuos clássicos,
modelos impulsivos clássicos, para posteriormente estudarmos os modelos contínuos fuzzy.
4.1 Controle Químico de pragas
Vamos considerar uma lavoura atacada por uma determinada praga. Suponha-
mos que a dinâmica do crescimento da praga xptq seja modelado pela seguinte equação
diferencial logística
dxptq
dt
“ axptq
ˆ
1´ xptq
K
˙
(4.1)
onde a é a taxa de crescimento intrínseco da população e K é a capacidade suporte do
meio.
Baseado nas ideias do MIP, não é necessário a eliminação total de pragas da
plantação, uma vez que existe uma certa densidade populacional (nível de intervenção),
que não causa danos a lavoura. Estamos interessados em propor um controle para essa
praga, de modo a minimizar os danos financeiros ao agricultor.
Nesse primeiro modelo vamos considerar um controle químico uptq, como sendo
uma função contínua, e vamos considerar que sua eficiência é proporcional à população de
pragas. Sendo assim, podemos escrever a dinâmica de crescimento da praga como
dxptq
dt
“ axptq
ˆ
1´ xptq
K
˙
´ bxptquptq (4.2)
onde b é um parâmetro que pondera a influência do controle no crescimento da praga.
Num agro-ecossistema, geralmente, é conhecido um valor xd de densidade de
pragas que não causa danos econômicos na lavoura. Por exemplo, para um sistema lagarta
de soja este valor é xd « 20, considerando a quantidade de lagartas grandes por m2 (Ávila
e Grigolli (2013)). Por isso, é interessante manter o sistema abaixo desse valor durante
toda a dinâmica visando lucro para o agricultor.
Existem inúmeras escolhas de uptq que realizam essa tarefa, busca-se encontrar
aquela que deixe a população de pragas abaixo desse limiar desejado com o menor custo.
A melhor escolha está baseada num critério de desempenho do controle aplicado. Note que,
queremos minimizar Jpuq, restrito à equação diferencial (4.2) e queremos que durante toda
a dinâmica a população de pragas fique abaixo de xd. Essa última restrição será colocada
no funcional objetivo, através de uma penalização c1.
Uma primeira opção seria modelarmos esse objetivo por meio do funcional
(4.3).
Jpuq “ 12
ż tf
0
“
c1 px´ xdq2 ptq ` c2u2ptq
‰
dt. (4.3)
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O funcional definido em (4.3), considera como custo a quantidade de agrotóxico
aplicado uptq e a diferença xptq´xd com o intuito de que xptq seja o mais próximo possível
de xd, durante toda a dinâmica penalizado por c1. Além disso, ambos os termos estão
elevados ao quadrado para evitar a influência de valores negativos dos mesmos no cálculo
de Jpuq e também para termos controles ótimos contínuos. As constantes c1 e c2 são usadas
para ponderar a importância relativa entre os termos xptq´xd e uptq e para que consigamos
atingir o objetivo, a constante de penalização c1 tende a ser maior que a constante c2.
No entanto, se formos analisar o funcional definido pela equação 4.3 podemos
observar que o mesmo penaliza xd ` ε e xd ´ ε da mesma forma, sendo que xd ` ε é uma
situação que causa danos a lavoura, enquanto que xd ´ ε não causa. Com o objetivo de
contornar essa situação, podemos incluir um termo a mais no funcional a ser minimizado:
J1puq “ 12
ż tf
0
“
c1 pxptq ´ xdq2 ptq ` c2u2ptq ` c3xptq
‰
dt. (4.4)
Com a inserção do termo c3x no funcional, estamos dando maior preferência
para xd ´ ε ao invés de xd ` ε. Esse é o funcional que será utilizado ao longo desse texto.
Estes não são os únicos funcionais coerentes com esse problema. A depender
do objeto de estudo podem ser inseridos fatores como interferência ambiental ou lucro e
com isso o funcional pode ser modelado de várias maneiras.
Se escolhermos o funcional J1puq, descrito na equação (4.4), teremos o seguinte
problema de controle ótimo.
min
uPU J1puq “
1
2
ż tf
0
“
c1 pxptq ´ xdq2 ` c2u2ptq ` c3xptq
‰
dt
dxptq
dt
“ axptq
ˆ
1´ xptq
K
˙
´ bxptquptq (4.5)
xpt0q “ x0
xptf q é livre
uptq ě 0.
Em virtude de não estarmos trabalhando com nenhum controle específico,
vamos reescrever o problema na forma adimensional, com a finalidade de reduzir os
parâmetros.Para isso, defina as seguintes variáveis adimensionais x “ AX, t “ BT e
u “ CU , onde B “ 1
a
, A “ K e C “ 1
b
. Substituindo na equação diferencial que rege a
dinâmica populacional das pragas, obtemos a nova equação diferencial (4.6)
dX
dT
“ Xp1´Xq ´XU (4.6)
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e, com isso podemos reescrever o problema de controle ótimo (4.5) na forma adimensional
min
UPU JpUq “
1
2
ż Tf
0
c1 pXptq ´Xdq2 ` c2U2ptq ` c3XpT qdt
dXpT q
dT
“ XpT q p1´XpT qq ´XpT qUpT q (4.7)
Xp0q “ X0
XpTf q é livre
Uptq ě 0
Note que, para descobrirmos quem é o novo Xd precisamos do parâmetro K,
uma vez que Xd “ xd
K
e para descobrirmos t0 e tf precisamos do parâmetro a. Esses são
os únicos parâmetros necessários para resolver o problema de controle ótimo na forma
adimensional (4.7). Note que, se o limiar que não causa danos a lauvora for xd “ 20, então
o Xd adimensional correspondente é Xd “ 0.125 (Aqui usamos K “ 160).
Existem diversas formas para resolver esse problema de controle ótimo , por
exemplo, poderíamos usar a técnica de linearizar a equação diferencial em torno de xd,
conforme foi feito por Feltrin e Rafikov (2002), Tusset e Rafikov (2004) e, com isso, teríamos
um problema de controle ótimo com regulador quadrático e restrições lineares, que possui
solução analítica (Kirk (2012)).
Usaremos as condições de otimalidade, provenientes do Princípio do Mínimo de
Pontryagin (Kirk (2012)) e procuraremos resolver numericamente o sistema de equações
diferenciais provenientes dessas condições.
Com isso, o Hamiltoniano do problema (4.7) é dado por:
HpT,X,U, P q “ c1 pXpT q ´Xdq2 ` c2UpT q2 ` c3XpT q ` P pT q rXpT qp1´XpT qq ´ UpT qXpT qs(4.8)
e as condições necessárias para esse problema são dadas através do sistema de equações
diferenciais$’’’’’’’’&’’’’’’’’%
dX˚
dT
“ X˚pT q ´X˚pT q2 ´ U˚ptqX˚ptq
dP ˚
dT
“ ´2c1 pX˚pT q ´Xdq ´ c3 ´ P ˚pT q ` 2P ˚pT qX˚pT q ` U˚pT qP ˚pT q
2c2U˚pT q ´ P ˚pT qX˚pT q “ 0
X˚p0q “ X0
P ˚pTf q “ 0
(4.9)
Note que podemos escrever o Halmitoniano na forma (4.10)
HpT,X,U, P q “ “c1 pXpT q ´Xdq2 ` c3XpT q ` P pT qXpT q ´ P pT qXpT q2‰
´ rP pT qXpT qsUpT q ` 12UpT q
c2
2 Uptq, (4.10)
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onde fpXpT q, P pT q, T q “ c1 pXpT q ´Xdq2`P pT qXpT q´P pT qXpT q2, cpXpT q, P pT q, T q “
´P pT qXpT q e RpT q “ c22 . Portanto, se o conjunto de condições necessárias (4.9) e c2 ą 0,
então o controle encontrado será um minimizador global para o problema (4.5).
4.1.1 Simulações Computacionais
Para realizar as simulações computacionais foi considerado o sistema lagarta de
soja, os valores dos coeficientes a e K foram tirados de Tusset e Rafikov (2004) e Feltrin e
Rafikov (2002) e estão reproduzidos na tabela 3.
Tabela 3 – Valores dos coeficientes e parâmetros para o modelo de controle de pragas.
a K
0, 16 160
O ciclo da soja dura cerca de 120 dias, do plantio até a colheita. E desde o
plantio o produtor deve estar atento a evolução da densidade populacional das pragas
para que possa intervir com o controle afim de deixar essa densidade populacional sempre
abaixo do limiar xd. A figura 31 mostra a evolução, no período de 15 dias, da densidade
populacional da praga para vários valores da condição inicial e a tabela 4 mostra a
densidade populacional de pragas ao final dos 15 dias.
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Figura 31 – Evolução da população de pragas para vários valores de x0. (Equação não-
adimensional).
Tabela 4 – Evolução da população de pragas para vários valores de x0. (Equação não-
adimensional).
x0 0.5 1 2 3 4 5
xp15q 5.3442 10.3733 19.5917 27.8378 35.2578 41.9699
Observe que para x0 “ 3, 4, 5, ao final dos 15 dias, a densidade populacional de
pragas é maior que o patamar desejado.
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Aumentando o intervalo da dinâmica para 30 dias, a figura 32 mostra que para
x0 “ 0.5, 0.75, 1 a população de pragas atinge o patamar ideal pouco depois de 20 dias,
isso significa que, mesmo se na lavoura a densidade inicial de pragas for bem pequena, vai
existir um momento em que o produtor vai precisar intervir com um controle.
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Figura 32 – Evolução da população de pragas para alguns valores de x0.(Equação não-
adimensional)
Para encontrar uma solução numérica para o problema (4.7), é necessário
procurar uma de$’’’’’’’’’’’&’’’’’’’’’’’%
dX˚
dT
“ X˚pT q ´X˚pT q2 ´ U˚pT qX˚pT q
dP ˚
dT
“ ´c1 pX˚pT q ´Xdq ´ c3 ´ P ˚pT q ` P ˚pT qX˚pT q ` U˚pT qP ˚pT q
c2U
˚pT q ´ P ˚ ptqX˚pT q “ 0
X˚p0q “ X0
P ˚pTf q “ 0
0 ď U˚pT q ď Umax
(4.11)
Para encontrarmos uma solução numérica, procederemos da mesma forma que
anteriormente, usando o método Forward-Backward Sweep, descrito no Capítulo 1 desse
texto. Usamos c1 “ 200, c2 “ 1, c3 “ 40.2 e Umax “ 2. Para esses parâmetros, o algoritmo
convergiu e as soluções para o estado e para o controle ótimo encontrados são mostrados
na Figura 33.
Nesse caso, como podemos observar na Figura 33, durante toda a dinâmica a
densidade populacional de pragas fica sempre abaixo do patamar desejado. Observamos
que a escolha do funcional é fundamental para se atingir o objetivo proposto.
A tabela 5 mostra o valor funcional objetivo JpU˚q, bem como o custo com o
controle.
É importante aqui darmos uma atenção mais especial ao custo com o controle do
que com o valor total do funcional, visto que o primeiro termo do integrando do funcional
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Figura 33 – Soluções ótimas para o estado e controle para o modelo adimensionalizado
considerando X0 “ 0.125 que equivale a 20 pragas por metro quadrado, a
curva em verde é o gráfico da reta f “ 0.125, que representa o limiar.
Tabela 5 – Valores do funcional objetivo J1pU˚q e do custo com o controle ótimo
x0 JpU˚pT qq
ż TF
0
U˚ptq2dt
0.125 78.5773 12.8165
serve para deixar a população de pragas abaixo do patamar considerado ideal, com isso
a melhor opção seria o controle que fizesse com que a densidade populacional de pragas
fique abaixo do patamar ideal usando a menor quantidade de controle. Portanto, quando
formos comparar com outros tipos de controle nas seções posteriores, iremos comparar o
custo com o controle para deixar a população de pragas abaixo do patamar considerado
ideal durante toda a dinâmica.
4.1.2 Controle Químico fuzzy
Para o monitoramento da densidade populacional de pragas, várias técnicas
podem ser adotadas. Uma dessas técnicas, bastante utilizada na lavoura da soja, tanto
para a amostragem de lagartas desfolhadoras quanto a amostragem de inimigos naturais
presentes na cultura da soja, é o pano-de-batida, por ser uma técnica bastante útil e
acessível.
Essa técnica consiste no uso de um pano, preferencialmente de cor branca,
preso em duas varas, com 1m de comprimento, o qual deve ser estendido entre duas fileiras
adjascentes de soja, tomando o cuidado para não machucar as plantas. Após isso as plantas
das duas fileiras de soja são inclinadas sobre o pano e batidas veementemente, de modo que
os insetos das plantas se desloquem para o pano. Logo após, as plantas voltam a posição
original, e os insetos sobre o pano são contados e registrados em fichas de monitoramento.
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O procedimento é realizado em várias outras áreas da lavoura e é feita uma espécie de
média (processo ”mais ou menos” aleatório) (Corrêa-Ferreira (2012)).
Essa contagem está sujeita a erros, com isso, por ser uma quantidade imprecisa,
iremos modelar a condição inicial de pragas através de um número fuzzy. Aqui considerare-
mos a condição inicial modelada por número fuzzy triangular não-simétrico pX0 “ pa, b, cq,
onde b é a quantidade anotada após o monitoramento, c´ b ą b´ a visto que a densidade
de pragas pode ser maior que a amostragem e pouco provável que seja menor.
Prosseguindo dessa forma para cada condição inicial X0 P rXL0 , XR0 s não
dispomos de nenhum método que nos dê a solução analítica do problema clássico, com
isso, não temos como verificar analíticamente as hipóteses de continuidade e monotocidade
das soluções com relação à condição inicial exigidas para a aplicação do Teorema 3.2.
Portanto, precisamos verificar numericamente. Para isso, resolvemos o problema para cada
condição inicial X0 P rXL0 , XR0 s e observaremos se as soluções se interceptam e se há uma
dependência contínua entre as soluções (estado e controle) e X0, se esse fato for verificado
graficamente, fazemos a extensão de Zadeh da solução clássica com relação a condição
incial e essa será a solução do problema de controle químico de pragas com condição inicial
fuzzy, usando os resultados do Teorema 3.2.
Primeiramente, vamos verificar que as hipóteses desse Teorema são satisfeitas.
Portanto, usando as notações do Teorema 3.2 note que fpX,Uq “ XpT q ´ XpT q2 ´
UpT qXpT q é de classe C1, por ser soma de funções polinomiais e pelo mesmo motivo
F pX,Uq “ c1pXpT q ´Xdq2 ` c2U2pT q ` c3XpT q é uma função contínua.
Note que não temos a solução analítica dos problemas, portanto as hipóteses
de existência de solução e de monotonicidade da solução com relação à condição inicial
precisam ser verificadas numericamente, para os parâmetros escolhidos. A figura 34 mostra
as soluções para a condição inicial X0 “ 0.125, cujo grau de pertinência é 1 e para as
condições inciais X0 “ 0.1125 e X0 “ 0.1375, cujo grau de pertinência é zero e ilustram
que essas soluções não se cruzam, além disso ao fazermos a extensão de Zadeh verificamos
que a solução existe para cada uma das condições iniciais.
Com isso, baseado no Teorema 3.2, a figura 35 mostra a solução para o estado
e o controle fuzzy, considerando pX0 o número fuzzy triangular r0.11875; 0.125; 0.1375s, que
equivale a r18; 20; 22s, que significa “ em torno de 20”. Os parâmetros utilizados foram os
mesmos utilizados na seção anterior para o caso clássico.
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Figura 34 – Soluções ótimas para o estado e controle para o modelo adimensionalizado
com X0L “ 0.11875, X0R “ 0.1375 e X0 “ 0.125 .
Figura 35 – Soluções ótimas para o estado e controle para o modelo adimensionalizado compX0 “ p0.11875; 0.125; 0.1375q, que equivale a px0 “ p19; 20; 22q e Xd “ 0.125,
que equivale a xd “ 20 .
Baseado nas soluções para o estado e controle fuzzy apresentados na figura 35
podemos observar que a incerteza do problema diminui ao longo da dinâmica, de modo
que, no final as soluções para o controle chegam a coincidir.
4.2 Modelo de Controle Biológico de Pragas
Além de deixar resíduos tóxicos que podem prejudicar tanto o meio ambiente
quanto o homem, causando um desequilíbrio ecológico, o uso do controle químico, na
maioria das vezes, gera um alto custo para o agricutor. Buscando alternativas que amenizem
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tais prejuízos, ao invés de controle químico, podemos, algumas vezes, fazer o controle
biológico de pragas.
O uso do controle biológico faz parte do Manejo Integrado de Pragas (MIP), que,
como já foi citado, busca diminuir os danos econômicos e ambientais, usando inseticidas
integrado com agentes biológicos e prega que destruir toda a praga pode gerar um gasto
desnecessário e gerar um certo desequilíbrio ambiental, com isso, existe uma densidade
populacional de pragas que não causa danos ao agricultor.
Existem basicamente dois tipos de controles biológicos: O controle biológico
natural, que consiste na inserção de inimigos naturais da praga no ambiente e o controle
biológico aplicado que consiste na liberação de grande número de inimigos naturais em
determinada cultura, após criação em laboratório, visando rápida diminuição da população
de pragas ((BUENO et al., ),(PARRA et al., 1993), (SIMONATO et al., 2014)).
Vamos considerar que uma determinada lavoura seja atacada por uma praga
e queremos controlá-la através de um controle biológico natural. De maneira geral, as
interações entre pragas e inimigos numa lavoura podem ser representados por um modelo
do tipo presa-predador:
dx
dt
“ xfpx, yq (4.12)
dy
dt
“ ygpx, yq
onde xptq representa a densidade de presas e yptq a densidade de predadores, em um
tempo t ě 0. O sistema (4.12) é do tipo Kolmogorov (ver (BASSANEZI; JR., 1988)). Para
sistemas presa-predador (4.12) as funções f e g satisfazem às seguintes condições BfBx ă 0
(para grandes valores de x), BfBy ă 0,
Bg
Bx ą 0,
Bg
By ă 0 ((BASSANEZI; JR., 1988)).
Em um agro-ecossitema presa é uma praga e é conhecido um valor xd de
densidade de pragas que não causa danos econômicos na lavoura. Suponhamos que
precisamos manter o sistema no ponto de equilíbrio desejado px˚, y˚q através da introdução
de inimigos naturais. Podemos considerar x˚ “ xd e nesse caso podemos encontrar y˚
resolvendo a equação
fpx˚, y˚q “ 0
O sistema com controle tem a forma
dx
dt
“ xfpx, yq (4.13)
dy
dt
“ ygpx, yq ` u
O problema de controle ótimo de pragas pode ser formulado da seguinte forma:
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min
uPU Jpuq “
1
2
ż tf
0
c1
“pxptq ´ xdq2‰` c2uptq2 ` c3xptqdt
dx
dt
“ xfpx, yq
dy
dt
“ ygpx, yq ` u (4.14)
xpt0q “ x0 ypt0q “ y0
xptf q “ livre yptf q “ livre
uptq ě 0
A minimização do funcional (4.14) implica a minimização do desvio do estado
desejado e a minimização de gastos de inimigos naturais a aplicação do controle.
Para o nosso modelo utilizados um sistema presa-predador, ou seja
fpx, yq “ pa´ a
K
x´ αyq
gpx, yq “ p´b` βxq (4.15)
A fim de reduzir os parâmetros do modelo para que possamos resolver o
problema numericamente com mais facilidade, realizamos a adimensionalização do modelo.
Definindo as seguintes variáveis adimensionais t “ 1
a
T , x “ KX, y “ a
α
Y e u “ a
2
d
, temos
o modelo adimensional
min
uPU Jpuq “
1
2
ż Tf
0
”
c1
`
Xptq ´Xd˘2 ` c2Uptq2 ` c3XpT qı dt
dX
dT
“ Xp1´X ´ Y q
dY
dT
“ ´b
a
Y ` βK
a
XY ` U (4.16)
XpT0q “ X0 Y pT0q “ Y0
XpTf q “ livre Y pTf q “ livre
Uptq ě 0
Mas uma vez, afim de procurar uma solução para o problema (4.16), usaremos
as condições de otimalidade provenientes do Princípio do Mínimo de Pontryagin. O
Halmitoniano do problema é dado por
Hpt, x, u, pq “ 12
“
c1
“pXptq ´Xdq2‰` c2UpT q2 ` c3XpT q‰` P1pT q rXpT qp1´XpT q ´ Y pT qqs
` P2pT q
„
´ b
a
Y pT q ` βK
a
XpT qY pT q ` UpT q

(4.17)
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cujas condições de otimalidade são dadas por
dX
dT
“ Xp1´X ´ Y q
dY
dT
“ ´ b
a
Y ` βK
a
XY ` U
dP1
dT
“ ´c1pX ´Xdq ´ c3 ´ P1 ` 2P1X ` P1Y ´ βK
a
P2Y
dP2
dT
“ P1X ` b
a
P2 ´ βK
a
P2X (4.18)
c2U ` P2 “ 0
Xp0q “ X0 Y p0q “ Y0
P1pTf q “ P2pTf q “ 0
0 ď Uptq ď Umax
Podemos isolar U na equação c2U ` P2 “ 0 e substituir em (4.18) e, com isso,
obtemos um sistema de equações diferenciais nas variáveis X, Y, P1 e P2, ou seja, em um
problema de contorno com dois valores de fronteira.
dX
dT
“ Xp1´X ´ Y q
dY
dT
“ ´ b
a
Y ` βK
a
XY ´ 1
c2
P2
dP1
dT
“ ´c1pX ´Xdq ´ c3 ´ P1 ` 2P1X ` P1Y ´ βK
a
P2Y
dP2
dT
“ P1X ` b
a
P2 ´ βK
a
P2X (4.19)
Xp0q “ X0 Y p0q “ Y0
P1pTf q “ P2pTf q “ 0
0 ď Uptq ď Umax
Para implementação utilizamos os parâmetros abaixo retirados de [Tusset e
Rafikov (2004)]
Tabela 6 – Valores dos coeficientes e parâmetros para o modelo de controle de pragas
a γ b β
0, 16 0, 001 0, 19 0.0029
Mais uma vez, com a finalidade de resolver numericamente o problema 4.19
usamos o método numérico Forward-Backward sweep em @MATLAB. Nas simulações
usamos Umax “ 3.75. Analisamos alguns cenários que serão descritos a seguir
Simulação 1:
Numa primeira simulação consideramos que já existem inimigos naturais no
ambiente, os parâmetros utilizados são mostrados na tabela 7 .
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Tabela 7 – Parâmetros e valores do funcional objetivo e do custo com os controles ótimos
c1 c2 c3 X0 Y0 JpU˚pT qq
ż TF
0
U˚1 pT qdT
800 0.25 50 0.125 0.625 48.6417 21.3484
As figuras 40 e 41 apresentam as soluções para os estados e controle encontrados,
respectivamente.
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Figura 36 – Solução ótima para o estado para o modelo adimensionalizado com X0 “ 0.125
que equivale a x0 “ 20 e Y0 “ 0.625 que equivale a y0 “ 5, Xd “ 0.125, que
equivale a xd “ 20 .
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Figura 37 – Solução ótima para o controle para o modelo adimensionalizado com X0 “
0.125, que equivale a x0 “ 20 e Y0 “ 0.625 que equivale a y0 “ 5, Xd “ 0.125,
que equivale a xd “ 20 .
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Note que no início da dinâmica, a densidade populacional de pragas ainda fica
um pouco acima do patamar ideal, no entanto após um determinado instante, ainda antes
do primeiro terço da dinâmica, essa densidade atinge 0.125, e fica abaixo desse patamar
durante todo o restante da dinâmica. Além disso é importante ressaltar que o controle
máximo é aplicado até que a densidade de pragas atinga o patamar requerido e o custo
com o controle é maior do que na primeira simulação, como esperado.
Simulação 2:
Nessa simulação vamos considerar que não existem inimigos naturais no am-
biente (Predadores) (Y0 “ 0), e que esses serão inseridos através do uso do controle. A
tabela 9 mostra os valores dos parâmetros utilizados, bem como o valor do custo total e
do custo com o controle.
Tabela 8 – Parâmetros e valores do funcional objetivo e do custo com os controles ótimos
c1 c2 c3 X0 Y0 JpU˚pT qq
ż TF
0
U˚1 pT qdT
800 0.25 100 0.125 0 103.4380 31.3698
As figuras 38 e 39 mostram as soluções encontradas
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Figura 38 – Solução ótima para os estados para o modelo adimensionalizado com X0 “
0.125, que equivale a x0 “ 20 e Y0 “ 0 que equivale a y0 “ 0, Xd “ 0.125, que
equivale a xd “ 20 .
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Figura 39 – Solução ótima para o controle para o modelo adimensionalizado com X0 “
0.125, que equivale a x0 “ 20 e Y0 “ 0 que equivale a y0 “ 0, Xd “ 0.125, que
equivale a xd “ 20 .
Observe que, nesse caso a população de pragas fica acima do patamar desejado
durante mais da metade do tempo total da dinâmica e o contrrole máximo é aplicado
por um perído de tempo maior, se comparado com a simulação 1. Note que precisamos
aumentar os valores de c1 e c3, afim de que conseguíssemos uma solução melhor. Se por
exemplo, escolhéssemos os mesmos parâmetros da simulação 1, a densidade populacional
de pragas ficaria acima do patamar desejado por um período de tempo maior.
Simulação 3:
Nessa simulação vamos considerar que existem inimigos naturais no ambiente
(Predadores) (Y0 “ 0.625) e que a população de pragas está acima do patamar desejado, isto
é X0 “ 0.3125, que é equivalente a x0 “ 50. A tabela 9 mostra os valores dos parâmetros
utilizados, bem como o valor do custo total e do custo com o controle.
Tabela 9 – Parâmetros e valores do funcional objetivo e do custo com os controles ótimos
c1 c2 c3 X0 Y0 JpU˚pT qq
ż TF
0
U˚1 pT qdT
80000 0.25 50000 0.3125 0.625 8.6185ˆ 104 53.0910
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Figura 40 – Solução ótima para os estados para o modelo adimensionalizado com X0 “
0.3125 que equivale a x0 “ 50 e Y0 “ 0.625 que equivale a y0 “ 5, Xd “ 0.125,
que equivale a xd “ 20 .
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Figura 41 – Solução ótima para o controle para o modelo adimensionalizado com X0 “
0.3125, que equivale a x0 “ 50 e Y0 “ 0.625 que equivale a y0 “ 5, Xd “ 0.125,
que equivale a xd “ 20 .
Nesse caso, vemos que o controle máximo foi aplicado em praticamente toda a
dinâmica, no entanto a densidade de pragas fica abaixo do patamar desejado, apenas no
final da dinâmica.
A Tabela 10 mostra o valor do funcional objetivo e do custo com o controle em
cada uma das situações. Baseados nesses dados podemos observar que quando já existem
inimigos naturais na lavoura o gasto com o controle é um pouco mais da metade do
controle aplicado quando não existem inimigos naturais na lavoura e que, no nosso caso,
quando a densidade de pragas já está bem acima do patamar ideal, conforme apresentado
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na simulação 3, apesar de ser aplicado o controle máximo durante praticamente toda a
dinâmica, só é possível controlar a praga no final da dinâmica.
Tabela 10 – Valores do funcional objetivo e do custo com o controle ótimo
Y0 Y0 JpU˚pT qq
ż TF
0
U˚pT qdT
0.125 0.625 188.3833 8.4964
0.125 0 197.9460 16.2470
0.3125 0.625 8.6189ˆ 104 53.0910
4.2.1 Controle Biológico Fuzzy
Assim, como no caso do controle químico vamos encontrar a solução do pro-
blema de controle biológico considerando a condição inicial como sendo um número
fuzzy ”em torno de 20”, nas simulações usamos que pX0 é o número fuzzy triangular
r0.11875; 0.125; 0.1375s, a tabela 11 apresenta os parâmetros utilizados numa primeira
simulação.
Tabela 11 – Parâmetros utilizados na simulação
c1 c2 c3 pX0 Y0
800 0.25 50 r0.11875; 0.125; 0.1375s 0.625
Afim de encontrar uma solução para o problema de controle biológico de pragas,
usaremos a extensão de Zadeh da solução clássica com relação à condição inicial, conforme
estabelecido no capítulo 3. Faremos uso do Teorema 3.3 e , para isso , as hipóteses devem
ser verificadas.
Vale ressaltar que, como não temos a solução analítica, vamos verificar algumas
hipóteses numericamente. Inicialmente, para os parâmetros utilizados em cada simulação, o
problema possui solução numérica e as hipóteses de monotocidade também são verificadas,
as Figuras 42 e 43 mostram os gráficos das soluções para alguns valores de X0 P supp pX0,
ilustrando essas hipóteses.
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Figura 42 – Solução ótima para os estados para o modelo adimensionalizado com pX0 “
r0.11875; 0.125; 0.1375s e Y0 “ 0.625.
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Figura 43 – Solução ótima para o controle para o modelo adimensionalizado com pX0 “
r0.11875; 0.125; 0.1375s e Y0 “ 0.625.
Além disso, trazendo para as notações do Teorema 3.3, no nosso caso temos
que F pT,X, Y, Uq “ c1
”`
Xptq ´Xd˘2ı` c2Uptq2 ` c3XpT q, que é contínua, com relação
a todas as variáveis, fpX, Y, Uq “ Xp1´X ´ Y q e ´b
a
Y ` βK
a
XY ` U , que é de classe
C1, porque é soma de funções polinomiais nas variáveis X, Y, U . Portanto, verificadas essas
hipóteses, podemos usar o Teorema 3.3 para encontrar a solução ótima. As figuras 44 e 45
mostram as soluções para os estados e controle, respectivamente.
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Figura 44 – Solução ótima para os estados para o modelo adimensionalizado com pX0 “
r0.11875; 0.125; 0.1375s e Y0 “ 0.625.
Figura 45 – Solução ótima para o controle para o modelo adimensionalizado com pX0 “
r0.11875; 0.125; 0.1375s e Y0 “ 0.625.
Note que a incerteza diminui durante a dinâmica, para a população de pragas
e para o controle e aumenta para a população de predadores.
Resolvemos também o caso onde não existem predadores naturais no ambiente,
isto é y0 “ 0. As figuras 46 e 47 mostram as soluções encontradas.
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Figura 46 – Solução ótima para os estados para o modelo adimensionalizado com pX0 “
r0.11875; 0.125; 0.1375s e Y0 “ 0.625.
Figura 47 – Solução ótima para o controle para o modelo adimensionalizado com pX0 “
r0.11875; 0.125; 0.1375s e Y0 “ 0.625.
Da mesma forma do caso anterior, a incerteza aumente apenas no caso da
população de predadores.
4.3 Controle Integrado de Pragas: Controle Químico e Biológico
Ao se utilizar o MIP, uma grande quantidade de produtos tóxicos deixam de
ser lançados no ambiente e, sendo assim, ocasiona uma racionalização no controle dos
inimigos da lavoura, reduzindo significamente a parcela e mudando o perfil de inseticidas
usados, além de gerar benefícios econômicos ao produtor ((HOFFMANN-CAMPO et al.,
2000)).
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Nessa seção estudaremos o modelo de controle ótimo de pragas atráves da
aplicação integrada: uso de inseticidas e o uso de inimigos naturais. Para o modelo
proposto, consideramos inicialmente que o veneno mata apenas a praga, não afetando
assim o predador.
Esse modelo de controle ótimo pode ser descrito conforme a equação 4.20
min
uPU Jpuq “
1
2
ż tf
0
c1
“pxptq ´ x˚q2‰` c2u1ptq2 ` c3u2ptq2 ` c4xptqdt
dx
dt
“ αx´ βx2 ´ γxy ´ θxu1
dy
dt
“ ´λy ` zxy ` u2 (4.20)
xpt0q “ x0 ypt0q “ y0
xptf q “ livre yptf q “ livre
u1ptq, u2ptq ě 0
onde u1ptq é quantidade de controle químico aplicado em cada instante t, u2ptq e a densidade
populacional de inimigos naturais inserida no ambiente em cada instante t e c1, c2 e c3 são
os pesos que ponderam a importância de cada termo da função objetivo.
Escolhendo as variáveis adimensionais t “ 1
a
T , x “ KX, y “ a
c
Y , u1 “ 1
b
U1 e
u2 “ a
2
c
, temos o seguinte problema na forma adimensional
min
UPU JpUq “
1
2
ż Tf
0
“
c1 pXpT q ´Xdq2 ` c2U1pT q2 ` c3U2pT q2 ` c4XpT q
‰
dT
dX
dT
“ Xp1´X ´ Y ´ U1q
dY
dT
“ ´λ
α
Y ` zK
λ
XY ` U2 (4.21)
XpT0q “ X0 Y pT0q “ Y0
XpTf q “ livre Y pTf q “ livre
U1pT q, U2pT q ě 0
O Hamiltoniano do problema é dado por
HpT,X, U, P q “ c1
“pXpT q ´Xdq2‰` c2U1pT q2 ` c3U2pT q2 ` c4XpT q
` P1pT q rXp1´X ´ Y ´ U1qs
` p2ptq
„
´λ
α
Y ` zK
λ
XY ` U2

(4.22)
cujas condições de otimalidade provenientes do Princípio do Mínimo de Pontriagyn, são
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dadas por
dX
dT
“ Xp1´X ´ Y ´ U1q
dY
dT
“ ´λ
α
Y ` zK
λ
XY ` U2
dP1
dT
“ ´c1pX ´Xdq ´ c4 ´ P1 ` 2P1X ` P1Y ` P1U1 ´ zK
λ
P2Y
dP2
dT
“ P1X ` λ
α
P2 ´ zK
λ
P2X (4.23)
c2 ´XP1 “ 0
c3U2 ` P2 “ 0
Xp0q “ X0 Y p0q “ Y0
P1pTf q “ P2pTf q “ 0
0 ď U1ptq ď U1max
0 ď U2ptq ď U2max
Mais uma vez, para procurarmos uma solução para o problema (4.23), usaremos
o método Forward-Backward Sweep no @MATLAB. Fizemos algumas simulações
analisando alguns cenários utilizando dados da praga e predadores da soja. U1max e U2max
assumem os mesmos valores de anteriormente.
Simulação 1:
Nessa primeira simulação vamos considerar que já existem inimigos naturais
no ambiente e assumiremos pesos iguais, no funcional objetivo, para os controles químico
U1 e biológico U2. A Tabela 12 mostra o valor dos parâmetros utilizados nessa simulação,
bem como o valor ótimo do funcional objetivo e o custo com cada um dos conroles para
obter uma solução que satisfaça nosso objetivo. Vale ressaltar que os parâmetros c1 e c4
são ajustados e escolhidos de modo a fazer com que a população de pragas fique sempre
abaixo do patamar que causa danos ao produtor.
Tabela 12 – Parâmetros e valores do funcional objetivo e do custo com os controles ótimos
c1 c2 c3 c4 X0 Y0 JpU˚pT qq
ż TF
0
U˚1 pT qdT
ż TF
0
U˚2 pT qdT
430 1 1 11.52 0.125 0.625 23.0566 5.8022 1.7669
As Figuras 48 e 49 mostram as soluções para os estados e os controles.
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Figura 48 – Solução ótima para os estados para o modelo adimensionalizado com, com
X0 “ 0.125, que equivale a x0 “ 20 e Y0 “ 0.625, que equivale a y0 “ 5.
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Figura 49 – Solução ótima para os controles para o modelo adimensionalizado com X0 “
0.125, que equivale a x0 “ 20 e Y0 “ 0.625, que equivale a y0 “ 5.
Note que, a população de pragas fica sempre abaixo do patamar que causa
danos econômicos a lavoura e note que o custo com o controle biológico é menor que o
controle químico, na nossa modelagem isso significa que estamos utilizando uma maior
quantidade de controle químico.
Simulação 2:
Nessa segunda simulação estamos considerando que não existem inimigos
naturais no ambiente, e esses serão inseridos através do controle biológico, ainda estamos
considerando os pesos iguais para os controles, isto é c2 “ c3 “ 1. A tabela 13 mostra o
valor dos parâmetros utilizados nessa simulação, bem como o valor ótimo do funcional
Capítulo 4. O Problema de Controle Ótimo de Pragas na Lavoura 121
objetivo e o custo com cada um dos conroles para obter uma solução que satisfaça nosso
objetivo.
Tabela 13 – Parâmetros e valores do funcional objetivo e do custo com os controles ótimos
c1 c2 c3 c4 X0 Y0 JpU˚pT qq
ż TF
0
U˚1 pT qdT
ż TF
0
U˚2 pT qdT
430 1 1 19.5 0.125 0 44.6356 11.0143 3.2847
As figuras 50 e 51 mostram as soluções para os estados e para os controles,
respectivamente.
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Figura 50 – Solução ótima para os estados para o modelo adimensionalizado, com X0 “
0.125, que equivale a x0 “ 20 e Y0 “ 0, que equivale a y0 “ 0.
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Figura 51 – Solução ótima para os controles para o modelo adimensionalizado, com X0 “
0.125, que equivale a x0 “ 20 e Y0 “ 0, que equivale a y0 “ 5.
Mais uma vez, durante toda a dinâmica a população de pragas fica abaixo do
patamar desejado, mas note que para que isso acontecesse tivemos que aumentar o valor
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do parâmetro c4. Além disso o custo com os controles foi maior que na simulação 1, o que
já era de esperar, uma vez que não existiam predadores inicialmente no ambiente.
Simulação 3:
Nessa simulação vamos considerar que já existem inimigos naturais no ambiente,
no entanto vamos estabelecer pesos diferentes para os controles, conforme mostra a tabela
14 escolhemos c2 “ 3 e c3 “ 1, isso significa que queremos ”minimizar mais” a quantidade
de controle químico, por exemplo, por questões ambientais.
Tabela 14 – Parâmetros e valores do funcional objetivo e do custo com os controles ótimos
c1 c2 c3 c4 X0 Y0 JpU˚pT qq
ż TF
0
U˚1 pT qdT
ż TF
0
U˚2 pT qdT
430 3 1 20.5 0.125 0.625 42.3368 4.5234 4.0364
As figuras 52 e 53 mostram as soluções encontradas para os estados e os
controles
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Figura 52 – Solução ótima para os estados para o modelo adimensionalizado com, com
X0 “ 0.125, que equivale a x0 “ 20 e Y0 “ 0.625, que equivale a y0 “ 5.
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Figura 53 – Solução ótima para o controle para o modelo adimensionalizado com, X0 “
0.125, que equivale a x0 “ 20 e Y0 “ 0.625, que equivale a y0 “ 5.
Note que, com relação a simulação 1, para conseguimos atingir nosso objetivo
tivemos que aumentar o valor do parâmetro c4. Além disso, com relação ao custo com os
controles, tivemos um custo total (somatório dos custos com cada controle) um pouco
maior que na simulação 1.
Simulação 4:
Aqui, assim como na simulação 2, vamos considerar que não existem inimigos
naturais na lavoura, no entanto, consideraremos pesos diferentes para os controles no
funcional objetivo, conforme mostra a tabela 15.
Tabela 15 – Parâmetros e valores do funcional objetivo e do custo com os controles ótimos
c1 c2 c3 c4 X0 Y0 JpU˚pT qq
ż TF
0
U˚1 pT qdT
ż TF
0
U˚2 pT qdT
430 3 1 36.8 0.125 0.625 89.0904 8.6612 7.5927
As Figuras 54 e 55 mostram as soluções encontradas para os estados e controles,
respectivamente.
Capítulo 4. O Problema de Controle Ótimo de Pragas na Lavoura 124
0 5 10 15
t
0.11
0.115
0.12
0.125
x*
(t)
 
0 5 10 15
t
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
y*
(t)
 
Figura 54 – Solução ótima para o controle para o modelo adimensionalizado com, X0 “
0.125, que equivale a x0 “ 20 e Y0 “ 0.625, que equivale a y0 “ 5.
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Figura 55 – Solução ótima para os controles para o modelo adimensionalizado com, X0 “
0.125, que equivale a x0 “ 20 e Y0 “ 0.625, que equivale a y0 “ 5.
Mais uma vez, para que pudéssemos atingir nosso objetivo precisamos aumentar
o valor do parâmetro c4, além disso o custo total com os controles, quando comparado com
o custo total da simulação 2 é maior, o que compete ao agricultor decidir qual o cenário
que melhor se adequa a suas aspirações.
Simulação 5
Nessa simulação vamos considerar, assim como na simulação 4 , que não existem
inimigos naturais no ambiente, daremos peso maior no funcional objetivo ao controle
químico, além disso exigiremos que 0 ď U1max ď 1 e 0 ď U2max ď 1. A tabela 16 mostra
os parâmetros utilizados nesse cenário
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Tabela 16 – Parâmetros e valores do funcional objetivo e do custo com os controles ótimos
c1 c2 c3 c4 X0 Y0 JpU˚pT qq
ż TF
0
U˚1 pT qdT
ż TF
0
U˚2 pT qdT
430 3 1 38.9 0.125 0 92.4924 8.9222 7.2406
As soluções para os estados e os controles são mostrados nas figuras 56 e 57.
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Figura 56 – Solução ótima para os estados para o modelo adimensionalizado com, X0 “
0.125, que equivale a x0 “ 20 e Y0 “ 0, que equivale a y0 “ 0.
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Figura 57 – Solução ótima para o controle para o modelo adimensionalizado com, com
X0 “ 0.125, que equivale a x0 “ 20 e Y0 “ 0, que equivale a y0 “ 0.
Note que, confirmando o que foi dito na Teoria de controle ótimo apresentada no
Capítulo 1, é aplicado a quantidade máxima durante um período, depois uma quantidade
entre a quantidade máxima e mínima , por fim a quantidade mínima. Além disso, precisamos
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mudar o valor do parâmetro c4 a fim de conseguirmos atingir nosso objetivo e é importante
observar que o custo total com os controles foi menor que na simulação 5.
Simulação 6:
Nessa última simulação iremos considerar que a lavoura está com uma densidade
populacional de pragas está bem acima do patamar considerado ideal. Consideramos que
X0 “ 0.3125, que equivale a x0 “ 50, além disso atribuímos peso maior para a minimização
do controle químico, conforme mostra a tabela 17
Tabela 17 – Parâmetros e valores do funcional objetivo e do custo com os controles ótimos
c1 c2 c3 c4 X0 Y0 JpU˚pT qq
ż TF
0
U˚1 pT qdT
ż TF
0
U˚2 pT qdT
750 3 1 70 0.3125 0.625 92.4924 8.9222 7.2406
As soluções para os estados e os controles são mostrados nas figuras 58 e 59.
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Figura 58 – Solução ótima para os estados para o modelo adimensionalizado com, com
X0 “ 0.3125, que equivale a x0 “ 50 e Y0 “ 0.625, que equivale a y0 “ 5.
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Figura 59 – Solução ótima para o controle para o modelo adimensionalizado com, X0 “
0.3125, que equivale a x0 “ 50 e Y0 “ 0.625, que equivale a y0 “ 5.
Note que, nesse caso, como a população de pragas está bem acima do patamar
considerado ideal, os controles levam um tempo para fazer com que a densidade populacional
de pragas fique abaixo do patamar desejado, para esse cenário esse fato acontece um pouco
antes da metade da dinâmica.
Para sintetizar e comparar os custos de cada simulação realizada, a tabela 18
mostra o valor do custo total com os controles e de cada controle.
Tabela 18 – Valores do funcional objetivo e do custo com os controles ótimos
Simulação X0 Y0
ż TF
0
U˚1 pT qdT
ż TF
0
U˚2 pT qdT Custo Total
1 0.125 0.625 5.6022 1.7669 7.3691
2 0.125 0 11.0143 3.2847 14.499
3 0.125 0.625 4.5234 4.0364 8.5598
4 0.125 0 8.6612 7.5927 16.2539
5 0.125 0.625 8.9222 7.2406 16.1628
6 0.3125 0.625 15.4479 13.6778 29.1257
Baseado nos dados da tabela 18 podemos observar que, assim como no caso do
controle biológico, o custo com os controles é maior quando não existem inimigos naturais
na lavoura. Além disso, se formos comparar os custos do controle integrado com o uso de
apenas controle químico ou apenas biológico, o gasto com o controle é bem menor que,
com isso, podemos concluir que o uso do controle integrado é menos custoso, e portanto,
mais viável de ser utilizado e cabe ao produtor decidir qual cenário mais se adequa a suas
aspirações.
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4.4 Controle Integrado Fuzzy
Mais uma vez vamos analisar e resolver o problema de controle ótimo integrado
de pragas, considerando que a condição inicial é fuzzy. Assim como nos casos de controle
químico e biológico, vamos fazer uso dos Teoremas do capítulo 3, que faz uso da extensão
de Zadeh da solução clássica, com relação à condição inicial, para solucionar esse pro-
blema. Nas primeiras simulações vamos considerar que pX0 é o número fuzzy triangular
r11.875; 0.125; 0.1375s.
As hipóteses do Teorema 3.3 são verificadas de forma análoga as formas que
foram verificadas nos casos de controle químico e biológico.
Simulação 1:
Nessa simulação, vamos considerar que já existem inimigos naturais no ambiente
e que essa quantidade inicial de predadores é um número crisp e temos incerteza na
quantidade inicial de presas. A soluções via Extensão de Zadeh são apresentadas nas
figuras 60 e 61.
Figura 60 – Solução ótima para os estados para o modelo adimensionalizado com pX0 “
r0.11875; 0.125; 0.1375s e Y0 “ 0.625.
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Figura 61 – Solução ótima para os controles para o modelo adimensionalizado compX0 “ r0.11875; 0.125; 0.1375s e Y0 “ 0.625.
Observe que a incerteza diminui ao longo da dinâmica, tanto para os para os
controles e para a população de pragas e aumenta, apenas para a população de predadores.
Além disso, a curva fuzzy da população de pragas chega a ficar um pouco acima do
limiar. Se aumentarmos o parâmetro c4 para 12.4 conseguimos corrigir esse fato, conforme
mostram as figuras 62 e 63.
Figura 62 – Solução ótima para os estados para o modelo adimensionalizado com, pX0 “
r0.11875; 0.125; 0.1375s e Y0 “ 0.625.
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Figura 63 – Solução ótima para os controles para o modelo adimensionalizado com, pX0 “
r0.11875; 0.125; 0.1375s e Y0 “ 0.625.
4.5 Conclusões
O capítulo corrente foi dedicado a estudar problemas de controle ótimo de
pragas na lavoura. Propomos uma modelagem para três tipos de controle de pragas:
químico, biológico e integrado. Consideramos o problema na forma clássica e a também
estudamos o caso em que a condição inicial de pragas é “incerta” e, com isso, modelada
através de um número fuzzy.
Para encontrarmos uma solução para cada caso, resolvemos numericamente
o sistema de equações diferenciais provenientes do Princípio do mínimo de Pontryagin
usando o método Backward-forward sweet.
Conforme esperado, o caso que teve menor gasto com o controle, realizando
o objetivo foi o caso do controle integrado, que consiste no uso do controle químico e
biológico ao mesmo tempo.
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Ao invés de considerarmos controle contínuo, podemos considerá-lo discreto
no tempo, onde as variáveis de estado sofrem influência instantaneamente. Essa forma de
controle é denominada controle impulsivo.
Neste capítulo vamos estudar o problema de controle ótimo de pragas, apre-
sentado no Capítulo 4, considerando que a aplicação do controle é discreta no tempo e a
dinâmica de crescimento da praga contínua entre os intervalos de aplicação. Estudaremos
o problema de controle biológico de pragas, numa versão diferente daquela estudada por
Cardoso (2008) e também, o controle de pragas integrado.
Em Lakshmikantham et al. (1989) e Benchohra et al. (2006) encontramos a
teoria sobre sistemas de equações diferenciais impulsivas, Sun e Zhang (2003) estudam esta-
bilidade e análise de sistemas de controle impulsivo. Yang (1999b) apresenta a formalização
da teoria de controle impulsivo e alguns exemplos práticos.
5.1 Controle Biológico impulsivo
Conforme dito anteriormente, levando em consideração que o controle é aplicado
em determinados instantes de tempo (discreto), vamos considerar aqui um controle
impulsivo, isto é, o controle é aplicado em instantes de tempo discreto, apesar da dinâmica
populacional entre cada intervalo de aplicação ser contínua.
No caso do controle biológico, vamos considerar que em cada instante é lançada
uma determinada densidade populacional de inimigos naturais (predadores) no ambiente
e, com isso, gerando um aumento imediato (impulsivo) da população de predadores.
Para iniciarmos a ideia do controle impulsivo, vamos dividir o intervalo de
otimização r0, tf s, em N estágios isométricos separados pelo conjunto de pontos Γ “
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tτ0, τ1, ..., τnu correspondentes aos instantes da inserção de inimigos naturais.
Seja tur0s, ur1s, ..., urn ´ 1su o controle aplicado em cada instante τk e τ`k o instante de
tempo imediatamente após a aplicação do controle e consequentemente xpτ`k q são funções
da ação do controle urks e do valor final do subproblema xrτks. As condições iniciais
xp0q “ x0 e yp0q “ y0 são dadas.
Portanto, o sistema dinâmico a ser resolvido em cada estágio é dado por$’&’%
x1ptq “ f1pt, xq
xpτ`k q “ xpτkq ` f2purksq
t P rτ`k , τk`1s
(5.1)
com x : ra, bs Ñ Rn, f1 : ra, bs ˆ Rn Ñ Rn e f2 : Rn Ñ R.
Note que o PVI 5.1 é resolvido após a ação impulsiva do controle e a dinâmica
do sistema é dada através do sistema de equações diferenciais x1ptq “ f1pt, xq, com condição
inicial dada pela equação xpτ`k q “ xpτkq ` f2purksq. Portanto, para cada estado inicial,
temos N subproblemas de valor inicial a serem resolvidos.
É importante observar também que τk e τ`k são os mesmos instantes, no nosso
caso, o que difere são os valores de xpτkq e xpτ`k q, enquanto o primeiro corresponde à
condição final do sistema, quando é parado para a inserção do controle, e xpτ`k q é a
atualização da nova condição inicial, após a aplicação do controle urks, no estágio k.
Para o caso do problema de controle de pragas na lavoura, vamos modelar
a dinâmica, através do modelo presa-predador (adimensionalizado), conforme feito no
capítulo anterior. Portanto, o sistema impulsivo a ser resolvido em cada estágio é:
$’’’’’’’’’’’’’&’’’’’’’’’’’’’%
dX
dT
“ Xp1´X ´ Y q
dY
dT
“ 1
a
Y p´b` βKXq
t P rτk, τk`1s
Xpτ`k q “ Xpτkq
Y pτ`k q “ Y pτkq ` U rks
k “ 0, 1, ..., N ´ 1
0 ď U rks ď Umax
(5.2)
Com isso, o sistema dinâmico impulsivo 5.2 é composto de um sistema contínuo
de equações diferenciais que descreve a dinâmica presa-predador e um sistema discreto,
referente à interferência do controle, atualizando a condição inicial. Além disso, a ação
implusiva do controle, em cada estágio, incide apenas sobre o número de predadores.
Conforme descrito anteriormente, queremos que durante toda a dinâmica a
densidade populacional da praga fique o mais próximo possível (ou menor) que o limiar
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que não causa danos à lavoura, no nosso caso, estipulamos 20 lagartas grandes por m2,
que equivale a 0.125 no modelo adimensionalizado (usando K “ 160).
Podemos formular o problema de controle ótimo impulsivo
min
Ur0s,...,Urk´1s
Jpuq “ c1
N´1ÿ
k“0
ż τk`1
τ`
k
pXpT q ´Xdq2 dt` c2
N´1ÿ
k“0
U rks2 ` c3
N´1ÿ
k“0
ż τk`1
τ`
k
XpT qdt
(5.3)
s.a $’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’%
dX
dT
“ Xp1´X ´ Y q
dY
dT
“ 1
a
Y p´b` βKXq
t P rτk, τk`1s
Xpτ`k q “ Xpτkq
Y pτ`k q “ Y pτkq ` U rks
k “ 0, 1, ..., N ´ 1
Xp0q “ X0
Xp0q “ Y0
0 ď U rks ď Umax
(5.4)
Uma versão desse problema foi estudada em Cardoso (2008), que considera no
funcional objetivo a eliminação total de pragas e que XTF ď 20, ao invés de tentar deixar
próximo do patamar considerado ideal durante toda a dinâmica, conforme recomendado
pela EMBRAPA. Isto é, formulou o problema com o funcional:
min
Ur0s,...,Urk´1s
Jpuq “ c1
N´1ÿ
k“0
ż τk`1
τ`
k
XpT qdt` c2
N´1ÿ
k“0
U rks
(5.5)
sujeito a: $’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’%
dX
dT
“ Xp1´X ´ Y q
dY
dT
“ 1
a
Y p´b` βKXq
t P rτk, τk`1s
Xpτ`k q “ Xpτkq
Y pτ`k q “ Y pτkq ` U rks
k “ 0, 1, ..., N ´ 1
Xp0q “ X0
Xp0q “ Y0
XpTF q ď 20
0 ď U rks ď Umax
(5.6)
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Com a finalidade de procurar uma solução para o problema de controle impulsivo
de pragas, usamos um algoritmo genético, apresentado com mais detalhes no primeiro
capítulo. Cada indivíduo ou cada solução-tentativa é um vetor com n coordenadas em
que o valor da k-ésima posição representa a densidade de predadores a serem lançados
na lavoura no estágio k (o valor de U rks). Usamos a seleção por torneio, cruzamento
uniforme(Gaspar-Cunha et al. (2012), Reeves (2010)), uma população com 500 indivíduos,
300 gerações, taxa de cruzamento 0.8 e taxa de mutação 0.02. Além disso, usamos a
técnica Variable neighborhood search-VNS (Mladenović e Hansen (1997)) nas vezes em que
a solução fornecida pelo algoritimo genético não satisfazia nosso objetivo, que era manter,
durante toda a dinâmica, a população de pragas abaixo do patamar que não causa danos
a lavoura. Essa técnica consiste em fazer uma pertubação na vizinhança de uma solução
fornecida por um algoritmo de busca local, com a objetivo de melhorar essa solução de
modo a satistfazer as aspirações do problema .
Os coeficientes a, γ, b, β são os mesmos utilizados no caso contínuo e foram
retirados de Tusset e Rafikov (2004), Feltrin e Rafikov (2002) e os parâmetros c1, c2 e c3
foram escolhidos de modo a fazer com que o algoritmo genético realizasse nosso objetivo.
A duração da dinâmica, em todas as simulações é de 90 dias, que equivale a Tf “ 14.4 no
modelo adimensionalizado.
Tabela 19 – Valores dos coeficientes e parâmetros para o modelo de controle biológico de
pragas
a γ b β c1 c2 c3 Umax
0, 16 0, 001 0, 19 0.0029 600 1 50 3.75
1˝ Cenário: Nesse primeiro cenário vamos considerar que já existem inimigos
naturais no ambiente estudado e vamos considerar que a densidade inicial de pragas é
20 por m2, que equivale a X0 “ 0.125 no modelo adimensionalizado e que a densidade
inicial de predadores é 5 por m2 equivalente a Y0 “ 0.625 no modelo adimensionalizado. O
intervalo entre cada aplicação é de 10 dias, que quando adimensionalidado equivale a 1.6.
Simulação 1:
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Figura 64 – Simulação 1: A curva em vermelho representa a densidade populacional de
predadores, a azul, da praga e a verde é o gráfico da reta f “ 0.125.
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Figura 65 – Simulação 1: Densidade populacional de predadores (adimensionalizada) a ser
aplicado em cada estágio.
Note que durante toda a dinâmica, a densidade populacional de pragas ficou
abaixo do patamar que não causa danos ao agricultor, comprindo assim nosso objetivo. A
tabela 20 mostra o valor do funcional, bem como o custo com o controle obtido no cenário
1.
Tabela 20 – Custo com o controle e valor ótimo do funcional em cada uma das simulações.ÿ
Uk JpU˚q
Cenário 1 11.6648 104.9664
2˝ Cenário: Agora, analisaremos o cenário em que a população de pragas já
está bem acima do patamar considerado ideal, usaremos que X0 “ 0.3125 que equivale
a 50 pragas por m2, e Y0 “ 0.625, que equivale a 5 predadores por m2. A aplicação do
controle sendo feita de 10 em 10 dias, que equivale a um espaçamento de 1.6 no modelo
adimensionalizado. Os únicos parâmetros que diferem do primeiro cenário são os parâmetros
c1 e c3, que foram escolhidos, respectivamente como 1000 e 100 e foram escolhido de modo
a satisfazer nossas aspirações. As figuras 66 e 67 mostram, respectivamente, o resultado
obtido para os estados e para o controle.
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Figura 66 – Simulação referente ao cenário 2: A curva em vermelho representa a densidade
populacional de predadores, a azul, da praga e a verde é o gráfico da reta
f “ 0.125.
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Figura 67 – Simulação referente ao cenário 2: Densidade populacional de predadores
(adimensionalizada) a ser aplicado em cada estágio.
3˝ Cenário: Nesse cenário ainda vamos analisar o caso em que a população
de pragas está bem acima do patamar considerado ideal, usaremos que X0 “ 0.3125
que equivale a 50 pragas por m2, e Y0 “ 0.625, que equivale a X0 “ 5. No entanto, a
aplicação do controle sendo de 20 em 20 dias, que equivale a um espaçamento de 2.88 no
modelo adimensionalizado. Os únicos parâmetros que diferem do primeiro cenário são os
parâmetros c1 e c3, que foram escolhidos, respectivamente como 1000 e 100. As figuras 68
e 69 mostram, respectivamente, o resultado obtido para os estados e para o controle.
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Figura 68 – Simulação referente ao cenário 3: A curva em vermelho representa a densidade
populacional de predador, a azul, da praga e a verde é o gráfico da reta
f “ 0.125.
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Figura 69 – Simulação referente ao cenário 3: Densidade populacional de predadores
(adimensionalizada) a ser aplicado em cada estágio.
Comparando o 2˝ cenário com o 3˝ podemos observar que em ambos os casos,
logo no primeiro estágio, os controles encontrados fazem com que a densidade de pragas
fique abaixo do patamar considerado ideal, no entanto, a quantidade de controle utilizada
no segundo estágio é menor que a utilizada no terceiro cenário, sendo assim, esse a melhor
opção. É claro que, se tivéssemos dados reais com relação ao tipo de predador a ser
utilizado poderíamos ter uma mudança na quantidade máxima de controle a ser inserida
e teríamos um resultado mais condizente com a realidade, que envolveesse não apenas a
quantidade de controle mas o custo com a logística da aplicação. A tabela 21 mostra o
valor do funcional objetivo, bem como o custo com o controle.
Tabela 21 – Custo com o controle e valor ótimo do funcional nos cenários 2 e 3.ÿ
Uk JpU˚q
Cenário 2 12.9025 174.4270
Cenário 3 13.4511 125.2519
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5.2 Comparação entre o caso contínuo e o caso impulsivo
No capítulo 4, resolvermos o problema de controle ótimo de pragas, considerando
a aplicação do controle contínua no tempo. Vamos agora, comparar os resultados obtidos
do caso contínuo com os resultados obtidos para o caso impulsivo. As comparações serão
feitas com o primeiro cenário, onde consideramos X0 “ 0.125 e Y0 “ 0.625 e com o segundo
cenário, onde consideramos X0 “ 0.3125 e Y0 “ 0.625. A tabela 22 mostra o valor da
quantidade de controle utilizada em casa caso.
Tabela 22 – Comparação caso contínuo com caso impulsivo.
Cenários quantidade de controle (contínuo) quantidade de controle (impulsivo)
Cenário 1
ż Tf
0
U˚pT qdT “ 21.3484
ÿ
U˚k “ 11.4298
Cenário 2
ż Tf
0
U˚pT qdT “ 53.0910
ÿ
U˚k “ 12.9025
Baseado nos valores apresentados na tabela 22 podemos observar que a quanti-
dade de controle utilizada, e com isso, o gasto com o controle é bem menor, no caso do
controle impulsivo. Além disso, os resultados obtidos através do controle impulsivo foram
melhores, isto é, enquanto que no cenário 1 a densidade populacional de pragas fica, durante
toda a dinâmica abaixo do patamar considerado ideal, no caso do controle impulsivo, esse
fato não ocorre quando o controle é contínuo. No caso do segundo cenário a diferença
é ainda maior, uma vez que, no caso do controle impulsivo, a densidade populacional
de pragas fica abaixo do patamar ideal logo no primeiro estágio, quando utilizamos do
controle contínuo esse fato só acontece na parte final da dinâmica. Por isso, considerando
os aspectos acima descritos e a viabilidade de aplicação na prática, os resultados obtidos
com o uso do controle impulsivo são melhores.
5.3 Controle Integrado Impulsivo
Nessa seção iremos estudar o problema de controle integrado de pragas im-
pulsivo, seguindo as mesmas ideias da seção anterior. Nessa ocasião iremos considerar
a aplicação simutânea do controle químico e biológico, através da inserção de inimigos
naturais no ambiente.
Vamos considerar que, ao ser aplicado o controle químico há uma diminuição
imediata (impulsiva) na população de pragas, ou seja, estamos considerando que uma
determinada fração da praga morre instantaneamente após a aplicação do controle. Por
outro lado, conforme feito na seção anterior, ao inserirmos inimigos naturais no ambiente
a densidade populacional de predadores sofre um aumento (salto) imediato. O sistema
de equações diferenciais que rege a dinâmica entre os intervalos de aplicação é o mesmo
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sistema presa-predador que foi ultilizado, tanto no caso da dinâmica contínua, quanto no
caso da dinâmica biológica impulsiva, apresentado na seção anterior. Podemos formular o
problema de controle ótimo integrado impulsivo adimensionalizado
min
Ur0s,...,Urk´1s
Jpuq “ c1
N´1ÿ
k“0
ż τk`1
τ`
k
pXptq ´Xdq2 dt` c2
N´1ÿ
k“0
U1rks2 ` c2
N´1ÿ
k“0
U2rks2
` c4
N´1ÿ
k“0
ż τk`1
τ`
k
Xptqdt
(5.7)
s.a
$’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’%
dX
dT
“ Xp1´X ´ Y q
dY
dT
“ Y
ˆ´b
a
` βK
a
X
˙
T P rτk, τk`1s
Xpτ`k q “ Xpτkq ´XpτkqU1rks
Y pτ`k q “ Y pτkq ` U2rks
k “ 0, 1, ..., N ´ 1
Xp0q “ X0
Y p0q “ Y0
0 ď U1rks ď 1
0 ď U2rks ď Umax
(5.8)
Para procurarmos uma solução para o problema de controle ótimo integrado
impulsivo de pragas, usamos um algoritmo genético, da mesma maneira que fizemos na
seção anterior. A tabela 23 mostra os parâmetros que foram utilizados nas simulações
Tabela 23 – Valores dos coeficientes e parâmetros para o modelo de controle biológico de
pragas
a γ b β c1 c2 c3 c4 U1max U2max
0, 16 0, 001 0, 19 0.0029 1000 1 1 100 1 3.75
1˝ Cenário: Nesse primeiro cenário vamos considerar que já existem inimigos
naturais (predadores) no ambiente estudado e vamos considerar X0 “ 0.125, que equivale
a x0 “ 25 e Y0 “ 0.625 que equivale a Y0 “ 5. O intervalo entre cada aplicação é de 10
dias, que quando adimensionalidado equivale a 1.6.
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Figura 70 – Cenário 1: A curva em vermelho representa a densidade populacional de
predadores, a azul, da praga e a verde é o gráfico da reta f “ 0.125.
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Figura 71 – Simulação 2: Quantidade de controle químico.
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Figura 72 – Cenário 1: Densidade populacional de predadores (adimensionalizada) a ser
aplicado em cada estágio.
Tabela 24 – Custo com o controle e valor ótimo do funcional em cada uma das simulações.ÿ
U1k
ÿ
U2k JpU˚q
Cenário 1 2.7379 8.6602 158.9976
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Conforme mostrado na Figura 70, conseguimos atingir nosso objetivo, que seria
deixar a densidade populacional de pragas abaixo do patamar que não cause danos a
lavoura. Além disso, assim como no caso contínuo, o custo com o controle integrado de
pragas é menor que o custo com o controle biológico. A diferença pode parecer mínima
mas vale salientar que estamos trabalhando com o modelo adimensionalizado.
Podemos também pensar no caso em que o gasto para aplicar uma unidade
do controle biológico é maior que o gasto para aplicar uma unidade do controle químico,
ainda assim a a proposta do controle integrado é a melhor. Lembrando que a proposta do
uso integrado desses controles, leva em conta não apenas o custo que o produtor terá, mas
também a preocupação de não deixar muitos resíduos ao meio ambiente.
Cenário 2: Assim como na seção anterior, nesse segundo cenário, vamos
considerar que a densidade populacional de pragas está acima do patamar considerado
ideal, para isso consideramos nessa simulação que X0 “ 0.3125 e Y0 “ 0.625 e os parâmetros
utilizados foram os mesmos que foram utilizados no cenário 1, exceto c1 e c3, que foram
escolhidos como sendo 1000 e 100, respectivamente. A aplicação é feita de 10 em 10
dias. As Figuras 73 e 75 mostram os resultados encontrados para os estados e controles,
respectivamente.
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Figura 73 – Simulação referente ao cenário 2: A curva em vermelho representa a densidade
populacional de predadores, a azul, da praga e a verde é o gráfico da reta
f “ 0.125.
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Figura 74 – Simulação referente ao cenário 2: Quantidade de controle químico aplicado.
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Figura 75 – Simulação referente ao cenário 2:Densidade populacional de predadores (adi-
mensionalizada) a ser aplicado em cada estágio.
Cenário 3: Esse cenário difere do cenário 2, apenas quanto ao período de
aplicação de controle. Enquanto no cenário 2, a aplicação é feita de 10 em 10 dias, nesse
cenário a aplicação é feita de 20 em 20 dias, que equivale a 2.88 no modelo adimensional.
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Figura 76 – Simulação referente ao cenário 2: A curva em vermelho representa a densidade
populacional de predadores, a azul, da praga e a verde é o gráfico da reta
f “ 0.125.
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Figura 77 – Simulação referente ao cenário 2: Quantidade de controle químico aplicado.
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Figura 78 – Simulação referente ao cenário 3:Densidade populacional de predadores (adi-
mensionalizada) a ser aplicado em cada estágio.
A tabela 25 mostra o custo com cada um dos controles, bem como o valor do
funcional objetivo.
Tabela 25 – Custo com o controle e valor ótimo do funcional nos cenários 2 e 3.ÿ
U1k
ÿ
U2k custo total JpU˚q
Cenário 2 4.9849 5.9814 10.9663 156.1795
Cenário 3 4.0812 6.1509 10.2321 176.1639
Note que, tanto no cenário 2 quanto no cenário 3, conseguimos atingir o nosso
objetivo. Comparando os dois cenários, se considerarmos que a aplicação de ambos os
tipos de controle tem o mesmo custo, o cenário 3 é a melhor opção, uma vez que tem
um menor custo total. Ainda seguindo essa linha de raciocínio, se compararmos os custos
totais com o caso do controle biológico, quando utilizado o controle integrado, notamos
que estes são menores, sendo assim, a melhor opção.
Supondo, por exemplo, que o custo para a aplicação de uma unidade do controle
biológico é duas vezes maior do que a aplicação em cada unidade do controle químico,
e considerando a necessidade do uso integrado porque gera menos resíduo ao ambiente,
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ainda assim o uso do controle integrado é a melhor opção quando comparado ao uso do
controle apenas biológico.
5.4 Comparação entre o caso contínuo e o caso impulsivo
Assim como no caso do controle biológico, nessa seção vamos comparar os
resultados obtidos do caso contínuo com os resultados obtidos para o caso impulsivo.
As comparações serão feitas com o primeiro cenário, onde consideramos X0 “ 0.125 e
Y0 “ 0.625 e com o segundo cenário, onde consideramos X0 “ 0.3125 e Y0 “ 0.625. A
tabela 26 mostra o valor da quantidade de controle utilizada em casa caso.
Tabela 26 – Comparação caso contínuo com caso impulsivo.
Cenários quantidade de controle (contínuo) quantidade de controle (impulsivo)
1
ż Tf
0
U˚1 pT qdT “ 5.8022
ÿ
U˚1k “ 2.7379ż Tf
0
U˚2 pT qdT “ 1.7669
ÿ
U˚2k “ 8.6602
2
ż Tf
0
U˚1 pT qdT “ 8.9222
ÿ
U˚1k “ 4.9849ż Tf
0
U˚2 pT qdT “ 7.2406
ÿ
U˚2k “ 5.9814
Baseado nos resultados apresentados na tabela 26 podemos notar que no caso
do segundo cenário a quantidade de controle utilizada, e com isso, o gasto com o controle é
menor, no caso do controle impulsivo. Além disso, os resultados obtidos através do controle
impulsivo foram melhores, isto é, enquanto que no cenário 2 a densidade populacional de
pragas fica, durante toda a dinâmica abaixo do patamar considerado ideal, no caso do
controle impulsivo, esse fato não ocorre quando o controle é contínuo. O caso do primeiro
cenário é um pouco mais complicado de analisar, uma vez que, enquanto a quantidade
de controle químico é menor no caso impulsivo, e isso pode ser favorável no tocante a
questão ambiental, a quantidade de controle biológico é menor no caso contínuo. Ainda
assim, considerando os aspectos acima descritos e a viabilidade de aplicação na prática, os
resultados obtidos com o uso do controle impulsivo são melhores.
5.5 Conclusão
Esse capítulo foi destinado a modelar e propor uma solução para o problema de
controle ótimo de pragas na lavoura, no caso em que consideramos a aplicação do controle
ser discreta, apesar da dinâmica entre os intervalos de aplicação ser regido através de um
sistema de equações diferenciais contínuos. Abordamos o caso onde temos o uso apenas do
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controle biológico de pragas, bem como o caso do controle integrado, que consiste no uso
dos controles químicos e biológico, de forma simutânea.
Esse tipo de controle é importante ser estudado, pois é o aplicável na realidade,
uma vez que na prática, a aplicação do controle é feita de forma discreta.
O problema de controle impulsivo biológico de pragas já foi estudado por
Cardoso (2008), no entanto na modelagem é considerado que a população de pragas deve
está abaixo do patamar considerado ideal, apenas no instante final. A nossa abordagem
considera que a população de pragas deve ser mantida abaixo do patamar que não causa
danos a lavoura, durante toda a dinâmica e, com isso nossa abordagem difere quanto a
escolha do funcional objetivo.
Para solução desses problemas usamos uma heurística computacional (algorítimo
genético), que não garante a otimalidade da solução mas, dentre um leque de possibilidades
e testes,a solução fornecida é a melhor. Quando a solução fornecida pelo algoritmo genético
não satisfaz nossos objetivos, utilizamos a técnica VNS para fazer uma pertubação local
nessa solução, afim de satisfazer nossos critérios.
Fizemos simulações para vários cenários, considerando diferentes situações e
tempos de aplicação com diferentes condições inciais. Os resultados apresentados seriam
mais condizentes com a realidade, se tivéssemos dados reais para que pudéssemos estimar
os parâmetros referentes a eficiência do inseticida e das quantidades mínimas e máximas
de controles a serem utilizados.
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Considerações Finais
Esse trabalho foi dedicado a desenvolver uma parte teórica referente ao estudo
de problemas de cálculo variacional e controle ótimo com condição inicial fuzzy e condição
final livre e outra dedicada a propor modelagem e solução para o problema de controle
ótimo de pragas na lavoura.
O capítulo 2 foi dedicado a tratar de problemas de cálculo variacional com
condição inicial fuzzy e condição final livre. Seguindo na mesma linha do que foi feito em
Diniz (2016), definimos uma aplicação que associa a cada condição inicial a solução ótima
do problema clássico, mostramos alguns resultados intermediários, para enfim, usando
uma determinada relação de ordem parcial para números fuzzy, mostramos que a extensão
de Zadeh da aplicação definida anteriormente é a solução ótima, no sentido de menor
elemento.
No capítulo 3, abordamos problemas de controle ótimo com condição inicial
fuzzy e condição final livre, usando a mesma ideia de extensão de Zadeh apresentada no
capítulo 2. Mostramos que a extensão de Zadeh da solução clássica é uma solução ótima
para o nosso problema, baseado em uma determinada relação de ordem. Estudamos os
casos onde temos apenas um estado, o caso em que temos vários estados mas apenas uma
das condições iniciais é um número fuzzy e o caso em que temos mais de um controle,
mas cada um deles aparece em apenas uma das equações diferenciais do sistema e sempre
isolado um dos outros.
No capítulo 4 propomos uma modelagem para o controle ótimo de pragas,
considerando o uso do controle químico, controle biológico e o uso integrado deles. Propomos
uma solução do problema contínuo clássico, resolvendo o sistema de equações diferenciais
provenientes do Princípio do Mínimo de Pontryagin, usando o método numérico backward-
forward sweet. Esse método tornou-se eficiente para a solução do problema proposto, pois
busca uma solução para o sistema original não linear, proveniente do Princípio do Mínimo
de Pontryagin, sem recorrer à linearização do problema de controle ótimo conforme feito
em Feltrin e Rafikov (2002) e Tusset e Rafikov (2004).
Além disso, consideramos o caso em que a condição inicial da quantidade inicial
de pragas é incerta e com isso, modelamos com um número fuzzy e usamos os resultados,
referentes a solução através da extensão de Zadeh, desenvolvidos no capítulo 3.
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Ainda, referente ao controle ótimo de pragas na lavoura, no capítulo 5 propomos
uma estratégia de controle impulsivo (controle discreto), por acreditar que esse cenário
é o que acontece na realidade, uma vez que, a aplicação do controle é feita de forma
discreta. Para encontramos uma solução para nosso problemas recorremos a uma heurística
computacional (Algoritmo geenético), junto com um algoritimo de busca local (VNS),
para encontrarmos uma solução que melhor se adequasse a nossas aspirações.
Algumas propostas futuras que surgem através do desenvolvimento desse tra-
balho são listadas a seguir.
• No caso dos problemas de cálculo variacional e controle ótimo com condição inicial
fuzzy e condição final livre apresentados nos capítulos 2 e 3, verificar se os resultados
demonstrados são válidos no caso onde temos mais de um estado e mais de uma das
condições iniciais são fuzzy;
• Ainda falando sobre cálculo variacional e controle ótimo com condição inicial fuzzy
e condição final livre, considerar o caso onde temos mais de um controle e esses
aparecem juntos em cada equação diferencial do sistema dinâmico;
• No Problema de controle ótimo de pragas, unificar os valores dos parâmetros c1, c2,
c3 e c4 para que possamos ter uma comparação mais efetiva e realistica.
• No problema de controle ótimo de pragas, considerar a abordagem multiobjetivo do
problema;
• Ainda no controle ótimo de pragas, considerar o limiar fuzzy. O limiar é o número
de pragas que não causam danos a lavoura ;
• Considerar a condição inicial e a meta a ser atingida como sendo fuzzy, simutanea-
mente no problema de controle ótimo de pragas;
• No caso do controle impulsivo de pragas:
1. Procurar uma heurística computacional que solucione o problema de forma
mais eficiente.
2. Fazer simulações com dados reais.
3. Considerar, no caso integrado, o caso onde os controles químico e biológico não
são, necessariamente, aplicados nos mesmos instantes.
4. Considerar o tempo como variável de otimização, isto é, encontrar o melhor
instante para a aplicação do controle.
5 Considerar o limiar (estado final desejado) fuzzy.
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