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Abstract
One of the most important tasks in machine learning is prediction. Data scientists use
various regression methods to find the most appropriate and accurate model applicable for
each type of datasets. This study proposes a meta-model to improve prediction accuracy. In
common methods different models are applied to the whole dataset to find the best model
with the highest accuracy. This means, a global model is developed for the entire dataset.
In the proposed approach, first, we cluster data using different methods and we have used
algorithm-based and expert-based clustering. Algorithm-based clustering such as K-means,
DBSCAN, agglomerative hierarchical clustering algorithms. For expert-based clustering,
we use expert knowledge to group datasets based on the important features which are se-
lected by experts. Then, for each clustering method and for each generated cluster, we ap-
ply different machine learning models including linear and polynomial regressions, SVR,
neural network, genetic programming and other techniques and select the most accurate
prediction model per cluster. In every cluster, the number of samples in each cluster is
reduced compared to the number of samples in the original dataset and consequently, by
decreasing the number of samples in each cluster, the model is prone to lose its accuracy.
On the other hand, customizing a model for each sub-dataset increases the capability of
offering more effective prediction, compared to a situation where one model is fitted to the
whole dataset. That is why the proposed model can be categorized as in an ensemble-based
group due to the fact that the prediction is performed based on the collaboration of vari-
iii
ous models over clusters of sub-datasets. Moreover, granularity of the proposed method
is better for parallelization purposes. This means, it can be parallelized in a more efficient
way. As our main case study, we used real-estate data with more than 21,000 instances
and 20 features to improve house price prediction. However, this approach is applicable to
other large datasets. In order to examine its capability, we applied the proposed method on
two other datasets; agricultural dataset with 10 features and more than 7,000 instances and
also Facebook comments volume dataset, which contains roughly 41,000 samples with 54
features. For the first dataset, the new approach reduces error value from 0.14 to 0.087 for
K-means clustering and 0.086 for grouping based on human knowledge. With respect to
our second case study, the water evaporation data did not obtain considerable improvement
in accuracy; however, in some sub-datasets there was an improvement in accuracy.
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1.1 Introduction to Machine Learning Clustering, Regres-
sion and Prediction Techniques
Prediction is a key task in machine learning. Scientists use different data mining tech-
niques to discover patterns in a given dataset to predict future-related values. The first
pattern recognition was completely a human-based task, based on Bayes’ theorem which
is offered by Thomas Bayes (1701-1761). This theorem describes conditional probability
for occurrence of an event based on prior knowledge of other conditions and events which
can affect that intended event. The publication of Bayes’ theorem in 1763, opened the new
horizons on more accurate predictions [1]. Legendre proposed the first regression approach,
least squares technique, in 1805 [2] and after Gauss mentioned it in his book in 1809 [3];
it became a well-known approach and widely used technique. Interestingly, both used this
method to predict the orbital parameters of small astronomical objects such as comets and
asteroids, which are rotating around the sun and can hardly be observed. In 1821, Gauss
improved his proposed method to Gauss-Markov theorem [4] which became an important
1
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reference for other scientific predictions. After this, many mathematical models were pro-
vided, which improved predictions; however, the milestone in scientific regression was
with the invention of computers in the 1940s. Their quick development allowed humans
the ability to fulfill complicated calculations. Another milestone was the expansion of in-
ternet usage after 1990, which not only generated, but exchanges a large amount of data
that was not possible to be analyzed by using traditional methods. As a result, data min-
ing techniques were born as powerful tools to assist humans in analyzing large amounts of
growing data. Data mining is a collection of techniques for discovering hidden patterns in
large data sets [5] and is the conjunction of machine learning techniques, databases, and
statistics. Computerized modern data processing was supported by other improvements in
computer science, such as clustering analysis, neural networks, evolutionary algorithms in
the 1950s and after that point, decision trees in the 1960s and finally, support vector ma-
chines in the 1990s. Arthur Samuel, a computer gaming and artificial intelligence scientist,
proposed the term ”machine learning” in 1959 [6]. Machine learning (ML) includes var-
ious algorithms, which are capable of learning from data and can make predictions for a
target variables [7]. This consists of different tasks such as regression, clustering, and clas-
sifying. In our research, we study differnt clustering, regression and prediction techniques,
which are defined in section 2.1.
All scientific fields are affected by the invention and improvement of data mining and ma-
chine learning, including physics, biology, health and medical science, social science and
economy. In a report published by the European Public Real Estate Association [8], it
was demonstrated that real-estate in all its aspects includes nearly 20% of economic ac-
tivities. Price estimation has an important role in the economics, marketing and even in
politics. Events such as war, or natural disasters, which are not predictable long term, can
have an impact on a a given economy. As many parameters can cause significant changes
in prices, even in normal conditions, price estimating is not an easy task. In recent years
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after improving the machines, computational power and the internet potential to facilitate
generating and collecting massive data, machine learning techniques have become a funda-
mental tool for price prediction [9], [10]. We can see machine learning effects even in most
unpredictable tasks such as auction price estimation [11]. The most interesting aspect of
machine learning is the potential generalization of created methods. When a new approach
is examined in a specific case study dataset, it is sometimes capable of being generalized
to other datasets with completely different features and structure.
1.2 Motivation and Hypothesis
In regression and prediction task, we try to create a mathematical equation that fits in both
training and test data. When trying to fit a model in training data with highest accuracy, we
should be careful of over-fitting, which can result in decreasing accuracy in test data and
weak prediction. When we review the data mining and machine learning research works,
in most cases, the predictive model is applied to the whole dataset. It is useful for creating
a model because we have more instances for training and it also prevents the model from
over-fitting. On the other hand, when there is a high diversity in the values of differnt fea-
tures, it is hard to fit a model into a dataset and create a model with low error. For example,
in some medical predictions there is a high diversity in the age of the patients or in one
of the most famous machine learning problems, house price predictions, there is a high
diversity in house prices and it is not easy to fit a model into the whole data. Therefore,
we proposed a hypothesis that if we cluster data with machine learning techniques before
prediction, and assign similar samples in smaller sub-datasets, then apply ML methods to
each dataset, as we customized the model, we can enhance prediction accuracy. Moreover,
we can examine differnt predictive models for each created sub-dataset and select the best
model for each case. Then, we can calculate the overall error for the whole dataset by
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averaging. In this study, other than conventional regression and prediction models, we also
benefit from employing Genetic programming as a symbolic regression tool and compare it
with other prediction methods. As house price datasets contain differnt features with high
variations, for our first case study, we used house sales data for King County, in the USA
with 21,614 instances and 20 features such as the house size, location, the house condition
and number of bedrooms and bathrooms [12]. Moreover, to evaluate our proposed method
for small size datasets with completely different structure, we also applied it to an agri-
cultural dataset. We chose a smalled sized dataset, which has both a smaller number of
samples and variables with 10 features and 7549 samples. The goal for the second exper-
iment is predicting water evaporation based on known features such as temperature, wind
and humidity, in different locations, in India [13]. In addition, to examine our approach for
high dimensional datasets, as the third case study, we considered the Facebook comments
volume dataset, which includes approximately 41,000 samples with 54 features [14]. The
goal is to be able to predict the number of comments that each post may receive.
1.3 Thesis Outline
This study is based on the hypothesis which is defined in this chapter, that clustering a
dataset before prediction, and creating customized models may improve prediction accu-
racy. The second chapter includes a background review of the clustering and prediction
methods that we employed in our study. This chapter, first, defines three of the most com-
mon machine learning clustering techniques and subsequently explains the five models,
which provided the best estimation for house price prediction among various models that
we primarily examined for house price predictions. In addition, this chapter reviews the
research works on methods related to house price estimation and our proposed method.
Chapter three provides more details about the proposed method, utilized methods, evalua-
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tion technique that we used and our method advantages and challenges. Our experiments
and results are provided in chapter four. In this chapter, we initially defined the setting for
each clustering and prediction model. We then focused on our main case study, house price
dataset results, which demonstrate the proposed method potential in improving prediction
accuracy and its challenges. Finally, we provided the results of two other datasets, which
we utilized to examine the results’ variations when we change the data size and number
of features. Chapter five consists of the comparison among the different experiment re-
sults and conclusions, which are followed by future work suggestions. At the end, in the
appendix, the details regarding the examined datasets samples are provided.
Chapter 2
Background and Literature Review
2.1 Background Review
The following section provides a background review of the machine learning fundamental
concepts that are specific to the research work done. We discuss the two principal tasks in
machine learning: Clustering and Regression. First, we present three fundamental cluster-
ing methods and other conventional techniques. Then, we review seven predictive models
utilized in our research.
2.1.1 Clustering Algorithms
Clustering is a principal technique extensively used for investigating the intrinsic data struc-
ture in machine learning and pattern recognition. Clustering is an unsupervised machine
learning task that partitions the data that has not been labelled, classified or grouped. Most
of the conventional methods focus on modeling the similarity among data points in a way
that instances in each cluster are more similar to their cluster members than to those which
are assigned in other clusters [15]. Based on the nature and structure of dataset, various
6
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Figure 2.1: Elbow method for determining optimum value for K.
clustering methods such as; K-means, DBSCAN, Mean-shift, Spectral clustering,and Hi-
erarchical agglomerative clustering, should be examined to recognize the hidden patterns
in data and its structure successfully [16]. For instance, DBSCAN is very powerful in
detecting the arbitrarily shaped clusters. It is also can detect the completely surrounded
by, but not connected to, a different cluster. But when two or more neighbour clusters are
connected and have different density, DBSCAN method fails in clustering. In contrast to
DBSCAN, K-means has the potential to partition the data points which are closer to each
group but it is weak in detect the surrounded clusters, arbitrarily shaped clusters and the
neighbour clusters which are very closed to each other. Mean-shift method is also weak in
detecting surrounded clusters and arbitrarily shaped ones, but can partition close clusters.
In addition, it does not need pre-specified number of clusters. Hierarchical agglomerative
methods are successful in grouping the arbitrarily shaped clusters and some of surrounded
clusters but it cannot partition the near neighbour clusters. Therefore, we applied different
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common clustering methods on our dataset and selected the most accurate ones.
In order to apply clustering models, we employed scikit-learn [17] libraries. It is a Python
module incorporating software for medium-scale supervised and unsupervised tasks in ma-
chine learning. The scikit-learn libraries include different algorithms in classification, re-
gression and clustering.
K-means Clustering
K-means was the first clustering technique that we utilized. It is an extensively used clus-
tering technique that minimizes the average squared distance between instances in the same
cluster. This technique groups instances into a predefined number (k) of clusters based on
the nearest mean distance of each data point to the cluster members [18]. Hugo Steinhaus
used this method for the first time in 1956 [19]. Stuart Lloyd [20] provided the first stan-
dard algorithm for it that Forgy menthioned it in his research [21], but for the first time,
James MacQueen proposed the term ”k-means” [22].
If we have a data points set: (X1, X2, ..., Xn) that every data point, Xn is a real vector,
K-means cluster the dataset with n instances, into k sub-sets which K is a number smaller
than n; S = S1, S2, ..., Sk . The K-means algorithm group data by trying to categorize data
points in k clusters of equal variance. Therefore, the K-means objective is given in Eq. 2.1.






|| X − µi ||2= argsmin
k∑
i=1
| Si | V arSi (2.1)
Where µi is the mean of points in Si . Moreover, we can write the Eq. 2.1 in other shape of
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1/(2 | Si |)
∑
X∈Si
|| X − Y ||2 (2.2)
K-means clustering has some challenges, we need to realize the best value for number of
clusters, k. Based on the number of instances, we can change k manually to experimen-
tally find the proper value. If majority of the samples are assigned in the same group and
very low number of instances in other groups, then we increase the number of clusters
to determine if the group with large number of instances breaks down to smaller groups.
Moreover, there are some techniques that we can utilize to find out the proper value for K.
For instance, the elbow method and Silhouette score are effective methods to validate the
optimal number of clusters for K-means .
In the elbow method [23], we apply K-means on the dataset for an estimated range of
values of k (for instance, k from 2 to 10), and for every value of k consider the sum of
squared errors (SSE). Then, plot a line chart of the SSE for different assigned k. If the line
chart is similar to an arm, like Figure 2.1, then the elbow of the arm is the best value of
k. The reason is that we need to minimize SSE. But SSE has a decreasing trend to zero
when K increases (the SSE is equal to zero when each data point is considered as a cluster
therefore, k is equal to the number of instances in the dataset it results in the error equal to
zero). Therefore the goal is finding a small value for k which has a low SSE, and the elbow
displays the point that SSE starts to decrease significantly by increasing k.
Silhouette scoring method [24] can be utilized to evaluate the clustering by calculating
and scoring the distance between the resulting clusters data points. The silhouette score
shows the closeness of each instances in cluster to the other members in the neighboring
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clusters. Silhouette value is based on sum of average distances of data points in each
cluster comparing to average distances to members of other clusters. This method, creates
a scoring parameter with value in range of -1 to 1. In the other words, the Silhouette
score is a measure of how similar a sample is to its own cluster compared to other clusters.
Silhouette score close to +1 shows that the data point is far away from the other clusters.
Score of 0 implies that the instance is very close to the division between two clusters and
negative score shows that sample is assigned to the wrong cluster.
DBSCAN Clustering
Density-based spatial clustering of applications with noise (DBSCAN), is a clustering al-
gorithm which detects core samples of high density areas and expands clusters from them.
It is practically beneficial for type of data that include groups of samples with similar den-
sity. First time, Martin Ester, Hans-Peter Kriegel et. al suggested this method in 1996 [25].
DBSCAN searches the each data point’s neighbourhood in a circle with ε radius around the
data point and count the number of other data points in this circle if it is equal or larger
than the value of the special parameter, minPts, the central point is considered a core point
and member of the cluster. All other points which are reachable from the core points of
each cluster, are also member of that cluster. Otherwise, any other points are outliers or
noise points. This technique is illustrated in Figure2.2. DBSCAN performs perfect in par-
titioning of high density clusters versus low density ones in data point space of dataset. In
addition, it is powerful in detecting outliers in the dataset. On the other hand, it is weak
when a given dataset contains varying densities areas. While DBSCAN is great at sepa-
rating high density clusters from low density clusters, other disadvantage of DBSCAN is
that it cannot partition the clusters of similar density which are placed beside each other.
In addition, it does not work accurate in high dimensional datasets which include many
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features.
Figure 2.2: DBSCAN clustering method (adapted from [26]).
Hierarchical Agglomerative Clustering (HAC)
Hierarchical clustering [27], [28] is one of the most common clustering techniques. It
builds clusters by combining clusters or splitting them. This hierarchy creating clusters
can be illustrated like a tree or dendrogram. This clustering technique is divided into two
types: Agglomerative and Divisive. Divisive is a top-down approach that initially, all data
points are assigned to one cluster. Recursively, this cluster and other creates ones are
splited hierarchy. Agglomerative method, which we utilized in our study, is a bottom-up
approach that initially, each instance is in its own cluster, and pairs of clusters are merged
successively to create new larger clusters. At the end, all of them merge to the one cluster
which includes all samples. This method can also depicted like an upside down tree. The
whole data set which is a univalent cluster is the root of the created tree. The tree branches
are the middle the leaves are data points that can be considered a cluster with only one
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Figure 2.3: An example of Hierarchical Agglomerative Clustering method.
member. In HAC, the linkage criteria is the metric employed for the merging procedure. It
uses differnt linkage strategies: ward, complete linkage, average linkage and single linkage.
Ward method, minimizes the sum of squared distances between created clusters. In other
words, it minimizes the variance and can be considered similar to the K-means objective
function but works with an agglomerative hierarchical procedure.
Complete linkage (or maximum linkage), minimizes the maximum distances between all
couple of samples in each cluster. Average linkage minimizes the average of the differences
within all pairs of instances in clusters. Single linkage minimizes the distance between the
closest pair of samples.
HAC process needs large space and it is computationally expensive approach. Moreover,
because HAC has complexity of O(n3) and requires very large memory, it is very slow
even for medium size datasets and it fails in clustering huge datasets.
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Other Conventional Clustering Methods
There are many other clustering methods other than above mentioned techniques, such as
mean shift, spectral clustering, Chinese restaurant, etc.
Mean shift clustering detects clumps in a homogeneous environment. It uses an algorithm
which finds the centroids based on the mean of the data points in each selected group. The
algorithm keeps the nearest samples to the centroids and calculate the new center of the
group this method is very similar to the K-means but it employs mean shift vectors that is
calculated for each centroid that points towards a region of the maximum increase in the
density of instances.
Chinese Restaurant Process Clustering (CRP) is a process similar to the order that cos-
tumers sit on different tables (clusters) in a Chinese restaurant [29]. The first person sits
down at a table (the first cluster). The second person that comes in, sits at the first table with
probability 1/(1 + α) or at another table with probability α/(1 + α). The ith customer se-
lects an previously selected table with probability proportional to the number of customers
already are sitted at that table, or sits at a new table with a probability proportional to the
value α as shown in Eq. 2.1.1 [30]. If the ith person selects the table zi then:
p(zi = k | zi, α) =
Nk,(−i)/(N + α− 1) , if k is occupied, i.e.Nk > 0,
α/(N + α− 1) , if k is a new table, i.e. k = k∗ = K + 1
(2.3)
Where zi = (z1, z2, ..., zi−1, zi+1, ..., zN)
and Nk,(−i) is the number of customers seated at table excluding customer i. A new cus-
tomer prefers to select a table with more number of customers comparing to other tables.
Therefore, the Eq. 2.1.1 demonstrates that the CRP process can be explained by a rich-get-
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richer property in which the probability of being assigned to a group improves by propor-
tion to the number of people already have sat at that table.
2.1.2 Regression Models and Prediction Techniques
Regression is a supervised machine learning technique that creates a model or mapping
function f from the input variables (X) to predict output values of a desired target (Y)
when the target values are continuous. Whenever there is a new input data (X), the output
variable Y = f(X) for predicted value. There are numerous regression and prediction tech-
niques. Each method has its own importance, advantages, disadvantages and limitations.
We employed the most common approaches for the prediction stage of our research an se-
lected the most accurate ones for the rest of our study.
Figure 2.4: An example for a linear regression .
CHAPTER 2. BACKGROUND AND LITERATURE REVIEW 15
Linear Regression
Linear regression is a supervised machine learning linear approach for modeling the re-
lationship between dependent variable (Y) which is the target feature and one or more
independent variables (X). The best fit to this data is straight line which follows the Eq. 2.4
and depicted in the Figure 2.4.
yt = β0X + β1 + εt (2.4)
In Eq. 2.4, β0 and β1 are coefficients of equation and the goal in creating linear model
is to find this coefficients. Linear prediction models are usually fitted by the least square
method, but sometimes, they can be fitted using other approaches. For example, we can
minimize the lack of fit with least absolute deviations regression. Linear regression is an
effective technique in many problems such as forecasting or error reduction, explain vari-
ation in the response variable and recognizing the correlation between target feature and
dependent variables even for some explanatory variables which may have no linear cor-
relation with the predicted values. In addition, when dataset contains a large number of
variables, it is probable to obtain low prediction accuracy for the test data, comparing to
the training error. Over generalization or over fitting can cause this problem. Ridge and
Lasso regressions use approaches such as L1 and L2 Regularization to reduce over fitting
and model complexity which may happens in simple linear regression. When given dataset
contains some noise points, the model fits the pattern considering this noise data. Conse-
quently, provides good score for training but fails in the test prediction and generalization
of created model. Because fitting the model to all points including noises, cause a high vari-
ance in model and over fitting. One solution can be L1 (Lasso) or L2 (Ridge) regularization.
Lasso Model
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Least absolute shrinkage and selection operator or LASSO, execute variable selection
and regularization to improve the prediction accuracy. First time, it was suggested in
geophysics field [31] but later, Robert Tibshirani developed the method and named it
LASSO [32]. It is a Linear Model that is trained with L1 regularization approach. When
some features have weights closer to zero and does not have an important effect on pre-
diction, L1 method shrink the related coefficients to zero. In this method, a cost function
is added that provides penalty of the importance of the coefficients. As shown in Eq. 2.5,
for N samples, the penalty term λ regularizes the coefficients. When the coefficients have
large value, the optimization function will be penalized:
MinL(x, y), L(x, y) =
N∑
i=1
(yi − hθ(xi))2 + λ
N∑
i=1
| θi | (2.5)
Therefore, LASSO shrinks the coefficients and is benefitial in reducing over fitting. In
addition, it can performs well in feature selection. when λ is close to zero, the cost function
is alike to the linear regression cost function and the model will resemble simple linear
regression model.
Ridge Model
Ridge regression which is also recognized Tikhonov regularization which is proposed by
Andrey Tikhonov. It also is a Linear Model that is trained with L2 regularization method.
Similar to LASSO, in Ridge method, a cost function is added to consider penalty of square
of the value of the coefficients. As shown in Eq. 2.6, for N samples, the penalty term λ
regularizes the coefficients:
MinL(x, y), L(x, y) =
N∑
i=1




Again, the penalty term λ, regularizes the coefficients with large values. Ridge regression
eliminates that coefficients and results to decreasing the model complexity. Similar to
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LASSO, when we have small λ, near to zero, on the features, the model is alike linear
regression model.
Figure 2.5: Comparison of linear and differnt order of polynomial regressions.
Polynomial Models
In some cases, the straight line which presents linear model, cannot fit the given data points
and find an accurate patterns in the data. In this regressions we obtain low accuracy in
RMSE and R2 score for linear models. In some datasets, increasing the order of predicting
model and as a result, improving the complexity of the model may solve the under fitting
problem. We only need to create a model similar to the linear regression and only add
higher order of dependent variables to the equation such as Eq. 2.9 which target variable,
y, is defined as an nth degree polynomial model of explanatory variable x.
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yt = β0 + β1X + β2X
2 + εt (2.7)
yt = β0 + β1X + β2X
2 + β3X
3 + εt (2.8)
yt = β0 + β1X + β2X
2 + ...+ βnX
n + εt (2.9)
Usually we do not need the equations with the decrees higher than 2 or 3 similar to Equa-
tions Eq. 2.7 and Eq. 2.8. As Figure 2.5 demonstrates, increasing the order of the model
may increase the problem of over fitting in training data.
Support Vector Regression (SVR)
Support vector regression, SVR, considers the data as a series of points within a space. The
model is a hyperplane with maximum margin such that maximum number of data points are
located within that margin [33]. SVR approach is similar to support vector machine, SVM,
classification algorithm [34]. Instead of minimizing the error rate in simple linear model,
SVR fit the error within a specified border. As depicted in Figure 2.6, SVR objective is
to create the hyperplane that contains maximum number of points within the margin. The
concept of a SVM was first proposed in 1964 by Aizerman et. al [35]. It was the first
time that was suggested we can employ learning machine to classify data with a very high
number of features, similar to the capabilities of the human brain that can cop with many
features. The hyperplane in SVM is the partition line between the different data classes
but in SVR it is similar to the linear model that created to predict the target variable. In
addition, we use kernel function to map a low dimension data into a high dimension space.
We consider two boundary lines create a margin and support vectors are the instances with
minimum distance to the boundary lines. For linear predictions we use radial basis function
(RBF) but for none-liner regression we utilize every dot/inner product 〈w, xi〉 kernel to map
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the data to the dimensional feature space. The goal is minimizing the Eq. 2.1.2.







yi − 〈w, xi〉 − b≤ ε+ ζ∗i
〈w, xi〉+ b− yi≤ ε+ ζi
(2.10)
Figure 2.6: One dimensional support vector regression (SVR) model.
In Eq. 2.1.2, w is the weight vector which is learned from data, ζi is the distance between
the bound lines and predicted variables outside the bounds. C is a constraint value which is
CHAPTER 2. BACKGROUND AND LITERATURE REVIEW 20
the controlling parameter for the penalty applied on data points located outside the bounds
to reduce over fitting.
Artificial Neural Network (ANN)
Artificial neural networks are sets of the most important machine learning approaches.
The Idea is inspired by human brain and its neural systems and tries to simulate the brain
learning. This systems learn to accomplish tasks by using examples without any specific
programs or special rules similar to the brain that learns from experience. For the first
time, Warren McCulloch and Walter Pitts [36] suggested a mathematical model for neural
networks using threshold logic algorithms. After that, many scientists developed regression
and classification methods based on ANN. In 1992, White gathered many articles about
ANN and advanced statistics [37]. In the early stage of using ANN the computers were
not powerful enough to accomplish ANN tasks beneficially but still many research works
employed it for accurate regressions comparing to other conventional methods [38]. After
improving GPU systems in recent decade, again it become widely used in machine learning
and deep learning tasks [39], [40].
An ANN is a technique that connect the basic unites or nodes called artificial neurons which
create a neural networks or ”perceptrons”. As illustrated in Figur 2.7, a multi-layer percep-
tron (MLP) consists of different layers of neurons, at least, three layers, that includes an
input layer, middle hidden layer(s) and output layer. Neural network models can be con-
sidered as a function with input vector X and Output vector (target feature), Y. Neuron’s
network function f(x) is defined as a combination of gi(x) functions. Many combination
of functions can be used but usually it is the nonlinear weighted summation of functions.
Mathematically it can be defined as f(X) = H
∑
i=1wiXigi(X) which wi is the weight
of each function and H is activation function that consists of some predefined functions,
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Figure 2.7: A multi-layer perceptron with 4 input neurons, 2 hidden layers and 3 output
neurons.
such as Sigmoid function, the hyperbolic tangent, Softargmax or normalized exponential
function and rectifier function. The activation function is responsible to create smooth tran-
sition with input values variations in such a way that minor change in input only causes a
small change in output.
Symbolic Regression
In symbolic regression, we try to create the model, which best fits the measured data [41].
In 1985, Cramer proposed one of the first tree-structured evolutionary algorithms that could
be used in basic symbolic regression. John Koza [42] was the first person, who developed
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Figure 2.8: Creating equation with GP using LISP language. LISP can create tree structure
relationships.
Genetic Programming in LISP, one of the earliest programming languages, and also it was
shown that GP is a powerful tool in problem solving, including symbolic regression. In
addition, John Koza showed GP can be applied in automatic functions by discovering an
approximate value for the impulse response function in linear time invariant systems. It was
a great improvement in machine learning regression methods [43]. In 1995, using a numer-
ical approach, Iba presented a novel variant to GP, which merges an adaptive search of tree
structures in GP, and a system recognition method to the discover local parameters by using
statistical search [44]. Moreover, Montana proposed a new type of genetic programming
that can use data constraints by restricting generated programs, avoids large computational
time. After Montana’s proposed method, the GP became more powerful and fast in solving
the multi-dimensional least-squares regression problems [45]. After the first international
conference on GP at Stanford University in 1996, many scientists such as Sian studied a
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Figure 2.9: Example of creating new equations in GP by crossover. (a) shows the parents
which by applying crossover and switching two parts of their equations, we create the new
offspring (b).
distributed method for parallel GP on the internet in order to use the computational power
of internet for solving hard problems [46]. In the year 2000, Augusto used Read’s linear
code for tree structures to increase simplicity and to enhance GP’s performance in solving
symbolic regression problems [47]. Many researchers have tried to discover the correlation
of genetic programming results with the improvement of population diversity [48], [49],
which resulted interested in utilizing GP in different fields; this has opened a new horizon
in evolutionary computing. In 1997, Willis tackled engineering applications by employing
GP [50]. Gustafson improved GP for symbolic regression [51]. GP is not only valuable
in theory but also it has proven its effectiveness in regression in practice [52]. Regres-
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Figure 2.10: Example of creating new equations in GP by mutation. (a) shows a parents
which by applying mutation and changing one parts of its equations, we create the new
offspring (b).
sions with GP has many advantages and also faced with some challenges [53]. It is proud
of its wide search area and the power of discovering functions which are combination of
simple functions for complicated systems. Symbolic regression can be very accurate and
has the potential to reveal hidden system characteristics [54]. The most challenging part
of symbolic regression is recognizing the most appropriate model that gives a prediction
for given data and is expressed analytically utilizing the minimal set of input variables and
the given set of fundamental operations. In conventional regression methods, data analysts
try to fit pre-defined models (linear or polynomial equations) on a given dataset. In these
techniques, the function is known and we only need to find coefficients of that function.
Based on the nature of the given dataset, we cannot always obtain the acceptable accuracy.
Sometimes each part of data fits a different function or the pattern is very complicated in
its global shape. In contrast, symbolic regression attempts to not only find models struc-
ture but also discover the model parameters that infer the model from the data [47]. This
task can be done by employing genetic programming [55]. As depicted in Figure 2.8, GP
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is a useful and effective technique for creating symbolic equations, computer programs or
models using a process similar to evolution in nature, by utilizing selection, crossover (Fig-
ure 2.9), and mutation (Figure 2.10). It is a method of programming which utilizes the idea
of biological evolution and natural selection to solve complicated problems. Initial expres-
sions which are pieces of programs, formed by randomly combining mathematical building
pieces including mathematical operators, constant values, analytic functions and variables,
contest each other and only the most proper programs can survive. New equations are then
formed by recombining previously survived equations and compete with another piece of
programs in the next generation. As the result, through many iterations, it continuously
approaches to the best solution which has the best fitness for the given data. Therefore, GP
can be used in creating a data-driven model [56]. In contrast to conventional data mining
regression models with limited global search abilities, GP provides a strong capability of
the global search item of the general structure of the model [57].
2.2 Literature Review and Related Works
In most management and decision making tasks, analyzing the available data and evidences
is essential to make correct predictions. No method exists with hundred percent prediction
accuracy but data analysts try to improve accuracy by using innovative techniques. Regres-
sion is one of the most important and beneficial techniques in data analysis which made
predictions more accurate (and faster in some cases). In many cases linear models can
provide acceptable accuracy. Using linear models is usually practical because of their low
computational cost and avoiding over fitting problem [58]. But sometimes, linear models
cannot provide the desired accuracy [59] and more complicated models are needed to pre-
dict target value with required accuracy, there are many none-linear prediction techniques
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that it is not easy to figure out which one can create best model for a given dataset [60].
One approach is that examine different methods and select the best one for the dataset [61]
or we can search the successful applications for similar datasts [62]. Price estimation has
an remarkable role in various businesses. It includes several economic activities such as;
sale and purchase , transfer money, financing, tax assessment, estate settlement and fi-
nantial investments. Population transfer settlement of new citizens and Money transfer.
Consequently, modeling the house price has been a target of many research works in recent
yeras [63]. Some early house price predictions use semi-parametric estimation. First, they
create the predictive model, then, the predictions of the models are compared together by
calculating the distribution of the predicted price and use it for estimating the associated
prediction intervals [64]. Another conventional model which first created for house price
prediction, is hedonic regression (hedonic demand theory) to estimate house price. As-
sumption for linear regression models is that the property value is a weighted summation
of home characteristics. This regression do not perform well for outliers which are very
common in house sale. In addition, they cannot address non-linearity within the data. This
method which still is one of common techniques, consider the effect of differnt parame-
ters that impact the target value [65]. In economics, hedonic regression is a ascertained
preference technique to predict demand or value. This method split the object being re-
searched into its constituent parameters. After an determinative vector is assigned to each
parameter, the model calculate the participation ratio of each characteristic. It considers a
nonlinear logarithmic relationship between the price and independent variables. Hedonic
models usually use conventional statistic rules and regression analysis [66]. More general-
ized models, including sales regulation nets, are special cases of hedonic models. Another
primary models for predictions is Fuzzy logic. This technique assign real numbers be-
tween 0 and 1 to truth values of variables and considers concept of partial truth values.
Fuzzy logic models are employed in discovering, interpreting and utilising ambiguous data
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with lack certainty. Therefore, house price predictions based on this method can provide
a fuzzy set output [67]. Many regression models, including house price predictions use
ordinary least squares (OLS) models to fit data. This approach can be used to figure out the
most important features such as nearest neighbor transactions [68]. House price prediction
usually can be done by comparing similar cases with the target house therefor, K nearest
neighbor is another effective models in house price prediction [69], [70]. KNN is used in
Regression on Feature Projections (RFP) to improve accuracy. RPF employs two averag-
ing procedures applied on dataset sequentially to predict the target variable. Other method,
case based reasoning (CBR) is not very successful for many datasets and even house price
prediction needs complicated models but for the data set with many features, such as house
price predictions, it is capable to decrease the prediction error comparing to other con-
ventional models such as KNN [71]. In recent years, neural network became one of the
most effective and accurate techniques in regression especially for large size datasets that
provide enough training data for creating an accurate model. Many researches employed
this technique to improve accuracy in one of the most popular regression problems, house
price prediction. Artificial neural networks overrides many conventional regression meth-
ods such as hedonic which was the most reliable technique in house price estimation [72].
Especially when researchers added images to house data, the problem become very com-
plicated that could not be solved with out utilizing neural network [73], [74].
We proposed a model that if we cluster data before applying prediction models, we may
improve the prediction accuracy. It is conventional in research works that employ more
than one technique sequentially and create a model to enhance predictions [75]. In ad-
dition, clustering can be used for feature selection and removing outliers. Bekoulis et.
al proposed a method to enhance house price estimation accuracy [76]. They used tex-
tual advertisements to broken down the estimation task into three sub-problems. First, in
sequential labeling, the model should identify the important entities of the house and de-
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pendencies between them (e.g., rooms, bathroom) from classifieds. Second, structure the
identified parts into a tree-like format. This steps can be done either one by one, in a
pipeline approach, or simultaneously in a joint model. Soni, Ansari and Sharma suggested
a combined method for heart disease prediction [77]. They employed a clustering method
as a prepossessing step before applying classifiers such as KNN and neural network on the
data. Actually they employed clustering to group similar elements to reduce the data size
to obtain the optimal subset of feature, adequate for heart disease prediction. Quackenbush
also used classifications based on clustering for micro array data [78]. As genes have some
elements, grouping them can enhance the classifying accuracy. The most similar work to
our proposed method is the Wang et. al’s approach in their research [79]. In this method,
a fuzzy cluster module, categorizes a given data into differnt groups with homogeneity of
the clusters, assigning relevant data in the same cluster and dissimilarity between clusters,
and samples in different clusters should be as disparate as possible. After the training set
clustered into various subsets, ANN Utilized for prediction. considering the fact that the
size and complexity of each training subset is decreased, the efficiency and accuracy of
subsequent neural network improved.
Chapter 3
Proposed Method
In following chapter we are going to define the details of our proposed approach and explain
the techniques that we utilized to examine our hypothesis.
3.1 Ensemble Based Prediction Using Clustering and Re-
gression
When there is high diversity in values of differnt features of a dataset, fitting a single model
to the whole dataset may not be easy. especially when the dataset has complicated structure
or each part of dataset has differnt structure, a fitted model to the whole dataset may not
have acceptable accuracy. In this cases, we can split data to sub-groups and apply proper
model to each group. To test our proposed method, we utilized different clustering and
prediction techniques sequentially. This section provides both big picture of whole process
and the details of the proposed method. The main contribution of this study is improving
prediction accuracy by customising prediction models for sub-datasets or groups which are
created based on similarity between the members of each group. The process is depicted
Figure 3.1.
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Figure 3.1: Summary of the proposed method.
3.1.1 Applied Techniques
Usually in the estimation task, various models are applied to the whole dataset to find the
best model with a higher accuracy. But in real world, especially when we have high vol-
ume of samples, it is probable that we have high diversity in the samples characteristics
for example, it may not be accurate if we model price estimation of all houses in range of
prices in 100K dollar to 10M dollar. In addition, we compare a small house with a larger
one, located in a big lot with many bedrooms, bathrooms and swimming pool. Therefore,
it may not be appropriate to create a single model to predict both group of prices, cheap
ones and very expensive ones because it may not be an accurate model to fulfill the whole
dataset. Therefore, if we group the instances to different categories based on the similar
characteristics and then find the best model for each group, we may be able to make more
reliable models. But how we can find the best categories to group the data properly? We
can group the instances based on the most important features. For this task, we can rely on
experts knowledge to know which features are the most important ones. For example, for
grouping diseases we can ask a doctor or for predicting house price we can ask real-estate
agents to know which feature is the main factor to estimate the house price. For instance,
location, size, number of bedrooms, etc. On the other hand, when we have many features, it
may not be easy for human to find the most similar instances. In this cases, data scientists
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employ computing machines to carry out this difficult task using clustering methods. In
clustering techniques we create sets of entities in such a way that items in the same cluster
are more similar to each other than the objects in other groups. Based on the technique that
we use for grouping, there are many different clustering methods which result in different
type of clusters.
In the first stage of experiments we apply various prediction methods, such as, linear and
polynomial regressions, SVR, Neural network (multilayer perceptron), genetic program-
ming and other methods on the entire data on order to find the best model with the lowest
error in estimation the target value.
For the second stage, we apply our proposed method. Our approach consists of two
steps which is depicted in Figure 3.2.In the first step, we cluster or group data using
Algorithm-based clustering or Expert-based grouping.
In Algorithm-based clustering, we use different machin learning clustering methods such
as k-means, DBSCAN and agglomeration hierarchical clustering algorithms.
In Expert-based grouping, we group data based on the human knowledge.
In the second step of our proposed method, for each generated cluster or group, we ap-
ply different prediction methods that we have utilized in the first stage for the whole data.
Now we can compare the prediction accuracy of different models on each group and select
the best one. Moreover, we can compare the best model with the most accurate model
in the first stage. Many parameters affect each model’s accuracy such as nature of data,
the number of features and the size of the dataset (the number of instances in the dataset).
Therefore, we studied the proposed method’s performance on three different dataset with
completely different nature and characteristics: 1. Our main dataset is house sales data for
King County in the USA, 2. Agricultural water evaporation dataset, and 3. The Facebook
comments dataset. When a new sample, such as a new house comes to the market and we
need to predict the target value, first, we assign it to one of the created clusters, based on
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Figure 3.2: Configuration of the proposed method: after clustering, we apply different
prediction techniques to each group.
the object’s distance from the centroid of the clusters. Then, Using the best model that
previously found for the closest cluster to the new object to predict the target value such as
the house price. The process is illustrated in Figure 3.3.
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Figure 3.3: Configuration of the proposed method for new samples. First, we assign it to
one of the created clusters, based on the object’s distance from the centroid of the clusters.
Then, using the best model that previously found for the closest cluster to the new object
to predict the target value such as the house price
3.1.2 The Evaluation of Model Performance
In this study, we applied different prediction and regression methods on three different
datasets to find out if the process is applicable to different datasets to find the best model
with a higher prediction accuracy for each case, in order to provide a comprehensive anal-
ysis regarding the proposed method abilities and dataset types. For calculating accuracy,
we consider the normalized relative error which is calculated by the Eq. 3.1:
Er =| ye − yr | /yr (3.1)
(Where in Eq. 3.1 Er, yr and ye are the error, real value, and estimated value, respectively.)
If we consider the average error of n instances, we call it normalized mean absolute error,





| ye − yr | /yr (3.2)
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MAE measures the average value of the errors in predicted values, without considering
their direction. It is the absolute disparity between prediction and real value in the test
sample of the absolute differences between prediction and real value. The advantage of
relative error and NMAE is that it puts error in prediction into perspective and observable
insight. This equation provides the error for the whole process. To avoid over fitting, we
used cross validation method. In addition, we split data 70 percent for training and 30
percent for testing data. If the model has problem of over fitting in training data, we can
not get a good accuracy in the test data.
3.2 The Proposed Method Advantages and limitations
Advantages
Our proposed method improves the prediction accuracy because we specialize the model
for the selected similar samples in each cluster. In addition, as the whole dataset is more
complicated comparing to the sub-datasets, the created models for each cluster is less com-
plicated and can be found faster and it’s processing is easier especially when we have
limitations in power of our computer’s processors, this approach is helpful. Moreover, af-
ter clustering finding a model for each sub-dataset, can be done in parallel and prediction
for small size data is faster.
Data Size
Since after clustering, each cluster has lower number of samples comparing to the original
dataset, this method is only applicable on voluminous datasets with large number of in-
stances. Then, after clustering we still have sufficient number of samples to build a proper
model for each cluster.
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Computational Cost
The proposed method is able to improve the accuracy but on the the other hand, the process
over all is time consuming and computationally expensive. Clustering techniques, such as
K-means are very expensive and usually need a lot of time to run. Moreover the next step,
studying different prediction methods, requires additional time. Therefore, this method
is not proper in applications with time limitation such as real-time systems and it is only
beneficial when the goal is only improving the accuracy.
3.3 Summary
• A novel approach for improving prediction accuracy is proposed.
• The first stage is applying various models to the whole dataset to find the best models
with higher accuracy.
• The second stage applying our method which has two steps: first step is clustering or
grouping data. We can do this task with two different approaches: Algorithm-based
clustering or Expert-based grouping.
In Algorithm-based clustering, we utilize different methods such as k-means, DB-
SCAN, agglomeration hierarchical clustering algorithms.
• Expert-based grouping is grouping data based on human knowledge that we ask ex-
perts to select the most important variables and we group data based on the values of
that feature.
• The second step in our approach is utilizing various estimation methods that we ex-
amined in the first stage, for each cluster. We employed linear and polynomial re-
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gressions, SVR, neural network, genetic programming and other methods to find the
most accurate model.
• As the case study, we have used three different datasets to study if the proposed
method is applicable on different datasets.
Chapter 4
Experiments and Results
4.1 Clustering Models Setting
For clustering models, Dendrogram, K-means , mean shift clustering and DBDScan, which
are mentioned in Chapter 2, we employed scikit-learn libraries. Its codes and adds-on are
available in its web-page [80]. We applied K-means , DBDScan, mean shift clustering and
different Agglomerative clustering methods on our three datasets. Moreover, we tried to
cluster data using Chinese Restaurant Process Clustering (CRP). In CRP we can control
the number of samples in each group but in this way, we lose accuracy because the order
of the samples can effect the clusters but we desire that create clusters only based on their
similarity. By utilizing CRP techniques for our three detests, we could not reach to accept-
able accuracy for any of datasets. In addition, mean shift clustering did not perform as well
as the other methods. To evaluate the resulting clusters, we used Silhouette method, which
is introduced in the Section (2.2.2).
37
CHAPTER 4. EXPERIMENTS AND RESULTS 38
4.1.1 K-means Setting
We employed scikit-learn K-means library for the first clustering technique and set variant
number of clusters, 2-10 for The house price and water evaporation datasets. For the Face-
book comments dataset which has a large number of instances, we used different number
of clusters, 2-20. In the next step, Silhouette method, which is defined in section 2.1.1,
reveals the best number of clusters, K. We set the default tolerance for stopping criteria
(tol) which is 0.0001. In addition, in our experiment all features have equal weights and
we selected K-means initialization scheme. This technique uses a simple semi-randomized
seeding method to acquire optimal clustering which not only is faster, but also is more
accurate than completely random initialization. K-means initial centroids are not selected
randomly and the first cluster centres are chosen to be distant from each other from the
beginning [81].
4.1.2 DBSCAN Clustering
As discussed in section 2.2.2, DBSCAN technique separates the high density areas as clus-
ters. We chose euclidean metric to measure the distances between the points. eps or ε, is
the maximum distance between two samples to be placed in the same cluster. In this exper-
iment, eps parameter varies from 0.6 to 0.01 to find the best value, when eps is relatively
large, close to 0.6, more than 90 percent of samples are categorized in one group. More-
over, we set the min-samples value or minPts, the number of instances in a neighborhood
for each sample to be considered as a core point, varies from 3 to 6.
4.1.3 Hierarchical Agglomerative clustering
Hierarchical agglomerative clustering creates small groups considering the most similar
and closest samples. Then, step-wise by combining the most similar clusters, creates other
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new clusters. This hierarchy of clusters can be illustrated as a tree or dendrogram. At the
first levels, we have more number of clusters with more similarity in each group and at
the higher levels, we have lower number of clusters with larger group size including more
members. As mentioned in section 2.2.2, in this technique, we can use different linkage
types including Ward, complete, average, and single linkage. In this experiment, we used
euclidean distance and checked all different linkage types. As a consequence, we realized
the Ward linkage which minimizes the variance of the merged clusters, is the most proper
linkage type for house price datasets. Other linkages result in assigning 80 percent of
samples in one group. In addition, utilizing Silhouette method, we studied the different
number of clusters 3 to 9 to find the best number of clusters. Moreover, we can check the
number of members in different number of clusters to find the best value for number of
clusters.
4.2 Prediction Models Setting
We applied different common prediction techniques on house price data and selected the
most accurate ones to utilize in our proposed method. To be able to compare the methods,
if any setting was needed, we used the default setting for prediction models. The following
section explains the setting details for each prediction technique.
4.2.1 Artificial Neural Network
There are many regression and prediction techniques in machine learning. Artificial neural
network (ANN) is the first method which is utilized in this study. We used multi layer per-
ceptron (MLP) which consists of five layers of nodes: an input layer, three hidden layers,
and one output layer. Every node presents a neuron. A nonlinear activation function is
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assigned to each node. The number on neurons is equal to the number of dataset features
which for the first dataset is 20, the second one is 10 and the last one is 54. To create a
model for training data, MLP employs a supervised learning method called backpropaga-
tion. Its compound layers and nonlinear activation function differentiate MLP from a linear
perceptron. In our MLP we used Sigmoid activation function and for each dataset, and it is
trained on L1 loss (which stands for Least Absolute Deviations).
4.2.2 Support Vector Regression
SVR is a supervised learning model with a learning algorithm which analyzes data used
for classification or regression analysis. For our SVR we used shrinking heuristic. kernel
function converts the given data into the higher dimensional feature space to make the lin-
ear data separation possible. We choose RBF kernel (this parameter indicates the kernel
type that we use in the algorithm. It can be linear, polynomial, rbf, sigmoid, precomputed,
or a callable. The default value is rbf) and the coefficient C (the regularization parame-
ter) is equal to 1.0. C is a parameter which affects the trade-off between complexity and
proportion of non-separable instances. The degree of the polynomial kernel function for
SVR is 3, gamma is 0.22 this parameter controls the support vectors influences (large value
for gamma causes large bias and low variance in models), the independent term in kernel
function, f0 is 0, tolerance for stopping criteria (tol) is 0.001.
4.2.3 Linear model, Lasso, and Ridge
Simple linear regression fits a linear model with two or three coefficients to minimize the
residual sum of squares between the instances in the dataset, and the target values predicted
by the linear model. For the linear model we set Boolean intercept fit. For the Ridge model,
the Regularization strength, alpha, is 0.1 and tol is 0.001, Ridge coefficients minimize a
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penalized residual sum of squares (L2). The Lasso is a linear prediction model that finds
sparse coefficients and it can create models with a few number of parameter. Lasso can
reduce the number of variables in the way that the given solution is dependent. Moreover,
in certain conditions, it consider the set of non zero weights but we did not assigned weights
to the features. Lasso contains a linear model trained with L1. in this study, we set alpha
equal to 1.0 and tol equal to 0.0001.
In SVR, Ridge and Lasso model, we used default values for coefficients as we changed
parameters and there was no remarkable improvement in accuracy, we stayed with above-
mentioned default values.
4.2.4 Polynomial Model
In the utilized polynomial model, the degree of features is 2. In addition, only interaction
features, features that are products of at most degree distinct input features, are acquired.
Moreover, we set a bias column, the feature in which all polynomial powers are zero,
(similar to the intercept term in a linear model).
4.2.5 Genetic Programming
GP is a useful and effective technique for creating symbolic equations. For GP we used
Eureqa [82] to create the models which have the best fit to our data. Eureqa not only has the
ability to discover the functions, it also has the power to find the relevant coefficients of that
function. For creating the model, we consider most of the available functions including:
addition, subtraction, multiplication, division, sine , cosine, tangent, power, exponential,
logarithm, arcsine, arccosine, arctangent and hyperbolic functions. GP begin with a initial
population of random programs. Sometimes GP results in local solution (local maximum
or minimum) which is not a globally optimal or even a good solution. High number of runs,
CHAPTER 4. EXPERIMENTS AND RESULTS 42
may be useful to generate an acceptable result. In addition, increasing the initial population
size, diversity of functions and in creasing mutation rate may solve this problem. but using
Eureqa, it is not possible to edit the size of the population and individuals size, crossover
and mutation rate.
4.3 Experiments
4.3.1 Case Study 1: House Price Prediction
To evaluate our proposed approach, we examined it on three different datasets. For our main
case study, real-estate data, we tried to enhance house price estimation. As our proposed
method seems applicable to other large datasets. To examine this capability, we applied
the proposed approach on two other datasets; agricultural dataset and Facebook comments
volume dataset. In this section is dedicated to the experimental results of applying our
method on these three datasets.
4.3.1.1 House Price Dataset
Our first case study is house price estimation. As many variables influence price nego-
tiations, high dimensionality of the house price datasets challenges the prediction of the
final price of each home. For our study, we used house sales data for King County in the
USA [12]. It contains 21,614 instances and 20 features such as price, number of bedrooms,
number of bathrooms, house size, floors (number of floors), condition, grade, building and
renovation date and location. The dataset details is provided in appendix. This is a multi-
variate dataset with both real and integer values with no sparsity. Before creating models,
we study the data structure, first, we check the features correlation which is depicted in the
Figure 4.1. There is not any strong correlation between features and price. Moreover, we
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can plot the price distribution.
]
Figure 4.1: Correlation between the house price dataset features. This gives us an insight
about the dataset features. If any feature is highly correlated or not correlated at all to all
other features.
As illustrated in Figure 4.2, the mean price, µ, is 540088.14 Dollar and the data stan-
dard deviation, σ, is 367118.70 Dollar. Both the plot shape and the σ value, confirm that
this dataset has considerable dispersion. Usually, a large dispersion, makes it hard to fit a
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Figure 4.2: Comparison of price distribution in the house price dataset and the normal
distribution. The prices are based on US dollar, µ is the mean price and σ is the data
standard deviation. Both the plot shape and the σ value, confirm that this dataset has
considerable dispersion and our data does not follow a normal distribution.
simple model on entire data. In addition, we can compare the price values in house price
dataset probability plot with a normal distribution which has a linear form. The compari-
son is shown in the Figure 4.3. It is apparent that this dataset do not follow a linear or a
polynomial curve. Only the right side of the plot which presents lower prices shows good
fit to the linear normal probability. Further more, we can compare the logarithm value of
the price as a variable with normal distribution. Figure 4.4 and the low value of σ which
is only 0.53, reveals that the logarithm of price has better fit to the normal distribution.
Moreover, Figure 4.5 the probability plot of the logarithm value of the price, has a better fit
to the normal distribution. When we have a highly diverse dataset with a huge dispersion,
that turns to be normal distribution with a small dispersion, we man conclude that there is
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Figure 4.3: Comparison of house price dataset probability with a normal structure. The
plot reveals that this dataset do not follow a linear or a polynomial curve. Only the right
side of the plot which presents lower prices shows good fit to the linear normal probability.
a considerable diversity in the order of values. In our case the house price varies within
four order of magnitudes. Therefore, our proposed method may work effectively for this
dataset.
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Figure 4.4: Comparison of logarithm of house price distribution in the house price dataset
and the normal distribution. The prices are based on US dollar and horizontal axis is based
on Log(price), µ is the mean of Log(price) and σ is the data standard deviation. The plot and
the low value of σ, shows that the logarithm of price has better fit to the normal distribution
and confirms that there is a considerable diversity in the order of values in our dataset.
4.3.1.2 House Price Prediction Experiments
In the first step of the estimation task, various models which are defined in the section 2.1.2,
such as linear and polynomial regressions, SVR, neural network and genetic programming
and some other methods, are applied on the whole dataset. We were interested to find out
how the results may change if we create smaller sub-sets of our data without any condition.
Therefore, we randomly divided the dataset to smaller groups with 2000 and 1200 members
to investigate the effect of the data size on prediction accuracy for each model. As expected,
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Figure 4.5: Comparison of house price dataset probability with logarithm of the price and
a normal structure. The probability plot of the logarithm value of the price, has a better fit
to the normal distribution. It shows that data has a highly diversity and a huge dispersion
the accuracy declines by reducing data size, but the decreasing accuracy rate and improving
the error, varies widely for different models. Table 4.1 and Figure 4.8 display the relative
errors for each prediction model. For calculating error, we consider the normalized relative
error which is calculated by the Eq. 3.1 which is defined in chapter 3.
For symbolic regression, we create an equation using GP. Equation 4.1 is an example of
one of the models that GP generate for the house price dataset.
price = a+ (b+ c ∗ waterfront+ d ∗ grade+ f ∗ condition+ g ∗ sqftliving + h∗
sin(i+ j ∗ lat)− sin(k + l ∗ long) ∗ sin(m+ n ∗ lat))p
(4.1)
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Figure 4.6: House price prediction error during generating the symbolic equation with GP.
Figure 4.7: Number of models each variable appears in number of Occurrences of each
variable (across all models generated before the final one).
(Which a=71287.47, b=8.655, c=4.1929, d=0.8507, f=0.390097, g=0.0010888, h=1.59789,
i=5.17567, j=11.532, k=6.277, l=7.101, m=5.1757, n=11.532, p=4.3536)
The Figure 4.6 demonstrates the decreasing the prediction error during generating the
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Models: ANN GP Lasso Ridge Linear Polynomial SVR
Whole Data 0.14 0.175 0.22 0.246 0.248 0.251 0.343
G1: 2000-2500 0.17 0.19 0.261 0.25 0.244 0.28 0.375
G2: 1200-2000 0.25 0.22 0.267 0.254 0.243 0.287 0.388
G3: 1200 0.33 0.27 0.32 0.31 0.35 0.38 0.399
Table 4.1: Different methods relative error in house price prediction dataset and randomly
created smaller sub-sets. Group 1 has 2000-2500 instances, Group 2 has 1200-2000 in-
stances and Group 3 has 1200 instances.
Figure 4.8: Different methods relative error in house price prediction dataset and randomly
created smaller sub-sets. Group 1 has 2000-2500 instances, Group 2 has 1200-2000 in-
stances and Group 3 has 1200 instances.
the symbolic equation with GP to the final one, Equation 4.1. Figure 4.7 shows the Vari-
able Occurrences which is the number of GP models each variable appears in number
CHAPTER 4. EXPERIMENTS AND RESULTS 50
Figure 4.9: Silhouette Score for K-means clustering applied on house price dataset.
of Occurrences of each variable (across all models generated before the final one). This
demonstrates the importance of each feature in symbolic regression.
K-means Clustering
The next step is Clustering data using K-means technique to know how the prediction may
change if we have smaller datasets which its members in a cluster have similarity. The
first step of applying K-means is determining the number of clusters. Using the Silhouette
score which is defined in section 2.1.1, we can discover the most efficient number of clus-
ters, K. Figure 4.9reveals that the best number of clusters in K-means for house price data
is four. K-means created 4 sub-datasets: Group 1 has more than 2500 members, Group
2 has 2000-2500 instances, Group 3 has 1200-2000 instances and Group 4 has less than
1200 samples. Surprisingly, compared to other approaches, when the number of instances
in a smaller datasets is very low (smaller than 1200 members), GP shows better perfor-
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Models: ANN GP Lasso Ridge Linear Polynomial SVR
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251 0.343
G1: >2500 mem 0.06 0.14 0.2389 0.243 0.241 0.228 0.28
G2: 2000-2500 0.13 0.143 0.2389 0.2565 0.2544 0.2410 0.3109
G3: 1200-2000 0.1445 0.145 0.2365 0.2527 0.2517 0.271 0.3132
G4: <1200 0.23 0.15 0.2409 0.2588 0.2660 0.346 0.3282
Average 0.09 0.144 0.239 0.253 0.252 0.23 0.308
Overall 0.087
Table 4.2: Different methods relative error in house price prediction dataset and smaller
sub-sets created by K-means . Group 1 has more than 2500 members, Group 2 has 2000-
2500 instances, Group 3 has 1200-2000 instances and Group 4 has 1200 samples. If we
select the best model for each cluster, the total error for prediction after clustering, is 0.087.
mance. Table 4.2 and Figure 4.10 compare the relative error for the employed models and
the last row in Table 4.2, shows the average error for each model if we use clustering. In
addition, if we select the best model for each group and then calculate the average, the
total error for prediction through clustering, is 0.087. K-means results in Table 4.2 indicate
an important point that in all sub-datasets which include large number of instances, ANN
has better performance especially in the most voluminous cluster, its accuracy is surpris-
ing. All prediction models except Lasso, could decrease error for this cluster. None of
linear models have better average error comparing to the entire dataset predictions. The
most surprising results belongs to GP. For all K-means clusters it has very good perfor-
mance and even its average accuracy is not lower than The best model before clustering,
ANN. K-means clustering significantly has improved GP’s performance in prediction. In
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Figure 4.10: Different methods relative error in house price prediction dataset and small
sub-sets created by K-means . Group 1 has more than 2500 members, Group 2 has 2000-
2500 instances, Group 3 has 1200-2000 members and Group 4 has 1200 samples.
the smallest sub-dataset GP is the most accurate method. In addition, we wanted to find the
way to improve the accuracy in prediction for created clusters with K-means. Therefore,
we conduct another experiment. In this experiment, before clustering, first, we sort data to
investigate if the results will improve? We sorted data based on the houses grades before
applying K-means but we obtained the same results. Moreover, experiments with sorted
data based on price, house size, and location, did not improve the prediction.
DBSCAN Clustering
DBSCAN is the second method which is employed. Comparing to K-means , the advan-
tage of DBSCAN is that there is no need to initiate the number of clusters and this method
automatically clusters data points based on their similarity (how close the samples are to-
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Models: ANN GP Lasso Ridge Linear Polynomial
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251
G1 : 17000 0.12 0.172 0.218 0.223 0.236 0.24
G2 : 3000 0.16 0.168 0.23 0.244 0.25 0.28
G3 : <1000 0.19 0.179 0.26 0.27 0.28 0.31
Average 0.13 0.171 0.228 0.228 0.24 0.249
Overall 0.129
Table 4.3: Different methods relative error in house price prediction dataset and smaller
sub-sets created by DBSCAN. Group 1 includes approximately 17000 instances, Group 2
has around 3000 instances and group 3 has less than 1000 members. SVR error waslarger
than 0.35 for all clusters. If we select the best model for each cluster, the total error for
prediction after clustering, is 0.129.
gether). DBSCAN created three clusters but unfortunately, most data points are assigned
to one group. Group 1 includes approximately 17000 instances, Group 2 has around 3000
samples and group 3 has less than 1000 members. The Table 4.3 and the bar plot in Fig-
ure 4.11 compare the error of each prediction method for each created cluster. As SVR
did not have acceptable performance with error larger than 35 percent for all clusters, its
results have not been included in DBSCAN table and plots and the rest of experiments. If
we select the best model for each cluster, the overall error is 12.9. Table 4.3 shows even
DBSCAN clustering has improved prediction accuracy especially for ANN and GP, The
average errors do not present considerable change. Similar to ANN and GP, Ridge, sim-
ple linear and polynomial models have very small improvement after applying DBSCAN.
But it is surprising that again in small sub-dataset, GP has lower error comparing to other
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Figure 4.11: Different methods relative error in house price prediction dataset and smaller
sub-sets created by DBSCAN. Group1 has more than approximately 17000 members,
Group2 has around 3000 instances, Group 3 has less than 1000 instances.
models.
Hierarchical Agglomerative Clustering
Considering previous experiments with two different clustering techniques, it is apparent
that the clustering method can considerably effect the results. Therefore, we Employed
another well known clustering method; hierarchical agglomerative clustering or HAC. In
this technique at the first stage, the most similar instances, being grouped in the first set of
clusters in this stage, we have large number of clusters with low number of members. In
next steps, the smaller clusters are combined based on their similarity and in subsequent
steps, new clusters are created until to reach one large cluster that includes all data points.
In section 2.1.1 we mentioned that we can use different linkage type: Ward, complete,
average, and single linkage. We achieved better results using ward and average linkage.
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Models: ANN GP Lasso Ridge Linear Polynomial
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251
G1: 12000 0.18 0.17 0.22 0.223 0.232 0.25
G2: 7000 0.22 0.21 0.25 0.241 0.242 0.264
G3: 2000 0.22 0.22 0.23 0.244 0.221 0.267
average 0.206 0.20 0.243 0.236 0.231 0.252
Overall 0.172
Table 4.4: Different methods relative error in house price prediction dataset and smaller
sub-sets created by HAC, Average linkage. Group 1 includes approximately 12000 in-
stances, Group 2 has around 7000 instances and group 3 has approximately 2000 members.
If we select the best model for each cluster, the total error for prediction after clustering, is
0.172.
In others, more than 80 percent of the data points were assigned to only one cluster. The
hierarchical average method is visualised in Figure 4.12 and Figure 4.13.
The advantage of HAC is that it provide us different options to choose the number of
clusters easily by using its dendrogram (tree shape) chart. As depicted in Figure 4.12,
by selecting different cutting lines, we can obtain various number of clusters with hav-
ing insight and approximate estimation about the number of members in each cluster. But
disadvantage of this method is that sometimes you can not find a proper cut line to ob-
tain the desired number of clusters. Table 4.4 and Figure 4.14 show the results of house
price prediction using HAC average linkage. The dendrograms in Figure 4.12 and Fig-
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Figure 4.14: House price prediction error using average linkage in hierarchical cluster-
ing method. Group1 includes approximately 12000 instances, Group2 has around 7000
instances and group3 has approximately 2000 members.
ure 4.13 demonstrate different clustering structures for two different linkage methods. It
is expected to gain different results for the ward linkage method which are displayed in
Table 4.5 and Figure 4.15. Table 4.4 and 4.5 indicate that HAC could not improve the price
prediction. For the largest sub-clusters with 12000 and 14000 members, as a big training
data is available, we expected better performance for ANN, but the larger error comparing
to the predictions for the whole data, affirm that HAC can not detect close data points for
this dataset.
Human Knowledge Base Grouping
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Models: ANN GP Lasso Ridge Linear Polynomial
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251
G1:14000 0.18 0.182 0.244 0.254 0.251 0.259
G2: 2000 0.24 0.213 0.250 0.259 0.268 0.284
G3:2000 0.24 0.242 0.252 0.254 0.230 0.278
average 0.22 0.21 0.246 0.256 0.245 0.262
Overall 0.178
Table 4.5: Different methods relative error in house price prediction dataset and smaller
sub-sets created by HAC, ward linkage. Group 1 includes approximately 14000 instances,
Group 2 has around 2000 instances and group 3 has approximately 2000 members. If we
select the best model for each cluster, the total error for prediction after clustering, is 0.178.
Usually, when people want to do prediction or estimation, they categorize the items in their
mind and compare every item with their knowledge about each category. This fact encour-
aged us to instead of using machine for clustering, ask some experts to help the machine
in grouping (clustering) the dataset. In fact, human select the distinguishing features to
split the data. Therefore, we asked some agents to select the most important features that
they would use if they want to cluster the data points. In the next step, we grouped data
based on the selected features. First, we grouped data based on the price and equal price
intervals. Actually, in data processing, we can not use the target feature for clustering we
only did this experiment to study the results. Therefore, Three sub-datasets created. The
Groups based on price, have approximately 5000, 13000 and 3000 members respectively.
The Groups based on grade, have approximately 6300, 9000 and 5700 members respec-
tively. The results are displayed in the Table 4.6 and Figure 4.16. If we select the best
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Figure 4.15: House price prediction error using ward linkage in hierarchical clustering
method. Group1 includes approximately 14000 instances, Group2 has around 2000 in-
stances and group3 has approximately 2000 members.
model for each group, the overall error for the price grouping is 0.6 and for grade base
grouping is 0.1. In both predictions based on price and grade, for most of the models, We
observe improvement only in the middle group, but in average we had better accuracy than
prediction on the whole data. The the prediction accuracy for group 2 in grouping based
on grade, is surprising especially for ANN and linear model. But none of the models in
average can overcome the K-means average prediction accuracy.
Then, we grouped data again, based on the price and the house grade, but in the way to
have approximately equal number of instances in each group. Therefore, three sub-datasets
created with around 7000 members in each group. The results are displayed in the Ta-
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Models: ANN GP Lasso Ridge Linear Polynomial SVR
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251 0.343
group1(prc) 0.15 0.18 0.28 0.27 0.26 0.29 0.38
Group2(prc) 0.11 0.16 0.14 0.16 0.01 0.21 0.27
Group3(prc) 0.18 0.18 0.28 0.27 0.27 0.30 0.36
Average(prc) 0.129 0.168 0.193 0.2 0.07 0.241 0.309
Overall (prc) 0.06
group1(grd) 0.18 0.25 0.24 0.22 0.229 0.28 0.417
Group2(grd) 0.012 0.16 0.15 0.12 0.01 0.22 0.282
Group3(grd) 0.19 0.26 0.25 0.22 0.219 0.28 0.373
Average(grd) 0.11 0.21 0.22 0.20 0.128 0.254 0.347
Overall (grd) 0.1
Table 4.6: House price prediction error, using grouping based on the selling Price (prc)
and the house grade (grd) with equal price and grade value intervals. The groups based on
price, have approximately 5000, 13000 and 3000 members respectively. The groups based
on grade, have approximately 6300, 9000 and 5700 members respectively. If we select the
best model for each group, the overall error for the price grouping is 0.06 and for grade
base grouping is 0.1.
ble 4.7 and Figure 4.17. If we select the best model for each group, the overall error for the
price grouping is 0.08 and for grade base grouping is 0.13. Selecting the Equal number of
samples for each group decreases the accuracy for the middle sub-group but in average, we
observe a little decrease in error.
As mentioned above, we can not cluster data based on the house price because it is the
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Figure 4.16: House price prediction error, using grouping based on the selling Price (prc)
and the house grade (grd)with equal price and grade value intervals. The Groups based on
price, have approximately 5000, 13000 and 3000 members respectively. The Groups based
on grade, have approximately 6300, 9000 and 5700 members respectively.
feature that we need to predict. Therefore, we used another strategy. First, we split the
train and test data, and remove the price column in the test data, then, we predict the price
by applying prediction models on train data, now, we can use the predicted price for test
data in grouping based on predicted price. The results of this scheme which are provided
in Table 4.8 show that even groping based on predicted price can not improve accuracy for
symbolic regression with GP, still it is practical for other models and we can obtain overall
error equal to 0.09 which demonstrates very better accuracy than predictions on the whole
dataset. This results confirm that even this scheme’s accuracy is not better that K-means
, but it is applicable to obtain better prediction comparing to the whole data. Some of the
real-estate agents expressed that the location is the most important parameter. Therefore,
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Models: ANN GP Lasso Ridge Linear Polynomial SVR
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251 0.343
group1(prc) 0.12 0.27 0.188 0.19 0.199 0.24 0.225
Group2(prc) 0.1 0.18 0.11 0.12 0.009 0.22 0.127
Group3(prc) 0.12 0.28 0.13 0.13 0.134 0.25 0.361
Average(prc) 0.113 0.24 0.142 14.6 0.114 0.23 0.237
Overall (prc) 0.08
group1(grd) 0.13 0.32 0.27 0.22 0.229 0.26 0.401
Group2(grd) 0.021 0.17 0.20 0.20 0.08 0.22 0.328
Group3(grd) 0.13 0.31 0.27 0.22 0.19 0.26 0.346
Average(grd) 0.093 0.26 0.24 0.213 0.16 0.24 0.358
Overall (grd) 0.13
Table 4.7: House price prediction error, using grouping based on the selling Price(prc)
and the house grade(grd) with equal members in each group. All groups have around 7000
members. If we select the best model for each group, the overall error for the price grouping
is 0.08 and for grade base grouping is 0.13.
we grouped instances based on zipcode (region-based). Again, all prediction methods were
examined for each created group the results are shown in Table 4.9 and Figure 4.18. For
all sub-datasets, ANN has the best performance. Therefore, If we select the best model for
each group, the overall error for the zipcode grouping is the same as the average error for
ANN, 0.142. However, in some sub-groups we get lower error, but in total accuracy for all
models we obtain approximately the same accuracy for the whole data.
As we could not gain improvement by grouping based on the zip codes, we studied the
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Figure 4.17: House price prediction error, using grouping based on the selling Price (prc)
and the house grade (grd) with equal members in each group. All groups have around 7000
members.
same method of grouping and parameters with lower number of groups and this time we
created only three groups. The improvement in prediction can be seen in the Table 4.10 and
Figure 4.19. If we select the best method for each group, the total error is 0.12. This re-
sults apparently show that the larger sub-groups provide better accuracy, but still the results
of grouping based on location are not more accurate than K-means and the house grade
grouping.
We have studied that how grouping by the selling price can effect the results. Therefore,
we grouped data based on both zip code and the price. Thus, we divided each group which
is created based on the location, to other three groups based on the selling price. conse-
quently, at the end we have nine sub-groups with approximately 2300 member in each.
Again, we apply all prediction methods on each created sub-group. The results are pro-
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Models: ANN GP Lasso Ridge Linear Polynomial SVR
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251 0.343
Group1(prc) 0.14 0.31 0.2 0.2 0.21 0.26 0.3
Group2(prc) 0.12 0.2 0.13 0.14 0.01 0.22 0.15
Group3(prc) 0.13 0.31 0.15 0.15 0.14 0.26 0.4
Average 0.13 0.22 0.16 0.163 0.12 0.246 0.28
Overall 0.09
Table 4.8: House price prediction error, using grouping based on the predicted selling
Price(prc) with equal members in each group. All groups have around 7000 members. If
we select the best model for each group, the overall error is 0.09.
vided in the Table 4.11 and Figure 4.20. Moreover, if we select the best model for each
group, the overall error is 0.123. As demonstrated in Table 4.1, when the number of in-
stances decrease, the error increases dramatically. Accordingly, we also created sub-groups
based on both zip code and price, but we only created six sub-groups with larger number
of members in each sub-group. For this purpose, first, we grouped the whole data to three
groups based on the location, then, we divided each group to two sub-groups based on the
selling price. We were not surprised when the results changed by increasing the number of
samples. The outcome is provided in Table 4.12 and Figure 4.21 and for this experiment
we reached to the total error equal to 0.087 which is considerable lower than the total error
when we have nine groups. For all prediction methods we can see an improvement in pre-
diction, but the change is not significant for the polynomial regression in both six and nine
groups. The prediction with neural network is very sensitive to the number of instances in
each sub-group and we can see when we have more samples in each sub-group for the same
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Models: ANN GP Lasso Ridge Linear Polynomial
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251
Group 1 0.13 0.16 0.210 0.22 0.22 0.24
Group 2 0.13 0.15 0.22 0.22 0.23 0.235
Group 3 0.14 0.16 0.218 0.23 0.24 0.256
Group 4 0.18 0.17 0.232 0.25 0.254 0.26
Group 5 0.17 0.17 0.23 0.248 0.25 0.278
Group 6 0.15 0.16 0.231 0.25 0.25 0.255
Average 0.142 0.161 0.22 0.24 0.243 0.259
Overall 0.142
Table 4.9: House price prediction error for six sub-datasets, using grouping based on the
location (Zip code). If we select the best model for each group, the overall error is 0.142.
grouping method, the error drops from 0.11 for nine groups to 0.9 which belongs to the six
groups. The most surprising result is about linear predictions that they have the largest
decrease in error when we split datasets only based on important features. It means that for
house price dataset, when we have sets of smaller groups, which are split up by their two
important variables; price and location, approximately, we can consider them, especially
the middle ones on grouping, as linear systems. Both zipcode-price grouping for nine and
six sub-groups, were based on having approximately equal number of samples in created
groups, If we group data, for equal value intervals for variables for example, price, in some
groups we will have a few instances, sometimes less than 500 members. This has negative
effect on the accuracy. Consequently, for all grouping experiments based on two or more
variables, we split up data in the way to have approximately equal number of samples in
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Figure 4.18: House price prediction error for six sub-datasets, using grouping based on the
Location (zip code).
each sub-group.
Considering the real-estate experts knowledge, the location of the house is not the only
important parameter in house price prediction. Another important variable is the size of
the house which is shown as the Square feet (Sqrfeet) in the dataset. Therefore, the same
as previous experiment, we group house price dataset based on both location and the house
size. First, we divide the whole data to three groups considering their zip code. then, split
each group to other three sub-groups regarding their size and again, we study the different
prediction models performance for each sub-group. Table 4.13 and Figure 4.22 compare
the results this process decreases the total error to 0.086. If we only create six sub-groups
the same as what we did in previous experiment, it provides a little change in the results
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Models: ANN GP Lasso Ridge Linear Polynomial
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251
Group1 0.12 0.15 0.210 0.22 0.22 0.245
Group2 0.11 0.14 0.22 0.22 0.23 0.24
Group3 0.14 0.17 0.218 0.23 0.24 0.249
Average 0.12 0.154 0.217 0.221 0.225 0.243
Overall 0.12
Table 4.10: House price prediction error for three sub-datasets, using grouping based on
the location (Zip code) with three groups. If we select the best model for each group, the
overall error is 0.12.
and total error which decreases to 0.085. Moreover, we were Curious to investigate how the
accuracy may change if we add another important feature and level to the grouping based on
features. Therefore, in addition to the two previous variables, location and the house size,
we also consider the number of bedrooms. Accordingly, First we create nine groups similar
to the previous experiment, then we divide each group to two other sub-groups based on
the number of bedrooms. Consequently, we obtain 18 sub-groups with approximately 1100
instances in each. But we did not achieve very lower error. Some of prediction errors are
provided in Table 4.14. In this experiment, in average, all prediction models had better
performance except neural network and polynomial. It seems that this two models accuracy
is highly dependent on the data size (number of instances). Surprisingly, GP’s performance
is improved considerably but unfortunately, the overall error increased to 0.125. Therefore,
we decided to repeat the experiment with lower number of sub-groups which have more
instances each. Accordingly, first, we grouped the whole data to three clusters based on the
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Figure 4.19: House price prediction error for three sub-datasets, using grouping based on
the Location (zip code). Comparing to Figure 4.18, in this experiment we have less number
of groups and more instanses in each group
location. Then, each group is divided to other two groups considering the house size and at
last, each group is split to two sub-groups based on the number of bedrooms. Eventually,
we have 12 sub-datasets and the results of different models for each of them is provided in
Table 4.15 and Figure 4.23. Comparing this experiment with 18 groups most predictions
and the overall accuracy is improved. On the other hand, it has larger error comparing to
the experiment with the experiments that we created six and nine sub-groups, based on
the size and the location. Again, it can be interpreted that not only neural network and
polynomial methods are highly correlated to the data size, but also the linear models can
be damaged by decreasing the number of instances. Even though, comparing the grouping
to six and nine groups reveal that in smaller groups linear models can be more successful,
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Models: ANN GP Lasso Ridge Linear Polynomial
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251
Group1 0.12 0.14 0.12 0.114 0.115 0.23
Group2 0.11 0.13 0.09 0.08 0.104 0.20
Group3 0.13 0.15 0.1 0.11 0.113 0.22
Group4 0.11 0.14 0.1 0.1 0.106 0.23
Group5 0.08 0.11 0.09 0.08 0.1 0.19
Group6 0.11 0.12 0.11 0.1 0.104 0.20
Group7 0.11 0.13 0.1 0.11 0.11 0.23
Group8 0.1 0.1 0.07 0.08 0.09 0.22
Group9 0.13 0.16 0.1 0.11 0.1 0.24
average 0.11 0.133 0.097 0.096 0.104 0.217
Overall 0.123
Table 4.11: House price prediction error for nine groups, using grouping based on both
location (Zip code) and price. If we select the best model for each group , the overall error
is 0.123.
but too much minifying the sub-groups can harm the linear models as well. In addition,
the most damaged model is the polynomial one. Figure 4.23 demonstrates that not only
polynomial model does not have better performance in most sub-groups but it also have
Worse accuracy in some groups.
We could improve the predictions by splitting data based on important features, but still
this method is not as accurate as using the K-means clustering. We wonder if there is any
way to improve the accuracy in grouping based on experts knowledge. When we split data
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Figure 4.20: House price prediction error for nine sub-datasets, using grouping based on
the Location (zip code) and the selling price.
based on important features to create sub-datasets, we cut the data sharply from boarder
values. But the data points near the borders, can be member of the groups in both sides
of the boarder value. According to this fact, if we assign the instances which are located
near the boarders in both groups in two sides of the boarder values, it may improves the
predictions. Therefore, we added the 10 percent of the data points in each group which are
beside the borders to the other group on the other side. First, we applied this method on
grouping based on location and price which is discussed in the Table 4.11. The prediction
results for new grouping is provided in the Table 4.16. As we expected, comparing the
average errors, there are improvement in all predictions even though it is not significant for
all of them. Moreover, overall error is decreased from 0.123 to 0.089.
In order to evaluate adding boarder data points scheme, we repeat the experiment for group-
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Models: ANN GP Lasso Ridge Linear Polynomial
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251
Group1 0.11 0.13 0.1 0.11 0.11 0.23
Group2 0.08 0.9 0.08 0.07 0.1 0.21
Group3 0.11 0.13 0.1 0.09 0.09 0.23
Group4 0.11 0.13 0.1 0.1 0.1 0.24
Group5 0.08 0.9 0.07 0.07 0.07 0.24
Group6 0.09 0.11 0.08 0.1 0.1 0.20
Average 0.096 0.113 0.089 0.09 0.095 0.23
Overall 0.087
Table 4.12: House price prediction error for six groups, using grouping based on both
location (zip code) and price. If we select the best model for each group, the overall error
is 0.087.
ing based on location and price which is demonstrated in the Table 4.13. The results are
presented in the Table 4.17. Using this approach, improve the total accuracy and decrease
the error from 0.94 to 0.086. Comparing the average errors for each model in the Table 4.17,
all predictions had a little improvement.
Clusters as a New Feature
As we had success in applying prediction models in clustered data, it was motivating to
investigate if we add clusters as a feature to the dataset, can we improve the prediction?
Therefore, first, we cluster samples in house price dataset and assign each instances in
dataset to a cluster. Then, we append another column for clusters to the dataset. This new
feature presents the cluster that every data point belongs to. As it can be seen in Table 4.18
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Figure 4.21: House price prediction error for six sub-datasets, using grouping based on the
Location (zip code) and the selling price.
we could not obtain considerable better results.
4.3.1.3 House Price Prediction Results
The summary of results is illustrated in the Table 4.19 and Figure 4.24 for the first dataset,
house price prediction. The best predictor before clustering is neural network with the error
equal to 0.14. HAC could not improve accuracy for different linkages comparing to apply-
ing prediction models to the entire data. DBSCAN improved accuracy a little for ANN
that the error decreased from 0.14 to 0.13 and overall to 0.129 but it is not considerable en-
hancement. Even we examined different values for parameters ε and minPts, we could not
find proper clusters. When minPts is 2, we have many clusters with only a few instances
when we increase 2 to 3, DBSCAN assigns most samples in one big group that can not
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Models: ANN GP Lasso Ridge Linear Polynomial
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251
Group1 0.12 0.13 0.13 0.13 0.12 0.22
Group2 0.08 0.13 0.11 0.1 0.11 0.23
Group3 0.09 0.12 0.12 0.11 0.11 0.24
Group4 0.08 0.13 0.09 0.09 0.1 0.26
Group5 0.11 0.14 0.11 0.12 0.12 0.25
Group6 0.08 0.14 0.1 0.1 0.1 0.25
Group7 0.08 0.13 0.11 0.1 0.1 0.23
Group8 0.13 0.13 0.12 0.11 0.12 0.23
Group9 0.12 0.12 0.1 0.1 0.1 0.25
Average 0.098 0.13 0.11 0.106 0.108 0.24
Overall 0.094
Table 4.13: House price prediction error for nine groups, using grouping based on both
location (zip code) and the house size. If we select the best model for each group, the
overall error is 0.094.
help us to evaluate the proposed method because the big created cluster is approximately
equal to the whole dataset. But K-means has acceptable performance with total error equal
to 0.087. It shows that K-means can partition data points in House price dataset effectively.
Tables 4.1to 4.13 and Figures 4.8 to 4.22, show that ANN is the best predictor when we
have sufficient number of samples. But when the number of instances is small, for example
in the clusters/groups with less than 1200 instances in our experiments, ANN fails. For
all prediction models, after clustering, especially for small sub-datasets, the accuracy de-
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Figure 4.22: House price prediction error for nine sub-datasets, using grouping based on
the Location (zip code) and house size.
creases considerably but in this cases, GP can perform well comparing to other models.
In addition, Ridge, Lasso, and simple linear models have approximately similar accuracy
for most experiments and it is astonishing that linear simple model is less sensitive to the
number of training data. In addition, the results of grouping data based on the human
knowledge and comparing their average errors in Table 4.19 and Figure 4.24, especially
grouping E, grouping six groups based on location and price and grouping J, creating 9
groups based on location and the house size with adding boarder members to the groups,
indicate that this method can compete the machine learning techniques that we employed
for clustering. SVR cannot compete with other models regarding its large relative error.
However, it is surprising that when we create smaller datasets using K-means, SVR has
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Models: ANN GP Lasso Ridge Linear Polynomial
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251
Group1 0.15 0.121 0.17 0.17 0.18 0.26
Group2 0.16 0.13 0.17 0.18 0.19 0.22
... ... ... ... ... ... ...
Group18 0.17 0.135 0.16 0.17 0.175 0.25
Average 0.16 0.125 0.17 0.178 0.18 0.26
Overall 0.125
Table 4.14: House price prediction error for 18 groups, using grouping based on three
features; location (zip code), the house size and number of bedrooms. If we select the best
model for each group, the overall error is 0.0.125.
better accuracy for the sub-groups comparing to regression on the whole data, however, its
error is larger than other models. The GP also has similar behavior and it presents a little
better performance in prediction when samples have similarity.
4.3.2 Case Study 2: Water Evaporation Prediction
We examined our proposed method by applying on the house price dataset. It was incentive
that if we use another dataset with smaller size and lower number of instances how the
results will change. Therefore, we used an agricultural dataset to evaluate our method for
low size datasets.
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Models: ANN GP Lasso Ridge Linear Polynomial
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251
Group1 0.12 0.14 0.14 0.14 0.13 0.26
Group2 0.13 0.13 0.09 0.09 0.1 0.24
Group3 0.12 0.15 0.1 0.12 0.12 0.23
Group4 0.09 0.15 0.1 0.1 0.1 0.24
Group5 0.07 0.14 0.09 0.09 0.09 0.253
Group6 0.09 0.16 0.11 0.1 0.12 0.25
Group7 0.1 0.14 0.1 0.11 0.12 0.25
Group8 0.11 0.15 0.09 0.1 0.1 0.233
Group9 0.11 0.14 0.11 0.11 0.12 0.267
Group10 0.1 0.15 0.1 0.1 0.11 0.243
Group11 0.09 0.15 0.1 0.1 0.1 0.226
Group12 0.09 0.16 0.11 0.11 0.12 0.26
Average 0.101 0.146 0.11 0.112 0.11 0.257
Overall 0.095
Table 4.15: House price prediction error for 12 groups, using grouping based on three
features; location (zip code), the house size and number of bedrooms. If we select the best
model for each group, the overall error is 0.095.
4.3.2.1 Water Evaporation Dataset
According to the results of the first and the second steps of previous experiments, cluster-
ing and applying prediction models, we observed that the number of instances clearly can
affect regression accuracy. Therefore, we decided to apply the same models on a dataset
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Figure 4.23: House price prediction error for 12 sub-datasets, using grouping based on the
Location, house size and number of bedrooms.
with smaller size which has both a smaller number of samples and variables. The second
dataset describes agricultural samples, with 10 features and 7549 samples. This is multi-
variate dataset which includes categorical, integer, and real variables with no sparsity [13]
and [83].
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Models: ANN GP Lasso Ridge Linear Polynomial
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251
Group1 0.11 0.15 0.12 0.11 0.12 0.22
Group2 0.1 0.13 0.1 0.09 0.11 0.23
Group3 0.1 0.12 0.1 0.1 0.1 0.24
Group4 0.08 0.13 0.09 0.1 0.11 0.26
Group5 0.08 0.12 0.09 0.09 0.09 0.254
Group6 0.08 0.13 0.1 0.1 0.1 0.251
Group7 0.09 0.14 0.1 0.1 0.11 0.233
Group8 0.08 0.14 0.09 0.1 0.1 0.22
Group9 0.08 0.13 0.1 0.1 0.11 0.25
Average A 0.088 0.132 0.098 0.099 0.105 0.241
Average B 0.11 0.133 0.097 0.096 0.104 0.217
Overall 0.089
Table 4.16: House price prediction error for nine groups, using grouping based on both
location (Zip code) and price and adding the boarder members to the other group. If we
select the best model for each group, the overall error is 0.089. Average A is the average
error for adding boarder members and average B is the average error without adding boarder
members.
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Models: ANN GP Lasso Ridge Linear Polynomial
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251
Group1 0.11 0.13 0.1 0.11 0.10 0.21
Group2 0.08 0.13 0.1 0.09 0.1 0.23
Group3 0.09 0.12 0.1 0.09 0.09 0.23
Group4 0.07 0.13 0.09 0.09 0.1 0.26
Group5 0.1 0.13 0.1 0.11 0.10 0.24
Group6 0.08 0.14 0.1 0.09 0.1 0.25
Group7 0.07 0.12 0.1 0.09 0.09 0.23
Group8 0.12 0.13 0.09 0.09 0.1 0.22
Group9 0.12 0.12 0.11 0.1 0.1 0.25
AverageA 0.092 0.127 0.098 0.095 0.097 0.237
AverageB 0.098 0.13 0.11 0.106 0.108 0.24
Overall 0.086
Table 4.17: House price prediction error for nine groups, using grouping based on both
location (Zip code) and the house size and adding the boarder members to the other group.
If we select the best model for each group, the overall error is 0.086. Average A is the
average error for adding boarder members and average B is the average error with out
adding boarder members.
Again, before creating models, we study the data structure. First, we study the features
correlation which is illustrated in the Figure 4.25. It can be seen that there is not any strong
correlation between features and evaporation. Moreover, we can plot the water evaporation
distribution. As demonstrated in Figure 4.26, the mean of water evaporation, µ, is 8.75
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Models: ANN GP Lasso Ridge Linear Polynomial SVR
Original data 0.14 0.175 0.220 0.246 0.248 0.251 0.343
Add K-means 0.139 0.175 0.221 0.242 0.243 0.245 0.342
Add HAC 0.18 0.18 0.23 0.23 0.25 0.258 0.343
Add DBSCAN 0.135 0.18 0.22 0.22 0.24 0.248 0.345
Table 4.18: House price prediction if we add clusters as a feature to the dataset.
mm/day and the data standard deviation, σ, is 4.45 mm/day. Both the plot shape and the σ
value, confirms that this dataset has considerable dispersion. In addition, If we compare the
evaporation probability plot with a normal distribution which is shown in the Figure 4.27,
it is apparent that this dataset do not follow a normal distribution, only the right part of the
plot shows approximately a good fit to the linear normal probability plot. Further more, we
can consider the shape of two above mentioned plots for the logarithm value of the target
variable, evaporation. It was surprising that for logarithm value of water evaporation, we
obtained the same results for the mean and the standard deviation. It means that the vari-
ation for this feature should be close to linear form. All above mentioned statistics about
the evaporation dataset, confirm that it should not have considerable diversity in the order
of values.
4.3.2.2 Water Evaporation Prediction Experiments
In the first step, various models which are defined in the section 2.1.2, such as linear and
polynomial regressions, SVR, neural network and genetic programming are applied on the
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Models: ANN GP Lasso Ridge Linear Polynomial overall
Whole dataset 0.14 0.175 0.220 0.246 0.248 0.251 0.14
K-means 0.09 0.28 0.239 0.253 0.252 0.308 0.087
HAC,Ward 0.22 0.21 0.246 0.256 0.245 0.262 0.178
HAC,Average 0.206 0.20 0.243 0.236 0.231 0.252 0.172
DBSCAN 0.13 0.171 0.228 0.228 0.24 0.249 0.129
Grouping A 0.129 0.168 0.193 0.2 0.07 0.241 0.11
Grouping B 0.093 0.26 0.24 0.213 0.16 0.24 0.093
Grouping C 0.13 0.22 0.16 0.163 0.12 0.246 0.09
Grouping D 0.12 0.154 0.217 0.221 0.225 0.243 0.12
Grouping E 0.0960 0.113 0.089 0.09 0.095 0.23 0.087
Grouping F 0.11 0.133 0.097 0.096 0.104 0.217 0.123
Grouping G 0.16 0.125 0.17 0.178 0.18 0.26 0.125
Grouping H 0.101 0.146 0.10 0.103 0.11 0.257 0.095
Grouping I 0.098 0.13 0.11 0.106 0.108 0.24 0.098
Grouping J 0.092 0.127 0.098 0.095 0.097 0.237 0.086
Table 4.19: Comparison between different clustering and grouping methods effects on
house price prediction. In this table, HAC has two linkage method: ward and average.
Grouping A is grouping based on price. Grouping B is grouping Based on grade. Grouping
C presents grouping based on predicted price. Grouping D is grouping based on location.
Grouping E: 6 groups based on location and price. Grouping F: 9 groups based on loca-
tion and price. Grouping G: 18 groups based on location, size and number of bedrooms.
Grouping H: 12 groups based on location, size and number of bedrooms. Grouping I: 9
groups based on location and size. Grouping J: 9 groups based on location and size adding
boarder members to the groups.
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Figure 4.24: Comparison between different clustering and grouping methods effects on
house price prediction. In this table, HAC has two linkage method: ward and average.
Grouping A is grouping based on price. Grouping B is grouping Based on grade. Grouping
C presents grouping based on predicted price. Grouping D is grouping based on location.
Grouping E: 6 groups based on location and price. Grouping F: 9 groups based on loca-
tion and price. Grouping G: 18 groups based on location, size and number of bedrooms.
Grouping H: 12 groups based on location, size and number of bedrooms. Grouping I: 9
groups based on location and size. Grouping J: 9 groups based on location and size adding
boarder members to the groups.
whole dataset. Similar to our experiment with house price dataset, we found out how the
results may change if we only create smaller sub-sets of our data without any condition.
Therefore, we randomly divided the dataset to smaller groups with 2000 and 1200 mem-
bers to investigate the effect of the data size on prediction accuracy for each model. As
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Figure 4.25: Correlation between the features in Water Evaporation dataset.
expected, the accuracy decreases by reducing data-size, but the decreasing accuracy rate
and improving the error, differs for different models. Table 4.20 and Figure 4.28 display
the errors belong to each prediction model. As we expected, all methods have lower accu-
racy in smaller datasets. Neural network and polynomial models are very sensitive to the
dataset size (the number of instances) and GP has the lowest variation in error when we
decrease the number of samples.
K-means Clustering
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Figure 4.26: Comparison of Water evaporation distribution in the agricultural dataset and
the normal distribution. The water evaporation unit is mm/day, µ is the mean of pan evap-
oration and σ is the data standard deviation.
The next step is Clustering data using K-means technique to create smaller datasets which
members are similar together. First, we need to determine the number of clusters, K. Using
the Silhouette score, we try to discover the most efficient number of clusters. Figure 4.29
reveals that the score decreases by increasing the number of clusters. but we can not select
the large value for k, because when K is large, the number of instances in each cluster
decreases and consequently, the accuracy will decrease. Therefore, we followed the ex-
periment with two values for K; 4 and 5. We found out when k is 5, the average error for
most of the prediction models is greater than 0.19 which comparing to the prediction errors
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Figure 4.27: Comparison of water evaporation dataset probability with probability plot of
a normal structure.
for the whole data, it is considerably large. When k is 4, we have lower errors which are
provided in Table 4.21 and Figure 4.30. If we select the best model for each group and then
calculate the average, the total error for prediction through clustering, is 0.111 which shows
that for water evaporation dataset, this method can not provide higher accuracy comparing
to applying prediction models to the whole data. Maybe the reason is the low number of
instances in agricultural dataset comparing to the previous experiment with house price
dataset. The other reason may be the data structure which K-means is not a proper method
for clustering this data, except for the symbolic regression. The only method that shows
improvement in prediction after K-means clustering, is GP even though the improvement
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Models ANN GP Lasso Ridge Linear Polynomial SVR
Whole Data 0.08 0.12 0.089 0.088 0.084 0.082 0.1
Group 1 0.13 0.15 0.22 0.21 0.23 0.24 0.26
Group 2 0.28 0.18 0.27 0.27 0.28 0.35 0.32
Table 4.20: Different methods relative error for water evaporation prediction in agricultural
dataset and randomly created smaller sub-sets. group 1 has approximately 2000 instances
and group 2 has around 1200 instances.
Figure 4.28: Different methods relative error in regression for the agricultural dataset and
randomly created smaller sub-sets. Group 1 has approximately 2000 instances and Group
2 has around 1200 instances.
is only decreasing the error from 0.12 for the whole data to the average error 0.114 for all
clusters and 0.1 for the best prediction belongs to group 2.
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Figure 4.29: Silhouette Score for K-means clustering applied on agricultural dataset.
Hierarchical Agglomerative clustering
The same as experiment with the house price dataset, the next clustering technique we Em-
ployed is HAC. We obtained better results using ward linkage. In other linkage methods,
more than 70 percent of the data points were assigned to one cluster. The hierarchical ward
method applied on water evaporation data,is visualised in Figure 4.31. As depicted, by se-
lecting different cutting lines, we can obtain various number of clusters with approximate
estimation about the number of members in each cluster. The pink line in Figure 4.31,
creates three clusters but it is obvious that one cluster will be very larger than the others. If
we use the blue cutting line, we obtain four clusters with approximately similar number of
instances in each group. Table 4.22 and Figure 4.32 show the results of different methods
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Models ANN GP Lasso Ridge Linear Polynomial SVR
Whole Data 0.08 0.12 0.089 0.088 0.084 0.082 0.1
Group1 0.1 0.11 0.13 0.128 0.12 0.13 0.2
Group2 0.1 0.1 0.17 0.16 0.12 0.14 0.2
Group3 0.12 0.12 0.19 0.192 0.19 0.19 0.19
Group4 0.16 0.15 0.23 0.23 0.22 0.25 0.29
Average 0.112 0.114 0.17 0.163 0.151 0.164 0.22
Overall 0.111
Table 4.21: Different methods relative error for water evaporation prediction in agricultural
dataset and four Sub-datasets created by K-means . group 1 has approximately 2500 group
2 has 2200, group 3 has 2000 and group4 includes 1000 instances. The overall prediction
error after applying K-means is 0.111.
prediction for the evaporation using HAC clustering. None of prediction methods show
improvement in accuracy. All methods have considerable greater error after HAC cluster-
ing only GP has low change in prediction error. Therefore, it can be concluded that our
proposed method is not beneficial for this dataset or maybe the HAC can not cluster this
dataset properly. Even it seems that HAC clustering was not successful, comparing its re-
sults to the randomly created groups predictions, shows that HAc clustering could improve
the accuracy but not as much as to be better than the whole data predictions.
DBSCAN Clustering
We did not obtain satisfactory results with K-means and HAC clustering, therefore, an-
other clustering method was studied on agricultural dataset. We applied DBSCAN and we
studied different ε and min-samples (minPts) values, but surprisingly, we could not obtain
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Figure 4.30: Different methods relative error for water evaporation prediction in agricul-
tural dataset and four Sub-datasets created by K-means . group 1 has approximately 2500
group 2 has 2200, group 3 has 2000 and group 4 includes 1000 instances.
proper clusters. for different parameter values, DBSCAN results in one large cluster with
more than 7000 samples and another small one with less than 700 instances. It means that
this clustering method assign most data points in the same cluster. It happens when clusters
are very close to each other and neighbour clusters are connected.
Human Knowledge Base Grouping
In previous experiment with the House price dataset, we had relatively good results from
grouping based on the experts knowledge. Therefore, the last experiment on agricultural
dataset was grouping data based on the most important feature from the specialists perspec-
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Models ANN GP Lasso Ridge Linear Polynomial SVR
Whole Data 0.08 0.12 0.089 0.088 0.084 0.082 0.1
Group1 0.13 0.12 0.15 0.14 0.14 0.15 0.22
Group2 0.14 0.13 0.16 0.16 0.15 0.16 0.23
Group3 0.14 0.13 0.15 0.17 0.17 0.16 0.22
Group4 0.18 0.16 0.22 0.22 0.22 0.21 0.28
Average 0.143 0.131 0.163 0.165 0.163 0.164 0.231
Overall 0.131
Table 4.22: Different methods relative error for water evaporation prediction in agricultural
dataset and four Sub-datasets created by HAC. group 1 has approximately 2400 group 2 and
group 3 have 2100 members and group 4 includes 1200 instances. The overall prediction
error after applying HAC is 0.131.
tive. Accordingly, the data is grouped based on the seasons which resulted in four groups
with approximately 1900 samples in each. Again, we study different models performance
for each group. Table 4.23 and Figure 4.33 reveal that comparing to the predictions for
the whole data, none of the prediction models has a better performance for the sub-groups.
Similar to the HAC clustering results, if we compare the sub-groups predictions to the ran-
domly created groups, grouping based on seasons has better performance but it is weaker
than the HAC clustering and the whole data in predictions.
4.3.2.3 Water Evaporation Prediction Results
The water evaporation predictions results in Table 4.24 and Figure 4.34 reveals that our
proposed method is not beneficial for this dataset and for most of the prediction models
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Figure 4.32: Different methods relative error for water evaporation prediction in agricul-
tural dataset and four Sub-datasets created by HAC. group 1 has approximately 2400, group
2 and group 3 have 2100 samples and group 4 includes 1200 instances.
because the average error after clustering is larger than the predictions for the whole data.
It reveals that when we split small dataset, the created clusters and groups do not contain
enough number of instances for training the model accurately. The only considerable result
belongs to GP predictions for K-means clustering. Similar to previous dataset, GP was suc-
cessful comparing to other models in small sub-datasets. In this experiment, for K-means
clustering the GP’s average error is 0.114 which is lower than 0.12, even it is larger than
the overall error, 0.08, for the whole data. In addition, after HAC clustering, GP perform
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Models ANN GP Lasso Ridge Linear Polynomial SVR
Whole Data 0.08 0.12 0.089 0.088 0.084 0.082 0.1
Group1 0.12 0.18 0.163 0.164 0.162 0.21 0.22
Group2 0.13 0.15 0.182 0.181 0.178 0.2 0.24
Group3 0.11 0.17 0.125 0.122 0.22 0.2 0.21
Group4 0.14 0.15 0.134 0.15 0.16 0.22 0.22
Average 0.125 0.165 0.151 0.154 0.18 0.208 0.222
Overall 0.1235
Table 4.23: Different methods relative error for water evaporation prediction in agricultural
dataset and four Sub-datasets created by grouping based on the seasons. All groups have
approximately 1900 instances.
better than other models.
4.3.3 Case Study 3: Facebook Comment Volume prediction
The case studies that we used to evaluate our proposed method, had 20 or fewer features.
If we have a dataset with 50 features or more, would the result be the same? In order to test
this case, we used a large dataset from the social network. Prediction in social networks
has an important role in social education, information spreading, politics, and economy.
For instance, in marketing, it is very important to know where and when we should post the
advertisements to have the highest feedback. Therefore, as our last case study, we applied
our method on the Facebook Comment Volume dataset [14].
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Figure 4.33: Different methods relative error for water evaporation prediction in agricul-
tural dataset and four Sub-datasets created by grouping based on the seasons. All groups
have approximately 1900 instances
4.3.3.1 Facebook Comments Dataset
The Facebook Comment Volume dataset that we used to evaluate our proposed method for
large size datasets, belongs to the year 2016. It contains 40,949 samples with 54 features.
The goal is predicting the number of comments that each post may have. There are high
volume of instances in the Facebook dataset which is a multivariate dataset with real and
integer values with no sparsity. Again, before studying prediction models, we study the
data structure, first, we check the features correlation which is depicted in the Figure 4.35.
It shows that there is a strong correlations between one of the features to all other variables
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Models: ANN GP Lasso Ridge Linear Polynomial SVR overall
Whole Data 0.08 0.12 0.088 0.087 0.084 0.082 0.1 0.08
K-means 0.112 0.114 0.17 0.163 0.151 0.164 0.22 0.111
HAC 0.143 0.131 0.163 0.165 0.163 0.164 0.231 0.131
Grouping 0.125 0.165 0.151 0.154 0.18 0.208 0.222 0.1235
Table 4.24: Comparison between different clustering and grouping effects on water evapo-
ration prediction. The grouping is based on seasons.
Figure 4.34: Comparison between different clustering and grouping methods effect on wa-
ter evaporation prediction. The grouping is based on seasons.
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Figure 4.35: Correlation between the Facebook comments dataset features.
when we compared it to the data table, we found out that this feature is ”Entertainer” and
for all instances it has the value equal to zero. Therefore, we eliminated this feature and
the results are shown in 4.36. Moreover, we can plot the variables distribution similar to
previous experiments. We selected the Sports event comments as a prediction target. Thus,
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Figure 4.36: Correlation between the Facebook comments dataset features after eliminating
the highly correlated feature.
we study this variable values distribution and compare it with normal distribution. As il-
lustrated in Figure 4.37, the mean value for number of comments, µ, mu = 55.84 and the
data standard deviation, σ, is 73.81. Both the plot shape and the σ value, confirm that this
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Figure 4.37: Comparison of number of Sport event comments in the Facebook dataset and
the normal distribution. µ is the mean value and σ is the data standard deviation.
Models ANN GP Linear Polynomial SVR
Whole Data 0.1 0.18 0.24 0.23 0.3
Group1 0.27 0.23 0.34 0.3 0.37
Group2 0.312 0.27 0.37 0.39 0.44
Table 4.25: Different relative error in Facebook comments volume predictions for random
selected sub-datasets. Group 1 includes 4000 and Group 2 has 2000 instances.
dataset has considerable dispersion. Usually, a large dispersion, makes it hard to fit a model
on entire data. In addition, If we compare the Sports event comments probability plot with
a linear probability of a normal structure, which is shown in the Figure 4.38, it is apparent
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Figure 4.38: Comparison of number of Sport events comments probability in the Facebook
dataset and a normal structure.
that this dataset probability do not follow a linear form (normal structure). As it is apparent
in Figure 4.37 the order of the number of comments has large diversity. Thus, we also
study the logarithm of the values and draw the logarithm of distribution and probability.
The outcome is presented in the Figure 4.39 and Figure 4.40. Still the distribution does not
fit a normal shape and has large fluctuations. Comparing to the original data probability
plot, the logarithm of probability is closer to the linear normal distribution but still it shows
dispersion. All above mentioned shows that we may need to create a complex prediction
model for this dataset.
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Figure 4.39: Comparison of logarithm of Sport events comments volume in the Facebook
dataset and the normal distribution. µ is the mean value and σ is the data standard deviation.
4.3.3.2 Facebook Comment Volume prediction Experiments
Similar to previous experiments on the house price dataset and the agricultural dataset,
first, we apply different prediction methods to the entire data. As we expected, neural
network has very good performance but relatively good predictions by GP was unexpected.
It is interesting to find out how the results will change if we only use a small dataset with
a limited number of instances but with the same number of features. Therefore, using
random selection of instances, the smaller dataset with 2000 and 4000 samples were created
and tested for the same regression models to study the effect of data size on predictions.
The results in Table 4.25 and Figure 4.41 reveal that neural network losses its accuracy
dramatically by decreasing the size of the training data. This experiment demonstrate that
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Figure 4.40: Comparison of logarithm of Sport events comments volume probability in the
Facebook dataset and a normal structure.
how sensitive is this dataset to the data size. The Neural network and polynomial models
are very dependent on the number of samples. When we use the whole dataset, neural
network is the most accurate model, but surprisingly, when we have Small size datasets,
GP performs better than other models.
K-means Clustering
We found out that in smaller groups of Facebook dataset, we loose accuracy. But if we
select samples which are correlated, how the results may change? Similar to previous
experiments we apply different clustering methods to examine if we can decrease the pre-
diction error for clusters comparing to the whole dataset predictions. K-means is the first
clustering method which is utilized for clustering. The first step of applying K-means is
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Figure 4.41: Different relative error in Facebook comments volume predictions for random
selected sub-datasets.
discovering the number of clusters. Using the Silhouette score, we can determine the most
efficient number of clusters. Figure 4.42 depicts that the best number of clusters for this
dataset is 10. Therefore, we created 10 clusters using K-means method. The created clus-
ters, group1 to 10, have 20143, 5042, 5332, 4852, 3894, 3267, 2853, 1807, 1364 and 1322
members respectively. Again, we examine the different prediction techniques performance
for each cluster. Comparing the results which are demonstrated in Table 4.26 and Fig-
ure 4.43 confirm that clustering can improve the prediction. If we select the best model for
each group, the overall error is 0.09 which is a little lower than the best prediction before
clustering, which has the error equal to 0.1. Moreover, even we could not obtain lower
error in all groups and models after clustering, but all studied models have improvement in
overall accuracy. The most enhancement in prediction belongs to GP which its prediction
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Figure 4.42: Silhoutte score for different number of clusters in Facebook dataset.
error before clustering is 0.18 and drops to 0.127 after clustering. In addition, this experi-
ments verifies that neural network has the best performance in large clusters and all models
have weak performance in relatively small size groups. But ANN is affected the most and
in this cases, GP has better results comparing to other models predictions.
Hierarchical Agglomerative clustering
The K-means clustering improves prediction a little but not produces considerable enhance-
ment in accuracy. It may be because of the lack of precision in clustering. Therefore, other
clustering methods may result in more accurate predictions. HAC is one of the cluster-
ing techniques that we employed in previous experiments and again we utilize it for the
Facebook comments dataset. Unfortunately, as this clustering method resulte in very large
cluster which included almost all instances and some very small groups with less than 500
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Models ANN GP Linear Polynomial SVR
Whole Data 0.1 0.18 0.24 0.23 0.3
Group1 0.07 0.12 0.18 0.17 0.25
Group2 0.08 0.13 0.18 0.18 0.24
Group3 0.09 0.14 0.15 0.17 0.25
Group4 0.09 0.12 0.16 0.17 0.23
Group5 0.08 0.14 0.14 0.16 0.25
Group6 0.09 0.11 0.12 0.17 0.25
Group7 0.09 0.13 0.13 0.17 0.23
Group8 0.13 0.11 0.18 0.20 0.31
Group9 0.14 0.11 0.16 0.19 0.28
Group10 0.14 0.11 0.17 0.22 0.29
Average 0.09 0.127 0.17 0.18 0.261
Overall 0.09
Table 4.26: Different relative error in Facebook comments volume predictions for different
sub-datasets created by K-means . group 1 to 10, have 20143, 5042, 5332, 4852, 3894,
3267, 2853, 1807, 1364 and 1322 members respectively. If we select the best model for
each group, the overall error is 0.09.
samples, we could not acquire good results in this experiment.
DBSCAN Clustering
The last utilized clustering method is DBSCAN the advantage of this method is that there
is no need to initialize the number of clusters. Applying this method on Facebook dataset,
resulted in 5 clusters. Unfortunately, again, most samples are assigned to one group. The
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Figure 4.43: Different relative error in Facebook comments volume predictions for different
sub-datasets created by K-means .
outcome was one group with 30142 instances and the other groups, group 2 to group 5, have
5317, 2524, 1720 and 1246 members respectively. Table 4.27 and Figure 4.44 compare
the prediction results for five sub-datasets which are created by DBSCAn and entire data.
SVR predictions has no improvement but other models predictions are more accurate after
clustering. Group 4 and 5 do not have large size, the predictions for this clusters are less
accurate than the entire dataset, but as group 1 has large number of instances and predictions
for this group is more accurate than the whole data, in average, the total prediction after
clustering has lower average error. The overall error drops from 0.1 to 0.0768, Comparing
this error to total error for K-means clustering which was 0.9, reveals that DBSCAN has
better performance for this dataset.
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Models ANN GP Linear Polynomial SVR
Whole Data 0.1 0.18 0.24 0.23 0.3
Group1 0.07 0.11 0.17 0.19 0.26
Group2 0.08 0.13 0.18 0.17 0.25
Group3 0.1 0.15 0.18 0.22 0.27
Group4 0.15 0.12 0.19 0.22 0.29
Group5 0.16 0.12 0.23 0.25 0.31
average 0.078 0.115 0.173 0.194 0.261
Overall 0.0768
Table 4.27: Different relative error in Facebook comments volume predictions for different
sub-datasets created by DBSCAN. group 1 to group 5, have 30142, 5317, 2524, 1720 and
1246 instances respectively. If we select the best model for each group, the overall error is
0.0768 .
Models: ANN GP Linear Polynomial SVR overall
Whole Dataset 0.1 0.18 0.24 0.23 0.3 0.1
K-means 0.09 0.127 0.17 0.18 0.261 0.09
DBSCAN 0.078 0.115 0.173 0.194 0.261 0.078
Table 4.28: Comparison between different clustering methods effects on Facebook com-
ments volume prediction.
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Figure 4.44: Different relative error in Facebook comments volume predictions for different
sub-datasets created by DBSCAN.
4.3.3.3 Facebook Comments Volume Prediction Results
The summary of results is presented in Table 4.28 and Figure 4.45. They show how ANN
has good performance when we have a big number of instances in dataset. Again, we
observe that GP is more accurate comparing to other predictors except ANN. In addition,
Comparing Table 4.25 and Figure 4.41 with Table 4.26 and Figure 4.43 and Table 4.27
and Figure 4.44, indicates that ANN error improves when data size decrease. In addition,
Polynomial model is more sensitive to the data size comparing to SVR and a simple linear
model. SVR has the lowest variation in accuracy when the data size decreases.
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Figure 4.45: Comparison between different clustering and grouping methods effects on
Facebook comments volume prediction.
4.3.4 Comparison of Three Datasets Experimental Results
Our experiments results demonstrate that the proposed method can be efficient for large
size datasets. We can compare effect of differnt clustering and grouping techniques on
three examined datasets; house price dataset, water evaporation data and the Facebook
comments volume dataset. Table 4.29 presents the summary of the best prediction results
for each dataset.
Table 4.29 shows that for clustering differnt datasets which have different structures,
we need to evaluate different clustering techniques and we can not apply one clustering
method to all types of datasts. More importantly, it affirms that our approach is beneficial
to improve prediction accuracy for large size datasets that we examined. In the House price
CHAPTER 4. EXPERIMENTS AND RESULTS 110
Clustering method: Whole Dataset K-means DBSCAN HAC Grouping
House price 0.14 0.087 0.129 0.172 0.086
Water evaporation 0.08 0.111 - 0.131 0.1235
Facebook comments 0.1 0.09 0.078 - -
Table 4.29: Comparison between different clustering or grouping methods effects on dif-
ferent datasets predictions. For grouping columns, we selected the best results for grouping
data based on the experts knowledge. HAC did not have acceptable performance for the
Facebook dataset and DBSCAN did not perform well for Water evaporation data. We Do
not have any record for expert knowledge grouping for the Facebook dataset.
prediction for the best model, the error drops from 0.14 to 0,086. The Facebook dataset
shows the decrease in error from 0.1 to 0.78.
4.4 Summary
• Based on the nature of different datasets, different clustering methods may perform
better for each dataset. For example, for house price data, Kmean can create proper
groups and for Facebook data, DBSCAN results in better clusters.
• Our proposed method can reduce error for large datasets which after clustering, cre-
ated sub-datasets can provide enough training data to fit a model with acceptable
accuracy.
• Rather than clustering, we can utilize grouping based on important features based on
the human knowledge. The resulted sub-groups from this approach, have good fit on
linear models.
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• ANN and polynomial models accuracy is very sensitive to the data size and their ac-
curacy drops dramatically by reducing the number of samples in each sub-group. In
contrast, in small size created sub-datasets GP performs better than other predictive
models.
Chapter 5
Conclusion Remarks and Future Works
Improving the prediction accuracy is the goal of many machine learning researches. We
proposed an ensemble-based model to increase the prediction accuracy for large size datasets.
The experiments and results are discussed in chapter four and in following chapter based
on our results and experiments we provide the conclusion and future work directions.
5.1 Conclusion Remarks
In this study, we modelled our proposed method and experiments to examine the hypothesis
that is provided in section 1.3. It proposes that clustering data can improve the prediction
accuracy because we specialize the model for the selected similar samples in each clus-
ter. As demonstrated in predictions for randomly selected sub-datasets, Tables 4.1, 4.20
and 4.41, when we split data, the accuracy decreases because we reduce the size of train-
ing data. Therefore, when we cluster data and create sub-datasets with a lower number of
instances, the prediction models are not only expected to compensate this decreasing in ac-
curacy, but are also expected to improve the accuracy compared to the results of predictions
on the whole dataset. We provided background and a literature review of machine learning
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models for clustering, regression and prediction and symbolic regression, which we uti-
lized in our proposed method. In addition, we reviewed the similar works to our proposed
model in chapter 2. Then, we introduced our proposed approach details in methodology
section,3.1. Next, we expressed the setting of the using techniques in sections 4.1 and 4.2.
The experiments in section 4.3, examine the hypothesis. We studied several prediction
models for different clustering and grouping methods for three datasets.
House price prediction
House price Prediction results are illustrated in the Table 4.19 and Figure 4.24 for the first
dataset. Before clustering, neural network is the most accurate model with the error equal
to 0.14 in price prediction. Therefore, if our method can predict with lower error, this
confirms our hypothesis. Hierarchical Agglomerative clustering was not successful in im-
proving accuracy compared to applying prediction models to the whole data. But compared
to randomly selected sub-datasets it has a better performance and demonstrates the effect
of similarity between the samples in each sub-dataset. DBSCAN somewhat enhanced pre-
diction for ANN that decreased the error from 0.14 to 0.13 and overall to 0.129, which was
not a remarkable improvement. The most successful clustering technique in our method
is K-means, which decreases the overall error to 0.087. It reveals that K-means can detect
similarity between data points in house price dataset. The only problem with K-means is
its computational time that makes it an expensive technique especially when the dataset
includes a large number of instances and has too many features. Therefore, if we have
time limitation, using K-means in our method, may not be effective. Based on the results
which show lower error after applying K-means, we can conclude that K-means which
select similar data points based on their distances to the other data points, has acceptable
performance for this dataset even if it has too many features. For house price data, DB-
SCAN could not improve the average accuracy, but it confirms that in small sub-dataset,
we can trust GP to predict more accurate than other models. Moreover, weak performance
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of HAC assert that all clustering techniques can not be effective for our proposed method.
Tables 4.1to 4.13 and Figures 4.8 to 4.22, represent the result of applying different models
on the sub-datasets of house price prediction. As shown, when we apply different models
to all of the data, neural network technique has better performance and offers a lower error
in prediction. It reveals that the ANN model can be trained effectively when we have a
sufficient number of samples. But when the number of instances is small, creating an ap-
propriate model fails, while, even with a small number of samples, GP can still generate a
model which both fits training data and predicts the test data with acceptable accuracy. Fur-
thermore, it is surprising that simple linear model is less sensitive to the number of training
data and linear predictions in grouping based on human knowledge, which we consider one
or two features for grouping and adding boarder members to the sub-groups, have better
performance compared to machine learning clustering methods. This grouping scheme is
faster than clustering techniques, but we need to examine all combinations of important
features with a different number of members in created groups and this task is time con-
suming and computationally expensive. However, GP has larger overall error than some
other models. It is surprising that GP presents a somewhat better performance in prediction
when samples have similarity. When we randomly create smaller datasets by decreasing
the number of samples, this increases the error in all models. Polynomial and neural net-
work regressions are apparently very sensitive to the sample size. Consequently, as GP can
perform better in small size datasets compared to other methods, in sub-datasets with a low
number of instances, we can rely on GP predictions.
Pan evaporation prediction
The second dataset, agricultural data, can be considered a relatively small dataset compared
to two other datasets that we studied, which includes both a lower number of instances and
features.
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The predictions results in Table 4.24 and Figure 4.34 assert that our proposed method
is not useful for small datasets because when we split data into small sub-datasets, the
resulting clusters and groups do not contain a sufficient number of data points for training
a model accurately. The only surprising case is GP predictions for K-means clustering,
which is similar to what we observed in house price data, that GP was successful compared
to other models in small sub-datasets. In addition, after HAC clustering, GP performs
better than other models. Moreover, it can once again be concluded from Table 4.34 and
Figure 4.34, that SVR is not very sensitive to data size for this data and the same as our
results for house price data, GP has the lowest change after clustering and grouping.
Facebook comments volume prediction
Considering the failure of our proposed scheme on a small dataset, a large dataset, Face-
book comments volume, seems appropriate to examine our proposed method. As we ex-
pected, Table 4.28 and Figure 4.45 show how ANN performs very accurate when a dataset
includes a large number of instances, even though we have a large number of features in
the Facebook comments dataset. It is not surprising that in this case, neural network can
perform very well; however, considering the error values in Table 4.28 and Figure 4.45, it
is surprising that symbolic regression using GP, is more accurate compared to SVR, linear
and Polynomial regressions. By comparing Table 4.25 and Figure 4.41 with Table 4.26
and Figure 4.43 and Table 4.27 and Figure 4.44, indicates once again how ANN accuracy
decreases noticeably with sample size and confirms the GP’s superiority that overcomes
the conventional regression models in these cases. The most surprising outcome is that
DBSCAN provides the best results even though we expected a weak performance for DB-
SCAN in high dimensional datasets.
Conclusion Generally speaking, we can conclude that K-means, which select similar data
points based on their distances to the other data points, has acceptable performance for
some datasets such as house price data, and even has 20 features. On the other hand, for
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different datasets based on the nature and structure of the data, we need to examine dif-
ferent clustering methods. As we observed in the Facebook dataset, even K-means works
well, DBSCAN results in better accuracy. Moreover, if we can find the most effective
features by using the features correlations to the target variable, or by using expert knowl-
edge, grouping based on one or two features can be as accurate as the machine learning
clustering. When we have a large number of features, in most cases linear and polynomial
regressions do not fit well with the data. But in grouping schemes based on the data struc-
ture and feature correlations, in smaller groups, linear model or polynomial may perform
excellent. It means that even if the whole dataset fits with the complicated models, small
sub-datasets can be considered as a linear or polynomial model. In these cases, fitting a
model and predictions can be easier and faster with acceptable accuracy. In addition, in
large sub-datasets, which we have enough training data, neural network is very success-
ful to create accurate model, but when we cannot provide large size training data, GP is
powerful in creating models because it does not try to find patterns directly from training
data and it initially creates random model and improves it in each generation. Therefore,
for a large number of iterations, if we apply a proper mutation and crossover rate, we have
the chance to discover an appropriate model. In low size datasets, GP has the problem of
over-fitting but if we select a large proportion of the data, (30 to 40 percent) as the test
data, we can avoid over-fitting. Even if GP is computationally expensive, it can create
symbolic models for regression with reasonable accuracy, especially in cases where we are
unable to gather a large volume of instances, it outperforms other models. In addition, in
this research, we also provide a comparative study among GP and conventional regression
methods, such as linear and polynomial models, support vector regression (SVR) and artifi-
cial neural network (ANN). Comparing GP to other common methods, as the evolutionary
algorithms offer effective exploration in the search space, the final solution is a selection of
models with high fitness value and their set of parameters. Therefore, it has the potential of
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providing an accurate regression. If we compare the GP’s accuracy in the datasets, which
include approximately the same number of instances, but differ in number of variables, as it
is expected, regression accuracy decreases by increasing the number of features. Although,
its accuracy is lower than high dimensional data, it can still perform more accurately in
comparison with other models when we do not have enough samples. In addition, GP cre-
ates a understandable model (formula), which can be easily utilized in compact embedded
systems. Neural network is very powerful in detecting patterns and trends in complicated,
or imprecise data. Generally, intricate patterns can not be discovered by human analysis or
other computer algorithms. As it works like the human brain and needs to be trained, sim-
ilar to human experts, its success is very dependent on the volume of relevant training data
and as we demonstrated in Tables 4.1, 4.20 and 4.41, by decreasing the data size its accu-
racy drops dramatically. Our experiments verified our hypothesis for large datasets that if
we split data in sub-datasets based on similarities between each group, or cluster members,
most models especially neural network, can create more accurate models. In addition, if
we take the advantage of differnt models in each sub-dataset and select the best, overall we
can reduce the prediction error. Moreover, in the small sub-datasets, we can train data with
the whole data to improve the total accuracy.
The other advantage of our proposed method is that customizing models for smaller sub-
datasets with more similar samples comparing to the whole data, not only improves ac-
curacy, but is also may decrease the computational complexity because a model, which
is fitted to the entire data is more complicated than customized models. Moreover, after
clustering, predictions for sub-dataset can be done in parallel and prediction in a small size
data is faster.
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5.2 Future Works
While our prediction method demonstrated higher accuracy in predictions compared to ap-
plying the models to whole data, there are still several cases and schemes that we would
like to consider for future research.
Different clustering methods
As mentioned in section 2.2.2, there are several clustering methods and none of them
can work efficiently for all types of datasets. Therefore, if we examine more clustering
methods, we may be able to improve the prediction accuracy. Especially for high dimen-
sional datasets, other than conventional clustering techniques, deep embedded clustering
(DEC), [84], [85], [86], can be beneficial in creating sub-datasets with high similarity. DEC
is able to employ deep neural network to learn both deep feature representations and cluster
placement simultaneously. DEC maps the data space into a low-dimension feature space
and in each iteration optimizes the clustering objectives. This method has the potential
to improve both accuracy and computational cost as it can be faster and more accurate in
clustering high dimensional datasets compared to conventional methods such as K-means
and DBSCAN.
Other regression and prediction methods
We applied more than ten regression models and schemes and selected the best with lower
accuracy for our experiments. But there are many more methods that could be examined
such as step wise regression [87], [88]. In this technique, we fit prediction models step by
step by choosing predictive variables. In each step, considering pre-specified rules, a term
belongs to selected variable is added or subtracted from the set of variables.
Other datasets
In this study we examined our proposed method for three datasets. Middle size data with
around 21,000 instances and 20 features, small size data with approximately 7,000 samples
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and 10 variables and a large dataset with more than 40,000 instances and 54 features. It
is not possible to find a model or regression method, which performs well for all types of
datasets, but if we apply our data on different types of datasets, we can figure out that this
proposed method can work accurately for what type of data with what kind of characteris-
tics.
Using optimization methods in clustering
In many cases, in clustering we can use optimization methods to find the best clusters.
For instance, as Figure 4.29 illustrates, in clustering the second dataset, by increasing the
number of clusters, we obtain better clustering score. On the other hand, by increasing the
number of clusters we have less number of members in each cluster and we loose accu-
racy. Therefore, these two objectives, clustering score and accuracy, are in conflict. Using
multi-objective optimization, we can find a pareto-front of the best points, which are best
solutions for both score and accuracy.
End result aggregation
We obtained one best model for each cluster, as a general result, we can consider the ag-
gregation of the all models. Different models have differnt accuracy we can consider the
weighted summation of all models.
Appendix A
A.1 Datasets
A.1.1 House Price Dataset
House sales data for King County in the USA, including 21,614 instances and 20 features
Data is downloaded from Kaggle [12] which is a multivariate dataset with both real and
integer values with no sparsity.
The variables are: Id, price, number of bedrooms, number of bathrooms, sqft-living, sqft-
lot, floors (number of floors), waterfront, view, condition, grade, sqft-above, sqft-basement,
yr-built, yr-renovated, zipcode, latitude, longitude, sqft-living15, sqft-lot15.
A.1.2 Water Evaporation Dataset
This is agricultural dataset, contains 10 features and 7549 samples. This is multivariate
dataset which includes categorical, integer, and real variables with no sparsity [13] and [83].
The features are: year, Julian day, maximum temperature, maximum temperature, relative






























A.1.3 Facebook Comments Volume Dataset
The Facebook Comment Volume dataset with 40,949 samples and 54 features includes in-
teger, and real variables with no sparsity [14].
The features are: Product/service, Public figure, Retail and consumer, merchandise, Ath-
lete, Education website, Arts/entertainment/nightlife, Aerospace/defense, Actor/director,
Professional sports team, Travel/leisure, Arts/humanities website, Food/beverages, Record
label, Movie, Song, Community, Company, Artist, Non-governmental organization (ngo),
Media/news/publishing, Cars, Clothing, Local business, Musician/band, Politician, News/
media website, Education, Author, Sports event, Restaurant/cafe, School sports team, Uni-
versity, Tv show, Website, Outdoor gear/sporting goods, Political party, Sports league, En-
tertainer, Church/religious organization, Non-profit organization, Automobiles and parts,
Tv channel, Telecommunication, Entertainment website, Shopping/retail, Personal blog,
App page, Vitamins/supplements, Professional services, Movie, theater, Software, Maga-
zine, Electronics, School, Just for fun, Club, Comedian, Sports venue, Sports/recreation/
activities, Publisher, Tv network, Health/medical/pharmacy, Studio, Home decor, Jew-
elry/watches, Writer, Health/beauty, Music video, Appliances, Computers/technology, In-
surance company, Music award, Recreation/sports website, Reference website, Games/toys,
Camera/ photo, Book, Producer, Landmark, Cause, Organization, Tv/movie award, Ho-
tel, Health/medical/ pharmaceuticals, Transportation, Local/travel website, Musical in-
strument, Radio station, Other, Computers, Phone/tablet, Coach, Tools/equipment, Inter-
net/software, Bank/financial institution, Society/culture, website, Small business, News
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