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From among the waves whose dynamics are governed by the nonlinear Schro¨dinger (NLS) equation, we find
a robust, spatiotemporally disordered family, in which waves initialized with increasing amplitudes, on average,
over long time scales, effectively evolve as ever more weakly coupled collections of plane waves.
Linear autonomous conservative wave systems are charac-
terized by the absence of higher-harmonics generation, by the
linearity of their governing equations, and by their quadratic
total energy. Nonlinear wave systems, in turn, are charac-
terized by pronounced generation of higher harmonics, fre-
quently via nonlinear coupling in the governing equations, and
by the total energy with a higher-than-quadratic nonlinearity
at the leading order reflecting this coupling. Typically, these
nonlinearity properties are expected to increase with the am-
plitude of the physical variable determining the dynamics of
the given nonlinear system. (See Ref. [1] for a striking exam-
ple.) In this Letter, we illustrate that this type of an increase
need not occur using the example of the NLS equation,
iψt = ψxx± 2|ψ |2ψ , (1)
which is a completely integrable [2], universal envelope equa-
tion [3], widely used for describing phenomena such as sur-
face waves [4] and nonlinear optics [5]. [Hereafter, the upper
sign corresponds to the focusing NLS (FNLS) and the lower
sign to the defocusing NLS (DNLS) equation, respectively.]
Instead, in a statistical sense, a robust family of spatiotem-
porally disordered NLS waves in a statistical steady state ex-
hibits properties that remain close to linear, and some of which
become increasingly so, with the increasing wave amplitude.
We, in fact, show that such waves behave, on average, over
long times, as ever more weakly coupled collections of plane
waves. Due to an NLS scaling symmetry [see Eq. (4) below],
this type of behavior may be observable experimentally at
moderate amplitudes in long wave tanks and optical fibers [6].
For a disorderedwave belonging to the family introduced in
the previous paragraph, on average, over long time scales, the
dynamics of any individual mode in the wavenumber space
are known to be close to sinusoidal, oscillating with an ef-
fective frequency that depends on the size of the wave [7].
In this Letter, we show that decomposing the NLS equation
into effective linear and effective nonlinear parts, or decom-
posing the NLS Hamiltonian into effective quadratic and ef-
fective nonlinear parts, based on this effective frequency, re-
sults in minimizing the respective effective nonlinear parts,
as the underlying disordered NLS waves evolve over long
times. We also show that the ratio of the effective nonlinear
and linear parts of the NLS equation approaches finite limits,
including possibly a vanishing limit, at large amplitude val-
ues, while the ratio of the effective nonlinear and quadratic
parts of the NLS Hamiltonian decays to zero. Thus, for
such waves, as we increase their amplitudes, on average, over
long times, their single-mode, plane-wave effective compo-
nents dominate, while the effective nonlinear, mode-coupling
components remain bounded or even vanish in comparison.
While not necessarily always drastic to the point that the rela-
tive contribution of the effective nonlinear components would
progressively decrease with wave amplitude, this type of ef-
fective mode decomposition and accompanying effective lin-
earization even in strongly nonlinear regimes is generally im-
portant in the understanding of wave-wave interactions and
energy transfer in turbulent dispersive-wave systems [8].
The above robust family of disordered NLS waves in a sta-
tistical steady state is noise-like in that the waves it contains
have short-range spatial correlations, and also short-range cor-
relations in wave number space [9]. In practice, we restrict
our consideration to the spatially periodic case with period
L. (In all the figures, we use L = 2pi .) For FNLS, the initial
condition (IC) for disordered waves can be prepared in two
different ways: IC1: We exploit the modulational instabil-
ity of FNLS traveling or standing waves with amplitude A to
small perturbations [10]. IC2: We prepare white-noise-like
initial wave-forms with O(A2) Fourier modes and variance
A2 [11]. For DNLS, we use IC2. In what is to follow, we will
loosely refer to the parameter A as the amplitude of the wave
ψ(x, t) generated from either IC1 or IC2. The amplitudes
A, (time-conserved) norms ‖ψ‖=
(∫ L/2
−L/2 |ψ(x, t)|2 dx
)1/2
, of
the waves, and end times of the time intervals over which
the waves have evolved are displayed in Table I. Note that
‖ψ‖ ≈ √LA, always for IC1 and at large values of A for IC2.
As mentioned above, one linear-like property of disordered
NLS waves is an effective dispersion relation (EDR), derived
in the small-amplitude and long-wavelength limits [7], and
confirmed for all amplitude and wavelength sizes using the
wavenumber-frequency-spectral (WFS) method by finding a
sharp peak at a unique effective frequency ωk in the power-
spectral density of the evolving mode of the wave ψ(x, t) with
wave number k [12]. Specifically, for each wave number k,
2IC1
Amplitude A 3.2 6.4 12.7 25.5 50.9 101.8 203.6 407.3 814.6
Norm ‖ψ‖ 8.0 16.0 31.9 63.8 127.6 255.2 510.5 1020.9 2041.9
End Time 16pi 4pi pi pi/4 pi/16 pi/64 pi/256 pi/1024 pi/4096
IC2
Amplitude A 1.5 2.1 3.0 4.2 6.0 8.5 12.0 17.0 24.0
Norm ‖ψ‖ 4.2 5.6 7.6 11.4 15.3 21.4 30.3 42.6 60.3
End Times for Fig. 1 8pi 4pi pi pi/2 pi/8 pi/16 pi/64 pi/128 pi/512
End Times for Figs. 2-5 16pi 4pi pi pi/4 pi/16 pi/64 pi/256 pi/1024 pi/4096
TABLE I. Parameter values used to generate the waves presented in the figures. Note that the end times are inversely proportional to the square
of the amplitude A. This is because the characteristic time on which the wave with amplitude A evolves is O(1/A2) [see Eq. (4)].
FIG. 1. Scatter plot of the frequency shift ∆ωψ , predicted by the EDR
in Eq. (2), versus the corresponding frequency shift ∆˜ωψ , obtained
using the WFS method, for increasing values of the wave norm.
this effective frequency is given by the equation
ωk = k
2∓ 4
L
‖ψ‖2. (2)
Note that k2 is the frequency obtained from the correspond-
ing linear dispersion relation of the Schro¨dinger equation for
a free particle. In other words, under the influence of the
quadratic self-interaction potential, a noisy NLS wave effec-
tively evolves as it would under the linear Schro¨dinger dy-
namics for a free particle, but with an additional, linearly in-
creasing temporal phase due to the wavenumber-independent
effective frequency shift ∆ωψ = ∓4‖ψ‖2/L, obtained from
Eq. (2).
Here, in Fig. 1, for a family of noisy NLS waves with
increasing amplitudes, we confirm excellent agreement in
the scatter plots of the frequency shifts ∆ωψ obtained from
Eq. (2), versus the corresponding shifts ∆˜ωψ obtained using
WFS analysis.
We now proceed to demonstrate that the choice of the fre-
quency given by the EDR in Eq. (2) minimizes the effective
nonlinear portion of the NLS wave evolution equation. To this
end we use a parameter β to renormalize the linear frequency
k2 of the mode with wavenumber k into the trial renormal-
ized frequency, k2∓ 4β‖ψ‖2/L. Equivalently, we rewrite the
right-hand side of the NLS in Eq. (1) as
iψt =
(
ψxx± 4β
L
‖ψ‖2ψ
)
±
(
2|ψ |2ψ− 4β
L
‖ψ‖2ψ
)
≡Lβ +Nβ , (3)
where Lβ and Nβ are the trial renormalized linear and non-
linear terms. In Fig. 2, we display the β -dependence of the
time-averaged size of the trial renormalized nonlinear term,〈‖Nβ‖2〉t , for various values of the wave norm ‖ψ‖, which
represents the size of the (formal) nonlinearity. We see that in
all the displayed cases, this term is minimized at β = 1, when
the trial renormalized frequency becomes the true effective
frequency, ωk in Eq. (2). In Fig. 3 we display the dependence
of the ratio
〈‖N1‖2〉t /〈‖L1‖2〉t between the time-averaged
norms of the effective nonlinear and linear terms in the evo-
lution of the FNLS wave as a function of the wave norm ‖ψ‖.
For FNLS waves prepared using IC1, we see that this ratio sat-
urates near the value 0.57 for large ‖ψ‖. It therefore does not
grow indefinitely with the size of the nonlinearity. For both
FNLS and DNLS waves prepared using IC2, in turn, this ratio
decays to zero, so that the effective linear term dominates in
the large-amplitude limit.
Finally, we consider the Hamiltonian [13]
H = ‖ψx‖2∓‖ψ2‖2,
from which the NLS in Eq. (1) is derived via the formula
iψt = δH/δψ
∗, where δ denotes the variational derivative
and the symbol ∗ denotes complex conjugation. We split this
Hamiltonian into its trial renormalized quadratic and nonlin-
ear parts,
H =
(
‖ψx‖2∓ 2β
L
‖ψ‖4
)
∓
(
‖ψ2‖2− 2β
L
‖ψ‖4
)
≡ Hq
β
+Hnβ ,
where the trial renormalized quadratic part H
q
β
of the Hamil-
tonian H generates the renormalized linear term Lβ in the
3FIG. 2. Time-averaged norm of the trial renormalized nonlinear term in the NLS as a function of the renormalization parameter, β , for
increasing norms of the NLS waves. (a) FNLS waves generated using IC1; (b) FNLS waves generated using IC2. (c) DNLS waves generated
using IC2.
FIG. 3. Ratio between the time-averaged norms of the effective
nonlinear and linear NLS terms for waves with increasing norms.
The values of the wave norms are listed in Table I.
evolution of the wave ψ in Eq. (3) and the trial renormalized
nonlinear part Hnβ of the Hamiltonian H generates the trial
renormalized nonlinear term Nβ . In Fig. 4, we display the
β -dependence of the time-averaged trial renormalized nonlin-
ear part of the Hamiltonian,
〈∣∣∣Hnβ ∣∣∣〉t , for various values of
the wave norm ‖ψ‖. We again find that this part is minimal
when β = 1, which is when the mode with wavenumber k os-
cillates with the effective linear frequency ωk in Eq. (2). In
Fig. 5 we then display the dependence of the time-averaged
ratio 〈|Hn1 |〉t /
〈∣∣Hq1 ∣∣〉t between the sizes of the effective non-
linear and quadratic parts of the Hamiltonian H as a function
of the wave norm ‖ψ‖. We see that this ratio decays to zero for
large ‖ψ‖ for all the cases we considered. In other words, for
large nonlinearities, the effective nonlinear part of the Hamil-
tonian in all these cases becomes negligible as compared to its
effective quadratic part.
The discussion in the above two paragraphs implies that a
highly nonlinear and disordered NLSwave effectively evolves
as a collection of weakly-coupled plane waves that are gov-
erned by the EDR in Eq. (2). The strength of this coupling,
as measured by the relative amount of the energy it contains,
and, for waves prepared using IC2, even as measured by the
relative size of the effective nonlinear versus linear terms in
the NLS equation itself, decreases with the increasing nonlin-
earity.
As mentioned in the introductory paragraph, experimen-
tally, the above phenomena could perhaps be confirmed using
data obtained studying disordered and rogue waves in wave
tanks and nonlinear optics that can be described by the NLS
equation [6]. As the scaling
ψ → Aψ , x→ x/A, t → t/A2 (4)
leaves the NLS equation in Eq. (1) intact, pertinent exper-
iments would not necessarily have to consider the hard-to-
access limit of large amplitudes, but instead the perhaps more
easily approachable limit of large domains, such as long wave
tanks or optical fibers.
We should not, however, be misled into believing that high-
amplitude solutions could transform the NLS into a genuinely
linear system. The crucial missing property is linear super-
position. Namely, two high-amplitude NLS waves and their
arbitrary linear superpositions have, in general, three different
norms, and thus approximately satisfy three different effective
linear equations. The nonlinearity of the NLS waves is also
clearly reflected in the dependence of the effective frequency,
ωk in Eq. (2), on the wave norm ‖ψ‖.
Theoretically, the statistical linearization via mode decou-
pling of the NLS waves is not all that surprising in light of the
fact that the NLS equation is completely integrable [2], and
that its waves can therefore be described in terms of action-
angle variables [13, 14]. What is surprising is that, in the
large-amplitude limit, this linearization is achieved in terms
of the linear spatial modes. The effective vanishing of the
nonlinear coupling terms in the NLS equation and/or Hamilto-
nian likely follows from the absence of nontrivial resonances
among the effective frequencies of the NLS wave modes and
the corresponding absence of nontrivial resonant wave-wave
4FIG. 4. Time-averaged size of the trial renormalized nonlinear part of the NLS Hamiltonian as a function of the renormalization parameter,
β , for increasing norms of the NLS waves. (a) FNLS waves generated using IC1; (b) FNLS waves generated using IC2. (c) DNLS waves
generated using IC2.
FIG. 5. Ratio between the time-averaged sizes of the effective non-
linear and quadratic parts of the NLS Hamiltonian for waves with
increasing norms. The values of the wave norms are listed in Table I.
interactions, which is known to be connected to the complete
integrability of the NLS equation [15]. Therefore, the improv-
ing effective linearization with increasing wave amplitude, in
the sense of progressively diminishing relative contributions
of the effective nonlinear terms described above, may be quite
rare. Verifying this statement, for example on the general
Majda-McLaughlin-Tabakmodel [16], of which the two types
of the NLS equation are special cases, will be an interesting
future project.
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