Abstract Numerical models solving the full 2-D shallow water equations (SWEs) have been increasingly used to simulate overland flows and better understand the transient flow dynamics of flash floods in a catchment. However, there still exist key challenges that have not yet been resolved for the development of fully dynamic overland flow models, related to (1) the difficulty of maintaining numerical stability and accuracy in the limit of disappearing water depth and (2) inaccurate estimation of velocities and discharges on slopes as a result of strong nonlinearity of friction terms. This paper aims to tackle these key research challenges and present a new numerical scheme for accurately and efficiently modeling large-scale transient overland flows over complex terrains. The proposed scheme features a novel surface reconstruction method (SRM) to correctly compute slope source terms and maintain numerical stability at small water depth, and a new implicit discretization method to handle the highly nonlinear friction terms. The resulting shallow water overland flow model is first validated against analytical and experimental test cases and then applied to simulate a hypothetic rainfall event in the 42 km 2 Haltwhistle Burn, UK.
Introduction
Numerical simulation of overland flows is essential for better understanding the transient processes of flash floods in a catchment. Traditionally, hydrological models or simplified hydrodynamic models [Lighthill and Whitham, 1955; Govindaraju, 1988; Bates et al., 2010] are usually used for overland flow simulations at a catchment scale. However, most of these simplified models are not capable of depicting the rapid catchment responses and the highly transient surface flow processes to accurately predict water depths and velocities the flood waves [e.g., Costabile et al., 2012] . Moreover, their reduced representa Chertock et al., 2015] have been developed to enhance the accuracy and stability for solving the SWEs with bed slope source terms. An example is the scheme proposed by Audusse et al. [2004] , in which the Riemann variables are modified before solving the corresponding Riemann problem to preserve the lake at rest solution and positivity of water depth. Another feature of this scheme is that the computed bed slope is constrained by an upper bound determined by water depth. This feature can be useful when dealing with discontinuous topography. At places like river banks and building walls, large velocities may be calculated due to the large slope gradient at the place of discontinuity. These large velocities, which will inevitably slow down a simulation due to the use of small time steps, are indeed unphysical because the SWEs are not valid for excessively steep slopes. In the numerical scheme proposed by Audusse et al. [2004] , the technique that constrains the slope gradients can effectively avoid large velocities and thus enable stable and efficient simulations. The techniques of premodifying Riemann variables and constraining slope gradients are widely adopted by other researchers to develop SWE-based models [e.g., Liang and Borthwick, 2009; Duran et al., 2013; Duran, 2015; Bouchut and de Luna, 2010] . These models appear to be efficient and stable for simulations involving wetting and drying and have been widely used in practical applications [e.g., Hou et al., 2013a; Wang et al., 2011; Marche et al., 2007; Mangeney et al., 2007; . A number of other effective numerical schemes [e.g., George, 2008; Murillo and Garc ıa-Navarro, 2010] have also been reported in the literature, which apply similar slope gradient constrained technique at the wet-dry interfaces but directly solve the Riemann problems incorporating source terms. As it has been already stated, discontinuous topographic features may exist in overland flow simulations and affect numerical stability even when the domain is fully wet. Therefore, constraining slope gradients over the whole domain seems to be inevitable to maintain the overall stability of an overland flow model. However, as reported in Delestre et al. [2012] , constraining slope gradients using the aforementioned approaches may lead to incorrect calculation of bed slopes and subsequently velocities of shallow flows running downhill. This unfortunately is a common situation in overland flow simulations.
Another challenge for developing a robust SWE-based overland flow model is related to the discretization of friction source terms. The friction source terms are usually expressed as a nonlinear function of the flow velocity and depth, e.g., the Manning equation. Their nonlinear nature tends to relax the flow velocity toward an equilibrium state. In section 3, we will show that the local equilibrium between friction and bed slope can be reached much faster than the time step determined by the CFL condition in practical overland flow simulations involving small water depth. A numerical scheme must use very small time steps to maintain numerical stability under such a situation, leading to prohibitive computational cost. Several implicit schemes have been developed to handle the ''stiff'' friction source terms and maintain numerical stability [e.g., Fiedler and Ramirez, 2000; Liang and Marche, 2009; Costabile et al., 2013] . However, numerical instability is not the only concern, relaxation toward the correct equilibrium state is also an important aspect that must be reinforced for correct calculation of overland flows because the dynamics of overland flows is typically controlled by the local equilibrium between friction and bed slope. Therefore, it is important to ensure that a numerical scheme for solving the SWEs can effectively relax the flow toward the equilibrium state in a single time step if the relaxation time scale is much smaller than the hydrodynamic time scale indicated by the CFL condition [Jin, 2012; Teyssier, 2014] .
The choice of Riemann solvers also requires careful consideration. A Riemann solver coupled with the slope source terms, such as the augmented Riemann solver [George, 2008] , may overestimate the discharge for subcritical flows with nonzero friction, as shown later in section 3. Several attempts have been reported in the mathematics literature to provide a preliminary theoretical background for solving the hyperbolic systems with stiff relaxation [e.g., Liu, 1987; Chen et al., 1994; Jin, 2012] . But further research effort is still needed to resolve the issue of implementing effective schemes for discretizing friction source terms for practical overland flow simulations.
In summary, to address the challenges as mentioned above, a model solving the SWEs for overland flow simulations should 1. approximate correctly slope gradients even in the limit of vanishing water depth; 2. avoid excessively large velocities in places where bed elevation changes abruptly (e.g., building walls and river banks); 3. be able to relax the flow velocity to the equilibrium state in a single time step when the relaxation time scale is much smaller than the hydrodynamic time scale; and
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4. predict correctly flow discharge on slopes in the presence of nonzero friction.
Satisfying these requirements are essential for a SWE model to provide acceptable numerical accuracy, stability, and efficiency for overland flow simulations, especially for the cases involving water of small depth flowing downhill. Meanwhile, other essential numerical properties, including the preservation of lake at rest solution and nonnegativity of water depth, should not be compromised. This paper therefore aims to discuss the challenges encountered by overland flow simulations and present a new SWE-based overland flow model that satisfies the aforementioned requirements simultaneously. A novel surface reconstruction method (SRM) is developed to correctly calculate the bed slope gradient in the limit of disappearing water depth and maintain stable simulations in the presence of abrupt bed changes. The friction source terms are discretized using an implicit method that is able to relax the velocity to the correct equilibrium state in a single time step. The rest of the paper is organized as follows: section 2 introduces the governing equations, i.e., the fully 2-D SWEs; section 3 provides a brief review of the relevant numerical schemes and revisits the aforementioned challenges for overland flow simulations; section 4 presents the details of the proposed numerical scheme; the resulting overland flow model is then validated against several test cases in section 5; and finally brief conclusions are drawn in section 6.
Governing Equations
The matrix form of the 2-D SWEs with source terms may be written as
where q contains the flow variables; f and g are the flux vector terms in the x and y directions; and R, S b , and S f are the source terms representing respectively the rainfall rate, bed slope, and frictional effect. The vector terms are given by scope to those prevailing and representative schemes and further explain the challenges as mentioned in section 1.
Discretization of Bed Slope Terms
For solving the SWEs for overland flow modeling, the first effective numerical scheme to be mentioned herein is the hydrostatic reconstruction method introduced in Audusse et al. [2004] . Along the x direction, let i and i 1 1 denote the two adjacent cells under consideration. The first step of hydrostatic reconstruction is to define a single bed elevation at the cell interface as
based on which the Riemann states of water depth across the cell interface are defined as
The corresponding bed slope source term is subsequently derived and discretized to become
where Dx is the cell size. This scheme preserves exactly the lake at rest solution and the positivity of water depth if an appropriate Riemann solver is adopted. Equation (7) may be reformulated as follows: , which essentially imposes a constrained condition on the bed slope gradient. Although this effectively avoids the large velocities that would otherwise occur when the bed slope is excessively steep, it unfortunately also introduces certain unwanted side effects for overland flow simulation which will be explained as follows.
Consider a simple case of uniform flow (with a fixed depth) over a constant slope, as illustrated in Figure 1a . The water depth is smaller than the difference of bed elevation between the two neighboring cells, i.e., Figure 1 . The bed reconstruction method of the typical well-balanced schemes where h and b respectively denote the water depth and bed elevation: (a) idealized overland flow over a constant slope; (b) the same case at the discretized level; and (c) face values of the water depth and bed elevation after reconstruction.
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h < b i11 2b i . In such a case, the computed bed slope from (6) is clearly milder than the actual slope, as shown in Figures 1b and 1c . Following this constrained slope reconstruction, the water depth defined from (6) is always zero at the left-hand side of a cell interface for this case, as illustrated in Figure 1c . The local Riemann problem essentially defines a dry-bed dam break and the localized flow condition has been artificially reconstructed to become a waterfall rather than a uniform flow, which is physically incorrect and may lead to misleading prediction. The immediate effects are (1) water can only move in one direction, and (2) the forwardmoving signal speed becomes associated with a dry-bed dam break, which is much larger than the flow velocity and will lead to overestimation of the discharge (see section A1). Numerically, it may somehow compensate the underestimation of discharge due to the constrained slope gradient, but the exact amount is difficult to quantify. In the rest of this text, this numerical phenomenon is referred to as ''waterfall effect. '' Research efforts [e.g., Morales De Luna et al., 2013; Hou et al., 2014] have been devoted to resolve this issue of incorrect discretization of bed slope terms in the original hydrostatic reconstruction method. But all of the reported modified hydrostatic reconstruction methods still suffer from modifying water depth to zero at one side of a cell interface for the case as illustrated in Figure 1 , and the problem of ''waterfall effect'' persists.
The idea of constraining slope gradients is also used in other numerical schemes [e.g., Liang and Borthwick, 2009; Bouchut and de Luna, 2010; Song et al., 2011a] . Although the specific formulations may be different, these approaches tend to encounter the same problem as previously mentioned [Delestre et al., 2012] . The issue related to the incorrect discretization of bed slope terms is particularly problematic for the first-order schemes. However, the higher order schemes may not be immunized because it is a common practice to reduce a scheme to be first-order accurate when the predicted water depth becomes smaller than certain thresholds, in order to stabilize a simulation [e.g., Hou et al., 2013b; Song et al., 2011b; Murillo et al., 2007; Liang, 2010] . There are some numerical schemes [e.g., George, 2008; Murillo and Garc ıa-Navarro, 2010] that do not impose a constraint on the slope source terms except at the wet-dry front. While these schemes do not underestimate the slope source terms as the hydrostatic reconstruction does, they also lose the advantage provided by the constrained slope gradients, in terms of stabilizing a simulation over irregular topography with abrupt bed changes.
Discretization of Friction Terms
We have mentioned in section 1 that it is essential for a numerical scheme solving the SWEs to relax the flow toward an equilibrium state, in order to correctly describe an overland flow when the water depth becomes small and the friction effect becomes predominant. Considering a 1-D problem and assuming a positive velocity, the physical equilibrium velocity as a result of balanced bed slope and friction terms can be obtained as
The time scale controlling the relaxation toward such an equilibrium is given by
The hydrodynamic time scale, i.e., the time scale that the flow property in a cell can be updated (due to convection), may be characterized by the time step determined by the CFL condition
The ratio between these two difference time scales is
Considering the typical values of the flow variables or parameters that may be encountered in practical overland flow simulations, e.g., Dx $ 10 m, h $ 0:01 m, n $ 0:03 s m 21=3 , and u $ ffiffiffiffiffi ffi gh p , the ratio t f tHD is about 0.024, which implies that from a physical point of view the local equilibrium between friction and bed slope can be reached much faster than the typical time step determined by the CFL condition. In order Water Resources Research 10.1002/2016WR020055 to correctly predict overland flows when the water depth becomes small and the friction effect becomes predominant, a numerical scheme must be able to relax the flow velocity to the correct equilibrium state numerically in a single time step.
A conventional way to discretize the friction source terms is achieved using implicit schemes. In practice, implicit discretization is often reformulated to derive an effective explicit scheme. Considering a 1-D problem, many schemes [e.g., Song et al., 2011a; Busaman et al., 2015; Cea and Blade, 2015; Cea and Vazquez-Cendon, 2010; Burguete et al., 2008; Liang et al., 2006; Costabile et al., 2013; Singh et al., 2015; Rousseau et al., 2015] adopt the following discretized equationŝ
where q x 5 hu is the unit discharge in the x direction, F is the momentum flux term, S bx is the bed slope term, and Dt is the time step. For the implicit scheme as described in (13) and (14), the local acceleration (flux) term becomes small and negligible when the friction term is predominant. Considering that the relaxation time scale is much smaller than the hydrodynamic time scale, (14) can be rescaled by taking Dt ! 1. The velocity resulting from the scheme isû
Apparentlyû 1 is not equal to the physical equilibrium u 1 given in (9), and therefore (13) and (14) cannot relax the velocity to the correct equilibrium state in a single time step.
Fractional splitting method has also been used for computing friction source terms. For example, Liang and Marche [2009] proposed the following scheme
where h Ã ; q Ã x , and u Ã are updated from the previous time step by solving the frictionless SWEs, S Ã fx is the friction term calculated from h Ã ; q Ã x , and u Ã . The velocity for Dt ! 1 iŝ
which again does not give the correct equilibrium state.
A few numerical schemes also impose an upper bound on the friction terms [e.g., Burguete et al., 2008; Liang and Marche, 2009] so that the friction does not reverse the flow direction, which leads toû 1 50 and again is different from the correct equilibrium state. The scheme reported by Yu and Duan [2014] manually set the velocity to the equilibrium state as long as the kinematic wave number is larger than a threshold, but the criteria to determine the threshold may be case dependent, restricting its robustness for applications.
The existence of the predominant friction terms may also affect the validity of existing Riemann solvers for simulating rainfall-induced overland flows running downhill. In an extreme case, the discharge on a slope can be significantly overestimated as already briefly mentioned in section 1. Herein the augmented Riemann solver introduced by George [2008] is taken as an example for further analysis. This Riemann solver is implemented in the framework of the wave propagation algorithm proposed by LeVeque [1997] and has become part of the open-source GeoClaw software [Berger et al., 2011] . The time-marching formula in the wave propagation algorithm is given as
where A 6 DQ is defined as the fluctuations at the cell interface that are determined by solving a general Riemann problem including initial bed elevation discontinuity. The mass flux, i.e., unit discharge across cell interface i11=2 can be expressed by the fluctuations (see section A2 for detailed derivation) as
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where A 6 DH is the mass fluctuations. Considering the simple case of steady flow running downhill with a uniform discharge and a uniform depth in which the bed slope is balanced by the friction slope, the analysis in section A2 shows that A 2 DH i11=2 > 0 if the flow is subcritical and b i > b i11 . In such a case, it can be obviously seen from (19) that F h i11=2 > hu i , i.e., the mass flux computed at the cell interface by the Riemann solver is larger than the cell-centered discharge. Although the increase of velocity due to the slope source term can be balanced by the friction effect during the time integration, the overestimated mass flux across cell interface cannot be eliminated by the friction effect, which leads to more water flowing across the cell interface than the reality. For Riemann solvers coupled together with the bed slope source terms, the bed discontinuity at the cell interface needs to generate a mass flux to balance the mass flux cause by the discontinuous water depth to maintain the lake at rest solution. But for steady flow featured by the balance between the bed slope and the friction slope, such a mass flux generated by the bed discontinuity becomes a source of error. It is very likely that certain other schemes such as the upwind treatment of bed slope [Berm udez et al., 1998 ] and the lateralized HLL Riemann solver [Fraccarollo et al., 2003] encounter the same problem of overestimating the mass flux. In practical applications, this will speed up the overland flows from hillslopes to river channels and consequently predict earlier arrival of flood peaks. One way to resolve this problem is to incorporate the friction source terms into the Riemann solver, but this is outside the scope of this paper.
Other Riemann solvers that have been widely applied to solve the homogeneous SWEs such as the HLL or HLLC solver, do not seem to suffer from this problem. Because the HLL or HLLC Riemann solver is not coupled with the slope source terms, the calculated mass flux F h i11=2 is equivalent to the cell-centered discharge hu i . The mass flux remains to be the original discharge as long as the increase of velocity induced by the bed slope is correctly balanced by the friction effect during time integration. But a numerical scheme implemented with the HLL or HLLC Riemann solver may suffer from the aforementioned inaccurate calculation of slope source terms or waterfall effect, which must be overcame by incorporating with a proper slope source term discretization scheme.
Numerical Scheme
In this section, a novel first-order Godunov-type finite volume scheme is presented to address the aforementioned challenges in the context of overland flow and surface flood simulations.
Finite Volume Discretization
A finite volume scheme solves the integrated form of governing equations and the resulting semidiscretized equation is given by
where ''i'' is the cell index, ''k'' is the index of the cell edges (N 5 4 for Cartesian grids as adopted in this work), l k is the length of cell edge ''k,'' and X i is the cell area, F k ðqÞ5f k ðqÞn x 1g k ðqÞn y contains the fluxes normal to the cell boundary with n5ðn x ; n y Þ defining the outward normal direction at the cell boundary. Herein, the fluxes F and slope source terms S b are computed explicitly, but the friction source terms S f are treated implicitly. The final time-marching scheme is given as
in which n denotes the time level and Dt is the time step. The asymptotic behavior of the discretized equation may be analyzed as follows: as h ! 0, it is straightforward to infer from nondimensionalization analysis that the convective flux term FðqÞ is much smaller than other terms and therefore negligible; the corresponding relaxation time is typically very small compared with the time step determined by the CFL condition and therefore Dt ! 1, which is equivalent to rescaling the equations; subsequently, (21) where the rainfall source term has been omitted because only the momentum equations are relevant to the analysis. The flow velocities at the new time step can then be recovered from (22) as
This is basically the 2-D form of the equilibrium state as defined in (9). Equation (23) does not imply that the flow is steady at the beginning. Instead, it is the result of rescaling the equation by considering that the relaxation time scale is much smaller than the hydrodynamic time scale. Therefore, (21) is able to relax the velocity to the equilibrium state in a single time step when h ! 0 as long as the implicit part of (21) is solved exactly. Note that the use of implicit schemes as (13)- (14) and (16) does not ensure the recovery of the correct equilibrium state because the implicit schemes have been reformulated into explicit forms and the implicit part is no longer solved exactly.
Interface Fluxes and Slope Source Term Discretization
As discussed in the previous section, the augmented Riemann solvers [e.g., George, 2008] may lead to overestimated discharge on slopes. The classic Riemann solvers that solve the homogeneous SWEs appear to be a more suitable choice and an HLLC approximate Riemann solver is adopted to calculate the interface fluxes in (21) [see Liang and Borthwick, 2009; Toro, 2001 for detailed implementation]. The HLLC Riemann solver does not automatically preserve the lake at rest solution and it is necessary to implement the hydrostatic reconstruction scheme [Audusse et al., 2004] or other effective approaches to modify the Riemann states before solving the local Riemann problems. In this section, a novel surface reconstruction method (SRM) is proposed to integrate with hydrostatic reconstruction to obtain the Riemann states to define the local Riemann problems across cell interfaces and overcome the limitations of the existing hydrostatic reconstruction implementations. Specifically, SRM can effectively (1) avoid the ''waterfall effect'' when evaluating the fluxes; (2) preserve the original bed slope when necessary for correct prediction of flow velocities; and (3) constrain the bed slope only for the cases where the topography is ''genuinely'' discontinuous to maintain stability.
To implement the proposed SRM, the water surface elevation (defined in an arbitrary cell ''i'' as g i 5h i 1b i ) at cell interfaces is first reconstructed to support the derivation of Riemann states. Considering two adjacent cells ''i'' and ''i 1 1,'' the SRM reconstructed water surface elevations at left-hand and right-hand sides of their common interface are given by
with
where b i11=21 and b i11=22 are respectively the bed elevation at the right-hand and left-hand sides of the cell interface, obtained through slope limited interpolation of the related cell center values
where r is the distance vector from the cell center to central point of the cell interface, WðrÞrb i is the bed gradient restricted by a minmod slope limiter that is defined on a rectangular Cartesian grid for cell ''i'' as Wðr i Þ5max ½0; min ðr i ; 1Þ and r i 5 f 1 2f i f i 2f 2 (27) in which the subscripts 1 and -denote the upstream and downstream cells, respectively. The interpolated bed elevations are only calculated at the beginning of a simulation to reduce computational cost. The use of a slope limiter herein is crucial for distinguishing the discontinuous and smooth topographies and applying the constraint to the slope gradient at the right place.
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From the reconstructed water levels in (24), the corresponding states of bed elevation at the left-hand and right-hand sides of the cell interface can be obtained as
The Riemann states can then be deduced by first defining a single bed elevation at the cell interface, as suggested by Audusse et al.
based on which the Riemann states of water depth are defined as
which reinforces the nonnegativity of water depth. The Riemann states of the other flow variables (i.e., unitwidth discharges) are subsequently obtained
where u i 5½hu i =h i and u i11 5½hu i11 =h i11 (similarly v i and v i11 ) are the velocities defined at the cell center.
It should be noted that (24) has an asymmetric form so that it only modifies the lower water surface elevation between the two. It effectively takes into account all different water surface and bed elevation configurations that are possibly encountered in surface flow simulations. Without losing generality, we assume that b i < b i11 . Because the slope gradient is limited by a minmod limiter, the monotonicity of the bed elevations is preserved and we always have db ! 0.
When db50, i.e., the slope is constant across the four consecutive cells involved in the slope limited reconstruction in (26), there are three possible configurations to consider. Figure 2a illustrates the first case where
, we have g L 5g i 1ðg i11 2g i Þ and so the water surface at the left-hand side will be lifted to the same level as that at the right-hand side. Figure 2b presents the second case where
, it gives g L 5g i 1ðb i11 2b i Þ, indicating that the water surface at the left-hand side will be raised to eliminate the difference between the bed elevations. Finally, the third case involves g i11 2g i 0, as shown in Figure 2c , where (24) imposes no modification. With the reconstructed water surface elevations, the Riemann states of water depth are obtained through (28)- (30), which are also shown in Figure 2 . In all of the three cases, the reconstructed water depths at both sides of the cell interface are nonzero; the direction of fluxes depends on the local flow and topographic conditions. Therefore, SRM effectively avoids the artificial ''waterfall effect'' created by the specific numerical treatment as found in the prevailing hydrostatic reconstruction implementations [e.g., Audusse et al., 2004] .
When db > 0, there are also different cases to be considered. When
leads to g L 5g i 1ðg i11 2g i Þ and the resulting water surface reconstruction is identical to Figure 2a . Similarly, g i11 2g i 0 defines the case identical to the one as illustrated in Figure 2c for db50. When b i11 2b i 2db < g i11 2g i , as illustrated in Figure 3 , equation (24) gives g L 5g i 1ðb i11 2b i 2dbÞ, implying that the reconstructed bed elevation b L on the left-hand side is db lower than b R (i.e., b i11 ) which is untouched during the reconstruction. This can be also confirmed by identifying the reconstructed bed elevations fol-
, and therefore b R 2b L 5db, confirming that the variation between the interpolated bed elevations db is preserved during the reconstruction. With the reconstructed water surface elevation, the Riemann states of the water depth are then defined from (30): h L 5max ð0; h i 2dbÞ and h R 5h i11 as b f 5b i11 . Considering h L 5max ð0; h i 2dbÞ, it is clear that h L depends on the magnitude of db, which essentially quantifies the discontinuity of the bed profile. If the bed curvature is small, db will be small and it is likely that db < h i , leading to a positive h L , as shown in Figure 3a . If the bed curvature is large or there is an abrupt change of bed elevation (e.g., a wall or riverbank), db may likely become larger than h i , leading to h L 5 0, as shown in Figure 3b . In this case, the water can only flow downhill from the higher side, effectively representing the real-world situation.
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Another advantage of SRM is that it does not affect the maximum value between b i and b i11 . Following the definition of the single face value of bed elevation in (28), the genuine bed variation within a cell is effectively preserved during the reconstruction. The bed slope source terms can be simply discretized using the following equation:
where h L;k is the left Riemann state of water depth at cell edge ''k'' and b f ;k is the modified face value of the bed elevation that will be introduced below.
Considering an arbitrary cell ''i,'' violation of the lake at rest solution and numerical instability may occur during a simulation when the final reconstructed water surface elevation at one of its cell interface is lower than the bed elevation at another cell interface along the same direction. As illustrated in Figure 4 , this basically reflects the cases when the flow hits a ''wall'' or when cell ''i'' has an excessive slope caused by abrupt change of bed elevation. In order to preserve the lake at rest solutions in the vicinity of wet-dry interfaces and avoid numerical instability caused by abrupt change of bed elevation, the following local bed modification scheme is proposed and applied to all of the computational cells Water Resources Research
where e h is an infinitesimal value to define dry cells, which is taken as 10 210 m in this work. It should be particularly noted that the original water surface elevation g i at the cell center rather than the reconstructed value g L is used in (34) to calculate Db. Without losing generality, it is assumed that the reconstructed water surface elevation at the left-hand side cell interface of cell ''i,'' i.e., ''i21=2,'' is lower than the bed elevation at the right-hand side cell interface ''i11=2.'' Figure 4a represents the case when the flow hits a ''wall,'' i.e., when cell ''i'' is wet but cell ''i 1 1'' is dry with a ground level higher than the water surface. With Db5b f 2g i , the local bed modification (33) and (34) essentially lowers the bed at cell interface ''i11=2'' until it becomes horizontal to the reconstructed water surface at ''i21=2.'' This effectively preserves the lake at rest solutions. When both cell ''i'' and cell ''i 1 1'' are wet, (34) gives Db5max ð0; min ðdb; b f 2g i ÞÞ. In a normal condition when the domain topography is smooth or has a constant slope, db will be small/zero, so does Db. The proposed local bed modification scheme does not take effects and the computation is undertaken with the bed slope inside cell ''i'' correctly represented. Figure 4b illustrates a case when bed level at cell ''i 1 1'' changes abruptly and is much higher than the water surface at cell ''i'' (i.e., db > b f 2g i ), as a result of excessive bed curvature or discontinuous topography. This may lead to numerical instability during a simulation and should be avoided. From (34), we have Db5b f 2g i and then from (34) b f 5b f 2Db5g i . This effectively removes the excessive slope in cell ''i'' and hence ensures a stable simulation; otherwise, time steps may become prohibitively small due to the large velocities calculated from large slope source terms.
The current numerical method, featured with the aforementioned SRM and local bed modification schemes, strictly preserves the lake at rest solution even when the numerical solution involves wetting and drying over irregular bed topography. This may be proved as follows: for a lake at rest problem with a stationary water surface g, we have b f ;k 5g2h L;k ; the momentum components of S bi in (32) can be rewritten as
the first two terms vanish following simple algebra manipulation and the expression becomes
k;L n k l k ; this effectively balances the momentum fluxes to preserve the lake at rest solution.
Friction Source Term Discretization
The implicit part of (21) is solved directly rather than reformulated into an explicit form as in (16) to ensure the flow velocities relaxed to the correct equilibrium state in a single time step when the friction becomes predominantly large. Since the continuity equation does not involve a nonzero friction term, the implicit scheme only applies to the momentum equations. The implicit terms in the x and y direction momentum equations are interdependent, and an iteration method must be used. Denoting the unit-width discharge Q n11 i 5ð½uh n11 i
; ½vh n11 i Þ T , the momentum components of (21) may be rewritten as
where
represents the momentum components of the convective fluxes and slope source terms and S n11 i contains the friction source terms for the momentum equations given by
When the water depth is infinitesimally small, the friction source terms calculated from (36) may become excessively large ($10 20 depending on e h ), which may exceed the machine floating number precision and generates unexpected machine error that prohibits a converged solution. To effectively avoid this (e.g., to rescale the equation to $10 10 and avoid any unexpected machine error), a simple technique is implemented herein. The necessary auxiliary variables are firstly defined as
Herein h n11 is known following the update of the continuity equation, which is done before solving the momentum equations. A new time-marching equation for the auxiliary variables can be obtained by dividing both sides of (35) by h n11 i
This is then solved using the Newton-Raphson method and Q n11 i can be easily recovered from U n11 i using the relationship as defined in (37).
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The Newton-Raphson iteration procedure implemented for solving (39) is given as
with a convergence criteria defined as
where I is the identity matrix, J is the Jacobian matrix of S, p and p 1 1 denote the iteration steps, and U n i
provides the initial values to start the iterations. The solution procedure usually converges in two to three steps, or less if the flow is near to a steady state or the friction is small. Numerical experiments show that the iteration procedure requires less than 10% of the run time needed for calculating interface fluxes. Therefore, the current implicit friction term discretization method does not affect the computational efficiency of the overall numerical scheme.
It should be noted that no special treatment is needed for wet-dry front except for assuming a cell is dry and setting the velocities to zero when water depth is smaller than a small threshold (e.g., 10 210 m as used in this work).
Stability Criteria
The proposed fully implicit method for discretizing the friction source terms does not impose any constraint on time steps. The stability criterion for the overall finite volume Godunov-type scheme is therefore the CFL condition, which is given as
where d i is the minimum distance from cell center to cell edges and the CFL number may take any value between 0 and 1. 
Model Validation and Results
In this section, several test cases are simulated to validate the current overland flow model implemented with the proposed novel SRM and implicit friction term discretization scheme. Results obtained from a selection of alternative models introduced in section 3 are compared to demonstrate the improved capability of the current model. Table 1 provides a list of the models used in the simulations with different combinations of slope and friction source term discretization approaches. In Table 1 , the old implicit scheme refer to the 2-D form of the explicit reformulation presented in (13) and (14) Figure 5 . Both of the ''SRM'' and ''George'' models predict correct steady state velocities while the ''HR'' model fails to give correct results for the flows over all five slopes. The velocities predicted by the ''HR'' model do not vary with the change of the slopes, indicating that the slope gradient approximated in the ''HR'' model is effectively bounded. The mass flux at a sample cell interface, i.e., discharge, computed by different models is also compared in Figure 5 . For the ''HR'' and ''SRM'' models, the discharges are given by the mass flux calculated by the HLLC Riemann solver; for the ''George'' model, the discharge is calculated by (19). It should be noted that the discharge here is not necessarily the same as hu defined at the cell centers. Only the ''SRM'' model produces correct interface mass flux for all five slopes. The ''HR'' model completely fails and predicts the same discharge for all five simulations. The predicted discharge is larger than the analytical discharge at one simulation in the subcritical region but smaller than the correct solution in all other four simulations including one for subcritical flow. The discharge predicted by the ''HR'' model is consistent with the analysis in section A1, which is 1 3 hu1 2 3 h ffiffiffiffiffi ffi gh p . The overestimated discharge is caused by the combination of the constrained slope gradient and the ''waterfall effect'' as implemented in the numerical scheme. George's augmented Riemann solver overestimates the discharge in the two simulations in the subcritical region, which is consistent with the analysis provided in section 3. Section A2 analytically shows 
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that the discharge will be h ffiffiffiffiffi ffi gh p if the depth is smaller than half the bed elevation difference. The discharge computed by the ''George'' model is therefore consistent with the analysis in section A2.
Further simulations are also carried out using the models with different discretization schemes for the friction source terms to test their capability in terms of relaxing the flow to the equilibrium state. While the time steps predicted by the CFL condition increases with the cell size, the relaxation time toward equilibrium does not depend on the cell size. Therefore, it can be expected that the flow is more likely to be relaxed to the equilibrium state in a single time step when using coarser grids. Therefore, the simulations are performed at three spatial resolution (Dx51 m, Dx510 m, and Dx5100 m) and for the same slope (0.1). The water is set as motionless at the beginning. The velocities are normalized by the steady state velocity and plotted against the time step count in Figure 6 . The ratios between the relaxation time scale and the hydrodynamic time scale are 0.179, 0.0179, and 0.00179, respectively, for three different grids. This indicates that the relaxation time scales are much smaller than the hydrodynamic time scales and a viable numerical scheme must be able to relax the velocities to the equilibrium in almost a single time step. Clearly, the ''SRMSPLIT'' model is not able to relax to the correct equilibrium state at all three spatial resolutions and the deviation increases as the resolution decreases. ''SRMEXP'' can relax the flow to the correct equilibrium state but strong oscillations are observed for coarse grids (Dx510 m and Dx5100 m). Furthermore, excessively large velocities are observed at the first time step. The reason is that these two schemes are essentially explicit, which effectively results in zero friction at the first time step, leading to large velocities. On the contrary, the ''SRM'' model with the new friction discretization scheme is able to quickly and monotonically 
Rainfall on a V-Shaped Catchment
As shown in Figure 7 , the V-shaped catchment consists of two hillsides with a 0.05 slope and, in between, a channel with a 0.02 slope. Constant and uniform rainfall with an intensity of 10.8 mm/h falls on the whole catchment for 1.5 h. The Manning coefficient is set to 0.015 s m 21=3 on the hillsides and 0.15 s m 21=3 in the channel. During the simulations, the catchment is discretized using a uniform grid of 10 m resolution. The whole domain is closed except for the channel outlet where open boundary conditions are imposed.
Figures 8 and 9 plot the hydrographs at the hillsides and channel outlet predicted by the three different models, comparing with the analytical solutions derived based on the kinematic wave assumption [Di Giammarco et al., 1996] . The time histories of water depth at the middle of hillside end and channel outlet are compared in Figure 10 . Closest agreement with the analytical solutions is achieved by the ''SRM'' model. The hydrographs predicted by the ''HR'' model has slower rising limbs, which implies that the discharge has been underestimated. The maximum water depth computed by the ''HR'' model is about 0.01 m, which is much smaller than the bed elevation change across two cells (0.5 m). Therefore, we can conclude that the error is caused by the incorrect approximation of the slope gradient. George's Riemann solver gives a correct hillside hydrograph because the flow is on the hillside is supercritical and George's scheme does not cause an overestimated discharge in supercritical flow conditions. But much less favorable prediction with small unphysical oscillations is found in the hydrograph at the channel outlet. 
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With regard to the different friction discretization schemes, the ''SRMSPLIT'' model gives the worst results. The ''SRMEXP'' model produces better results; however, unphysical oscillations can be found at the initial stage of the hydrograph at the hillside and larger deviation from the analytical solution is predicted at the rising limb close to the steady phase, as shown in Figure 9 . The different results predicted by the models implemented with different friction discretization schemes are consistent with the analysis as provided in section 3 and the results for the 1-D steady uniform flow test. The results clearly confirm that the new friction discretization scheme is indeed able to facilitate accurate and stable simulation of overland flows with reasonable large time steps (CFL 5 1.0).
Still Water Test
In this test case, a quiescent steady flow over uneven topography [Hou et al., 2013a] with wet-dry interface is considered to demonstrate that the new ''SRM'' model is able to preserve the lake at rest solution exactly. The 8000 m 3 8000 m domain is discretized into 160 3 160 cells. The topography featured with two overlapped bumps is defined as bðx; yÞ5max ð0; B 1 ; B 2 Þ with B 1 5200020:00032½ðx23000Þ 2 1ðy25000Þ 2 and B 2 590020:000144½ðx25000Þ 2 1ðy23000Þ 2 . The initial water level is 1000 m. The simulation results at t 5 5000 s are illustrated in Figure 11 and clearly demonstrate that the lake at rest solution is exactly preserved.
Rainfall-Runoff Experiment in a Simplified Urban Area
The rainfall-runoff experiment carried out by is considered to further validate the current SWE model for overland flow simulation in urban areas. The experimental urban catchment is represented Figure 13 . Rainfall-runoff experiment: ''SRM'' predicted water depths and velocities at the end of the three rainfall events.
Time ( During the simulation, the building blocks are represented in the model as part of the topography without any further special treatment. The Manning coefficient is set to 0.016 s m 21=3 over the entire domain as suggested by . The uniform computational grid consists of 50,000 cells with a resolution of 0.01 m. Zero water depth is assumed in the boundary ghost cells at the bottom edge of the domain to represent the outlet boundary conditions while the other three edges are assumed to be closed. Figure 13 presents the ''SRM'' predicted water depths and velocities induced by the three rainfall events at the time when the rainfall stops. It is evident that rainfall-runoff process and the resulting flow patterns are closely related to domain topography. The rainwater flows from sloping roofs of the buildings to the ground, which is then directed to valley at the center of the basin and travels toward the bottom outlet. Although the water depths on the building roofs are very small, the velocities are significant and diverge from the central line of the roofs due to the slopes, indicating correct representation of the slope gradients and runoff with small water depth. Because the proposed numerical scheme effectively handles excessive slopes, at the edges of the buildings where abrupt change of the topography occurs, velocities are not significantly larger than other areas. Figure 14 compares the simulated discharges produced by all three different models with the experiment measurements at the bottom outlet for the three rainfall events. Good agreement is achieved by the ''SRM'' model for all three cases, confirming the model's simulation accuracy, although the peak discharges seem to be slightly underestimated. The ''HR'' model also gives good results because the resolution is high for this small-scale test case and the inadequacy of the hydrostatic reconstruction method in handling small water depth is therefore not pronounced. The peak discharges given by the ''George'' model are slightly larger than the experiments, which may be because the flow in the valley center is mostly subcritical, as illustrated in Figure 15b , and the George's Riemann solver typically overestimates discharge on slopes for subcritical flows as discussed in section 3. It is worth mentioning that the cell size used in this test case is much smaller than that could be used for real-world simulations, so that the limitations of the ''HR'' and ''George'' models relating to the inaccurate calculation of slope source terms and discharge are not particularly pronounced and all three methods provide similar results.
In this test, the entire domain is wet due to uniform rainfall events. Because George's Riemann solver does not involve any special treatment to trim the large slopes due to discontinuous bathymetry, the predicted velocities near to building walls where abrupt change of bed elevation occurs are significantly higher (5-10 times) than those in other areas with smooth topography. Such ''big'' velocities are caused by numerical rather than physical reasons. In reality, the water gains momentum when falling off a roof, but most of the gained momentum is in the vertical direction and will be dissipated when water hits the ground, which does not necessarily lead to the increase of horizontal velocities. However, these ''big'' velocities effectively control the model stability, leading to the use of much smaller time steps, as shown in Figure 16 . This inevitably affects the computational efficiency of the model.
Laboratory-Scale Flash Flood Onto a Simplified Urban District
This urban flash flood experiment was carried out by Testa et al. [2007] as part of the joint European IMPACT (Investigation of extreMe flood Processes And unCerTainty) project. The physical model is a 1:100 representation of the Toce River valley built in the CESI facility in Milan, Italy. Cubic concrete blocks with a side length of 15 cm were placed in a staggered layout to represent buildings, as shown in Figure 17 . The inflow hydrograph (total discharge at the inlet), as shown in Figure 17 , was controlled by a head tank located at the left-hand side of the valley [Testa et al., 2007] , which was referred to as the ''low'' discharge in Testa et al. [2007] . The water depth was continuously measured at 10 gauge points during the 60 s of the experiment; the locations of the gauges are also illustrated in Figure 17 . Open boundary conditions are imposed at the downstream (right) end of the valley.
The Manning coefficient is set to 0.0162 s m 21=3 as suggested by Testa et al. [2007] . by the buildings and a reflected shock is developed. Meanwhile, a significant amount of floodwater bypasses the built area through the two sides of the valley. Flood depth starts to decrease after the peak flow has passed. Figure 19 further verifies the current simulation results by comparing the predicted time histories of water depth with the measured data and those predicted by alternative models (' 'George'' and ''HR'') . Overall, the current numerical results agree well with the measurements and correctly predict both of the arriving time and peak water depth except for Gauges P6 and P8, where the numerical simulation underestimates the flood peak by 1 and 2 cm, respectively. This may be attributed to the three-dimensional flow phenomena associated with this highly transient and turbulent flow processes that are not able to be captured by the In order to verify the new model's capability in simulating overland flows over real-world topography, a hypothetic rainfall event is assumed and the resulting rainfall-runoff and overland flow processes are simulated using the new SRM model. Constant and uniform rainfall with an intensity of 45 mm/h is assumed to Figure 21 . The rainfallinduced overland flow converges into the streams, river channels, and lower parts of the catchment, which is as expected. Figure 22 presents the time histories of water depth recorded at the four gauges. In order to compare numerical results, simulations are also carried out using alternative models (i.e., ' 'George'' and ''HR'') . From the results, it is observed that ''George'' and ''HR'' perform more consistently than the SRM model and both predict earlier arrival of the flood peaks. To better explain this, the Froude number of the flow predicted by the ''George'' model is plotted in Figure 23 for t 5 2 h. The Froude number is relatively small in almost the entire domain and the flow is predominantly subcritical. It has been concluded that George's Riemann solver tends to overestimate the discharge on slopes when the flow is subcritical and this obviously explains the earlier arrival of flood peaks. The early arrival of flood peaks predicted by the ''HR'' model may be explained by the overestimated discharge caused by the ''waterfall effect'' in this case. The cell size used in the simulation is 5 m and the water depth on the slopes is typically at an order of 0.01 m. As a result, even a gentle slope can lead to variation of bed elevation between neighboring cells larger than the water depth, Figure 22 are qualitatively in line with the mathematical analysis.
In order to compare their computational efficiency, the three different models are implemented in the same GPU-accelerated code base and simulations are all carried out on a NVIDIA Tesla K40 GPU. Table 2 provides the quantitative comparison of the time step count and run time required by the three models. The three different simulations need similar number of time steps to finish the whole simulation. Unlike the urban rainfall experiment test previously considered, the ''George'' model does not require much more time steps than the other two models because the time steps are more controlled by the largest water depth in the river channels rather than the flow velocity for this specific case. In terms of run time, the new ''SRM'' model consumes 199 min to finish the 10 h simulation, about 40% more than the 137 min as required by the ''HR'' model. The computational efficiency between the two models is therefore comparable and the new SRM implementation does not necessarily lead to substantial increase of computational cost. On the other hand, the ''George'' model is found to be nearly 3 times slower than the current SRM model due to the complexity of the Riemann solver.
Conclusion
This paper discusses in detail the existing challenges encountered in overland flow simulations and proposes new discretization schemes to deal with these challenges, and subsequently implement these new schemes to devise a hydrodynamic overland flow model with much improved numerical accuracy and stability, as well as computational efficiency. The improved model has the following key features:
1. Through implementation of a novel surface reconstruction method (SRM), the current hydrodynamic overland flow model is able to correctly compute the bed slope source terms in the limit of disappearing water depth, maintain numerical stability for simulations over rough terrains with abrupt change of bed profiles, and preserve the lake at rest solution with wetting and drying. 2. An implicit scheme is proposed to discretize the strongly nonlinear friction source terms, allowing correct recovery of the theoretical equilibrium state of the shallow flows when water depth is small and friction becomes dominant. This new implicit friction discretization scheme allows accurate and stable simulations using ''normal'' time steps controlled by the CFL condition, effectively improving computational efficiency. 3. When incorporating with a classic Riemann solver solving the homogeneous SWEs (e.g., the HLLC approximate Riemann solver as adopted in this work), the new model is able to give correct prediction of mass flux, i.e., unit discharge, on slopes in the limit of disappearing water depth.
These features are essential for accurate, stable, and efficient simulation of overland flows and flash floods which usually involves very shallow water flowing downhill. Theoretical analysis and numerical simulations show that certain models solving the SWEs, such as the hydrostatic reconstruction scheme [Audusse et al., 2004] and the augmented Riemann solver [George, 2008] , are not simultaneously equipped with all these numerical features and therefore may not be able to accurately simulate overland flows.
The overland flow and surface flood model developed in this work resolves the aforementioned numerical challenges and has all of the above positive features in a single code base. The model is validated against several test cases and produced numerical results that agree closely with analytical solutions or experimental measurements. The stability and efficiency of the current model has been further demonstrated by simulating a hypothetic rainfall event in the Haltwhistle Burn catchment.
The proposed new discretization schemes are easy to implement and independent of the Riemann solver being used and provide great flexibility for the users to develop or improve their own models. Although the current model is developed and tested on uniform Cartesian grids, the overall mathematical and numerical framework is compatible with and can be extended readily to other types of grids, e.g., unstructured grids.
Appendix A: Overestimation of Mass Flux by Hydrostatic Reconstruction and George's Riemann Solver A1. Overestimation of Mass Flux Due to the ''Waterfall'' Effect In this paper, the HLLC Riemann solver [Toro, 2001 ] is adopted, which is summarized as below. Taking the x direction flux f as an example, the HLLC Riemann solver gives
in which f L 5fðq L Þ and f R 5fðq R Þ are calculated from the left and right Riemann states and S L , S R , and S M the are characteristic wave speeds. f ÃL and f ÃR are the fluxes in the left and right middle regions of the HLLC solution structure, calculated as with the HLL fluxes f Ã provided by the following formula
The formulae for the left and right characteristic wave speeds S L and S R are
in which
The middle characteristic wave speed S M is calculated as
We assume that the left-hand side bed elevation is higher than the right-hand side water level at the cell interface under consideration. The left and right Riemann states after hydrostatic reconstruction are (h L , hu L ) and (0, 0,) respectively. Further assuming that the flow is subcritical, the mass flux given by the HLLC Riemann solver can be obtained as 
