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We draw attention to the existence of “genuine” fidelity gaps in an ancilla-assisted sequential
decomposition of genuinely entangling isometry and unitary operations of quantum computing.
The gaps arise upon a bipartite decomposition of a multiqubit operation in a one-way sequential
recipe in which an ancillary system interacts locally and only once with each qubit in a row. Given
the known “no-go” associated with such a theoretically and experimentally desirable decomposition,
various figures of merit are introduced to analyze the optimal “fidelity” with which an arbitrary
genuinely entangling operation may admit such a sequential decomposition. An efficient variational
matrix-product-operator (VMPO) protocol is invoked in order to obtain numerically the minimal
values of the fidelity gaps incurred upon sequential decomposition of genuine entanglers. We term
the values of the gaps so obtained genuine in the light of possible connections to the concept of the
genuine multipartite entanglement and since they are independent of the ancilla dimension and the
initial states the associated unitaries act upon.
PACS numbers: 03.67.Lx; 03.67.Bg; 03.65.Ta; 02.70.-c; 71.27.+a
I. INTRODUCTION
The reductionist approach in devising clever decompo-
sitions for expressing the physics of multipartite quan-
tum systems in terms of the information associated with
their constituent partitions prevails in all areas of quan-
tum computation and quantum information [1]. Paradig-
matic examples include the Schmidt decomposition for
both states [2, 3] and operators [4, 5] and the canon-
ical decomposition of two-qubit unitaries [6–8]. From
practical point of view, the top-down theoretical search
for such decompositions can provide bottom-up and con-
structive recipes for experimental realization of the orig-
inal quantum compositions. The universal set of unitary
operations already offers the possibility for decomposi-
tion of a generic multiqubit unitary operation in terms
of a quantum circuit made out of one- and two-qubit
gates [9, 10]. However, the decomposition may in gen-
eral require a highly complicated combination of expo-
nentially many gates to invoke and the same qubits can
be touched repeatedly at different stages of the prescribed
decomposition [1]. As such, a blind implementation of
such a recipe may face daunting theoretical and experi-
mental challenges. Nevertheless, efficient implementation
of such genuinely entangling multiqubit operations is es-
sential for the purpose of scalable quantum computation.
In an attempt to facilitate the situation, an ancilla-
assisted decomposition of a genericN -qubit unitary oper-
ation U12···N into a one-way sequence of bipartite ancilla-
qubit unitary operations Uka was proposed by Lamata et
al [11]. According to such a scenario, each qubit is al-
lowed to interact locally and only once with an itinerant
∗ hamed.saberi@lmu.de
ancillary system (e.g., a trapped multilevel atom coupled
to a single mode of an optical cavity in the realm of cav-
ity or circuit QED experiments [12–14]) which intervenes
to convey indirectly the nonlocal content of the origi-
nal global operation throughout the register of qubits
(see Fig. 1). More formally, the sequential decomposition
of U12···Na augmented by an ancillary system a seeks a
sequence of consecutive bipartite decompositions of the
form
U12···Na = (U1a ⊗ 12 ⊗ · · · ⊗ 1N )(11 ⊗ U2a ⊗ · · · ⊗ 1N)
· · · (11 ⊗ 12 ⊗ · · · ⊗ UNa) , (1)
where the right-hand side can also be described by the
shorthand notation
U
seq.
12···Na ≡
N∏
k=1
(⊗
k′<k
1k′
)
⊗ Uka ⊗
(⊗
k′′>k
1k′′
)
. (2)
Note that the presence of the identities 1k’s remind the
point that at step k of the decomposition, the two-body
unitary operation Uka entangles the ancilla a with only
the k’th qubit and leaves the other qubits intact.
A bipartite decomposition of that sort for a generic
genuinely entangling unitary, however, was shown to be
penalized by a non-unitarily decoupling ancilla in the last
step [11]. Various proofs for the impossibility of such a
sequential decomposition have since then been offered:
A reductio ad absurdum proof strategy for such a “no-
go” theorem implied the incompatibility of unitarity of
the last constituent two-qubit operation and the deter-
ministic nature of the decomposition requiring no mea-
surement to be performed on the ancilla [11]. An alter-
native proof relying on an operator-Schmidt decomposi-
tion [4, 5] of the bipartite unitaries suggested the incom-
patibility of the three required constrains in the decom-
position: (i) sequentiality; (ii) unitarity of the bipartite
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Figure 1. Quantum circuit representation of a sequential de-
composition of a nonlocal multiqubit unitary U12···Na into a
sequence of bipartite ancilla-qubit unitaries Uka that act only
on the Hilbert space of qubit k and ancilla a while leaving
other qubits unchanged. The blue dashed-line continuation of
the qubits’ solid lines inside each bipartite unitary emphasizes
the trivial action of the ancilla as an identity operator upon
such qubits. Ancilla states are also shown with solid bold
lines throughout. Note that in order that the desired sequen-
tial decomposition can be realized deterministically without
the need of performing measurement on the ancilla state, a
decoupling ancilla requirement shall be fulfilled on both sides
of the graphical equation. The point has been illustrated by
the blue dashed-line on the left hand side implying the equiv-
alence U12···Na = U12···N ⊗ 1a.
operators Uka; and (iii) the genuinely entangling feature
of all bipartite unitaries not allowing their reduction into
tensor products of non-entangling local unitaries [15]. In
particular, the latter analysis showed that the sequential-
ity violates the genuinely entangling requirement of the
last unitary giving rise to a Schmidt number of unity for
the last unitary.
A different pragmatic perspective on the decomposi-
tion, nonetheless, aimed at relaxing the condition of a
unitarily decoupling ancilla at the price of ending up an
imperfect (less than unity) “fidelity” as a measure of the
quality of the decomposition [15]. Early numerical op-
timization protocols employing the powerful and flexi-
ble variational matrix-product operator (VMPO) [15–21]
technique focused on quantifying such a fidelity or the
degree to which a given global operation can be decom-
posed with subsequent application of bipartite unitary
operations. The method devised an in situ local varia-
tional optimization protocol to find the optimal bipartite
ancilla-qubit operations Uka’s that lead to a sequentially
decomposed version of the original unitary U12···Na whose
action is not perfectly equivalent to U12···Na but is rather
closest to that in some sense. We point out, in analogy
with the paradigm of optimal quantum cloning [22, 23],
approximate or probabilistic implementation of such a
decomposition could yet be essential for various quan-
tum informational tasks and applications [24, 25]. A
Frobenius-norm metric was proposed there as the figure
of merit to quantify the fidelity of such a decomposition.
The numerical analysis gave imperfect fidelity values in-
dependent of the initial states and the ancilla dimension.
In this work we propose another figure of merit to bench-
mark the genuineness of such “gaps” in the fidelities based
on a p-norm metric criterion and compare the outcome to
that of the previously introduced Frobenius-norm metric.
This paper is structured as follows: In Sec. II we
demonstrate that the sequential decomposition naturally
leads to an MPO representation with a bond dimension
equal to the ancilla dimension. Alternatively one could
use an MPO Ansatz for obtaining the optimal bipartite
ancilla-qubit unitaries that lead to the maximal value
of the fidelity within the variational optimization pre-
scription. The Frobenius-norm metric and the VMPO
methodology for obtaining the values of the fidelity gaps
is described in Sec. III. Here we complement our previous
achievements by numerically exploring the scaling of the
fidelity gaps with the number of qubits N . In Sec. IV we
extend the ideas of the sequential decomposition to global
isometries and contrast the issue to that of the unitaries.
A different figure of merit for quantification of the fidelity
gaps based on the p-norm metric is introduced in Sec. V.
Ultimately, Sec. VI contains our conclusions and an as-
sessment of the applicability range of the proposed ideas
in various areas of quantum technologies.
II. MATRIX-PRODUCT OPERATOR
REPRESENTATION OF THE SEQUENTIAL
DECOMPOSITION
We first demonstrate explicitly how the sequen-
tial decomposition outlined in previous section can be
rephrased exactly in terms of the one-dimensional sub-
class of the important hierarchy of tensor network oper-
ators (TNO) [20] namely MPO [16–18, 20, 21]. To this
end, we express each bipartite unitary Uka in terms of a
complete orthonormal basis
Uka =
1∑
ik,jk=0
D∑
αk,βk=1
U ik,αkjk,βk |ikαk〉〈jkβk| , (3)
where Roman (Greek) letters denote qubit (ancilla) in-
dices. Plugging the latter expansion for the bipartite uni-
taries Uka back into the sequential decomposition Eq. (2)
while summing already over the ancilla indices and defin-
ing
∑
αkβk
U ik,αkjk,βk |αk〉〈βk| ≡ U
ik,jk
[k] , (4)
yields
U
seq.
12···Na =
N∏
k=1
∑
ik,jk
U ik,jk[k] ⊗
(⊗
k′<k
1k′
)
⊗ |ik〉〈jk|
⊗
(⊗
k′′>k
1k′′
)
, (5)
3which can, in turn, be cast into an MPO form given by
U
seq.
12···Na =
∑
i1,j1
· · ·
∑
iN ,jN
( N∏
k=1
U ik,jk[k]
)
⊗
( N⊗
k=1
|ik〉〈jk|1k
)
,
(6)
where the trivial action of the identity 1k on the right
hand side has been preserved purposefully to stress the
ultimate effect of the tensor products of the identities in
Eq. (5) arising from the sequential nature of the decom-
position.
The MPO representation just derived allows local ac-
cess to the bipartite unitaries Uka and provide power-
ful tools for representing such multiqubit unitaries as
an efficiently-contractible network of multi-index tensors
with the possibility to be optimized numerically by means
of a variational algorithm with respect to some cost func-
tion. In the following section, we shall elaborate on the
numerical benefits of such a tensor-network representa-
tion upon considering a Frobenius-norm metric for the
calculation of the fidelity gaps associated with an ap-
proximate realization of the sequential decomposition.
III. SEQUENTIAL DECOMPOSITION OF
GLOBAL OPERATIONS WITHIN THE
FROBENIUS-NORM METRIC: THE MAP N → N
In order to examine the precision of the sequential
decomposition, one must be able to provide some rele-
vant figure of merit that measures the distance between
the target global unitary U12···Na and the one arising
from the sequential decomposition U seq.12···Na. A Frobenius-
norm metric [26] was already proposed by the present au-
thor [15] to quantify the fidelity gap as a trace distance in
the Hilbert-Schmidt space of the unitary operators given
by
C(F ) ≡ ‖U12···Na − U
seq.
12···Na‖
2
F
= 2D − 2Re{Tr[U †12···NaU
seq.
12···Na]} , (7)
and minimize the cost function so defined via an itera-
tive variational optimization procedure within the space
of all bipartite unitaries Uka as the variational parame-
ters. Expressing now the target unitary, too, in terms of
the local ancilla and qubits complete orthonormal bases
similar to the one done in Eq. (3) for bipartite unitaries
U12···Na =
∑
i′
1
,j′
1
· · ·
∑
i′
N
,j′
N
∑
α′,β′
U
i′
1
···i′
N
,α′
j′
1
···j′
N
,β′
×|i′1 · · · i
′
Nα
′〉〈j′1 · · · j
′
Nβ
′| , (8)
and defining accordingly
∑
α′,β′
U
i′
1
···i′
N
,α′
j′
1
···j′
N
,β′ |α
′〉〈β′| ≡ U
i′
1
···i′
N
,j′
1
···j′
N
[12···N ] , (9)
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Figure 2. Tensor-network representation of Frobenius over-
lap of MPOs associated with the calculation of the Frobe-
nius cost function Eq. (10) for (a) N → N unitaries and (b)
1 → N isometries. The square boxes represent the bipartite
ancilla-qubit unitaries Uka [more precisely the tensors U[k] in
Eq. (4)], and the rectangular box depicts the target global
unitary U12···N . The links connecting the boxes also represent
either the ancillary or qubit indices that are being contracted
(or summed over). Note that a 1 → N multiqubit isometry
arises as a result of the action of the corresponding unitary
U12···N on some initial state of the ancilla denoted by |φI〉 as
well as those of the qubits |ψI〉 save for the first unitary U[1].
Such contraction on initial states has been depicted by open
circles in (b).
the Frobenius cost function C(F ) in MPO language boils
down to
C(F ) = 2D − 2Re
{
Tr
[ ∑
j′
1
,··· ,j′
N
∑
i1,j1
· · ·
∑
iN ,jN
U
i1···iN ,j
′
1
...j′
N
[12···N ]
†
( N∏
k=1
U ik,jk[k]
)
⊗
( N⊗
k=1
|j′k〉〈jk|
)]}
, (10)
which finds a simple and efficiently contractible graph-
ical representation illustrated in Fig. 2(a). The so-
called VMPO approach proposed by the present author
then aims at finding the optimal U[k]’s minimizing the
Frobenius cost function C(F ) through an iterative lo-
cal variational optimization technique similar to those
already used in the context of matrix-product states
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Figure 3. Quantum circuit representation of two generalized
CNOTs (a) U (1)12···N and (b) U
(2)
12···N introduced in Eq. (13) for
the sake of analyzing the scaling of the Frobenius fidelity gap
with the number of qubits N .
(MPS) [14, 20, 27–33]) in which one optimizes the bi-
partite unitaries Uka one at a time by varying over their
matrix elements while keeping the other unitaries fixed,
and performs several sweeps through the chain until con-
vergence is reached.
The bipartite ancilla-qubit unitaries used in the varia-
tional optimization can in general be expanded in terms
of the complete basis of the generators of SU(2) ⊗ SU(D)
of the form
U[k] = exp
(
−i
3∑
l=0
2D−1∑
l′=0
h
[k]
l,l′σl ⊗ τl′
)
, (11)
where the real-valued coefficients h
[k]
l,l′ are the variational
parameters, σ1, σ2, σ3 denote the usual Pauli sigma ma-
trices with σ0 ≡ 1 the identity matrix, and τl′ are the
generators of SU(D).
Once the convergence is reached and the minimized
value of the cost function C(F ) has been obtained, we
may define the normalized Frobenius fidelity gap of the
sequential decomposition as
G(F ) ≡
C(F )
‖U12···Na‖2F + ‖U
seq.
12···Na‖
2
F
, (12)
where the division by the norms in the denominator en-
sures a value of the gap between zero and one. The re-
sults of the application of the outlined procedure to some
paradigmatic gates of quantum computing were reported
by the author already in Ref. [15] and for the sake of
comparison to the p-norm measure to be introduced in
the subsequent section can be found again in the first row
of Table I.
Since no change was observed upon increasing the an-
cilla dimension to the maximal possible valuesD = 4, the
gaps may be identified as genuine of the gates irrespec-
tive of the ancilla dimension and the initial state they
act upon. The relation to the entangling capabilities and
nonlocal character of the target unitary [34] with an op-
erator entanglement figure of merit [35–37] quantified by
2 3 4 5 6 7 8
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Figure 4. Scaling of the Frobenius fidelity gap G(F ) defined in
Eq. (12) with the number of qubits N for two paradigmatic
generalized CNOTs depicted already in Fig. 3.
the Schmidt strength [5] was also discussed by the present
author in Ref. [15].
As a complementary analysis to the previous achieve-
ments, we now extend it to the cases beyond hitherto
considered three-qubit gates by considering the scaling
of the Frobenius fidelity with the number of qubits N for
two illustrative generalized CNOTs of the form
U
(1)
12···N ≡ C
(N−1)-NOT, (13a)
U
(2)
12···N ≡
N∏
k=1
C(k)-NOT⊗
( N−1⊗
k′=k+2
1k′
)
, (13b)
depicted schematically in Fig. 3. Figure 4 illustrates the
results of the application of the VMPO optimization for
the calculation of the fidelity gaps for such gates up to
N = 8 qubits and with ancilla of dimension D = 2. For
U
(1)
12···N an asymptotically vanishing value of the gap is
observed upon increasing the number of qubits. Such a
behavior might be understood in terms of the fact that
U
(1)
12···N tends to an identity operator of dimension 2
N×2N
as N increases. On the contrary, for U
(2)
12···N the gap sat-
urates to a fixed value for large N . We have investigated
numerically that the matrix representation of a multi-
qubit gate of the form U
(2)
12···N in computational basis re-
mains almost the same for all values of N > 2, which
explains the observed behavior.
IV. SEQUENTIAL DECOMPOSITION OF
GLOBAL ISOMETRIES WITHIN THE
FROBENIUS-NORM METRIC: THE MAP M → N
Here we consider the possibility of sequential decom-
position of a global isometry, i.e. the map M → N when
5M < N and calculate the fidelity gaps within the numer-
ical framework described in the last section. Two distinct
cases are then identifiable:
(i) The map 1→ N : For this, one aims at a sequential
decomposition of a global isometry with M = 1, which
unlike the N → N map associated with the genuinely
entangling N -qubit unitaries was proved to be always
possible if the ancilla dimension is large enough [11]. In
this case, the corresponding index of only the first qubit
for both the target and the sequentially decomposed op-
erations is free and the rest are contracted with some ini-
tial state of the qubits |ψI〉. Here an initial state of the
ancilla |φI〉 shall be also considered. The modified over-
lap pattern is depicted in Fig. 2 (b). We have applied
our numerics for the case 1 → 3 to Toffoli and Fredkin
gates and the gap vanished even with D = 2. However,
we have also considered some randomly-generated 1 → 3
isometries and have realized that a nonvanishing fidelity
gap arises with D = 2 and this is not, though, in con-
tradiction with the fact that an 1 → N map can always
be decomposed sequentially with perfect fidelity, since
it could yet require higher ancilla dimension. When we
tried out D = 4 for these gates, the gap disappeared, as
expected.
(ii) The map M → N when 1 < M < N : This may
or may not be decomposed sequentially, as demonstrated
in Ref. [11]. The numerical framework remains the same
as the case of 1 → N except that one would contract on
some initial states of the qubits for the last N −M qubit
indices on both the target and the sequential isometries.
Our numerics imply that, for example, the map 2 → 3
for Toffoli incurs no gap with D = 4, whereas randomly
generated 2 → 3 isometries lead to non-vanishing gaps
even with the maximal possible ancilla dimension, i.e.,
D = 4, in complete agreement with the theoretical claims
of Ref. [11].
V. SEQUENTIAL DECOMPOSITION OF
GLOBAL UNITARIES WITHIN THE p-NORM
METRIC
In this section we introduce another figure of merit for
quantification of the fidelity gaps. The aim is to study
the sequential decomposition of unitaries in terms of the
p-norm of operators instead of the Frobenius one. The
same numerical framework developed for the Frobenius
metric applies to the present context, too, except that
the Frobenius-norm metric shall be replaced by a p-norm
(p = 2) in the corresponding cost function of Eq. (7) to
define a p-norm cost function of the form
C(p) = ‖U12···Na − U
seq.
12···Na‖
2
2 . (14)
The p-norm of a matrix A is defined by [38]
‖A‖p = max
x 6=0
‖Ax‖p
‖x‖p
, (15)
and in the specific case that p = 2, it finds the char-
acterization ‖A‖2 = ρ(A
†A)1/2, where ρ denotes the
spectral radius [39]. Alternatively, it is known that
‖A‖2 = maxi(σi) where σi’s are the singular values of
A [38].
For the normalization of the p-norm fidelity gap, we
make use of the triangular inequality valid for the p-norm
according to which [38]
‖A+ B‖2 ≤ ‖A‖2 + ‖B‖2 . (16)
As a result, the induced normalized p-norm fidelity gap
may be defined through
G(p) ≡
C(p)
(‖U12···Na‖2 + ‖U
seq.
12···Na‖2)
2
, (17)
and is thus guaranteed to change between zero and 1.
On the other hand, it is known that the 2-norm of
any unitary matrix is 1. So the normalization factor in
this case is always 4, irrespective of the dimension of the
unitaries. Note that in the Frobenius norm case, the
normalization factor used to grow with the dimension
of the matrices, whereas in the 2-norm case it remains
constant.
It is clear from the definition (15) that computing p-
norm is a nonlinear optimization problem over CN with
a non-convex objective function and the possibility of en-
countering local extrema [40]. It is a well-known issue in
numerical analysis that 2-norm computation is iterative
and decidedly more complicated than the computation of
Frobenius norm, 1-norm or ∞-norm [38, 40]. In the cur-
rent context, the complexity yet grows with increasing
the number of qubits.
The second row of Table I illustrates the results of
the variational minimization of the p-norm cost function
for obtaining the p-norm fidelity gap G(p) associated with
several paradigmatic two- and three-qubit gates and with
the maximal ancilla dimension D = 4. Owing to the
above-mentioned numerical instability associated with
the calculation of p-norm and to achieve reliable pre-
cision, an average value from a multitude of computer
runs has been reported here. Quite interestingly, the p-
norm gaps follow the same trend as the previously studied
Frobenius one: The two locally equivalent gates CNOT
and CZ give the same gap, as expected. The smallest and
largest gap among two-qubit gates again corresponds to
CPHASE and SWAP, respectively. Furthermore, larger
values of the gaps compared to the Frobenius measure ap-
pear here for three-qubit gates Toffoli and Fredkin which
might be rooted in the constant normalization factor
employed in the case of the p-norm metric in contrast
to the increasing one in the Frobenius norm measure.
Motivated by such a behavior, the new definition for the
“renormalized” Frobenius-norm fidelity gap denoted by
G˜(F ) takes the form
G˜(F ) ≡
C(F )
(‖U12···Na‖F + ‖U
seq.
12···Na‖F )
2
, (18)
6Table I. The values of the fidelity gaps for various paradig-
matic two- and three-qubit gates according to the Frobe-
nius norm G(F ), p-norm G(p), and the renormalized Frobenius
norm metric G˜(F ) with ancilla of dimension D = 4.
U12···N : CNOT CZ CPHASE SWAP Toffoli Fredkin
G(F ): 0.2929 0.2929 0.0761 0.50 0.25 0.25
G(p): 0.1480 0.1480 0.045 0.5001 0.4512 0.5125
G˜(F ): 0.1464 0.1464 0.0381 0.25 0.125 0.125
with the results in the last row of Table I. With such
normalization scheme, the p-norm gaps remain smaller
than the Frobenius one, in complete agreement with the
inequality ‖A‖2 ≤ ‖A‖F already known from linear alge-
bra [38].
VI. CONCLUSIONS AND OUTLOOK TO
FURTHER RESEARCH
In conclusion, we have drawn attention to the emer-
gence of “genuine” fidelity gaps upon a sequential decom-
position of genuinely entangling unitary and isometry op-
erations. A flexible theoretical and numerical framework
based on the efficient VMPO formalism for quantifying
the values of the gaps within the Frobenius and p-norm
metric has been introduced. The values of the fidelity
gaps may be utilized for characterizing the entangling
(and disentangling) properties of multiqubit unitary op-
erations. Unveiling possible connections between the gen-
uine fidelity gaps so obtained and the concept of genuine
multipartite entanglement might shed light on the impor-
tant issue of characterization of the genuine multipartite
entanglement. We point out, despite the “no-go” associ-
ated with a deterministic implementation of the sequen-
tial decomposition, possible probabilistic implementation
of such a decomposition remains yet an open issue.
An exciting application of the sequential decomposi-
tion might be realized in the context of quantum key dis-
tribution (QKD) protocols utilizing the associated “no-
go” for developing effective protection schemes against
possible public key disclosure threats in the light of the
well-accepted Bennett-Brassard 1984 (BB84) quantum
cryptography protocol [41] employing another “no-go”
forbidding the cloning of quantum information [42].
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