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2 Kriging EGO . 3
. 4 , EGO .
5 , 6 .





, [2, 7, 8].
Kriging , $x$ $Y(x)$ ,
$Y(x)=h(x)^{T}\beta+\eta(x)+\epsilon$ (1)
. , $\epsilon$ . $h(\cdot)=(h_{1}(\cdot), \ldots, h_{p}(\cdot))^{T}$ ,
$\beta_{t}=(\beta_{1}, \ldots,\beta_{p})^{T}$ . $P$ .
. $h(x)=(1,x)^{T}$ . $\beta=(h,\beta_{1})^{T}$ , $h(x)^{T}\beta=h+\beta_{1}x$ . , $\eta(x)$
, $0$ , $\eta(x)$ $\eta(x’)$
$Cov\{\eta(x),\eta(x’)\}=\sigma_{\eta}^{2}c(x,d)$ (2)
. , $\sigma_{\eta}^{2}$ , $c(x, x’)$ .
2 $\eta(x),$ $\eta(x’)$ , [8].
$x_{o}$ $Y(x_{o})$ . $x^{(1)},$ $\ldots$ , $x^{(n)}$ , $Y=(Y(x^{(1)})$ ,
..., $Y(x^{(n)}))^{T}$ . , $h(\cdot)$
$H=(\begin{array}{l}h(x^{\{1)})^{T}\vdots h(x^{(n)})^{T}\end{array})$ (3)
. $Y(x_{0})$ $Y(x^{(1)}),$
$\ldots$ , $Y(x^{(n)})$ $nx1$ $r(x_{o})$ ,
$n$ $R$ , $r(x_{0})$ $k$ $R$ $(i,j)$
$[r(x_{o})]_{k}=\sigma_{\eta}^{2}c(x_{0}, x^{(k)})$ (4)
$[R]_{\{,\dot{f}}=\sigma_{\eta}^{2}c(x^{(i)},x^{(j)})+\sigma_{\epsilon}\delta_{1\dot{O}}$ (5)
. , $\delta_{i_{\dot{\theta}}}$ $i=j$ 1, $i\neq j$ $0$ . , $\sigma_{\epsilon}$ $\epsilon$
. , (Best Linear Unbiased Predictor, BLUP)
$\hat{Y}(x_{o})=h(x_{o})^{T}\hat{\beta}+r(x_{o})^{T}R^{-1}(Y-H\hat{\beta})$ (6)
. $\hat{\beta}$ , $\hat{\beta}=(H^{T}R^{-1}H)^{-1}H^{T}R^{-1}Y$ . $Y$
$Y^{\uparrow}(x_{o})=[Y(x_{o})|Y]$ , $E\{Y^{t}(x_{o})\}$ (6)
.








. Jones [3] Kriging ,
EI . EI




$Y$ $Y\dagger(x)$ $N(\hat{Y}(x), s^{2}(x))$ . $\hat{Y}(x)$ ,
$s^{2}(x)$ BLUP, MSE . $x$ ,
$I(x)= \max\{Y_{m1n}-Y\dagger(x),0\}$ (8)
. $I(x)$ $x$ . $EI(x)=E\{I(x)\}$
,
$EI(x)=(Y_{\min}-\hat{Y}(x))\Phi(\frac{Y_{m1n}-\hat{Y}(x)}{s(x)})+s(x)\phi(\frac{Y_{m1\mathfrak{n}}-\hat{Y}(x)}{s(x)})$ (9)
















$s$ , $q_{1}(\cdot),$ $\ldots$ , $q_{\iota}(\cdot)$ . $q_{\epsilon}(\cdot)$
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$q_{t}=(q_{t}(x_{t}^{(1)}), \ldots, q_{t}(x_{t}^{(n_{t})}))^{T}$ .
$q_{1}(x)=\zeta_{1}(x)$ (11)
$q_{t}(x)=\rho_{t-1}q_{t-1}(x)+\zeta_{t}(x)$ $(t=2, \ldots, s)$ (12)
. , $\rho_{t-1}$ | . , $\zeta_{t}(x)$ $q_{l-1}(\cdot),$ $\ldots$ , $q_{1}(\cdot)$ $Kri\dot{g}ng$
. , , , ,
(1) $\epsilon$ .
, $q_{1},$ $\ldots$ , $q_{\iota}$
$q_{l}(\cdot)$ . $n_{\epsilon um}= \sum_{k=1}^{\epsilon}n_{k}$ , $\zeta_{t}(\cdot)$
. $[q_{*}(\cdot), q_{f}, \ldots, q_{1}]$ $(1+n_{\epsilon um})$ .











, . $t(t=1, \ldots, s)$
t} ,
. $t$ $Y_{t}(\cdot)$ $Y_{t}()=y_{0}(\cdot)+\epsilon_{t},$ $\epsilon_{t}\sim N(O, \sigma_{t}^{2})$ . , $y_{0}(\cdot)$
, $\epsilon_{t}$ , $\sigma_{t}^{2}$ .






, 2 . ,
, . , ,
. ,
(13) . , 1
.
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Kennedy . $t$ , $x$
$Y_{t}(x)$ ,
$Y_{1}(x)=Z_{1}(x)$ (14)
$Y_{t}(x)=\rho_{t-1}Y_{t-1}(x)+Z_{t}(x)$ $(t=2, \ldots, s)$ (15)
. $\rho_{t-1}$ , $Z_{t}(\cdot)$ Kriging ,
$Z_{t}(x)=h(x)^{T}\beta_{t}+\eta_{t}(x)+\epsilon_{t}$ (16)
. $\beta_{t},$ $m(\cdot),$ $\epsilon_{t}$ $t$ , ,
. , $\eta_{t}(\cdot)$ $0$ ,
$Cov\{\eta_{\mathfrak{t}}(x),rn(x’)\}=\sigma_{\eta,t}^{2}\text{ ^{}I},(x, x’)$ (17)
$q(x, x’)=\exp\{-\gamma_{t}(x-x’)^{T}(x-x’)\}$ (18)
. $\sigma_{\eta,t}^{2},$ $c_{t}(x, x’)$ $t$ , . ,









. $t$ $x_{t}^{(1)},$ $\ldots,x_{t}^{(n_{t})}$
, $Y_{t}^{\mathfrak{n}\iota}=(Y_{t}(x_{t}^{(1)}), \ldots, Y_{t}(x_{t}^{(n_{t})}))^{T}$ .
1 Kriging . $Y_{1}$
$Y_{1}^{1}(x)$ , $Y_{1}(x)$ BLUP . (6)




. , $H_{1},$ $r_{1},$ $R_{1}$ } (3), (4), (5) . , $x=x’$ ,
(19) 1 MSE , $s_{1^{2}}(x)=C_{1}(x, x)$ .
, $t(\geq 2)$ . $t$ $x_{t}^{(1)}$ , . .. , $x_{t}^{(n_{\ell})}$
, $t-1$ $Y_{t-1}^{\dagger}=(Y_{t1}^{\underline{\dagger}}(x^{(1)}), \ldots, Y_{t-1}^{1}(x_{t}^{(n\ell)}))^{T}$
. , $Y_{t-1}^{\dagger}$
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$Y_{t}^{n_{l}}$ , . (15) ,
$Y_{t}(x_{o})=\rho_{t-1}Y_{t-1}(x_{o})+h(x_{o})\beta_{t}+\epsilon$ . $Y_{t}(x_{o})$ BLUP .
$\hat{Y}_{t}(x_{o})=a(x_{o})^{T}Y_{t}^{n_{t}}$ (20)
, $MSE\{\hat{Y}_{t}(x_{o})\}$ $a(x_{o})$ .
$| \min_{s.t}$ $E\{a(x_{o})^{T}Y_{t^{t}}^{n}-Y_{t}(x_{o})\}=0E\{(a(x_{o})^{T}Y_{t}^{n_{\ell}}-Y_{t}(x_{o}))^{2}\}$ (21)
$Y_{t}(x_{0})$ (xt(l)), . .., $Y_{t}(x_{t}^{(n_{l})})$ $r_{t}(x_{o})$ ,
, $r_{\ell}(x_{o})$ $k$ (i,
$[r_{t}(x_{o})]_{k}=\rho_{t-1}^{2}C_{t-1}(x_{0},x_{t}^{(k)})+\sigma_{t}^{2}c_{t}(x_{0},x_{t}^{(k)})$ (22)
$[R_{t}]\cdot,\dot{f}=\rho_{t-1}^{2}C_{\ell-1}(x_{t}^{(:)},x_{t}^{(j)})+\sigma_{t}^{2}c_{t}(x_{t}^{(:)},x_{t}^{(j)})+\sigma_{e}\delta_{1j}$ (23)
. , $t$ $(x^{(1)}),$ $\ldots$ , $(x_{t}^{\langle \mathfrak{n}_{t})})$ $t-1$ BLUP $\hat{Y}_{t-1}^{k}=$
$(\hat{Y}_{t-1}(x^{(1)}), \ldots,\hat{Y}_{t-1}(x_{t}^{(n\ell)}))^{T}$ , $g_{t}(x_{o})=(\hat{Y}_{t-1}(x_{0}), h(x_{o})^{T})^{T},$ $F_{t}=(\hat{Y}_{t-1}^{n}, H_{t})$
, (21)
$| \min_{8.t}$ $F_{t}^{T}a(x_{o})-g_{t}(x_{o})=0a(x_{o})^{T}R_{t}a(x_{o})-2a(x_{o})^{T}r(x_{o})$ (24)
. , $a(x_{o})$ , $t$ BLUP
$\hat{Y}_{t}(xo)=g_{t}(x_{0})^{T}b+r_{t}(x_{o})^{T}R_{t}^{-1}(Y_{t}^{n}-F_{t}b)$ (25)
. , $b=(F_{t}^{T}R_{t}^{-1}F)^{-1}F_{t}^{T}R_{t}^{-1}Y_{t}^{\mathfrak{n}\iota}$ .
, $C_{t}(x, x’)=Cov\{Y_{t}^{\dagger}(x),Y_{t}^{\dagger}(x’)\}$ ,
$C_{t}(x_{0},x_{0}’)=\rho_{t-1}^{2}C_{t-1}(x,x’)+\sigma_{t}^{2}q(x,x’)-r_{t}(x)^{T}R^{-1}r_{t}(\cdot x’)$
$+(g_{t}(x)-F_{t}^{T}R_{t}^{-1}r_{t}(x))^{T}(F_{t}^{T}R_{t}^{-1}F)^{-1}(g_{t}(x’)-F_{t}^{T}R_{t}^{-1}r_{t}(x’))$ (26)
. $x=x’$ , (26) /t MSE , $s_{t^{2}}(x)=C_{t}(x,x)$ .
4.2
, Kennedy [5] . $t$
2 . 1 , 1, ... ,t-l
. $t$




1 $\beta_{1},$ $\sigma_{\eta,1}^{2},$ $\sigma_{\epsilon,1}^{2},$ $\gamma_{1}$ . $\Sigma_{1}^{2}=\sigma_{\eta,1}^{2}+\sigma_{\epsilon,1}^{2},$ $\tau_{1}=+_{\Sigma_{1}}^{\sigma_{1}^{2}}$ ,
$R_{1\overline{\Sigma}_{1}^{7}}^{n1}=R_{1}$ , $R_{1}^{*}$ 1, $\tau_{1}c_{1}(x^{(i)}, x^{(j)})$ . 1
,
$l_{1}(\beta_{1}, \Sigma_{1}^{2},\tau_{1},\gamma_{1})\infty-n_{1}\log\Sigma_{1}^{2}-\log|R_{1}^{*}|+\Sigma_{1}\tau^{1}(Y_{1}^{n_{1}}-H_{1}\beta_{1})^{T}R\ddagger^{-1}(Y_{1}^{\mathfrak{n}_{1}}-H_{1}\beta_{1})$ (27)
, $\beta_{1}$ $\tau_{1}$ $\hat{\beta}_{1}=(H_{1}^{T}R_{1}^{-1}H_{1})^{-1}H_{1}^{T}R_{1}^{-1}Y_{1}^{n_{1}},$ $\Sigma_{1}^{2}^{\wedge}=\frac{1}{n_{1}}(Y_{1}^{n_{1}}-$
$H_{1}\beta_{1})^{T}R_{1}^{*-1}(Y_{1}^{n_{1}}-H_{1}\beta_{1})$ . (27) , $\eta,$ $\gamma_{1}$ .
, $\{\hat{\tau}_{1},\hat{\gamma}_{1}\}=$ arg $\min$
$0<\eta<1,\gamma 1>0$
{ $n_{1}$ log $\hat{\tau}_{1}+\log|R_{1}^{*}|$ } } .
$t$ , $\beta_{t},$ $\sigma_{\eta,t’}^{2}\sigma_{\epsilon,t}^{2},$ $\gamma_{t},$ $\rho_{t-1}$ . $T_{t}=Y_{t}^{\mathfrak{n}}-\rho_{t-1}M_{\ell-1}$
,
$l_{t}(\beta_{t},\sigma_{\eta,t}^{2},\sigma_{e,t}^{2},\gamma_{l},\rho_{t-1})\infty-\log|R|+(T_{t}-H_{t}\beta_{t})^{T}R^{-1}(T_{t}-H_{t}\beta_{t})$ (28)
. $\beta_{t}$ $\hat{\beta}_{t}=(H_{t}^{T}R_{t}^{-1}H_{t})^{-1}H_{t}^{T}R_{t}^{-1}T_{t}$ . (28)




$n_{t}^{\langle add)}$ . ,
. $D_{t}=\{(x_{t}^{(i)}, Y_{t}(x_{t}^{(i)}))|i=1, \ldots,\eta\}$
.
1 EGO .




(1.2) $D_{1}^{(j)}$ $\hat{Y}_{1}(x),$ $s_{1^{2}}(x)$ , EI(X) . $j>n_{1}^{(add)}$
. $j\leq n_{t}^{(add)}$ (1.3) .
(1.3) $x_{1}^{n\epsilon w}= \arg\max\{EI(x)\}$ . $D_{1}^{(j+1)}=D_{1}^{(j)}\cup\{(x_{1}^{new},Y(x_{1}^{ncw}))\}$ ,
$j=j+1$ , (1.2) .
$t(\geq 2)$ EGO .
$(t.1)j=0$ . $t-1$ $EI(x)$ ,
$x_{t}^{(1)},$
$\ldots$ , $x_{t}^{t^{1\mathfrak{n}i)}}$ , $D_{t}^{(0)}=\{(x_{t}^{(i)},Y_{t}(x_{t}^{(i)}))|i=1, \ldots,n_{t}^{(1ni)}\}$ .
$(t.2)D_{t}^{(j)}$ $Y_{t-1}^{\dagger}$ , $\hat{Y}_{t}(x),$ $s_{t^{2}}(x)$ , $EI(x)$ .
$i>n_{t}^{(add)}$ . $i\leq n_{t}^{(add)}$ $(t.3)$ .
$(t.3)$ $x_{t}^{new}=$ arg $\max\{EI(x)\}$ . $D_{1}^{(j+1)}=D_{1}^{(j)}\cup\{(x_{t}^{\mathfrak{n}\epsilon w},Y(x_{t}^{new}))\}$ ,





1 $f(x)=x^{2}-10\cos(2\pi x)+10(-5.12\leq x\leq 5.12)$ , ( $x^{*}=0,$ $f(x^{*})=0$)
, 2 , .
1 , 2 .
$\sigma_{1}^{2}=2^{2},$ $\sigma_{2}^{2}=1^{2}$ , . $h(x)^{T}\beta=\beta$
( ) . , $[-5.12,5.12]$
101 , $x^{\langle 1)}=-5.12,$ $\ldots,x^{(101)}=5.12$ .
1. 2 $n_{1}^{(in1)},$ $n_{2}^{t^{1ni)}}$ $n_{1}^{(add)},$ $n_{2}^{(add)}$
1 . 1
. , (Al, A2, A3)
50 .
$y_{\min}= \min\{y(x_{1}^{(1)}), \ldots,y(x_{1}^{(\mathfrak{n}_{1})}),y(x_{2}^{(1)}), \ldots,y_{1}(x_{2}^{(n_{2})})\}$ (29)
. 50 $y_{\min}^{(1)},$ $\ldots$ , $y_{\min}^{\langle 50)}$ $E\{y_{\min}\}$ $V\{y_{\min}\}$
. 1 .
, .
$n^{t^{1ni)}}$ , $n^{(add)}$ . ,
$y_{\min}$ . (Bl, B2, B3, B4)
2 , (Cl, C2, C3, C4)
3 . , 1 (A2), 2 (B2), 2 (C2)
$y_{m1\mathfrak{n}}^{(i)}(i=1, \ldots, 50)$ 1, 2. 3 . $y_{\min}^{(:)}$ $\bullet$ , $f(x)$
.
X 1: Evaluation of ymin by different prediction data
$\ovalbox{\tt\small REJECT} n(i^{n1}-)n_{1}^{(add)}n_{2}^{(i\mathfrak{n}i)}n_{2}^{(add)}E\{y_{\min}\}V\{y_{m\ln}\}$
(A1) 15 5 7 3 2.485 12.03
$\ovalbox{\tt\small REJECT}(A3)15510110481312(A2)155821..65410..78$
X 2: Evaluation of $y_{\min}$ X 3; Evaluation of $y_{\min}$
by low prediction data by high prediction data
$\overline{\ovalbox{\tt\small REJECT} n^{(inj)}n^{(add)}E\{y_{\min}\}V\{y_{\min}\}}$ $\underline{\overline{n^{(|n|)}n^{(add)}E\{y_{\min}\}V\{y_{\min}\}}}$
$\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}(B2)152509411725(B1)10301....01913...\cdot 25(B3)202006801547(B4)251500221291$ $\frac{(C1)8124....41422....52}{\frac{\frac(C2)101024681693(C3)12825171589}{(C4)15525202044}}$
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1 2, 3 , $y_{\min}$ . 2, 3
$x^{r}=0$ ymin . , 2 ,
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