Introduction
In this note we establish symmetry results of Gidas-Ni-Nirenberg type for viscosity solutions of the equation (R), (1.3) (this is equation (1.2) corresponding to λ = Λ = 1) in a ball are necessarily radial, or more generally, if the domain is symmetric with respect to a hyperplane then the solutions have the same symmetry. Related results for (1.3) in the whole space and exterior domains were obtained by C. Li [16] , W.
Reichel [21] , and B.Sirakov [23] , under the supplementary hypothesis that f is nonincreasing in a right neighbourhood of zero. Symmetry results in the spirit of Gidas, Ni and Nirenberg for classical solutions of fully nonlinear equations of type (1.1) were obtained by C. Li [16] . Extensions and simple proofs of these results are due to Berestycki and Nirenberg [7] .
An essential hypothesis in [7] is that the operator F is C 1 in the matrix of the second derivatives of u ∈ C
(O) ∩ C(O).
This prevents applying these results to important classes of equations, such as equations involving Pucci's operators, Bellman or Isaacs equations. On the other hand, symmetry result was proved for viscosity solutions of (1.1), without differentiability assumption on F , by Badiale [2] (see also Badiale-Bardi [3] for results on general first-order equations), under the hypothesis that the operator F satisfies a comparison principle. This is a quite strong assumption, which essentially requires that the operator F is nonincreasing with respect to u or at least convex in the (Du, D 2 u) variables, (cf. Section 5 in [13] ). It is our purpose here to join together and extend the above quoted results. We are going to show that the moving planes method of Alexandrov [1] and Serrin [22] , in its version developed in [7] , can actually be adapted to work in the setting of viscosity solutions and general equations (1.1).
Before proceeding to the precise statements, let us recall that existence and uniqueness of viscosity solutions of boundary-value problems of type (1.1) has been very extensively studied for proper operators, see for example [13] , [11] , [12] . Quite recently existence of solutions of non-proper equations of type (1.2) was established by Felmer-Quaas [14] and Quaas-Sirakov [19] . In particular, in [14] it was shown that the Dirichlet problem for (1.2) in a ball has a positive radial solution when f has some power growth at infinity. It follows from our result that actually any positive solution is radial. It is well-known that proving symmetry for solutions is an important step towards proving uniqueness in the non-proper case.
Next we list our assumptions on the nonlinearity F .
(H1) (Regularity) For all R > 0 there exists a constant K R > 0 and a
(H2) (Uniform ellipticity) There exists κ > 0 such that, for any
It is standard to show that (H1) and (H2) imply the following assumption. Actually, (H1)-(H2) reduce to (H3) when F is independent of x.
(H3) for any R > 0 there exists a constant
with λ, Λ depending on K R and κ.
Another example we have in mind is the standard quasilinear equation
where B is a n × n real symmetric matrix and H a continuous function. 
We consider the following hypothesis.
(O k ) O is convex in the direction x k , symmetric with respect to the hyperplane {x k = 0}, and for all M ∈ S
and F is nonincreasing in x k for x k > 0.
Then we have the following theorem.
is bounded, and assume (H1), (H2), and Next, we turn to symmetry in unbounded domains for autonomous equations.
In [4] Badiale and Bardi showed that positive solutions of a large class of (not necessarily uniformly) elliptic equations in R n or exterior domains are asymptotically radial, that is, level sets of the solutions approach spheres as |x| goes to infinity. The following theorems can be seen as completion of these results for uniformly elliptic equations and symmetric domains, for which we can show that all level sets are spheres.
Then u is radial and strictly decreasing in |x|.
The proof of Theorem 1.2 is a particular case of the proof of the following more general result on symmetry in exterior domains.
for some a > 0. Suppose in addition that for all x ∈ ∂B and for all directions
Proofs
We first show that under ( 
If in addition F is nonincreasing with respect to u then c ≤ 0 in O.
We first make some comments. The strategy of the proof of Proposition 2.1 is similar to the one of the comparison principle for fully nonlinear operators (see [13] (O) andx ∈ O be a local minimum of w − φ, say in B(x, r) for some r > 0.
For all ε > 0, we introduce the auxiliary function
, standard arguments show that
, we know that (cf. [13] ),
and
The key point is to estimate
To this end we first choose α = ε 2 and we are use Lemma 2.2 in [6] which says the following : if the matrices X, Y satisfy
A slight modification of the arguments in [6] 
) . Now we are ready to estimate
. By using (H1) − (H2) together with the inequality (2.11) for t = 0, we get
where R = max(||u 1 || ∞ , ||u 2 || ∞ ) . In the last inequality, the "bad" term is K R |x − y|||Y || since the estimates on the test-function φ does not ensure that this term converges to 0. However, this term is controlled by the "good" term Tr(Y 2 ) in the following way: by Cauchy-Schwarz's inequality
And this estimate is now sufficient since we know that |x − y| 2 ε 2 → 0 as ε → 0. Thus by letting ε → 0 we are lead to
otherwise, so the conclusion follows. A fundamental tool in the theory of strong and viscosity solutions of elliptic equations is the Alexandrov-Bakelman-Pucci (ABP) estimate, a version of which we quote next. 
(2.12)
Then there exists a constant C * depending only on λ, Λ, |b|, and diam(O), such that
Proof. This is a consequence of Proposition 2.12 in [11] (the proof of which is due to Trudinger). To link the notations in this paper with those in [11] we note that M 
Proof. We apply Proposition 2.2 to
, from which the result follows.
The following regularity result is a variation of the C 1,α -regularity result proven by Caffarelli [9] in the case when F depends only on D 2 u and by Swiech [24] and Wang [25] in the general case of a proper equation. some α ∈ (0, 1) . Proof. This theorem was proven in [24] under the supplementary assumptions that the constant L R in (H3) is independent of R and that F is nonincreasing in u.
Proposition 2.4 Let O ⊂ R n be a bounded domain and assume that F satisfies (H3). Let u ∈ C(O) be a viscosity solution of
In order to reduce to result of [24] , suppose that the solution verifies |u| ≤ K. We set
Then F 0 is globally Lipschitz with respect to u. We notice that u is a solution also of
If k is large enough the operator F 0 − ku is proper, thus we can apply the result in [24] and we can conclude.
The next proposition asserts the existence of a principal eigenvalue and a principal eigenfunction for an operator without zero-order term. We shall also use the fact that the principal eigenvalue goes to infinity as the measure of the domain goes to zero.
Proposition 2.5 Suppose O is a bounded smooth domain. Then there exists a number
Proof. In the case b = 0 this result was proved by Quaas in [18] , see also [8] .
Essentially the same proof works for any b, since, by the known existence, uniqueness and regularity results (see [11] , [24] ) the operator M We note that in a very recent work [20] , the authors established the existence of principal eigenvalue and eigenfunction for any positively homogeneous operator, convex or concave in D 2 u and satisfying a condition of type (H3). In addition, in [20] a multitude of properties of these objects are proven, Proposition 2.5 being a very particular case of these.
We shall make use of a simple lemma, concerning products of viscosity solutions and test functions.
14)
15)
where
is satisfied in the classical sense. We have
It is understood here and in the sequel that ⊗ denotes the symmetric tensorial
into (2.14) and by using
for η ≥ 0, we obtain the statement of the lemma. Note that tr( 
An easy computation then shows that this implies
This is a contradiction with (2.14), since φψ ∈ C
Next, we state a strong maximum principle for nonproper operators. In the literature there are more general results in the proper case, for example, a weak Harnack inequality is proven in [25] , while in [5] a strong maximum principle is proven for degenerate operators. 
Then either w ≡ 0 in O or w > 0 in O and at any point x 0 ∈ ∂O at which w(x 0 ) = 0 we have
Proof. If c(x) ≤ 0 in O this follows from Theorems 1 and 2 in [5] . Note that in this paper the operator F is supposed to be continuous in x, but the arguments in this paper are very easy to adapt to an operator like the one in (2.18), in which the first and the zero order coefficients are only measurable and bounded.
By using Proposition 2.5 and Lemma 2.1 we can show that we can always reduce the problem to a proper one, that is, to a problem in which c(x) ≤ 0. Indeed, suppose x 0 ∈ O is a point at which w(x 0 ) = 0. By Proposition 2.5 there exists a sufficiently small ball B around x 0 , such that the first eigenvalue of M Then it follows from the result in [5] that u ≡ 0 in the small ball. This means each point in O at which u vanishes has a neighbourhood in which u is identically zero, so u vanishes everywhere in O. We argue in a similar way if x 0 ∈ ∂O and we conclude.
We are now ready to show that the arguments of [7] adapt to our setting, and permit to us to prove Theorem 1.1, and, in a similar manner, that the arguments from [23] can be used to prove Theorems 1.2 and 1.3. Proof of Theorem 1.1. The following argument, due to Berestycki and Nirenberg, is given here for completeness. Suppose O is convex in the direction of the vector e 1 = (1, 0, . . . , 0) and is symmetric with respect to the hyperplane T 0 = {x | x 1 = 0}. We want to show that u (−x 1 , x 2 , . . . , x N ) = u(x 1 , x 2 , . . . , x N ) for any x ∈ O.
For any λ ∈ R we define
With this notation, our goal is to show that w 0 ≡ 0 in Σ 0 .
By hypothesis (O 1 ) the function v λ satisfies the same equation as u. Hence, by Proposition 2.1 w λ satisfies 19) where c λ is some continuous function bounded independently of λ.
We say the hyperplane T λ has reached a position λ < d provided w µ is non-negative in Σ µ , for all µ ∈ [λ, d). The plane T λ "starts" at λ = d and "moves" to the left as λ decreases. If we prove that T λ reaches position zero we are done, since then we can take a hyperplane coming from the other side, that is, starting from -d and moving to the right. The situation is totally symmetric so the second hyperplane would reach position zero too. This means that w 0 ≥ 0 and w 0 ≤ 0 in Σ 0 , hence w 0 ≡ 0 in Σ 0 .
We first show that the above procedure can begin, that is, there exists λ < d such that w µ ≥ 0 in Σ µ , for all µ ∈ [λ, d). By using Proposition 2.3 we can find a number r > 0 such that the operator L λ defined above satisfies the maximum principle in any subdomain O ⊂ O, with |O | < r. We fix λ < d so close to d that |Σ λ | < r, for any λ ∈ [λ, d). Hence, by Proposition 2.3, equation (2.19) 
Note that, by the definition of w λ , we have w λ > 0 on ∂Σ λ ∩ ∂O, for any λ ∈ (0, d) (since u vanishes on ∂O and is strictly positive in O). Hence, by Hopf's lemma (Proposition 2.6),
We can define the number
Note that, by continuity with respect to λ, w λ 0 ≥ 0 in Σ λ 0 . By Hopf's lemma,
, by Proposition 2.4). Indeed, let x be an arbitrary point in Σ λ 0 , with x 1 = λ > λ 0 . Then, by the preceding remarks, w λ > 0 in Σ λ . Since w λ = 0 on T λ , Proposition 2.6 implies
). Suppose for contradiction λ 0 > 0. We are going to "push" the moving plane to the left of λ 0 . Let K be a compact subset of Σ λ 0 such that |Σ λ 0 \K| < r 2 (r is the number from Proposition 2.3). Since w λ 0 is continuous and strictly positive in Σ λ 0 , there exists a number ε > 0 such that 
Since w λm attains an interior minimum in U m , we obtain a contradiction with Proposition 2.6, applied to the last inequality. This reasoning shows that we can define the critical position λ 0 as before. We again aim to show that λ 0 = 0. Note that, as in the bounded domain case, we have ∂u We have shown that the moving plane "enters" B. In particular, repeating this argument for all directions, it follows from (2.20) that each point x ∈ ∂B has a neighbourhood U x such that u is strictly decreasing in U x along all directions which make an acute angle with x. This implies that if T λ meets ∂B at x, then w λ is positive in U x ∩ Σ λ , for any λ > 0. Suppose now 0 < λ 0 ≤ R. We again take sequences λ m → λ 0 and x (m) , at which w λm attains its negative minimum. In order to show that x (m) cannot be on the boundary of Σ λ m we now have to distinguish three types of points on ∂B λ m -the two types considered above, which are treated in the same way, and the points z ∈ ∂B λ m which are such that if one starts from z and moves to the left along −x 1 one enters B λm and meets ∂B before meeting T λm . Since u = a on ∂B for any such point z we have u(z) < a, by (2.20) , so w λm (z) > 0. Hence x (m) → x 0 ∈ Σ λ 0 . If x 0 belongs to the regular part of Σ λ 0 we have a contradiction with Proposition 2.6. If x 0 is on the singular part of Σ λ 0 , that is x 0 is a point at which T λ 0 meets ∂B, we have a contradiction with the positivity of the comparison functions in a neighbourhood of ∂B, for sufficiently large m. Proof of Theorem 1.2. We use exactly the same argument as the one we used to prove Theorem 1.3 (this argument is now considerably simpler) replacing ∂B by a point of local maximum of u. It then follows that u is radially symmetric with respect to this point.
