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Abstract
Using the rigorous path integral formalism of Feynman and Kac we prove London’s eighty years old
conjecture that during the superfluid transition in liquid helium Bose-Einstein condensation (BEC)
takes place. The result is obtained by proving first that at low enough temperatures macroscopic
permutation cycles appear in the system, and then showing that this implies BEC. We find also that
in the limit of zero temperature the infinite cycles cover the whole system, while BEC remains partial.
For the Bose-condensed fluid at rest we define a macroscopic wave function. Via the equivalence of
1/2 spins and hard-core bosons the method extends to lattice models. We show that at low enough
temperatures the spin-1/2 axially anisotropic Heisenberg models, including the isotropic ferro- and
antiferromagnet and the XY model, undergo magnetic ordering.
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1 Introduction
In 1924 Bose gave a deceptively simple statistical physical derivation of Planck’s radiation formula [Bos].
To obtain the good result all he had to do was to distribute the light quanta among the cells of volume h3
of the phase space somewhat differently than usual. In an endnote the German translator Einstein praised
the work and promised to apply its method to an ideal atomic gas, that he indeed did in three papers [E1-
3]. The surprising result, today known as Bose-Einstein condensation (BEC), was not received with much
enthusiasm. Distinguished colleagues as Halpern, Schro¨dinger or Smekal had difficulty to understand the
new ”cell counting” that Bose, and Einstein in [E1], used instead of Boltzmann’s. Einstein answered the
objections in papers [E2,3] and also in letters, see e.g. [Schr] and the very clear response [E4]. Somewhat
later another blow came from Uhlenbeck. To quote London [Lon2],
”This very interesting discovery, however, has not appeared in the textbooks, probably because Uhlenbeck in
his thesis [Uh] questioned the correctness of Einstein’s argument. Since, from the very first, the mechanism
appeared to be devoid of any practical significance, all real gases being condensed at the temperature in
question, the matter has never been examined in detail; and it has been generally supposed that there is
no such condensation phenomenon.”
The regard onto Einstein’s work changed in 1938 with the discovery of superfluidity [All, Kap]. Fritz
London promptly reacted [Lon1], and in a follow-up paper [Lon2] he detailed his view, that superfluidity
must have to do with BEC. To support his idea, he computed the critical temperature of the ideal gas
with the mass of the He4 atom and the density of liquid helium, and found it not very far off, 1K above the
λ point separating the He I and He II phases. Prior to that he had to reexamine the controversy between
Einstein and Uhlenbeck, and take Einstein’s side. In his derivation Einstein arrived at an equation [in
today’s notation our Eq. (3.24)] connecting the number of particles N to the chemical potential µ, that
one must solve for the latter. µ appears in an infinite sum over the allowed discrete values of the single-
particle momentum. Einstein approximated the sum with an integral and observed the convergence of the
integral in three dimensions at µ = 0, the largest possible value of the chemical potential: as if N could
not go beyond a maximum. At the beginning of his second paper he resolved this paradox by assigning
the surplus particles to the zero momentum mode. Uhlenbeck, certainly unaware of Ehrenfest’s earlier
and identical criticism, argued that without the approximation by an integral the paradox disappears, the
original equation can be solved with a µ < 0 for arbitrarily largeN . At that time two crucial mathematical
elements were missing from the weaponry of theoretical physicists: a clear notion of the thermodynamic
limit and its importance to see a sharp phase transition in the framework of statistical physics, and the
appearance of the Dirac delta in probability theory, the fact that in the limit of a sequence of discrete
probability distributions an atomic measure can emerge on a continuous background. Einstein’s intuition
worked correctly, he tacitly performed the thermodynamic limit. The separate treatment of the zero
momentum state bothered physicists for a long time, including Feynman, who proposed an alternative
derivation based on the statistics of permutation cycles [Fe2]. Simultaneously with London’s publications,
in a paper written with Kahn, Uhlenbeck also admitted that Einstein was right [Kah]. Tisza published
his two-fluid theory about the same time [T1,2], and attributed the specific transport properties of helium
II to BEC. However, the argument against describing a strongly interacting dense system of atoms with
an ideal gas remained, and set the task: prove BEC in the presence of interaction.
The first consistent theory of superfluidity was given by Landau in 1941 [Lan]. This extremely
influential work denied all connection with BEC (clearly, a position taken against London and even more
Tisza, who was earlier in his group in Harkov; see also Kadanoff [Kad]). The research on BEC for
interacting bosons started after World War II and produced a huge number of papers that we can review
only in great lines. Monographs about it and its connection with superfluidity extend over decades,
some of them are [Lon4, No, Gr, Sew, Pet, Pi1, Li5, Leg, Ued, Ver, Kag]; those written after 2000
usually cover also the theory of trapped dilute ultra-cold gases of alkaline atoms, that we will not discuss.
Maybe the first and certainly one of the most important contributions was that of Bogoliubov, who
described superfluidity on the basis of BEC of weakly interacting bosons [Bog1]; for a recent review
see [Z]. His theory had an immense impact on the forthcoming research in quantum statistical physics.
Bogoliubov initiated the algebraic approach, the use of second quantization. Writing the Hamiltonian in
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terms of creation and annihilation operators proved to be very fruitful, because it opened the way for
diverse approximations. The interaction, which now must be integrable, appears in a quartic expression.
Dropping everything not reducible to a quadratic form makes it possible to diagonalize the Hamiltonian
(for a discussion of some problems arising with the truncation of the Hamiltonian see the Introduction of
[Su10]). These models, including those expressible with number operators and known under the names
of mean-field, perturbed mean-field, full diagonal or imperfect Bose gas model, lead naturally to BEC
[Hu4, Dav, Fa1, Buf, Ber1, Lew1, Ber2, Do1, Do2]. One of the deep approximations Bogoliubov made
was the c-number substitution of the operators creating and annihilating a particle of zero momentum;
its justification was the subject of later papers [G5, Su8, Su9, Li6]. Another contribution of Bogoliubov,
his inequality and 1/q2-theorem became the main tool to prove the absence of BEC – and the breakdown
of a continuous symmetry in general – at positive temperatures in one- and two-dimensional quantum-
mechanical models [Bog2].
Analytical methods permit to get closer to the problem of liquid helium. A popular one of the
fifties was the use of pseudo-potentials [Hu3, Hu4]. However, the par excellence analytical method is
functional integration. Feynman devised it to solve the time-dependent Schro¨dinger equation and to
compute
〈
x
∣∣e−itH/~∣∣x〉 [Fe1]. The mathematical justification for imaginary time it = ~β, where β is real
positive, as a functional integral with the Wiener measure came from Kac [Kac1,2]. The acknowledgement
in [Fe2] reveals that it must have been Kac who convinced Feynman to apply what we call today the
Feynman-Kac formula to the λ-transition of liquid helium. The result was three seminal papers [Fe2-4],
the first of which was devoted to a first-principle proof of the λ-transition. Although Feynman failed in
this part of his program – he went too far in the reduction of the problem to that of the ideal gas –, he
seized a point which gained importance with time: the appearance of long permutation cycles during the
transition.
Another cardinal contribution from the fifties was due to Oliver Penrose and Onsager [Pen]. These
authors found the connection between the expected number of particles in the condensate and the largest
eigenvalue of the one-particle reduced density matrix σ1. For an alternative characterization of BEC they
used the non-decay of the off-diagonal element of the integral kernel of σ1, which later was baptized off-
diagonal long-range order [Ya]. They gave the first and surprisingly precise estimate of the condensate
fraction in the ground state of liquid helium, ∼ 8%, only slightly modified later by a sophisticated
numerical calculation [Ce] and deduction from experiment [Sn]. They extended their study to positive
temperatures and found a connection between BEC and the fraction of particles in ”large” permutation
cycles.
In 1960 the start of the Journal of Mathematical Physics marked the adulthood of a new discipline.
While the theory of BEC seemed more or less settled for most physicists, their more math-minded
colleagues saw there a field to explore. The mathematical results of this decade are mostly negative,
they prove the absence of BEC in different situations: at low fugacity, in one and two dimensions at
positive temperatures, and in one dimension in the ground state. In three thorough and difficult papers
Ginibre adapted the method of combining Banach space technics with the Kirkwood-Salzburg equation
[Bog3, R2, R4, R5, Bog4] to quantum statistics, and proved the existence, analyticity and exponential
clustering of the reduced density matrices at low fugacity in the thermodynamic limit [G2-4]. This
remains until today the most elaborate application of the path integral method in statistical physics.
For the quantal version of Tonks’ hard rod model [Ton] Girardeau established the ground state, easily
deducible from that of the free Fermi gas [Gi]. However, even the explicit knowledge of the ground state
did not permit to decide quickly about BEC; finally, it was shown not to exist [Schu, Len]. The analogous
model with soft-delta interaction is more difficult, it was solved with Bethe Ansatz by Lieb and Liniger
for the ground state [Li1] and by Lieb for the excited states [Li2]. There is probably no BEC in this
model either, approximate methods predict an algebraic decay of the off-diagonal correlation [Hal, Cr,
Ko]. The general one-dimensional case was studied much later, with the conclusion that neither diagonal
nor off-diagonal long-range order can exist in the ground state provided that the compressibility is finite
[Pi2]. The question of the breakdown of a continuous symmetry at positive temperatures in one and two
dimensions was discussed in generality by Wagner [W]. BEC can be considered as an instance of such a
breakdown: that of gauge invariance [Fa2, Su8, Su9, Li6]. Its absence was shown by Hohenberg [Ho], the
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completion of the proof with the extension of Bogoliubov’s inequality to unbounded operators was done
later [Bou].
In the seventies two schools, one in Leuven directed by Andre´ Verbeure and another in Dublin under
John Lewis’ leadership started a research program in quantum statistical physics, with special emphasis on
different aspects of BEC. The main tool of the Leuven School was operator algebraic. The Dublin School
dominantly worked on BEC in the free Bose gas with different domain shapes, boundary conditions,
imperfection, for bosons with spins, etc. The intertwined activity of these two schools is nicely reviewed
in Verbeure’s book [Ver]. The most important result of the seventies was the long-waited first proof
of BEC in a system of interacting bosons in three dimensions. This was done on the cubic lattice for
hard-core bosons at half-filling by Dyson, Lieb and Simon [Dy]. The extension to the ground state on
the square lattice took another decade [Ken, Kub].
In the mathematical literature of the interacting Bose gas most often either the pair potential or its
Fourier transform is chosen to be nonnegative. This guaranties stability; moreover, the estimates are
easier, bounds are sharper with a sign-keeping potential. Another reason is specific to dilute systems:
the effect of a nonnegative spherical pair potential in the dilute limit reduces to s-wave scattering, so
the interaction can be characterized by a single parameter, the s-wave scattering length a. This made it
possible to obtain rigorously the ground state energy [Li3,4] and the free energy [Se1, Yi] in the dilute gas
limit. Yet another question in which the positivity of the interaction played a role is the sign of the shift
∆Tc = Tc−T 0c of the critical temperature in the dilute limit. Here Tc and T 0c are the critical temperatures
of the interacting and the ideal gas, respectively. There is an old intuitive argument by Huang, saying
that r-space repulsion implies k-space attraction [Hu1,2]; so BEC is easier for repulsive bosons, Tc > T
0
c .
In a long debate a consensus has formed that the shift was positive, and ∆Tc ≈ 1.3
√
aρ1/3 in 3D, where ρ
is the number density. Although the question is pertinent, it cannot be decided without proving Tc > 0,
which was done only for the free Bose gas in a nonnegative external field, where ∆Tc > 0 follows from
the min-max principle [Kac3]. A rigorous upper bound on ∆Tc and a review of the related literature
can be found in [Se2]. The only case offering the possibility of a comparison with experiment is the
λ-transition of liquid helium. Here the shift is negative [Lon2], but the system is dense, and the pair
potential acting in it has an attractive tail. As a matter of fact, it would be possible to prove ∆Tc < 0
without proving Tc > 0. One may then think that even BEC should not be more difficult to prove for,
say, the Lennard-Jones potential than for a purely repulsive one.
Permutation cycles necessarily appear in quantum statistical physics whenever bosonic or fermionic
systems are treated within the first quantized formalism. Yet, their analysis has not been uniform in
time. There has been a revival of interest starting in the nineties. Motivated by a paper of Aizenman
and Lieb [Ai1] on the Hubbard model, the present author gave a precise probabilistic formulation for
their application to Bose systems [Su1]. Simultaneously, they reappeared in the description of certain
quantum spin models [Tot, Ai2]. Dealing with permutation cycles was the central problem in Ceperley’s
very careful numerical work on liquid helium [Ce]. Further studies of Bose systems based on the analysis
of the distribution of permutation cycles followed [Bun, Scha, Su2, Do3, Ben, Uel1, Uel2], with specific
results on the ideal gas and mean-field type models. Later on, the investigation has been extended to the
statistics of cycles in interesting new models of random permutations [Bet1-3].
The results of the present work are obtained through a study of permutation cycles for interacting
bosons as they come about in the Feynman-Kac representation of the partition function. The key ideas
are as follows. First, we write down a recurrence relation expressing the N -particle partition function QN
as a sum over n of QN−n, where n is the length of the cycle containing a marked particle, say, particle
1. The other entries of the summand are the single-particle partition function at inverse temperature nβ
which is easily estimable, and an average over trajectories that can be considered as the configurational
partition function for n interacting particles in the annealed random field of N − n other particles. The
second idea is to replace the average by a single representative term. The choice of a representative set
of trajectories demands some reflection, it must be typical in some sense for a fluid phase. If one divides
the recurrence equation by QN , one obtains a resolution of the unity that can be interpreted as the sum
of the probabilities that particle 1 is in a cycle of length n. Taking the thermodynamic limit under the
summation sign provides the probability that in the infinite system 1 is in a finite cycle. The third idea
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is to replace the limit of QN−n/QN by z
n where z is the fugacity computed in the canonical ensemble
and depending on the density and the temperature. This dependence is unknown; we only know that in
the case of positive interactions, for z < 1 (actually for z ≤ 1), in the infinite system each particle is in
a finite cycle with probability 1, and there is no BEC [Uel2]. The formula thus obtained opens the way
to prove macroscopic cycle percolation – the appearance of infinite cycles in the thermodynamic limit,
which contain a positive fraction of the total number of particles – in systems of bosons that remain
in a fluid phase down to zero temperature. Examples are the helium liquid and repulsively interacting
dilute Bose gases. The proof cannot be done without making an ergodic hypothesis concerning the
imaginary-time dynamics of particles in fluids. After this, one can turn to the problem of BEC. To solve
it, one must find out the physical meaning of the permutation cycles that appear until now as mere
mathematical objects. The clue is given by the ideal gas where particles in the same cycle have the
same momentum. In the interacting case it is possible to bring the partition function to a form in which
the particles composing the cycle of 1 are in the same one-particle state ϕ with a certain probability pϕ
that spreads over an infinite set of states. Then, we can prove that BEC implies cycle percolation and
that, under a conjecture about the spectrum of a Schro¨dinger operator on the torus, macroscopic cycle
percolation implies BEC. The conclusion is that macroscopic cycle percolation and BEC are simultaneous
phenomena. The condensate fraction is obtained as
∑ |〈ϕ, ϕ0〉|2pϕ, where ϕ0 is the zero momentum plane
wave and
∑
pϕ is the probability that particle 1 is in an infinite cycle. Part of the result is that
∑
pϕ
goes to 1 as the temperature goes to zero while
∑ |〈ϕ, ϕ0〉|2pϕ remains smaller than 1. This suggests
that superfluidity, which becomes complete at zero temperature, is more fundamentally connected to
cycle percolation and the fact that a macroscopic number of particles are in the same state different from
ϕ0, than to BEC. The idea of the proof outlined above can be applied to prove a phase transition in
certain spin-1/2 models on hypercubic lattices in three dimensions and above. Half spins on a lattice are
equivalent to hard-core bosons. If the Hamiltonian, written in terms of a lattice gas, is invariant under
particle-hole transformation, then at all temperatures the canonical free energy takes its minimum as a
function of the density at half filling. Thus, the fugacity is identically 1 at half filling for all temperatures.
The condition of invariance under particle-hole transformation is fulfilled by the whole family of axially
anisotropic Heisenberg models, including the isotropic ferromagnetic and antiferromagnetic Hamiltonians
and the XY model. Half filling corresponds to restriction to the subspace where the third component
of the total spin is zero. We prove the phase transition by showing that within this subspace at low
enough temperatures there is either axial ordering with phase separation or planar ordering – the latter
corresponds to BEC. For the XY and antiferromagnetic models our finding is not new, the proof of their
phase transition was among the results of Dyson, Lieb and Simon [Dy]. The proof of ordering of the
ferromagnets is new: in the classical case Fro¨hlich, Simon and Spencer could do it by reflection positivity
[Fr], but this method is not applicable to the quantum ferromagnet. The isotropic model and all those
with dominant planar components are lattice analogues of liquids of light bosons of various mass, ready
to undergo BEC. Those with a dominant vertical component are analogues of liquids of heavier bosons
that will crystallize under cooling.
The paper is organized as follows. Section 2 presents the Feynman-Kac formula for the canonical
partition function and fixes the notations. In Section 3 we return to the ideal Bose gas and rederive
some of our old results [Su1, Su2] about the connection between cycle percolation an BEC. The proof we
give here for the macroscopic cycle percolation serves as a reference in later sections. The longest part
of the paper is Section 4. It starts with a precise definition of cycle percolation and macroscopic cycle
percolation. Section 4.1 introduces the recurrence relation for the partition function and describes the
family of sets of trajectories from which the representative set is taken. Section 4.2 contains the proof
of macroscopic cycle percolation in Bose liquids. In Section 4.3 we comment on Bose solids. The proof
of a crystalline phase transition is probably the deepest open problem of equilibrium statistical physics.
Crystallization must be a classical event, because it occurs at relatively high temperatures. Yet, one may
ask how should one conceive a solid at very low temperatures when quantum effects are surely present.
We suggest that it should be considered as an instance of many-body localization. Section 5 connects
cycle percolation and BEC in interacting systems, thereby extending the result valid for the ideal gas. In
Section 6 we examine the relation between the condensate density and the off-diagonal long-range order
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parameter, and define a macroscopic wave function. The main result of the section is Eq. (6.13) that
expresses the condensate fraction as the square of the L1-norm of a macroscopic wave function multiplied
with the probability of cycle percolation. Section 7 contains the proof of phase transition in spin-1/2
lattice models. The paper ends with a Summary and an Appendix.
2 Path integral formulas
We consider N bosons on a d ≥ 3-dimensional torus of side length L, i.e., in the cube Λ = (−L/2, L/2]d
taken with periodic boundary conditions. They interact via a pair potential u that we suppose to depend
only on the inter-particle distance and be tempered,
|u(x)| ≤ C/|x|d+η, |x| ≥ R (2.1)
with some C, η,R > 0. Further conditions will be given later. Working on the torus makes it necessary
to periodize u,
uL(x) =
∑
z∈Zd
u(x+ Lz). (2.2)
Owing to temperedness, the sum is convergent. The Hamiltonian is
HN,L = − ~
2
2m
N∑
i=1
∂2
∂x2i
+ UN,L = H
0
N,L + UN,L, UN,L(x1, . . . ,xN ) =
∑
i<j
uL(xj − xi). (2.3)
The canonical partition function in path integral representation reads
QN,L = TrP+e
−βHN,L =
1
N !
∑
π∈SN
N∏
i=1
∫
Λ
dxi
∫
W βxixpi(i)( dωi) e
−βU(ωN), (2.4)
where ωN = (ω1, . . . ,ωN ),
U (ωN) = β−1 ∫ β
0
UN,L
(
ω
N(t)
)
dt = β−1
∫ β
0
UN,L(ω1(t), . . . ,ωN (t)) dt (2.5)
and P+ denotes the orthogonal projection to the symmetric subspace of the N -particle Hilbert space. To
simplify the notation, we shall drop the subscript L from HN,L, UN,L, and QN,L. In Eq. (2.4), SN is the
group of permutations of N elements and W βxy is the Wiener measure for Brownian bridges on the torus:
Let f be a Λ-periodic functional over the space of trajectories in Rd parametrized by t ∈ [0, β], where
periodicity is understood in the sense that f depends only on {ω(t)(modΛ)}t∈[0,β]. Then by definition∫
W βxy( dω)f(ω) =
∑
z∈Zd
∫
P βx,y+Lz( dω)f(ω). (2.6)
Here P βxy is the Brownian bridge measure in R
d; it is defined by extension from functionals that depend
only on a finite number of points of the trajectories [G1]. In the simplest case f depends only on a single
point ω(t0); then ∫
P βxy( dω)f(ω(t0)) =
∫
dx′ψt0(x
′ − x)f(x′)ψβ−t0(y − x′), (2.7)
where
ψt(x) = λ
−d
t e
−πx2/λ2t . (2.8)
In this equation λt is the thermal de Broglie wave length at inverse temperature t,
λt =
√
2π~2t/m. (2.9)
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Setting f = 1 and using the contraction property∫
dx′ψt0(x
′ − x)ψβ−t0(y − x′) = ψβ(y − x), (2.10)
one obtains the (positive) measures of the set of trajectories {ω|ω(0) = x,ω(β) = y}:∫
P βxy( dω) = λ
−d
β e
−π(x−y)2/λ2β ,
∫
W βxy( dω) = λ
−d
β
∑
z∈Zd
e−π(x−y+Lz)
2/λ2β . (2.11)
When a trajectory figuring in the right member of Eq. (2.6) is represented on the torus, z corresponds to
its winding vector. Note that both measures are determined by the kinetic energy operator H01 = − ~
2
2m∆
through the integral kernel of e−βH
0
1,L :∫
W βxy( dω) =
〈
y
∣∣∣e−βH01,L∣∣∣x〉 , ∫ P βxy( dω) = lim
L→∞
〈
y
∣∣∣e−βH01,L ∣∣∣x〉 . (2.12)
From here Eqs. (2.11) can also be obtained by inserting the complete system of eigenvectors of H01,L on
the torus and using the Poisson summation formula.
Averaging over the symmetric group in Eq. (2.4) is facilitated by the fact that the summand is
constant within each conjugation class, so QN can be written as a weighted sum over the conjugation
classes. There are different ways to do this, and each corresponds to a specific resolution of the unity.
Ginibre’s choice [G1-4] was
1 =
N∑
n=1
1
n!
N∑
p1=1
· · ·
N∑
pn=1
δ∑ pi,N
n∏
i=1
1
pi
, (2.13)
ours is
1 =
1
N
(
1 +
N−1∑
n1=1
1
N − n1
(
1 +
N−n1−1∑
n2=1
1
N − n1 − n2 (1 + · · · )
))
, (2.14)
obtained by ”skew” simplification from
1 =
1
N !
N∑
n1=1
(N − 1)!
(N − n1)!
N−n1∑
n2=1
(N − n1 − 1)!
(N − n1 − n2)! · · · . (2.15)
To arrive at Eq. (2.15) we write π = π1π2π3 · · · where π1 is the cycle that contains 1, π2 is the cycle that
contains the smallest number not in π1, π3 is the cycle that contains the smallest number not in π1 and
π2, and so on. The number of permutations with 1 in a cycle of length n1 is(
N − 1
n1 − 1
)
(n1 − 1)! = (N − 1)!
(N − n1)! ,
and the other factors are obtained similarly. If we insert exp
{
− ∫ β
0
UN (ω1(t), . . . ,ωN (t)) dt
}
into
Eq. (2.14) under the summation signs, factorize the exponential, and perform the integrations, we find
(see also [Uel1,2])
QN =
1
N
N∑
n=1
∫
Λ
dx
∫
Wnβxx ( dω0)e
−βUn(ω0)QN−n(ω0)
=
N∑
n=1
Ld
N
∫
Wnβ00 ( dω0)e
−βUn(ω0)QN−n(ω0). (2.16)
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For the second equality we used translation invariance. In Eq. (2.16)
Un(ω0) =
n−1∑
k=0
Un,k(ω0), Un,k(ω0) = 1
β
∫ β
0
1
2
∑
l 6=k
uL (ω0(lβ + t)− ω0(kβ + t)) dt, (2.17)
QN−n(ω0) =
1
(N − n)!
∑
π∈SN−n
N−n∏
i=1
∫
Λ
dxi
∫
W βxixpi(i)( dωi) e
−βU(ωN−n)e−βVn(ω0,ω
N−n), (2.18)
and
Vn
(
ω0,ω
N−n
)
=
n−1∑
k=0
Vn,k
(
ω0,ω
N−n
)
, Vn,k
(
ω0,ω
N−n
)
=
1
β
∫ β
0
N−n∑
i=1
uL (ω0(kβ + t)− ωi(t)) dt.
(2.19)
Without the last exponential factor, QN−n(ω0) is just QN−n.
Bose-Einstein condensation can be seen on the non-vanishing of the condensate fraction 〈N0〉/N in the
thermodynamic limit. Here 〈Nk〉 is the canonical expectation value of the occupation number operator
Nk for the single-particle state ϕk(x) = L
−d/2eik·x. The eigenvalues of the one-particle reduced density
matrix
σ1 =
N
QN
Tr 2...NP+e
−βHN (2.20)
are 〈Nk〉, k ∈ 2πL Zd (see e.g. [Su6]); among them 〈N0〉 is the largest, and 〈N0〉/N is just the order
parameter A1 introduced by Penrose and Onsager [Pen]. Indeed, from the spectral resolution of σ1,
σ1 =
∑
k∈ 2pi
L
Zd
〈Nk〉|k〉〈k|, (2.21)
one obtains 〈N0〉
N
=
1
NLd
∫
Λ
dx
∫
Λ
dy〈x|σ1|y〉 = A1. (2.22)
Above, |k〉〈k| is the orthogonal projection to the subspace of ϕk, and 〈x|σ1|y〉 is the integral kernel of
σ1. The path integral representation of 〈N0〉/N is
〈N0〉
N
=
1
NQN
N∑
n=1
∫
Λ
dx
∫
Wnβ0x ( dω0)e
−βUn(ω0)QN−n(ω0). (2.23)
3 The ideal Bose gas revisited
If there is no interaction, Eq. (2.16) becomes
Q0N =
1
N
N∑
n=1
qnQ
0
N−n. (3.1)
In this equation qn is the one-particle partition function at inverse temperature nβ,
qn = L
d
∫
Wnβ00 ( dω) =
∑
z∈Zd
e−πnλ
2
βz
2/L2 =
1
nd/2
(
L
λβ
)d ∑
z∈Zd
e−π(L/λβ)
2z2/n, (3.2)
which is a monotone decreasing function of n. Together with the initial condition Q00 = 1, Eq. (3.1) defines
recursively Q0N . From this equation one can easily reproduce most of the results about cycle percolation
(the appearance of infinite permutation cycles) and its connection with Bose-Einstein condensation,
obtained earlier in [Su1,2].
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With the help of the single-particle energies ǫk = ~
2k2/2m, k ∈ (2π/L)Zd, the canonical partition
function can still be written as
Q0N =
∑
∑
k6=0 nk≤N
e−β
∑
nkǫk =
N∑
M=0
Q̂0M , (3.3)
where
Q̂0M =
∑
∑
k6=0 nk=M
e−β
∑
nkǫk , (3.4)
and the summations run over sets {nk}k∈(2π/L)Zd\{0} of nonnegative integers. This shows that Q0N >
Q0N−1, a crucial property for the proof of cycle percolation [Su1], which can also be obtained from (3.1).
Lemma 3.1 Let A−1 = 0, A0 = 1, a1, a2, . . . arbitrary numbers, and define recursively AN by
AN =
1
N
N∑
n=1
anAN−n. (3.5)
Then
AN −AN−1 = 1
N
N∑
n=1
(an − 1)(AN−n −AN−n−1). (3.6)
Proof. This follows by a simple computation. ✷
Now if an > 1, then AN > AN−1 can be proven by induction; and, because qn > 1, this applies to
Q0N . Q
0
N −Q0N−1 = Q̂0N , and keeping only the n = 1 term and iterating we obtain
Q̂0N >
(q1 − 1)N
N !
(N ≥ 1). (3.7)
With Q̂00 = 1 one then concludes that for fixed L,
lim
N→∞
Q0N > e
q1−1. (3.8)
The limit is finite [Su3], we have
lim
N→∞
Q0N =
∏
z∈Zd\{0}
[
1− e−π(λβ/L)2z2
]−1
= exp
{
∞∑
n=1
qn − 1
n
}
≍ eζ(1+d/2)(L/λβ)d (L/λβ ≫ 1). (3.9)
Here ζ(x) =
∑∞
n=1 n
−x, the Riemann zeta function. The multiplier of Ld in the exponent is −β times
the free energy density f0(ρ, β) for the density ρ above its critical value,
f0(ρ, β) = −
( m
2π~2
)d/2 ζ(1 + d/2)
β1+d/2
, ρ ≥ ρ0c(β) = ζ(d/2)/λdβ . (3.10)
Because Eq. (3.6) has the same form as Eq. (3.5), some information about Q0N+1− 2Q0N +Q0N−1 can also
be obtained, e.g., to locate the point where Q0N turns from convex to concave, and to show that L
dρ0c(β)
is on the concave part. (Recall that lnQ0N is concave [Lew1], [Su4].)
Let ξ1 denote the length of the cycle containing 1. Its probability distribution is
P 0N,L(ξ1 = n) =
qnQ
0
N−n
NQ0N
. (3.11)
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Theorem 3.1 In the ideal Bose gas there is BEC if and only if there exists an ε > 0 such that
lim
N,L→∞
P 0N,L
(
ξ1 ≥ εL2
)
> 0. (3.12)
Proof. (i) Suppose first that (3.12) holds true. From the second of Eqs. (2.11) one finds∫
Λ
dx
∫
Wnβ0x ( dω) = 1. (3.13)
Therefore
〈N0〉
N
=
1
NQ0N
N∑
n=1
Q0N−n =
N∑
n=1
1
qn
P 0N,L(ξ1 = n)
≥
∑
n≥εL2
1
qn
P 0N,L(ξ1 = n) ≥
P 0N,L
(
ξ1 ≥ εL2
)∑
z∈Zd exp{−πελ2βz2}
, (3.14)
where we used the monotonic decrease of qn. Taking the limit we find limN,L→∞〈N0〉/N > 0.
(ii) Suppose now that for any ε > 0, limN,L→∞ P
0
N,L
(
ξ1 ≥ εL2
)
= 0. We have
〈N0〉
N
=
∑
n<εL2
1
qn
P 0N,L(ξ1 = n) +
∑
n≥εL2
1
qn
P 0N,L(ξ1 = n)
≤ P
0
N,L
(
ξ1 < εL
2
)∑
z∈Zd exp{−πελ2βz2}
+ P 0N,L
(
ξ1 ≥ εL2
)
. (3.15)
Taking the limit,
lim
N,L→∞
〈N0〉
N
≤ 1∑
z∈Zd exp{−πελ2βz2}
(3.16)
for ε arbitrarily small, therefore limN,L→∞〈N0〉/N = 0. ✷
This theorem does not tell us how N and L should go to infinity so that cycle percolation takes place.
The following proposition will do it. Recall that ρ0c(β) is the maximum density of particles of nonzero
momentum. Thus, if ρ > ρ0c(β) and ρ0 denotes the density of particles with k = 0, then ρ
0
c(β) = ρ− ρ0
or
ζ(d/2) = (ρ− ρ0)λdβ . (3.17)
Proposition 3.1 Let ρλdβ > ζ(d/2), and choose any positive ε < 1− ζ(d/2)ρλd
β
= ρ0ρ . Then
lim
N,L→∞,N/Ld=ρ
P 0N,L (ξ1 ≥ εN) ≥
ρ0
ρ
− ε. (3.18)
Remark. Earlier we proved with a more detailed argument that in fact
lim
N,L→∞,N/Ld=ρ
P 0N,L(ξ1 > εN) =
ρ0
ρ
− ε; (3.19)
see Eq. (41) of [Su2].
Proof. Let ρ = N/Ld.
P 0N,L(ξ1 < εN) ≤
∑
n<εN
qn
N
= ε+
1
ρ
∑
n<εN
1
Ld
∑
z∈Zd\{0}
e−πnλ
2
βz
2/L2 , (3.20)
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therefore
P 0N,L(ξ1 ≥ εN) ≥ 1− ε−
1
ρ
∑
n<εN
1
Ld
∑
z∈Zd\{0}
e−πnλ
2
βz
2/L2 , (3.21)
whose limit is
lim
N,L→∞,N/Ld=ρ
P 0N,L(ξ1 ≥ εN) ≥ 1− ε−
1
ρ
∞∑
n=1
∫
Rd
e−πnλ
2
βx
2
dx = 1− ε− ζ(d/2)
ρλdβ
. ✷ (3.22)
The above proposition strengthens Theorem 3.1 in one direction: BEC implies (3.18) which is much
stronger than (3.12). For later use we now prove without reference to BEC that the length of the cycles
that become infinite in the infinite system diverges as fast as N .
The limit of P 0N,L as N,L→∞, N/Ld = ρ, exists. It is
P 0ρ,β(ξ1 = n) =
enβµ
0(ρ,β)
ρλdβn
d/2
(3.23)
where µ0(ρ, β) is the solution for µ of Einstein’s equation
N =
∑
k∈ 2pi
L
Zd
1
eβ(ǫk−µ) − 1 (3.24)
in the thermodynamic limit, that is, of
ρ =
1
(2π)d
∫
Rd
1
eβ(ǫ(k)−µ) − 1 dk (3.25)
if ρ ≤ ρ0c(β). If ρ ≥ ρ0c(β) then µ0(ρ, β) ≡ 0. (Note the identity
∫
Rd
[eπk
2 − 1]−1 dk = ζ(d/2) for d ≥ 3.)
The probability
∑∞
n=1 P
0
ρ,β(ξ1 = n) that 1 is in a finite cycle in the infinite system can be smaller than
1, this is precisely the case of cycle percolation that we discuss systematically in the next section. To
appreciate the assertion of the following proposition imagine that
∑∞
n=1 P
0
ρ,β(ξ1 = n) < 1.
Proposition 3.2 If KN →∞ and KN/N → 0, then
lim
N,L→∞,N/Ld=ρ
P 0N,L(ξ1 ≤ KN ) =
∞∑
n=1
P 0ρ,β(ξ1 = n). (3.26)
Proof. We use the rightmost form of qn in (3.2).
P 0N,L(ξ1 ≤ KN ) =
1
ρλdβ
KN∑
n=1
1
nd/2
Q0N−n
Q0N
+
1
ρλdβ
KN∑
n=1
1
nd/2
Q0N−n
Q0N
∑
z6=0
e−πL
2
z
2/nλ2β . (3.27)
We show that the second sum goes to zero for KN = o(N) as L ∝ N1/d →∞.
KN∑
n=1
1
nd/2
Q0N−n
Q0N
∑
z6=0
e−πL
2z2/nλ2β ≤ d λβ
L
KN∑
n=1
1
n(d−1)/2
[
1 +
√
nλβ
L
]d−1
= d
d−1∑
k=0
(
d− 1
k
)(
λβ
L
)d−k KN∑
n=1
1
nk/2
. (3.28)
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The sum over n is KN if k = 0, O(
√
KN ) if k = 1, O(lnKN ) if k = 2, and O(1) if k ≥ 3. KN = o(N) is
necessary only for the vanishing of the k = 0 term. So for any fixed M ,
P 0ρ,β(ξ1 ≤M) ≤ lim
N,L→∞,N/Ld=ρ
P 0N,L(ξ1 ≤ KN ) =
1
ρλdβ
lim
N,L→∞,N/Ld=ρ
KN∑
n=1
1
nd/2
Q0N−n
Q0N
≤ min
{
1,
ζ(d/2)
ρλdβ
}
=
∞∑
n=1
P 0ρ,β(ξ1 = n). (3.29)
Taking the limit M →∞ we obtain the result. ✷
This proposition tells us that by letting KN increase slower than N we do not pick up any probability
coming from infinite cycles. We summarize:
Theorem 3.2
1−
∞∑
n=1
P 0ρ,β(ξ1 = n) = 1−
1
ρλdβ
∞∑
n=1
enβµ
0(ρ,β)
nd/2
= lim
ε→0
lim
N,L→∞,N/Ld=ρ
P 0N,L(ξ1 > εN) =
ρ0
ρ
. (3.30)
This is the most concise formulation of the connection between cycle percolation and BEC in the ideal
Bose gas: the probability that a marked particle is in an infinite cycle is equal to the probability that it
is in a macroscopic cycle, and this equals the condensate fraction.
4 Cycle percolation
The term ”cycle percolation” was applied in [Su1,2] to the appearance of infinite permutation cycles in
the thermodynamic limit of bosonic systems, shown to exist in the ideal Bose gas. The cycle containing
1 is the analogue of the connected occupied cluster containing the origin in the percolation problem. The
conditional probability that the origin belongs to a finite cluster, provided that it belongs to any, is 1
below the percolation threshold and is smaller than 1 above it [Kun]. The missing probability is that of
the event that the cluster containing the origin is infinite. Cycle percolation also shows up as a deficiency
of probability. If ξ1 denotes the length of the cycle containing 1 (that is, the number of particles in it),
PN,L its probability distribution
PN,L(ξ1 = n) =
Ld
NQN
∫
Wnβ00 ( dω0)e
−βUn(ω0)QN−n(ω0), (4.1)
and
Pρ,β(ξ1 = n) = lim
N,L→∞,N/Ld=ρ
PN,L(ξ1 = n) (4.2)
whose existence we anticipate, then one has
1 = lim
N,L→∞,N/Ld=ρ
N∑
n=1
PN,L(ξ1 = n) =
M∑
n=1
Pρ,β(ξ1 = n) + lim
N,L→∞,N/Ld=ρ
N∑
n=M+1
PN,L(ξ1 = n), (4.3)
valid for any M . Thus,
∞∑
n=1
Pρ,β(ξ1 = n) ≤ 1, (4.4)
with a strict inequality in the regime of cycle percolation. Further analogy between non-interacting
percolation and the ideal Bose gas is the algebraic vs exponential decay of the respective probabilities in
and out of the percolation regime. The most peculiar property of cycle percolation in the ideal Bose gas
is the countably infinite number of infinite cycles, each containing a positive fraction of particles [Su2].
Similar result was obtained in percolation on Bethe lattices [Fi].
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Definition 4.1 (i) We speak about cycle percolation if
Pρ,β(ξ1 <∞) ≡
∞∑
n=1
Pρ,β(ξ1 = n) < 1. (4.5)
We call
Pρ,β(ξ1 =∞) ≡ 1− Pρ,β(ξ1 <∞) = lim
M→∞
lim
N,L→∞,N/Ld=ρ
PN,L(ξ1 > M) (4.6)
the probability of cycle percolation.
(ii) Cycle percolation is macroscopic if
Pρ,β(ξ1 =∞) = lim
ε→0
lim
N,L→∞,N/Ld→ρ
PN,L(ξ1 > εN), (4.7)
i.e., the probability that the length of the cycle of 1 tends to infinity slower than N goes to zero as N
increases.
Thus, in the ideal gas cycle percolation is macroscopic. We show that in general Eq. (4.5) is equivalent
to having a non-vanishing asymptotic probability for the event that the length of the cycle of 1 goes to
infinity with N .
Lemma 4.1 Let {aN,M}1≤M≤N be an infinite sequence with the properties
0 < aN,1 < aN,2 < · · · < aN,N = 1, aM = lim
N→∞
aN,M exists, aM < aM+1. (4.8)
Let a = limM→∞ aM .
(i) For any sequence of integers KN ≤ N going to infinity with N ,
lim inf
N→∞
aN,KN ≥ a. (4.9)
(ii) If a < 1 then for every b ∈ [a, 1) there exists a sequence M bN going to infinity such that
lim sup
N→∞
aN,MbN−1 ≤ b ≤ lim infN→∞ aN,MbN . (4.10)
Proof. (i) For any fixed M , aN,KN > aN,M if N is large enough. Then
lim inf
N→∞
aN,KN ≥ lim
N→∞
aN,M = aM , (4.11)
and sending M to infinity yields (4.9).
(ii) Define
M bN = min{M ≤ N : aN,M ≥ b}. (4.12)
The set whose minimum must be taken is nonempty, since aN,N = 1 > b. M
b
N may not be monotone
increasing, but it tends to infinity: supposing that it is a constant M0 on a subsequence Ni would lead
to a contradiction,
aM0 < a ≤ b ≤ lim inf
i→∞
aNi,MbNi
= lim inf
i→∞
aNi,M0 = aM0 .
The claim is verified due to aN,Mb
N
−1 < b ≤ aN,Mb
N
. ✷
Examples. (i) Let
aN,M = aM +
M
N
(1− aN ), 1 ≤M ≤ N, (4.13)
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where aM is strictly increasing and tends to a ≤ 1 as M goes to infinity. If KN → ∞ but KN/N → 0,
then aN,KN → a. If a < 1, then for any positive ε < 1− a,
lim
N→∞
aN,⌊εN/(1−a)⌋ = a+ ε. (4.14)
(ii) Let {aM} be as before, 0 < δ < 1, and
aN,M =
{
aM +
M
Nδ
(1− aN ), M < N δ
aM + 1− aN , M ≥ N δ. (4.15)
If KN →∞ but KN/N δ → 0, then aN,KN → a. If a < 1, then for any positive ε < 1− a,
lim
N→∞
aN,⌊εNδ/(1−a)⌋ = a+ ε. (4.16)
On the other hand, if KN ≥ N δ, then
lim
N→∞
aN,KN = 1. (4.17)
Proposition 4.1 Pρ,β(ξ1 < ∞) < 1 if and only if limN,L→∞,N/Ld=ρ PN,L(ξ1 ≤ KN) < 1 for some
sequence KN →∞. In detail, we have the following.
(i) For any sequence of integers KN ≤ N going to infinity with N ,
lim inf
N,L→∞,N/Ld=ρ
PN,L(ξ1 ≤ KN ) ≥ Pρ,β(ξ1 <∞). (4.18)
(ii) If Pρ,β(ξ1 < ∞) < 1 then for each b ∈ [Pρ,β(ξ1 < ∞), 1) there exists a sequence M bN tending to
infinity with N such that
lim sup
N,L→∞,N/Ld=ρ
PN,L(ξ1 ≤M bN − 1) ≤ b ≤ lim inf
N,L→∞,N/Ld=ρ
PN,L(ξ1 ≤M bN ). (4.19)
Proof. PN,L(ξ1 = n) and its limit Pρ,β(ξ1 = n) are nonzero for any n fixed. This implies that PN,L(ξ1 ≤
M) and Pρ,β(ξ1 ≤M) are strictly increasing with M . Then, the previous lemma applies with
aN,M = PN,L(ξ1 ≤M), aM = lim
N→∞
aN,M = Pρ,β(ξ1 ≤M), a = lim
M→∞
aM = Pρ,β(ξ1 <∞). ✷
(4.20)
If limN,L→∞,N/Ld=ρ PN,L(ξ1 = KN ) = 0 for any KN →∞ then M bN can be given only up to an error of
o(M bN ). We illustrate this on the example of the ideal Bose gas.
Proposition 4.2 For the ideal Bose gas let
P 0ρ,β(ξ1 <∞) < 1, b = P 0ρ,β(ξ1 <∞) + ε
[
0 < ε < 1− P 0ρ,β(ξ1 <∞)
]
. (4.21)
Then M bN = εN + o(N).
Proof. If KN →∞ then
lim
N,L→∞,N/Ld=ρ
P 0N,L(ξ1 = KN ) = 0. (4.22)
Indeed, from the middle term of Eq. (3.2),
P 0N,L(ξ1 = n) ≤
qn
N
=
1
N
[
1 + 2
∞∑
z=1
e−πnλ
2
βz
2/L2
]d
≤ 1
N
[
1 +
L
λβ
√
n
]d
. (4.23)
14
If n = KN , and N,L,KN →∞, N/Ld = ρ, the upper bound, and therefore the probability that ξ1 = KN ,
goes to zero. Now
P 0N,L(ξ1 ≤M bN − 1) < b ≤ P 0N,L(ξ1 ≤M bN ) (4.24)
where M bN goes to infinity. Therefore
P 0N,L(ξ1 ≤M bN )− P 0N,L(ξ1 ≤M bN − 1) ≤ P 0N,L(ξ1 =M bN )→ 0. (4.25)
So both the upper and lower bounds in (4.24) tend to b,
lim
N,L→∞,N/Ld=ρ
P 0N,L(ξ1 ≤M bN − 1) = lim
N,L→∞,N/Ld=ρ
P 0N,L(ξ1 ≤M bN ) = b. (4.26)
From Proposition 3.2 it follows that the interval
(
P 0ρ,β(ξ1 <∞), 1
]
can be covered only with the limit
points of P 0N,L(ξ1 ≤ KN) for different KN ∝ N . Combining Eqs. (3.19), (3.30) and (4.26),
lim
N,L→∞,N/Ld=ρ
P 0N,L(ξ1 ≤ εN) = P 0ρ,β(ξ1 <∞) + ε = b = lim
N,L→∞,N/Ld=ρ
P 0N,L(ξ1 ≤M bN), (4.27)
so |M bN − εN | = o(N). ✷
4.1 Representative trajectories
The subsequent discussion applies to interactions with the following properties.
1. u is superstable: If u is stable then there is some A > 0 such that
∑
1≤i<j≤N u(xj − xi) ≥ −AN
for any N and any x1, . . . ,xN . Superstability means that the potential energy per unit volume
increases with ρ eventually at least as ρ2. In a formula, if Λ is large enough, then for any N and
any x1, . . . ,xN ∈ Λ, ∑
1≤i<j≤N
u(xj − xi) ≥ −AN +BN2/Ld, (4.28)
where A,B > 0 [R1-3]. The negative linear term cannot be dropped even if u ≥ 0, otherwise the
inequality would fail for small N or at low density (think of a finite-range u). When u is positive
definite, the largest possible B is 12
∫
u(x) dx, in which case the smallest A is 12u(0) [Su5].
2. u can diverge only continuously (possibly at the origin or at the boundary of a hard core).
3. u is tempered, c.f. Eq. (2.1); in particular, it is integrable outside the origin or the hard core. If u
is attractive at large distances, it satisfies (2.1) with η ≥ d.
We start by rewriting the partition function in the form of a recurrence relation,
QN =
1
N
N∑
n=1
qnQN−nGN (n), (4.29)
where
GN (n) =
∫
µnβ1 ( dω0)
∫
µβN−n
(
dωN−n
)
e−βH(ω0,ω
N−n)
=
〈
e−βH(ω0,ω
N−n)
〉
µnβ1 ×µ
β
N−n
≡ e−βΨn,N−n, (4.30)
H(ω0,ω
N−n) = Un(ω0) + Vn
(
ω0,ω
N−n
)
, (4.31)
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and µnβ1 and µ
β
N−n are normalized measures. If Ω
β denotes the family of
(
< 12
)
-Ho¨lder continuous
one-particle trajectories parametrized by t ∈ [0, β], and
Ωβxy =
{
ω ∈ Ωβ |ω(0) = x,ω(β) = y} , ΩβX = ⋃
π∈S(X)
∏
x∈X
Ωβ
xπ(x) (X ⊂ Λ), ΩβM =
⋃
X⊂Λ,|X|=M
ΩβX ,
(4.32)
where S(X) is the set of permutations of X , then µnβ1 is a probability measure on Ω
nβ
00 given by
µnβ1 ( dω0) =W
nβ
00 ( dω0)
[∫
Wnβ00 ( dω)
]−1
, (4.33)
and µβM is the Gibbs measure on Ω
β
M ,
µβM
(
dωM
)
=
e−βU(ω
M)
∏M
i=1 dxi W
β
xixpi(i)
( dωi)
QMM !
. (4.34)
Integration with µβM
(
dωM
)
includes summation over SM .
GN (n) can be interpreted as the partition function of a classical system of n + (N − n) particles,
characterized by the a priori measure µnβ1 × µβN−n and the energy functional H(ω0,ωN−n). The system
can also be viewed as n trapped particles in the annealed random field of N − n other particles. The
trap and the random field are represented by µnβ1 and µ
β
N−n, respectively, and Ψn,N−n is the annealed
free energy.
We proceed with an additional restriction.
Homogeneous phase condition. In the domain of ρ and β under investigation, in infinite volume
each pure state is translation invariant and of the same density, ρ.
A fluid – gas or liquid – in statistical physics is a pure translation invariant state; so the condition is
about a fluid of a given density. The infinite-volume state obtained with periodic boundary condition is
translation invariant. However, if it is a mixture of pure states of different densities, very different sets
of trajectories can considerably contribute to the average composing GN (n). On the way we wish to go
further this situation must be avoided. A Bose-condensed fluid can be regarded as a uniform mixture
of pure states of different gauges. Because all these phases are translation invariant and of the same
density, the condition is fulfilled. This perception of the system is more pertinent for the Bose-condensed
hard-core lattice gas. In spin language BEC means planar spin ordering, and the uniform average over
different spin orientations corresponds to averaging over gauges.
Due to the supposed continuity property of u, we can apply the first mean-value theorem and write
GN (n) = e
−βH(ω˜0,ω˜N−n) (4.35)
with some specific but not unique set of trajectories ω˜0, ω˜1, . . . , ω˜N−n, that we call representative. Hence,
the annealed free energy is
Ψn,N−n = H
(
ω˜0, ω˜
N−n
)
= Un(ω˜0) + Vn
(
ω˜0, ω˜
N−n
)
. (4.36)
In the choice of
(
ω˜0, ω˜
N−n
)
one must take account of some consistency criteria, compatible with the
homogeneous phase condition.
Characterization of the representative trajectories. (i) A saddle-point or measure-concentration
argument should be valid. If we divide the range of H(ω0,ω
N−n) into intervals Il of length |Il| ≪ 1/β,
we can write
GN (n) =
∑
l
〈
e−βH(ω0,ω
N−n)
∣∣H(ω0,ωN−n) ∈ Il〉
µnβ1 ×µ
β
N−n
×
(
µnβ1 × µβN−n
) (
H(ω0,ω
N−n) ∈ Il
)
. (4.37)
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There is a corresponding partition
Kl =
{(
ω0,ω
N−n
) ∈ Ωnβ00 × ΩβN−n ∣∣H(ω0,ωN−n) ∈ Il} (4.38)
of the set of trajectories and, for large N and L,
(
ω˜0, ω˜
N−n
)
must be in that Kl whose contribution to
the above sum is maximum, so H
(
ω˜0, ω˜
N−n
)
is relatively small and the entropy of Kl is relatively large.
(ii) Deeper insight is provided by the fact that
e−βH(ω0,ω
N−n)µnβ1 ( dω0)µ
β
N−n
(
dωN−n
)
is the restriction of µβN
(
dωN
)
, the Gibbs measure on ΩβN , to the subset of trajectories in which particle
1 is in a cycle of length n starting and ending at the origin. Recall that ω0 is a composite trajectory of
n particles,
ω0 = (ωn,0,ωn,1, . . . ,ωn,n−1), (4.39)
where ωn,k ∈ Ωβ and
ωn,k(t) = ω0(kβ + t) (k = 0, . . . , n− 1) (4.40)
or
ωn,0(0) = ωn,n−1(β) = 0, ωn,k(β) = ωn,k+1(0) (k = 0, . . . , n− 2). (4.41)
Although we treatω0 separately, there is nothing exceptional in it: n-tuples of one-particle trajectories like
(4.39)-(4.41) occur also in ωN−n with a positive frequency. Their expected number is N−nn PN−n,L(ξ1 =
n) [Su1], and their self-energy and energy of interaction with the rest is similar to (4.31). It is the
total energy H
(
ω0,ω
N−n
)
and not the separate terms Un(ω0) and Vn
(
ω0,ω
N−n
)
that determine the
distribution of particles. Because µβN is translation invariant, the interaction is superstable, and because(
{ω˜n,k}n−1k=0 , ω˜N−n
)
represents an average, large density fluctuations are absent in it. Moreover, if u is
not integrable, close encounters are also excluded. That is, in the case of a non-integrable u one can choose(
{ω˜n,k}n−1k=0 , ω˜N−n
)
to be a Delone (Delaunay) set at every instant: there exists some d2 > ρ
−1/d > d1 >
dhc such that at any fixed t ∈ [0, β], every open ball of diameter d1 contains at most one, and every ball
of diameter d2 contains at least one point of {ω˜n,k(t)}n−1k=0
⋃ {ω˜i(t)}N−ni=1 . Here dhc ≥ 0 is the hard-core
diameter. The diameters characterize the whole set of trajectories, which contains cycles of very different
lengths. Therefore d1 and d2 are not specific to n, neither do they depend on Λ; their only dependence
is on ρ and β. If u is integrable, trajectories may be close to each other for short times, they may even
cross each other. This can be accounted for by setting d1 = 0: in this case {ω˜n,k(t)}n−1k=0
⋃ {ω˜i(t)}N−ni=1 is
only relatively dense.
(iii) Inspired by what we know from experiments and hydrodynamic theory about the real-time dynamics
of atoms in fluids we make an assumption about their imaginary-time dynamics. In a fluid at rest in ther-
mal equilibrium particles evolve through diffusion, their typical displacement in time t is proportional to√
t. Moreover, the time evolution of distant particles is independent, resulting the fast decay of positional
correlations and the absence of diagonal long-range order. In analogy, we suppose that the increments
of the representative one-particle trajectories, both of the individuals {ω˜n,k(t)}n−1k=0 , {ω˜i(t)}N−ni=1 and of
the composite ones, increase with t, subject to the condition that particles in 1-loops must return to their
original position after time β. Furthermore, if two particles are in different cycles, the correlation between
their increments decreases with time. These properties form the basis of the ergodic hypothesis that we
will add in the following section.
(iv) Consider the case when 0 < λβ ≪ ρ−1/d. From this the classical limit λβ = 0 can be attained
continuously. In that limit only PN,L(ξ1 = 1) differs from zero. However, for any λβ > 0, both PN,L(ξ1 =
n) and its thermodynamic limit Pρ,β(ξ1 = n) are positive for all n. To be consistent with the classical limit
one must choose {ω˜n,k}n−1k=0 and {ω˜i}N−ni=1 in such a way that their increments in [0, β] are O(λβ). Then,
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for the formation of n-cycles, the shorter trajectories must be combined with larger density fluctuations.
This means an increased d2 and a smaller d1 = O(λβ). The classical limit can be approached by raising
the temperature. A more interesting case is when both β and ρ are relatively large, and λβ ≪ ρ−1/d holds
because the mass of the particles is large. This is the setting for crystallization. Although translation
invariance is broken, the extremal states have the same density, andGN (n) can be represented by a Delone
set of trajectories with the mean position of the particles showing diagonal long-range order. Decreasing
the temperature in the crystalline phase, ultimately λβ > ρ
−1/d, the crystal enters the quantum regime.
However, the increments of individual trajectories are hampered by high potential barriers, resulting cycles
that are formed mostly by nearest neighbors. The consequence is, perhaps, many-body localization.
Because
PN,L(ξ1 = n) =
qn
N
QN−n
QN
GN (n) (4.42)
as functions of n are uniformly bounded, by the diagonal process one can select a subsequence {Ni, Li}
on which they converge,
Pρ,β(ξ1 = n) = lim
Ni,Li→∞,Ni/Ldi=ρ
PN,L(ξ1 = n) (n ≥ 1). (4.43)
If the equilibrium state in infinite volume is a mixture of pure states of different densities, the above
limit may depend on the chosen subsequence. If, however, the homogeneous phase condition is met, there
is a unique limit. To see this, note that due to the rapid decrease of the interaction, ω˜0 and all those
ω˜i giving a non-negligible contribution to
∑n−1
k=0 Vn,k
(
ω˜0, ω˜
N−n
)
can be chosen to be independent of L,
once L ≫ nβ. More precisely, in the limit when L goes to infinity the measure µnβ1 goes to Pnβ00 with
normalization, c.f. Eq. (2.12), and ω˜0 can be chosen to converge as L
−η, c.f. Eq. (2.1), to a trajectory
γn = (γn,0,γn,1, . . . ,γn,n−1) (4.44)
in the domain of Pnβ00 , where γn,k ∈ Ωβ ,
γn,k(t) = γn(kβ + t) (k = 0, . . . , n− 1) (4.45)
or
γn,0(0) = γn,n−1(β) = 0, γn,k(β) = γn,k+1(0) (k = 0, . . . , n− 2). (4.46)
Furthermore, we can number ω˜i ≡ ω˜i[N ] in such a way that i < j if∫ β
0
|ω˜i(t)| dt <
∫ β
0
|ω˜j(t)| dt. (4.47)
This permits to choose ω˜i[N + 1] as a small modification of ω˜i[N ] and to conclude that for any fixed i,
ω˜i[N ] converges with the same speed to a trajectory νn,i. Then,
lim
N,L→∞,N/Ld=ρ
Un,k(ω˜0) = 1
β
∫ β
0
1
2
∑
l 6=k
u (γn,l(t)− γn,k(t)) dt ≡ un,k(β) (4.48)
and
lim
N,L→∞,N/Ld=ρ
Vn,k
(
ω˜0, ω˜
N−n
)
=
1
β
∞∑
i=1
∫ β
0
u (νn,i(t)− γn,k(t)) dt ≡ vn,k(ρ, β). (4.49)
The correlation between γn and {νn,i}∞i=1 is inherited from that of ω˜0 and {ω˜i}. So
{γn,k(t)}n−1k=0
⋃
{νn,i(t)}∞i=1
is a Delone set of density ρ, but now in Rd. Note also that with the numbering (4.47) the distance of ω˜i
to the origin increases with i, therefore the correlation between ω˜i and ω˜0 decreases, and this will hold
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for the correlation between γn and νn,i. By the assumption on the decay of u and due to the Delone
property the infinite sum in (4.49) is convergent and the sequences un,k and vn,k are bounded. Thus,
Ψn(ρ, β) = lim
N,L→∞,N/Ld=ρ
Ψn,N−n = n [φn(β) + ψn(ρ, β)] (4.50)
with bounded sequences
φn(β) =
1
n
n−1∑
k=0
un,k(β), ψn(ρ, β) =
1
n
n−1∑
k=0
vn,k(ρ, β). (4.51)
In an Appendix we present explicit upper bounds for φn(β), ψn(ρ, β) and also for the free energy density
in the case when u is stable and integrable. Besides (4.50) we have
lim
N,L→∞,N/Ld=ρ
qn
N
=
1
ρλdβn
d/2
(4.52)
and
lim
N,L→∞,N/Ld=ρ
QN−n
QN
= enβµ(ρ,β). (4.53)
Here µ(ρ, β) is the chemical potential in infinite volume, computed in the canonical ensemble. For N
finite µ is by definition the cost of free energy for adding a particle to the system, and can be read off
from the ratio QN−1/QN [Van]. Equations (4.50), (4.52) and (4.53) together yield
Proposition 4.3 If the homogeneous phase condition is satisfied,
lim
N,L→∞,N/Ld=ρ
PN,L(ξ1 = n) =
1
ρλdβn
d/2
enβ[µ(ρ,β)−φn(β)−ψn(ρ,β)] = Pρ,β(ξ1 = n). (4.54)
We conclude this section with two simple results about the chemical potential.
Proposition 4.4 If β → 0, the asymptotic formula
βµ(ρ, β) ≍ ln (ρλdβ) or z ≍ ρλdβ (4.55)
holds true, where z is the fugacity. If u cannot give rise to bound states, the same formula is valid also
when ρ→ 0.
Proof. If β → 0 then βψn(ρ, β)→ 0 for all n. Also, ψn(ρ, β)→ 0 for all n if ρ→ 0 and no bound state
can be formed. Because φ1 = 0, for Pρ,β(ξ1 = 1) ≤ 1 to hold, βµ(ρ, β) must go to −∞ at least as fast as
ln ρλdβ . If n ≥ 2, βφn(β) is still bounded below. Thus, the exponential in (4.54) goes to zero at least as
fast as enβµ(ρ,β), implying
∑∞
n=2 Pρ,β(ξ1 = n) = o (Pρ,β(ξ1 = 1)), so Pρ,β(ξ1 <∞) = Pρ,β(ξ1 = 1) + o(1).
Since there are no infinite cycles either β or ρ goes to zero, Pρ,β(ξ1 = 1) converges to 1, which implies
(4.55). ✷
The asymptotic formula (4.55) can be compared with the upper bound of Adams et al. [Ad] for the
free energy density in the case of an integrable u,
f(ρ, β) ≤ ρ2
∫
u(x) dx+
ρ
β
ln
(
ρλdβ
)
. (4.56)
For 0 < ρλdβ ≪ 1 the bound takes the form
f(ρ, β) ≤ ρ2
∫
u(x) dx+ ρ µ(ρ, β). (4.57)
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The strength of (4.56) is that it holds for all ρ and β. Equation (4.57) is, however, trivial. Recall that
f(ρ, β) = ρµ∗ − p(µ∗, β), (4.58)
where p is the pressure and µ∗ = ∂f(ρ, β)/∂ρ = µ(ρ, β). Because the pressure is positive, we always have
f(ρ, β) ≤ ρµ(ρ, β). (4.59)
Lemma 4.2 The chemical potential satisfies the relation
µ(ρ, β) ≤ lim inf
n→∞
[φn(β) + ψn(ρ, β)] . (4.60)
Proof. Pρ,β(ξ1 < ∞) ≤ 1, therefore Pρ,β(ξ1 = n) tends to 0 as n → ∞. Thus, for any ǫ > 0 there can
only be a finite number of n such that
µ(ρ, β)− φn(β)− ψn(ρ, β) > ǫ, (4.61)
meaning (4.60).
4.2 Fluids
We show that macroscopic cycle percolation is a robust phenomenon occurring in Bose systems that
remain fluid down to zero temperature. The examples of liquid helium and a repulsively interacting Bose
gas will be presented. Consider
Pρ,β(ξ1 <∞) = 1
ρλdβ
∞∑
n=1
1
nd/2
enβ[µ(ρ,β)−χn(ρ,β)], (4.62)
where
χn(ρ, β) = n
−1Ψn(ρ, β) = φn(β) + ψn(ρ, β), (4.63)
the mean potential energy of a particle in a cycle of length n in the field of all the other particles. Its
detailed form is
χn(ρ, β) =
1
n
n−1∑
k=0
1
β
∫ β
0
dt
1
2
∑
l 6=k
u(γn,l(t)− γn,k(t)) +
∞∑
i=1
u(νn,i(t)− γn,k(t))
 ,
≡ 1
n
n−1∑
k=0
1
β
∫ β
0
dt χn,k(ρ, β; t), (4.64)
so the average is taken over the particles in the cycle and over time. Equation (4.64) can be rewritten as
a unique time average,
χn(ρ, β) =
1
nβ
∫ nβ
0
dt
[
1
2
n−1∑
k=1
u (γn(t)− γn((t+ kβ)modnβ)) +
∞∑
i=1
u (γn(t)− νn,i(tmodβ))
]
. (4.65)
This suggests that the limit of χn(ρ, β) as n goes to infinity actually exists. Moreover, we do not expect
any trend in the convergence: only the division of the mean energy per particle between the two sums
changes systematically with n, the n-dependence of the whole is a random fluctuation about the limit.
Therefore, the convergence to the limit should not be slower than (nβ)−1.
Ergodic hypothesis. For any β > 0 the limit χ(ρ, β) = limn→∞ χn(ρ, β) exists. For any β0 > 0
sup
β≥β0,n≥1
{nβ |χ(ρ, β)− χn(ρ, β)|} ≡ C0(ρ, β0) <∞. (4.66)
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The hypothesis implies also that
lim
β→∞
[χ(ρ, β)− χn(ρ, β)] = 0. (4.67)
The fluctuations of inter-particle distances and the potential energy with them decrease as the temper-
ature decreases (d1 increases, d2 decreases), therefore χ(ρ, β) is a monotone decreasing function of β.
If
χρ = lim
β→∞
χ(ρ, β), (4.68)
then a consequence of the ergodic hypothesis is that limβ→∞ χn(ρ, β) = χρ. The average within the
cycles seems also to be superfluous, so
lim
β→∞
1
β
∫ β
0
dt χn,k(ρ, β; t) = lim
β→∞
χn(ρ, β) = χρ all n, k. (4.69)
From (4.66) it follows that
χ(ρ, β)− χn(ρ, β) = C0(ρ, β0)− Cn(ρ, β0)
nβ
, (4.70)
where Cn(ρ, β0) ≥ 0 and is larger than C0(ρ, β0) when the difference on the left is negative.
Before Pρ,β(ξ1 < ∞) starts to decrease, it stays at 1 when β increases from small to rather high
values while ρ is fixed. There are two sources to compensate the initial decrease of (ρλdβ)
−1: the increase
of µ(ρ, β) from −∞, c.f. Eq. (4.55), and the decrease of χ(ρ, β) from +∞ or some large positive value
(because d1 = 0) at β = 0. Pρ,0(ξ1 = n) = δn,1, and the overall phenomenon is a flow of probability
towards larger n as β increases. Meanwhile, the rate of decrease of (ρλdβ)
−1 and together with it the
variation of µ(ρ, β) and χ(ρ, β) slows down. The transition is approached when these two are close to
each other and the bound
µ(ρ, β) ≤ χ(ρ, β), (4.71)
c.f. (4.60), becomes effective. Now
µ(ρ, β)− χn(ρ, β) = µ(ρ, β)− χ(ρ, β) + C0(ρ, β0)− Cn(ρ, β0)
nβ
, (4.72)
so
Pρ,β(ξ1 <∞) = e
C0(ρ,β0)
ρλdβ
∞∑
n=1
1
nd/2
enβ[µ(ρ,β)−χ(ρ,β)]−Cn(ρ,β0) ≤ eC0(ρ,β0) ζ(d/2)
ρλdβ
. (4.73)
The conclusion is that at a sufficiently large value of β, Pρ,β(ξ1 <∞) starts to decrease and tends to zero
as β goes to infinity. By definition, C0(ρ, β) is a monotone decreasing function of β. So βc is the largest
value for β0 to cover the whole interval β ≥ βc with the smallest C0(ρ, β0) and Cn(ρ, β0). Depending on
whether
eC0(ρ,βc)
∞∑
n=1
1
nd/2
enβ[µ(ρ,βc)−χ(ρ,βc)]−Cn(ρ,βc)
is smaller or larger than ζ(d/2), βc can be smaller or larger than β
0
c . Let
µρ = lim
β→∞
µ(ρ, β), (4.74)
the chemical potential in the ground state. An important question is whether µρ < χρ or µρ = χρ. The
alternative is related to the sign of ∆Tc. Although one cannot conclude without a more precise knowledge
of C0(ρ, βc), there is better chance to ∆Tc > 0 if µρ < χρ and to ∆Tc < 0 if µρ = χρ.
We still have to find the rate of increase in finite systems of those trajectories that eventually contribute
to cycle percolation. Let {KN} be any diverging sequence such that KN/N → 0. From Proposition 4.1
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we know that the limit of PN,L(ξ1 ≤ KN ) cannot be smaller than Pρ,β(ξ1 <∞). That it cannot be larger
depends on the existence of a uniform upper bound on QN−nQN GN (n) for n ≤ KN , c.f. Eq. (4.30). If n is
fixed, this quantity tends to exp{nβ[µ(ρ, β)−χn(ρ, β)]} ≤ expC0(ρ, β0) for β ≥ β0 in the thermodynamic
limit. Now
lim
N,L→∞,N/Ld=ρ
QN−n/QN−n+1 = e
βµ(ρ,β) if n = o(N), (4.75)
and the convergence to the limit is from below. The reason is that µ(ρ, β) is an increasing function of ρ,
and (N − n)/Ld tends to ρ from below. Thus,
lim
N,L→∞,N/Ld=ρ
n−1 lnQN−n/QN = βµ(ρ, β) if n = o(N) (4.76)
with a convergence to the limit from below. The average
n−1 lnQN−n/QN = n
−1
n∑
k=1
lnQN−k/QN−k+1 (4.77)
is dominated by the terms with k of order n. In lowest order the increase of the chemical potential with
the density is linear, so for some C′ > 0
1
nβ
lnQN−n/QN ≤ µ(ρ, β)− C′ n
Ld
. (4.78)
On the other hand, due to temperedness (2.1),
1
n
n−1∑
k=0
1
β
∫ β
0
dt
1
2
∑
l 6=k
uL(ω˜n,l(t)− ω˜n,k(t)) +
N−n∑
i=1
u(ω˜i(t)− ω˜n,k(t))
 = χn(ρ, β) + δn,N,L(β)
Lη
, (4.79)
where δn,N,L is bounded and its sign is that of the tail of the interaction. Combining Eqs. (4.78) and
(4.79) and recalling that for interactions with a negative tail we asked η ≥ d, it is seen that
QN−n
QN
GN (n) ≤ eC0(ρ,β0) (4.80)
holds for any n = o(N).
In Eq. (3.27) we replace
Q0N−n
Q0
N
by QN−nQN GN (n), bound it above by e
C0(ρ,β0) in the second sum, and
find that this one goes to zero for any KN = o(N). Hence,
lim
N,L→∞,N/Ld=ρ
PN,L (ξ1 ≤ KN) = Pρ,β(ξ1 <∞) for any KN →∞, KN/N → 0. (4.81)
The equality (4.81) means that the actual length of long cycles is of order N as in the ideal gas. We
summarize the result.
Theorem 4.1 In the fluid phase of a system of interacting bosons macroscopic cycle percolation takes
place at low enough temperatures, provided that the system does not crystallize. The probability Pρ,β(ξ1<∞)
of the occurrence of finite cycles converges to zero as the temperature decreases.
Note that the theorem gives no information about
εs = inf
{
ε : lim
N,L→∞,N/Ld=ρ
PN,L(ξ1 > εN) = 0
}
. (4.82)
In the ideal gas the infimum is attained, ε0s = P
0
ρ,β(ξ1 =∞) = ρ0/ρ.
We think that the condition for macroscopic cycle percolation, ergodicity in the form (4.66), is not
satisfied in solids.
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4.2.1 Liquid helium
The interaction between noble gas atoms and small molecules was extensively studied in the past. An
important contribution to its quantum-mechanical theory is due to London [Lon3]. The interaction has a
strongly repulsive core caused by the overlap of atomic electron clouds and an attractive tail whose form
in leading order is ∼ −|x|−6, corresponding to the interaction of two mutually induced dipole momenta;
thus, the interaction is tempered and η = d. For precise computations the short-range repulsion is fitted
by an exponential [Sl, Buc, Az]. The Lennard-Jones potential represents it by a ∼ |x|−12 divergence at
the origin [M, Lenn, Boe]; between 9 and 14 any power would do, 12 is chosen for convenience [Boe].
Under the effect of such an interaction, in real Bose systems vapor-liquid transition takes place at low
temperatures. Even this classical phase transition is poorly understood beyond the mean-field theory;
rigorous proofs could be done only for some wisely devised model interactions; see [Leb] and references
therein. The van der Waals theory of fluids predicts that at a fixed density the chemical potential
increases under cooling till the boiling point, below which it decreases [J], down to -7.2K in the case of
liquid helium [Toe]. Below we list some relevant data for the helium liquid, including the parameters of
the Lennard-Jones potential
u(x) = 4ǫ
[(
d0
|x|
)12
−
(
d0
|x|
)6]
. (4.83)
• u(x) = 0 at |x| = d0 = 2.6A˚.
• u(x) is minimal at |x| = dm = 21/6d0 = 2.9A˚, the depth of the minimum is ǫ ≈ 11K.
• The critical point is (5.2 K, 2.3 bar).
• The mass density is approximately constant, 0.147 g cm−3, below 4.2K at saturated vapor pressure
[Sn], [So]. It corresponds to ρ = 2.2× 1022cm−3, ρ−1/3 = 3.57A˚.
• The system is in a liquid state for pressures below 25 bar or mass densities below 0.190 g cm−3.
The vapor pressure at the lambda-point is less than 0.1 bar.
• Tboiling = 4.22K, Tc = 2.17K (superfluid transition), T 0c = 3.12K.
• λβ ≡ λT = 8.67√
T [K]
A˚ which gives λ4.22K = 4.22A˚, λTc = 5.89A˚, λ1.5K = 7.05A˚.
• ρλ3Tc = 4.49, ρλ3T 0c = ζ(3/2) = 2.612.
The helium gas can be cooled down to zero temperature so that the system passes above the critical
point, and the only phase boundary it crosses is between He I and He II; thus, the homogeneous phase
condition is satisfied at all temperatures. If cooling is done under ambient pressure, the system enters
the He I phase through ordinary condensation, and our description is valid below the boiling point. The
fact that the transition temperature is lower than that of the ideal gas suggests that χρ agrees with the
chemical potential in the ground state.
Liquid helium is the only real system which does not crystallize at ambient pressure. For comparison
we cite the relevant data of liquid H2 and liquid Ne. The boiling point of liquid H2 is 20.27K, λ20K =
2.74A˚; the freezing point is 14K, λ14K = 3.28A˚. This is to be compared with ρ
−1/3 = 3.61A˚ and d0 = 2.9A˚,
dm = 3.26A˚; for u these are Lennard-Jones’ data [Boe]. The depth of the potential well is more than four
times the value for helium. These numbers show that in the respective liquids the attraction between H2
molecules is much stronger than between He atoms. Meanwhile, the maximum of ρλ3β is 0.748, less than
a third of ζ(3/2). As the temperature of the liquid decreases, the inter-molecular attraction becomes
stronger, and before ρλ3β could be large enough, the system crystallizes. Neon is in liquid phase between
24.6K and 27.1K. Its mean inter-atomic distance is ρ−1/3 = 3.026A˚, while λ26K = 0.76A˚: ρλ
3
β is far too
small to give any chance to cycle percolation.
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4.2.2 Bose gas with a nonnegative interaction
If the interaction is nonnegative, µ < 0 prevents cycle percolation [Uel2]. An interesting consequence of
it is as follows.
Proposition 4.5 For a nonnegative u let ρm(β) denote the smallest density at which f(ρ, β) is minimum,
that is, µ(ρm(β), β) = 0. Then ρm(β) ≤ ρ0c(β), or equivalently, µ(ρ, β) ≥ 0 for ρ ≥ ρ0c(β). If u is also
superstable, then µ(ρ, β) > 0 for ρ > ρ0c(β).
Proof. Suppose that ρm(β) > ρ
0
c(β). For ρ
0
c(β) < ρ < ρm(β) and any L large enough, there is some N
in a o(Ld) neighborhood of ρLd such that QN ≥ QN ′ , all N ′ < N , and therefore
QN−nGN (n)/QN ≤ 1, 1 ≤ n ≤ N.
As a consequence, PN,L(ξ1 < εN) ≤
∑
n<εN qn/N, just as in the case of the ideal gas. Because ρλ
d
β >
ζ(d/2), Proposition 3.1 applies, with the result that there is cycle percolation. However, µ(ρ, β) < 0 at
ρ, and this contradicts the existence of infinite cycles. ✷
As we supposed that u is superstable, ρm(β) is the unique solution for ρ of the equation µ(ρ, β) = 0,
and ρm(β)λ
d
β ≤ ζ(d/2). From here we can obtain a strong indication that cycle percolation cannot occur
even at µ = 0.
Proposition 4.6 If u is nonnegative, then
lim
β→∞
Pρm(β),β(ξ1 <∞) = 1. (4.84)
Proof. Consider
∞∑
n=1
Pρm(β),β(ξ1 = n) =
1
ρm(β)λdβ
∞∑
n=1
e−nβ[φn(β)+ψn(ρm(β),β)]
nd/2
. (4.85)
Because n−d/2 is a summable upper bound, we can interchange the limit β → ∞ and the summation.
Suppose first that u is integrable. We use the upper bounds (A.20) and (A.21). Recalling from Eq. (A.5)
that
αn,k =
1
λ2β
(
1
k
+
1
n− k
)
, (4.86)
they yield
φn(β) ≤ 1
2
∫
u(x)
n−1∑
k=1
α
d/2
n,ke
−παn,kx
2
dx ≤ ζ(d/2)
λdβ
∫
u(x) dx (4.87)
and
ψn(ρ, β) ≤ ρ
∫
u(x) dx. (4.88)
So both
βφn(β) ≤ βζ(d/2)
λdβ
∫
u(x) dx (4.89)
and
βψn(ρm(β), β) ≤ βρm(β)
∫
u(x) dx (4.90)
go to zero when β goes to infinity. The second holds because
βρm(β) ≤ β
λdβ
ζ(d/2).
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If u is not integrable at the origin, based on the Delone property it is still possible to bound χn(ρ, β)
from both sides by a positive multiple of ρ; therefore βχn(ρm(β), β) goes to zero as β increases. Thus,
1 ≥ lim
β→∞
∞∑
n=1
Pρm(β),β(ξ1 = n) =
ζ(d/2)
limβ→∞ ρm(β)λdβ
≥ 1. (4.91)
This shows also that limβ→∞ ρm(β)λ
d
β = ζ(d/2). ✷
A repulsively interacting gas does not condense to a liquid but can crystallize at high density; this
is known for pure hard-core interactions [Ald, Bow]. If ρ is small enough, the system remains a gas
down to zero temperature. For sufficiently low temperatures ρm(β) < ρ, µ(ρ, β) becomes positive, and
macroscopic cycles can appear.
4.3 Solids
When cooling without applied pressure, the ultimate phase of rare gases, except for helium, is a close-
packed crystal. Helium crystallizes at 25 bar in hcp structure; the fcc structure appears in its phase
diagram only at about 1 kbar, and it is restricted to relatively high temperatures (≥15K) [Gl]. All the
other rare gases crystallize in fcc structure. Computing lattice sums for the hcp and fcc structures with
the Lennard-Jones potential, the hcp structure appeared to be favored, and this remained true for more
precise two-body forces. The conclusion was that in the case of the heavier rare gas solids three-body
forces are necessary to reproduce the correct crystal structure [Ni]. Keeping this in mind, one still may
ponder about the possibility of cycle percolation or something else in a Bose crystal, where only two-body
forces are in action.
When cooling, the solids of Ne, Ar, Kr, and Xe are formed due to increasingly strong cohesion forces:
the depth of the potential well of the pair potential between Ne atoms is about six times the value between
He atoms, and this factor is roughly 100 for argon, 150 for krypton and 200 for xenon [Gl]. All this means
that crystallization is basically a classical phase transition. Still, Pρ,β(ξ1 = n) is nonzero for each n, cycles
of arbitrary length exist, but they are composed mostly of nearest neighbors. With the increase of λβ a
transition to the realm of quantum mechanics takes place. We see two possible accompanying phenomena
of this transition. The first is no cycle percolation but a cross-over to quantum-mechanical localization.
The second possibility, more exotic, is that (non-macroscopic) cycle percolation appears [Uel1]. This
would imply that the particles in infinite cycles are in extended states. Apparently, neither localization
nor cycle percolation has thermodynamic consequences – or one should look for them more carefully.
The case of He4 is particular, the zero point energy almost precisely compensates the cohesion energy,
and a crystal can be formed only under pressure. Cycle percolation with BEC seems possible, superflow
in solid helium up to 66 bar was already reported [Kim]. Looking at the phase diagram, Fig. 1 in [Gl],
maybe the easiest to detect a supersolid is in the loosest crystalline phase of solid He4, the tiny bcc phase
bordered by three other phases, He I, He II and the hcp solid.
5 Bose-Einstein condensation
We prove the analogue of Theorems 3.1 and 3.2.
Theorem 5.1 (i) In an interacting system of bosons Bose-Einstein condensation implies cycle percola-
tion.
(ii) Finite cycles do not contribute to the condensate.
(iii) Macroscopic cycle percolation implies Bose-Einstein condensation. With probability 1 every particle
in the condensate is in a macroscopic cycle.
Proof. The partition function can be brought to a form in which each particle of the cycle of 1 is in
the same one-particle state. As a result, if the cycle is long then a large number of particles occupy
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the same state. Because ϕ0(x) ≡ L−d/2 is the eigenvector belonging to the largest eigenvalue of the
one-particle reduced density matrix, 〈N0〉 cannot be smaller than the occupation number of any other
one-particle state [Su3], so we could conclude about BEC. However, complication arises from the fact
that single-particle momenta are not conserved, as they were in the absence of interaction. When there
is cycle percolation in the ideal gas, with probability 1 all the particles of zero momentum – and only
them – are in one of the infinite cycles [Su2]. This is why the probability of cycle percolation equals the
condensate fraction, c.f. Eq. (3.30). No such equality holds for interacting bosons. Instead, what we will
find is that the probability that a one-particle state is macroscopically occupied spreads over an infinity
of states ϕ, and the probability of occupation of ϕ0 results from integrating over ϕ the infinitesimal
contributions weighted by |〈ϕ, ϕ0〉|2.
Application of the first mean-value theorem in Eq. (2.16) slightly differently as in Section 4.1 yields
QN =
1
N
N∑
n=1
e−βUn(ω̂0)
∫
Λ
dx
∫
Wnβxx ( dω0)QN−n(ω0). (5.1)
We divide and multiply with QN−n to find
QN =
1
N
N∑
n=1
e−βUn(ω̂0)QN−n
∫
Λ
dx
∫
Wnβxx ( dω0)
〈
e−βVn(ω0, ·)
〉
µβ
N−n
=
1
N
N∑
n=1
e−βUn(ω̂0)QN−n
∫
Λ
dx
∫
Wnβxx ( dω0)e
−βVn(ω0,ω̂N−n), (5.2)
see Eqs. (4.30), (4.31) and (4.34). In the second line we replaced the average overωN−n by a representative
term. ω̂N−n is first of all determined by the interaction among the N − n particles, causing it to be a
Delone set in itself at all t ∈ [0, β]. There is, moreover the interaction with the particles in the cycle of
1, making ω̂N−n dependent on ω0 = {ωn,k}n−1k=0 . However, this dependence is weak: ω0 may be typical
or atypical according to Wnβxx , this has little influence on the average. What counts is that ω̂
N−n(t) is
neither too close to nor too far from ω0(t). Let us rewrite βVn as we did with χn(ρ, β) in Eq. (4.65):
βVn
(
ω0, ω̂
N−n
)
=
∫ nβ
0
dt
N−n∑
i=1
uL(ω0(t)− ω̂i(tmodβ)). (5.3)
At every instant the important contribution to the sum comes from particles close to ω0(t). We can
obtain the same value for βVn
(
ω0, ω̂
N−n
)
by a suitable choice of ω̂N−n from a family of continuously
varying Delone sets of the form ωN−n[ω0(t)], in which ω
N−n as a (N−n)-point set depends on t through
the instantaneous position of ω0. The set ω̂
N−n thus chosen must have the properties that for every
x ∈ Λ and every i, |ω̂j[x]− ω̂i[x]| ≥ d1 for all j 6= i but there is some j 6= i such that |ω̂j [x]− ω̂i[x]| ≤ d2,
and that d1 ≤ dist(x, ω̂N−n[x]) ≤ d2. Moreover, ω̂N−n[x] is a continuous function of x. With
βVn
(
ω0, ω̂
N−n
)
=
∫ nβ
0
dt
N−n∑
i=1
uL(ω0(t)− ω̂i[ω0(t)]) (5.4)
Eq. (5.2) becomes
QN =
1
N
N∑
n=1
e−βUn(ω̂0)QN−n
∫
Λ
〈x|e−nβhβn,N,L |x〉dx = 1
N
N∑
n=1
e−βUn(ω̂0)QN−n tr e
−nβhβ
n,N,L, (5.5)
where hβn,N,L is a one-body Hamiltonian,
hβn,N,L = −
~
2
2m
∆+ Vω̂N−n , Vω̂N−n(x) =
N−n∑
i=1
uL (ω̂i[x]− x) . (5.6)
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Let
ǫ0,ω̂N−n < ǫ1,ω̂N−n ≤ ǫ2,ω̂N−n ≤ · · · (5.7)
be the eigenvalues, ϕj,ω̂N−n the corresponding eigenvectors of h
β
n,N,L. The n particles in the cycle of
1 occupy ϕi,ω̂N−n with the probability e
−nβǫ
i,ω̂N−n
[∑∞
j=0 e
−nβǫ
j,ω̂N−n
]−1
. In fluids Vω̂N−n(x) is an
unordered field, so the eigenvalues are actually single apart from accidental degeneracy. The ultimate
form of the partition function is
QN =
1
N
N∑
n=1
e−βUn(ω̂0)QN−n
∞∑
j=0
e−nβǫj,ω̂N−n . (5.8)
Furthermore,
PN,L(ξ1 = n) =
1
N
QN−n
QN
e−βUn(ω̂0)
∞∑
j=0
e−nβǫj,ω̂N−n , (5.9)
whose comparison with Eq. (4.42) yields
e−βUn(ω̂0)
∞∑
j=0
e−nβǫj,ω̂N−n = qnGN (n) = qne
−β[Un(ω˜0)+Vn(ω˜0,ω˜N−n)]
or
∞∑
j=0
e−nβǫj,ω̂N−n = qne
−β[Un(ω˜0)−Un(ω̂0)+Vn(ω˜0,ω˜N−n)]. (5.10)
This equation must be satisfied and sets thereby a condition on ω̂N−n. Utilizing
tr |k〉〈k| e−nβhβn,N,L =
∞∑
j=0
e−nβǫj,ω̂N−n
∣∣〈ϕj,ω̂N−n , ϕk〉∣∣2 , (5.11)
the probability of the joint event that particle 1 is in a cycle of length n and has wave vector k reads
PN,L(ξ1 = n,k1 = k) =
1
N
QN−n
QN
e−βUn(ω̂0)
∞∑
j=0
e−nβǫj,ω̂N−n
∣∣〈ϕj,ω̂N−n , ϕk〉∣∣2
=
∑∞
j=0 e
−nβǫ
j,ω̂N−n
∣∣〈ϕj,ω̂N−n , ϕk〉∣∣2∑∞
j=0 e
−nβǫ
j,ω̂N−n
PN,L(ξ1 = n). (5.12)
From here
〈Nk〉 = NPN,L(k1 = k) = N
N∑
n=1
∑∞
j=0 e
−nβǫ
j,ω̂N−n
∣∣〈ϕj,ω̂N−n , ϕk〉∣∣2∑∞
j=0 e
−nβǫ
j,ω̂N−n
PN,L(ξ1 = n). (5.13)
In particular,
〈N0〉
N
=
N∑
n=1
∑∞
j=0 e
−nβǫ
j,ω̂N−n
∣∣〈ϕj,ω̂N−n , ϕ0〉∣∣2∑∞
j=0 e
−nβǫ
j,ω̂N−n
PN,L(ξ1 = n)
=
N∑
n=1
∫
Λ
dx
∫
Wnβ0x ( dω0)e
−βUn(ω0)QN−n(ω0)
Ld
∫
Wnβ00 ( dω0)e
−βUn(ω0)QN−n(ω0)
PN,L(ξ1 = n). (5.14)
The second line comes from Eq. (2.23).
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(i)-(ii) We proceed with the first line by bounding the summand,∑∞
j=0 e
−nβǫ
j,ω̂N−n|〈ϕj,ω̂N−n ,ϕ0〉|2∑∞
j=0 e
−nβǫ
j,ω̂N−n
<
e−nβǫ0,ω̂N−n∑∞
j=0 e
−nβǫ
j,ω̂N−n
. (5.15)
ǫ0,ω̂N−n may be negative if the interaction has an attractive tail. However, it remains bounded below as
N,L → ∞, N/Ld = ρ. Therefore, e−nβǫ0,ω̂N−n is bounded for n fixed, while the denominator goes to
infinity. In effect, for n fixed,
0 < lim
N,L→∞, N
Ld
=ρ
GN (n) = e
−nβχn(ρ,β) <∞, (5.16)
the limit of eβUn(ω̂0) is also finite nonzero, while qn tends to infinity as L
d. So the average (5.15) goes to
zero, both for nonnegative and for Lennard-Jones type interactions. We fix an integer M , cut the sum
(5.14) into two, from 1 to M and from M + 1 to N , take the thermodynamic limit, and find that the
finite sum goes to zero. Sending M to infinity results
ρ0
ρ
= lim
N,L→∞, N
Ld
=ρ
〈N0〉
N
= lim
M→∞
lim
N,L→∞, N
Ld
=ρ
N∑
n=M+1
∑∞
j=0 e
−nβǫ
j,ω̂N−n
∣∣〈ϕj,ω̂N−n , ϕ0〉∣∣2∑∞
j=0 e
−nβǫ
j,ω̂N−n
PN,L(ξ1 = n)
≤ Pρ,β(ξ1 =∞); (5.17)
that is, BEC implies cycle percolation. We obtained also that finite cycles do not contribute to the
condensate.
(iii) Suppose that there is macroscopic cycle percolation. In this case
ρ0
ρ
= lim
ε→0
lim
N,L→∞,N/Ld=ρ
∑
n>εN
∑∞
j=0 e
−nβǫ
j,ω̂N−n
∣∣〈ϕj,ω̂N−n , ϕ0〉∣∣2∑∞
j=0 e
−nβǫ
j,ω̂N−n
PN,L(ξ1 = n), (5.18)
so only particles in macroscopic cycles, if any, can contribute to the condensate. Macroscopic cycles
extend to the entire available volume, and the same must be true for each ϕj,ω̂N−n . A quantitative form
of this property can be the following: there exist δ, δ′ > 0 independent of N,L such that the domain
{x ∈ Λ : |ϕ0,ω̂N−n(x)|2 > δL−d} is connected and of volume∣∣{x ∈ Λ : |ϕ0,ω̂N−n(x)|2 > δL−d}∣∣ ≥ δ′Ld; (5.19)
or, in a semiclassical picture,
|{x ∈ Λ : Vω̂N−n(x) < ǫ0,ω̂N−n}| ≥ δ′′Ld (5.20)
where {x ∈ Λ : Vω̂N−n(x) < ǫ0,ω̂N−n} is connected and δ′′ > 0. This can hold for a slowly varying
bounded external field as Vω̂N−n , and suggests that the ϕj,ω̂N−n are weak perturbations of plane waves.
Now
lim
N,L→∞,N/Ld=ρ
∑
k∈ 2pi
L
Zd\{0}
e−εNβǫk = 0, (5.21)
and in analogy we formulate the following
Spectral conjecture. For any ε > 0
lim
N,L→∞,N/Ld=ρ
∞∑
j=1
e
−εNβ
(
ǫ
j,ω̂N(1−ε)
−ǫ
0,ω̂N(1−ε)
)
= 0. (5.22)
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The weaker assumption that
∑∞
j=J e
−εNβ
(
ǫ
j,ω̂N(1−ε)
−ǫ
0,ω̂N(1−ε)
)
has a finite limit for some finite J would
be enough: it would lead to a more complicated final formula but the conclusion about BEC would not
change. From Eq. (5.19) and ϕ0,ω̂N−n>0 it follows that 〈ϕ0,ω̂N−n , ϕ0〉 has a positive limit, and
ρ0
ρ
= lim
ε→0
lim
N,L→∞, N
Ld
=ρ
∑
n>εN
∣∣〈ϕ0,ω̂N−n , ϕ0〉∣∣2 PN,L(ξ1 = n)
=
∫ εs(ρ,β)
0
lim
N,L→∞, N
Ld
=ρ
∣∣〈ϕ0,ω̂N(1−ε) , ϕ0〉∣∣2 pρ,β( dε) > 0. (5.23)
In the second line εs(ρ, β) is given by Eq (4.82) and pρ,β is a measure of norm∫ εs
0
pρ,β( dε) = Pρ,β(ξ1 =∞). (5.24)
From the second line of Eq (5.14) one can arrive – less precisely, more intuitively – at the same conclusion:
if n > εN , attaining from 0 any x ∈ Λ by a random walk is not much less probable than to return to 0;
so the numerator and the denominator are of the same order of magnitude. ✷
In the case of the ideal gas Eq. (5.23) reproduces Eq. (3.30). For liquid helium and the dilute
repulsive Bose gas it is seen that the condensate fraction does not go to 1 when the temperature goes
to 0, in contrast to cycle percolation whose probability tends to 1. This latter must have to do with the
fact that superfluidity becomes complete in the limit of zero temperature.
6 Reduced density matrix and macroscopic wave function
From Eqs. (2.21) and (5.13), the one-particle reduced density matrix can be obtained. Let τy denote the
shift by y, (τyf)(x) = f(x− y). Then
〈x|σ1|y〉 = ρ
N∑
n=1
PN,L(ξ1 = n)
∑∞
j=0 e
−nβǫ
j,ω̂N−n
〈
τx ϕj,ω̂N−n , τy ϕj,ω̂N−n
〉∑∞
j=0 e
−nβǫ
j,ω̂N−n
(6.1)
where we used ∑
k∈ 2pi
L
Zd
∣∣〈ϕj,ω̂N−n , ϕk〉∣∣2 eik·(x−y) = 〈τx ϕj,ω̂N−n , τy ϕj,ω̂N−n〉 . (6.2)
The numerator in (6.1) can be rewritten as
∞∑
j=0
e−nβǫj,ω̂N−n
〈
τx ϕj,ω̂N−n , τy ϕj,ω̂N−n
〉
= Tr τx−y e
−nβhβ
n,N,L
=
∫
Λ
dz
∫
Wnβz+x,z+y( dω)e
−
∫
nβ
0
V
ω̂
N−n(ω(t)) dt > 0. (6.3)
Therefore 〈x|σ1|y〉 can be bounded below by dropping any number of terms of the sum over n in (6.1).
In the case of macroscopic cycle percolation this gives
Σ(x,y) ≡ lim
N,L→∞, N
Ld
=ρ
〈x|σ1|y〉 ≥ ρ lim
ε→0
lim
N,L→∞, N
Ld
=ρ
∑
n>εN
PN,L(ξ1 = n)
〈
τx ϕ0,ω̂N−n , τy ϕ0,ω̂N−n
〉
= ρ
∫ εs(ρ,β)
0
lim
N,L→∞, N
Ld
=ρ
〈
τx ϕ0,ω̂N(1−ε) , τy ϕ0,ω̂N(1−ε)
〉
pρ,β( dε).
(6.4)
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For any ε ∈ (0, εs) we can define a macroscopic wave function. Let
νρ(1−ε) =
{
νρ(1−ε),i
}∞
i=1
(
νρ(1−ε),i ∈ Ωβ
)
(6.5)
be the infinite volume limit of ω̂N(1−ε) = {ω̂i}N(1−ε)i=1 , c.f. the obtention of {νn,i}∞i=1 from {ω˜i}N−ni=1 .
There is an external field
Vνρ(1−ε) (x) = lim
N,L→∞,N/Ld=ρ
Vω̂N(1−ε)(x) =
∞∑
i=1
u
(
νρ(1−ε),i[x]− x
)
(6.6)
associated with νρ(1−ε). Because of cycle percolation,
hβνρ(1−ε) = −
~
2
2m
∆+ Vνρ(1−ε) (6.7)
cannot have bound states. Let
E0,νρ(1−ε) = inf spec
{
hβνρ(1−ε)
}
= lim
N,L→∞,N/Ld=ρ
ǫ0,ω̂N(1−ε)
= lim
N,L→∞,N/Ld=ρ
1
εN
[
UεN (ω˜0)− UεN (ω̂0) + VεN
(
ω˜0, ω˜
N(1−ε)
)]
; (6.8)
the last equality follows from Eqs. (5.10) and (5.22). Let Φ0,νρ(1−ε) be the lowest lying generalized
eigenvector,
hβνρ(1−ε)Φ0,νρ(1−ε) = E0,νρ(1−ε)Φ0,νρ(1−ε) , (6.9)
with normalization ∥∥Φ0,νρ(1−ε)∥∥22 = limL→∞ 1Ld
∫
[−L/2,L/2]d
∣∣Φ0,νρ(1−ε)(x)∣∣2 dx = 1. (6.10)
Φ0,νρ(1−ε) is real nonnegative, and we expect it to be obtainable also as the pointwise limit
Φ0,νρ(1−ε)(x) = lim
N,L→∞, N
Ld
=ρ
Ld/2ϕ0,ω̂N(1−ε)(x). (6.11)
Define ∥∥Φ0,νρ(1−ε)∥∥1 = limL→∞ 1Ld
∫
[−L/2,L/2]d
∣∣Φ0,νρ(1−ε)(x)∣∣ dx. (6.12)
Equation (5.23) can be rewritten as
ρ0
ρ
=
∫ εs(ρ,β)
0
∥∥Φ0,νρ(1−ε)∥∥21 pρ,β( dε) = ∥∥Φ0,νρ̂∥∥21 Pρ,β(ξ1 =∞), (6.13)
where ρ̂ is some intermediate density, ρ[1− εs(ρ, β)] < ρ̂ < ρ. Moreover,
Σ(x,y) ≥ ρ
∫ εs(ρ,β)
0
〈
τx Φ0,νρ(1−ε) , τy Φ0,νρ(1−ε)
〉
pρ,β( dε) (6.14)
with
〈Φ,Ψ〉 = lim
L→∞
1
Ld
∫
[−L/2,L/2]d
Φ∗(x)Ψ(x) dx. (6.15)
If there is no (diagonal) long-range order, with |x − y| going to infinity τx Φ0,νρ(1−ε) and τy Φ0,νρ(1−ε)
become asymptotically independent with respect to the uniform measure in Rd,〈
τx Φ0,νρ(1−ε) , τy Φ0,νρ(1−ε)
〉 ≍ 〈τx Φ0,νρ(1−ε) , 1〉 〈1, τy Φ0,νρ(1−ε)〉 = ∥∥Φ0,νρ(1−ε)∥∥21 . (6.16)
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Thus, the lower bound in (6.14) tends to the condensate density. However, Σ(x,y) also converges to the
condensate density [Su7]. So as |x− y| → ∞,
Σ(x,y) = ρ
∫ εs(ρ,β)
0
〈
τxΦ0,νρ(1−ε) , τy Φ0,νρ(1−ε)
〉
pρ,β( dε) + o(1)
= ρ
〈
τx Φ0,νρ̂ , τy Φ0,νρ̂
〉
Pρ,β(ξ1 =∞) + o(1)
−−−−−−→
|x−y|→∞
ρ
∥∥Φ0,νρ̂∥∥21 Pρ,β(ξ1 =∞) = ρ0. (6.17)
To summarize, there is a unique macroscopic wave function by which we can characterize the Bose-
condensed fluid. For the fluid at rest, this function is real and nonnegative: it is the ground state (the
lowest lying generalized eigenvector) of the operator − ~22m∆ + Vνρ̂ . In the ideal gas
∥∥Φ0,νρ̂∥∥21 = 1, and
we rediscover Eq. (3.30). Because Pρ,β(ξ1 =∞) tends to 1 when approaching zero temperature, in liquid
helium
∥∥Φ0,νρ̂∥∥21 ≈ 0.09 in the ground state [Pen, Ce, Sn].
7 Phase transition in isotropic and axially anisotropic spin-1/2
Heisenberg models
Lattice spins of quantum number 1/2 are equivalent to hard-core bosons. This equivalence can be used
to apply what we learned about BEC in the continuum for the proof of phase transition in spin models.
Let L be an even integer and
Λ =
[
−L
2
+ 1,−L
2
+ 2, . . . ,
L
2
]d
, d ≥ 3. (7.1)
The spin models will be defined in Λ with periodic boundary conditions. We shall write down the
Hamiltonians in terms of the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 = −i
(
0 1
−1 0
)
, σ3 =
(
1 0
0 −1
)
. (7.2)
When passing to lattice gas representation,
σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
, n̂ =
(
1 0
0 0
)
(7.3)
will be used. Expressed with them,
σ1 = σ+ + σ−, σ2 = −i(σ+ − σ−), σ3 = 2σ+σ− − 1 = 2n̂− 1. (7.4)
There is a set of these matrices assigned to each lattice site x: σx = (σ
1
x, σ
2
x, σ
3
x), σ
±
x and n̂x. The
commutation relations among {σ±x }x∈Λ are those of boson creation and annihilation operators, except
for σ+x σ
−
x + σ
−
x σ
+
x = 1, which is fermionic. However, for hard-core bosons, characterized by (σ
+
x )
2 =
(σ−x )
2 = 0, this is the right one, not axa
†
x − a†xax = 1.
The spin at site x is sx =
1
2σx; the total spin is S =
∑
x sx. The total spin quantum number is
S ∈
{
Ld
2 ,
Ld
2 − 1, . . . ,−L
d
2
}
, and for given S, S3 ∈ {S, S − 1, . . . ,−S} and (S1)2 + (S2)2 are conserved
quantities in each model. The number of particles in the equivalent boson gas is
N =
∑
x∈Λ
n̂x = S
3 +
Ld
2
. (7.5)
The particle-hole transformation in the Fock space is implemented by the unitary operator
U =
∏
x∈Λ
Ux, Ux = e
i(π/2)σ1
x = iσ1x, U
−1
x σ
±
x Ux = σ
∓
x . (7.6)
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In terms of the spin model, U performs a rotation through π about the first spin axis at each site. We
shall make use of the following lemma.
Lemma 7.1 Let the Hamiltonian H for hard-core bosons be invariant under the particle-hole transfor-
mation,
U−1HU = H. (7.7)
(i) If HΨ = EΨ, then H(UΨ) = E(UΨ).
(ii) For all β the free energy density f(ρ, β) of the lattice gas in the canonical ensemble is minimum at
ρ = N/Ld = 1/2, and the corresponding chemical potential µ(1/2, β) = 0 for all β.
Proof. (i) is trivial. (ii) H and
∑
x∈Λ n̂x have a common complete set of eigenvectors, and to each
eigenvector in the N -particle subspace there corresponds an eigenvector in the Ld −N -particle subspace
with the same eigenvalue. Therefore f(1−ρ, β) = f(ρ, β) and, because f is convex in ρ, it has a minimum
at ρ = 1/2. Using ∂f(ρ, β)/∂ρ = µ(ρ, β), we conclude that µ(1/2, β) ≡ 0. ✷
The convexity of the free energy density f(ρ, β) may not be strict, therefore the minimum at ρ = 1/2
may not be unique; this happens when equilibrium states of different densities coexist. However, 1/2 is
the only density minimizing the free energy at all temperatures. This can be understood also through
a physical argument. The S3 = 0 subspace is the largest among the S3-eigensubspaces, so the entropy
is the largest here. Furthermore, this is the only one in which the whole spectrum of H is represented,
so here can the energy attain the lowest value. Together, the two tells us that in this subspace the free
energy is at its smallest value.
In models whose Hamiltonian satisfies Lemma 7.1 Bose-Einstein condensation is always partial. Let,
as earlier, ρ0 denote the condensate density.
Proposition 7.1 In a hard-core lattice gas defined by a Hamiltonian invariant under particle-hole trans-
formation, ρ0 ≤ ρ(1 − ρ); thus, ρ0 ≤ 1/4.
Proof. For k ∈ 2πL Λ define
σk =
1
Ld/2
∑
x∈Λ
eik·xσ−x , σ
†
k
=
1
Ld/2
∑
x∈Λ
e−ik·xσ+x . (7.8)
The occupation number operator for the k = 0 state is
N0 = σ
†
0σ0 =
1
Ld
∑
x∈Λ
σ+x
∑
y∈Λ
σ−y . (7.9)
On the other hand, from Eq. (7.4) by direct computation
(
S1
)2
+
(
S2
)2
=
1
4
(∑
x
σ1x
)2
+
(∑
x
σ2x
)2 = ∑
x∈Λ
σ+x
∑
y∈Λ
σ−y , (7.10)
whose comparison with (7.9) gives (
S1
)2
+
(
S2
)2
= N0L
d. (7.11)
Furthermore, from Eq. (7.5), (
S3
)2
= N2 +
L2d
4
−NLd, (7.12)
so
S2 = N0L
d +N2 +
L2d
4
−NLd = S(S + 1) ≤ L
2d
4
+
Ld
2
. (7.13)
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Dividing by L2d, taking the canonical expectation value for given N and then the thermodynamic limit
with N/Ld going to ρ, for the limit ρ0 of 〈N0〉/Ld we find
ρ0 + ρ
2 − ρ ≤ 0, ρ0 ≤ ρ(1− ρ). ✷ (7.14)
The family of models that we consider is defined by
H = −
∑
〈xy〉
[
σ1xσ
1
y + σ
2
xσ
2
y + c(σ
3
xσ
3
y − 1)
]
, (7.15)
where c is any real number and the summation is over nearest neighbor pairs in Λ. If c < 0, the unitary
operator
∏
x:
∑
d
j=1 xj odd
exp{i(π/2)σ3x} transforms H to be antiferromagnetic. The lattice-gas form of
the Hamiltonian is
H = −
∑
x
∑
y:|y−x|=1
(σ+x σ
−
y + σ
+
y σ
−
x − 2σ+x σ−x )− 4c
∑
〈xy〉
n̂xn̂y − 4d(1− c)
∑
x∈Λ
n̂x. (7.16)
Invariance under particle-hole transformation can be checked on either form of H . For c > 0 the hard-
core on-site repulsion together with the nearest neighbor attraction mimics the interaction between noble
gas atoms in the continuum, and H in its form (7.16) is a model for a noble gas in the grand-canonical
ensemble.
Conservation of S3 and
(
S1
)2
+
(
S2
)2
corresponds to conservation of N and N0. Lemma 7.1 applies
to H , so N = Ld/2 minimizes the canonical free energy. In the sequel we shall work at half filling or
S3 = 0. In this subspace spin ordering can follow two different routes. Spins may align in direction
3, and then for c > 0 there is phase separation into a sea of spins pointing upwards with islands of
downwards spins and another sea of oppositely oriented spins, so that globally S3 = 0. In principle, this
does not exclude simultaneous planar ordering, that is, a non-vanishing limit of
〈
(S1)2 + (S2)2
〉
/NLd.
However, formulated in terms of the lattice gas, a high-density phase is separated from a low-density
one and, because of spin symmetry,
〈
(S1)2 + (S2)2
〉
and therefore 〈N0〉 is the same in the two phases.
So simultaneous axial and planar ordering would be equivalent to having the same amount of Bose-
condensate in two phases of different density. For c < 0 axial spin ordering results in phase separation
into two antiferromagnets with opposite sublattice magnetization. The other route is that there is no
axial ordering, the spins order in the 1-2 plane; in the language of the lattice gas this means BEC. Now
the equilibrium state is a uniform mixture of pure states with different planar spin orientation or, in the
lattice gas, with different gauge, and the homogeneous phase condition is satisfied.
The first quantized form of H , restricted to a subspace with N fixed, is
HN = −
N∑
i=1
∆i +
∑
1≤i<j≤N
u(xi − xj)− 4d(1− c))N, (7.17)
where ∆i is the second difference operator acting in the variable xi, and
u(x) =

+∞, x = 0
−4c, |x| = 1
0, |x| > 1.
(7.18)
The spectrum of −∆ is nonnegative, its eigenvalues are
ǫk = 2
d∑
j=1
(1− cos kj). (7.19)
The one-particle partition function at inverse temperature nβ reads
qn =
∑
k∈ 2pi
L
Λ
e−nβǫk ≍ Ld
[
1
π
∫ π
0
e−2nβ(1−cos k) dk
]d
(L→∞). (7.20)
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We will need
q(ρ, nβ) = lim
N,L→∞,N/Ld→ρ
qn
N
=
1
ρ
[
1
π
∫ π
0
e−2nβ(1−cos k) dk
]d
≤ 1
ρ(nβ)d/2
. (7.21)
The upper bound is obtained by expanding cos k up to fourth order. For the path integral representation
of the partition function we use the formula applied by Aizenman and Lieb to the Hubbard model [Ai1],
and best adapted also to our problem:
QN =
e4βd(1−c)N
N !
∑
π∈SN
N∏
i=1
∑
xi∈Λ
∫
W βxixpi(i)( dωi)e
−βU(ωN) =
1
N
N∑
n=1
e4βd(1−c)nqnQN−nGN (n). (7.22)
Here all the entries are formally the same as in Eqs. (4.30)-(4.34), but now ωi, the trajectory of particle
i, is a piecewise constant function of t ∈ [0, β]. Governed by the Brownian bridge measure W βxy on the
discrete torus, the particles hop with equal probability to one of the neighboring sites, independently and
at random times, following a Poisson process. W βxy is determined by the kinetic energy operator via∫
W βxy( dω) = 〈y|eβ∆|x〉 =
1
Ld
∑
k∈ 2pi
L
Λ
eik·(y−x)−βǫk. (7.23)
After summation over {xi} only cycles are present in the partition function, and the measure of {ω|ω(0) =
ω(nβ) = x} is obviously positive,∫
Wnβxx ( dω) = 〈0|enβ∆|0〉 =
1
Ld
∑
k∈ 2pi
L
Λ
e−nβǫk =
qn
Ld
. (7.24)
The positivity of
∫
W β0x( dω), the measure of the set {ω|ω(0) = 0,ω(β) = x}, for all x ∈ Λ is less obvious.
It is easier to prove first that the Brownian bridge measure on Zd,∫
P β0x( dω) = lim
L→∞
∫
W β0x( dω) =
e−2dβ
πd
d∏
j=1
∫ π
0
e2β cos k cos kxj dk (7.25)
is positive, and then to use the identity∫
W β0x( dω) =
∑
z∈Zd
∫
P β0,x+Lz( dω) (7.26)
for the positivity of the measure on the torus. The identity (7.26) itself can be shown with the help of
the Poisson summation formula for distributions.
Lemma 7.2 Let f(k) be any bounded positive strictly decreasing function in [0, π]. Then for any integer
x ≥ 1, ∫ π
0
f(k) cos kxdk > 0. (7.27)
Proof. ∫ π
0
f(k) cos kxdk =
1
x
∫ xπ
0
f(k/x) cos k dk. (7.28)
Now∫ xπ
0
f(k/x) cos k dk =
2x−1∑
l=0
∫ (l+1)π/2
lπ/2
f(k/x) cos k dk =
∫ π/2
0
2x−1∑
l=0
f
(
k + lπ/2
x
)
cos(k + lπ/2) dk.
(7.29)
34
Using
cos(k + lπ/2) =

cos k, l = 4n
− sink, l = 4n+ 1
− cosk, l = 4n+ 2
sink, l = 4n+ 3
(7.30)
and sin k = cos(π/2− k),∫ xπ
0
f(k/x) cosk dk =
∫ π/2
0
nmax∑
n=0
[
f
(
k + 2nπ
x
)
+ f
(−k + (2n+ 1)π
x
)
−f
(
k + (2n+ 1)π
x
)
− f
(−k + (2n+ 2)π
x
)]
cos k dk (7.31)
if x is even and then nmax = x/2− 1; if x is odd, then nmax = (x− 1)/2, and the two negative terms for
n = nmax are missing. In either case the sum over n is term by term positive. ✷
Proposition 7.2 ∫
P β0x( dω) > 0 and
∫
W β0x( dω) > 0 (7.32)
for any integer vector x.
Proof. The first inequality is obtained by applying the previous lemma with f(k) = e2β cos k, the second
follows from Eq. (7.26). ✷
For the free Bose gas BEC is qualitatively the same as in the continuum. Macroscopic cycle percolation,
the analogue of Proposition 3.2, is the consequence of the following lemma.
Lemma 7.3 For any sequence KN →∞, KN/N → 0,
lim
N,L→∞,N/Ld→ρ
KN∑
n=1
|qn/N − q(ρ, nβ)| = 0. (7.33)
Proof. qn/N−q(ρ, nβ) is the analogue of 1ρλd
nβ
∑
z6=0 e
−πL2z2/λ2nβ . First, by expanding cos k up to second
order and applying a bound for the error function, one finds
q(ρ, nβ)1/d ≥ 1
2
√
πρ1/d
√
nβ
(
1− e
−π2nβ
π3/2
√
nβ
)
≥ 1
4ρ1/d
√
nβ
, (7.34)
where the last inequality holds for β ≥ 1. Second, from a comparison of
q1/dn = 1− e−4nβ + 2e2nβ
L/2∑
l=1
e2nβ cos 2πl/L (7.35)
and q(ρ, nβ)1/d, a straightforward computation gives
q(ρ, nβ)
[
1−
(
1
Nq(ρ, nβ)
)1/d]d
≤ qn
N
≤ q(ρ, nβ)
[
1 +
(
1
Nq(ρ, nβ)
)1/d]d
. (7.36)
This, combined with the bounds (7.21) and (7.34), yields
q(ρ, nβ)
[
1−
(
4
√
nβ
L
)1/d]d
≤ qn
N
≤ q(ρ, nβ)
[
1 +
(
4
√
nβ
L
)1/d]d
. (7.37)
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From here we obtain
|qn/N − q(ρ, nβ)| ≤ 1
ρ(nβ)d/2
d−1∑
l=0
(
d
l
)(
4
√
nβ
L
)d−l
(7.38)
and
KN∑
n=1
|qn/N − q(ρ, nβ)| ≤ 1
ρβd/2
d−1∑
l=0
(
d
l
)(
4
√
nβ
L
)d−l KN∑
n=1
1
nl/2
. (7.39)
Each term of the sum over l is o(1) if KN = o(N). ✷
Now we return to the problem of the Heisenberg model. If the first route is followed, our task is
finished. Suppose that there is no phase separation. With ρ = 1/2 and µ(ρ, β) = 0 we can go further up
to
Pρ,β(ξ1 = n) = lim
N,L→∞,N/Ld=ρ
e4βd(1−c)n
qn
N
QN−n
QN
GN (n) = e
4βd(1−c)nq(ρ, nβ)e−βΨn(ρ,β). (7.40)
A representative set of trajectories can be introduced only after having replaced u(0) =∞ by a finite u0.
This modifies the relation between the density and the chemical potential. The density ρ = limN/Ld
is chosen so that µ(ρ, β) = 0. For u0 very large but finite ρ may be somewhat larger than but close to
1/2. Expressed in terms of the representative trajectories, Ψn(ρ, β) is given by Eqs. (4.48)-(4.51). The
analysis we made in Section 4.1 is relevant with the exception that d1 = 0 must be chosen. However, we
can safely bound the number of particles at a given site by some m0 ≥ 2. Let
u0 ≫ 4dmax{2m0c, 1− c}. (7.41)
Then, Eq. (4.62) reads
Pρ,β(ξ1 <∞) =
∞∑
n=1
q(ρ, nβ) enβ[4d(1−c)−χn(ρ,β)]. (7.42)
At high temperatures the exponent is negative, and it can increase only through the decrease of χn(ρ, β)
from a large positive value at small β, to compensate for a while the decrease of q(ρ, nβ) as β increases.
Instead of Eq. (4.60) or (4.71), the convergence of the sum imposes
lim inf
n→∞
χn(ρ, β) = χ(ρ, β) ≥ 4d(1− c). (7.43)
Although Theorem 4.1 applies, because u(x) takes on only three different values, u0, −4c and 0, we can
directly analyze χn(ρ, β). Let us redefine un,k(β) as
un,k(β) =
1
β
∫ β
0
∑
l>k
u (γn,l(t)− γn,k(t)) dt, (7.44)
which does not alter the definition of φn(β) and χn(ρ, β). Now
βun,k(β) =
∫ β
0
(u0|{l > k : γn,l(t) = γn,k(t)}| − 4c|{l > k : |γn,l(t)− γn,k(t)| = 1}| ) dt
βvn,k(ρ, β) =
∫ β
0
(u0|{i : νn,i(t) = γn,k(t)}| − 4c|{i : |νn,i(t)− γn,k(t)| = 1}| ) dt, (7.45)
and one has
|{l > k : γn,l(t) = γn,k(t)}| + |{i : νn,i(t) = γn,k(t)}| ≤ m0 − 1
|{l > k : |γn,l(t)− γn,k(t)| = 1}| + |{i : |νn,i(t)− γn,k(t)| = 1}| ≤ 2m0d. (7.46)
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We divide [0, β] into intervals where the sum of the two integrands in Eqs. (7.45) is constant. Let ∆l1l2n,k
denote the total time spent by the kth particle of γn on the energy level l1u0 − 4l2c. Then
β [un,k(β) + vn,k(ρ, β)] =
m0−1∑
l1=1
2m0d∑
l2=0
(l1u0 − 4l2c)∆l1l2n,k − 4c
2m0d∑
l2=1
l2∆
0l2
n,k (7.47)
which after summation over k gives
nβ χn(ρ, β) =
n−1∑
k=0
(
m0−1∑
l1=1
2m0d∑
l2=0
(l1u0 − 4l2c)∆l1l2n,k − 4c
2m0d∑
l2=1
l2∆
0l2
n,k
)
. (7.48)
Besides,
∆00n,k +
m0−1∑
l1=1
2m0d∑
l2=0
∆l1l2n,k +
2m0d∑
l2=1
∆0l2n,k = β, k = 0, . . . , n− 1. (7.49)
Each ∆l1l2n,k is the sum of local times of order 1 that particle k spends on the energy level l1u0−4l2c at some
site x, with specified other particles on x and on its nearest neighbors. The local times of a given particle
are independent except for the weak constraint that their sum is β. The choice of the representative
set must reflect this fact. Therefore, ∆l1l2n,k are of order β and only weakly correlated through (7.49).
Moreover, the local times of particles at a distance greater than 2 are independent. This is valid to the
particles of γn if β is large enough. Recall now that Pρ,β(ξ1 = n) ≤ 1 implies
nβ [4d(1− c)− χn(ρ, β)] ≤ ln
(
4dρ(nβ)d/2
)
, (7.50)
and from high to quite low temperatures the inequality is satisfied with a negative left-hand side. Even
if the left of (7.50) becomes positive for a finite number of n at lower temperatures, it cannot remain
positive for arbitrarily large β, because then it should be O(ln β). This, for a sum of terms of order β
could be possible only if the terms were strongly correlated. So for β large enough it becomes negative
for each n, and for further increase of β, Pρ,β(ξ1 < ∞) detaches from 1. As Proposition 3.2 for Bose
fluids, now Lemma 7.3 can serve to conclude that cycle percolation is macroscopic; then, Theorem 5.1
can be used for the proof of BEC. The only change in Theorem 5.1 is that now the problem is finite
dimensional, so hβn,N,L, c.f. Eq. (5.6), has a finite number of eigenstates. Similarly to (7.47), the external
field becomes
βVωN−n(x) =
m0−1∑
l1=1
2m0d∑
l2=0
(l1u0 − 4l2c)Γl1l2ωN−n(x)− 4c
2m0d∑
l2=1
l2Γ
0l2
ωN−n
(x) (7.51)
with
m0−1∑
l1=0
2m0d∑
l2=0
Γl1l2
ωN−n
(x) = β. (7.52)
Γl1l2
ωN−n
(x) is the total time during which the external field at x is l1u0− 4l2c. In the passage to the hard-
core repulsion the vn,k do not necessarily increase. The system can accommodate to a larger u0 in two
ways: for l1 > 0, ∆
l1l2
n,k decreases and eventually tends to zero, and the density decreases to 1/2. Mean-
while, u0
∑m0−1
l1=1
∑2m0d
l2=0
l1∆
l1l2
n,k must have a positive limit, otherwise the effect of the on-site exclusion
would disappear. In the u0 →∞ limit the partition function does not vanish: only ωN−n compatible with
the hard-core condition survive. For l1 > 0, Γ
l1l2
ωN−n
(x) tends to zero but u0
∑m0−1
l1=1
∑2m0d
l2=0
l1Γ
l1l2
ωN−n
(x)
has a nonzero limit. The critical β tends to a finite value, and the conclusion about macroscopic cycle
percolation and BEC remains valid. We obtained the following result.
Theorem 7.1 In d ≥ 3 dimensional hypercubic lattices the spin-1/2 isotropic and axially anisotropic
Heisenberg models, including the ferromagnetic, the antiferromagetic and the XY model, undergo spin
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ordering at low enough temperatures. With the restriction to the S3 = 0 subspace, the phase transition
can follow two different routes. There can be axial ordering in direction 3, and in this case there is
two-phase coexistence. If there is no axial ordering, the spins order in the 1-2 plane.
For c ≤ 0 the theorem reproduces a part of the results of Dyson, Lieb and Simon [Dy]. We expect planar
ordering for |c| < 1 and axial ordering for |c| > 1. For the isotropic ferromagnet the breakdown of the
full rotation symmetry can be obtained both through axial or through planar ordering by choosing axis
3 in arbitrary direction and constraining to S3 = 0. As noted above, the two are mutually excluding,
therefore majority (larger entropy) wins, and there will be planar ordering, i.e., BEC. Equations (7.17)
and (7.18) show that c is proportional to the particle mass. Thereby a good analogy with Bose liquids
is established for the models with c > 0: 0 < c ≤ 1 corresponds to light bosons that Bose-condense,
while liquids of heavier bosons (c > 1) crystallize under cooling. Finally, we recall that in the continuum
BEC cannot take place at zero chemical potential if the interaction is nonnegative, c.f. Proposition 4.6.
This is because the corresponding density goes to zero as β goes to infinity. On the lattice the density
corresponding to µ = 0 is 1/2 for all β, this is why BEC is possible also for c ≤ 0.
8 Summary
Using the rigorous path integral formalism of Feynman and Kac we proved London’s eighty years old
conjecture that during the superfluid transition in liquid helium Bose-Einstein condensation (BEC) takes
place. The result was obtained in two steps. First, based on an ergodic hypothesis we proved Feynman’s
conjecture, that at low enough temperatures infinite permutation cycles appear in the system. Second,
we showed that BEC implies infinite cycles, and the presence of cycles that contain a positive fraction
of the total number of particles implies BEC. For this latter we needed a conjecture concerning the
spectrum of a Schro¨dinger operator on the torus. We found that in the limit of zero temperature the
infinite cycles contain with probability 1 all the particles, while BEC remains partial. The proof provides
a physical interpretation of the permutation cycles: being in the same cycle means being in the same
one-particle state, even though this state varies according to a probability distribution. In effect, the
lack of saturation of BEC was obtained by showing that particles in the same macroscopic cycle occupy
with some probability pϕ the same one-particle state ϕ taken from an infinite set different from the plane
waves, and the condensate fraction is given by
∑
ϕ |〈ϕ, ϕ0〉|2pϕ, where ϕ0 is the zero-momentum plane
wave state. This sum remains smaller than 1, while
∑
ϕ pϕ, the probability that a marked particle is
in an infinite cycle, tends to 1 as the temperature goes to zero. The difference in the limit of the two
sums is related to the curious fact that superfluidity becomes 100% and BEC rests below 10% in the
ground state. It appears that superfluidity depends on the macroscopic occupation of one-particle states
definitely different from ϕ0, for we know since Landau [Lan] that the Bose-condensed ideal gas is not a
superfluid. It is possible to select one of these states and define with it a macroscopic wave function. The
squared L1-norm of this function multiplied with
∑
ϕ pϕ gives the condensate fraction. In a final section
we discussed the isotropic and the axially anisotropic spin-1/2 Heisenberg models. We proved a phase
transition at low enough temperatures, during which either axial or planar spin ordering takes place.
Acknowledgements. I thank Aernout van Enter, Robert Seiringer and Daniel Ueltschi for critical
remarks on the manuscript, and La´szlo´ Gra´na´sy for a helpful discussion.
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A Appendix. Some upper bounds
Here we suppose that u is stable and integrable, and derive upper bounds for φn, ψn and the free energy
density. Jensen’s inequality implies that〈
e−βUn e−β
∑n−1
k=0 Vn,k(ω0,ω
N−n)
〉
µnβ1 ×µ
β
N−n
≥ e−β〈Un〉µnβ1 e−β
∑n−1
k=0 〈Vn,k(ω0,ωN−n)〉µnβ
1
×µ
β
N−n
= exp
{
−β 〈Un〉µnβ1
}
exp
{
−βn(N − n)
Ld
∫
u(x) dx
}
. (A.1)
Here Un =
∑n−1
k=1 Un,k. The equality holds because the integral with µβN−n includes integration over
(x1, . . . ,xN−n), which is invariant under global shifts. Using the notation (ωi + x)(t) = ωi(t) + x, we
can write∫
µβN−n( dω
N−n)Vn,k
(
ω0,ω
N−n
)
=
∫
µβN−n( dω
N−n)
∫
Λ
dx
Ld
Vn,k
(
ω0, {ωi + x}N−ni=1
)
=
N − n
Ld
∫
u(x) dx (A.2)
independently of ω0, so that we have also〈
e−β
∑n−1
k=0 Vn,k(ω0,ω
N−n)
〉
µβN−n
≥ exp
{
−βn(N − n)
Ld
∫
u(x) dx
}
. (A.3)
Lemma A.1 For n fixed,〈
e−βUn
〉
µnβ1
≥ exp
{
−β 〈Un〉µnβ1
}
≍ exp
{
−nβ
2
∫
u(x)
n−1∑
k=1
α
d/2
n,ke
−παn,kx
2
}
(L/λβ ≫ 1), (A.4)
where
αn,k =
1
λ2kβ
+
1
λ2(n−k)β
=
1
λ2β
(
1
k
+
1
n− k
)
. (A.5)
When n ∝ Ld, the bound modifies to〈
e−βUn
〉
µnβ1
≥ exp
{
−nβ
[
1
λdβ
∫
u(x)hβ(x) dx+
n− 1
2Ld
]}
(A.6)
with
hβ(x) =
∞∑
k=1
1
kd/2
exp
{
−πx
2
kλ2β
}
. (A.7)
Proof. ∫
Wnβ00 ( dω)Un(ω) =
∑
z∈Zd
∫
Pnβ0,Lz( dω) Un(ω)
=
1
β
∫ β
0
dt
∑
0≤k<l≤n−1
∫
Pnβ0,Lz( dω)uL(ω(lβ + t)− ω(kβ + t)). (A.8)
This expression can be made simpler by noting that equal-time increments have the same distribution:
Let 0 < t1 < t2 < β, ω(0) = 0, ω(β) = y, and consider any f depending only on ω(t2)− ω(t1). Then∫
P β0y( dω)f(ω(t2)− ω(t1)) =
∫
dx1 dx2 ψt1(x1)ψt2−t1(x2 − x1)ψβ−t2(y − x2)f(x2 − x1)
=
∫
dx ψt2−t1(x)f(x)
∫
dx1 ψt1(x1)ψβ−t2(y − x− x1) (A.9)
=
∫
dx ψt2−t1(x)f(x)ψβ−(t2−t1)(y − x) =
∫
P β0y( dω)f(ω(t2 − t1)).
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Thus, shifting the time interval by kβ + t and using ω(0) = 0,∫
Pnβ0,Lz( dω)uL(ω(lβ + t)− ω(kβ + t)) =
∫
Pnβ0,Lz( dω)uL(ω((l − k)β)), (A.10)
the t-dependence has dropped. Furthermore,∫
Pnβ0,Lz( dω)uL(ω((n− k)β)) =
∫
Pnβ0,Lz( dω)uL(ω(kβ)). (A.11)
To see it, apply Eq. (2.7) with the suitable entries and uL(−x) = uL(x), uL(x+ Lz) = uL(x). Thus,∫
Pnβ0,Lz( dω)Un(ω) =
∫
Pnβ0,Lz( dω)
n−1∑
k=1
(n− k)uL(ω(kβ)) =
∫
Pnβ0,Lz( dω)
n−1∑
k=1
kuL(ω(kβ))
=
n
2
n−1∑
k=1
∫
Pnβ0,Lz( dω)uL(ω(kβ)). (A.12)
The integral can be computed by using Eq. (2.7) with
∫
Pnβ0,Lz( dω) = e
−π(L/λnβ)
2z2/λdnβ and
ψkβ(x)ψ(n−k)β(Lz− x) =
(∫
dPnβ0,Lz(ω)
)
α
d/2
n,ke
−παn,k(x−Lkz/n)
2
. (A.13)
Summing over k we obtain∫
Pnβ0,Lz( dω)Un(ω) =
(∫
Pnβ0,Lz( dω)
)
n
2
∫
uL(x)
n−1∑
k=1
α
d/2
n,ke
−παn,k(x−L{kz/n})
2
dx, (A.14)
where
{kz/n}i = {kzi/n}, 1 ≤ i ≤ d, (A.15)
and {kzi/n} denotes the signed distance of kzi/n to the integers, so that |{kzi/n}| ≤ 1/2. We could
replace kz/n with {kz/n} because of the periodicity of uL. Expanding uL according to Eq. (2.2),∫
Pnβ0,Lz( dω)Un(ω) =
(∫
Pnβ0,Lz( dω)
)
n
2
∫
u(x)gL,n,z(x), (A.16)
where
gL,n,z(x) =
n−1∑
k=1
α
d/2
n,k
∑
v∈Zd
exp
{
−παn,k (x+ Lv− L{kz/n})2
}
. (A.17)
The periodic heat kernel is positive definite,
αd/2
∑
v∈Zd
exp
{−πα(y + Lv)2} = L−d ∑
v∈Zd
exp
{
− πv
2
αL2
}
exp
{
i
2π
L
y · v
}
, (A.18)
so its maximum is at y = 0, therefore
gL,n,z(x) ≤
n−1∑
k=1
α
d/2
n,k
∑
v∈Zd
exp
{−παn,kL2v2} ≤ n−1∑
k=1
α
d/2
n,k
(
1 +
1
L
√
αn,k
)d
≍ 2
d/2+1ζ(d/2)
λdβ
+
n− 1
Ld
(L/λβ ≫ 1). (A.19)
If v or z are nonzero, |L (v − {kz/n})| ≥ L/2, and the exponential in (A.17) is of order 1 only if |x| ∼ L;
but then u is vanishingly small. Therefore, for n fixed and L/λβ ≫ 1 it suffices to consider gL,n,0 with
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the single term v = 0. Substituting this into Eq. (A.16), summing over z and dividing by
∫
dWnβ00 (ω)
provides (A.4). On the other hand, if n is of order Ld, we must keep the term (n− 1)/Ld, the sum can
be extended to infinity, and this gives rise to the inequality (A.6), obviously valid also for n finite. ✷
We summarize what we have found above.
Proposition A.1 Suppose that u is stable [see Eq. (4.28)] and integrable. Then
−A ≤ φn(β) ≡ φn,γn(β) ≤
1
2
∫
u(x)
n−1∑
k=1
α
d/2
n,ke
−παn,kx
2
dx = 〈φn,·(β)〉Pnβ
00
(A.20)
and
ψn(ρ, β) =
1
n
n−1∑
k=0
vk,n(ρ, β) ≤ ρ
∫
u(x) dx. (A.21)
As a by-product, the inequalities just derived provide an upper bound for the free energy density
f(ρ, β).
Proposition A.2 Suppose that u is stable and integrable. Then
f(ρ, β) ≤ ρ
2
2
∫
u(x) dx+
ρ
λdβ
∫
u(x)hβ(x) dx+ f
0(ρ, β). (A.22)
Proof. Applying the bounds (A.1) and (A.6) in Eq. (4.29) we obtain
QN ≥ 1
N
N∑
n=1
qnQN−n exp
{
−C
[
n(N − n) + 1
2
n(n− 1)
]}
exp {−Dn} (A.23)
where
C = βL−d
∫
u(x) dx, D = βλ−dβ
∫
u(x)hβ(x) dx. (A.24)
We define an auxiliary function Q−N recursively by Q
−
0 = 1 and
Q−N =
1
N
N∑
n=1
qnQ
−
N−n exp
{
−C
[
n(N − n) + 1
2
n(n− 1)
]}
exp {−Dn} ≡ 1
N
N∑
n=1
qnQ
−
N−ne
−βΨ+
n,N−n.
(A.25)
Q−N has two properties relevant for our purpose.
(i) Q−N ≤ QN . To see it we rewrite QN as
QN =
1
N
N∑
n=1
qnQN−ne
−βΨn,N−n, (A.26)
c.f. Eqs. (4.29), (4.30). We have just proved that Ψn,N−n ≤ Ψ+n,N−n, therefore
QN −Q−N =
1
N
N∑
n=1
qn
[
QN−ne
−βΨn,N−n −Q−N−ne−βΨ
+
n,N−n
]
=
1
N
N∑
n=1
qne
−βΨn,N−n
[
QN−n −Q−N−ne−β(Ψ
+
n,N−n
−Ψn,N−n)
]
≥ 1
N
N∑
n=1
qne
−βΨn,N−n
[
QN−n −Q−N−n
]
. (A.27)
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For N = 1 this reads
Q1 −Q−1 ≥ q1e−βΨ1,N−1[Q0 −Q−0 ] = 0, (A.28)
and the result follows by induction.
(ii)
Q−N = exp
{
−1
2
CN(N − 1)−DN
}
Q0N . (A.29)
From the identities
n(N − n) + 1
2
n(n− 1) = 1
2
N(N − 1)− 1
2
(N − n)(N − n− 1), n = N − (N − n) (A.30)
one can see that AN = e
1
2CN(N−1)+DNQ−N satisfies the recurrence relation
AN =
1
N
N∑
n=1
qnAN−n (A.31)
with the initial condition A0 = 1. Comparison with Eq. (3.1) yields AN = Q
0
N . According to Eq. (A.29),
Q−N is the partition function of a mean-field model whose Hamiltonian depends on the temperature. The
proof is completed by combining this equation with Q−N ≤ QN . ✷
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