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By using a general class of fuzzy connectives of Yager [Fuzzy Sets and Systems 4 
(1980), 235-2421, Pedrycz [Fuzzy relational equations with generalized convectives 
and their applications, Fuzzy Sets and Sysfems 10 (1983), 185-201) has shown 
that the classical fuzzy relation equations of Sanchez [in “Fuzzy Automata 
and Decision Processes” (M. M. Gupta, G. N. Saridis, and B. R. Gaines, Eds.), 
pp. 221-234, North-Holland, Amsterdam, 19771 can be considered as a particular 
case of a more extensive class of fuzzy equations. For such types of equations, in 
this paper the solutions having the greatest energy measure and the smallest 
possible entropy measure of fuzziness are characterized. 1” 1985 Academic Press, Inc. 
1. INTRODUCTION 
Let us denote by F(X) = (A: X -+ [0, 1 ] > the set of all fuzzy subsets of a 
set X. Let A E F(X), BE F( Y) and R E F(X x Y) is a fuzzy relation. By 
applying the fuzzy set theory to problem of medical diagnosis, Sanchez [S] 
considered the equation 
RoA=B (1) 
where “ o ” is a max-min composition. Given A E F(X), BE F( Y), let R be 
the set of solutions R of fuzzy equation (1). In [7, 81, Sanchez determines 
lower and upper solutions of R, in [4, 51 the authors propose some 
algorithms in order to search all the solutions of R which have a minimal 
fuzziness measure. Applications to problems of fuzzy systems appear in 
Cl]. By assuming A E F’(X) as unknown, the problem of determination of 
lower bound solutions A of Eq. (1) is solved in [2]. By using a class of 
fuzzy operators of union and intersection introduced by Yager [9], 
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Pedrycz shows that the equation class of type (1) is contained, like limit 
case, in a wide class of fuzzy relation equations, viz. 
Ro,A=B (2) 
where p B 1, “ op ” is the max-min, composition [9]. We shall also denote 
by R the set of solutions R of Eq. (2). In this note, we discuss the following 
questions: 
(E) maximization of energy measure of relations RE R, 
(H) minimization of fuzziness measure of relations R E R. 
In order to do this, in Section 2 we recall the principal definitions and 
notations of max-min, fuzzy relation equations theory. Section 3 contains 
the resolution of problem (E). In Section 4 we have developed the theory 
of lower solutions of R. For simplicity, we identify fuzzy sets and fuzzy 
relations with their membership functions. 
2. PRELIMINARIES AND BASIC DEFINITIONS 
Let X, Y be two finite sets and I= [0, l] the unit interval. For every 
a, b E Z, let us denote with a A b and a v b the smaller and the greater 
element between a and 6, respectively. Following Yager [9], a general class 
of fuzzy intersection is defined as follows: 
DEFINITION 1. Let a, b E Z, p 3 1. We set 
a A,, b = 1 - min( 1, (( 1 -a)” + (1 - b)“)“‘). (3) 
One can easily prove the following properties which we will use later: 
6) ar\,l=a; (4) 
(ii) if a A b=O then a A,b=O; (5) 
(iii) a A~ b<u A b; (6) 
(iv) if bbc, then a r\,bda ARC. 
Following Sanchez [8], we have 
(7) 
DEFINITION 2. Let a, b E 2. We define the CT operator as 
uab=b if uab 
=o if a < b. 
(8) 
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It is immediately proved that 
(v) if a< b or a= 1 then a A~ (sob)= (aob). 
Following Pedrycz [6], we have 
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(9) 
DEFINITION 3. Let a, b E 1, p b 1. We define the z operator as 
azb= l-((1 -b)p-(l -u)“)“~ if a>b 
=l if a < b. 
Of course, azb 2 sob. 
(10) 
DEFINITION 4. Let A E F(X), R E F(X x Y). We define B = R op A, 
BE F(Y), the max-min, composition of R and A as 
B(Y) =L: CA(x) *p Nx, ~11 (11) 
for every y E Y. 
DEFINITION 5. S is called the lower solution of fuzzy equation (2) if for 
every solution R E R, R < S implies R = S. 
Let us denote with JZI the cardinality of a set Z. Following De Luca and 
Termini [3], we also recall 
DEFINITION 6. Let f: I-+ I be a real function such that f(O) = 0, 
f( 1) = 1, and f is strictly increasing in I. We define the energy measure of 
fuzziness of a relation R E F(‘(x x Y) as the number 
E(R)= 1 1 f(W, ~))llXx Yl. (12) 
XGXYS r 
DEFINITION 7. Let d:Z+Z be a real function such that 
d(O)= d(l)=O, d(a)= d(l-a), and A is strictly increasing in [O,+]. We 
define the entropy measure of fuzziness of a relation R E F(X x Y) as the 
number 
H(R)= c 2 d(R(x, Y)WX Y I
xexyer 
(13) 
3. RESOLUTION OF THE PROBLEM (E) 
Pedrycz [6] proved that the relation A @ BE F(Xx Y), defined 
pointwise as 
(A 0 BNx> Y) = 4x1 MY,) (14) 
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for every x E A’, y E Y, belongs to R and is the greatest element of R. Then, 
the problem (E) is immediately solved by the knowledge of A @ B. 
4. LOWER SOLUTIONS OF MAX-MIN, FUZZY EQUATIONS 
Following Sanchez [8], we define, for every y E Y, 
T(y)= (xEXsuch that A(x)>B(y)) 
and 
(15) 
T*(y)= {xer(y) such that A(x)= 11. (16) 
For the sake of completeness, by modifying in some details the results of 
[S], we prove the following theorems: 
THEOREM 1. Zf R # 0, then r(y) # 121 for every y E Y. 
Proof. From (iii), we have, for any y E Y, 
B(Y)= v [IAt x A,, R(x, ~116 v [A(x) A Nx, y)l d v A(x) (17) 1 
I;EX YEX .Y E x 
If there exists y E Y such that f(y) = $3, then A(x) < B(y) for any x E X. 
This implies 
x~~4W~~) (18) 
which is a contradiction to that established above. 
THEOREM 2. Let T*(y) # $23 .for any y E Y. Then the relation 
A @ B E F(X x Y), defined as 
(A 8 W(x, Y)= A(x) a%) (19) 
for every x E X, y E Y, belongs to R. 
Proqf: We have, for every y E Y, from (ii) and (v), 
A(x) *p (A(x) ~B(Y)) = 0 
for every x$ T(y). This and (i), (iii) imply for any ye Y 
(20) 
vx CA(x) Ap (A(x) ~m))l= 
V.Yd-bW-*~Y~ [A(x) A/, B(y)1 v B(Y) = B(Y). (21) 
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THEOREM 3. Zj’ B(y) > 0 for some y E Y and A @ J3 E R, then 
f*(Y) z 0. 
Proof. It must be that 
B(Y)= v (A(x) *p (A(x) ~B(Y)) v (A(x) Ap (4x1 aB(y)) ; .r$rcY) -Y E J-c .v) 1 
(221 
it cannot be that 
WI = v CA(x) A,, (A(x) aQ))l, (23) 
-x 4 n Y ) 
otherwise (ii) implies 
B(y)= v bw$JJl=O (24) 
x 4 Q Y ) 
which is a contradiction. Therefore we have 
B(Y) = v CA(x) A, B(Y)l. (25) 
r;Sl-(4.) 
Then there exists x* E f(y) such that 
otherwise B(y) = 1 - 1 = 0. The foregoing equality implies A(x*) = 1; that 
is, x* E i-*(y). 
LEMMA 1. Let R, T E R and S E F(X x Y) such that R d S G T. Then 
SER. 
Proof. Property (iv) implies, for any y E Y, 
B(y) = V CA(x) ~~ R(x, Y)I d v CA(x) *p Sk, ~11 
xcx XGX 
f v CA(x) A/l T(X? Y)l = B(Y) 
XSX 
(27) 
and therefore the thesis is proved. 
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THEOREM 4. A @ B is the minimum element of R iff either (r( y)( = 
Ir*(y)l = 1 or B(y) =0 VIE Y. 
Proof: (Necessity). We suppose that there exists an element YE Y such 
that B(j)>O. We shall prove that jr*(j)/ = 1 and r(j) =T*(j). For 
absurdity, let If *(?)I # 1. By Theorem 3, we have /r*(j)1 > 0 and 
therefore If*(j)1 > 1. Then, let x:, x:~r*(j) such that XT #x: and 
A(x,*) = A(x:) = 1. We detine, for every XE X, y E Y, 
Ri(X, Y) = B(j), if x=x*, y=y 
= 0 if XEX- (XT}, y=j (28) 
= (A 0 B)(x, Y), if XEX, YE Y- {j} 
where i = 1, 2. We have, from (i) and (ii), for y = j, 
vx CA(x) A\P &(x, Y)l 
= 
[ 
v (A(x) ~~ R(x, 7)) v CA(x,*) ~~ Ri(x:, j)] 
x # x: 1 
=0 v B(j)=B(j) (29) 
and since A @ BER, for YE Y- {j} we have 
.y//x [IA(x) up Ri(-‘t Y)I =-Yyx [IA(x) Ap (A 0 ‘)(X, Y)I =B(Y). (30) 
This implies Ri E R, i = 1, 2. Since A @ B is the minimum of R, we have 
A @ B<R,, viz. A@ B<R1 A R,dR,, for i=l,2. By Lemma 1, 
R, A R2~ R and being (R, A R2)(x, j) =0 for any XEX, we have, from 
(ii ), 
B(y) = v CA(x) Ap (R, A Rdx, Al = 0 (31) 
xsx 
which is a contradiction. So Ir*(y)l = 1. By setting T*(j) = {x*}, now we 
show that r(j) = {x* >. We define 
R*(x, Y) = B(.F) if x=x*, y=j 
= 0 if XEX- (x*3, y=j (32) 
= (A 8 B)(x, Y) if XEX, YE Y- (j}. 
As above, one can prove that R* E R, and therefore for any x E X- {x*) 
(A @ B)(x, j) ,< R*(x, j) = 0. (33) 
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This implies (A @ B)(x, j) = 0, viz. A(x)<B(j) for any xEX-ix*}. 
This means that r(J) = {x* >. 
(S~@5ency) We assume Y, = {f’ E Y such that B(y) > 0} and 
Y,= {YE Y such that B(y)=O}. By setting T(y)=r*(y)= {x*}, we 
obtain 
(A 63 B)(4 Y) = NV) if x=x*, JJE Y, 
=o if XEX- {x*1, YE Y, (34) 
=o if XEX, YE Y,. 
It is immediately proved that A @ BE R. Now we show that A @ B < R 
for any RE R, so A @ B is the minimum of R. Clearly, for every 
XEX- ix*}, YE Y,, and XEX, YE Y2, 
0 = (A 0 B)(x, Y) G R(x, Y). (35) 
Now, we suppose that there exists an element y E Y, such that 
(A 0 B)(x* > v) = NV) > Nx*, ~1. (36) 
Since for any XE X- (.x*} we have from (iii) 
AC-x) *p R(x, Y) GA(x) < B(y), (37) 
we deduce 
B(y) = V CA(x) A/, R(x, ~11 v [4x*) A, Rb*, Y)I 
x+x* 
< B(y) v R(x*, Y) = B(Y) (38) 
which is a contradiction. This concludes the proof. About lower solutions 
of R, the following theorem holds: 
THEOREM 5. [f R # @, then R has lower solutions. 
Proof: As usual, we assume YI and Y, as in the proof of Theorem 4. 
Given y E Y,, we fix an x,. E f(y) in accordance to Theorem 1. Then we 
define 
&,,y(+ Y) = A(x.u) WV) if x=x-“, YE Y, 
=o if XEX- {x,}, ye Y, (39) 
=o if XFX, yc Y,. 
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It is easy to show that SXy,y E R. Let be R E R such that R d S, .“,,,,. For every 
XE X- (xy}, ye Y,, and XGX, ye Y,, we obviously have 
W, Y) = Sx,,Jx, Y) = 0. 
For x =x,,, y E Y,, we have 
NY) = v CA(x) ~~ W Y)I 
XEX 
(40) 
= xyx, [IA(x) ~~ R(x, Y)I v Mx,) *p R(x,, ~11 
= 0 v Mx,) A,, +,a, ~11 =4x,) ~~ R(x,, Y), (41) 
viz. 
Nx.,, 3 Y) = A(x,) WY) = Sr&y> Y). (42) 
So R = Sx,,y and S.xy..v is a lower solution of R. Let LE R be an arbitrary 
lower solution. We now show that L is of the type SXv,y with ye Y,, 
x, E r(y). First of all we have, for any y E Y,, 
B(y) = v CA(x) A+? L(x, r)l = v CA(x) *p ux, Y)l (43) 
XEX renY) 
because, from (iii), A(x) A~ L(x, y) < A(x) -C B(y) V x# T(y). Therefore, 
there exists an element XV E T(y) such that 
-q”, Y)’ At-f,) WY). (44) 
We have that Siy,,(x, y) 6 L(x, y) V XE X, YE Y and since L is a lower 
solution, it must be that S,,, - L. In other words, Theorem 5 assures us 
that, to determine all the lower solutions of R, it suffices to keep an element 
(A(x) rB( y)) # 0 in each column of A @ B for which y E Y, and x E r(y). 
THEOREM 6. There exists a boolean solution R E R iff either there exists 
an element xy E X such that A(x,) = B(y) or B(y) = 0 for any y E Y. 
Proof: (Necessity) For any YE Y, we define 
X0, = {x E X such that R(x, y) = 0} (45) 
and 
X1, = {x E X such that R(x, y) = 1) 
Then, if B(y) > 0, we have, from (i) and (ii), 
(46) 
B(y)= V (A(x) A, R(x, Y)) v v (A(x) up R(x, Y)) 
xc&, 1 [ XEXI/ I 
=V Xex,,A(x) (47) 
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and therefore there exists an element x, E X1, such that A(x,) = B(y). If 
B(y) = 0 and X,, = 0, it must be that R(x, y) = 0 for any x E X. If B(v) = 0 
and X1, # (21, we have, from (i), 
O=W)= v CA(x) A,R(X, y)I= v “ux) (48) 
XEX1) XEX,) 
and this implies A(x) = 0 for any x E X,,. 
(Sufficciency) By recalling Y, and Y, as in the proof of Theorem 4, 
we define 
Nx, Y) = 1, if x = x,, y E Y, 
= 0, if XEX- (x-~}, YE Y, (49) 
= 0, if XEX, ye Y, 
and one can easily prove that R E R. 
5. RESOLUTION OF THE PROBLEM (H) 
We illustrate an algorithm which allows to us to solve the problem (H) 
for max-min, fuzzy relational equations, based on the knowledge of the 
relation A @ B. Given y E Y, let us consider the column r, = (A(x) rB(y), 
x E X} of A @ B and we observe that the following situations hold: 
(1) zy contains only values equal to 1, 
(2) t, contains values equal to 1 if A(x) 6 B(y) or to A(x) zB(y) if 
A(x) > B(Y)> 
(3) zy contains only values equal to A(x) rB(y) if A(x) > B(y) for 
any xEX. 
Let ff E R be the relation which we want to study. Of course, our algorithm 
investigates in the above cases, all the possible changes in each column of 
ff, in such a way that the fuzziness measure assumes the smallest possible 
value. 
If B(y) = 0, we clearly assume &x, y) = 0 for any x E X. So we suppose 
B(y) > 0. In (l), it cannot be that ,4(x) < B(y) for any x E X, otherwise, we 
should have a contradiction to Theorem 1. Therefore there exists at least 
.x1. E X such that A(.x,,) = B(y) and we have, according to Theorem 6, 
&x,7 Y) = 1 and 2(x, y) = 0 for any XEX- {x,1. (50) 
It is obvious that every other relation R E R is such that 
-.Tx A(Nx, Y)) 3 c 4&x, Y)) = 0. (51) 
rex 
409/106/2- 1 I 
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In (2), if there exists an element xy E X such that A(x,) = B(y), we clearly 
also assume the position (50). If there is no XEX such that A(X) = B(y), 
then we deduce 
B(Y) = v CA(x) Ap &x, L’)l. (52) 
rtr(v) 
Then, if we call X E T(y) an element such that 
d(A(Z) zB(y)) = min d(A(x) zB(y)) (53) .xtI-(v) 
we put 
l&C, y) = A(T) zB(y) and iqx, y)=O for any XEX- {X}. 
So the maximal minimization of fuzziness measure of z, is obtained. 
Indeed, given another relation R E R, we have necessarily, 
B(Y)= v CA(x) A~, R(x, v)l (54) 
.I E I‘(.r) 
and then there exists x’ E T(y) such that 
B(Y) = A(4 ~~ W’, Y) 
viz. 
R(x’, y) = A (x’) zB( y). 
Therefore 
(55) 
(56) 
x~x4W, Y)) 2 d(A(x’) ~B(Y)) a d(43 WY)) = 1 4&x, ~1). (57) 
XEX 
In (3) we proceed as in (2). Here we observe that X = r( Y). By summariz- 
ing this algorithm, in order to write 2 E R, it suffices to keep a nonzero 
element in each column of A @ B which has the smallest fuzziness measure 
and such element (A(x) zB( y)) # 0 is such that y E Y, and x E ZJ y). 
EXAMPLE. Let X= {x1, x2, x3, x4}, Y= {vl, y2, Y,, y4), and A E~TJ’I 
B~F’(Y)bedelinedsoA=(.4 .5 1 .9) B=(.2 .5 0 .6). Wehave,forp=2, 
A@B= 
.47 1 .2 1 
.38 1 .14 1 
.20 .50 0 .60 
.21 .52 .Ol .62 I and ff= 
0 000‘ 
0 1 0 0 
.20 0 0 0 
0 0 0 .62 1. 
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6. CONCLUDING REMARKS 
An idea of the characterization of the family of fuzzy relational equations 
with generalized connectives discussed here can be interesting both from a 
theoretical and an applied point of view. Consider, e.g., fuzzy automaton 
where A stands for a fuzzy set of input, B represents the output, and R 
expresses all the relationships existing in the automaton. Thus fuzzy 
relation possessing maximal value of energy measure (R,) provides infor- 
mation about maximal values of strength of input-output, while fuzzy 
relation with minimal value of entropy measure of fuzziness (R2) generated 
here gives information on minimal values of strength of input-output. The 
notion 
I(Nx, Y)) = I R,(x> Y) - Mx, Y) I (58) 
makes it possible to characterize the fuzzy system for a fixed value of the 
parameter “JI” and any collection of input-output fuzzy sets (A’, B’) 
i = 1, 2,..., N. It can be helpful in the area of identification of fuzzy systems. 
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