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Abstract
We consider the problem of optimizing the total flow time of a stream of jobs that are released over time in a multiprocessor
setting. This problem is NP-hard even when there are only two machines and preemption is allowed. Although the total (or average)
flow time is widely accepted as a good measurement of the overall quality of service, no approximation algorithms were known
for this basic scheduling problem.
This paper contains two main results. We first prove that when preemption is allowed, Shortest Remaining Processing Time
(SRPT) is an O(log(min{ nm ,P })) approximation algorithm for the total flow time, where n is the number of jobs, m is the number of
machines, and P is the ratio between the maximum and the minimum processing time of a job. We also provide an Ω(log( nm +P))
lower bound on the (worst case) competitive ratio of any randomized algorithm for the on-line problem in which jobs are known at
their release times. Thus, we show that up to a constant factor SRPT is an optimal on-line algorithm.
Our second main result addresses the non-preemptive case. We present a general technique that allows to transform any preemp-
tive solution into a non-preemptive solution at the expense of an O(
√
n/m) factor in the approximation ratio of the total flow time.
Combining this technique with our previous result yields an O(
√
n/m log nm) approximation algorithm for this case. We also show
an Ω(n1/3−) lower bound on the approximability of this problem (assuming P = NP).
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Guaranteed quality of service is one of the most challenging aspects in many areas of computer science. In areas
like networks and parallel computing, guaranteeing high performances for each user is the main task of algorithm
and protocol designers. One major problem that arises in this context is quantifying the overall quality of service. In
other words, which functions should we try to optimize when designing such systems. One relevant objective function
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is referred to, in the context of scheduling problems, as the total flow time. It turns out that the problem of finding
an optimal flow time for a set of jobs with release times on m  2 identical machines, is NP-hard even if we allow
preemption. Although optimizing the flow time is known to be an important scheduling problem for more than two
decades [3], no results were known for this case. In this paper we provide the first non-trivial approximation results
for this problem on parallel machines.
In our model we are given a set J of n jobs, and m identical machines M1, . . . ,Mm. Job j (we indicate the generic
job of the set J by the index j , j = 1, . . . , n) is described by a pair of real numbers (rj ,pj ), where rj  0 is the
release time and pj  0 is the processing time of the job. Assume w.l.o.g. that time 0 is the earliest release time of
any job in J . In the non-preemptive version of the problem, each job j must be processed without interruption for a
time pj on one of the m machines. In the preemptive version, a job that is running can be preempted and continue
later on any machine. In both the preemptive and the non-preemptive version each machine can process at most one
job at a time. Clearly, a job cannot be processed before its release time.
The algorithm—also called scheduler—decides exactly which of the jobs should be executed at each time. Define
CSj to be the completion time of job j in a schedule S. When it is clear to which schedule we refer, the superscript S
will be dropped. The flow time of job j is defined as Fj = Cj − rj , and the total flow time is ∑j∈J Fj . Our goal is to
construct an algorithm that minimizes the total flow time for each given instance of the problem.
In the on-line version of the problem, jobs are introduced to the algorithm at their release times. Thus, the algorithm
bases its decisions only upon information related to already released jobs.
1.1. Previous work
The reader is referred to [17] and to the more recent [9,11] for excellent surveys on scheduling and on-line and
approximation algorithms. In particular, we adopt their notations, and thus denote by Pm | pmtn, rj | ∑Fj the
preemptive version of the problem, and by Pm | rj | ∑Fj the non-preemptive version. In this notation, α | β | γ
denote: (i) α is either 1 for a single machine or Pm for m parallel machines, (ii) β contains rj to indicate release
times, and may contain pmtn to indicate that preemption is allowed, and (iii) γ is ∑Fj indicating that we are
interested in the optimization of the total flow time.
Although flow time is the measure one really wants to optimize in many contexts, not much was known about it. The
single machine case, 1 | pmtn, rj |∑Fj , is solvable in polynomial-time, using the shortest remaining processing time
rule [3]. However, when preemption is not allowed, the problem becomes NP-hard [18]. In a recent paper Kellerer,
Tautenhahn, and Woeginger gave an O(
√
n) approximation algorithm for this case [13]. They also showed that unless
P = NP no polynomial time approximation algorithm can have a worst-case performance guarantee of O(n 12 −), for
any  > 0.
When there is more than one machine, Du, Leung, and Young [8] proved that P2 | pmtn, rj |∑Cj , the problem of
minimizing the total completion time with 2 machines, is NP-hard. Note that an optimal solution for Pm | pmtn, rj |∑
Cj is also an optimal solution for Pm | pmtn, rj |∑Fj , since ∑Fj =∑Cj −∑ rj , and ∑ rj is determined
by the input. Hall, Schulz, Shmoys and Wein studied this problem [14] and presented constant-factor approximation
algorithms both for Pm | pmtn, rj |∑Cj and for Pm | rj |∑Cj . However, unlike optimal solutions, approximation
results for the average (or total) completion time do not extend to flow time.
1.2. Results
Shortest Remaining Processing Time (SRPT) assigns at each time to the m available machines those jobs that
are already released and not yet completed with shortest remaining processing time. We prove that SRPT is an
O(log(min{ n
m
,P })) approximation algorithm for Pm | pmtn, rj | ∑Fj , where P = maxi,j ( pipj ), that is, P is the
ratio between the biggest and the smallest processing time of a job. Note that SRPT is an on-line algorithm. It bases
its decisions only on the information gathered so far. In this context we like to bound the performance of the algorithm
as a function of a parameter like P that is not directly related to the length n of the sequence.
It turns out that for on-line algorithms this is up to constant factors the best one can hope for. From a rather simple
example that shows that SRPT cannot perform better than our upper bound, we derive a family of input instances
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Summary of results
Non-preemptive Preemptive
Upper bound Lower bound Upper bound Lower bound
One machine O(
√
n) Ω(n
1
2 −) 1 –
[13] [13] [3]
m machines O(
√
n
m log
n
m ) Ω(n
1
3 −) O(log(min{ nm ,P })) Ω(log nm ), Ω(logP)
(on-line)
which shows that the competitive ratio of any randomized on-line algorithm is Ω(log( n
m
+ P)). Note that there is no
contradiction to the performance analysis of the SRPT algorithm; the “bad” instance for SRPT (in fact for any on-line
algorithm) is one with n
m
= Θ(P 2).
Our bound for the preemptive version of the problem is later used as the basis for an approximation algorithm for
its non-preemptive version Pm | rj |∑Fj . Our algorithm starts with a preemptive schedule and converts it into a
non-preemptive one. A similar idea was used by Kellerer, Tautenhahn, and Woeginger for an O(
√
n) approximation
algorithm to the single machine case [13]. We present a general technique that converts any preemptive solution into
a non-preemptive one, at the expenses of an O(
√
n/m) factor in the approximation ratio. We combine this technique
with our result for Pm | pmtn, rj |∑Fj to achieve an O(√n/m log nm) bound for Pm | rj |∑Fj . When specialized
to the single machine case, our technique for m machines, despite its generality, turns out to be rather simpler, and not
less efficient, than the algorithm of [13].
Our scheduler divides jobs, according to their flow time in the preemptive solution, into “big” and “small” jobs.
Unlike many cases when seeking to minimize the makespan, the latest completion time of a job, we schedule the
“small” jobs first. Jobs with relatively small flow time cannot delay other jobs by much. Then we schedule the “big”
jobs. Here we use the fact that the number of “big” jobs is relatively small, and so we can delay each job for a longer
time. The overall additional flow time needed to remove preemption is bounded by O(
√
n/m) times the value of the
preemptive solution.
We finally show that unless P = NP, no polynomial time approximation algorithm can have a worst-case perfor-
mance guarantee of O(n1/3−), for any  > 0. The idea here follows the nice construction for the single machine
lower bound of [13]. Since a straightforward generalization of the single machine case does not seem to work, we
modify the construction and end up with a different lower bound sequence.
Our new results, and the known results for a single machine, are summarized in Table 1.
1.3. This paper
Section 2.2 contains the analysis of SRPT in the preemptive case. The description of the lower bound for on-line
preemptive algorithms follows in Section 2.3. In Section 3.1 we present the approximation algorithm for the non-
preemptive case. Then in Section 3.2 we present the unapproximability result for non-preemptive algorithms. We end
with a brief discussion and some open problems and a description of the work in the field since the early version of
the paper was published in 1997.
2. The approximation of total flow time with preemption
2.1. Preliminaries
Shortest Remaining Processing Time (SRPT) assigns at each time t to the m available machines those jobs that
are released by time t and are not yet completed with shortest remaining processing time. For a generic scheduler S
and an instance J , we denote by δS(J )(t) the number of unfinished jobs at time t . We represent the instant snapshot
of scheduler S on instance J at time t by the non-decreasing vector XS(J )(t) = xS(J )1 , . . . , xS(J )δS(J )(t) of the remaining
processing times, and denote by vS(J )(t) the sum of its entries. We use the terms the support and the volume of vector
XS(J )(t) for δS(J )(t) and vS(J )(t), respectively. We finally denote by dS(J )(t) = δSRPT(J )(t) − δS(J )(t) the support
difference between SRPT and a scheduler S at time t . The instance J may be omitted when clear from the context.
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We give an alternative (yet equivalent) definition of flow time. Given an input J and a scheduler S, define the flow
time of S on J to be
FS(J ) =
∫
t0
δS(J )(t) dt.
In order to realize that this definition of flow time is equivalent to the usual definition as
∑
j Fj , consider the left
part of Fig. 1. This picture, that will be analyzed in better detail in Section 2.2, shows part of the SRPT schedule for
an instance with m = 2. The left diagram represents the status of the jobs at each time. If white, they have not been
released yet or are finished, if dark gray they are processed, if light gray they are waiting. The sum of the dark and
light gray areas for each job j is exactly Fj and the overall sum of the dark and light gray areas is the total flow
time. The function δ shown in the right diagram, represents at any time the number of jobs that are either processed
or waiting. It is easy to see that the integral of this function is equal to the sum of the dark and light areas in the left
diagram.
2.2. The analysis of SRPT
In this section we prove that SRPT is an O(log(min{ n
m
,P })) approximation algorithm. The time complexity of
SRPT is O(n logn).
We need some more notations. For our analysis, we are particularly interested in the job of shortest remaining
processing time that at time t is not completed and not assigned to any of the m machines. If such job exists, i.e.
δS(J )(t)m + 1, we denote its remaining processing time, by lS(J )(t). This is the (m + 1)th smallest positive entry
x
S(J )
m+1(t) of vector XS(J )(t).
For an input instance J define Pmax(J ) and Pmin(J ) to be the maximal and the minimal processing time of a job
in J , respectively. Let P(J ) = Pmax(J )
Pmin(J )
. Moreover, define T (J ) = {t | δSRPT(J )(t)m} to be the set of times when no
machine is idle, and let T (J ) = ∫
t∈T (J ) dt be the size of this set.
As a warm up, we give an example for the case m = 2 and we show that SRPT achieves the claimed bounds. This
example can be generalized to obtain a lower bound for any on-line algorithm and for any number of machines (see
Section 2.3).
Let P , a power of 2, and 1 be the maximum and the minimum processing times of a job. At each time ri =
2P(1 − 12i ), for i = 0, . . . , logP − 1, three jobs are released; one job of processing time P2i and two jobs of processing
time P2i+1 . Then, starting at time 2(P − 1), and until time P 2 + 2P − 3, two jobs of processing time 1 are released at
each unit of time.
Figure 1 shows the behavior of SRPT and of an optimal solution on a prefix of that sequence with P = 16. The left
diagram indicates for each job its processing time at the time of release, and the remaining processing time at the end
of the considered interval. (This is indicated only for those jobs that are not finished.)
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At time ri , SRPT schedules the two jobs released at time ri of processing time P2i+1 . These jobs are completed
by time ri + P2i+1 . The interval of P2i+1 units of time between ri + P2i+1 and ri+1 is used for the third job released at
time ri and for the job of processing time P2i−1 released at time ri−1. Both jobs have remaining processing time P2i at
time ri + P2i+1 ; clearly, only one job is scheduled when i = 0.
Observe that logP jobs are unfinished at time 2(P − 1) in the SRPT schedule. Now, at each time 2(P − 1) + k,
k = 0, . . . ,P 2 − 1, two jobs of processing time 1 are released. Therefore, logP jobs are waiting to be processed for
P 2 units of time, resulting in a total flow time of at least P 2 logP .
On the other hand, an optimal solution finishes the three jobs presented at time ri by time ri+1. The job of process-
ing time P2i is scheduled on one machine at time ri , while the other machine is used for the two jobs of processing
time P2i+1 . This results in an increase of the flow time for the first groups of jobs: the flow time of the jobs released at
time ri is 52
P
2i , and the total flow time of the logP groups of jobs is bounded by 5P . But all jobs are finished in the
optimal solution by time 2(P − 1), and the flow time of the final P 2 groups of 2 jobs is just P 2.
The Ω(logP) lower bound on the approximation ratio of SRPT for m = 2 is therefore established. Since n =
O(P 2), it turns out to be also an Ω(logn) lower bound on the approximation ratio of SRPT for the case of 2 machines.
(An Ω(log n
m
) lower bound can be established for any number m of machines as shown in Section 2.3.)
At this point, observe again Fig. 1. The remaining processing time of scheduled jobs exponentially decreases with
the number of unfinished jobs in the SRPT schedule. In fact this represents a general phenomenon that lies in the heart
of our proof. We observe that on any instance J , the value of lSRPT(J )(t) exponentially decreases with dS(J )(t), that
is, if the support difference between SRPT and any scheduler S is “big,” then SRPT is processing jobs with “small”
remaining processing time. More formally,
Lemma 1. For any scheduler S, instance J and time t , if dS(J )(t) > im, for i  2, then lSRPT(J )(t) min{Pmax(J ),2T (J )}2i−2 .
We first prove a slightly stronger version of Lemma 1 in the special case where at time t , a scheduler S has finished
all jobs, that is dS(J )(t) = δSRPT(J )(t). Later, we reduce the general case to this special case. This is done by showing
that the claim holds for an instance J , if it also holds for an instance J ′, obtained from J by removing those jobs that
are not finished by S at time t .
Lemma 2. Let c =  dS(J )(t)−i
m
, for a scheduler S, instance J , time t , and an integer i  dS(J )(t)−2m. If δS(J )(t) = 0,
then xSRPT(J )i (t)
min{Pmax(J ),2T (J )}
2c−1 .
Proof. Consider the vector XSRPT(t) of the remaining processing time of jobs in the SRPT schedule at time t . Let v1
be the volume of the biggest m jobs, v2 be the volume of the next m jobs, and so on until vi+1 which is the volume of
the last m′ m jobs unfinished at time t . Each one of these groups of at most m jobs is referred to as a block of jobs.
Figure 2 shows this vector. The biggest remaining processing time inside block k is denoted by lk .
Denote by V (t ′) = vSRPT(t ′) − vS(t ′) the difference in volume between SRPT and S at time t ′, and let Vk =∑
vh. Since δS(t) = 0, we know that V (t) = V1 = vSRPT(t) is the total volume difference at time t .hk
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Let t0 be the earliest time such that no one of the m machines is idle in the interval (t0, t] in the SRPT schedule.
The volume difference V (t ′) at any time t ′ ∈ (t0, t] is upper bounded by V (t0) (it cannot increase if all m machines
are working in the SRPT schedule).
If t0 = 0, then the volume difference at time t0 is 0. Thus, the SRPT volume at time t is 0 and the claim is proved.
We can then concentrate on t0 > 0. In this case at least one machine is idle at time t0, and hence the volume difference
at time t0 is bounded by mPmax.
Define by tk the last time in [t0, t] when a job of remaining processing time bigger than lk+1 is processed. If no
such job is ever processed in the interval (t0, t], we set tk = t0. We denote by Δk the total volume of those jobs with
remaining processing time less than or equal to lk+1 at time tk . Observe that all these jobs are processed at time tk . In
fact, if tk > t0 there is a job of remaining processing time bigger than lk+1 processed at that time; otherwise, if tk = t0,
all jobs are processed at time t0 and have remaining processing time smaller than lk+1. Denote by V ′k the total volume
of those jobs with remaining processing time bigger than lk+1 at time tk (they may be scheduled or unscheduled at
that time).
Figure 3 shows a typical case of this vector. Observe now that no job with remaining processing time bigger than
lk+1 at time tk will be processed between time tk and t , and hence they stay in the first k blocks of jobs at time t . It
follows that the volume of the first k blocks of jobs at time t plus the value Δk is an upper bound on the volume at
time tk . It also follows that the volume at time tk is not less than the volume difference at time tk , that is not less than
the volume difference at time t , that is, due to our hypothesis, exactly equal to the volume at time t . We then obtain
the following inequalities(
vSRPT(t)− Vk+1
)+Δk  V ′k +Δk = vSRPT(tk) V (tk) V (t) = vSRPT(t)
from which we derive Vk+1 Δk . Observe now that Δk mlk+1  vk , and then Vk+1  vk . Adding Vk+1 to the terms
on both sides of the preceding inequality, and dividing by two, we obtain Vk+1  12Vk .
We now separately prove the two parts of the claim: xSRPTi (t) Pmax/2c−1 and xSRPTi (t) 2T/2c−1. From Vk+1 
1
2Vk it follows that Vc  V1/2c−1 mPmax/2c−1. But mlc+1  vc  Vc , and hence we derive lc+1  Pmax/2c−1. Since
c =  dS(J )(t)−i
m
, xSRPTi (t) lc+1, and the first part of the claim is proved.
For the second part of the claim, observe that Δ1  ml2. From V2  Δ1, and using the same argument used to
prove the first part of the claim, we obtain xSRPTi (t) l2/2c−2. We are left to prove that l2  t − t0  T . The second
inequality is true by definition of T . If we proved the existence of a job released in the interval (t0, t] with processing
time bigger than or equal to l2, then we would prove l2  t − t0 since such a job is finished by scheduler S within
time t . But this is true, since less than m jobs run at time t0 and there are m jobs with remaining processing time bigger
than l2 at time t . We therefore conclude that a job with processing time bigger than l2 has been released in (t0, t]. 
In order to prove Lemma 1 we show that if Lemma 2 is true for an instance J ′ obtained by deleting from J all the
jobs that are not finished by S at time t , then the claim of Lemma 1 is true for J . To simplify notation we use xJk (t)
instead of xSRPT(J )(t). The exact claim is:k
S. Leonardi, D. Raz / Journal of Computer and System Sciences 73 (2007) 875–891 881Claim 1. Let J = J ′ ∪ j , and t be any time t  rj . Then either
(i) δJ (t) = δJ ′(t)+ 1 and, for all 1 k  δJ ′(t), xJk (t) xJ
′
k (t) xJk+1(t), or
(ii) δJ (t) = δJ ′(t) and, for all 1 k  δJ ′(t), xJ ′k (t) xJk (t) xJ
′
k+1(t).
Proof. At time t = rj , (i) holds.
If (i) holds, 3 kinds of events can happen at any time t :
(1) J and J ′ complete the same number of jobs or no job is finished (they both complete zero jobs). It follows that (i)
still holds, since the first m jobs are processed for the same amount of time.
(2) A new job is released. Also in this case (i) still holds since the new job is inserted into the appropriate place in
both vectors.
(3) J completes one more job than J ′. In this case we switch to (ii), since we have that XJ (t) is shifted to the left
one position further than XJ ′(t).
Note that by condition (i), if J completes r jobs at some time then J ′ must complete at least r − 1 jobs at this time,
so (1)–(3) are the only possible events.
In a similar way, if (ii) holds, 3 kinds of events can happen at any time t :
(1) J and J ′ complete the same number of jobs or no job is finished (they both complete zero jobs). It follows that
(ii) still holds, just like in the previous case.
(2) A new job is released. Also in this case (ii) still holds since the new job is inserted into the appropriate place in
both vectors.
(3) J ′ completes one more job than J . In this case we switch to (i), since we have that XJ ′(t) is shifted to the left one
position further than XJ (t). 
In particular, the last claim shows that 1 δJ (t)− δJ ′(t) 0, when J and J ′ differ in only one job. We can finally
present the proof of Lemma 1.
Proof of Lemma 1. Let J ′ be an input instance in which all jobs that are not finished by S at time t are deleted. Let
d = dS(J ′)(t) − dS(J )(t), and let s be the biggest integer such that dS(J )(t) > sm. We want to prove the following
sequence of inequalities:
lSRPT(J )(t) xSRPT(J
′)
m+1+d (t)
min{Pmax(J ′),2T (J ′)}
2
dS(J
′)(t)−m−d−1
m
−1
 min{Pmax(J ),2T (J )}
2
dS(J )(t)−m−1
m
−1
 min{Pmax(J ),2T (J )}
2
dS(J )(t)−1
m
−2
 min{Pmax(J ),2T (J )}
2s−2
.
The first inequality follows by repeatedly applying Claim 1 for each of the jobs in J − J ′, and observing that d is
exactly the difference between the number of jobs finished by SRPT on input J and the number of jobs finished by
SRPT on input J ′. The second inequality is exactly Lemma 2. For the third inequality, note that J ′ is a subset of J
and hence Pmax(J ′) Pmax(J ), T (J ′) T (J ), and that dS(J )(t) = dS(J ′)(t)− d . The last inequality follows directly
from the definition of s, and proves the lemma. 
Lemma 1 allows to bound the support difference between SRPT and any scheduler S.
Lemma 3. For any scheduler S, instance J and time t , dS(J )(t)m(3 + logP(J )).
Proof. Since scheduled jobs with remaining processing time less than Pmin are never preempted, any unfinished job
not scheduled has remaining processing time greater than or equal to Pmin, that is lSRPT(t)  Pmin for any t . From
Lemma 1, which applies for dS(t) > 2m, we derive Pmax2s−2  Pmin where s is the largest integer i such that d
S(t) > im.
We then obtain s  2 + logP and dS(t)m(3 + logP). 
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Theorem 4. SRPT is a 4 + logP approximation algorithm for Pm | pmtn, rj |∑Fj .
Proof. For any scheduler S and instance J , the flow time of SRPT is given by∫
t0
δSRPT(t) dt =
∫
t /∈T
δSRPT(t) dt +
∫
t∈T
δSRPT(t) dt =
∫
t /∈T
δSRPT(t) dt +
∫
t∈T
(
δS(t)+ dS(t))dt

∫
t /∈T
δSRPT(t) dt +
∫
t∈T
δS(t) dt +
∫
t∈T
m(3 + logP)dt

∫
t /∈T
δSRPT(t) dt + FS + (3 + logP)mT  FS + (3 + logP)
∑
j∈J
pj  (4 + logP)FS.
The first equality is obtained by partitioning the time into the set of times T when all the machines are working,
and the set of times when at least one machine is idle. We obtain the second equality by introducing dS(t), the support
difference between SRPT and S. We apply Lemma 3 to obtain the third inequality. The remaining inequalities are
derived by observing that the total time spent processing jobs by the m machines is bounded by ∑j∈J pj which is
bounded by FS , the flow time of scheduler S. 
We now turn to prove that SRPT is an O(log n
m
) approximation algorithm for Pm | pmtn, rj |∑Fj . The proof
is more complex than the proof of the O(logP) approximation. Observe that it is no longer true that the support
difference between the SRPT scheduler and any algorithm is bounded by O(logn). This can be observed in the lower
bound proposed for SRPT at the beginning of this section, where at the end of the first part of the sequence, one third
of the jobs presented are not finished by SRPT, while they are all finished by a feasible scheduler.
Our proof is based upon Lemma 1, which relates the size of dS(t) to the remaining processing time of a job not
scheduled by SRPT at time t . The idea behind the proof is that the worst case ratio between the SRPT flow time and
any scheduler flow time can be raised only if a “big” difference in the respective support values is kept for a “long”
time. But this requires, as in the second phase of the lower bound for SRPT, the release of a number of jobs with small
processing time, and thus increase in the value of n.
For the rest of this section, fix an instance J and a scheduler S. Recall that T = T (J ) is a set of times in which
no machine is idle in the SRPT schedule. We want to partition T into a collection of disjoint intervals Ik = [tk, tk+1),
k = 0, . . . , s − 1, and to associate an integer ik to each interval, such that for any time t ∈ Ik , m(ik − 1) < dS(t) <
m(ik + 1).
Each maximal interval of times [tb, te) contained in T is dealt with separately. Assume we already dealt with all
times in T which are smaller than tb , and we have created k − 1 intervals. We then define tk = tb , and ik = 0; observe
that dS(tb) < m, since just before time tb at least one machine was idle. Given tk and ik , define tk+1 = {min(t, te) |
t > tk, d
S(t)m(ik + 1) or dS(t)m(ik − 1)}, that is, tk+1 is the first time the support difference reaches the value
m(ik + 1) or m(ik − 1). We set ik+1 = ik + 1 if dS(tk+1)  m(ik + 1), ik+1 = ik − 1 if dS(tk+1)  m(ik − 1). It is
straightforward from this definition that indeed for any time t ∈ Ik , m(ik − 1) < dS(t) < m(ik + 1).
Denote by xk = tk+1 − tk the size of interval Ik , and define Ti = {⋃ Ik | ik = i}, i  0, as the union of the intervals
Ik with ik = i. We indicate by Ti =
∫
t∈Ti dt the size of set Ti . The following lemma relates the number of jobs, n, and
the values of Ti .
Lemma 5. The following lower bound holds for the number of jobs:
n m
6T
∑
i3
Ti2i−3.
Proof. We will proceed by charging a number of jobs nk with each interval Ik . Each job will be assigned at most three
times to an interval, when it is released, when it is finished by SRPT, and when it is finished by S. Since we restrict
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end with te.
Consider the generic interval Ik , with the corresponding ik . The interval starts when the difference in support
reaches mik , from above or from below. This interval ends when dS(tk+1) reaches m(ik + 1) or m(ik − 1). In the first
case we have the evidence of nk = m jobs finished by S, in the second case of nk = m jobs finished by SRPT. In both
cases we charge nk m jobs to interval Ik . We can then conclude with a first lower bound nk m on the number of
jobs charged to any interval Ik ∈ Ti , i  3.
Next we give a second lower bound, based on Lemma 1, stating that any job scheduled during an interval Ik =
[tk, tk+1) has remaining processing time bounded by T2ik−3 , since dS(t) > m(ik − 1) for any t ∈ [tk, tk+1). We partition
the interval Ik on each machine into a number of contiguous subintervals (recall that no machine is idle during T ) of
maximum length T2ik−3 that are terminated either with the completion of a job or with the preemption of a job. Observe
that any preemption corresponds to the release of a new job. Therefore, for each machine we can associate a job that
is either released or finished with any subinterval of size T2ik−3 . A second lower bound on the number of jobs charged
to any interval is then given by nk m xk2ik−3T .
Observe now that each job is considered at most three times, when it is released, when it is finished by SRPT, and
when it is finished by S. Then, from the following inequalities:
m
2T
∑
i3
Ti2i−3 
∑
k|ik3
mmax
(
1,
⌊
xk2ik−3
T
⌋)
 3n,
the claim follows. 
Theorem 6. SRPT is an O(log n
m
) approximation algorithm for Pm | pmtn, rj |∑Fj .
Proof. The flow time of SRPT is given by∫
t0
δSRPT(t) dt =
∫
t /∈T
δSRPT(t) dt +
∫
t∈T
δSRPT(t) dt =
∫
t /∈T
δSRPT(t) dt +
∫
t∈T
(
δS(t)+ dS(t))dt

∫
t /∈T
δSRPT(t) dt + FS +
∑
i0
∫
t∈Ti
m(i + 1) dt

∫
t /∈T
δSRPT(t) dt + FS + 3m(T0 ∪ T1 ∪ T2)+m
∑
i3
(i + 1)Ti
=
∫
t /∈T
δSRPT(t) dt + FS + 3mT +m
∑
i3
(i − 2)Ti  3
∑
j∈J
pj + FS +m
∑
i3
(i − 2)Ti
 4FS +m
∑
i3
(i − 2)Ti .
The third inequality is obtained by partitioning T into the Ti ’s and by observing that at any time t ∈ Ti , the support
difference between SRPT and S is bounded by m(i +1). The fourth inequality is obtained from the observation that at
any time t ∈ T0 ∪T1 ∪T2, the support difference between SRPT and S is bounded by 3m. The sixth inequality follows
since the overall work done by the m machines is bounded by the sum of the processing times
∑
j∈J pj , while the
final expression is obtained from the fact that the sum of the processing times is a lower bound on the optimal flow
time.
To prove that SRPT is an O(log n
m
) approximation algorithm, we are left to prove that F(n) = m∑i3(i − 2)Ti =
O(log n
m
)FS . We do that by proving F(n) = O(mT log n
m
), and then from mT 
∑
j∈J pj  FS the claim of the
theorem follows.
To prove our final claim, we use the relation, given in Lemma 5, between the values of the Ti ’s and the number of
jobs n.
Our optimization problem is
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F(n) = m
∑
i3
(i − 2)Ti,
n m
6T
∑
i3
Ti2i−3;
T 
∑
i3
Ti.
We rewrite the problem using variables Yi =∑ji Tj , i  3:
max{Y3,...}
F(n) = m
∑
i3
Yi,
n m
6T
∑
i3
(Yi − Yi+1)2i−3;
T  Y3  Y4  · · · .
The second constraint can be rewritten as n  m6T (Y3 +
∑
i4 Yi2i−4), and then the function is upper bounded by
assigning T = Y3 = · · · = Yl , and 0 = Yl+1 = Yl+2 = · · · where l is the minimum integer such that the constraint is
tight or violated, namely it is the minimum integer such that mT6T (1 +
∑l
i=4 2i−4) n.
We then obtain for l the value l  4 + 
log 6n
m
, and then F(n) = O(mT log n
m
). 
2.3. A lower bound for on-line preemptive algorithms
In this section we show an Ω(log( n
m
+P)) lower bound on the competitive ratio of on-line randomized algorithms
for Pm | pmtn, rj |∑Fj .
The minimum processing time of a job in the sequence is 1, while the maximum processing time is denoted by P .
We require P to be large enough such that L = logP − 3 log(m logP) is some positive integer value.
We present a family of instances, such that for any randomized on-line algorithm there exists an instance in this
family that proves the lower bound. The structure of these instances is similar to that of the instance for the lower
bound of SRPT described in Section 2.2.
Given any randomized on-line algorithm, the instance of the lower bound is divided into two parts. The first part
of the sequence ends when the on-line randomized algorithm has an expected number of Ω(m logP) unfinished jobs.
The second part of the sequence, that starts immediately after the first part, consists of releasing m jobs with processing
time 1 at any of P 2 successive integer times. The on-line expected total flow time is then Ω(mP 2 logP), while we
show an algorithm that completes the sequence with a total flow time of O(mP 2).
The first part of the sequence consists of at most L steps. Formally, during step i, i = 0, . . . ,L − 1, the following
set of jobs are presented:
• a set of m2 “long” jobs with pi = P2i and ri = 2P(1 − 12i ), and• a set Si of mpi2 jobs; m jobs with pij = 1 and rij = ri + j , for all j = 0, . . . , pi2 − 1.
Jobs of step i are released between time ri and time ri + pi2 − 1. The m2 “long” jobs of length pi are released at
time ri , while m jobs of unit processing time are released at any integer time between ri and ri + pi2 − 1.
Not all the L steps of the first part of the instance are necessarily presented. The first part of the instance is ended
at some step when the expected number of unfinished jobs of Si is Ω(m logP). If this never happens, we will prove
at the end of the L steps that Ω(m logP) long jobs are unfinished.
Let Ui be the number of jobs of Si not finished at time ri + pi2 by the on-line algorithm, and let E(Ui) be the
expected value of Ui over the random choices of the on-line algorithm. We distinguish two cases:
Lemma 7.
(1) Either there exists a step i such that E(Ui)m logP , or
(2) the probability that more than one long job is finished by time rL is O( 12 ).m logP
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probability that a single long job, say a job of length pi = P2i presented in step i, is finished by an on-line algorithm
by time rL. The maximum processing time available on a single machine for this job in a step j  i is pj2 + Uj . The
probability that the job of length pi is finished is bounded by
Pr
[
L−1∑
j=i
(
pj
2
+Uj
)
 pi
]
 Pr
[
pi − pL +
L−1∑
j=i
Uj  pi
]
= Pr
[
L−1∑
j=i
Uj  pL
]
.
Since E(Ui) < m logP , using Markov’s inequality we obtain that the probability Ui is greater than or equal
to m3(logP)2 is bounded by 1
m2 logP . From the definition of L, we have L  logP and pL = (m logP)3. Now,
Pr[∑L−1j=i Uj  pL = m3(logP)3]  1m2 logP since it implies that at least one of at most L random variables Uj be
greater than m3(logP)2, which proves the lemma. 
Corollary 8. The expected number of unfinished jobs in the on-line solution at the end of the first part of the sequence
is Ω(m logP).
Proof. This is by definition if case (1) of Lemma 7 occurs. If case (2) of Lemma 7 occurs, the expected number of
long jobs that are finished at time rL, when the Lth step ends, is
mL/2∑
i=1
i Pr[i long jobs are finished by time rL] Pr[one long job is finished by time rL]
mL/2∑
i=1
i
 1
m2 logP
mL/2∑
i=1
i  1
m2 logP
(mL)2
4
 logP
4
.
Therefore the expected number of unfinished long jobs is Ω(m logP). 
If the first part of the sequence ends in case (1) of Lemma 7 during step i, then the second part of the sequence
consists of releasing m jobs of processing time 1 at any integer time ri + pi2 + k, k = 0, . . . ,P 2 − 1. The expected
total flow time of the on-line solution is then Ω(mP 2 logP).
Otherwise, if case (2) occurs, m jobs with processing time 1 are presented at any time rL + k, k = 0, . . . ,P 2 − 1.
The expected total flow time of the on-line solution is Ω(mP 2 logP).
Next we prove that in both cases the optimal total flow time is O(mP 2). Observe that all the jobs of step i can be
finished by time ri+1 = ri + pi using the following schedule that we denote as the standard schedule: (i) the m2 longjobs of length pi are processed non-preemptively, each on one of m2 machines, between time ri and ri + pi ; (ii) m2
of m jobs of length 1 are released at time ri + k, k = 0, . . . , pi2 − 1, are processed at time ri + k. The remaining m2jobs released at time ri + k, k = 0, . . . , pi2 − 1, are processed at time ri + k + pi2 . The total flow time of this schedule
for step i is 2mpi + m2 (pi2 )2.
In case (1), the standard schedule is used for the jobs released during the first i − 1 steps, with a total flow time
bounded by mP 24 + 4P . With regard to jobs released during step i, the mPi2 jobs of unit length are scheduled at their
release times on the m machines and then completed by time ri + pi2 , with a contribution of mPi2 to the total flow time.
The set of mP 2 pairs of jobs of unit length, released between time ri + pi2 and ri + pi2 + P 2 − 1, are also assigned at
their release times to the m machines available, and their flow time is mP 2. Finally, the m2 long jobs (each of length
pi ) of step i that are processed starting at time ri + pi2 + P 2 contribute for at most m2 (P 2 + 32pi) to the total flow
time.
In case (2), the standard schedule is applied to all L steps of the first part of the sequence. All the jobs of the first
part are then completed by time rL, with a total flow time bounded by m2
P 2
2 + 4P . The mP 2 jobs of unit length are
processed at their release times, resulting in a contribution of mP 2 to the total flow time. Therefore, in both cases the
standard schedule has a flow time of O(mP 2). We therefore conclude with the following:
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Proof. We have shown for any on-line randomized algorithm an input sequence where the ratio between the expected
flow time of the algorithm and the optimal flow time is Ω(logP). To prove the Ω(log n
m
) lower bound it is enough to
observe that for any of such sequence the number of jobs released is n = O(mP 2). 
3. The approximation of total flow time without preemption
In this section we present an approximation algorithm for the total flow time in the non-preemptive case. This algo-
rithm is based on a technique that converts any preemptive schedule for the given input instance into a non-preemptive
schedule. In doing so we “pay” an additional factor of O(
√
n/m) in the approximation ratio, so by using our previous
approximation result for Pm | pmtn, rj |∑Fj , we get an algorithm with O(√n/m log nm) approximation ratio for
Pm | rj |∑Fj . We also show an Ω(n1/3−) lower bound, for any  > 0, on the approximation ratio of polynomial
algorithms for the problem.
3.1. A non-preemptive algorithm to approximate total flow time
Denote by Spj , C
p
j , F
p
j = Cpj − rj and Sj , Cj , Fj = Cj − rj the starting, completion, and flow time in a preemptive
and in a non-preemptive solution, respectively. Since a job is processed continuously until its completion in the non-
preemptive case, we have Cj = Sj + pj , while for the preemptive case, Cpj  Spj + pj holds. Fp =
∑
j∈J F
p
j and
F =∑j∈J Fj indicate the total flow time of the preemptive and non-preemptive solution. Observe that the optimal
preemptive flow time, denoted by F ∗, can never be greater than the optimal non-preemptive flow time.
3.1.1. The algorithm
We are given a preemptive schedule for an instance J . The jobs in J are divided into two sets according to this
preemptive solution.
• The set of small jobs S = {j ∈ J | Fpj  F
p√
nm
}.
• The set of big jobs B = {j ∈ J | Fpj > F
p√
nm
}.
The algorithm first assigns the small jobs, then the big jobs. Small jobs are assigned in order of starting time Spj in
the preemptive solution. A small job j is assigned to the first available (i.e. idle) machine, but not before Spj .
Once all the small jobs are scheduled, big jobs are assigned one by one in an arbitrary order. Consider job j ∈ B.
Select a machine Mj with no more than (2 + δ) nm scheduled jobs for a total processing time less than or equal to
(2 + δ)
∑
j∈J pj
m
, where δ is an arbitrarily small positive constant.
Define time ti , i  0, to be the first time not before Spj such that machine Mj is idle ipj units of time between
time Spj and time ti . Now, select the first interval [ti , ti+1] where no more than
√
(2 + δ)n/m jobs are scheduled.
Shift ahead the jobs of the interval without changing their relative order, until pj units of idle time are available at the
beginning of the interval. Schedule job j with starting time Sj = ti . (This definition of intervals is similar to the one
used in [13].)
The solution produced by the algorithm is easily shown to be feasible. In fact, jobs are assigned after their preemp-
tive starting times, and then after their release times, while two jobs never overlap on the same machine at the same
time. Moreover, an appropriate machine can always be selected for each big job:
Lemma 10. For any δ > 0, there always exists a machine with no more than (2 + δ) n
m
scheduled jobs, for a total
assigned processing time less than or equal to (2 + δ)
∑
j∈J pj
m
.
Proof. This follows since more than m2 machines meet the condition on the number of scheduled jobs, or on the total
assigned processing time, so at least one machine meets both conditions. 
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In the following we analyze the increase in flow time due to the schedule of small jobs and big jobs.
The analysis for small jobs is based on the following lemma that bounds the starting time of a small job in the
non-preemptive solution.
Lemma 11. For any job j ∈ S , Sj  Spj + 2 F
p√
nm
.
Proof. Consider any job j ∈ S . If Sj = Spj , the claim is proved. Otherwise, no machine is idle between time Spj
and Sj , since jobs are scheduled in the non-preemptive solution not before their starting times in the preemptive
solution. Denote by t , with t  Spj , the latest time when all machines become assigned with a job. If such time does
not exist, we set t = 0. Denote by j ′ the job with starting time Sj ′ = Spj ′ = t .
Our goal is to bound the total processing time P scheduled on the m machines between time t and time Sj (the
time job j is assigned). Since job j is assigned to the first machine available, we have Sj  t + Pm .
When job j ′ is assigned at time t , all the other machines are assigned with jobs starting not later than time t , and
are busy at most until time t + maxh∈S ph. A first contribution to P is then (m− 1)maxh∈S ph. A second contribution
to P is given by the sum of the processing times of jobs of S , with starting time in the preemptive solution between t
and Spj . All these jobs are started in the preemptive solution not before time t and ended not later than Spj +maxh∈S Fph .
Their contribution to P is bounded by m((Spj − t)+ maxh∈S Fph ), thus P m((Spj − t)+ maxh∈S ph + maxh∈S Fph ).
We then obtain Sj  t + Pm  Spj + maxh∈S ph + maxh∈S Fph , from which the claim follows since the preemptive
flow time of a small job is bounded by Fp√
nm
. 
The increase in flow time with respect to the preemptive solution due to the schedule of any small job j in S is
therefore bounded by 2 Fp√
nm
.
Let us turn our attention to big jobs. If the ith interval is the first interval with no more than √(2 + δ)n/m jobs
assigned, then i 
√
(2 + δ)n/m− 1, since at most (2 + δ) n
m
jobs are scheduled on machine Mj . The starting time of
job j is then delayed with respect to the starting time in the preemptive solution by at most the sum of the processing
times of the jobs scheduled on Mj , plus pj units of idle time for any previous interval. Moreover, each of at most√
(2 + δ)n/m jobs scheduled in the ith interval are shifted by at most pj units of time. However, observe that jobs in
other intervals are not affected from the scheduling of job j . The increase in the total flow time due to the schedule of
a big job j is then bounded by
(2 + δ)
∑
j∈J pj
m
+ 2pj
√
(2 + δ) n
m
.
We finally put everything together, obtaining for the total flow time the following expression:
F =
∑
j∈J
Fj 
∑
j∈S
(
F
p
j + 2
Fp√
nm
)
+
∑
j∈B
(
F
p
j + (2 + δ)
∑
j∈J pj
m
+ 2pj
√
(2 + δ) n
m
)
 Fp + 2
√
n
m
Fp + (2 + δ)
√
n
m
∑
j∈J
pj + 2
√
(2 + δ) n
m
∑
j∈B
pj

(
1 + 2
√
n
m
)
Fp + ((2 + δ)+ 2√2 + δ )√ n
m
F ∗ = O
(√
n
m
)
Fp.
The first inequality follows by adding the increase in the flow time, due to the non-preemptive schedule, to the
value of the preemptive solution. The second inequality is obtained by observing that there can be Θ(n) small jobs,
but at most
√
nm big jobs. The third inequality follows by the fact that the sum of the processing times is a lower
bound over the optimal preemptive solution. Altogether we have proved the following theorem.
Theorem 12. Given an f (n,m) approximation algorithm for Pm | pmtn, rj | ∑Fj , one can construct an
O(
√
n/mf (n,m)) approximation algorithm for Pm | rj |∑Fj .
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m
) approximation for the optimal preemptive solution, we obtain the following corollary.
Corollary 13. There exists an O(
√
n/m log n
m
) approximation algorithm for Pm | rj |∑Fj .
The algorithm can be implemented with a running time bounded by O(n3/2). The time complexity for the preemp-
tive solution using SRPT is O(n logn). Small jobs are then assigned to the first available machines in the order of
the preemptive starting time, thus the schedule of small jobs can be implemented with time complexity O(n logn).
Finally, the schedule of big jobs follows the procedure of [13], which can be implemented in time O(n√n).
In the single machine case, SRPT provides the optimal preemptive solution. Therefore, the approximation ratio of
the non-preemptive algorithm is O(
√
n).
3.2. A lower bound for non-preemptive approximation algorithms
In this section we prove that no polynomial time approximation algorithm for Pm | rj |∑Fj can have a guaranteed
worst-case ratio of O(n1/3−), for any  > 0 and nm4/ .
We consider a reduction from the same NP-complete problem—Numerical 3-Dimensional Matching (N3DM)—
used in [13] to prove an Ω(n1/2−) lower bound for this problem on a single machine. The use of a reduction from
N3DM is justified since it is NP-complete in the strong sense. We extend their technique to give a lower bound on any
polynomial time algorithm for any fixed number m of parallel machines. Observe that such a lower bound immediately
extends to algorithms, such as the one designed in Section 3.1, that receive m as part of its input.
An instance of N3DM (see [10]) is formed by three sets of k positive integers {ai}, {bi}, and {ci}, 1 i  k, with∑k
i=1 ai + bi + ci = kD. The problem is to decide whether there exist permutations π , and φ, such that ai + bπ(i) +
cφ(i) = D holds for all i.
Fix a value of m. We transform any instance I of N3DM into a second instance I ′ for which k is a multiple integer
of m, and has a solution if and only if I has a solution. If k mod m > 0 then the instance I ′ is obtained by adding
3(m − k mod m) jobs, with size ai = D, bi = ci = 0, for i = 1, . . . ,m − k mod m. It is easy to check that this new
instance has the desired property.
Given an instance of the problem with k multiple integer of m, and 0 <   13 , we define the corresponding instance
of Pm | rj |∑Fj as follows. Define numbers:
n = ⌈(30k)4/D3/⌉, r = ⌈3Dn(1−)/3⌉, g = 100rk2.
The scheduling instance contains the following jobs:
• 3k “big” jobs with release time 0 and processing times 2mr + ai , 4mr + bi , and 8mr + ci , for 1 i  k.
• kgr “tiny” jobs of type T1, all of them with a processing time of 1/rg. There are m jobs with release times
of l(14mr +D + 1)− 1 + p/rg for l = 1, . . . , k
m
, and p = 0, . . . , rg − 1.
• g2r “tiny” jobs of type T2, all of them with a processing time of 1/rg. There are m jobs with release times
of k
m
(14mr +D + 1)+ lmr − 1 + p/rg for l = 1, . . . , g
m
, and p = 0, . . . , rg − 1.
The total number of jobs is
3k + kgr + g2r  2g2r  9002D3n1−k4  n,
from which we derive nm4/ , since k m. Additional jobs with release time and processing time 0 are added to
reach the value n.
In words, we release a group of mrg tiny jobs of type T1 every 14rm + D + 1 units of time, between time 0 and
k
m
(14rm + D + 1). Each such group is formed by m jobs with processing time 1/rg released every 1/rg units of
time. One can schedule all the tiny jobs of these k
m
groups at their release times, with a total flow time of k. If this is
the case, they leave “holes” of size 14mr + D (see Fig. 4 for a pictorial view of this schedule). Into these holes one
can fit three jobs of the form 2mr + ai , 4mr + bπ(i), and 8mr + cπ(i), if ai + bπ(i) + cφ(i) D.
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Therefore, if the given instance has a solution, one can schedule all the tiny jobs at their release times, and finish
all the big jobs by time k
m
(14mr + D + 1) − 1. The total flow time in this case, denoted by Fsol, is bounded by the
following:
Fsol 
k
m
(14mr +D + 1)3k + k + g  150rk2.
On the other hand, if we assume that the given instance of N3DM has no solution, then at least one out of the 3k
big jobs cannot fit into the holes defined by the release times of the jobs of type T1. Furthermore, if the tiny jobs of
type T2 are also scheduled at their release times, they leave holes of size mr − 1, where no big job can fit.
Such a big job is then either delayed until time k
m
(14mr + D + 1) + gr , or scheduled to overlap the release times
of a set of tiny jobs of type T1 or T2 that marks the end of a hole. Observe that, since the processing time of big jobs
is an integer value, they overlap the release time of mrg tiny jobs marking the end of a hole. Therefore, either one
big job is delayed until time k
m
(14mr + D + 1) + gr and hence has a flow time greater than gr , or it is scheduled to
overlap the release times of a set of mrg tiny jobs of type T1 or T2, with these release times concentrated in one unit
of time. This second case results in a total flow time lower bounded by 1
rg
∑rg
j=1 j 
gr
2 , since one more job is waiting
to be scheduled each 1
rg
units of time during the entire interval in which these tiny jobs are released.
Now, we can prove the following theorem:
Theorem 14. For all 0 <   13 , and 0 < α < 1, and fixed m, there does not exist a polynomial time approximation
algorithm for Pm | rj |∑Fj , with nm4/ , having worst-case approximation ratio αn1/3− , unless P = NP.
Proof. Assume such an approximation algorithm A exists for some fixed 0 <   13 , and 0 < α < 1. Take an instance
of N3DM, encoded in unary, transform it into an instance with k multiple integer of m, and construct an instance
of Pm | rj |∑Fj for m machines, as described in this section. The constructed instance of Pm | rj |∑Fj is polyno-
mial in the size of the instance of N3DM encoded in unary form. Now, apply algorithm A to the resulting schedule.
If the given instance of N3DM has a solution, then we have the following bound on FA, which is the approximated
flow time of algorithm A:
FA  αn 13 − · Fsol < r3150rk
2  50r2k2.
On the other hand, if the given instance of N3DM has no solution, then the previous discussion implies that
FA  Fno 
rg = 50r2k2
2
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not, which is a contradiction. 
4. Discussion
In this paper we provided the first results on approximation algorithms for total flow time in a multiprocessor
setting.
The main problem left open by this paper is the existence of better approximation algorithms for the preemptive
case. From our results it is clear that such an algorithm cannot be an on-line algorithm, but at present we do not know
of any algorithm that has a guaranteed approximation ratio better than SRPT.
A better approximation algorithm for the preemptive case also implies (using Theorem 12) a better approximation
algorithm for the non-preemptive case. This improvement, however, might be limited to an O(log n
m
) factor, as we
conjecture the existence of an Ω(n1/2−) unapproximability lower bound for any value of m.
In real life, preemption, like many other things, is not free. There is often a cost for each preemption (paging,
initializing variables, etc.), and thus the following objective function FPM =∑Fj + c(# of preemptions), where c is
a cost function to be specified, is of interest. Note that our preemptive lower bound for on-line algorithms also extends
to this problem. Furthermore, SRPT uses at most n preemptions, thus if the processing time of all the jobs is at least
o(1), and the cost for each preemption is O(1), then SRPT is an O(log(min{ n
m
,P })) approximation algorithm for
Pm | pmtn, rj | FPM .
5. Afterword
This paper was first presented at the 29th ACM Symposium on Theory of Computing in 1997 [16] and later invited
to the special issue of the Journal of Computer and Systems Science for STOC 1997. The publication of this special
issue was deferred for nearly 7 years and finally canceled in 2004. Despite this unlucky publication story, this work
has opened a rich line of research on the approximation of preemptive flow time and related objective functions. In
this section we briefly summarize a few of these achievements. We refer to [21] for a more extensive survey of this
research area.
While SRPT achieves the best competitive ratio for single and parallel machines, it utilizes both preemption and
migration of jobs between machines. Awerbuch, Azar, Leonardi and Regev developed an algorithm without job mi-
gration (each job is processed on only one machine) that is O(min(logP, logn))-competitive for total flow time [2].
Muthukrishnan, Rajaraman, Shaheen and Gehrke [20] studied a related objective function, total stretch, that weights
the waiting time of a job by its processing time, i.e. ∑j Fjpj . In [20], it is shown that SRPT is 2-competitive on a
single machine and 14-competitive on parallel machines. Becchetti, Leonardi and Muthukrishnan [6] proved that the
algorithm proposed by [2] is 37-competitive for total stretch on parallel machines without migration. Chekuri, Khanna
and Zhu [7] developed a related algorithm that is O(log min(logP, n
m
)) competitive and 17.32-competitive for total
flow time and total stretch on parallel machines without migration. While all these algorithms do not migrate jobs,
they hold jobs in the pool between time of release and the assignment to a machine. Avrahami and Azar [1] developed
an algorithm without migration and with immediate dispatch (each job is assigned to a machine upon its release) that
achieves the same performance of the algorithm with delayed dispatch of [2].
A more recent line of research addressed the problem of minimizing the weighted flow time of a set of jobs. In
the weighted flow time problem, each job has an associated weight wj and the goal is to minimize ∑j wjFj . The
first result on preemptive weighted flow time has been presented by Chekuri, Khanna and Zhu [7], that presents an
algorithm with an O(log2 P) competitive bound. This algorithm requires a priori knowledge of the value of P . Bansal
and Dhamdhere [4] presented a new algorithm that achieves a logarithmic bound as a function of the maximum ratio
between job lengths, weights, and density weight/length.
The on-line model discussed in this work reveals the processing time of a job at the time of release. In the non-
clairvoyant model, the scheduler is given no information about the processing time of a job, i.e. the processing time of a
job is only known at time of completion, as in the case of the scheduling component of an operating system. Motwani,
Phillips and Torng [19] already showed for average completion time that no non-clairvoyant deterministic algorithm
is competitive and an Ω(logn) lower bound on the competitive ratio of randomized algorithms for a single machine.
S. Leonardi, D. Raz / Journal of Computer and System Sciences 73 (2007) 875–891 891Kalyanasundaram and Pruhs [12] proposed a randomized version of the multi-level feedback algorithm (RMLF) that
achieves an O(logn log logn) competitive ratio for a single machine. Becchetti and Leonardi [5] improved this result
to obtain a tight O(logn) bound for a single machine and proved an O(logn log n
m
) bound for RMLF on parallel
machines. A large body of work has also considered the resource augmentation model, in which the algorithm is
equipped with machines that are more powerful than the adversary and with the optimization, under the resource
augmentation model, of the lp norm of flow time, i.e. (
∑
j wjF
p
j )
1/p
. We refer to [21] for a review of this work.
This line of research has been initiated by this work and the style of analysis we have introduced to analyze SRPT
has been used and refined for proving several of the bounds mentioned above. Ideas presented in [2,5,6] can actually
be used to obtain a simpler analysis of the performance of SRPT that is reported in [15]. As a concluding remark, we
would like to stress that the problem left opened by this work, the existence of a constant approximation for preemptive
flow time on parallel machines, is still unsolved and considered as one of the most important open questions in the
polynomial time approximation of scheduling problems [22].
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