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Preface
This thesis has been submitted to the Department of Geosciences at Univer-
sity of Oslo in accordance with the requirements for the degree of Philosophiae
Doctor (PhD). The study herein was completed as part of the SUCCESS
project. SUbsurface CO2 storage – Critical Elements and Superior Strat-
egy (www.fme-success.no) is a consortium with partners from industry and
science, hosted by Christian Michelsen Research, and is an Environment-
friendly Energy Research (FME)-center assigned by the Research Council of
Norway (RCN). In particular, this Ph.D. thesis has contributed to injectiv-
ity assessment within KMB-INJECT, a fully integrated part of SUCCESS
consortium.
This thesis uses Manuscript Document Format and is organized in two
parts. In the ﬁrst part, relevant scientiﬁc background, parameters aﬀecting
injectivity, the utilized thermodynamic framework and the physics of salt
precipitation are given a thorough review. The second part consists of pub-
lished articles. The result of this work has contributed to scientiﬁc knowledge
in the terms of six manuscripts (hereinafter referred to as ”Paper”) of which
I am the ﬁrst author of ﬁve and a co-author of one. A self-contained sum-
mary of the most important ﬁndings of these papers is given in Chapter 4.
The papers and proceedings themselves are attached at the end of the thesis
in chronological order.
Rohaldin Miri, Oslo, July 2015

Abstract
Carbon capture and storage (CCS) in geological reservoirs – especially saline
aquifers – is a key midterm solution to mitigate climate changes caused by
increasing anthropogenic CO2. In order to ensure that a CCS project reach
the required level of success, three essential elements need to be guaran-
teed; storage capacity, injectivity and containment. Among these elements,
relatively less research has been conducted relevant to the injectivity, thus
there are several technical uncertainties in this regard that should be un-
derstood and quantiﬁed in order to ensure long-term storage of CO2. This
thesis is therefore centered at improving such knowledge and understanding
by addressing some of the vague research areas in regard to CO2 injectivity
including: CO2/H2O mutual solubilities, salt precipitation and depositional
heterogeneities.
First part of this study is devoted to thermodynamic modeling of ﬂuid
mixtures relevant for CO2 storage with particular focus on eﬀect of methane
(CH4) and sulphur dioxide (SO2) impurities. To do this, a molecular based
framework, Statistical Association Fluid Theory (SAFT) is chosen and the
molecular parameters required by the model were adjusted against the avail-
able experimental data. The developed model is eﬀectively used to predict
phase partitioning, the aqueous phase density and water drop-out in con-
tact with solid surface, which we believe to be especially well-suited to the
assessment of injectivity of a proposed CO2 storage reservoir.
In the next part of this thesis, the processes of drying-out and salting-out
were explored in more detail. This work encompasses the fabrication of the
two sets of glass microchips, as well as series of experimental characterisation
that has given us a valuable insight into the mechanism of salt precipitation.
In particular, we have identiﬁed two mechanisms which together dramati-
cally intensify the precipitation rate and amount of salt precipitated. From
this insight, the reported discrepancies in the literature regarding the salt
precipitation could be successfully explained and a new prototype for mod-
eling of the process could be provided. We have also studied, but to a lesser
extend, the eﬀect of prepositional heterogeneities on the plume migration
and pressure response at the injection well. We came to the conclusion that
extreme well and aquifer pressures are unlikely for the setting studied in this
thesis.
Rohaldin Miri, Oslo, July 2015
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Chapter 2
Introduction
Research has shown that, due to human activities, the level of atmospheric
carbon dioxide has increased signiﬁcantly since the beginning of the Indus-
trial Revolution. The following chapter gives a brief introduction to the con-
sequences of this eﬀect on the earth climate which may serve as a general
motivation for this study. In addition, the motivations and the research ob-
jectives of this study are described and thesis outline is given.
1.1 Background
The United Nations Intergovernmental Panel on Climate Change (IPCC)
in numerous studies has assessed the increasing of earth temperature due
to the anthropogenic emissions of Greenhouse Gas (GHG)(Pachauri et al.,
2014; Stocker et al., 2013). GHGs such as water vapor (H2O), carbon dioxide
(CO2), methane (CH4) and ozone (O3) absorb the radiated heat from the
Earth toward space through the natural greenhouse gas eﬀect, thus keeping
the planet from freezing. However, human activities, such as the burning
of fossil fuels are increasing the level of GHGs, leading to what is known
as global warming. Land-surface temperature analyses have shown that the
rise in average world land temperature is approximately 1.5 oC in the past
250 years, and about 0.9 oC in the past 50 years (Rohde et al., 2013). Re-
cent temperature records reveal that 2015 has so far been the warmest year
in more than a century, owing to the ever-growing amounts of greenhouse
gases in the atmosphere (Hansen et al., 2015). Global warming may result
in intense environmental concerns such as increasing sea level, loss of fragile
ecosystems, increased intensity of meteorological phenomena, and increased
ﬂooding and droughts (Pachauri et al., 2014). Nowadays, these series of en-
vironmental concerns are recognized as climate change and it is well accepted
that to avoid this, GHG emissions has to be reduced signiﬁcantly over 21st
century.
CO2 is identiﬁed as the main anthropogenic GHG, accounting for 80 per-
cent of the human contribution to the greenhouse eﬀect (Hartmann et al.,
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2013). Since the industrial revolution, the atmospheric CO2 concentration
has continuously increased to ∼ 397 ppmv (at a rate of about 1 ppmv per
year) and under a business-as-usual energy scenario, it is expected that
throughout the coming centuries, this value may reach∼ 750 ppmv (Houghton
et al., 2001; Tans, 2015; Wigley et al., 1996; Yang et al., 2010).
IPCC Working Group I has proposed a set of pathways to stabilize the
atmospheric CO2 concentration at 450, 550 and 750 ppmv over the next hun-
dred years (Wigley et al., 1996). Out of the several mitigation options carbon
capture and storage (CCS) in geological reservoirs is recognized as the best
solution with respect to mitigation potential (Bruant et al., 2002; Bruckner
et al., 2014). Nevertheless, there are other mitigation options, such as ocean
storage, mineral carbonation and replacing fossil fuels with renewable en-
ergy, that have gained less attention owing to environmental implications or
intense energy requirements (Zeidouni, 2011). Recent investigations by the
International Energy Agency have shown that CCS can contribute to 14 %
of the reduction in global greenhouse gas emissions required by 2050 in order
to limit global warming to 2 oC (IEA, 2013).
Large-scale CCS projects could be planned and demonstrated via several
CO2 geological storage possibilities (Metz et al., 2005), including:
• Deep saline aquifers (∼ 2,000 - 20,000 GtCO2 1)
• Depleted oil and gas reservoirs (∼ 675 - 1,200 GtCO2 )
• Enhanced oil/gas recovery (∼ 160 - 370 GtC)
• Un-mineable coal seams (∼ 146 - 228 GtC)
Generally, we are interested in determining the suitability of these geological
options for CO2 storage. In order to be suitable for storing CO2, each of these
settings are required: to have suﬃcient pore volume to store the signiﬁcant
amounts of CO2 (storage capacity), to have suﬃciently high permeability
to allow ﬂuid ﬂow of the CO2 (injectivity), and to have a sealing structural
layer to prevent possible CO2 leakage to the surface (containment). In this
research, the focus is speciﬁcally on injectivity. However, a big portion
of study is also reverent to storage capacity estimation and leakage risk
assessment.
1.2 Motivation and objectives
A combination of technical, economic and political considerations deﬁnes the
ideal CO2 injection scenario, i.e., to store the amount of planned CO2 (based
on storage capacity estimations) with the maximum possible injection rate in
the shortest possible operational time (20-30 years), and with the minimum
number of drilling wells (Gaus et al., 2008; Miri and Hellevang, 2015; Miri
et al., 2015; Yang et al., 2010). Carbon dioxide, however, is a reactive ﬂuid,
and its physical and chemical interactions with the host rock induced by pres-
11 GtCO2 = 109 metric tons of CO2= 1012 kg of CO2= 0.27 GtC
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sure (because of dissolution), temperature (cooling and Joule-Thompson ef-
fects) and saturation variations (geochemical reactions) make the assessment
of injectivity complicated and diﬀerent from petroleum industry experience
of non-reactive ﬂuid injection (Andre´ et al., 2014; Muller et al., 2009; Ott
et al., 2015; Peysson et al., 2014a; Pruess and Mu¨ller, 2009; Zeidouni et al.,
2009). Despite the importance of these interactions, little success has been
achieved on the quantiﬁcation of the expected impact on the formation in-
jectivity and near-well pressure build-up (Bachu, 2015; Gaus et al., 2008).
In addition, extend and basic mechanisms which these interactions through
it aﬀect the injectivity is not well understood yet and is place of discus-
sion. Therefore, the present-day uncertainty regarding injectivity alteration
caused by ﬂuid-rock interactions is very high (Gaus et al., 2008; Miri et al.,
2015).
The overall aim for this thesis has been to improve the prediction of
reservoir injectivity with a particular focus on complex phenomena involved
in the near wellbore region. This dissertation has embraced multidisciplinary
methods and the work involves numbers of carefully selected experimental
and theoretical studies in order to reduce uncertainties associated with as-
sessment of injectivity of a proposed CO2 storage reservoir. This PhD study
addresses following three main research topics:
• Thermodynamic modeling: The ﬁrst component of this thesis is
devoted to thermodynamic modeling of ﬂuid mixtures relevant for
CO2 storage with particular focus on eﬀect of methane (CH4) and
sulphur dioxide (SO2) impurities (Paper A and B). Some of the main
addressed research questions in this part are: How mutual solubility
between CO2 and water and the aqueous phase density changes with
respect to the impurities? and how this, in turn, will impact the in-
jectvity? In what way and how will SO2 aﬀect the overall chemistry
of the CO2-rock system? How and to what degree will the eﬃciency
of the transportation and CO2 injectivity be altered? (Paper C)
In addition to the case speciﬁc applications and objectives given above,
other more general goals have been implicitly considered for the ﬁrst
part, such as, (1) having a reliable and robust thermodynamic pack-
age for later integration with in-house ﬂuid-ﬂow solvers or commercial
packages, to assess the injectivity (2) to estimate the eﬀect of impu-
rities on the water content of CO2 for later application to formation
dry-out and salt precipitation.
• Drying-out and salting-out: The primary purpose of this paper is
to provide the reader with a comprehensive review for understanding
the state-of-the-art knowledge on salt precipitation in the context of
CO2 storage in saline aquifers. Other goal for this review study is to
specify how serious salt precipitation is for CO2 storage and whether
its importance has been overlooked (Paper D). The most important
question to investigate in this part is whether trapped water ﬁlms in
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porous media have enough continuity and conductivity to transport
fresh brine to an evaporating front, and therefore whether these can
cause increased rates and quantities of salt precipitation (Paper E).
• Reservoir Heterogeneities: This component of thesis aims to exam-
ine the eﬀect of depositional heterogeneities and physical boundaries
of the reservoir (i.e., closed or open) on the pressure response at the
injection well (Paper F).
1.3 Outline
This thesis is organized in two parts. First part is refereed to as Introduc-
tion where the purpose of the text is to provide supporting information for
understanding and motivation for the papers, to link the papers together
and to put the work into a broader context. This part is organized as fol-
lows: In chapter 1, we provide the necessary preliminaries and background.
Technical considerations in relation to CCS technology are given a short re-
view in Chapter 2, succeeded by a discussion on the parameters aﬀecting
injectivity and the physics of salt precipitation. In chapter 3, the utilized
thermodynamic framework are given a thorough review. This material is
not new, but at present it is scattered around in many works, meaning that
a new researcher in this area will have to read several articles, often with
small, but signiﬁcant diﬀerences in formulas and notation. Chapter 4 sum-
marizes main results from our papers. The last chapter of this part, chapter
5 contains conclusion and suggestions for further work.
The second part consists of published articles. The result of this work
has contributed to scientiﬁc knowledge in the terms of six manuscripts (here-
inafter referred to as ”Paper”) of which I am the ﬁrst author of ﬁve and a
co-author of one. The content of the papers will not be explicitly repeated
in part 1, but a self-contained summary of all papers is given in Chapter 4.
The appendix contains the proceedings and an example of the implemented
thermodynamic model input ﬁle.
6
Chapter 2
Scientiﬁc Background
In this PhD thesis we assess factors inﬂuencing the CO2 injectivity of a
proposed CO2 storage reservoir. In this chapter, the supporting information
for understanding of the papers is provided, including an overview of the
parameters aﬀecting injectivity and the physics of salt precipitation. First
we will give a quick introduction to the principles of a CCS project.
2.1 Trapping mechanisms
Sequestration of CO2 in deep saline aquifers can be achieved through num-
ber of trapping mechanisms, which are active at diﬀerent time and length
scales. How these mechanisms will develop largely depends on the physi-
cal and chemical characteristics of the rocks and ﬂuids. The following four
mechanisms are commonly distinguished for trapping CO2 underground af-
ter injection (Bachu and Adams, 2003; Benson and Orr, 2008; Hellevang,
2015):
2.1.1 Structural trapping
Under normal thermodynamic conditions relevant to CCS in saline aquifers,
the injected CO2 is usually at supercritical state and its corresponding den-
sity is 30-40 % less than that of the ambient groundwater or brine (Kaldi and
Gibson-Poole, 2008; Miri and Hellevang, 2015). Therefore, due to buoyancy,
the CO2 plum tends to rise to the top of the formation and accumulate be-
neath a low permeability seal. Seals or caprocks can be deﬁned as physical
(typically a low permeability shale) and/or hydrodynamic barriers that will
conﬁne the CO2 to the reservoir. Typically, seals will be formed by water
saturated ﬁne-grained sediments like mudstones, shales or ﬁne-grained chalks
in contact with the host ﬂuids (water, oil , gas) from below (Halland et al.,
2011). To form an eﬃcient seal, the rocks must have a small pore throat
radius leading to a higher capillary entry pressure, thus compensating the
buoyancy eﬀect.
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Molecular diﬀusion is another way for CO2 to migrate into the caprock.
However, the eﬀective penetration length of CO2 via this process is very lim-
ited in time scales of less than thousands of years. The extensive experience
from oil and gas production has proven the seepage of oil and gas reservoirs.
The seepage has attributed to the fractures or faults that might openup or
reactivate under certain conditions such as pressure build-up induced by the
injection process. Therefore, to minimize the risk of leakage to the surface
or shallower subsurface levels, the mechanical integrity of the seal should
be guaranteed. The geochemical interaction of CO2 with the caprock might
also aﬀect its integrity. However, the picture is uncertain in this case and
research is in progress Structural trapping accounts for 80 % of early-time
trapping during geological storage of CO2, but its contributions decrease
over time (Li, 2013; Sundal et al., 2015).
Structural trapping is mostly represented by traps formed by folded or
fractured rocks, where the natural storage structure keeps the CO2 plume
from migrating. If instead the plume is trapped due to a change in rock
type, in which a layer is discontinuous preventing migration, it is referred
to as a stratigraphic trap. Examples of various types of traps are shown in
Fig 2.1. If we have a reservoir like the one depicted in the Fig 2.1a, the
CO2 plume will only migrate until it reaches the highest point, and there
remain trapped. In this kind of reservoir structural trapping is the most
dominant trapping mechanism, and will remain so for thousands of years
given that no fractures or faults are created or reactivated, causing escape.
There is also the option of having an open system, which relies more on
the other trapping mechanisms. There is still a caprock preventing direct
vertical migration, but the plume is allowed to ﬂow laterally, and to some
extent vertically, though the relation between the two depends on the slope
of the reservoir. In all cases the CO2 is trapped as a free phase, typically
supercritical. (Hellevang, 2015).
Figure 2.1: Schematic showing various options for structural trapping of
CO2 in underground geological formations (Geologyin, 2015)
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2.1.2 Residual trapping
Residual trapping refers as pore scale immobilization of CO2 by capillary
forces. During injection of CO2, the saturation of gas (non-wetting phase)
in the reservoir increases as the gas phase migrates upwards due to buoyancy
forces. In other words, at the leading edge of the moving front a drainage
process occurs and gas phase displaces formation water out of the porous
media (Miri and Hellevang, 2015; Ott et al., 2015; Zeidouni et al., 2009).
Generally, the reservoir ﬂuid (typically saline water) is the wetting phase,
so there will always be thin ﬁlms of water coating the inside of the pores
and irregular corners (Miri et al., 2015). Because of this, capillary forces are
dominant at the trailing edge of CO2 plume, and the water phase will ﬂow
back along the edges into the pore space via an imbibition process (Kim
et al., 2012; Pruess and Mu¨ller, 2009). When the water ﬂows back, thin
brine ﬁlms swell snapping oﬀ the connection between the CO2 blobs in the
neighboring pores (Chatzis and Dullien, 1983; Dong and Chatzis, 2010).
Therefore, the CO2 is disconnected and trapped in the center of the pores
as an immobilized phase. This is because the threshold pressure never will
become large enough to create the needed capillary pressure for the bubble
to move through the brine (Dong and Chatzis, 2010; Pentland et al., 2010).
Thus, a trail of residual CO2 is left behind the upwardly migrating plume
and trapped as immobile CO2 bubbles surrounded by water (Juanes et al.,
2006). This trapping mechanism is illustrated in Fig 2.2.
Since this trapping occurs as a result of the overall migration of the
CO2 plume, the eﬃciency of the trapping will depend on the ﬂow within
the reservoir, the pore size distribution and the initial CO2 saturation (Li,
2013). Capillary trapping mechanism makes an important contribution to
overall CO2 trapping in terms of the amount, duration and safety of storage.
The estimations has shown that capillary trapping provides the most signif-
icant contribution to overall CO2 trapping (approximately 40 % of injected
CO2) in the ﬁrst 100 years after injection, and may control the extent of
solubility and mineral trapping at the later stages (Sundal et al., 2013a).
Figure 2.2: Schematic showing pore scale mechanism of capilary trapping due
to brine ﬁlms swelling and snapping oﬀ the connection between the CO2 blobs in
the neighboring pores
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Thus, this process occurs much faster than bulk dissolution and chemical
reaction and is considered to be main sequestration mechanism for slop-
ing aquifers (Doughty, 2007). However, capillary trapping mechanisms are
poorly understood and quantiﬁcation of the residual trapping eﬃciency over
time remains a challenging task mainly due to lack of well-characterized and
well-controlled experimental data.
From a modeling point of view, residual trapping requires models that
capture capillary pressure and relative permeability hysteresis, i.e., irre-
versibility of ﬂow processes in porous media would result in diﬀerent sat-
uration distribution for each of the drainage and/or imbibition processes. In
order to correctly know the capillary pressure and relative permeability, we
must know the history of saturation changes (Juanes et al., 2006). The van
Genuchten model is one of several ways of relating relative permeabilities to
CO2 and brine saturations (Van Genuchten, 1980). The model is empirical
and requires experimental data to ﬁnd model parameters. The trapped-
gas saturation (Sgr) that remains at the end of the imbibition process and
shape of the relative permeability are key features of hysteresis phenomena
that require special consideration during parametrization of van Genuchten
model (Hellevang, 2015).
2.1.3 Solubility trapping
Solubility trapping accounts for the amount of CO2 dissolved in the forma-
tion brine through both physical and chemical processes. This mechanism
provides the most signiﬁcant contribution to overall CO2 trapping on the
time scale of decades after injection, and may be a driver to mineral trap-
ping at later stages (Sundal et al., 2013a). The rate of dissolution depends
on factors such as the contact area between the CO2 plume and the unsat-
urated brine, and diﬀusion of dissolved CO2 away from the interface (Hell-
evang, 2015). Therefore, solubility trapping will be most eﬃcient in sloping
aquifers where the CO2/water interface is large or in heterogeneous reservoirs
where the CO2 plume spreads over larger volumes of the reservoir, providing
more surface area for dissolution (Hellevang, 2015; Sundal, 2015a).
The total amount of molecular CO2 that dissolves in water is a function of
pressure, temperature, and brine salinity (Spycher and Pruess, 2005; Spycher
et al., 2003). At supercritical condition, CO2 has a considerable solubility in
formation water. Higher temperature and salinity as well as lower pressure
will give less dissolution of CO2 (Miri et al., 2014a; Spycher and Pruess,
2005). Dissolution of CO2 in the brine is due to three mechanisms:
• Diﬀusion of CO2 within the brine; the diﬀerence between the chemical
potential of CO2 molecules across the interface between phases would
result in diﬀusion of CO2 within the brine allowing more CO2 from
the gas phase to be dissolved in the brine (Liebscher et al., 2013).,
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Figure 2.3: Density diﬀerence of water and water saturated CO2 at 37
oC for
diﬀerent pressures and salt modalities. The density diﬀerence decreases with
increasing molality as CO2 solubility decreases (Miri et al., 2014a).
• Convective mixing eﬀect ; within thermodynamic conditions relevant
to CO2 storage, the density of the CO2 saturated water is approxi-
mately 1-1.5 % higher than the density of pure water and diﬀerence
(e.g., see Fig 2.3) is decreasing with increasing salinity (De Silva and
Ranjith, 2012; Miri et al., 2014a). This density diﬀerence would result
in a density instability (Rayleigh-Taylor instability) in an isotropic
media and consequently plumes of CO2 saturated water will migrate
downwards. This can accelerate the mixing process as instabilities act
like eddy currents and enhance the diﬀusion process (Ghesmat et al.,
2011; Hassanzadeh et al., 2007). As these narrow plumes of CO2 en-
riched water plunge downwards, new unenriched ﬂuid is allowed to ﬂow
upwards and meet the transition layer, thus allowing for further disso-
lution (Han et al., 2010). Through this process signiﬁcant quantities
of CO2 are trapped and it will then migrate with the brine.
This trapping mechanism starts with injection and occurs all along the
surface of the plume. This happens in the near well area, but perhaps
more signiﬁcantly further away from the injection well. This is called
the convective mixing eﬀect or density-driven mixing and is regarded
as the dominant mechanism for CO2 dissolution, as it is orders of mag-
nitude faster than the others and it enhances the overall dissolution
of CO2 (e.g., see Fig. 2.4). It is however argued that in layered sed-
imentary reservoirs with high degree of heterogeneity, there is a very
limited possibility for density-driven mixing in large scales (Bjørlykke,
11
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Figure 2.4: Schematic illustration of residual and dissolution trapping
mechanisms. Dissolution occurs through the contact area between the
CO2 plume and the formation brine (modiﬁed after Riaz and Cinar, 2014).
1993; Frykman and Wessel-Berg, 2014).
• Chemical dissolution; In addition to the physical solubility (i.e., the
equilibrium between gaseous CO2 molecules and CO2 in the aqueous
solutions), CO2 in formation brine will form a weak carbonic acid
which dissociates in two steps to form bicarbonate and carbonate:
CO2 +H2O  H2CO3
H2CO3  HCO−3 +H+
HCO−3  CO2−3 +H+
(2.1)
where the equal sign () denotes equilibrium. This process consumes
CO2, and will in turn lead to dissolution of minerals that originally
were stable and to formation of carbonate minerals. This is referred
to as mineral trapping or CO2 carbonatisation and will be brieﬂy de-
scribed in the next section.
2.1.4 Mineral trapping
During injection, some CO2 dissolves in the formation brines, whereupon the
pH decreases typically from near neutral to 3 or even lower depending on
the CO2 pressures encountered during CO2 storage (Benson and Cole, 2008;
Hellevang, 2015). The increased acidity of the formation water will alter
the geochemical environment of the reservoir and lead to dissolution of some
primary minerals and precipitation of secondary mineral assemblages. These
reactions may change the formation porosity and permeability (Hellevang,
2015; Hellevang et al., 2013; Pham et al., 2011).
However, the time scale for mineral trapping is of the order of hundreds to
thousands of years, making this one of the slowest of the sequestration mech-
anisms (Giammar et al., 2005). The amount of CO2 that will be stored in the
form of carbonate minerals varies with rock type, gas pressure, temperature,
12
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porosity and mineral composition (Kharaka et al., 2006; Oelkers and Cole,
2008). In carbonate reservoirs, these processes will be faster than in silici-
clastic reservoir rocks (Andre´ et al., 2010). Assuming we have a carbonate
reservoir that is predominantly calcite, we have the following reaction:
CaCO3 + CO2 +H2O −→ Ca2+ +HCO−3 (2.2)
Dissolution of the reservoir rock will in turn change the porosity and per-
meability of the rock, which will aﬀect the ﬂow of the CO2 in the rock, and
this may in the long run cause compaction of the rock. In addition we may
have formation of larger cavities. This occurs because we will have smaller
pressure variations in the reservoir. When two saturated ﬂuids with diﬀerent
partial pressures of CO2 mix, the resultant ﬂuid will be undersaturated, and
chalk will dissolve, forming larger caves in the reservoir rock, often referred
to as wormholes (Bemer and Lombard, 2010; Egermann et al., 2006; Lom-
bard et al., 2010). However, carbonates will also reach saturation soon and
the reactions stops. Therefore, the wormhole formation is not likely to occur
in the CO2 storage settings as it requires an open system with large ﬂow.
Overall, some reactions may be beneﬁcial to storage, but others may result
in formation of preferential ﬂow pathways, which in turn can compromise
the safety of long-term CO2 sequestration (Yang et al., 2010).
Mineralization is the most permanent trapping mechanism and it depends
primarily on the amount of carbonate minerals present in the reservoir rock
and ﬂuid. However, in sandstone reservoirs formation of minerals will typ-
ically be less important during the injection phase, as this is a fairly slow
process that starts after several years and only becomes truly signiﬁcant
after ∼ 1000 years (Andre´ et al., 2011; Pham et al., 2011). In carbonate
reservoirs we may see mineralization at an earlier stage in time given a large
enough partial pressure of CO2. This is due to the fact that carbonate
minerals are more reactive and will be aﬀected by the CO2 to a greater
extent (Andre´ et al., 2010; Xu et al., 2001).
However, this is still less important as an initial trapping mechanism
during the injection phase. The reprecipitation of minerals in a carbonate
reservoir would under perfect conditions with completely pure chalk, occur
almost immediately. However, there are almost always some impurities that
will cause these reactions to be much slower. Both dissolution and precip-
itation are in addition dependent on temperature, pressure, pH and ﬂuid
composition, which will vary from reservoir to reservoir.
2.2 Storage potential
Storage capacity (i.e., accommodation capacity) and injectivity (i.e., sus-
tainable ﬂow capacity) are two deterministic criteria which largely charac-
terize the storage potential for candidate geological sites (Cinar et al., 2007;
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Yang et al., 2010). The storage capacity of a candidate reservoir, however,
is an ambiguous term and recent research suggest using CO2 storage re-
source and/or CO2 storage reserve instead (Bachu, 2015). The CO2 storage
resource refers to the total amount of CO2 that theoretically can be stored
into a reservoir. The CO2 storage reserve, however, represents the amount of
CO2 that can be commercially stored into a reservoir within a known time,
using existing technology and under current economic conditions, operat-
ing methods and governmental regulations. Simply, the storage reserve is
an achievable or accessible fraction of the CO2 storage resource. Therefore,
the storage reserve could be increased with time utilizing artiﬁcial means
or engineering methods (e.g., increasing number of injection wells, drilling
water producing wells). However, the storage resource is a time and space
independent estimation as the entire aquifer is considered (Bachu, 2015).
Estimating the CO2 storage reserve is a complex process that involves inte-
grating geological and engineering data. USDOE (2007) provides a relatively
simple equation for the calculation of CO2 storage capacity in saline aquifers
as:
MCO2 = A.hg.φtot.ρ.SE (2.3)
Where MCO2 , A, hg, φtot, ρ are, respectively, mass of CO2, aquifer area,
gross thickness of saline formations, average total porosity and density of
CO2 at reservoir condition. SE represents the CO2 storage eﬃciency, which
is described in the next section.
2.2.1 Storage eﬃciency
The storage eﬃciency or storage factor, SE, is a measure of the completeness
of storage of CO2 into a reservoir. In other words, storage eﬃciency refers to
the degree of ﬁlling of a reservoir. The coeﬃcient is deﬁned as the ratio of the
quantity of the stored CO2 to either the total pore volume (i.e., resource)
or the accessible pore volume (i.e., reserve) of the reservoir under similar
conditions. The former deﬁnition is referred to as regional-scale storage eﬃ-
ciency and can be used in connection with Eq.(2.3) to estimate the static or
volumetric storage resources of a given reservoir (USDOE, 2007).
SEregional =
VCO2,injected
Vφ = A.hg.φtot = CO2Resource
(2.4)
The later deﬁnition is referred to as the local-scale storage eﬃciency and
can be used to in connection with Eq.(2.3) to estimate the dynamic storage
reserve of a given reservoir.
SElocal =
VCO2,injected
CO2Reserve
(2.5)
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In storage of CO2 in saline aquifers, the storage eﬃciency is determined by
three factors:
• the geological properties of the reservoir, such as porosity, permeability,
net to gross, thickness and area (called geological factor, Egeol)
• the completeness of displacement of water by CO2 (called the displace-
ment factor, Ed)
• the degree of conformance of the entire aquifer (called the conformance
factor, EV )
In this case the storage eﬃciency is expressed as the product of the ge-
nealogical, displacement and conformance factors (Bachu, 2015; Birkholzer
and Zhou, 2009).
SE = Egeol × EV × Ed (2.6)
The conformance factor or macroscopic displacement eﬃciency, EV , depends
to a great extent on the non-uniformity of the reservoir and the ratio of the
viscosity of the water to that of CO2. The more heterogeneous the structure
and physical properties of the bed and the greater the viscosity ratio, the
lower the value of the conformance factor (e.g., Bachu, 2015; Sundal, 2015a;
Sundal et al., 2013a). The displacement factor or microscopic displacement
eﬃciency, Ed, describes the fraction of water displaced from the pores by the
injected CO2, in those pores which are contacted by the CO2. In a simpler
language, Ed is a measure of the average eﬀective CO2 saturation which
for the most ideal scenario and on the scale of pore is 1-Swir (Bachu, 2015;
Birkholzer and Zhou, 2009). Here Swir is irreducible water saturation. How-
ever, because of poor displacement eﬃciency, local and regional heterogene-
ity, CO2 buoyancy and processes like imbibition, the residual CO2 saturation
is far farm ideal condition and could varies such as 0.045 ≤ SCO2,irr ≤ 0.415.
For a more detailed description of parameters determining storage eﬃciency
the reader is referred to Bachu (2015).
It is important to note that the storage eﬃciency is a distinct characteris-
tic of reservoirs. It is not possible to obtain a universal value for it. However,
to give a clue of typical values, published values in the literature vary in a
wide range from ≤1 % to ≥10 % (Bachu, 2015). Nevertheless, the values are
small in comparison with other gas injection processes in the oil industry,
showing poor displacement eﬃciency overall. The storage eﬃciency is pri-
marily used to estimate the storage resource or reserve of a given reservoir.
However, there are other implications as for example, to compare storage
potential of two diﬀerent reservoirs or to monitor the storage performance
with time. The attention, therefore, must be given to use values which are
obtained in a similar time reference as storage eﬃciency is a time dependent
parameter in relation to injectivity.
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2.2.2 Injectivity
Having a high storage capacity alone is not enough for a reservoir to be con-
sidered as a suitable storage site. There are two other requirements; high,
sustainable injectivity and safe containment. The reservoir injectivity mea-
sures the ability of a reservoir to accept CO2 at maximum possible ﬂow
rate before loosing its mechanical integrity (keep average reservoir pres-
sure less than critical pressure). The well injectivity (or well capacity), on
the other hand, measures the ability of a single injection well to accept
CO2 into a formation without reactivating existing faults or creating new
fractures (Birkholzer et al., 2015; Schembre-McCabe et al., 2007). To ensure
this, the injection pressure (i.e., the well ﬂowing pressure) must not exceed
90% of fracturing pressure considering all others regulatory factors with re-
gard to the injection such as maximum pump pressure (EPA, 2008; Mathias
et al., 2009b). Well injectivity is mathematically quantiﬁed by an index
represented as the ratio of the injection ﬂow rate divided by the pressure
increase (Dake, 1983). A simple model used by reservoir engineers to esti-
mate the injectivity index of a homogeneous and isotropic reservoir under
steady-start condition is expressed as:
II =
Q(
Pbh − P
) = ρr
ρs
2πkh(
ln rerw + S
)
μCO2
(2.7)
where Q is the injection ﬂow rate in [m3/s], ρr is the density of the gas under
reservoir conditions in [kg/m3], ρs is the density of the gas under standard
conditions in [kg/m3], k is the permeability of the reservoir in [m2], h is
the thickness of the reservoir in [m], rw is the radius of the well in [m], re
is radius of the inﬂuence in [m], μCO2 is the viscosity of CO2 at the well
bottom in [Pa.s], S is the skin factor, Pbh is the well ﬂowing bottomhole
pressure in [Pa], P is the average reservoir pressure in [Pa].
As the volume of CO2 builds up, the pressure required to place CO2 into
the formation gradually increases, and the injectivity decreases. Eq. (2.7)
shows that the well injectivity index and the storage capacity are linked
through Q, which sometimes referred to simply as the well capacity. Since
injectivity is time dependent, the amount of CO2 that can be stored is often
pressure limited. Therefore, well injectivity and reservoir injectivity deter-
mine the time frame for achieving a desirable or a planned storage capacity.
In other words, both of the injection wells and reservoirs have a limited abil-
ity to accept CO2 within a given time frame owing to the constrains such as
fracture pressure of the cap-rock and formation.
In practice, the well injectivity index is used by operators to monitor the
performance of an injection well (since it is constant for a given completion)
by time and do work-over and recovery techniques (i.e., well stimulation) if
needed. In addition, the injectivity index is a coupling parameter connecting
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well-bore ﬂowing pressure to the reservoir pressure of adjacent grid block in
simulation of CO2 storage (Peaceman et al., 1983). Therefore, for matching
the production or pressure history of a well, the common method is adjust-
ing the injectivity index. The reservoir injectivity, however, has broader
implications, such as estimating the local-scale storage eﬃciency and/or to
comparing two or several reservoirs for screening purposes.
Considering Eq. (2.7), the naive reservoir engineering approach for injec-
tivity is to go for reservoirs with a high permeability-thickness (k×h) prod-
uct (Halland et al., 2011; Hosa et al., 2011). A common practice for direct
measurement of the well injectivity is, however, a pilot injectivity test which
due to the near well heterogeneities only gives limited information about the
full ﬁeld reservoir performance. It is well accepted that results of a single
well injectivity test may diﬀer from the overall reservoir injectivity (Bachu,
2015; Wang et al., 2013).
In addition to the technical issues (e.g., type of test ﬂuid; water, brine
or CO2), the operation related to single well injectivity is economically ex-
pensive and usually challenging from the environmental point of view and
. Under such a condition numerical simulations can be considered as a pow-
erful alternative. A more accurate assessment of the reservoir injectivity,
however, requires detailed reservoir simulations and, if possible, an injectiv-
ity test (Miri and Hellevang, 2015; Miri et al., 2015). The basic formulation
of the compositional simulation method is described in the section 2.4.
Figure 2.5: Parameters aﬀecting the injectivity of a CO2 storage
project (Lombard et al., 2010)
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2.3 Parameter aﬀecting CO2 injectivity
Formation injectivity is controlled by several factors including absolute and
relative permeabilities, formation thickness, well completion, ﬂuid proper-
ties and geochemical and petrophysical characteristics (Cinar et al., 2007;
Kaldi and Gibson-Poole, 2008; Sundal et al., 2013a). Several processes may
change the injectivity in a reservoir as a consequence of CO2 injection. A
massive injection CO2 can potentially alters environment of the well-bore,
thus inducing thermal, hydraulic, mechanical and chemical eﬀects, thereby
modifying the injectivity as deﬁned in Eq. (2.7). Lombard et al. (2010) has
summarized these parameters into three classes as shown in Fig 2.5. Accu-
rate determination of these parameters and their interplay is essential for a
proper modeling of the CO2 injectivity. These parameters are described in
more detail in the following sections.
2.3.1 Physical eﬀects
Injectivity depends strongly on the rock and ﬂuid properties of the storage
site. Among various rock properties, the absolute and relative permeabilities
are of signiﬁcant importance for injectivity modeling; because they directly
govern the ﬂuid mobility and phase distribution in porous media. Employing
an approximate solution for predicting pressure build-up, McMillan et al.
(2008) found that uncertainty associated with relative permeabilities can
lead to a four-fold variation in injectivity. Mathias et al. (2011) performed
a more detailed study and quantiﬁed the uncertainty due to relative perme-
ability data for both open and closed aquifers. They found that uncertainty
for open and low permeability closed aquifers is as high as 57 %. On the
other hand, it is revealed that the uncertainty associated with relative per-
meabilities is much lower for high permeability closed aquifers, and aquifer
compressibility is the governing parameter.
The partitioning of water and CO2 between phases, the CO2 and water
compressibility and ﬂuid viscosities are the most inﬂuential ﬂuid properties
that control the pressure build-up. The uncertainty associated with ignoring
the eﬀect of compressibility increases dramatically at late injection times
when gravity forces dominate. In addition, the mutual solubility between
CO2 and water and the aqueous phase density changes with respect to the
impurities. For example, by increasing the hydrocarbon in the injection
stream (even in small amount), solubility of the CO2 in the aqueous phase
and consequently the density of the mixture will reduce (Miri and Hellevang,
2014). Therefore, CH4 would result in a favorable density diﬀerence and
faster plume migration. Conversely, inclusion of SO2 to the CO2 stream the
mass density of SO2-CO2 mixtures and the total solubility of CO2 in water
increases exponentially with respect to SO2.
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2.3.2 Geological eﬀects
Geological factors such as reservoir heterogeneities, size and physical bound-
aries are determining factor with respect to plume migration and pressure
dissipation. Lucier et al. (2006) performed a coupled ﬂuid ﬂow and ge-
omechanical analysis of the Rose Run Sandstone, and found that injectivity
would be quite limited as a result of limited thickness. However, for extensive
reservoir units such as the Utsira Sand, there exist a large volume for pres-
sure dissipation thus pressure build-up is minimal, and the injectivity is very
high. The Tubaen Formation at Snøhvit, on the other hand, is segregated
into a number of individual ﬂuid/pressure compartments–due to steep faults
with sealing characteristics– resulting in rapid pressure build-up (Hellevang,
2015).
It has been shown that variability due to the eﬀect of geological het-
erogeneity is almost in the same order of magnitude as physical parame-
ters (Sundal et al., 2013a). The location of the injection well relative to facies
settings shows that the ﬂuid distribution varies despite comparable proper-
ties (i.e., porosity, permeability, Net/Gross, formation thickness), mainly
due to number and extent of cemented layers delimiting gravity driven ﬂow,
causing separation and lateral spreading of the plume (Sundal et al., 2014,
2013a). Although, the depositions heterogeneities can potentially limit the
vertical communication of reservoir thus inducing further pressure build-up,
the general impact is seen negligible for the setting studied in this the-
sis (Sundal et al., 2013b). .
2.3.3 Chemical eﬀects
CO2 interactions with the formation water and host minerals may also lead
to injectivity issues, with indications both from ﬁeld (e.g., Baumann et al.,
2014), simulations and laboratory experiments of salt formation and reduced
permeabilities (Miri and Hellevang, 2015; Miri et al., 2015). Mineral disso-
lution can lead to porosity and permeability rise, thus increasing injectivity.
Carbonate dissolution is fast and might be important even in the short time
scales whereas most siliciclastic mineral components are slow reacting. Halite
mineral precipitation is also fast and is induced by brine vaporization in case
of dry CO2 injection and might severely impact the injectivity (Grude et al.,
2014; Muller et al., 2009; Ott et al., 2015; Peysson et al., 2014b). When
injecting large volumes of dry supercritical CO2 into a saline aquifer, for-
mation water eventually evaporates and the molar fraction of the water in
the CO2 stream increases i.e. drying-out. In the meantime, as vaporization
progresses, the concentration of dissolved salt in the brine builds up. When
the salt concentration exceeds its solubility limit under the thermodynamic
state of a given reservoir, the excess salt will precipitate out of the aqueous
phase (salting-out) and alter the porosity and permeability of the forma-
tion (Cinar and Riaz, 2014; Hurter et al., 2007; Kleinitz et al., 2001; Pruess
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and Muller, 2009).
The present-day reservoir scale models of this phenomenon include pro-
cesses such as evaporation of water into CO2 and capillary backﬂow of water
into the dried zone, and have the salt formation up-scaled to grid-size. How-
ever, salt precipitation via these mechanisms has been suggested to only ﬁll
a fraction of the pore network and to not signiﬁcantly aﬀect the overall per-
meability. In a recent lab-on-chip study, self-enhancing of salt growth and
water ﬁlm salt transport has introduced as underlying mechanism of salt
accumulation in the near-well area (Miri and Hellevang, 2015). This mech-
anism is active even at extreme CO2 ﬂow rates and therefore salt formation
could be more severe than previously concluded based only on core ﬂooding
experiments and numerical simulations. The paper raises a serious need for
reconsideration of the currently implemented physics in the simulation tools
and also for properly designed laboratory experiments, to ensure that the
reservoir volume outside the drainage area, which over time contributes the
bulk of precipitated salt, is also included.
2.4 Pressure build-up modeling
Modeling of the pressure build-up has diﬀerent purposes and implications
depending on time-frame of a CCS project. Prior to start of a project, the
main purpose of the injectivity modeling is to assess the suitability of a
proposed CO2 storage site. Following the start of injection, however, it is
important to guarantee that the total amount of the planned CO2 can be in-
jected under the planned circumstances. The aim of the injectivity modeling
in such circumstances is to check if/how and to the what extent the interac-
tions between CO2 , brine and rock will alter the near wellbore environment.
A wide range of commercial numerical tools are available which are capable
of simulating CO2 injection in geological formations. Nevertheless, they all
follow the same theoretical background with minor diﬀerences in the imple-
mentation techniques. The numerical models, as including depositional and
structural heterogeneities, provides a better prediction of pressure distribu-
tion which can be used to quantify the reservoir injectivity as well as the
risk associated with CO2 storage. In this study the Schlumberger software
Eclipse 300 (Schlumberger, 2012) was used for ﬂuid ﬂow simulations per-
formed in Sundal et al. (2015) and Sundal et al. (2014). Here we consider
compositional ﬂow that involves two components, the w = H2O and c =
CO2 with phases l = liquid H2O and g = supercritical CO2. The governing
equations for mass conservation of each component in given as:
∂
∂t
ϕ
(
slρlX
l
w + sgρgX
g
w
)
+∇ · Fw = Qw (2.8)
and
∂
∂t
ϕ
(
slρlX
l
c + sgρgX
g
c
)
+∇ · Fc = Qc (2.9)
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where ϕ is the porosity, s is the volume fraction, Q is the source/sink term
in [mol/m3/s] and X is the mole fraction. Fluxes F are given as:
Fw = qlρlX
l
w + qgρgX
g
w − ϕslρlDl∇X lw − ϕsgρgDg∇Xgw (2.10)
and
Fc = qlρlX
l
c + qgρgX
g
c − ϕslρlDl∇X lc − ϕsgρgDg∇Xgc (2.11)
where D is the diﬀusion/dispersion coeﬃcient and q is the Darcy velocity in
[m/s] as given by:
ql = −kkl
μl
∇
(
Pl −Wlρlgz
)
(2.12)
and
qg = −kkg
μg
∇
(
Pg −Wgρggz
)
(2.13)
where P is the pressure in [Pa], μ is the viscosity in [Pa s], W is formula
weight in [kg/mol], g is the acceleration of gravity in [m/s2] and z is the
elevation in [m]. We can simplify these equations by summing Eqs. (2.8) and
(2.9) and reformulate in terms of the total component mole fraction for CO2,
Zc, to obtain a pressure equation which is used in the FLASH method.
∂
∂t
ϕ
(
(slρl + sgρg)Zc
)
+∇ · Fc = Qc (2.14)
This equation can be solved utilizing a numerical discretization approach,
such as ﬁnite diﬀerence or volume, to obtain pressure and the mole fraction
of each component across the phases.
The simulated pressure response gives valuable information in regard to
the reservoir injectvity and also pressure build-up in the geological forma-
tions. Nevertheless, determining the pressure build-up using reservoir sim-
ulators that take into account the full physics can be very time-consuming
Table 2.1: Comparison between the available analytical models based on the
included physics
Publications BC† Kr‡ Cp§ Gravity Solubility
(Nordbotten et al., 2005) Closed Yes No Yes No
(McMillan et al., 2008) Closed Yes No No Yes
(Mathias et al., 2009a) Open No Yes Yes No
(Ehlig-Economides and Economides, 2010) Closed Yes Yes No Yes
(Mathias et al., 2011) Closed No Yes Yes No
(Azizi et al., 2013) Closed/Open Yes Yes No Yes
(Mijic et al., 2014) Closed/Open Yes Yes No Yes
† Kr = relative permeability.
‡ BC = boundary conditions.
§ Cp = phase compressibility.
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and it also demands a lot of input data (Paper F). Therefore, there has
been a lot of research around developing simple and viable analytical mod-
els which can quickly and eﬃciently determine the pressure build-up during
injection of CO2 into reservoir. The analytical models can provide a primary
estimation of the injectivity index which can be used for fast screening and
ranking of aquifers with respect to suitability for CO2 injection. Table 2.1
list some of the available analytical where compared with respect to the
included physics. It is obvious that the physics described in the previous
sections have only partly been covered by the analytical models (Paper D).
Furthermore, the existence of several discrepancies between the experimen-
tal results and the numerical models in regard to salt precipitation indicate
that further research on the mathematical modelling is the most demanding
task today (Paper E).
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Thermodynamic Models Description
The modeling of thermo-physical ﬂuid properties is a very important task
when estimating CO2 transportation eﬃciency, storage capacity, geochem-
istry of ﬂuid-rock system and even operational concerns like injectivity. The
associated computations accounts for a signiﬁcant and sometimes even for
the largest part of the required computing time for the modeling of the
corresponding process. Therefore, when designing a ﬂuid property library,
beside the accuracy and applicability, careful attention must be given to the
numerical eﬃciency of the implementation.
To have a accurate and reliable ﬂuid model for further applications in this
study, a modular based ﬂuid library is implemented using techniques of the
object-oriented programming. The primary focus is to establish a tool for the
engineering and the operational needs regarding phase equilibrium modeling
in the CCS projects. The implementation is started with the SAFT1 EoS
and other classes such as the cubic (i.e., the Van der Waals type EoS’s)
and the PC-SAFT class and the CPA class were added later (see Fig. 3.1).
The implementation is also coupled with a three phase ﬂash scheme and this
library can be easily integrated in a separate ﬂow solver. An example of the
library input ﬁle is given in the Appendix B.
In this chapter, we have reviewed the most applied EoS in this study, the
SAFT1-RPM. This material is not new, but at present it is scattered around
in many works, meaning that a new researcher in this area will have to read
several articles, often with small, but signiﬁcant diﬀerences in formulas and
notation.
3.1 Background
Carbon Capture and Storage (CSS) projects deal with various combinations
of polar, associating and electrolyte mixtures in diﬀerent stages from capture
to injection. Optimizations of involving processes require accurate thermo-
dynamic properties of pure compounds and mixtures over a wide range of
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Figure 3.1: Schematic showing structure of the implemented ﬂuid library
temperature and pressure. Due to highly non-ideal intermolecular interac-
tions such as association (hydrogen bonding), polarity, and chain forming,
the investigation of phase equilibria of such ﬂuids is one of the challeng-
ing engineering tasks of the last decades. Classical EoS’s of the Van der
Waals type (Peng-Robinson or Soave-Redlich-Kwong) are common choices
for phase equilibria modeling of simple ﬂuids (non-poplar ﬂuids) for wide
pressure and temperature ranges. But for polar and associating molecules
(complex ﬂuids) predictability of these models is poor (in particular at high-
pressure) especially when van der Waals one ﬂuid mixing rules are used.
The most important forces considered in classical cubic EoS’s include van
der Waals attractions along with weak electrostatic forces due to dipoles,
quadropoles, etc. Thus, strong hydrogen bonding forces cannot be well cap-
tured by the attractive term of such cubic EoS. Activity coeﬃcient models
which treat the non-ideality as a chemical reaction are suitable alternative
for polar compounds; however they are valid only at low pressures.
In the recent years, molecular approaches such as Statistical Associating
Fluid Theory (SAFT) (Chapman et al., 1989; Huang and Radosz, 1990) have
gained increasing popularity among the researchers for modeling of complex
ﬂuids. The SAFT framework has been developed by (Chapman et al., 1989)
based on the molecular principles and by incorporating Wertheims thermo-
dynamic perturbation theory of the ﬁrst order (TPT1). The main contri-
bution in this model is developing a reference term which unlike van der
Waals equations can capture chain length (molecular shape) and molecular
association. The framework is beneﬁting from two inherent ﬂexibilities. One
is ﬂexibility in adding a new term in order to capture a particular physical
eﬀects, such as polarity, ion-interactions, etc. and the other one is ﬂexibility
in assigning diﬀerent reference ﬂuids like Lennard-Jones (LJ), square-well
(SW) etc.
The SAFT type EoS has been applied extensively in the literature to
hydrocarbons mixtures (Adidharma and Radosz, 1998; Llovell et al., 2007;
Zhao et al., 2006), ionic liquids (Andreu and Vega, 2008; Kroon et al., 2006;
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Paduszyski and Domaska, 2012), polymers (Adidharma and Radosz, 1998;
Gross and Sadowski, 2001, 2002) and solubility of gas and even solid com-
ponents like slat or sugar in liquids (Ji et al., 2007; Ji and Zhu, 2012; Tan
et al., 2006). Adidharma and Radosz (1998) introduced SAFT1 which has
promising ability in representation of pure component properties over a wide
density range – due to correction applied to the dispersion term. The model
incorporates square-well (SW) ﬂuid potentials and formulated as to be ap-
plied for both homo and heterosegmented molecules.
Laﬁtte et al. (2006) and Laﬁtte et al. (2007) used Mie potentials (which
for exponents 12 and 6 also included LennardJones potential) in the SAFT-
VR framework (statistical associating ﬂuid theory with variable range) to
improve the calculation of repulsion interaction between the segments. The
resulted model (SAFT-VRMie EOS) is applied to n-alkane series and showed
a signiﬁcant improvement on the description of the compressed liquid phase,
vapor-liquid equilibria and also estimation of thermo-physical properties. In
order to get a full review on diﬀerent type of SAFT versions and recent im-
provement in each ﬁeld we refer the reader to Mu¨ller and Gubbins (2001).
In current study, SAFT1, because of its accuracy, predictive capabilities and
suitability for both vapour and liquid phases, is utilized to model the solu-
bility and density of CO2 in water with respect to SO2 and CH4 impurities.
Therefore, our intention in this work is (1) to provide a reliable molecular
model for H2O–CO2–Impurity mixture using the SAFT1-RPM (Restricted
Primitive Model) EoS, and (2) to check the capability of this variation of
SAFT compare with other versions with respect to number of adjustable
parameter. This model has previously been applied successfully to hydro-
carbon mixtures and associating ﬂuids.
3.2 The SAFT1-RPM Equation of State
The SAFT1-RPM EoS is a heterosegmented version of the original SAFT
equation proposed by Tan et al. (2005) based on the squarewell (SW) po-
tential. This version of the SAFT is extensively described elsewhere (Tan
et al., 2005), therefore we emphasize only on the main features of the model
here. Since all other thermodynamic properties can be estimated through
Helmholtz free energy, SAFT-type EoS’s are usually formulated in term of
Helmholtz energy. Taking into the account the fact that most of the ﬂuids
are “real”, a reliable EoS is one that more precisely estimates the deviation
of Helmholtz energy of the system from ideal state (i.e., molecules with zero
size and without interaction) due to diﬀerent types of non-idealities. Hence,
the residual molar Helmholtz energy at constant temperature and density is
deﬁned as:
ares(T,ρ,n) = a(T,ρ,n) − aideal(T,ρ,n) (3.15)
Helmholtz energy of a system is fundamentally calculated based on the po-
tential energy of interacting molecules (i.e., pair-potential). Within the
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SAFT framework, the residual Helmholtz energy (i.e., Helmholtz energy
divided by RT ) is composed of two parts:
ares = ahs + adis︸ ︷︷ ︸
reference
+ achain + aassoc︸ ︷︷ ︸
perturbation
(3.16)
The reference term, in principle, could be any ﬂuid with known residual
Helmholtz energy and radial distribution function. Then, the existing radial
distribution function of the reference ﬂuid can be used to calculate the per-
turbation terms which are incremental Helmholtz energy due to chain forma-
tion (achain) or association (aassoc). The simplest inter-molecular potential
which has characteristics of a reference ﬂuid is hard-sphere (HS) potential
which is used in the earlier version of SAFT (Chapman et al., 1989; Huang
and Radosz, 1990). Helmholtz energy of HS ﬂuid(ahs) – which takes into the
account the repulsive forces between the molecules – has been determined
empirically by Carnahan and Starling (1969). In order to make the SAFT
framework more predictive there has been lots of research to improve the ref-
erence term via assigning diﬀerent reference ﬂuids like LennardJones (LJ),
square-well (SW) etc. The SAFT1 uses a square-well (SW) potential as a
reference ﬂuid. The SW ﬂuid deﬁnes by a steep repulsion at short distances
and a short-ranged attraction at intermediate distances through three pa-
rameters: radial distance between two segments (r), the well depth (u) and
the reduced range of the potential well (λ). The potential energy for two
interacting spherical SW segments with contact distance (σ) is given by:
ϕ (r) =
⎧⎨
⎩
∞
−u
0
r < σ
σ ≤ r ≤ λσ
r > λσ
(3.17)
This potential energy (reference term in Eq. 3.16) is composed of two parts
(1) the hard-sphere potential and (2) the perturbation given by the well
depth (u) to capture short range attraction between molecules. Adidharma
and Radosz (1998) incorporated Barker Henderson’s perturbation scheme to
account for incremental Helmholtz energy due to dispersion (adis), i.e., the
second part in Eq. (3.16). According to SAFT1, molecules are chains com-
posed of (m) spherical segments of equal size bonded tangentially together
and interacting via a square-well (SW) intermolecular potential. Therefore,
a˜reference = a˜SW =
∑
i
Ximi
[
a˜hs0 + a˜
disp
1 + a˜
disp
2 + a˜
t
]
(3.18)
Xi is the mole fraction of chain i, a˜
hs
0 is the dimensionless hard-sphere
Helmholtz energy per segment, a˜disp1 and a˜
disp
2 are the ﬁrst and second per-
turbation terms based on the Barker Henderson’s perturbation scheme and
a˜t is a correction term which account for truncation error of second order
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perturbation theory. The incremental residual Helmholtz energy due to the
chain formation can be estimated using the SW radial distribution function
gSWαβ as:
a˜chain = −
∑
i
Xi (mi − 1)
[
ln g−SWi (σαβ)− ln g−SW0, i (σαβ)
]
(3.19)
Where σαβ is the distance between canters of segment α and β at contact
and g−SWi is deﬁned as:
ln g−SWi (σαβ) =
∑
β≥α
Bαβ, i ln g
SW
αβ (σαβ) (3.20)
Where Bαβ,i is the bond fraction of type αβ in molecule of component i. In
case of homo-segment chains this value is equal to unity. The g−SW0, i is g
−SW
i
evaluated at zero density.
g−SW0, i (σαβ) = 1 + uαβ/T (3.21)
The association term is calculated by Adidharma and Radosz (2001) for
square well ﬂuids as:
a˜assoc =
∑
i
Xi
∑
α
[ ∑
Ai∈Γi
(
lnXAi − X
Ai
2
)
+
n(Γi)
2
]
(3.22)
Where n(Γi) is the number of association sites on molecule i and X
Ai is the
mole faction of molecules i not bonded at site Ai given by:
XAi =
⎛
⎝1 + ρn∑
j
⎡
⎣Xj ∑
Bj∈Γj
(
XBjΔAiBj
)⎤⎦
⎞
⎠−1 (3.23)
Where ρn is the number density and Δ
AiBj is the association strength be-
tween site Ai at molecule i and site Bj at molecule j, given as:
ΔAiBj = eβα(ρ)uijghs(σij)(σ
3
ijk
AiBj )
(
exp(εAiBj
/
kBT )− 1
)
(3.24)
For detail explanation of these equations we refer the reader to the orig-
inal paper Adidharma and Radosz (2001) .
3.3 Ionic eﬀects
To account for ionic eﬀects on the Helmholtz free energy of the mixtures
containing single salts, Tan et al. (2005) suggested coupling of Restricted
Primitive Model (RPM) (considering ions in a medium with a uniform di-
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electric constant) with SAFT1. He used a hybrid approach in coupling that
has both the individual-ion and salt parameters. In this approach the aque-
ous electrolyte is treated as a binary solution containing water and salt, and
the salt treated as a molecule composed of two diﬀerent segments corre-
sponding to the cation and anion. The ion parameters has been adjusted
to vapor pressure and density of H2O–NaCl by Tan et al. (2005) for a wide
range of pressure and temperatures.
a˜ion = −3X
2 + 6X + 2− 2(1−X)3/2
12πρmNAvd3
(3.25)
where X is the dimensionless quantity deﬁned by
X = d.
√
4π
εwkT
∑
j
q2jρn,j (3.26)
where ρn,j is the number density of ion j, is the charge of ion j (= zje), zj is
the valence of the ion j, e is the charge of an electron (= 4.803× 10−10esu),
and the summation is over all ions in the mixture. Also εw is the dielectric
constant of water.
3.4 VLE calculation
Having calculated the residual Helmholtz energy using SAFT1, all other
necessary functions to calculate the phase equilibria and thermodynamic
properties can easily be derived. For example, in order to evaluate vapor-
liquid equilibria (VLE), equality of fugacity of all components in both phases
is required.For a multicomponent system, the equilibrium state between the
liquid (l) and vapour (v) phase, is described by the following equation:
fvi = f
l
i ⇒ φˆvi yi = φˆlixi (3.27)
Where fi is fugacity of component (i) and φˆ is fugacity coeﬃcient and xi
and yi are mole fraction of component (i) in the liquid phase and gas phase,
respectively. It is worth mentioning that any chemical reactions and kinetics
associated with mutual solubility of water in vapour phase and gases in liquid
phase are not our concern here. Moreover it is assumed that the association
term can capture the polarity contribution of the molecules. The fugacity
can be estimated based on derivatives of residual Helmholtz energy respect
to composition as:
ln φˆi = a˜
res +
(
∂a˜res
∂xi
)
T,ρ,xj =i
−
∑
j=1
[
xj
(
∂a˜res
∂xj
)
T,ρ,xk =j
]
+ Z − 1− lnZ
(3.28)
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where Z is compressibility factor and calculated with
Z = 1 + ρ
(
∂a˜res
∂ρ
)
T,x
(3.29)
Since the compressibility factor is function of density, iteration over density is
required. However, convergence requires little iteration and in general SAFT
is computationally quite cheap.
3.4.1 Pure compounds model parameters
In order to evaluate the phase state (i.e., number of phases and correspond-
ing composition) and thermodynamic properties of chemical species, SAFT1
approach requires number of intermolecular parameters to be pre-speciﬁed.
The model requires four parameters for each compound, namely: (m), the
segment number, (voo), the volume of the SW sphere, (λ), the reduced range
of the potential well and (), the interaction energy of the segment (Adid-
harma and Radosz, 1998, 2001). For associative molecules, two additional
parameters are needed, the association volume (kAiBj ) and the well depth
of the association site-site potential (AiBj ). For charged molecules, eﬀective
diameter d should also be adjusted to the experimental data.
Some of these parameters can be estimated from ﬁrst principles calcula-
tions. For instance, Leonhard et al. (2007) and Singh et al. (2007) have in-
corporated quantum mechanics principles – ab-intio and density functional
theory – to obtain the molecular parameters for PCP-SAFT. However, the
most common method is ﬁtting the experimentally obtained saturated liquid
densities and vapour pressures against the model. In our studies, the exper-
imental data were taken from the National Institute of Standards and Tech-
nology (NIST) online database (www.nist.gov). A trust region Levenberg-
Marquardt algorithm is incorporated in order to ﬁt the experimental data
to the theory. The average relative deviations (ARDs) is calculated as:
ARD =
1
NP
NP∑
N=1
(∣∣∣∣1− P calNP expN or
ρcalN
ρexpN
∣∣∣∣
)
× 100 (3.30)
3.4.2 Mixing rules
The SAFT1 approach performs the phase equilibria calculation through
number of cross interaction parameters for binary subsystems which account
for the interactions between unlike segments in the mixture. For example,
longitudinal distance segment α and β; (σαβ) and reduced range of the po-
tential well for the α-β interaction (λαβ) are calculated by Lorentz arithmetic
mean.
σαβ =
σα + σβ
2
, λαβ =
λα + λβ
2
(3.31)
29
Chapter 3: Thermodynamic Models Description
However, for well depth of square-well potential (uαβ), geometric mean
alongside a deviation parameter (kαβ) (binary interaction parameter) is sug-
gested:
uαβ = uβα =
√
uαuβ (1− kαβ) (3.32)
The binary interaction parameter has been found to be temperature de-
pendent (Ji et al., 2005; Tan et al., 2013) and usually determined through
comparison against experimental data at diﬀerent pressures and tempera-
tures. Mixing rules for the association volume (kAiBj ) and the well depth of
the association site-site potential (AiBj ) parameters are needed between dif-
ferent associating molecules, in order to calculate the value of the association
strength in Eq. (3.24).
σ3ijk
AiBj =
⎡
⎣ (σ3i kAiBj )1/3 + (σ3jkAiBj )1/3
2
⎤
⎦ (3.33)
εAiBj =
√
εAiBiεAjBj (3.34)
Moreover, the eﬀective (hydrated) diameter in Eq. (3.25) should be extended
to the mixture using:
d =
∑
i
∑
j
x
′
jx
′
idij (3.35)
where x
′
i is the mole fraction of salt i on a solvent-free basis and the sum-
mation is over all salts. And
dij = dji =
di + dj
2
(1− lij) (3.36)
where lij is an adjustable parameter corresponding to the interaction be-
tween two salts i and j.
3.4.3 Association sites and monomer fraction
In this thesis we have incorporated four components (CH4, SO2, CO2, and
H2O) and consequently three segments in the modelling algorithm. The
association term of SAFT1-RPM depends on the choice of the association
scheme i.e., number and type of association sites for the associating com-
pound.
For associating subsystems in this study, estimation of fractions of non-
bonded molecules is not analytically possible; therefore we have implemented
a generalized procedure recently proposed by Tan et al. (2006) to evaluate
the association term. It is worth to mention that the polar and quadropoles
interactions of water, carbon dioxide and sulphur dioxide are considered by
the association (hydrogen-bonding-type) interaction.
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Methane is modeled as a non-associating, single segment molecule. The
model for water molecules in this study is based on the four-site single seg-
ment model used by Tan et al. (2006), in which two associating site of type
(H) and type (O) represent the proton-donor sites and electron loan pairs,
respectively. Two sites of the same type (i.e., OO or HH) do not associate.
It is worth to mention that, cross association between unlike sites (i.e., OH)
represent the hydrogen bonding.
CO2 is modelled as linear molecule with two hard-sphere segments which
are bonded tangentially together (Ji et al., 2005). The large quadropoles mo-
ment of CO2 allows this molecule to associate with itself or other molecule
in the mixture. There are four electron loan pairs in the CO2 molecule
which can contribute to hydrogen bonding, however, our examination on
CO2 with diﬀerent numbers of association sites showed that three associa-
tion schemes will gives best ﬁt to experimental vapour pressure and density.
Therefore we accept two associating site of type (O) and one site of type(C)
for CO2 molecule. Again, sites of the same type (i.e., O-O and C-C) do not
associate with each other.
SO2 is a symmetrical non-linear molecule with a large dipole moment (1.6
Debye) and high polarity. There are four electron loan pairs in the oxygen
atoms of the molecule and one extra loan pair in the sulphur atom. These
electron loan pairs are allowed to provide association site for proton-donor
sites (hydrogen atoms) and therefore contribute to hydrogen bonding. In
case of SO2 four association site of type (S) and one site of type (O) are con-
sidered. The complete set of molecular parameters for diﬀerent components
is listed in Table 3.2 and 3.3. We refer the reader to the original papers for
a detailed calculation of phase equilibria of subsystems.
Table 3.2: SAFT1 ﬁtted parameters for H2O, CO2, CH4 and SO2
Molecule m v00(cc/mol) u/k(K) λ /k(K) κ
H2O (Tan et al., 2005) 1.0000 9.48370 313.8758 1.5423 1527.72 0.05848
CO2 (Ji et al., 2005) 1.2126 11.5845 230.4929 1.5390 581.432 0.006336
SO2 (Miri et al., 2014b) 2.0283 9.52574 219.4379 1.6061 200.720 0.318000
CH4 (Miri et al., 2014a) 1.0000 15.0390 105.4800 1.7827 - -
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Table 3.3: SAFT1 ﬁtted parameters for Na+ and Cl− at 298.15 K (25 oC)
Ion m v25(cc/mol) u25/k(K) λ d25(A)
Na+ (Tan et al., 2005) 1.0000 1.2797 3349.798 1.7 4.9373
Cl− (Tan et al., 2005) 1.0000 0.7797 413.9908 1.8 4.9373
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Summary of Papers
Here we will give a short summary of each of the papers and proceedings that
are a part of this thesis. This work includes six articles, of which I am the
ﬁrst author of ﬁve and a co-author of one. The papers and proceedings are
attached at the end of the thesis in chronological order. With the exception
of Papers E and F, where I am co-author, I have written and performed most
of the work in all papers, with input from discussions with my supervisors.
In the paper F, I have contributed to the compositional ﬂow simulations as
well as estimating the thermodynamic properties using the EoS developed
and tested in Papers A and B.
The papers contribute to the main objectives described in the introduc-
tion, including:
4.1 Thermodynamic modeling (Papers A, B and C)
Paper A: Examination of CO2–SO2 solubility in water by SAFT1 impli-
cations for CO2 transport and storage
Motivation and objectives:
In this paper the capability of the SAFT1 EoS to describe phase behavior of
ternary CO2-SO2-H2O mixtures over an extended temperature and pressure
range is studied. Due to the highly corrosive nature of SO2, experimental
data on solubility and density of aqueous ternary CO2-SO2-H2O mixtures
are not available in the literature. This knowledge, however, is required with
respect to a CCS process; because the presence of SO2 in the CO2 stream,
either as an impurity or with co-sequestration purposes, might aﬀect very
much the transportation eﬃciency, geo-chemistry of ﬂuid-rock systems and
even operational concerns like injectivity.
Method and procedure:
The SAFT1 EoS is chosen to achieve the goals of this paper owing to: (1)
high non-ideal interactions of the molecules in CO2-SO2-H2O system; and
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(2) promising predictive capabilities. The experimental data for the SO2 and
associated binary subsystems were collected and used in the regression pro-
cess. The molecular parameters of SO2 were obtained assuming it as an
associating molecule composed of four association sites of type (S) and one
site of type (O). In addition, self-association is disregarded. The model pa-
rameters for water and CO2 were accepted from Tan et al. (2004). For the
cross association parameters, the normal mixing rules were used and no tem-
perature dependent binary interaction coeﬃcient is applied.
Key ﬁndings:
The results show that:
• the total solubility of SO2+CO2 in water varies exponentially with
respect to SO2 concentrations i.e., at low concentrations of SO2, total
changes in solubility of the CO2 in water is negligible;
• inclusion of SO2 to the CO2 stream may shift the PT diagram to the
higher pressure-temperature region. For example having 5-10 % SO2 in
the injected stream could change the critical pressure and temperature
by approximately 0.7-2 MPa and 10-30 oC, respectively;
• the mass density of SO2-CO2 mixtures has an increasing upward trend
throughout the whole range pressures up to 30 Mpa;
• the total solubility of CO2 in water varies exponentially with respect to
SO2concentrations. This implies that, if the concentration of SO2 im-
purity is approximately less than 5 %, which is the case in many CCS
applications, then the variation of CO2 solubility in water is negligible;
Paper B: Phase relations in the Longyearbyen CO2 lab reservoir forecasts
for CO2 injection and migration
Motivation and objectives:
This paper deals with modeling of ﬂuid mixture properties relevant to the
Longyeabyen CO2 Lab pilot project (LYBCO2). The challenging issue, which
forms the novelty and the importance of this paper, is presence of the light
hydrocarbons (mainly CH4) in the reservoir and/or cap rocks, as seen by gas
ﬂow into exploration wells (Larsen, 2013). Previous research activities have
modeled and explained the phase equilibrium and ﬂuid properties for mix-
tures containing CO2, H2O and NaCl using various EoS’s. However, what
has not been investigated is the eﬀect of CH4 on the ternary and quaternary
systems associated with the CO2. Although, this paper is of particular inter-
est for the LYBCO2 project, it has broader implications including enhanced
gas recovery, hydrate formation and co-sequestration.
Method and procedure:
Heterosegmented SAFT EoS (SAFT1–RPM, Ji et al. (2005)) is chosen for
this study because of its promising predictive capabilities and previous suc-
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cess in modeling of electrolyte solutions. Binary interaction parameters of
the subsystems (CO2–CH4 , CH4–H2O, and CH4–NaCl) were tuned against
available experimental data, using previously adjusted parameters for pure
components and CO2–H2O subsystems. A total of eighteen data set were
collected from literature and utilized in this stage. Solubility of CH4 and
CO2 and subsequent mixture densities were predicted at 298 K and pressure
up to 100 bar.
Key ﬁndings:
The results show that:
• the solubility of the CO2+CH4 in the water is less than the solubility
of the CO2 alone;
• by increasing the hydrocarbon in the injection stream (even in small
amount) and also salt concentration, solubility of the CO2 in the
aqueous phase and consequently the density of the mixture will be
reduced (Miri and Hellevang, 2014);
• CH4 would result in a favorable density diﬀerence and faster plume
migration;
• the probability of three phase state (two liquid and one vapor phase)
near the bubble line is very high demanding consideration of three
phase relative permeability curves;
Paper C: On the water content of dense phase CO2-SO2 system implica-
tions for CO2 transportation and injection
Motivation and objectives:
The main objective of this paper is to explore the eﬀect of SO2 impurity on
the water drop-out in the CO2 transportation and injection pipelines. The
water drop-out – which acts as an electrolyte – is a suﬃcient condition for
CO2 pipeline corrosion. The laboratory experiments at IFE (Dugstad et al.,
2013) has conﬁrmed high rate of corrosion in presence of a small percentage
of SO2 even when water drop-out is not expected i.e., if the CO2 phase
is under-saturated with respect to water. One hypothesis was the possible
negative eﬀect of SO2 on the solvent ability of CO2. This paper therefore
aimed to provide a methodology to assess this hypothesis and explain the
unexpected water-out in the presence of SO2.
Method and procedure:
Water content of SO2+CO2 mixture and its subsequent corrosive behaviour
is assessed using two diﬀerent approaches: free energy calculation of water
molecules (1) in the bulk phase using Statistical Association Fluid Theory
(SAFT); and (2) in contact with pipeline surface using molecular dynamic
simulation plus a modiﬁed SAFT equation of state. Both approaches were
also coupled with an aqueous speciation model to estimate the pH varia-
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tion of the condensed water. For the ﬁrst approach, the developed model
in Paper A is used. In the second approach, chemical potential of the ad-
sorbed TIP4P (a rigid planar four-site interaction potential for water) water
molecules were taken from open literature and the cross dispersive param-
eter of SAFT1-EoS is subsequently returned to keep the consistency of the
calculations.
Key ﬁndings:
The results show that:
• with the inclusion of SO2 in the CO2 stream, the solubility of water in
the dense phase increases with increasing pressure, temperature and
SO2 concentration, thus rejecting the primary hypothesis posed in the
objectives;
• the water content has an exponential growth behaviour with respect
to SO2 concentration implying insigniﬁcant impact compared to the
pure CO2 phase water content (i.e., for SO2 concentration less than
0.2 mole %);
• the equilibrium between solid surface and dense CO2 ﬂuid depends on
the aﬃnity of the surface which is quantiﬁed in this works by using free
energy of adsorbed water. The water content calculated taking into
account eﬀect of pipe surface, is much lower than calculations based
on free energy of water in the bulk phase. For CO2 in dense phase and
a SO2 concentration less than 20 mole %, for pressure up to 600 bar,
the water solubility limit is less than 1000 ppmv;
• inclusion of SO2 in CO2 stream has also very little eﬀect on the water
solubility limit calculated based on free energy of adsorbed water;
• with inclusion of SO2, even in small concentrations, aqueous phase
pH drops dramatically from 3.1 to 2.0 in an oxygen free environment
or 1.0 in a less conservative oxidation scenario. These results along
with the new estimated water solubility limit might be explanations of
ﬁndings from the experimental studies and ﬁeld observations in regard
to high rate of corrosion in the CO2 transportation pipelines;
4.2 Drying-out and salting-out (Papers D and E )
Paper D: Salt Precipitation during CO2 Storage - a Review
Motivation and objectives:
The primary purpose of this paper is to provide the reader with a compre-
hensive background for understanding the state-of-the-art knowledge on salt
precipitation in the context of CO2 storage in saline aquifers. This work
initially started to update personal knowledge on topic of formation dry-out
but it turned out later that the there exists number of inconsistencies and
contradictions in the literature which were interesting from a more funda-
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mental point of view. Therefore, we ﬁnd it useful to summarize ﬁndings
in previous studies and specify how salt precipitation aﬀects CO2 storage
eﬃciency.
Method and procedure:
We have used a conceptual approach to review the literature, meaning that
some well-focused research questions were formulated ﬁrst and then the rel-
evant studies were selected and synthesized using explicit and rigorous cri-
teria.
Key ﬁndings:
The results show that:
• the precipitation of salt is undoubtedly a real threat for actual ﬁeld
scale injection of dry CO2 in saline aquifers and its destructive impact
on rock properties has been clearly demonstrated through numerous
experimental and numerical studies accomplished on micro to ﬁeld
scale;
• the precipitated salt will distribute in two possible forms; local (homo-
geneous) and non-local, among them non-local is the most detractive;
• the present day uncertainty regarding injectivity alteration caused by
salt precipitation is very high and the only available quantitative stud-
ies in this regard are also inconsistent;
• under certain thermo-physical conditions belonging to the capillary
drying regime, salt might massively precipitate (i.e., local precipita-
tion) during the course of CO2 injection. However, a clear measure
of necessary conditions is not provided so far. This is mainly because
conducted studies are largely qualitative and case speciﬁc, thus; draw-
ing a general conclusion is challenging. In fact, it is widely accepted
that there is a critical velocity above which local salt accumulation
occurs, but a proper formulation is not given;
• there are several weaknesses in relation to laboratory tests, including
(1) the lack of measurements of eﬀective permeability, (2) improper
design of the experiments in accordance with actual reservoir condi-
tions (e.g., ignoring the signiﬁcant role of water ﬁlms and the use of
closed boundaries preventing inﬂow of brine), (3) incomplete coverage
of pressure, temperature and salinity relevant to long term CO2 injec-
tion , (4) lack of complying with a standard procedure so that results of
tests which are carried out in diﬀerent situations, are not comparable;
• much of the literature agrees that the extent of salt precipitation at
higher salinity is signiﬁcantly higher. Then again, a critical salinity
limit is not deﬁned at this point, but there are some notions that such
a limit will depend also on a critical ﬂow rate;
• the existence of several discrepancies between the experimental results
and the numerical calculations indicate that the state-of-the-art knowl-
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edge regarding modeling of salt precipitation is not commensurate with
the complexity of the issue. Although more is being learned about
the fundamental mechanisms and the clogging behaviour of the phe-
nomenon, further research on the mathematical modeling is the most
demanding task today. Performing dimensional analysis to ﬁnd a re-
lationship between the dependent variable and independent variables
of the phenomenon could help to reduce the reported inconsistencies.
Future eﬀorts in implementing salt capillary pressure and development
with the aid of pore scale modeling are expected to help progress in
this area;
• an assessment of the diﬀerent criteria for the application of the various
mitigation options needs to be extensively undertaken. Nevertheless,
fresh water treatment appears to be a viable mitigation option, which,
if carefully controlled, could prove to be an eﬀective method to move
the risk from the area near the well to somewhere deeper within the
aquifer reservoir;
Paper E: New insights on the physics of salt precipitation during injection
of CO2 into saline aquifers
Motivation and objectives:
This paper uses two sets of lab-on-chip experiments to address the knowl-
edge gaps identiﬁed in the previous review paper. More speciﬁcally, we have
raised the hypothesis of capillary water ﬁlms continuity in this contribution
i.e., water ﬁlms in porous media have enough continuity and conductivity
to transport fresh brine to the evaporating front, and therefore these water
ﬁlms can increase the rate and the amount of salt precipitation. The exper-
iments were carefully designed in accordance to this hypothesis hoping to
provide supporting evidences.
Method and procedure:
Two glass micro-chips were fabricated using laser ablation technique: (1) a
two dimensional network which employed a lattice of square grains (∼500
μm×500 μm) connected through throats with polygonal cross section of
widths 250 μm. (2) a single, one dimensional channel (∼2 mm×100 mm)
which is connected to a two dimensional network similar to the ﬁrst pattern.
The micro-chips were saturated with NaCl solution and replaced afterwards
with dry CO2 under diﬀerent rates of injection. Pore-scale salt precipi-
tation was visualized under bright ﬁeld imaging using advanced polarized
light microscopy. In addition, to better understand the ﬂux balances in the
salt formation process, water evaporation through salt precipitation was also
studied inside glass capillary tubes.
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Key ﬁndings:
Using lab-on-a-chip experiments, we have demonstrated the existence of
continuous brine ﬁlms, and we have identiﬁed an important, self-enhancing
mechanism which together dramatically intensify the precipitation rate and
amount of salt precipitated. Moreover, the results reported in this paper
suggest that salt precipitation is a time evolving (dynamic) process which
has several elements.
• First, salt has a hydrophilic nature which gives massive capillarity to
the salt aggregates to imbibe water.
• Second, salt grows as porous aggregates in the gas phase enhancing the
distribution of brine, and increasing the surface area for evaporation,
and therefore increasing the evaporation rate.
• Third, evaporation induces nucleation and precipitation which induces
further capillary transport i.e., salt aggregates imbibe more water to
compensate the increased evaporation.
The net outcome of these elements is a massive salt accumulation in the
CO2 pathways, through a mechanism which is self-enhancing. An impor-
tant insight is the viable dynamic stability and strong conductivity of the
water ﬁlms owing to the pressure gradient imposed by capillary imbibition.
It has been shown that experimental and numerical works which neglect
this eﬀect impose improper boundary conditions to their models and thus
underestimate the amount of precipitation. Therefore, eﬀect of water ﬁlms
must be taken into account in the assessment of the salt precipitation, per-
meability and injectivity in porous media. In addition It is shown that the
new identiﬁed mechanisms can explain many of knowledge gaps descried in
Paper D and oﬀer a rationale for conducting future research.
4.3 Eﬀect of heterogeneities (Paper F + proceedings)
Paper F:Modeling CO2 migration in aquifers; considering 3D seismic prop-
erty data and the eﬀect of site-typical depositional heterogeneities
Motivation and objectives:
This paper along with two other proceedings aims to provide a generalised
methodology for integrating 3D seismic data and geo-conceptual models in
constructing and populating property grids for ﬂuid ﬂow simulations. Ad-
ditionally, analyzing the eﬀect of depositional heterogeneities and physical
boundaries of the reservoir (i.e., closed or open) on the pressure response
at the injection well, is the other objective which is partly covered in this
PhD thesis. In these paper I have contributed to the compositional ﬂow
simulations as well as estimating the thermodynamic properties using the
EoS developed and tested in Papers A and B.
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Method and procedure:
The study area is the Johansen Fm. a deep, saline aquifer oﬀshore the
Norwegian west-coast and a proposed candidate for long term CO2 storage.
Relevant scenarios were constructed by combining reservoir property mod-
els generated from seismic (eﬀective porosity from acoustic impedance) with
a conceptual, geological understanding. A regional model was constructed
for evaluating diﬀerent injection sites, populated with properties estimated
from new seismic data and a revised geological model (Sundal, 2015b). A
suite of smaller scenario models were constructed and run for 150 years, in
order to investigate the eﬀect of site-typical geological heterogeneities such
as discrete layers of low-permeability mudstone, tight calcite cemented lay-
ers and directional permeability anisotropy on migration paths and trapping
potentials for CO2. Four sets of relative permeability curves were assigned
according to facies. The simulations were performed using the CO2STORE
option in Eclipse 300 multi-component (Schlumberger, 2012). Two phases
were considered; a CO2 rich phase and a H2O rich phase. No ﬂow-boundaries
are assumed east and west of the injection site, since the corresponding fa-
cies are interpreted as relatively tight marine clays, and there are bounding
faults. The MULTPV keyword of Eclipse 300 was used to apply open or
closed boundary conditions and simulate natural aquifer outﬂow towards
the North in all models.
Key ﬁndings:
• Base model ﬂuid distribution estimates were 20 % mobile CO2, 29 %
CO2 dissolved in formation water and 51 % residually trapped CO2 af-
ter 1000 years. Adjustments of the injection locations facilitated more
migration and enhanced the CO2 immobilisation potential.
• The immobilised fraction of CO2 after 150 years varied in the range of
40–65 % between model scenarios, and up-dip migration distances de-
viated by up to 3 km. The application of a horizontal injection scheme
increased the combined residual and dissolved fractions to 83 %.
• Plume shape and layer distributions are important parameters in risk
evaluations, and variability due to the eﬀect of geological heterogeneity
is in the same order of magnitude as physical sensitivity parameters.
• The simulations illustrate that averaging of the reservoir properties
within each sand body might yield oversimpliﬁed plume geometries
(i.e., funnel shaped - due to unhindered upwards ﬂow towards sealing
unit).
• During injection, based on observations of saturation and pressure dis-
tribution between the two points, one would be able to resolve to some
degree the nature of calcite layers (if present) as well as the overall
porosity and permeability distribution.
• Simulations of CO2 injection and migration predicted limited lateral
reaches of ﬂuid migration, low pressure build-up (for both open and
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closed scenarios) and high potentials for residual and dissolution trap-
ping (Sundal et al., 2014, 2013a).
• Within the investigated deltaic sandstone, the location of the injection
well relative to facies settings shows that the ﬂuid distribution varies
despite comparable properties (i.e., porosity, permeability, Net/Gross,
formation thickness), mainly due to number and extent of cemented
layers delimiting gravity driven ﬂow, causing separation and lateral
spreading of the plume.
• With highly permeable sands in between, the presence of ﬂow baﬄes
is an advantage with respect to sweep and volume utilization. The
plume geometry is also important with regards to estimating the vol-
ume potential and relative eﬀect of the various trapping mechanisms
for CO2 (i.e., stratigraphic-, dissolution-, residual- and mineral trap-
ping).
• Although, the depositions heterogeneities can potentially limit the ver-
tical communication of reservoir thus inducing further pressure build-
up, the general impact is seen negligible for the setting studied here.
Nevertheless, this requires further investigation and forms the topic of
our future research (Sundal et al., 2013b).
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Concluding Remarks
The overall aim for this thesis has been to improve the prediction of reser-
voir injectivity. Although it is easy to develop a methodology to evaluate
pressure build-up and injectivity of a proposed CO2 storage reservoir using
simple analytical/numerical tools, it is a harder task to quantify the associ-
ated uncertainties arising from overlooking the complex phenomena involved
in the near wellbore region. In this thesis, we looked at three prioritized re-
search topics which we believed deserved the most attention.
The ﬁrst topic we investigated was thermodynamic modeling of ﬂuid
mixtures relevant for CO2 storage with particular focus on eﬀect of methane
(CH4) and sulphur dioxide (SO2) impurities. The results from this study is
shown that reservoir ﬂuid properties (such as density, viscosity and compress-
ibility) and formation dry-out are largely determined by mutual solubilities
of CO2 and H2O. In addition, with thermodynamic package developed in
this part we found that we could predict which and how impurities that
favored mutual solubilities. We found that the total solubility of water in
a SO2+CO2 mixture varies exponentially with respect to SO2 concentra-
tions; i.e., at low concentrations of SO2, total changes in solubility of the
water in CO2 are negligible. In case of CH4, a similar exponential behaviour
is observed, but in the opposite direction, i.e., with increasing CH4 concen-
tration the water content decreases exponentially. Thus, ignoring or inaccu-
rate consideration of mutual solubilities will pose signiﬁcant uncertainty to
the results of inectivity modeling. The modern SAFT type EoS’s were found
accurate, reliable and promising for thermodynamic modeling relevant to
CO2 storage; Nevertheless, it is computationally cheaper to choose cubic
EoS’s when modeling simple ﬂuids.
The potential implication of developed EoS in this thesis is extended fur-
ther to model water drop-out in presence of SO2 impurity in a CO2 trans-
portation pipeline. It turned out that taking into account the eﬀect of the
pipe surface on the chemical potential of adsorbed water and thereby on
the phase partitioning, another concentration limit for water to drop out
from gas can be obtained that could successfully explain the experimental
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observations on water drop-out.
The second research topic we addressed in this thesis was formation
drying-out and subsequent salt formation. We reviewed the current liter-
ature and found that the precipitation of salt is undoubtedly a threat for
actual ﬁeld scale injection of dry CO2 in saline aquifers and limiting the
phenomenon to occur only on high salinities is found to be an obvious mis-
take. In addition to the review, we studied further the mechanism of salt
precipitation using lab-on-chip experiments and distinguished two interre-
lated and so far unreported phenomena – self-enhancing of salt growth and
water ﬁlm salt transport – which together dramatically intensify the precip-
itation rate and amount of salt precipitated. We used the developed themes
of the pore-scale experiments to construct a conceptual framework which
classiﬁes the drying into three regimes, namely the diﬀusive, capillary and
evaporative. As a general conclusion for this part, we believe that carefully
designed laboratory experiments and/or multiphysics numerical simulations
are essential to be considered as a part of the methodology to evaluate in-
jectivity of a proposed CO2 storage site. A numerical tool which be able to
resolve the physics described in this thesis is still not available and is part
of our recommendation for future work. However, we have provided the re-
quired modiﬁcations for the core ﬂooding experiments to be applicable for
the injectivity assessments.
We also partly studied the eﬀect of prepositional heterogeneities on the
plume migration and pressure response at the injection well. We found that
with highly permeable sands in between, the presence of ﬂow baﬄes is an
advantage with respect to sweep and volume utilization. I addition, based
on observations of saturation and pressure distribution, it turned out that,
one would be able to resolve to some degree the nature of calcite layers (if
present) as well as the overall porosity and permeability distribution. Lastly,
although the depositions heterogeneities can potentially limit the vertical
communication of reservoir, for the setting studied here we did not observe
extreme well pressures. Nevertheless, this requires further investigation and
forms the topic of our future research.
5.1 Outlook
A great number of ideas appeared in the course of this PhD thesis, that
despite interest, I did not have the time to investigate any further. Here
I list several points relating to this work that remain elusive and deserves
further consideration:
• Thermodynamic modeling: Is it possible to develop an EoS using
SAFT framework capturing the eﬀect of pH variations on the solubility
of CO2 in water? We have partly covered this in Paper C through a
decoupled scheme, but it is more interesting to express the pH changes
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in the form of a residual Helmholtz energy equation. In addition,
it is interesting to test the capability of SAFT1 EoS in combination
with molecular dynamic simulation to estimate some unexplored ﬂuid
properties such as viscosity and surface tension.
• Drying-out and salting-out: An important ﬁnding of Papers D &
E is the viable dynamic stability and strong conductivity of the water
ﬁlms owing to the pressure gradient imposed by capillary imbibition. It
has been shown that experimental and numerical works which neglect
this eﬀect impose improper boundary conditions to their models and
thus underestimate the amount of precipitation. The mechanism for
the evaporation induced water transport, however, remains elusive and
requires special consideration. Capillary tube experiments along with
pore scale models such as Lattice Boltzmann method might be the
possible approaches to unfold this issue.
Although more is being learned about the fundamental mechanisms
and the clogging behaviour of the phenomenon, however, the degree
of uncertainty associated with clogging models is very high as num-
ber of inconsistencies is reported in this regard. Therefore, further
research on the mathematical modeling is the most demanding task
today. Performing dimensional analysis to ﬁnd a relationship between
the dependent variable and independent variables of the phenomenon
could help to reduce the reported inconsistencies. Future eﬀorts in
implementing salt capillary pressure and development with the aid of
pore scale modeling are expected to help progress in this area.
Reservoir heterogeneities: The eﬀect of depositions heterogeneities
on the pressure build-up is partly covered in this thesis. However, it
is interesting to test this eﬀect under diﬀerent settings and quantify
the consequence such that the results can be used in assessment of
injectivity. This work was already started by Ashraf (2014), but can
it be automated in a methodological way?
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