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ル (NIM: Network Iiiterdiction Model) と呼ばれ,多くの軍事的,社会的な問題解決に利用され
ている.NIM によって,グラフネットワーク理論の一般的な拡張問題 [Î] から,マルウェアから
の通信ネットワーク防護 [2] や水道電気といったインフラネット網の防護の問題 [3] , ロジスティ
クス網の問題,テロに対する施設防御 [4] や密輸阻止の問題 [5] , 感染症対策 [6] や危険な化学物質















(A1) ノード集合N と有向アーク集合 A から成る閉路を持たない有向グラフ G(N, A) を損耗空
間とする.
(A2) プレイヤーは攻撃側及び守備側の2人である.攻撃側は,出発ノード s から初期勢力量 R_{0}





(A3) アーク e\in A 上での勢力量 x の攻撃側と勢力量 y の守備側との衝突により,ランチェスター
の2次則モデルによる損耗が生じ,どちらかが全滅するまで衝突は終了しない.2次則モデ
ルによる攻撃側の残存量 f_{e}(x, y) は次式で与えられる.
f_{e}(x, y)^{2}=\displaystyle \max\{0, x^{2}-$\gamma$_{e}y^{2}\} (1)





(1) 式で表される損耗モデルの括弧内 \{ \} の第1項は侵入側の全滅を意味し,第2項は守備側を全
滅させた後の攻撃側の残存量を表している.出発ノードから次々とアークを移動してゆく攻撃側
の残存量に関しては,次の予備定理が成り立つ.
予備定理1 出発ノードから目的ノードまでのパス l の構成アークを \{e\mathrm{i}, \cdots, e_{m}\} とし,アーク ej
には守備勢力 y_{e_{J}} が配備されている.パス l 上を量 Xの攻撃者が通過する場合,アーク e_{t} を通過
し終わった直後に観測できる残存量 z_{t} の自乗は,次式で与えられる.






例により証明できる.この性質は,1次則損耗モデルのゲーム [9, 10] ではなかった特徴である.
図1のような出発ノード s と目的ノード tの2つのノードと,その間に平行して走る2つのアー
ク 1, 2から成るネットワークがある.攻撃側,守備側の初期勢力量をそれぞれ R_{0}, B_{0} とし,アー
ク 1, 2上での戦力交換比を $\gamma$_{1}, $\gamma$_{2} とする.ここでアーク 1を通る経路と2を通る経路の攻撃側の
選択確率を $\pi$_{1}, $\pi$_{2} とし,両アークへの守備側の配備量を y_{1}, y_{2} で表す.各戦略は, $\pi$_{1}+$\pi$_{2}=1
及び y_{1}+y_{2}=B_{0} を満たす.目的ノード t に到達する攻撃側の残存勢力量の2乗をゲームの支払
とすると,期待支払は次式で与えられる.
f( $\pi$, y)=$\pi$_{1}\displaystyle \max\{0, R_{0}^{2}-$\gamma$_{1}y_{1}^{2}\}+$\pi$_{2}\max\{0, R_{\mathrm{C}}^{2}-$\gamma$_{2}y_{2}^{2}\}
この特殊例では,守備側勢力は少なく,攻撃側を全滅させることのできない次の条件を仮定する.













出発ノード s から目的ノード t までの全パス群を  $\Omega$ とし,攻撃側の混合戦略であるパス選択
確率を  $\pi$ = \{ $\pi$(l), l \in  $\Omega$\} で,守備側の勢力配備を y = \{y_{e}, e \in A\} で表す.  $\pi$ は実行可能領域
 $\Pi$\displaystyle \equiv\{ $\pi$|\sum_{l\in $\Omega$} $\pi$(l) =1,  $\pi$(l) \geq 0, l\in $\Omega$\} をもつ. y_{e} はアーク e への守備配備量であり,実行可能
領域  $\Psi$\displaystyle \equiv\{y|\sum_{e\in A}y_{e}\leq B_{0}, y_{e}\geq 0, e\in A\} をもつ.この連続変数の混合戦略として配備 y の確率
密度関数 g(y) を考えると,その実行可能領域は  G\equiv \displaystyle \{9(y)|\int_{y\in $\Psi$}g(y)dy=1, 9(y) \geq 0, y\in $\Psi$\}
で表される.
以上の記号と (2) 式を用いれば,攻撃側 , 守備側の純粋戦略  l\in $\Omega$ と  y\in $\Psi$ による攻撃側残存
量の2乗  R^{+}(l, y) 及びその  $\pi$ による期待値  R^{+}( $\pi$, y) として次式を得る.
R^{+}(l, y)=\displaystyle \max\{0, R_{0}^{2}-\sum_{e\in E_{l}}$\gamma$_{e}y_{e}^{2}\},
R^{+}( $\pi$, y)=\displaystyle \sum_{l\in $\Omega$} $\pi$(l)\max\{0, R_{0}^{2}-\sum_{e\in E_{l}}$\gamma$_{e}y_{e}^{2}\} =R_{0}^{2}-\sum_{l\in $\Omega$} $\pi$(l)\min\{R_{0}^{2}, \sum_{e\in E_{l}}$\gamma$_{e}y_{e}^{2}\} (3)
ここで,損耗量を表す (3) 式右辺最終式の2項目を
A^{+}( $\pi$, y)\displaystyle \equiv\sum_{l\in $\Omega$} $\pi$(l)\min\{R_{0}^{2}, \sum_{e\in E_{l}}$\gamma$_{e}y_{e}^{2}\} (4)





R^{+}( $\pi$, 9)=\displaystyle \int_{ $\Psi$}R^{+}($\pi$_{:}y)_{9}(y)dy=R_{0}^{2}-\int_{ $\Psi$}A^{+}( $\pi$, y)g(y)dy
以下では攻撃側残存量の2乗の期待値ではなく,2乗損耗量の期待値と呼ぶべき上式の第2項目
を A^{+} (  $\pi$ )  g ) とおいて,これをゲームの支払関数として以降の議論の対象とする.
4.1 マックスミニ値の下界評価
ここでは,期待支払 R^{+}( $\pi$, g) のマックスミニ最適化,すなわち A^{+}( $\pi$, 9) のミニマックス問題を
考える.その最大化は
\displaystyle \max A^{+} ( $\pi$ g\in G ) g ) =\displaystyle \max g\in G\int_{ $\Psi$}A^{+}( $\pi$, y)g(y)dy=\max_{y\in $\Psi$}A^{+} (  $\pi$ )  y )
と書ける.最後の変形は y^{*}=ar9\displaystyle \max_{y\in $\Psi$}A^{+}( $\pi$, y) なる y^{*} に対し,デルタ関数  $\delta$() を使 \mathrm{c} た関
数 g(y)= $\delta$(y-y^{*}) により実現できる.ところで,
\displaystyle \max A^{+}( $\pi$, y)y\in $\Psi$=\max_{y\in $\Psi$}\sum_{l\in $\Omega$} $\pi$(l)\min\{R_{0}^{2}, \sum_{e\in E_{l}}$\gamma$_{e}y_{e}^{2}\}
であるから,あるパス l に対し \displaystyle \sum_{e\in E_{l}}$\gamma$_{e}y_{e}^{2}>R_{0}^{2} となるようであれば,パス l の守備量を \displaystyle \sum_{e\in E_{l}}$\gamma$_{e}y_{e}^{2}=
R_{0}^{2} となるように抑制し,余った守備資源を他のパスの守備に回した方がよい.したがって,最適
な y では,条件 C\displaystyle \equiv\{y|\sum_{e\in E_{l}}$\gamma$_{e}y_{e}^{2}\leq R_{0}^{2}, l\in $\Omega$\} を付け加えてもよい.このことは,上式に対す
る次のような更なる変形を許す.
\displaystyle \max A^{+} ( $\pi$ y\in $\Psi$ )  y ) =\displaystyle \max_{\in y $\Psi$+}\sum_{l\in $\Omega$} $\pi$(l)\sum_{e\in E_{l}}$\gamma$_{e}y_{e}^{2}=\max_{y\in $\Psi$+}A( $\pi$, y)
ただし, $\Psi$^{+}\equiv\{y\in $\Psi$|y\in C\} 及び
A( $\pi$, y)\displaystyle \equiv\sum_{l\in $\Omega$} $\pi$(l)\sum_{e\in E_{l}}$\gamma$_{\mathrm{e}}y_{e}^{2} (5)
とおいた.条件 C の代わりに,これを緩和した条件 \displaystyle \sum_{l} $\pi$(l)\sum_{e\in E_{l}}$\gamma$_{e}y_{e}^{2} \leq  R_{0}^{2} を使うと次式が成
り 立つ.
いま,(5) 式の \displaystyle \sum_{l} 及び \displaystyle \sum_{\mathrm{e}} の順序を入れ換えると
 y $\Psi$+\displaystyle \max_{\in}A( $\pi$, y)\leq\min {  R_{0}^{2} ) \displaystyle \max_{y\in $\Psi$}A( $\pi$, y) } (6)
A( $\pi$, y)=\displaystyle \sum_{e\in A}\sum_{l\in$\Omega$_{\mathrm{e}}} $\pi$(l)$\gamma$_{e}y_{e}^{2}
と書けることから,
\displaystyle \max A( $\pi$, y)=B_{0}^{2}\max_{ey\in $\Psi$\in A}$\gamma$_{e}\sum_{l\in$\Omega$_{e}} $\pi$(l) (7)
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を得る.ただし,アーク e を通過するパス全体を $\Omega$_{e}\equiv\{l\in $\Omega$|e\in E_{l}\} で表した.(6) 式をさらに
 $\pi$ について最小化すれば,
\displaystyle \min_{y $\pi$\in $\Pi$}\max_{\in $\Psi$+}A( $\pi$, y) \displaystyle \leq\min\{R_{0}^{2}, \displaystyle \min_{ $\pi$\in $\Pi$}y\in $\Psi$
を得るが,上式の \{ \} 内の第2項の最適値は,次の問題の最適値 v^{*} に B_{0}^{2} を掛けることにより得
られる.
(P_{R}) : \displaystyle \min_{ $\pi$,v} v
s.t. $\gamma$_{e}\displaystyle \sum_{l\in$\Omega$_{e}} $\pi$(l)\leq v, e\in A , (8)
í \in $\Omega$
 $\pi$(l)=1,  $\pi$(l)\geq 0, l\in $\Omega$.
したがって, A^{+}( $\pi$, y) のミニマックス値は上界 \displaystyle \min{  R_{0}^{2} ) v^{*}B_{0}^{2} } をもち, R^{+}( $\pi$, 9) のマックスミニ




定理1問題 (P_{R}) による最適解 $\pi$^{*} と最適値 v^{*} に対し, E^{*} \equiv \displaystyle \{e \in A|$\gamma$_{e}\sum_{l\in$\Omega$_{e}}$\pi$^{*}(l) = v^{*}\} を
定義する.任意の  e\in  E^{*} に対し $\gamma$_{e}B_{0}^{2} \leq  R_{0}^{2} ならば,均衡解は,守備側の次の | $\Omega$| 本の純粋戦略
\{\hat{y}(p),p\in $\Omega$\} と攻撃側の | $\Omega$| 本の純粋戦略  l\in $\Omega$ による行列ゲームの均衡解として得られる. \hat{y}(p)
は,パス p に対しパス上の \hat{a}(p) \equiv arg \displaystyle \max_{e\in E_{p}}$\gamma$_{e}\sum_{l\in$\Omega$_{e}}$\pi$^{*}(l) なる1つのアーク â(p) に全量 B_{0}
を配備し,その他のアークには配備量をゼロとする純粋戦略である.このとき,攻撃側の最適戦
略は $\pi$^{*} で,攻撃側残存量の2乗の期待値 (ゲームの値) は R_{0}^{2}-B_{0}^{2}がで,攻撃側損耗量の2乗の
期待値は B_{0}^{2}がで得られる.
証明: この場合 \displaystyle \min_{ $\pi$\in $\Pi$}\max_{y\in $\Psi$}A^{+}( $\pi$, y)=\min_{ $\pi$\in $\Pi$}\max_{y\in $\Psi$}A( $\pi$, y) が成り立ち,問題 (P_{R}) が攻
撃側消耗量のミニマックス値を与える.定理の行列ゲームにおいて,守備側戦略 \hat{y}(\mathrm{p}) と攻撃側パ
ス l による支払は \displaystyle \sum_{e\in E_{l}}$\gamma$_{e}B_{0}^{2}$\delta$_{e\hat{a}(p)} となる.ただし, $\delta$_{\mathrm{i}j} はクロネッカーのデルタである.ゆえに,
この支払行列によるミニマックス最適化問題の最適混合戦略  $\pi$(l) は次の問題により与えられる.
(M) : \displaystyle \min  w st. \displaystyle \sum_{l\in $\Omega$} $\pi$(l)\sum_{\mathrm{e}\in E_{l}}$\gamma$_{e}B_{0}^{2}$\delta$_{e\hat{a}(p)} \leq w, p\in $\Omega$, \displaystyle \sum_{l\in $\Omega$} $\pi$(l)=1,  $\pi$(l) \geq 0, l\in $\Omega$.
第1の制約式は,
B_{\mathrm{o}T_{a(p)}}^{2} \displaystyle \sum  $\pi$(l)\leq w,  p\in $\Omega$ (9)
 l\in $\Omega$\wedge a(p)
と変形できるが,これから e\in E_{p} なる任意の e に関して
$\gamma$_{e}\displaystyle \sum_{l\in$\Omega$_{\mathrm{e}}} $\pi$(l)\leq$\gamma$_{\hat{a}(p)} \displaystyle \sum  $\pi$(l)\leq w/B_{0}^{2}l\in $\Omega$\wedge a(p)
124
が成り立つ.また,どのパス  p\in $\Omega$ にも含まれないアーク  e に関しては $\gamma$_{e}\displaystyle \sum_{l\in$\Omega$_{e}} $\pi$(l)=0 である
から,問題 (M) の第1の制約条件から (8) 式を導くことができる.逆に,(8) 式から (9) 式の導出
は容易であるから,問題 (P_{R}) と (M) は同値である.もちろん,両者の最適値が と w^{*} の間には
w^{*}=B_{0}^{2}v^{*} の関係がある.
次に,守備側の最適戦略として | $\Omega$| 個の純粋戦略 \{\hat{y}(p),p\in $\Omega$\} のみを考えればよいことも,次のよ
うに容易に確認できる.この純粋戦略で作成できるすべての混合戦略の集合を \hat{G} とする. \hat{G}\subseteq G であ
るから,ここでの支払に関する最適値について \displaystyle \min_{ $\pi$}\max_{g\in G}\geq\max_{g\in G}\min_{ $\pi$}\geq\max_{g\in\hat{G}}\min_{ $\pi$} が成
り立つが,行列ゲームの値すなわち \displaystyle \max_{g\in\hat{G}}\min_{ $\pi$} の値が,問題 (P_{R}) の最適値すなわち \displaystyle \min_{ $\pi$}\max_{g\in G}
の値と一致することから, \displaystyle \min_{ $\pi$}\max_{g\in G}=\max_{g\in c\min_{ $\pi$}=\max_{g\in\hat{G}}\min_{ $\pi$}} が証明できる.
定理1の条件が成り立っているとき,守備側戦略 \hat{y}(l) の最適選択確率 $\rho$^{*}(l) が,行列ゲームの
マックスミニ戦略として次の問題から得られる.
(P_{B}) : \displaystyle \max  z s.t. \displaystyle \sum_{p\in $\Omega$} $\rho$(p)\sum_{e\in E_{l}}$\gamma$_{e}$\delta$_{e\hat{a}(p)} \geq z, l\in $\Omega$, \displaystyle \sum_{p\in $\Omega$} $\rho$(p)=1 )  $\rho$(p)\geq 0, p\in $\Omega$.
また,問題 (P_{B}) の最適値♂を用いて,支払 A^{+}(l, y) のゲームの値は z^{*}B_{0}^{2} で,支払 R^{+}(l, y) の
ゲームの値は, R_{0}^{2}-z^{*}B_{0}^{2} により計算できる.最後に,異なるパス  p,p'\in $\Omega$ に対し \hat{a}(\mathrm{p}) = â(p/)
となり,対応する純粋戦略 \hat{y}(\mathrm{p}) と \hat{y}(p') が同じになる場合もあることは注意を要する.この場合
は,これらの一致する純粋戦略を1つにした行列ゲームを解いてもよいし,大きさ | $\Omega$| \times | $\Omega$| の支
払行列のままで均衡解を求め,和 $\rho$^{*}(p)+$\rho$^{*}(p') を戦略 \hat{y}(p) の最適選択確率としてもよい.
上記の純粋戦略 \hat{y}(p) は,目標戦略  $\pi$ に対抗し,各パス  p\in $\Omega$ 上で守備側にとって最も重要とな
るアークに資源を集中する純粋戦略であり,それらの凸結合,すなわち混合戦略により期待損耗
量を大きく しようと期待して支払行列が作られる.そこで,定理1の条件が成り立たない場合,す
なわち  $\gamma$_{e}B_{0}^{2} >R_{0}^{2} となる e\in E^{*} が存在する場合には,定理1の拡張として,純粋戦略を作成す
る次のようなアルゴリズムが考えられる.
各パス  p\in $\Omega$ に対し,(i) 篭(p)^{B_{0}^{2}}\leq R_{0}^{2} ならば,定理1の \hat{y}(\mathrm{p}) を p の純粋戦略 \overline{y}(\mathrm{p}) として採用
する.(ii) $\gamma$_{\hat{a}(p)}B_{0}^{2}>R_{0}^{2} ならば,
(E_{p}( $\pi$)) : \displaystyle \max\sum_{e\in A}$\gamma$_{e}y_{e}^{2} (\displaystyle \sum_{l\in$\Omega$_{e}} $\pi$(l))
s .t . \displaystyle \sum_{e\in E_{p}}$\gamma$_{e}y_{e}^{2}=R_{0}^{2} , (10)
\displaystyle \sum_{e\in E_{l}}$\gamma$_{e}y_{e}^{2}\leq R_{C}^{2}, l\in $\Omega$\backslash \{p\},
\displaystyle \sum_{e\in A}y_{e}=B_{0}, y_{e}\geq 0, e\in A.
の解を \overline{y}(\mathrm{p}) として採用する.
この問題は,本来の定式化 \displaystyle \max_{y\in $\Psi$+}A( $\pi$, y) にパス p に対する守備重視の制約 (10) 式を加えた
ものである.問題 \displaystyle \max_{y\in $\Psi$+}A( $\pi$, y) の実行可能領域は凸集合であり,目的関数は凸であるから,そ










アルゴリズム  $\Lambda$( $\Omega$, R_{0}^{2}, B_{0}^{2})
(S1) 問題 (P_{R}) を解き , 攻撃側の最適戦略 $\pi$^{*} を求める.守備側が考慮する純粋戦略の候補集合を
 Y=\emptyset とおく.
(S2) $\pi$^{*} を用い, \{\hat{a}(p), p\in $\Omega$\} を求める.各  p\in $\Omega$ に対し,
(i)  $\gamma$_{\hat{a}(p)}B_{0}^{2}\leq R_{0}^{2} ならば, \tilde{y}(p)=\hat{y}(\mathrm{p}) とする.
(ii) 篭(p)^{B_{0}^{2}}>R_{0}^{2} ならば,問題 (E_{p}($\pi$^{*})) を解いて \overline{y}(\mathrm{p}) を得る.
以上の純粋戦略を守備側の純粋戦略として取り込み, Y=Y\displaystyle \cup(\bigcup_{p\in $\Omega$}\overline{y}(p)) とする.
(S3) 守備側純粋戦略玖p) \in Y と攻撃側純粋戦略 l \in  $\Omega$ に対する支払を \displaystyle \sum_{e\in E_{l}}$\gamma$_{e}\overline{y}(p)_{e}^{2} とするサ
イズ |Y|\times| $\Omega$| の支払行列をもつ行列ゲームを解き , 守備側の最適混合戦略 \{ $\rho$(y), y\in Y\} と
攻撃側の最適混合戦略 \{\overline{ $\pi$}(l), l\in $\Omega$\} を求める.
もし \tilde{ $\pi$}=$\pi$^{*} ならば終了する.そのときの行列ゲームの値が自乗損耗量の期待値であり, R_{0}^{2}
から引いた値が攻撃残存量の自乗の期待値である.また $\pi$^{*} が攻撃側の最適パス選択, $\rho$^{*} が
最適守備戦略である.
そうでなければ, $\pi$^{*}=\overline{ $\pi$} とおいて,(S2) に戻る.
4.3 守備側の有望な純粋戦略の生成





\displaystyle \max\sum_{e\in A}$\gamma$_{e}y_{e}^{2} (\displaystyle \sum_{l\in$\Omega$_{e}} $\pi$(l)) s.t. \displaystyle \sum_{e\in E_{l}}$\gamma$_{e}y_{e}^{2}\leq R_{0}^{2} (l\in $\Omega$) , \displaystyle \sum_{e\in A}y_{e}\leq B_{0}, y_{e}\geq 0(e\in A) .
表示をさらに単純化するため, y = \{y_{e}\} の代わりに  $\delta$ = \{$\delta$_{e} \equiv \sqrt{$\gamma$_{e}}y_{e}/R_{0}\} , さらには c_{e} \equiv
\displaystyle \sum_{l\in $\Omega$}.  $\pi$(l) , Do\equiv B_{0}/R0 を用いると次式となる,
\displaystyle \max  R_{0}^{2}\displaystyle \sum_{e\in A}c_{e}$\delta$_{e}^{2} s.t. \displaystyle \sum_{e\in E_{l}}$\delta$_{e}^{2}-1\leq 0(l\in $\Omega$) , \displaystyle \sum_{e\in A}\frac{\overline{ $\delta$}_{e}}{\sqrt{$\gamma$_{e}}}-D_{0}\leq 0, $\delta$_{e}\geq 0 (e\in A) .
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目的関数を r( $\delta$)=R_{0}^{2}\displaystyle \sum_{e\in A}c_{e}$\delta$_{e}^{2} で,制約式の第1式左辺を関数 f_{l}( $\delta$)=\displaystyle \sum_{e\in E_{l}}$\delta$_{e}^{2}-1 で,第2式
左辺を関数 f_{0}( $\delta$)=\displaystyle \sum_{e\in A}$\delta$_{e}/\sqrt{$\gamma$_{e}}-D_{0} として議論を進める.問題は凸である実行可能領域 D に
おける凸最大化問題であるから最適解は端点に現れるが,関数 f_{l}( $\delta$) が線形でないため, f_{0}( $\delta$) \leq 0
と  $\delta$ の非負制約から形成される Polytpe  P の |A|+1 個の頂点 (vertex) から,その実行可能性と
最適性を試す.それが不調に終わった場合は,以後超平面にカットを入れて実行可能領域でない部
分を排除することで, P を小さな Polytope に更新し,その頂点へと実行可能性と最適性のチェッ
クを継続してゆき,両条件が満たされた時点でアルゴリズムは終了する.
|A|=m とすると,初期の単体恥の端点群 V(P_{0}) として,原点 a_{0}=(0, \cdots, 0)\in R^{m} のほか,
e 要素のみ正の値をもつ a_{e}= (0, \cdots, \sqrt{$\gamma$_{e}}D_{0},0, \cdots ) \in R^{m} (e\in A) が羅列される.アルゴリズム
の途中で作成された Polytope P の頂点 a\in V(\mathrm{P}) の中で目的関数 r(a) を最大にする頂点 a^{*} が,
すべての l \in  $\Omega$ に対し  f_{l}(a^{*}) \leq  0 となれば,実行可能性も満たしているから, a^{*} が最適解とな
る.そうでない場合は,次のようなカット h(x) =0 を作成する. h(x) は f(a^{*}) =\displaystyle \max i\in $\Omega$ f_{l}(a)
に対する劣勾配ベク トル p\in\partial f(a^{*}) を用いて h(x) =p^{T}\cdot(x-a^{*})+f(a^{*}) により定義される.
このとき x=a^{*} に対しては明らかに h(a^{*}) >0 となるが,任意の実行可能解 x\in D に対しては
h(x) \leq 0 となることが分かっている [12]. したがって,超平面 h(x)=0 によって a^{*} を含んだ領
域を現在の Polytope P からカットすることで,実行可能領域 D を含むより小さなPolytope に更
新できる.カットにより作成される新しいPolytopePの頂点は,2つの隣接する頂点 u と v が
h(u)<0 かつ h(v)>0 である場合に,両端点を結ぶ直線と h(x)=0 との交点にできる.以上の
手順を実現する具体的なアルゴリズムは以下のとおりである.
(V1) (初期設定) 単体 P_{0} に対する m+1 個の頂点 a_{0} 及び \{a_{e}, e\in A\} を作り,頂点群 \mathrm{V}(P_{0}) と
する.さらに各頂点 a\in V(P_{0}) に対する隣接頂点群を \mathrm{N}(\mathrm{a})=\mathrm{V}(P_{0})\backslash \{\mathrm{a}\} とする. P=P_{0}
とする.
(V2) r(a^{*}) =\displaystyle \max_{a\in V(P)}r(a) なる a^{*} を求める.もしすべての l \in $\Omega$ に対し  f_{l}(a^{*}) \leq 0 ならば,
a^{*} が最適解であり,終了する.
そうでなければ, F\displaystyle \equiv\max_{l\in $\Omega$}f_{l}(a^{*}) >0 に対し J\equiv\{l\in $\Omega$|f_{l}(a^{*})=F\} を作り,ある劣勾
配ベク トル p=\displaystyle \sum_{l\in J}$\lambda$_{l}\nabla f_{l}(a^{*}) (\displaystyle \sum_{l\in J}$\lambda$_{l}=1, $\lambda$_{l} \geq 0, l\in J) を作成する.これを用いた超
平面 h(x)=p^{T}\cdot(x-a^{*})+F=0 をカットとし,次により頂点を更新する.
(V3) 頂点 a\in V(\mathrm{P}) を V^{-} =\{a\in V(P)|h(a) <0\} と V^{+}=\{a\in V(P)|h(a) >0\} により区分
し,次により更新する.
すべての u \in  V^{-} と各 v \in  V^{+}\cap N(u) に対し,  $\alpha$= h(v)/(h(v)-h(u)) から新しい頂点
w= $\alpha$ u+(1- $\alpha$)v を求め,次の更新作業を実施する.
N(u)=N(u)\backslash \{v\}\cup\{w\}, N(w)=\{u\}, V(P)=V(P)\backslash \{v\}\cup\{w\}




図2のように5つのノード N と7本のアーク A のあるネットワーク G(N, A) 上での損耗ゲー
ムを考える.それぞれのアーク e の横には丸で囲んだアーク番号とその後に戦力交換比 $\gamma$_{e} を記し
ている.総量 R_{0}=10 の攻撃側は,ノード1から5へ向か \ovalbox{\tt\small REJECT} て侵入しようとし,守備側は総勢力
B_{0}=10 をアーク上に配備しその阻止を図ろうとしている.出発ノード1から目的ノード5まで
の4本の侵入経路 l=1 , . . . , 4は, E\mathrm{i}=\{1 , 3 \}, E_{2}=\{1 , 4, 7\}, E_{3}=\{2 , 5, 7 \} , E_{4}=\{2 , 6 \} のアー
クで構成される..
図2損耗ネットワーク
今,アーク 1の戦力交換比 $\gamma$_{1} を0.4から1.2まで0.1ごとに変化させてみた.表1には,均衡解
による到着ノード5での攻撃側残存量の自乗の期待値 E\mathrm{i}[R^{2}] と,このネットワーク全体で2次則
R_{0}^{2}-\hat{ $\gamma$}B_{0}^{2}=E\mathrm{i}[R^{2}] が成立すると考えた場合の総合戦力交換比 \hat{ $\gamma$} , 攻撃側の最適なパス選択確率
\{$\pi$^{*}(l), l\in $\Omega$\} を記した.その後ろにパス p\in\{\# 1, . . . , \# 4\} に対する純粋戦略 \overline{y}(\mathrm{p}) で正の守備量
が配備されるアークを大きな投入量ほど前に書いている.もし1つのアーク e しか書かれていなけ
れば, \overline{y}(p)_{e}=B_{0} ということになる.図3, 4は,横軸に $\gamma$_{1} をとって E\mathrm{i}[R^{2}] 及び総合交換比を
図にしたものである.これらの表,図から,均衡解は $\gamma$_{1} の3つの区間 [0.4, 0.7], [0.7, 1], [1, 1.2]
で次のような異なる特徴を示す.
(1) $\gamma$_{1} が0.6以下であれば,アーク 3の戦力交換比が大きく,同じく比較的大きな交換比をもつ
アーク 7がパス 1, 2の集まる位置であることの重要性から,アーク 1は守備側にとって重
要ではない.したがって, $\gamma$_{1} の増加は均衡解に何ら影響を及ぼさず,残存量も変わらない.
(2) $\gamma$_{1} が0.7∼1.0の間では,パス 1, 2が通過するアーク 1の位置の重要性と交換比の増加が
影響を与え始める.すなわち,パス 2を守備する役割が当初アーク 7にあったものが,アー
ク 1へと移ってくる.同時に,パス 1に対する守備の役割も担うようになる.このアーク 7
の重要性の低下により,当初このアークが受け持っていたパス 3に対するカバーを他のアー
クに委譲することになるが,それがアーク 2の新たな重視性を生むことになる.したがって,
主にアーク 1と2へ守備資源を配備する純粋戦略が使用される.また, $\gamma$_{1} の増加とともに残
存量も減少する.
アーク 1が影響を与え始めると,その交換比の増大とともにここを通過するパス 1, 2に対
する目標の選択確率は減少する. $\gamma$_{1}=0.7 , 0.8, 0.9, 1に対し,目標側のパス 1, 2の選択確




(3) $\gamma$_{1} が1.0より大きくなると,アーク 1に投入する必要のある守備量の上限量 \sqrt{R_{0}^{2}/$\gamma$_{1}} は守備
側の手持ち量 B_{0} = 10 より小さくなるため,その一部は他のアーク 2での守備に回される
ようになる.したがって,アーク 1での消耗量は上げ止まり,アーク 2への守備量の効果に




$\gamma$_{1} E_{1}[R^{2}]総合交換比—tJ,/\mathrm{A}^{\backslash }\llcorner\backslash \square \wedge-\overline{/\backslash \mathrm{x}}\mathrm{f} $\Phi$ l\mathrm{b}  $\pi$(1)  $\pi$(2)  $\pi$(3)  $\pi$(4) \# 1 \# 2 \# 3 \# 4
0.4 75.54 0.2446 0.243 0.175 0.175 0.408 3, 6 7 7 6
0.5 75.54 0.2446 0.243 0.175 0.175 0.408 3, 6 7 7 6
0.6 75.54 0.2446 0.243 0.175 0.175 0.408 3, 6 7 7 6
0.7 74.65 0.2535 0.249 0.115 0.230 0.406 3, 2 7 2 6
0.8 73.33 0.2667 0.167 0.167 0.333 0.333 1 1 2 2
0.9 72.31 0.2769 0.154 0.154 0.346 0.346 1 1 2 2
1.0 71.43 0.2857 0.143 0.143 0.357 0.357 1 1 2 2
1.1 71.41 0.2859 0.248 0.037 0.327 0.388 1, 2 1, 2 2 2
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図3 $\gamma$_{1} に対する E\mathrm{i}[R^{2}] の変化
6 おわりに
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