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I. INTRODUCTION 
The dissertation deals with inverse scattering problems for stratified 
media. The canonical such problem, the one dimensional inverse problem of 
reflection seismology, is an idealization of a geophysical exploration 
technique (Newton, 1981). A uniform vertical load, either Impulsive or 
vibrating, is applied over the entire surface of a plane, stratified earth 
consisting of an isotropic, elastic material whose properties vary with depth 
only. The longitudinal plane waves, thereby produced, travel downward and 
are partially reflected by the vertical Inhomogeneitles of the material. 
Some of the reflected waves eventually return to the surface, where they are 
observed by recording the particle velocity at the surface as a function of 
time. The mathematical task is to reconstruct the Impedance of the earth as 
a function of depth, or travel time, from the time trace of the reflected 
signal. 
A large number of algorithms exist for solving this problem and 
related ones. Five broad categories are mentioned below: the Gel'fand-
Levitan method, time domain Integral equations. Invariant imbedding, the 
Riccati equation, and the Schur algorithm. 
Gel'fand-Levltan Is a frequency domain method in which the problem is 
transformed into a potential reconstruction problem for the one-dimensional 
Schrodinger equation. The extensive theory of quantum mechanical Inverse 
scattering based on the Gel'fand-Levltan and Marchenko integral equations is 
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then applied to recover the potential, which is subsequently transformed 
back into the material parameter of interest The method derives its name 
from the important 1951 paper by Gel'fand and Levitan in which an inverse 
spectral problem for a Sturm-Liouville equation is solved by means of an 
integral equation. Descriptions of the method can be found in (Ware and Aki, 
1968; Berryman and Greene, 1980). 
Once the standard method among mathematicians and physicists, 
Gel'fand-Levitan is losing popularity as an approach to seismic inversion due 
to the greater simplicity and flexibility of time domain methods (Burridge, 
1980; Corones et al., 1983a; Bruckstein et al., 1985). 
Gel'fand and Levi tan's integral equation was transformed to the time 
domain by Kay ( 1960), and derived in the time domain with the aid of a 
Riemann function (Courant and Hilbert, 1966b) by Weston (1972). Weston's 
derivation applies to a dissipative medium, as do the extensions given by 
Krueger ( 1976, 1978) to equations with discontinuous coefficients. Kay, 
Weston, and Krueger give time domain inversion algorithms based upon the 
solution of integral equations. Their derivations start with second order 
wave equations. 
Sondhi and Gopinath (1971) derive a time domain integral equation 
method from a pair of first order partial differential equations which 
describe the propagation of sound waves In a human vocal tract. Their 
inverse algorithm reconstructs the cross-sectional area of the vocal tract 
from the Impulse response at the lips. The application of their algorithm to 
the seismic inversion problem is given by Newton. 
3 
In 1951, Bremmer expressed the wave equation in terms of variables 
which represent down and up-going waves. This transformation is an 
essential feature of the methods based on invariant imbedding equations 
(Davison. 1982a, Corones and Krueger, 1983; Corones et al., 1983a-c, 1985). 
The reflection kernel, or impulse response function, of the stratified medium 
is shown to obey a hyperbolic, integro-differential equation. The direct and 
inverse algorithms are based on the solution of this equation. The method 
obtains its name from the similarity of the derivation to the technique of 
invariant imbedding in ordinary differential equations, as noted in (Corones 
and Krueger, 1983). The algorithms presented in this dissertation make use 
of invariant imbedding equations. 
A Riccati ordinary differential equation for the Fourier transform of 
the impulse response function was used to derive an iterative, frequency 
domain, inverse algorithm by (Gjevik et al., 1976). A non-iterative inversion 
algorithm based on this equation was given independently (and earlier) by 
Baily (Bregman et al., 1985). Baily's method, which is performed in the time 
domain, is similar to that of Corones et al. 
A discrete inverse algoritm can be derived by assuming the medium to 
be composed of layers with varying wave speed and thickness, so that the 
travel time through each layer is equal; this is called a Goupil laud layered 
medium (Ware and Aki, 1969; Serryman and Greene, 1980). An incident pulse 
is assumed, and the size of the step at the first interface is inferred from 
the amplitude of the first reflected pulse. From the known interface and the 
the known incident and reflected waves at the interface, the incident and 
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reflected waves at the next discontinuity are inferred in a downward 
continuation process. This method, which long has been used by 
geopyhsicists, has been interpreted as a discrete approximation to a system 
of first order partial differential equations (Bube and Burrldge, 1983; 
Bruckstein et al., 1985). A particular form of the method Is referred to by 
Bruckstein et al. as the Schur algorithm because of a relationship with the 
Schur-Cohn algorithm for determining whether all of the zeros of a 
polynomial lie outside of the closed unit disk (Henrici, 1974, p. 493-494). 
As noted, the methods presented in this dissertation are based upon 
invariant imbedding equations. The data for the inversion of the sound speed 
and the density in the acoustic problem are the reflection kernels for two 
precrltlcal angles of incidence. The two-angle approach to acoustic 
Inversion was introduced by Coen (1981a, b), who used the Gel'fand-Levitan 
method as the basis for the Inversion. Yagle and Levy C1984) apply the Schur 
algorithm to the same problem, and Bergman et al. (1985) use Baily's version 
of the Riccati method. Santosa and Symes ( 1985) discuss the stability of 
Coen's approach independently of the Inversion method. 
For the elastic problem, the data are the responses to longitudinal and 
vertically polarized transverse oblique incidence elastic waves, where the 
angles of incidence are chosen so that the two waves, which are coupled by 
the inhomogeneltîes of the medium, have the same horizontal slowness. This 
is known as the P-SV problem. It is solved here by invariant imbedding 
equations. Yagle and Levy ( 1985) again use the Schur algorithm. Carazzone 
(1986) applies a frequency domain Riccati method. 
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The Invariant imbedding approach produces direct algorithms as well 
as inverse algorithms. Numerical examples are given for the problems 
considered. In each case, the direct algorithm is used to generate data for 
the inverse algorithm, where care is taken to ensure that the test does not 
consist of simply running the same program forward and backward. 
Chapter 11 describes the invariant imbedding approach in the context of 
the one-dimensional scalar wave equation, which is derived from the 
acoustic wave equation by assuming the density to be constant 
The method of plane mean values, or Radon transform (John, 1955, p. 
7-13; Courant and Hilbert 1956b, p. 711-715; Helgason, 1984, p. 96-98), is 
used to reduce the three-dimensional acoustic wave equation with variable 
density to one a dimensional equation governing the propagation of a single 
plane wave component in Chapter ill. The derivation of the invariant 
imbedding equations outlined in Chapter II is then applied to this component 
Two such plane waves are used to complete the invariant imbedding imple­
mentation of Coen's acoustic algorithm. 
The method of plane mean values is applied again in Chapters IV and V 
for the electromagnetic and elastic problems. The reconstruction algorithm 
in the electromagnetic case is somewhat similar to the acoustic algorithm. 
Reflection data at two polarizations are used to reconstruct the two 
material parameters. The elastic, P-5V, problem is more complicated 
because the two waves are coupled. The invariant imbedding derivation is 
generalized to a matrix form in order to handle this case. 
Chapter VI presents an alternative to the method of plane mean values 
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for the Isolation of individual plane wave components. A generalization of 
the one-dimensional splitting Into down and up-going waves is applied 
directly to the three-dimensional acoustic wave equation and to Maxwell's 
equations. The method and the resulting equations are expressed in the 
language of quaternion analysis. When the media are assumed to be 
stratified, the quatemionic splittings reduce to the evolution equations for 
the down and up-going waves obtained in Chapters III and iV. The usefulness 
of the three-dimensional splittings when the media are not stratified is a 
subject for future research. 
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II. SCALAR ACOUSTICS AT NORMAL INCIDENCE 
A. The Acoustic Wave Equation 
In this chapter and the next, the acoustic wave equation serves as an 
example to illustrate the use of invariant imbedding equations in direct and 
inverse scatttering. Waves at normal incidence to a stratified medium with 
constant density and varying sound speed are considered here. In Chapter 111, 
the density and the sound speed are allowed to vary and plane waves at 
oblique incidence are considered. 
The linear acoustic equations governing the adiabatic propagation of 
waves in an inviscid, quiescent, inhomogeneous medium in the Eulerian 
description are (Pierce, 1981): conservation of mass. 
~ + V- (pov ) = 0 (2.1) 
conservation of momentum 
(2.2) 
and Laplace's hypothesis. 
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(2.3) 
where is the density of the undisturbed medium, p and p are the changes in 
pressure and density caused by the waves, v is the particle velocity 
associated with the waves, and the undisturbed velocity and pressure 
gradient are zero by the assumption of quiescence. The speed of sound, c, is 
given by 
where a constitutive relation is assumed in which pressure is a function of 
density and entropy, and the subscript refers to a partial derivative at 
constant entropy. Substituting (21) into (23), differentiating with respect 
to time, and using (22) gives 
(24) 
(V-V)p + Po(V-^)-Vp = 3/p. (25) 
B. Field Equations for Normal Incidence 
For the remainder of this chapter, it will be assumed that is 
constant, so that the first order term in (25) vanishes. Let the medium 
consist of two homogeneous half-spaces, z < a and z > b, separated by an 
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inhomocjeneous but stratified region, a & z & b, in which c is a continuous 
function of z with a piecewise continuous first derivative. The values of c in 
the homogeneous half-spaces match the values at a and b, so that c(z) is 
continuous for all z, as shown in Figure 21. Assuming that the excitation 
consists of plane waves traveling parallel to the z-axis, (25), reduces to the 
one-dimensional scalar wave equation, 
where the pressure is denoted u(z,t). 
In a region of z where c(z) is constant, any solution, u(z,t), of (5) can 
be written in the D'Alembert form, 
u(z,t) = f(-z/c +1) + g(z/c +1), (27) 
where f and g are functions which represent right-moving and left-moving 
waves, respectively (e.g., Morse and Feshbach, 1953). In the scattering 
problems to be considered, the representation (27) will be applied in the 
region z < a with the interpretation that f(-z/c +1) is an incident wave and 
g(z/c +1) is a wave produced by reflection of the incident wave by the 
inhomogeneities in the region a & z ^  b, as shown in Figure 22 
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c(z) 
c(b) 
c(a) 
b a 
Figure 2.1. Form of the medium for the normal incidence acoustic 
problem. The speed of sound, c(z), is constant for z <a and for 
z > b, and continuous for all z. The density is assumed to be constant 
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Incident Wave 
f(-z/c(a) +1) 
Reflected Wave 
g(z/c(a) +1) 
c(b) 
c(z) 
c(a) 
b a 
Figure 22. Geometry of normal incidence reflection. A right-going 
wave, f(-z/c(a) +1) is partially reflected by the inhomogenelties 
in [a, bl, producing a left-going reflected wave, g(z/c(a) +1) 
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With 
A = 
I Ô2 
c(z)2 ôt^  
equation (2.5) can be written as a first order system. 
u 0 1 u u 
= A 
1 32 
"z cEF W ° "z "z 
An essential feature of the present derivation and the ones to follow 
in Chapters III, V, and VI, is the change of basis in (28) from (u, u^) to new 
variables, ((|)+, ij*"), defined for all z in such a way that (*|>  ^<|i") can be 
Identified with right and left-going waves, (f, g), in z s a. This general 
approach to wave propagation was introduced in (Bremmer, 1951), and is 
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described in (Clearbout, 1976, p. 169-174). The presentation here is based 
on (Davison, 1982a). 
We choose a change of basis matrix, P, to formally diagonalize (2.8) in 
the case that the medium is homogeneous. The splitting matrix, P, has on Its 
columns the formal eigenvectors of A. Since the formal eigenvalues of A 
obey the characteristic equation 
the eigenvalues are 
Choosing the normalization of the eigenvectors so that u = and the 
order of the eigenvectors to make a right-going wave and ip" a left going 
wave (as opposed to the other way around), P and its inverse become 
P = 
1 a 1 a 
c(z) 3t c(z) 3t 
P-  ^ = — 
-c(z)ôj-  ^
c(z)V' 
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where is given by 
èt"' h(t) = J h(s) ds. 
Let 
r u 
= p—' (2.10) 
so that (2.8) becomes 
r 
d 
dz = [ P-'AP - P-'(PJ ] (2.11) 
or 
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àz 
àt  ^ 1 
2 c 
1 b. 
2 c 
1 ^ 
2 c 
c 2 c 
(212) 
Assuming c(z) is finite and nonzero, (2.12) is a totally hyperbolic 
system (Courant and Hllbert, 1962, p. 172) with two characteristic curves, 
z+(t; ?,T) and z-(t; ?,T) passing through each point, (?,T). In the z-t plane. 
These characteristics satisfy 
dz+ 
— = c(z) 
dt 
dz" 
— - - c(z). 
dt 
In an interval of z where c(z) Is constant, e.g., z < a, (2.12) reduces to 
*1;% = - (l/c) (p+t, = (1/c) which Implies that (l;+(z,t) = f(-z/c +1) 
and <p"(z,t) = g(z/c + t) in the interval. Thus (2.10) is the desired 
decomposition into right and left-going waves. This basis is appropriate for 
scattering problems because the variables are the measurable quantities, the 
inputs and outputs of the system consisting of the inhomogeneous portion of 
the medium. 
It is convenient to name the elements of the matrix in equation (2.12) 
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by 
[p-iAp-p-i(p^)] = 
SO that 
• it .Lh 
c 2 c 
(/ — — 1 Cz 
7 2 c 
A. 152 
C 2 c 
C. Integro-Differential Equation for the Reflection Kernel 
A reflection experiment for the medium in Figure 2.1 can be described 
as a boundary value problem for (212) in terms of the variables *|i*(z,t). The 
reflected wave, *|>~(a,t), for 0 < t < «», is given as the second component of the 
solution of (2.12) subject to the boundary condtions that 4>*(a,t) is a 
specified function of t for t > 0 and that 
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(|;^ (a,t) - 0 for -w < t s 0, 
*-(z,0) = 0 for -oo < z < ». 
The boundary conditions specify that no waves are traveling to the left att = 
0, and that a right-going input wave, «|#*(a,t), arrives at the left boundary 
starting at some time after t = 0. The function 4>"(a,t) for t > 0, the output 
of the experiment, is determined by the input, »|»+(a,t). The functional 
relationship will be assumed to have the form 
where the reflection kernel, R(a,t), is determined by the medium, and does 
not depend upon <ji"^(a,tX 
Let i be an element of [a, b], and consider an altered medium which is 
identical with the original medium for z 2 homogeneous for z < ?, and 
continuous at ?, as shown in Figure 23. Let R(?,t) be the reflection kernel for 
the altered medium, i.e., let R(?,t) be the kernel which gives in terms 
of >|»+(C,t) by 
t 
(2.13) 
0 
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= J R(C,t - s) 4,+((,s) ds, (2.14) 
' 0 
where *|>*(z,t) is the solution to the boundary value problem consisting of 
equation (2.12) with the altered c(z), subject to the conditions that i|;'^ ((,t) 
given for all t > 0 and zero for t s 0, and that, *|;"(z,0) = 0 for all z. 
The kernel R(Ç.t) is the reflection kernel for the portion of the medium 
extending from f to b. An integro-differential equation for R(C,t), involving 
both of its arguments, and associated boundary conditions are derived below. 
These form the basis of the direct and inverse scattering algorithms in this 
dissertation. 
Equation (2.14) can be written in the form <|i"(z,t) = R(z,*)**j;+(z,t), 
where C has been replaced by z and * is the convolution in (2.14). The partial 
derivative of this equation with respect to z is 
«|>-2(z,t) = Rjj(Z,-)*»|I"^(Z,t) + R(ZY)*t|,+z(Z,t). 
19 
( i^ginal medium 
Altered medium 
Figure 23. The altered medium, which is identical with the original 
medium for z 2 homogeneous for z < ?, and continuous at z = ? 
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Equations (2 î 2) and (214) are used to eliminate by the following 
substitutions: 
î 
t 
î 
This gives 
R_*\|>+ = + SR*i|i* - R*O£\|»+ - R*pR*t|>+. (2 
The term 8R*iJ>+ is 
(-7 + 4  ^ fR(z.t - s) (|;+(z,s) ds = — R(z,0+) <j;*(z,t) + 
C 2 C vJ C 
0 
t t 
y J Rt(z,t - s) (|)+(z,s) ds + Y JR(z,t - s) *l>+(z,s) ds , 
21 
so that 
[8R*t|;+](z,t) = R(z,0*)ij>*(z,t)/c(z) + lRj*«}>*Kz,t)/c(z) • [c2/(2c)][R#*](z,t). 
For t < 0, R(z,t) must be zero by causality. The value of R(z,t) at t = 0+ is 
generally not zero; see (220), below. 
Integrating by parts, - becomes 
j^ R(z,t - s)I-^  (|f\(z,s)-^  4'*(z,s) ] ds = 
u = R(z,t - s), du = - R^Ct - s)ds 
dv = i(,+g(z,s), V = i|)" (^z,t) 
Y I R(z,0+)»|,+(z,t) + R(z,t)^ +(z,0) + J R,(z,t - s) 4,+(C,s) ds ] -
— — r R(z,t - s) *+(z,s) ds, 
2 c J 
where R(z,t)«j>'^ (z,0) = 0 by the assumption that the incident wave arrives 
after t = 0. We have 
- lR*0£iJ;+](z,t) = R(z,0+)»|>+(z,t)/c(z) + lR^*»|>+](z,t)/c(z) - IC2/(2c)][R*t|;+](z,t). 
The two terms together give 
22 
[8R*ij>+](z,t) - [R*otv|;'^ ](z,t) = 2R(2,0 )^il>+(z,t)/c(z) + 2[Rt*<J;+](z,t)/c(z). 
We have y^* = - [c2/(2c)l«|i'^  and - Fl*pR*v|>+ = [c2/(2c)][R*Rl*iji+, where 
[R*Rl(z,t) = R(z,t - s)R(z,s) ds. (2.16) 
Equation (2.15) becomes 
[Rz - (2/c)R^M+ = {- [c/(2c)] + 2R(z,0+)/c)i|»+ + [c/(2c)][R*RH,^  (2.17) 
This equation has the form 
0 = F(t)#+(t) + g^+(t) (2.18) 
(suppressing the dependence of all of the variables upon z), where 
F(t) = [R  ^- (2/c)R(] - [c/(2c)][R*R] 
and 
g = - [c2/(2c)] + 2R(z,0+)/c. 
Since ij»'^ (t) is an arbitrary function, F(t)*\j>"*"(t) and g must vanish separately. 
Otherwise, the first kind integral equation, (218), could be solved for &|*+(t), 
which contradicts the fact that it is arbitrary. By the fundamental lemma of 
23 
the calculus of variations (Courant and Hilbert, 19663, p. 185), F(t)*\j/" (^t) = 0 
for arbitrary *j;*(t) implies that F(t) - 0 for all t Clearly, g^J/'^ Ct) » 0 implies 
9=0. 
We have shown that 
. J.  ^P a < 2 < b, t > 0 (219) 
hz c(z) 8t 2c(z)«/o 
and 
R(z,0+)= c,(z), a<z<b. (220) 
The fact that there are no left going waves at the right boundary of the 
inhomogeneous portion of the medium in the scattering experiment under 
consideration implies that 
R(b\t) = 0, t>0. (2.21) 
, D. Direct and Inverse Algorithms 
Equation (2.19), with boundary conditions (220) and (221), can be used 
to solve forward and inverse scattering problems. The computational domain 
for R(z,t) is shown in Figure 24. The one-way travel time, T, required for a 
wave to propagate from z = a to z = b is given by: 
24 
T -  J — d z .  
c(z) 
For the forward problem, c(z) is given for a < z < b. Equations (2.20) and 
(2.21) provide boundary values for R(z,t) at t = 0 and z = b. Equation (2.19) 
can be solved numerically in the triangle-like region in Figure 2.4 to give 
R(a,t), 0 < t < 2 T, which is an initial segment of the reflection kernel for the 
entire scatterer. In the inverse problem, R(a,t) is given for one round-trip 
travel time (2T), and (2.19) is again solved in the triangle-like region, giving 
cjz) via (2.20). The solution proceeds from left to right in Figure 24 
Integration of c  ^is performed along the way, to provide c(z). 
Numerical methods can be applied to (2.19) as it stands by considering 
it as a nonlinear hyperbolic partial differential equation. Such methods are 
described in (Anderson et al., 1984), for example. This approach is taken in 
Chapter V. in the context of an elastic problem. In the present case, it is 
advantageous to first replace z and t with travel time coordinates, x(z) and 
T(t). Let 
(2.22) 
T(t) = Y i (2.23) 
and 
R*(x,T) = TR(z,t). (2.24) 
25 
2T 
Slope = -
c(z) 
èR(z,t) CgCz) 
IT-c(z) 
R(a,t) 
R(z,t) R(b,t) = 0 
R(z,0) = — c i^z) 
Figure 2.4 Computational domain for R(z,t) 
26 
Equations (219,21) are replaced by 
R'^ -2R*  ^= --=  ^ R**R' 
A(x) 
2 JO 
|R'(x,T - s) R'(x,s) ds, (2.25) 
n
forO <x < 1, T > 0, 
1 
R'(x,0+) = - — A(x), 0 < X < 1, (2.26) 
4 
and 
R-(1,T)»0,T>0. (2.27) 
A(x) is given by 
d d 
A(x) = - T— log(c(z(x))) = - T — cCz). (2.28) dx dz 
The advantage of (2.25,27) over (2.19,21 ) is that (225), considered as 
a hyperbolic partial differential equation, has straight characteristics with 
slope dT/dx = -2 In the (X,T) plane whereas characteristics of (2.19) In the 
(z,t) plane have slope dt/dz = -2/c(z). Stable and accurate finite difference 
algorithms for the numerical solution of hyperbolic equations with straight 
characteristics can be constructed by choosing the grid spacing to satisfy 
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the shift condition (Anderson et al., 1984, p. 92). Such an algorithm for 
(2.25) based on the trapezoidal rule is given in (Corones et al, 1983a). 
Two computer programs based on this algorithm, R6EN (Davison, 
1982b) for the direct problem and INVEX7 (Davison, 1982c) for the inverse 
problem were used to compute the numerical examples given below. RGEN 
accepts 2N equally spaced values of A(x) for 0 & x & 1 as Input and solves 
(2.25) in the forward direction twice, using an x-steps1ze of h, = 1/N for the 
first computation and hg = 1/(2 N) for the second Richardson extrapolation 
is then performed to produce N equally spaced values of R'(0,T) for 0 S T S 2. 
INXEX7 accepts N equally spaced values of R'(0,T) for 0 S T S 2 and solves 
(2.25) in the forward direction, giving N values of A(x) for 0 s x s 1. 
Numerical experiments are performed by using the output of RGEN as Input 
for INVEX7. This procedure does not amount to running the same program 
forwards and backwards, because the extrapolation step alters the 
intermediate R values. 
Figures 2.5-2.8 show a series of computations intended to illustrate 
the numerical algorithms described above. The original c(z), with 256 
points in 1 s z s 30, and the A(x) computed from c(z) according to (2.28) are 
shown in Figure 2.5. Figure 2.6 gives R'(0,T) with 128 points as computed by 
RGEN, and A(x) reconstructed from R'(0,T) by INVEX7. Equation (2.28) was 
Inverted by the trapezoidal rule to give the c(z) curve In Figure 2.7 from the 
reconstructed A(x) in Figure 2.6. 
To investigate the stability of INVEX7, Gaussian random noise with 
mean 0 and standard deviation 0.2 was added to R'(0,T) and INVEX7 was used 
28 
8 
7 
6 
c(z) 
5 
4 
3 
0 
z 
15 
10 
5 
A(x) 
0 
•5 
-10 
0.0 0.2 0.4 0.8 0.6 1.0 
X 
Figure 2.5. c(z) and A(x) computed from c(z) by (2.28) 
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Figure 2.5. R"(0,T) computed from A(x) in Figure 2.5 by RGEN and 
A(x) computed from R'(0,T) by INVEX7 
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Figure 2.7. Reconstructed c(z), as determined by the reconstructed 
A(x) curves in Figure 2.6 
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Figure 28. R'(0,T) with Gaussian random noise added (ji = 0, 
<T = 0.2), and A(x) reconstructed from the noisy data by INVEX7 
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to compute an A(x) from the corrupted data. The noisy R'(0,T) and the 
corresponding A(x) are shown in Figure 28. 
This experiment and many others suggest that R6EN and INVEX7 are 
stable and accurate. These programs will be used as part of oblique 
Incidence forward and inverse algorithms for an acoustic problem in Chapter 
111 and an electromagnetic problem in Chapter IV. 
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III. SCALAR ACOUSTICS AT OBLIQUE INCIDENCE 
A. Geometry of the Oblique Incidence Problem 
The direct and inverse scattering techniques given in Chapter II apply 
to problems in which plane waves are normally incident upon a stratified 
medium. The wave motion in that case is governed by the scalar wave 
equation, (26). A single function of depth, c(z), is recovered In the inverse 
algorithm. This chapter extends the techniques of Chapter II to an acoustic 
problem in which plane waves are incident upon a stratified medium at angle 
00, as shown in Fig 3.1. Using reflection data at two angles of incidence, 
two functions of depth, the wave speed, c(z), and the density, p(z), are 
recovered in the inverse algorithm. The reconstruction algorithm works by 
inverting the two reflection data sets separately to obtain effective 
impedance functions, and then using the impedance functions together in an 
unwrapping procedure to separate out c(z) and p(z). As noted in the 
introduction, this general approach was introduced by Coen and is described 
in (Coen, 1981 a,b; Coen and Symes, 1984; and Santosa and Symes, 1985). The 
present treatment differs from Coen's in the method used for the 
one-dimensional inversions. 
An important point should be made concerning the nature of the 
incident waves which are required for the inverse procedure. The method is 
described for obliquely incident plane waves. However, the incident waves in 
the physical experiment for the data collection do not have to be planar at 
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Po = p(a) 
Cm = c(a) 
p(z) 
c(z) 
p(b) 
c(b) 
Figure 3.1. Geometry for oblique incidence acoustic scattering 
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all. Planar integrals (defined below) of the incident and reflected waves, 
whatever their spatial variation may be, extract plane wave components. 
Two of these components are used as Input to the Inverse procedure. The 
situation Is analogous to the use of the reflection kernel, or impulse 
response function, as the data for the normal incidence inversion algorithm. 
The temporal variation of the physical Incident wave may not be a delta 
function, so the impulse response function may not be directly measurable. 
In that case, the reflection kernel, the response to an ideal excitation, is 
mathematically synthesized from the physically measured excitation, 
v|»+(a,t), and response, »l*'(a,t), by solving (213) for R(a,t). In non-normal 
Incidence problems, the Ideal excitation Is an Impulsive, obliquely Incident, 
plane wave. Planar Integration is used transform the data from the physical 
experiment into the data which would have been measured in an ideal 
experiment 
B. Reduction of the Acoustic Wave Equation to a One-Dimensional Equation 
From (25), the acoustic pressure, u(x,y,z,t), obeys 
( ) u =  ^ (3.1) 
where the material parameters c and p are assumed to be functions of z. 
The subscript has been dropped from for convenience! A variation on the 
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method of plane mean values (Courant and Hilbert, 1962b, p.7.11-715) known 
as the Radon transform (Helgason, 1980) is used to reduce (3.1 ) to a 
hyperbolic partial differential equation in two variables. Let y and oc be 
constants, and let the new independent variables, t", x*, and y' be defined by 
so that 
1 
X' I
I 
.
.. 
1 
1 y oc 
0 1 0 
0 0 I 
t 
X 
y 
(3.2) 
1 -y -CL 
0 1 0 
0 0 1 
f 
X' 
y 
(3.3) 
The variable z is not changed. The partial derivatives in (3.1 ) are replaced by 
d d 
at àr 
d d d 
3x at" dx' 
d d d 
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and 
èt2 àf2 
èx  ^ àt'^  èt'èx* àx'^  
6  ^ y 
ày2 àt*2 ' âPâ/ âjp 
Equation (3.1 ) becomes, with u'(x*, y. z. t") = u(x, y, z, t). 
à2 à2 à2  ^ à2 è2 . 
, 1 , , yu' pz®àu' 
r - y - ci 1——T 
cHz) p(2) àz 
The next step is to integrate the above equation from from -<» to <» with 
respect to x' and y". We assume that u(x, y, z, t » 0) vanishes outside a sphere 
of sufficiently large radius, 5. Since u satisfies a hyperbolic differential 
equation, (3.1), the support of u expands at finite speed. For any t, u(x, y, z, 
t) vanishes for all points (x, y, z) which satisify x  ^+ y  ^+ z  ^> [S + c l^tlF, 
where c, is an upper bound on c(z). Assuming y and a are chosen so that 
+ < 1/C|2, we will show that u'(x% y", z, t') = u(x', y", z, t'-yx'- ocy') 
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vanishes outside a sufficiently large circle in the x'-y" plane. From the 
condition on u, we have u'(x", y% z, t') = 0 for all points (x", y") which satisify 
x'2 + y'2 > [5 + c,(t' - yx' - ocy')P - z .^ Since |c,y| < 1 and |c,o£| < 1, x'^  • y'^  
increases faster than [S + c,(f -yx- ocy')F - z  ^as 1x1 and ly'l increase with 
f and z fixed. Therefore the Inequality holds and u'(x", y% z, f) vanishes for 
sufficiently large x'^  + y'^ . 
Integrating from -<» to <» with respect to x" and y", we obtain 
where v(z,t') is defined by 
OO oo 
v(z.r) = J J u):x',y%z,t')dx'dy'. (3.5) 
—OO —CO 
Let p(z) = [ 1 /c  ^- c£  ^- which is real since o£  ^+ y  ^< 1 /c .^ We then have 
the hyperbolic equation 
^2 V = V + ^ ÈJV, (3.6) 
The characteristics of (3.6) obey dz/dt* = ± 1/p. In an interval of z In which p 
and c are constant, the solution of (3.6) is 
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v(z, t) - f(- p(z)z + f) + g(p(z) z + f) 
= f(7x • oty -p(z)z +1) + g(yx + ocy -#(z)z +1), 
where the second form results from replacing t' by t + yx + ccy according to 
(3.2). The two constituents of v are seen to be plane wave functions of the 
original variables in the case that p and c are locally constant 
The averaged variable, v, can be interperted in two ways. First, v(z,t') 
is a particular plane wave component of a non-planar acoustic wave of 
u(x,y,z,t), where v is projected from u by (3.5). In the second interpretation, 
V is a planar acoustic wave on its own merits; v is a solution to (3.1 ) which 
also satisfies è/àx' = ô/y' = 0. 
The value of y will be taken to be zero in the following in order to 
simplify the discussion and the derivations. This constrains the plane waves 
to propagate in the y-z plane, which is not a loss of generality for the 
isotropic scattering problems under consideration. 
B. Right and Left-Going Waves 
In matrix form, (3.6) becomes 
V " 0 r V 
Vz 7. Vz 
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Following the procedure of II.B, the splitting matrix, P, is chosen to formally 
diagonal ize 
A = 
In the case that p is constant Using 
0 1 
P = 
1 1 
in the change of basis 
(3.7) becomes 
V r 
= P 
Vz r 
r 
r 
( P'AP _P P ) 
r 
r 
î -Î 
- 6 E 
r 
r 
(3.8) 
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where 
In a region of the medium in which p and c are locally constant, (3.8) is 
diagonal and has solutions 
= g(oty • pz +1) = Y + z + t). 
can be Interpreted as a wave traveling down and to the right at angle e(z) 
and as a wave traveling down and to the left at angle e(z) for a g z & b, as 
shown in Fig. 3.2 
The function E(z) can be written as 
E(z) = log(Z(z)), 
where Z(z), the input impedance (Brekhovskikh, 1980) for a wave traveling 
into the medium at angle 8, is given by 
2(2) = 
C0S(6(2)) 
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p(z) 
c(z) 
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Cm » c(a) 
9(z) 0<z) 
Figure 3.2. The plane wave *j;+(y,z,t) and v|»'(y,z,t) 
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C. Direct and Inverse Algorithms 
Equation (3.8) can now be Used to derive an integro-differential 
equation for the reflection kernel in the oblique incidence case. Suppose z 
satisfies a s z 5 b. As in Chapter II, R(z,t') will be the reflection kernel for 
the portion of the medium extending from z to b. This means that if the 
material parameters are constant to the left of z, non-constant between z 
and b, and constant to the right of b, then a right-going wave, arriving at 
z will give rise to left-going wave, <j>"(z,t'), which is given by R(z,t') 
convolved with We assume that <j;" is related to by a convolution of 
the form: 
p' . il>-(z,f)= I R(z,t - s) ((,+(z,s) ds. (3.9) 
"o 
Since the evolution equation, (3.8), for and i|>" and the reflection operator, 
(3.9), have the same form as their normal-incidence counterparts in Chapter 
II, the integro-differential equation and boundary conditions for R(z,t') can 
be found by exactly the same derivation as in Chapter II. The only changes 
are that !/c(z) is replaced by p(z) and 0 /^20 becomes Kz). We therefore 
conclude that R(z,t') therefore obeys 
44 
R2-2p(z)Rt-=£(z)R*R 
= E(Z) J R(z,t-S) R(Z,S) DS, (3.10) 
for a < z < b, t' > 0, with boundary conditions 
R(z,0+) = e(z), (3.11) 
2g(z) 
R(b,t) = 0, t'>0. (3.12) 
As in II.D, it is convenient to write (3.10, 12) in travel time 
coordinates. Let 
1 
x(z) = yj p(z)dz, (3.13) 
T(F) = Y . (3.14) 
and 
R*(x,T) = TR(z,r), (3.15) 
where 
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,b 
a 
Equations (3.10-12) are replaced by 
T= J p(z)dz. (3.16) 
Ry- 2 RWR 
A(x) f R(X,T - s) R([X,S) ds, (3.17) 
vo 
f or 0 < X < L, T > 0, 
1 
R'(x,0+) = - — A(x), (3.18) 
4 
and 
R*(1,T) = 0,T>0. (3.19) 
A(x) is given by 
""••ira"»"' 
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Equations (3.17-19) have the same form as (2.25-27), the only difference 
being the formula (3.20) for A(x) in terms of the material parameters. This 
means that computer programs which solve (2.17) in the forward direction to 
convert A(x) for 0 < x < 1 into R'(0,T) for 0 < T < 2 or in the inverse direction 
(find A(x) from R'(0,T)) can be used with equal facility for the normal 
incidence problem of Chapter II and the oblique Incidence problem considered 
here. Knowledge of A(x) for 0 < :< < 1 at one angle of incidence does not, 
however, permit complete inversion, the separate computation of c(z) and 
p(z) f or a < z < b. 
A complete inversion algorithm can be constructed by using data from 
two angles of incidence. The idea is measure R,(a,t), 0 s t s L,, at angle 
and R2(a,t) 0 s t s Lj, at The two reflection kernels are scaled by (3.15) 
and separately used as input to the inversion algorithm based on (3.17), 
giving A,(x) and A2(x) for 0 < x < 1. Two copies of (3.20), one for each angle 
of Incidence, can then be solved simultaneously to find p(z) and c(z) for a < z 
< b. The method to be described for finding p(z) and c(z) from A,(x) and A2(x) 
is essentially from (Santosa and Symes, 1985). 
Given A,(x) and AgCx) for 0 < x < 1, integrate, exponentiate and take 
reciprocals to give Z,(x) = Z(z,(x)) and Z2M = Z(z2(x)). Let the mass 
coordinate m(z) be given by 
Let rrijCx) = m(z(X;)). Integrate the two Impedances and multiply by the travel 
times to produce m/x) and m2(x). Choose n equally spaced values of m 
Increasing from 0 to M = min{m,( 1 ), 1 )]. For each value of m, do the 
following: 
1. Interpolate to find x,(m) = m,"'(m) and x^Cm) = mj'Km). 
2. Interpolate at X;(m) to find Z.(x.(m)), i = 1,2. 
3. The two values of Z correspond to the same depth, z. Let 
r, = 1/Z; and compute 
(3.21) 
r^ ^sin^Ce^ )^ - sin (^eo )^ 
r p = (3.22) 
4. Find the value of z corresponding to m by 
1 
z(m) = dm" 
VQ p(m') 
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Upon exhausting the list of m values, one has a table of values of m, c ,^ p, 
and 2. It remains only to output the lists (z, c) and (z, p). 
The numerical example given below was produced by first constructing 
artificial profiles for c(z) and p(z) with 256 points each for 0 s z s lo Km 
(Fig 3.4). The functions A,(x) (8*  ^= 0®) and A2(x) (e^  ^= 12°) were computed 
according to (3.20) and RJ(T) were computed from A/x) (i = 1,2) using RGEN, 
the program which solves (3.17) in the forward direction (Fig. 3.5). The R;(T) 
files have 128 points each because RGEN performs a Richardson 
extrapolation, as described in Chapter II. INVEX7, the inverse program 
corresponding to RGEN, was used to compute A;(x) (reconstructed) from R;(T). 
The two reconstructed A(x) files were used in the unwrapping algorithm 
described above to give the reconstructed c(z) and p(z) (Fig. 3.6). 
The reconstructions in Fig. 3.6 are not particularly good. This is due to 
the fact that the unwrapping algorithm is not very stable. The instability is 
a consequence of the fact that two functions, c(z) and p(z), are derived from 
A,(x) and A2(x) where and Aj are nearly dependent upon each other. 
Equation (3.21 ) extracts c (^z) from the difference between two quantities 
derived respectively from A,(x) and A2(x) by dividing this difference fay a 
denominator which is proportional to sin (^8o). The angles of incidence must 
be less than the critical angle in this method (1.e., d? < c,^ , as discussed in 
Part B, above), and so are usually small. Equation (3.21 ) thus tends isolate 
and magnify errors which enter r^  and r^  from various sources including 
measurement errors and discretization errors in the solution of (3.17). 
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To investigate the sensitivity of the reconstructed values of c  ^ to 
errors in r/x), we assume that the values of r/x) and r^ Cx) are corrupted by 
Gaussian random noise with mean 0 and variance and <7^ ,^ respectively. 
Equation (3.22) gives c  ^in terms of r, and r^ . Let the variance of the error in 
the reconstructed value of c  ^be denoted o-^ . Assuming the errors in r^  and r^  
are not correlated with each other (i.e., o-,2 = 0), o-^  is given to first order in 
<7,^  and by a standard error propagation formula (Bevington, 1969, p. 60): 
cr^  - o-|^ (àC /^àr,)^  + o-j^ Côc /^ÔTj)^ . 
Assuming 9^  ^ = 0 (as in the numerical example) equation (3.22) becomes 
c^ = [cQ /^sin (^8o )^Er,/r2)^  - 1] 
so that 
<7  ^= sin^Ce^ )^? [2r/r2^F [o-,^  + c^ f^r/r^ )^ ]. 
The standard deviation, <r, of the error in the reconstructed value of c  ^is 
proprotional to sin" (^e^ )^, so the error in the reconstructed c is of order 
l/sinCe  ^). In the example, e. =12®, so l/sinCe. ) = 4.81. 
2 2 2 
A more detailed error analysis of Coen's method is given in 
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Figure 3.4. Relative soundspeed and density profiles for test of 
acoustic algorithm 
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Figure 3.5. Aj(x) for two angles of incidence and R;(0,T) derived 
from Aj(x) by the forward solver 
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Figure 3.6. Original and reconstructed functions c(z) and p(z) 
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(Santosa and Symes, 1985). The authors conclude that the two-angle method 
is too unstable for practical application. They show that the method can be 
stabilized by using redundant data, i.e., data from more than two angles of 
Incidence, provided the noise in the data sets is uncorrelated. 
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IV. ELECTROMAGNETIC PROBLEM 
A. Introduction 
The oblique Incidence approach of Chapter II is applied here to the case 
of electromagnetic waves in a nonconducting, isotropic medium. The two 
functions of depth to be reconstructed in the inverse problem are the 
dielectric function, €(z), and the magnetic permeability, M(Z)-
As in Chapter II, a single oblique incidence scattering experiment can 
be reduced to a one-dimensional problem in which an impedance varies with 
z. This impedance depends upon a combination of the two material 
parameters at each depth. Any of several one-dimensional methods can be 
used for the forward and inverse problems relating the reflection kernel as 
a function of time to the impedance as a function of travel time; the 
approach used here is the one based on invariant imbedding equations. 
The complete inverse problem is solved.by finding two effective 
impedances from two separate oblique scattering experiments and 
subsequently unwrapping the two material parameter functions from the 
impedances. The two data sets for the complete acoustic inversion problem 
are reflection kernels from two different angles of incidence. The 
unwrapping is a complicated procedure because material parameters as 
fuctions of depth need to be disentangled from effective impedances which 
are given (by the one-dimensional inverse algorithm) as functions of vertical 
travel time, and the vertical wavespeeds are different. In the 
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electromagnetic case, the vector nature of electromagnetic waves can be 
exploited to construct two different scattering experiments at a single angle 
of incidence by using two polarization angles. For two polarization modes at 
one angle of incidence, the two effective impedances as functions of depth 
are different; they Involve different combinations of € and jL The two 
vertical wave speeds are the same, however, in the Isotropic case under 
consideration. (The wave speeds for the two polarization modes are equal 
because the medium is Isotropic. The vertical wave speeds are equal because 
the medium is Isotropic and the the angles of Incidence are equal.) This 
makes the unwrapping step much simpler because two effective impedances 
evaluated at the same travel time correspond to the same depth. The 
stability problems related to data dependence In the electromagnetic 
problem are similar to those In the acoustic problem. 
The macroscopic Maxwell equations in MKSA units with no current or 
free charge are 
B. Field Equations and Equations for Reflection Kernels 
V-D = 0 (4.1) 
(4.2) 
VxE dB 
at 
(4.3) 
V-B = 0, (4.4) 
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(Jackson, 1975). 
Assuming a nondispersive, isotropic medium, the constitutive relations take 
the form 
D = 6E (45) 
H = Ig. (45) 
The curl of (43) and the time derivative of (42) can be combined to 
give 
(V-V)E = ihJc)^  E + MV(1/ji)]x[VxEl (47) 
where (4.5) and (46) have been used to eliminate D and H in favor of B and E, 
and c  ^= (m€)"'. Assuming ji and € depend upon z only, mV( 1 /ji) reduces to 
where k référés to the third element of i, j, k, the unit vectors 
directed parallel to the x, y, and z- axes, respectively. 
Taking the i component of both sides of (47), we have 
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Figure 4.1. Geometry of the oblique incidence electromagnetic 
problem. The polarization modes P and S are shown at the top 
and the bottom, respectively 
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(V + 3/ + 3^2) _ (à^2/c2)E, + (M2/M)(02E, - à^Ej), (4.8) 
where E = E,i • EJ + Egk. 
Except for the term involving ô^Ej, this equation for E  ^ is Identical in 
form to equation (3.1 ) for the acoustic pressure, u. The density in the 
acoustic problem is replaced by the magnetic permeability here. 
As in the acoustic problem, we make the change of independent 
variables (3.3): E'(x',y',2,t') = E(x,y,z,t), where 
f ' 1 y ol' t 
X' = 
o
 
o
 X 
y 
-
1 
o
 
o
 1 y 
and o£ and y are constants. We define to be a planar integral of E': 
oo oo 
Vs(z,f)= J J E'(x",y',z,t")dx'dy'. 
—CO —oo 
In analogy with (3.4), the planar integral of (4.8) gives 
8z  ^ c  ^ ôt'^  M ôz u àt' 
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which has the same form as (3.4), except for the term proportional to yvjj, 
which comes from the planar integral of the 0^3 term. Here, as in Chapter 
IH, c£ and y are constants and f = t + yx + ocy. We choose y = 0 to constrain 
the scattering to the y-z plane. Then the term Involving Vg  ^drops out and we 
have 
Two orthogonal polarization modes considered in optics are the P 
(parallel) case in which B = B, i, and the S ( Senkrecht, perpendicular) case in 
which E = E, i (Jenkins and White, 1976). See Figure 4.1. Equation (4.9) 
governs the S mode. 
Continuing the analogy with Chapter III, the plus and minus going 
waves defined by 
(49) 
where 
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Vsi 1 r Vs" 
^2^S1 -p&t 
Obey 
Vs 
II 
-65 pAf+Es 
Vs 
(4.10) 
where 
Es = (MZ/M - P/P)/2 
Introducing a reflection kernel and associated integro-differential 
equation and boundary conditions, and changing to travel time coordinates, 
ultimately gives 
0Rs(x,T) 0RS(X,T) AgCx) 
- 2 
for 0 < X < 1 ,T>0, 
3x àx 
1 
Rs(x,0+) Ag(x), 
4 
Rs*RS(x,T), (4.11) 
(4.12) 
for 0 <x < 1, 
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RS(Î,T)»0, T> 0 (413) 
where 
P(z(x)) 
A(Z(X)) (414) 
and X(Z) and -rtt) are the travel time coordinates, defined as in (3.13, 14, 16), 
and Rs(X,T) is reflection kernel associated with scattering at angle % in the 
S polarization mode. (R  ^in these equations would be written R '^ in strict 
analogy with Chapter III, but the prime has been dropped for brevity.) 
Returning to Maxwell's equations, the curl (42) and the time 
derivative of (43) can be combined to give 
where (4.5) and (46) have been used to eliminate B and E in favor of 0 and H. 
The equation is exactly like (47) with E replaced by H and p. replaced by & 
The i component of (415) governs the P polarization mode. 
Repeating the above process with H and €, we have 
(V-V)H=pàtH + €(v|)x(VxH), (415) 
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The new splitting is 
Vp, 
• 
1 r Vp 
^Z^Pl -pôt' pdt* ^P 
and the evolution equation becomes 
Vp 
II 
'-
e
 1 
where 
P (p - ^ P 
- Gp PAf* Ep 
Ep = (e/e-p/p)/2. 
Vp 
-^p 
(4.15) 
(416) 
We conclude that the reflection kernel for scattering in the P 
polarizarion mode, Rp(x,T), obeys (411-14) with As(x) replaced by 
d p(z(x)) (417) 
C. Algorithm for Complete Inversion 
The forward problem for oblique incidence electromagnetic scattering 
63 
can be solved numerically by RGEN, where A(x) is given by (4.14) for the S 
polarization case or (4.17) for P polarization. If the incident wave is not in 
one of these pure polarization modes, then RGEN should be run twice and the 
reflected wave computed by convolving the S and P components of the 
incident wave with Rg(0,T) and Rp(0,T) respectively. 
The complete inversion algorithm begins with with the impulse 
response function of the medium for 0 < t < 2 T in both modes. These two 
kernels are multiplied by T (according to (3.15) ) and submitted to INVEX7, 
with the independent variable scaled to 0 S T S 2. INVEX7 returns Ag(x) and 
Ap(x) for 0 < X < 1. integrating and exponentiating gives the two reciprocal 
impedances. 
At each value of x, c(x), jii(x) and €Cx) (only two of which are independent) can 
be computed according to 
rs(x) P(z(x)) and rp(x) p(z(x)) 
€(z(x)) Mz(x)) 
c(x) = (418) 
and 
(419) 
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The material parameters can be expressed as function of physical depth 
rather than travel time by integrating 
where P(X') = M(X') rp(x'). 
The numerator and denominator of (418) are zero if ot = 0, which is 
the case when 8  ^- 0. The method fails at normal incidence because the 
physical distinction between the two polarization cases is lost 
The numerical examples below were calculated as follows (using the 
pair (c(2), M(Z)) in preference to (€(z), ii(z)) to characterize the medium): 
1. Functions c(z) and MCz) were chosen (Figure 4.2). 
2 Ag(x) and Ap(x) were computed according to (4.14) and (4.17) 
(Figure 4.3). 
3. RGEN was used to generate Rs(0,T) and Rp(0,T) (Figure 43). 
4. INVEX7 reconstructed Ag(x) and Ap(x) (Figure 4.4). 
(4.20) 
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Figure 4.2. The functions c(z) and ji(z). 
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Figure 4.3. Ag(x) and Ap(x) computed from c(z) and ;i(z); Rg(0,T) 
and Rp(0,T) computed from the A(x) functions 
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Figure 4.4. Original and reconstructed A^(x); Ap(x) 
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The fact that Ag and Ap have opposite signs is related to the fact that 
different variables, B, in the P case and E, in the S case, are used. That they 
are nearly equal to each other is a data dependence problem. The two modes 
are equivalent at normal incidence and nearly so at nearly normal incidence. 
Equation (4.18) shows that errors in r^  and rp give rise to errors of order 1/ot 
as large in c, since the partial derivative of c in (4.18) is proportional to 
]/cL The potential for error magnification is similar to the one discussed in 
Chapter III in connection with the acoustic reconstruction algortihm. 
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V. ELASTIC PROBLEM 
A. The Elastic Wave Equation 
Direct and inverse problems in elastic wave propagation are 
considered in this chapter. The fundamental equations of linear elasticity 
below are taken from (Landau and Lifshitz, 1970). 
In an elastic solid with small deformations, the components of the 
strain tensor are given by 
Uij = (èjUj + è.Uj), 
where u(x) Is the displacement vector of the portion of the solid with 
equilibrium position x. The subscripts 1 and j run from 1 to 3, and 3, is an 
abbreviation for à/ôXj. Repeated Indices are to be summed from 1 to 3. Let E 
denote the internal energy of the solid per unit volume. Assuming an 
isotropic solid at constant entropy with small deformations, E can expanded 
in terms of Ujj by 
E = (1/2)XU;;^  + jlUf/ 
where X and ji scalar functions of position known as the adiabatic lame' 
parameters. The components of the stress tensor, o-g, are obtained by 
differentiating E with respect to u.^  at constant entropy: 
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The internal stress force per unit volume in direction i is given in terms of 
F; = Vi j • 
If the mass per unit volume of the solid (which will be taken to be a function 
of position) is denoted p, then the i'th component of the equation of motion is 
P t^tUj = F; . 
Substituting the two previous equations into this one gives 
pà^^Uj = ^ j[Sj jXè^Ujj + + à jUj)l, (5.1 ) 
the elastic wave equation. 
Departing from (Landau and Lifshitz, 1970), (5.1) can be written in 
vector notation as 
pà„U = V((X + 2M)V-U] - Vx[ MVXU ] + 2I(VM)X V]xu. (5.2) 
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Let the new scalar variable, *p, be defined by 
*p = (X + 2ji)V-u (5.3) 
and the vector variable, by 
*g = jiVxu. (5.4) 
Equation (5.2) then becomes 
= V*p- Vx*g + 2[(Vii)*V3xu. (5.5) 
It is now assumed that p, X, and ji depend upon z only. The method of 
plane mean values, as in Chapter III, will be applied to (5.5). Two important 
simplifications of (5.5) will occur: the number of independent variables will 
be decreased to two, and (5.5) will decouple into a 4x4 system of first order 
equations and a single second order equation. These reductions are exhibited 
separately by computing the planar averages in two stages. First, the 
variable x is integrated from to ». This is sufficient to decouple the 
system. In the second stage, planar averages are taken in the y-t plane. 
Let the planar averages in x of (5.3-5) be taken, i.e., assume that the 
d^ndent variables have compact support and integrate the equations with 
respect to x from to «. The only changes are that V is reduced from the 
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gradient operator In three dimensions to jèy + , and the dependent 
variables are replaced by their averages in x. As in Chapters iii and IV, new 
notation for the averaged quantities will not be introduced. From this point 
on, the symbols u, and represent planar integrals in x of the original 
variables. 
Since M depends only on z, Vfi, reduces to , and KVji)* V] to 
-i#z3y. In components, (5.5) becomes 
i: pdtjU  ^= - - 3z*s2) 
j: pè^Uj » 3y*p - ëz$si + 2m20,U3 
k: pô„U3 = - Z^z^yUg, 
(5.6) 
(5.7) 
(5.8) 
and (5.4) gives 
*p = (X + 2fiXd^u  ^+ BzU;) 
+s, = AiCayll; - A::":) 
*S2 = 
*S3 ' -M^yU,. (5.12) 
(5.9) 
(5.10) 
(5.11) 
The equations have decoupled into two groups: (5.7,8,9, and 10) in u  ^
<t»p, Ug, and *s,, and (5.6,11, and 12) In u,, and *S3- The first group, 
written in matrix form. Is 
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1 
"3 *2il) 0 "3 
*P At 0 *P 
"2 0 0 
_1 
"M "2 
*31 2*z&, "P t^t 0 S 
and the second, 
*S3 = 
pÔttU, = - Oy*s3 • 
can be combined to give 
V Ui + V " "7 V " X <5.14) 
Now let t' = t +-ody and y' = y, and integrate from -«» to «» with respect to y*. 
As in Chapter III, the net effect is \ is replaced by à -^ and becomes otèf. 
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Again the integrated variables are denoted by the same symbols as the 
non-integrated ones. We have 
— — 
1 
-0£0^« 
"3 ° (X *2n)  0 "3 
*P ph^' 0 -oià '^ 
"2 cc\> 0 0 
_ 1  
"2 
2il2CC\' otè '^ 
-p t^Y 0 
and 
u, = (p/M - - jig/ji u .^ (5.16) 
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B. Up and Down Going Waves 
The next task Is to formally diagonal Ize the system (5.15) In the case 
of locally constant material parameters. The equation (5.16) will receive 
little attention In the following development because It has the same form 
as the acoustic wave equation, which was dealt with in Chapter III. Equation 
(5.16) could be used in forward and Inverse algorithms in exactly the same 
manner as the acoustic equation. The two functions p and ji could be 
recovered by Coen's method. The remaining lamé parameter, X, could not be, 
since it doesn't enter into equation (5.16). The reason Is that the vibrational 
mode governed by (5.16) does not change the volume of the solid, and X is the 
coefficient of the volume term in the expansion of the internal energy in the 
strain. 
Temporarily replacing by 0, the characteristic equation of the 
matrix in (5.15) (a polynomial of degree 4) can be shown to have roots 
and where 
^(z) = (l/c^^(z)-oc^)^ 
and Cl(Z) and 0 (^2) are given by 
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(5.17) 
and 
(5.18) 
In order for the internal energy function to be a positive definite 
quadratic function of the strain components, M and (X + 2 /^3) must be 
positive (Landau and Lifshitz, 1970, p. 11,102). This implies that 
(5.19) 
and consequently that (It is assumed that is small enough that 
and are real.) 
The eigenvector matrix, P, and its inverse are: 
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PL k OL -CC 
P = 
-pèj' 
(5.20) 
-CL Pt PT 
pèt' -p\' 
p-i = 
k ° 
t ° 
0 
(5.21) 
-ot(pa()-i j_ 
PT 
-(pà '^) 1-1 
These matrices are used for the change of basis 
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"3 
a
.
 
"3 
*P *'p *"p *P 
"2 
= P = p—1 
"2 
*'s *"s • s ,  
i 
The columns of P, and consequently 4>*p, *"p, and are 
associated with the eigenvalues ^nd respectively. In 
standard treatments of elastic wave propagation in homogeneous media, the 
letters P (primary, presssure) and L (longitudinal) apply to waves with zero 
curl and S (secondary, shear) and T (transverse) designate divergence-free 
waves (Achenbach, 1973, p. 123, 124). To verify that the and are 
correctly labeled, suppose that = 0, and that the excitation involves 
only the modes <i»+g and Then the left equation in (5.22), together with 
(5.20) show that *p = 0. But *p Is defined In (5.4) as (X + 2;i)V-u. We 
conclude that and 4>~^ are shear waves, waves which satisify V-u = 0. 
Similarly, suppose that = 0. Then (5.22) and (5.20) give = 0. 
The other two components of which belong the decoupled system (fgg, 
*S3' U;), are also supposed to vanish. Then = 0, which implies, by (5.4), 
that Vxu = 0. The only waves which were not taken to be zero, must be 
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longitudinal waves. 
The decoupled shear wave system, (fgg, has its displacement 
vector in the x-direction, which is horizontal if the z-axis points downward. 
This excitation is known in geophysics as the 5H mode. The waves 
which are associated with as described above, are SV waves. The 4x4 
system, (5.15), upon which we are concentrating is the P-SV system. 
Making the change of basis (5.22) in (5.15) exactly as in the previous 
chapters ( = tP"' AP - P'^ P ]^* ,^ where A is the 4x4 matrix in (5.12)), 
gives 
*"p 
It 
*'s 
-PS 
'SP 
*"p 
*-s 
(5.23) 
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where Gp and Gg are 2x2 matricies governing the evolution of P and S waves, 
respectively, and Cgp and Cpg represent coupling between the S and P waves. 
These matrices are 
Gp = 
+ 2aK 
- €L + 2o(K 
k\'* k 
Cps -
0£  ^ 0(2 
—+ PT.) -•>!-«( — 
PL PL 
. cc^ 
11 + K( —- pj) n + K( —+ PT) 
PL PL 
0^2 
+ %.) 
0(2 
PT 
-"y + K( ---- -
PT 
PL) 
OD2 
- PL) 
0(2 
PT 
Y - K ( — +  
PT 
PL) 
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and 
Gg = 
#^ 3^ '+ (y -€j*2olk 
€.J + 2QCK pT&^+ 6, 
where. 
^Pz y = 
2PTP ' 
n = -
<^Pz 
2 ^ 9  '  
and 
Of Ji, 
K = 
The form of equation (5.23) shows that P-SV wave propagation can be 
viewed as two pairs of up and down-going waves, the P waves with vertical 
wave speed l/p  ^and the S waves with vertical wave speed l/p?. Each mode 
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(P and SV) obeys a hyperbolic system of equations which is very similar to 
the acoustic system, (3.8). The modes are coupled to each other by the 
matrices and Cpg, which vanish at normal incidence or where ii and p are 
constant. 
The normalization of the eigenvectors in (5.20) was chosen to make 
(5.23) resemble (3.8). Another normalization is one which results in a 
system of evolution equations in which the diagonal elements contain only 
derivative terms (e.g., Kennett, 1983, p. 49). Equation (5.23) can be modified 
to this form by the diagonal change of basis # = D 4», where * is the basis in 
(5.23), * is the new basis, and D - diag((p/pL)*, - (p/Py)* -
(p/g )^%). Making this change and permuting the components so that waves 
are grouped by direction instead of by mode as In (5.23), the new equation Is 
r " 
rp - ~^p -Tp 
1 
rp 
rs tsp 
- PyAf -rgp -Ts 
rp -r. "fsp Mt' "tgp rp 
rs "fsp - f s  tsp ^T t^* rs 
where 
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1 Pz Puj Pz 0(2 
p s ( —— — —— ) — 2 r — — ————^— 1 
' 2 P  ^ .' p ((I,: + c(:) Pt (fl,: + c(2): ' 
_ a. Pz I  ^ ct 2ap,2 «'-PlPt 
2 p (CLP,)* "' p (i7  ^'77 (fly: + o(:):' (PLW ' 
I , Pz Piz Pz oc  ^ Sl<»f 13?: 
r = — — ( — — — ) + 2 [ ———— — — ] 
: 2 P p, P (fly: + c(2) PT (13,2 + c(2): ' 
and 
2,% p?: «2 ' PiP, 
PT (PT2 + 0£2)2' (PLPT)® ' 
C. The P-SV Problem 
We now have enough machinery to describe the P-SV problem in 
inverse elastic wave propagation. 
Suppose two homogeneous half spaces, z < a and z > b, are separated by 
stratified inhomogeneous slab in a s z s b. The material parameters, p, X, and 
A vary with z in the slab and are assumed to be continuous at z = a and z = b. 
Plane P and SV waves obliquely incident upon the slab from z < a give rise to 
od Pz 1 Pz a 
®'"2T(p5^"'T (p7^ 
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reflected plane waves. An incident wave of one type can generate reflected 
and transmitted waves of both types since inhomcgeneities couple the P and 
SV modes. The inverse problem for P-SV scattering is to recover the three 
unknown functions p(z), XCz), and #(z), for a < z < b, from measurements of 
three reflection kernels, or impulse response functions, Rpp(a,t), Rsp(a,t) and 
Rgg(a,t). The subscripts refer to the types of the reflected and incident 
waves; e.g., Rgp is the convolution kernel which gives the reflected SV 
transverse wave in terms of the incident P wave. 
In practice, the physical excitations are not necessarily plane waves. 
Rather, waves of some unspecified spatial and temporal variation are 
produced in the homogeneous region z < a. Some of these interact with the 
inhomogeneities to produce reflected waves. A planar integral of the data is 
taken at one fixed value of a. The resulting averaged quantities can be 
thought of as plane-wave excitations and responses of the system. 
The quantities = (l/c^  ^- and = (1 /Cj^  - can be 
interpreted as cosCe^VcL and CQsiB )^/c ,^ respectively, where and 6  ^are 
the angles of propagation of and with respect to the z-axis. These 
angles are easily seen to be related by Snell's law: 
sln(e,(z)) sin(0T(z)) 
= oL. (5.25) 
Cl(Z) CT(Z) 
Figure 5.1 shows the orientation of the various waves. The scattering 
is assumed to take place in the y-z plane; all quantities are independent of x. 
In the P-SV system, the displacement vector, u, is in y-z plane as well. In 
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Figure 5.1. Geometry of elastic scattering problem 
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the case of SH waves, which is not considered here, the displacement is in 
the x-direction. 
The direct and inverse P-SV problems are solved in the next four 
sections by a method based on integro-dlfferentlal equations for the 
reflection kernels. 
D. Matrix Reflection Operators 
Let *+(z,t') be the vector (^ +p, «(f+g), and *-(z,t') be 
Consider an elastic version of the altered medium in Figure 2.4, i.e., choose C 
in a s c s b and suppose that p, X and ;i are constant for z < ?, equal to the 
physical p, X, and M for z > and continuous at z = C. (The material 
parameters of the physical medium are assumed to be continuous and 
plecewise differentiable functions of z.) Suppose that *"(z,0) = 0 for all z 
and that i;+(z,0) = ()for z 2 ( and is a plecewise continuously differentiable 
function of z for z < ?. As before, we assume that a linear reflection gives 
f U,T) in terms of **((,t') for t' < x. In particular, the relationship is 
assumed to take the form of a matrix of Integral operators, each or which Is 
a convoultion to satisfy the requirements of causality and time-shift 
Invariance. The reflection operator for the altered medium has the form 
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*-({,%) - [R(C,-) * ++(?,-)](T), (5.25) 
where R((,t!) is a matrix of four reflection kernels. In components, (5.26) is 
+%(?,T) Rpp(C,-)* Rps(^ »->* 
Rsp(^ ,-)* Rss(?,0* 
rp i^r )  
+W') 
(T) (5.27) 
We will find a system of coupled integro-differential equations for the 
reflection kernels in (5.27). 
Consider a more general case in which *+ and *- are n-dimensional 
vectors which obey, fora<z<b, t>0. 
if* 
'
 
I 
II (5.28) 
where cc, g, y, and S are nxn operator matrices. Suppose that oc = cit,è  ^+ oCj 
and S = Sjàj • Sg, where ct, and are diagonal matrices whose elements are 
functions of z, but not differential operators. Suppose that cCj, Sj, and y 
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are matrices of functions of 2. 
We assume that a reflection operator, R, consisting of a matrix of 
convolution operators, gives in terms of ** at z by *" = R** = 
where R is the matrix of convolution kernels, each of which depends upon z 
and t. Differentiating with respect to z, we obtain = R^** • R**^  ^
Using (5.28) to eliminate this becomes 
Rz*+= (y + 8,àtR + SjR - Rc i^^ t - RoCg - R;R)*+ (5.29) 
Substituting the convolution representation for R: 
t 
Rv(t) = R*v (t) =1 R(t - s) v(s) ds , (5.30) 
•/ 
Integrating by parts in the term - Rot^ à  ^ differentiating the term 
S,àjR<j»'^ , and using the assumption that *+(z, t = -<») = 0, we obtain 
Rz**+= (y + 8iR(0+) - R(0 )^c )^*+ + 
S,Rj*++ + SjR**  ^- Rtoq*4p+ - Rctj**"" - R*;R**+. (5.31 ) 
The vector *+ is an arbitrary function of t As in Chapter II, the term in 
parentheses must be zero; otherwise (5.31) could be viewed as a first-kind 
integral equation and solved for *+, which contradicts the fact that *+ is 
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arbitrary. We therefore have the matrix equation 
Tf + 8,R(()+) - PKO+)<%, = CL 
The remaining part of (5.31), 
(Rg - 8,R  ^- SjR + R^of, + Rofj + R*#R)**+= 0, 
gives 
Rg - S,R  ^- SgR + R^cf, + Rotg + R*pR = 0 
by the fundamental lemma of the calculus of variations (Courant and Hilbert, 
1966a, p. 185). 
We have shown that R(z,t) obeys the system of integro-dif ferential 
equationsona<z<b, t>0: 
R^'S^fî^ + R^ot^'S, R-Rc£^-R*pR, (5.32) 
with the boundary condition at t = 0*, 
y + S, R(Z,0+) - R(Z,0+) oi, = 0. (5.33) 
!t is assumed that (5.28) is diagonal for z > b, so that R(b+,t) = 0 for t > 0. 
Suppose that S, = -ot, and that p and y are symmetric. Taking the 
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transpose of (5.32), (5.33), and the boundary condition at b+ shows that the 
transpose of R obeys the same equation and boundary conditions that R does. 
Assuming that this boundary-value problem has a unique solution, it follows 
that R is and its transpose are equal, i.e., R is symmetric. 
Returning to the elastic P-5V problem, (5.24) can be written In block 
form as 
rs 
rp 
II 
4^  ^
r, 
rp 
4»" 
(5.34) 
Where oc, p, y and S are the 2x2 matrices. 
- -tsp - r» -r, SP 
C£ = 
tsp -
-rgp 
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7 = 
- Fm -r, SP 
-fsp - rg 
S — 
Mt' -y 
tsp 
Applying the preceding analysis to (5.28) with these coefficient matrices 
gives a boundary-value problem for (Rpp, Rps, Rgp, Rgg). Here cc  ^= diag(-p ,^ 
-Py) and 8, = diagCp ,^ so oc, » - 8,, 7 - P, and (5.28) is diagonal in the 
homogeneous half-space z > a Assuming uniqueness, R is symmetric and the 
three kernels Rpp, Rgp, and obey, from (5.32) and (5.33), 
[dj " 2 Rpp = ~ 2 tgp Rgp + r^ p Rpp * Rpp + 2 r^ p Rpp * Rgp + r^  Rgp * Rgp, 
Rpp(z,0+) = rp/(2PL), Rpp(b\Ù = 0; 
~ ^P ~ ^ SP ^SP * ^SP * ^SP (Rpp " * ^ P Rpp * Rsp * ^SP Rpp * 
Rgs * Rgp * Rss ' 
Rsp(z,0+) = rsp/(pL + Pt> ' Rsp(b\t) = 0; 
~ 2 ^  Rss ~ ^S Rss * Rss * 2 ^  Rsp * ^P Rsp * Rsp * 2 ^ SP Rsp * Rss ' 
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Rss(z,0+) - rg/(2 PT) , Rss(b+,t') - 0. (5.35) 
This system is analogous to the single integro-differential equations, 
(2.19) for the normal incidence acoustic problem and (3.10) for the oblique 
incidence acoustic problem. We assume precritical incidence, i.e., a < 
1/CT(2) for all z. Since c  ^> c .^, we have (i, > PL > 0 for all z. The 
characteristics slopes, dt/dz, of (5.35) therefore satisfy 
0 > -iZpL > (PL + 127) > 2(3? (5.36) 
for all z, which means the system is totally hyperbolic. 
E. Direct and Inverse Algorithms 
The change of variables to travel time coordinates which was used to 
straighten the characteristics of the integro-differential equations in the 
acoustic and electromagnetic problems is not useful in this case because 
(5.35) has three, different characteristic speeds. A change of variable could 
be used to straighten one of the characteristics, but the other two would 
still be curved, so the computational advantage of the change in the other 
problems would not be realized here. Forward and Inverse algorithms will be 
described for (5.35) as it stands. 
If the functions p(z), p (^z), and Pj(z) are given, then (5.35) can be 
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solved for (Rpp(z,tX Rsp(z,t'), Rss(2,t')) in the trapezoid-like region in Figure 
5.2 below the P characteristic. Boundary data along the z-axis for a < z < b 
are supplied as derivatives of material parameters by the initial conditions 
in (5.35). The condition R = 0 Is Imposed on the segment of z = b extending 
from t = 0 to the upper characteristic in the figure. The shape of the 
indicated region, together with (5.36), insures that all three characteristics 
drawn down and to the right from any point in the region will terminate on a 
curve on which boundary data is supplied. We therefore have boundary data 
on the entire domain of dependence of every point in the region. The output 
of the forward problem is R at z - a for 0 < t' < 2T, where T the one-way 
travel time for the 5-waves, is given 
b 
a 
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= -2P, 
/ 
—— = -2p 
a b z 
Figure 5.2. Computational domain for the forward and Inverse elastic 
problems. The curves are the characteristic curves of (5.35) which 
pass through the point (a,T). The domain for the forward problem is 
the region below the upper characteristic; for the Inverse problem it 
is the region below the lower characteristic. 
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The computational domain for the inverse problem is the triangle-like 
region below the lower, S-wave, characteristic in Figure 5.2 Boundary data 
in the form of measured reflection kernels for the entire medium, are 
supplied along the segment z = a, 0 < t < 2T. The region differs from the 
region for the direct problem because the characteristics bounding the 
domain of dependence of R at a given point (z,t') are drawn up and to the left 
for the inverse problem; the solution proceeds from left to right in Figure 
5.2, which is opposite from the direction of solution in the forward problem. 
As R is advanced to the right in the inverse solution procedure, the 
material parameters must also be updated. The initial conditions in (5.35) 
relate R(z,0+) to rp, rgp, and rgg, which, by the formulas following (5.24) are 
linear combinations of the derivatives of the material parameters. By 
Inverting this linear relationship (a condition for the matrix to be 
nonsingular is given in the next section), the derivatives of the three 
material parameters at depth z can be expressed in terms of the three values 
Rpp(z,0+), Rsp(z,0+), and Rgg(z,0+). The inverse algorithm consists of solving 
(23) in the triangular region below S-characteristic from right to left and 
updating the material parameters along the way by integrating the formula 
for the derivatives of the material parameters. 
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F. Numerical Implementation 
Numerical examples of direct and inverse solutions to the system, 
(5.35) of hyperbolic equations for R(z,t') are given below. The method used 
for the computations is best described as a numerical implementation of the 
existence proof for the solutions of systems of first order hyperbolic 
equations given in (Courant and Hilbert, 1966b, p. 464-471). Call this proof 
(CH). Consider the direct problem first: the correspondence between the 
(CH) and the direct problem for (5.35) is: 
Obiect (04) Here 
Dependent variables 
Hyperbolic system 
Characteristics 
Boundary data 
Solution domain 
U =  (U, , . . . ,UK)  
L[ul = Ut + Au, + B(u) = 0 
dX;/dt = X;(X), 
u(x,0) = *(x) 
6 
R = (Rpp f Rgp, Rgg) 
(5.35) 
dt';/dZ = -2P;(Z) 
(5.35) 
trapezoid-like 
region in Figure (5.2). 
The slopes, -2P;(z), refer to ^2 = + PT /^2, and P3 = Pt • 
The correspondence between the problems is not perfect, since 
undifferentiated (convolutional) terms in the elastic problem depend 
nonlocal 1y upon R, whereas B(u), the corresponding term in (CH), is local. 
The boundary data in (CH) is prescribed on the straight line t = 0; the 
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boundary values for the elastic forward problem are specified on the 
non-characteristic, L-shaped curve (a,0) (b,0) (b,t',(b;a,2T)), where t';(zX,T) 
is the i'th characteristic passing through (C,T). The roles of the spatial and 
temporal variables are interchanged. 
When a function is said to be known along a line segment, in the 
following description of numerical algorithms, the meaning is that the 
values of the function are known at a set of discrete points along the 
segment, including the endpoints. Evaluation of the function at a point 
between the given nodes refers to evaluation of the cubic spline 
interpolating curve (with not-a-knot boundary conditions) passing through 
the data. If the function is four times continuously differentiable, then the 
error Involved in evaluating the spline rather than the function is 
asymptotically proportional to the fourth power of the largest distance 
between the evaluation points as the number of points increases and this 
distance decreases (de Boor, 1978, p. 55,68). If the function has only two 
derivatives, then the correponding power of the stepsize is two. Integrals 
will, in most cases, be approximated by the trapeziadal rule: 
where f is assumed to have two continuous derivatives, and E € (a, b) (Burden, 
eta]., 1978, p. 193). 
b 
(5.37) 
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Convolutions are computed by the composite trapezoidal rule (Burden 
et al., 1978, p. 201). Suppose that twice differentiable functions f(t) and 
g(t) are specified at the n equally spaced points, with stepsize h, t\ = kh for 
k = 0,..., n-1. Then composite trapezoidal rule applied to the convolution 
f*g gives 
,  h4-" .  .  [f*g](t'^ ) = J f(t')g(t^  "  ^^  ^  f(tj)g(tj_k) + 0(h2), 
°  j=0 
where the double prime on the summation sign means that the first and last 
terms in the sum are to be divided by 2. The n values of the sum for k = 0, n 
-1 can be computed in 0(n log(n)) arithmetic operations by the method of 
fast Fourier transforms (e.g., Aho et al., 1974), or in O(n^) operations by 
separately summing the n series of k terms each. The implementations to be 
described use the FFT method for the convolutions in (5.35). The overall 
running time of both the direct and inverse implementations is 0(n  ^log(n)). 
Numerical differentiation is required only to compute rp(z), rsp(z), and 
rg(z) from ^^(z), and p(z). A fairly satisfactory method for the 
computation of derivatives of functions which are specified by discrete 
values is to differentiate the cubic spline passing through the given points 
(de Boor, 1975, p. 59). If the functions have four continuous derivatives, 
then the error is in O(h^), where h is the largest distance between the 
abscissas. The g and p functions which are differentiated in the computation 
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Tp, Fgp, and Tg are the physical material parameters, not the functions used in 
the derivation of (5.35) which are constant to the left of z and agree with 
the material parameters to the right of z. There is thus no logical 
inconsistency in assuming that %/zX p^Cz), and p(z) are smooth to state an 
error estimate for the computation of rp, r^p, and r .^ Isolated discontinuities 
in the first derivative of ^ ^(z), p^Cz), and p(z) are allowed in the derivation 
of (5.35) and in the analysis of Part U.C. The numerical implementations of 
the direct and inverse algorithms described here are intended for smooth p 
and p functions, however. 
Let Zj for j « 1, J, be values of z in [a,b], not necessarily equally 
spaced, with z, = and ZJ = b. Let the I'th characteristic passing through (?,T) 
be parameterized as tj(z;?,T), so that the upper characteristic in Figure (2.2) 
is t',(z;a,2T). Let this upper characteristic, in particular, be denoted tp(z). 
The values 1,2, and 3 of i represent P, SP, and S, respectively. 
The direct algorithm constructs R(z,t) along the vertical line segments z = 
Zj, extending from t' = 0 to f = t'p(Zj). The computation begins with R known 
on the segment above b = Zj and finds R on the next segment to the left: Zj_,. 
This continues across Figure (5.2) from right to left, until the final step 
yields R(a,t) for t'« 0,2T. Each step is analogous to the determination of 
u(E,T) in a horizontal strip of height h in the existence construction of Part 
ILC. 
Suppose R Is known on the segment above z .^ Let C = Zj _, = Zj - s be 
the z coordinate of the next segment and consider a point P = (?,T), where 0 < 
T s t'p(0. The three characteristics issuing down and to the right from P 
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intersect the L-shaped curve (&0) (Zj,0) (Zj,t"p(Zj)). The portion of this 
L-shaped curve extending from its intersection with t^ zX.T) to the crossing 
point of t\(zX,T) is the domain of dependence of P, in analogy with (CH). The 
situation is illustrated in Figure 2.3. The value of R is known on the entire 
L-shaped curve; on the vertical part by assumption and on the horizontal part 
through the boundary conditions in (5.35), which give R(z,0*) in terms of rp, 
rgp, and rg, which are known functions in the direct problem. (The r 
functions are obtained through numerical differentiation of the given p and p 
functions, as described above.) 
The system of integro-differential equations for the direct problem, 
(5.35), can be written in the abbreviated form 
3zR;(z,t') - 2;.at R;(z,t') = [F;(R)](z,t'), i = 1,3, (5.38) 
or simply DjRj = Fj(R), where D, is the directional derivative - 2^^^-, and 
F(R) represents the right hand sides of the equations (5.35), which include 
convolutions in time of the components of R with each other. The operator D, 
is the total derivative of a function evaluated on the i'th characteristic. 
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a b z Z-
Figure 5.3. Characteristics and domain of dependence for the 
point P in the direct problem 
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Dj f(z,t') = ^ f(Z,t;(Z)) 
dtkz) 
= v(z,t;(z))+[v(z,t;(z))] 
= dzf(z.t'i(z)) - 2Piètf(z,t'i(z)). (5.39) 
The i'th component of (5.35), evaluated on the i'th characteristic, becomes 
^R;(z,t|(z)) = [Fj(R)](z,t;(z)) 
Integrating from Zj to C: 
R.(?,T) = R;(ZJ,T;(ZJ)) + J [F,(R)](z,t;(z)) dz. (5.40) 
Zj 
In the case that the i'th characteristic from P intersects the z-axis before it 
reaches z = ZJ, which generally occurs for small values of T, (5.40) is 
modified to 
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R,K,T) = R,(z«.0) • J[F,(R)Kz,t;(2)) dz, (5.41) 
z« 
where (2 ,^0) is the intersection point of the characteristic with the z-axis. 
The value of R;(z^O) is known from the boundary conditions in (5.35). 
The algorithm for computing the reflection kernel along the new 
vertical line segment consists of choosing n equally spaced points on the 
segment, where T, = 0 and = t'p(0, and iterating (5.40), 
(5.27) for the n new points and the 3 values of i to give successively better 
approximations to R at the points. The iteration is terminated after a finite 
number of steps when some criterion is satisfied, for example, when the 
number of Iterations reaches 5. 
The integrals in (5.40,41 ) are approximated by Euler's method (Burden 
et al., 1978, p. 225) for the first iteration and by the trapezoidal rule 
thereafter. This gives 
Ri(?,T) = R;(ZJ,t|(ZJ)) - slFj(R)l(ZJ,t;(zp), (5.42) 
for the first iteration when the characteristic reaches z  ^above f = 0, 
Rj(i,T) = Rj(Zo,0) - SoIF.(R)KZo.O), (5.43) 
for the first iteration when the characteristic reaches the z-axis first. 
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RJ(C,T) = R;(Zj,t';(Zj)) - S{ [Fi(R)](C,T) + [Fj(R)KZj,FJ(zp) }/2, (5.44) 
for the trapezoiadal rule update in the Zj case, and 
R;(C,T) = R;(ZO,0) - s^i IFJ(R)]«.T) + [F;(R)](ZO,0) 3/2, (5.45) 
for updates when values on the z-axis are needed. Here SQ = z^- The 
values of R immediately to the right of the equal signs are found by cubic 
spline interpolation of functions icnown at discrete points. 
The update equations based on the trapezoidal rule are implicit; 
Rj(F,T), as well as the values of R((,t') for 0 < t' < T, are needed for the 
computation of [F;(R)K?,T), which appears on the right hand sides of (5.44) 
and (5.45). This is why iteration is necessary. The old values of R(C,t) are 
substituted into the right hand side of (5.44) and (5.45) to give improved 
values. 
Suppose R is known along the segment z = Zj at m equally spaced 
points (Zj,T]fc), for k = 0, m - 1, where = 0 and ti= t'p(Zj). Algorithm 
(5.1 ) describes, in pseudo-Pascal, the computation of R(C,T,^ ), for k = 0, n -
1. 
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Algorithm 5.1. Computation of R(?,T), 0 S T S t'p(?) 
compute lF(R)KZj, TI,J) for k = 0, m - 1; (FFT convolutions} 
for k : = 0 to n -1 do begin {Euler Initial values) 
for 1 : = 1 to 3 do begin 
if t'j(Zj) 2 0 then 
estimate by (5.42) 
else 
estimate RjCf.T^) by (5.43) 
end; 
end; 
end; 
for iteration : = 1 to 5 do begin {Trapezoidal rule updates) 
compute [F(R)](?,T^) for K = 0, n - 1 ; (FFT convolutions) 
for k ; = 0 to n -1 do begin 
for i : = 1 to 3 do begin 
if t';(Zj) & 0 then 
update Rj(?,T,^ ) by (5.44) 
else 
estimate R;(CT,,) by (5.45) 
end; 
end; 
end; 
end; 
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Pascal is described in (Jensen and Wirth, 1974). The computer 
programs used to generate the numerical examples below are written in 
FORTRAN. 
The points f,(Zj) are computed by trapezoidal rule approximation to 
the integral of the characteristic differential equations, dt'/dz = - 2p,. That 
is, t'.(ZJ;?,T) is approximated by T - s(Pj(0 + P;(ZJ). In cases where t';(ZJ;?,T) 
turns out to be negative, requiring the use of the intersection point, (z ,^©), of 
the characteristic with the z-axis, ZQ is estimated by the intersection of the 
line segment, (?,T) (?J,t'J(ZJ)), with the z-axis. This gives the approximation, 
f + [T/(T -  f j (Zj))]s, for ZQ. In both cases, the error is O(s^), if P;(z) has two 
derivatives. 
Evaluations of F at points (Zj,t') for t' > 0 are by cubic spline through 
the nodes (Zj, -n^), for k = 0, m-1. Values of F on the z-axis are found by 
directly evaluating the right hand side of (5.35) (the convolutions are all 
zero in this case). 
The value, 5, for the number of iterations in Algorithm 5.1 was chosen 
arbitrarily. A more sophisticated termination criterion might be based upon 
an estimate for the convergence of the iterates. On the basis of the analysis 
in (Courant and Hilbert, 1966b, p. 468), it seems reasonable to expect that 
the maximum norm of the change in R at each iteration will be less than s i^ 
times the corresponding quantity from the previous iteration, where #isa 
constant If the size of the step, s, is small enough that sji < 1, then the 
iterates will converge linearly and uniformly in f. If the iteration does not 
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appear to be converging, then s should be decreased. The current 
implementation does not test for convergence or divergence. It computes 
R(C,T) on the line segments above the abscissas of the input data, 
Py(Zj), and p(Zj). It does skip points, however. If the solution is known at 
and the material parameters do not change significantly between Zj and z .^,, 
then the point z .^, is skipped and ? is set equal to Zj_2 • This decreases the 
computation time and does not adversely affect the accuracy of the solution, 
since constant material parameters give F = 0, so that (5.42-45) are exact. 
The number of points, n, for the evaluation of R(C,T,^ ) at each i, is 
chosen as follows: the input data consists of 3J values of three material 
parameters at J points, so the temporal stepsize at z = a is chosen to give J 
values each of Rpp(a,f), Rsp(a,f), and Rss(a,t'), 0 s f s 21, as the output. The 
intermediate numbers of points, n ,^ above Zj, are chosen to be as small as 
possible subject to the constraint that the no h. will exceed the spacing 
between the output points. The round-trip travel time, 2T, is estimated by 
Integrating Idt'^ /dzl = 2^  ^= 2ps from z = a to z = b by the composite 
trapezoidal rule. 
The inverse algorithm is similar to the direct procedure. The 
computation begins with boundary data, R(a,t'), for () a t'a 2T, and proceeds 
from left to right in Figure 5.4, constructing R(z,t) in the triangle-like 
region below the characteristic t'g(z) = t'3(z;a,2T). The solution is found 
along line segments above z = ? = z .^ + s, by iterating (5.40) for Rj(C,T), where 
the domain of dependence Is the Interval of the line z = Zj cut out by the 
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2T 
tUz) 
P = ((,-[) 
b z 
Figure 5.4 The point P = (?,T) and its domain of dependence 
for the inverse problem. 
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upper and lower characteristics through as shown in the figure. The 
three characteristics always hit the line z = z. as shown; there is no need to 
consider additional cases, as in the direct algorithm. 
The Euler predictor correpondtng to (5.42) Is 
R;(:,T) = R;(Zj,t';(Zj)) + s[F.(R)](Zj,t';(Zj)), (5.46) 
and the trapeziodal rule corrector is 
RJ(?,T) = R;(Zj,t';(Zj)) + s{ [FJ(R)](C,T) + [F;(R)](Zj,t';(Zj)) )/2. (5.47) 
The three material parameter functions are computed along with R. 
The boundary conditions at f = 0+ in (5.35) give a system of ordinary 
differential equations for p(z), p^(z), and PyCzt 
2p,Rpp(z,0*) 
(PL + 
2PTRSS(Z.O^) 
2-2O£X 
T-XY 
"2 •SoiX 
2 2odZ 
ZY 
^-2o£Z 
Pz 
p 
k 
(5.48) 
where 
no 
20$,»  ^ o£ 
Given values of the material parameters and the reflection kernels at 
t'= 0+, (5.48) determines the derivatives of PT' ^ nd p, provided the matrix 
in (5.48) is nonsingular. 
The invertibility of (5.48) can be assured by choosing ce.^  small enough. 
The determinant of (5.48), 
(T-4otTZ-XY + ZY)/4, 
can be expressed in the form 
(1/2)TZPT^O£ + (2PLPT " 
For nonzero a, the quantity multiplying the brackets cannot vanish. 
Regarding the contents of the brackets as a quadratic polynomial in the 
condition for the determinant to equal zero becomes 
ot' = C(2PlPT - * K2PLPT - * KPT" - 2^P/)m/2. 
I l l  
or 
«2 = ± 3 - 2(Pl/PT) + Wh'm/2. (5.49) 
Since < L we have 
[3 -2(Pl/PT) + <[3-20L/PT) + = (3-(P/P;)] <4, 
so that 0 5 [3 - 2(PL/PT  ^+ < 2, where the first inequality 
expresses the choice of square root implicit in the quadratic formula. If the 
lower sign in (5.35) holds, then 
Because a is assumed to be real, we must reject this solution. The upper 
sign gives (using the above estimate for the square root) 
0(2 > {(2PLPT - + 4p/]/2 = 
We conclude that if the matrix Is singular, then > PLPT- Singularity 
can be avoided by choosing d? small enough the ct? < for all z. This 
is a more stringent requirement on than the condition for pre-critical 
incidence; < \/CjHz) for all z, as will be shown. 
We have 
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" ( 1 - 0(2) ( 1 /CyZ - 0(2) , I/iCiCj)  ^- 0(2(]/C^  ^* 1 /Cj^ ) * câ. 
The first and last forms show that the condition is equivalent 
to 
1 /(ClCt)2 - 0(2( 1 /C^2 + J /Cy2) > 0, 
or 
V 0(2 < — . (5.50) 
Cl"' + CT-2 
A sufficient condition for the Invertibility of (5.48) is that gl  ^ be small 
enough that (5.50) holds for all z. Suppose that ol  ^ meets this requirement 
To show that the condition for pre-critical incidence, cc  ^< CT"2 for all z, is 
also satisfied, the inequality of the arithmetic and geometric means 
(Carlson, 1977) is applied to the right hand side of (5.50), giving 
V'o.-. _ 
2 • c^-') 2 (c,-' V')* 2 
But CL"2 < CT."2, so the right hand side of (5.50) is less than ( 1 /2) c?-: at 
every z. The condition for nonsingularity is therefore considerably more 
restrictive that the one for pre-criticality. 
Returning to the reconstruction algorithm, the Euler and trapezoidal 
113 
rule formulas for the material parameters, i= 1,3, at ( in terms of their 
values at Zj = C - s and the derivative vector, 6(p), computed from (5.48), are 
P;(() = P;(Zj) + s[Gj(p)](Zj), (5.51 ) 
and, 
Pj(C) = P;(Zj) - s{ [6;(p)](0 + [G;(p)](Zj) )/2. (5.52) 
The inverse algorithm for computing the material parameters and the 
components of the reflection kernel at z = ? from known values at z = z. is 
given below. As in the forward algorithm, R;(Zj, %) is known for k = 0, m -
1, where = 0 and \ = t'g(Zj), and new values are to be found at (f.x^) for k 
= 0, n - 1. The material parameters, p, = P2 = PT p  ^= p, along with the 
values of R at f = 0+, are established first; then the remaining R, values are 
updated. The new z point, i, is considered as a material parameter in this 
context. This point is chosen so that t'3(Zj;C,0) = , i.e., size of the step, s, 
is chosen so that the 5 characteristic passing through the first evaluation 
point of R above the z-axis on the old vertical segment, (Zj,Ti,), intersects 
the z-axts at C = z  ^+ s. This characteristic obeys dt'^ /dz = - 2^3, which Is 
integrated by the trapezoidal rule to give f3(z;zj,ti,) = n, - * 
PjCz)). The z-axis intersection condition becomes 0 = 11, - sCPjCZj) + ^^(O), or 
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2T 
4(2) 
Figure 5.4. The value of f is determined by the condition that 
the characteristic, tjCz), passing through (Zj,n,) reach t'= 0 at 
2 = f. 
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Algorithm 5.2. Computation of i, p(C), and R(?,T) for 0 S T S UiO 
tFFT convolutions) 
{Euler prediction for C) 
{Euler prediction for p} 
{Trapezoidal rule) 
{Trapezoidal rule) 
{Euler initial values for R) 
compute {F(R)](ZJ, %) for k = 0, m - 1; 
f :  = Zj+ 2VP3(Zj); 
predict p(C)by(5.51); 
for iteration := 1 to 5 do begin 
c := Zj + ii,/(P3(Zj) + e,;;)); 
update p(C) by (5.52); 
end; 
fork: = Oton-l do begin 
for i : = 1 to 3 do begin 
estimate R;((,Tk) by (5.46) 
end; 
end; 
for iteration : = 1 to 5 do begin {Trapezoidal rule updates) 
compute {F(R)1(?,T^) for k = 0, n - 1 ; {FFT convolutions) 
fork: = Oton-l do begin 
for i : = 1 to 3 do begin 
update RJ(?,t,^ ) by (5.47) 
end; 
end; 
end; 
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s - Tii/tfistz..) + ftsfO). (5.53) 
This formula depends upon the material parameter, #;((), which is not known 
at the beginning of the algorithm. The material parameters at C and the value 
of s (and () are are determined simultaneously by iteration. This is the sense 
in which C Is treated as a material parameter. 
G. Numerical Example 
An illustration of the direct and inverse algorithms is given in Figures 
5.5-7. Each function is represented by 256 points. The original profiles of 
p(z), CL(Z) and c^Cz) and the reflection kernals generated by Algorithm 5.1, 
Rpp(0,f ), Rsp(0,t*) and Rgg(0,t') are shown in Figure 5.5. The reconstructed 
functions, computed by Algorithm 5.2, are shown in Figures 5.6-7. The value 
of a is 0.3, which gives = 34.4® and = 21.6®. Each run required less 
than an hour on a VAX 750. 
Since the numerical grid in the Inverse run is quite different from the 
grid in the forward run (the computational domains are not even the same; 
see Figure 5.2), the example is not based upon running the same code forward 
and backward. 
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RSP 
RSS 
A 
Figure 5.5. Material parameters and R(0,t') 
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Figure 5.6 Reconstrcted c^(z) and Cj(z) 
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Figure 5.7. Reconstructed p(z), as in Figure 5.6 
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VI. QUATERNIONIC FACTORIZATION 
À Introduction 
In Chapters III and IV, evolution equations for plane wave components 
of solutions to wave equations were obtained by the general procedure of 
taking planar integrals of second order equations in three dimensions to 
obtain one-dimensional equations, and then applying the one-dimensional 
splitting apparatus described in Chapter I. The treatment of the elastic 
wave equation in Chapter V differed slightly from this formula in that the 
planar integration was applied to a first order system, but the general idea 
was the same. 
The intention of this chapter is to illustrate a different approach to 
the factorization of wave equations into systems of first order equations for 
components which represent waves propagating in preferred directions. The 
method begins by expressing the physics of a wave propagation problem as a 
first order system in three dimensions in the language of quaternion 
analysis. The system is formally similar to (2.8), the first order system 
equivalent to the scalar wave equation in one dimension. A generalization of 
the splitting procedure of Chapter II is then applied to the three dimensional 
system, giving a three dimensional analog of (212), with no assumption of 
stratification. No pseudodifferential operators are introduced, no integral 
transformations are taken, no series are truncated, and no approximations 
are made. 
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The utility, or lack thereof, of the resulting evolution equations for 
full, three dimesional, direct and inverse scattering problems is not known. 
At this point, the systems are reduced to the splittings obtained in Chapters 
III and IV for stratified acoustic and electromagnetic problems by assuming 
the solutions to have particular properties, which are shown to characterize 
the solutions as plane wave components. 
As a method of deriving the evolution equations for plane wave 
solutions to stratified problems, the quatemionic approach is effective, but 
more cumbersome than the method of plane integrals followed by the one 
dimensional splitting procedure. It is presented here for two reasons. First, 
its ability to process complicated physical situations in three dimensions 
while maintaining formal similarity with the simple case of Chapter II 
makes it a powerful tool for the exploration of new problems. The first 
derivations by this student of everything in Chapters III and IV and most of 
Chapter V were done in the quatemionic context. 
Second, the postponement of the reduction to one dimension until after 
the splitting step in the derivation may be progress toward the eventual 
solution of fully three dimensional inverse problems. 
Part B contains a brief review of quaternion analysis. Quatemionic 
splittings of the scalar wave equation, the acoustic wave equation and 
Maxwell s equations are given in Parts C, D, and E, respectively. The present 
state of the quatemionic treatment of the elastic problem is not entirely 
satisfactory, in that M must be assumed to be constant to make the 
formalism work. Quatemionic elastic splittings are therefore omitted. 
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B. Review of Quaternions 
A real quaternion is an object of the form w + xi+yj + zk, 
where w, x, y, and z are real numbers and i, j, and k obey the product rules 
i2 _ j2 ::|(2 = 
ij =k, jk = i,ki = j, (6.1) 
ji = -k, kj = -i, ik = -j, 
(Hamilton, 1847). Addition of quaternions is defined by 
(ot + p i + y j + 8 k) + (a + b i + c j + d k) = 
(od + a) + (p + b) i + (y + c) j + (S + d) k, (5.2) 
and multiplication, which is associative but not commutative, by 
(of  + pi + y j  + Sk)(a + bi  + c j  + dk) = 
(ota - pb -yc - yd) + (o^b + pa + yd - Sc) i 
+ (o£C - pd + ya + Sb) j + (otd + pc - yb + Sa) k. (6.3) 
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The multiplication formula can be derived by multiplying out terms and using 
(1). The conjugate of a quaternion, q = a + b1+cj + dk, isq*»a-(bi + c j  
+ d k). The product of q with its conjugate is qq* = q*q = a  ^+ b  ^+ c  ^• d .^ 
This shows that q has a multiplicative Inverse, q*/( q*q ), If q * 0. The 
quaternions thus form a division ring. If q = ct i + p j + y Ic and = 
1, then q2 = -1. Furthermore, if e is a real number, then 
e (o£ i + p j + y k) 
e = cos{8) + sin(e) Cot i + p j + y k) 
If, in addition, f = xi + yj + zk, then f = x' i • y' j + z' k, given by 
f = exp[(e/2)ql f exp[-(e/2)q3, 
represents a rotation of f by an angle & about q (Morse and Feshbach, 1953, p. 
75). 
Quaternions were discovered by Sir William Rowan Hamilton in a flash 
of insight in 1843 while searching for a three dimensional generalization of 
the complex numbers (Crowe, 1967). No such three-dimensional 
generalization exists. According to the Frobenius' theorem (Hungerford, 
1974, p. 461 ) the only algebraic division algebras over the real numbers are 
(isomorphic to) the real numbers, the complex numbers, and the quaternions. 
Hamilton refered to a quaternion with only a real part as a scalar and 
one with no real part as a vector. Let a = a, i + a  ^ j + aj k and b = b, i + bg j + 
bj k be vectors. Using the dot product and cross product notation of modem 
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vector analysis, (6.3) gives 
à b = - a»b + axb. (6.4) 
One result of (6.4) is that the square of a vector Is minus the square of its 
length. The complex numbers contain two square roots of -1; in quaternions, 
any unit vector squares to -1. 
If b is considered as a function of position and a is replaced by the 
gradient operator, V = i èjj + j ày + k . then (6.4) gives 
Vb = -V'b + Vxb. (6.5) 
If V is substituted for both a and b in (6.4), the result is 
v v = -  V - V  =  -  ( 3 / + a /  +  a / ) .  ( 6 . 6 )  
The formulas (6.4), (6.5) and (6.6) are essentially the only properties 
of quaternions that we will need. Modem vector analysis is derived from 
quaternion analysis. The history of the two systems is described in (Crowe, 
1967). Textbooks on quaternions include (Tait, 1890; Kelland and Knott, 
1904; Joly, 1905; and Du Val, 1964). The 19*th century style of the earlier 
books limits their accessibility to modem readers. A computer search for 
recent applications of quatemions revealed papers on navigation (Skaron, 
1984), computer graphics (Richardson, 1983), and modem physics (Girard, 
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1984), among others. Hamilton's contributions to physics and mathematics 
are discussed in (Whittaker, 1940). 
The use of bold symbols for dependent variables to differentiate 
vectors from scalers is relaxed in this chapter. In the quaternion context, 
the identification of an object as a scalar, vector, or general quaternion is a 
statement about its value, rather than its type. All three are regarded as 
quaternions when used as operands in addition (5.2) or multiplication (6.3). 
The matrix form of systems of linear equations is less useful in 
quaternion analysis than in commuative systems because it sometimes 
happens that the order of the factors in a matrix product is inconsistent 
with the order in which the components are to be multiplied. For this reason, 
systems of equations will usually be written out, rather than abbreviated 
with matrices. 
C. Factorization of the Scalar Wave Equation 
Recall the derivation of the evolution equations, (2.19-21) for the 
scalar wave equation in the normal incidence case. The first step is to write 
the wave equation, 
(2.6) as a first order system, (2.8). 
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d 
hz 
u 
"z 
1 à2 
C(Z)2 dt^ 
u u 
= A 
"z "z 
_ _ 
. (6.8) 
The bottom row of (6.8) depends upon the fact that the operator occuring 
in (2.6) has an explicit square root, 
An analogous form of the three dimensional scalar wave equation, 
(V-V)u(x)=  ^ a,2 u(x), (6.9) 
c^x) 
can be obtained by using (6.6) to represent the square root of the Laplacian: 
u 0 1 u 
-1 
Vu c(x)2 at2 ° Vu 
The wavespeed, c(x), is assumed to be a function of position in three 
dimensions. The minus sign in (6.6) is reflected in a minus sign in (6.10). 
The formal eigenvalues of the matrix in (6.10) obey so 
that X = (-1/c^)* . In the context of quaternions, this means X = r , 
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where r is any vector of length 1/c. We need to choose two eigenvalues for 
the change of basis from the infinite number of possibilities. Let r+(x) and 
r"(x) be two differentiable vector functions of position which have length 
l/c(x) at every point, x, and are nowhere equal to each other. The two 
eigenvalues will be taken to be r+a  ^and Appropriate choices of r+ and 
r" are discussed after the general derivation; for now they are simply 
arbitrary vector functions, subject to the constraints mentioned. 
Let the new dependent variables (|;+(x,t) and il>"(x,t) be defined by 
In general, and will be quaternion-valued. Appropriate care must be 
taken in the manipulation of (6.11), (5.12) and formulas following from them 
to preserve the commutation relations, (6.1 ). For example, r* and r* 
are not equal, except in the special cases that is a scalar or(|; + is a 
vector 
which is parallel to r*. 
To obtain explicit expressions for and i|>~, first multiply (6.11) on 
the left by r" and subtract the integral of (6.12) with respect to t from the 
result This gives 
U(X,t) = (|f+(X,t) + «|>"(x,t), (6.11) 
-Vu(x,t) = r+(x) 4>''t(x,t) + r-(x) «p'/x.t). (6.12) 
(r~ - r+) (j;+ = r~ u + Vu. (6.13) 
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An analogous calculation, starting with r+, produces 
(r+ - r") <!»- = r+ u + Vu. (6.14) 
Since r* and r" are nowhere equal, (5.13) can be mulplied on the left by the 
multiplicative inverse (r" - r+), i.e., l/(r" - r+) = ir* - r")/|r" - r*\. This 
gives 
1 -I 
= ( r-(j + a, vu), (6.is) 
1 -1 
i|<~ = ( IT* u + i&t Vu), (6.16) 
where (6.16) results from dividing (6.14) by (r+ - r"). 
The pair (6.IS, 16) is analgous to (2.10). In (210), u(z,t) is split into a 
component, moving in the +z direction and a second component, which 
travels in the -z direction. In (6.15, 16), u(x,t) is separated into <j;^ (x,t) and 
i|;~(x,t). These components can be Interpreted as the parts of u which travel 
in the r* and r" directions, respectively, in the following sense: suppose 
c(x), r+(x), and r~(x) are all constant in a neighborhood of point, x .^ Suppose 
that u is in fact a plane wave traveling in the direction r* in this 
neighborhood, i.e., u(x,t) = f(t - r+'X) for x near Xg, where f is some real 
function. Then, in this neighborhood, 
129 
èj"' V u(x,t) = V f(t - r+'X) = -r+ f(t - r+'X). 
The formulas (6.15) and (6.16) therefore give (p+(x,t) = f(t - r+'X) = u(x,t) and 
<j;'(x,t) = 0. Similarly, If u Is a plane wave traveling in the direction of r", 
then v|>" equals u and is 0. If u is locally the sum of two plane waves, one 
moving in the direction of r+and one traveling parallel to r~, then «|;"^and <1>~ 
will be scalar funcions representing these two parts of u. 
Suppose that u(x,t) does not locally have the form 
f(t-r*'x) + g(t-r~*x). 
for scalar functions f and g, where r* and r~ are the previously chosen 
vectors with length 1/c Then (11) still holds with ip* and computed 
according to ( 15) and (16). It cannot be expected, however, that and 
will be plane waves (evolution equations are given below) or scalars. The 
formulas ( 15) and ( 16) give and as the quaternion product of two 
vectors: 1/(r" - r+) and (r" u + Vu), in the case of By (4), the 
product, and hence is a scalar if and only if 1 /(r" - r+) and (r~ u + 
Vu) are parallel. Using (4) and the formula 1/(r~ - r+) = {r* - r-)/!r" - r*i, 
the condition for vj;+ to be a scalar becomes 
r" X 0^"' Vu = r"  ^ X r' u + r "^x Vu, 
or 
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Kr" - r+)xV] u - (r+xr") . 
This Is also the condition that <j;~ be a scalar, which can be seen directly or 
as consequence of the fact that u = + *(>' Is a scalar, which implies that 
the vector part of i|/" is equal to minus the vector part of ((»+. 
From the form of (6.15) and (6.16), it can be seen that the vector parts 
of «(;+ and (p" are given as cross products (by (6.4)), in which the first operand 
is proportional to (r+ - r"). This means that the vector part of and i|>" 
will have no component parallel to (r+ - r"). The pair <|>') thus has four 
independent components; the scalar part of the scalar part of <j;", and two 
vector components in directions perpendicular to (r* - r~). This is the same 
number of components as in (u. Vu), the variables in the first order system 
(6.10). 
To derive evolution equations for and let V operate on (6.13) on 
the left, giving 
V[(r- - r+) ^ *] = V[r- u] + Vu]. (6.17) 
If V and q are respectively vector and quaternion valued functions of 
position, then it can be shown that 
V(vq) = (Vv)q + vVq - 2(vx V)q. (6.18) 
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(Pf: V{vq) - iàjjCvq) + jô/vq) + kà^Cvq) 
= Kv^q + vq„) + jCv^q + vq,) + kCv^q • vq^) 
= (iv^ + jVy + kV2)q + (îv)qj, + (jv)qy + (Wq^ 
= (Vv)q + (v1)q, - 2(vxi)q  ^+ (vj)qy - 2(v%j)qy + (vWq  ^- 2(vxk)q2 
(using - 2 v^xv  ^for vectors and Vj ; see (6.4)) 
= (Vv)q + v(iq, + jq  ^+ kq^) - 2[(vxi)q  ^+ (v* j)qy + (vxk)qj 
= (Vv)q + v(Vq) - 2[(vxi3^) + (vxjdy) + (vxkd2)]q 
» (Vv)q + v(Vq) - 2(vx V)q ) 
Expanding (6.17) according to (6.18) with v = r" - r*, q = <{;* in the first case 
and V = r", q = u in the second, gives 
Mr- - r+)]4,+ + (r"- r*N^* - 2[(r-- r+)xV]^ + = 
(Vr")u + r"Vu - 2(r"x V)u + 3^"  ^Wu. (6.19) 
The last term on the right is ^ ^"'Wu = - (V-V)u = u/cHx), 
where the first equality follows from (6.6) and the second from (6.9). Making 
this substitution, replacing Vu by - (r+y;*; + r~vj;"j) according to (6.12), 
eliminating u in favor of + *Ji" from (6.11 ), and making three cancellations, 
equation (5.19) becomes 
(r- r+)V%),+ = -(r-r+ + + [(Vr+) - 2(r+xV)3v|>+ + [(Vr") - 2(r-xV)]\l>-
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Multiplying both sides on the left by 1/(r" - r+) gives an expression for 
Let the coefficient of - in this expression, [l/(r" - r+)] (r"r+ + l/c^), be 
denoted X. Multiplying X on the right by r+ gives 
Xr+ = ll/(r" - r+)] (-r~ + r+)/c  ^= -1/c  ^
where the fact that r+r+ = -1/c  ^has been used. A second multiplication on 
the right by r+ shows that X = r+. We then have 
= - r+(|,+t + [(Vr+) - 2(r*xV)l<l>  ^ + 
prp - 2(r-xV)]«l;-. (6.20) 
To produce the corresponding equation for simply interchange the 
superscripts, + and - This gives 
Vvji- = - r- \^ + I(Vr-) - 2(r-xV)]*|;- + 
[(Vr+) - 2(r+xV)]4,+. (6.21 ) 
Equations (6.20) and (6.21 ) constitute a fully three-dimensional 
splitting of the scalar wave equation along the preferred directions r+(x) and 
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r"<x). These vector functions of position can be chosen arbitrarily, subject 
to the constraints that they have length l/c(x) and are nowhere equal. As 
the above discussion suggests, il is convenient for r* and r" to be parallel to 
the direction of propagation of two respective waves. The rays of geometric 
optics provide appropriate choices for the directions of r* and r", at least in 
the stratified case. 
In geometric optics, wave propagation is studied in terms of a 
wavefront, a surface specified by S(x,t) = 0 with the property that u = 0 in 
S(x,t) < 0 (Whitham, 1974, p. 235-254). By assuming that u or one of its 
derivatives is discontinuous at the wavefront, substituting an asymptotic 
expansion for the solution near the wavefront in increasing powers of S into 
the wave equation, and equating coefficients of like powers of S, the 
function 5(x,t) Is shown to obey the elkonal equation, IVSP = With 
the particular form 5(x,t) = t- a(x), the wavefronts are the surfaces o-Cx) = 
t. If p(x) is defined by p(x) = Vo-Cx), then p is a vector normal to the 
wavefront and the eikonal equation becomes IpP = c'^ . 
A ray is defined as a characteristic of the eikonal equation. Let x(s) 
be a ray curve, parameterized by s. Whitham shows (p. 248) that rays are 
characterized by the ray equations: 
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dX 
dp Vc 
ds c2 
do* 1 
ds c 
The first equation shows that ray curves are orthogonal to the wavefront, 
since p is normal to the wavefront (this is not true in the anisotropic case, 
which Whitham discusses on p. 254-262). 
The eikonal equation for p is identical to the constraint that r+ and r" 
should have length l/c. it seems reasonable to choose r+ and r to be two 
values of p, i.e., to let r+ and r" be parallel to ray curves. This choice is 
investigated below in the stratified case. The nonstratified case is left for 
future work. 
Suppose the medium is stratified in the z direction. The second ray 
equation then implies that p, and Pg are independent of s. With some loss of 
generality, let p, and pg be the constants -y and -a, respectively. (This 
makes p, and Pg constant everywhere, not just along rays.) The eikonal 
equation then gives Pj = ± (1 /c  ^- - y^) .^ Choose y = 0 and let r  ^be 
identified with This gives r  ^= ±pk - cdj, where p(z) is the familiar 
quantity (1/c^(z) -
This choice of r  ^will be used in the next two sections. Consider the 
case oi = 0, so that r+(z) = k/c(z) and r"(z) = -k/c(z). Assume that plane 
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waves are normally incident upon the stratified medium, so that Vu = ku  ^is 
parallel to the z-axis. We have r* - r" = 2k/c and l/(r+ - r") = c/(2k) = 
-kc/2; 1/(r~ - r+) = kc/2. The splitting, (6.15, 16), reduces to 
= (kc/2)(-k/c u + kUg) = ( 1 /2)(u - cu^), 
= (-kc/2)(k/c u + kUz) = (l/2)(u + cu^), 
i.e., the same splitting as (210). The waves, and v|;", are scalars. 
The terms in the evolution equations, (6.20,21 ), are 
Vr+ = (kèg) (k/c) = 1 /c), Vr" = (kà^) (-k/c) = I /c). 
and 
(r*xV)vli+ = ±(1/c) (kxV)v|i * = ±(l/c) (-iôy + = 0, 
since v|>  ^is independent of x and y. The evolution equations become 
= -(k/c)ètil»+ + (kc/2) [-Ô2(l/c)]i|;+ + (kc/2) [èz( 1/c)]vj;-, 
ka^^- = (k/c)è^»|i- + (-kc/2) [azd/c)]^ ,- + (-k/c) 
Taking the k-component of both equations gives 
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^24,+ = -(l/c)*+t+ (1/2) Kc/c) - (c/c) 4,-], 
= ( I /c) ( 1 /2) [(Cg/C) %(,- - (c/c)i|,+], 
in agreement with (2.12). 
D. Quatemionic Acoustic Problem 
This section provides a quatemionic derivation of (3.8), the evolution 
equation for plus and minus-going waves In the oblique-incidence, acoustic 
problem. The method of section B is used to obtain a three-dimensional 
splitting of (2.5). A particular choice of splitting directions, r* = ±pk - o£j, 
and the assumption that the medium is stratified give a simpler, but still 
three-dimensional splitting. Scalar solutions, are sought. These are 
shown to obey (3.8). This assumption that and *j/" are scalars, together 
with the particular choice of r* and r~, is shown to be equivalent to the 
selection of one plane wave component by the method of plane mean values. 
Consider the acoustic wave equation in three dimensions, (2.5): 
(V*V )u - — (Vp)*(Vu) = —2 3^  ^u. (6.22) 
P c 
This differs from (6.9) in the previous section by the inclusion of Vp. To 
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find equations corresponding to (5.20, 21 ) in this case, let and *1;" be 
defined in terms of u and Vu exactly as in (6.11,12) and (6.15, 16). The 
previous derivation is not altered until the appropriate wave equation is used 
to replace ô^~'VVu in (5.19). In this case, we have (by (6.6) and (5.22)) 
à^~'Wu = - (V*V )u = — (Vp)*(à^~'Vu) —  ^ u . 
P c 
Substituting the above into (6.19), using (6.11 ) and (6.12), and collecting 
terms gives 
(r-- r+)Vi(,+ = -(r-r+ + l/c i^if+t + [(Vr+) - 2(r+xV)]i|,+ + [(Vr") - 2(r-xV)]iji-
+ (Up) (Vph(r*\p* + r^-). 
The dot product in the last term is defined because Vp and are 
both vectors; in the first case because p is a scalar and in the second by 
(6.12). Multiplying both sides on the left by l/(r"- r+) and replacing 
[l/(r--r+)](r-r++ l/c^) 
by r+, as before, there results 
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V«l;+ = - [(Vr+) - 2ir*xVW * 
1 
-—;[(Vr)-2(r-xV)]^- + 
r - r 
1 1 
prp —(Vp)-[rV + r-rl. (6.24) 
Interchanging + and - gives 
Vip- = - r-(p-. + —r [(Vr-) - 2(r-xV)]^ - + 
r - r 
1 
pYp[(^r+)-2(r+xV)]4,+ + 
I I 
przp j(Vp)-[rV + r>-]. (6.25) 
Equations (6.24) and (6.25) are the generalizations of (6.20) and (6.21) 
to the case of variable density. As before, r* and r" are vector functions of 
position with length l/c(x). Assuming the medium is stratified so that c and 
p are functions of z only and choosing r*(z) = ± p(z)k - o£j, where ot is a real 
constant and p(z) = [1/c^(z) - the terms in (6.24) and (6.25) take on the 
following values: 
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1 1 1 
r-r ' -2pk " 2p 
1 1 
= "  I F ' '  
Vr+ = vpk = kàj^k = - ^ 2 
Vr = 
r+xV = (pk - odj) X (a,i + àyj + à^k) = i (-otà^ - pàp + j (;a,) + k (pô,) 
r"xV = (- pk - otj) X (àjji + ôyj + à^k) = i i-ccb^ * pày) - j (pôjj) - k 
These replacements convert (6.24,25) into 
1 
Vi\>* = - r+vp+t + — k [-Pz - 2(r+x7)#+ + 
2p 
^ kIp2-2(r-xV)]r + 
 ^k y [k.(r+(|,+ + r '^)] (5.26) 
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and 
Vv|;- = -rti>-t- ~ k [P2-2(rxV)]4i- -
k %-2(r+xV)#+ -
 ^k y [k.(r+(p+ + r^-)]. (6.27) 
The functions and »|;" are quaternion-valued in the general case. 
Consider the condition from the previous section for and *1^" to be scalars: 
I(r" - r+)xV] u = (r*x r") u ,^ 
which becomes 
iUy - jUjj = otiUt (6.28) 
with our particular choice of r+ and r~. The j component of (6.28) gives u  ^= 
0, and the 1 component says u  ^= ctu .^ This is the condition for u to consist 
of one plane wave component in the y-z plane as in Chapter III, i.e., for u to 
be independent of x and to depend upon y and t in the combination t + oty. The 
conclusion is that and are scalars (with the above choice of r* and r") 
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if and only if u is a plane wave, as described in Chapter III. 
With the above motivation, we seek scalar solutions of (6.26,27). 
Then the factor k'(r+(p+ + r"iji") in (6.26) and (6.27) can be simplified as 
follows: 
k'(r+y,+ + r-(|/-) = (k-r*)*J/+ + (k-r)t|;- = 
We have 
Viji"*" = - + —[ —^ + — - -^(r^xV)]*)»* + 
2 p p p 
t ' T "  " T "  (6.29) 
and 
Vvji" = - + — [—^ + —— + -^(r'*"xV)]<j;~ + 
2 p p p 
—I + -^(r-xV)]i|,+. 
p P p 
(6.30) 
Because and \j;~ are scalars, it is simple to extract the individual • 
components of (6.29,30). For example, the k-component of Vip* is The 
only complication is that the rules, (6.1), must be used to simplify k(r+xV) 
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and k(r-xV). This gives 
(1/p) k(r+xV) = - ià  ^- j[(ot/p)02 + ày], 
(1/p) k(rxV) = 0  ^+ ià, + jKot/p)è2 + ôy]. 
The scalar and i components of (6.29,30) both reduce to = 0. The j 
components give 
and 
= cc^~^ - (of/p)iJ;"^2 - V y .  
The sum of these equations gives , or odu  ^ = Uy. The 
difference, together with the k-component of the result of substituting 
(6.11 ) into (6.12), ^ *2 * *^"2 " Gives o£(»j;'''^  - vj»"^) = - i|>"y. 
Together, the two equations give and ocsj/'j = <|/~y. The scalar, i, 
and j components of (6.29) and (6.30) therefore show that any scalar 
solutions, and have the expected plane-wave form. 
The k-component of (6.29,30) is 
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v|, + = -p,|,+ + (6.31) 
2 p p p P 
+ Y ['"^+ -^]4'"+ (6-^2) 
This is the same as (3.8). The quatemionic evolution equations thus reduce 
to the previous results obtained by the method of plane mean values and the 
one dimensional splitting method. 
E. Quatemionic Electromagnetic Problem 
In the previous section, quatemionic functions, and were 
introduced to represent two components of the pressure in a stratified 
acoustic problem. In the case of plane-wave propagation along the preferred 
directions, r+ and r", the new dependent variables reduced to scalars. This 
section considers an electromagnetic problem in which the field variables, E 
and B, are vectors. The electric field is represented as E = + <j<", where 
and 4i" are quaternions in general. In the special case of plane-wave 
propagation in a stratified medium it is shown that and i};' can be taken to 
be vectors which are perpendicular to the respective directions, r+ and r~. 
The polarizations of the two wave components are represented by the angles 
of rotation of about r* and about r". Waves in the two elementary 
polarization modes, P and S (defined in Chapter IV) are shown to propagate 
independently in the stratified problem. The evolution equations for the two 
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modes are the same as the equations derived in Section IV.B by the method of 
plane mean values and the scalar splitting procedure of Chapter I. As in the 
previous two sections, the evolution equations for *1»* and ip" are first 
derived for a general, three-dimensional, medium and then specialized to the 
stratified case. 
The first step is to write Maxwell's eqations, (41-4), in quaternionic 
form. The precedent for quaternionic electrodynamic equations includes 
(Maxwell, 1904, p. 257-259 and Singh, 1981 ). Using the constitutive 
relations (4.5-6), the fields D and H can be eliminated in favor of E and B to 
give 
V*E = - —(V€)*E (6.33) 
€ 
VxB = jji€ —— + — (Vji)xB 
ot # 
(6.34) 
(6.35) 
V-B = 0. (6.36) 
Using (6.5), the result of subtracting (6.33) from (6.35) is 
VE= — — (6.37) 
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Similarly, (6.34) - (6.36) gives 
dE 1 
VB = J16 — + — (Vji)xB. (6.38) 
ot fl 
The two quatemionic equations, (6.38,39), are completely equivalent to 
(6.33-36). 
In matrix form, the quatemionic Maxwell equations become 
LU 
GO 
II 
_L (V€)- - — 
€ 3t 
3 I ji€ — — (V;i)j 
ot ;i 
~ 
E 
B 
_ _ 
(6.39) 
This form is analogous to (6.10) for the scalar wave equation. The splitting 
procedure is to introduce new variables, and ij>", in order to locally 
diagonalize (6.39) when Ve and Vji are zero. The characteristic equation for 
the eigenvalues of (6.39) is = - jie or = - c"^ where c(x) = 
[M(X)€(X)]~*. Following the pattern of the previous two sections, let X+(x) = 
r*(x) and X"(x) = r"(x) \, where r* and r" are vector functions of position 
with length l/c(x), which satisfy r+(x) r"(x) for all x. The eigenvectors, 
(*,, *2)' obey X*4>, + 3**2 = 0, which becomes r^*, = -*2 with our choice of 
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change of basis analogous to (6.11, 12) is then 
E = + ((,-, (6.40) 
-B = rV + (6.41) 
To find the inverse of (6.40, 41), subtract (6.41 ) from r" times (6.40) 
(on the left), giving 
r~E + B = (r"- r+)i|f+, 
and from r+ times (6.41 ), with the result 
r+E + B = (r+- r" )((,+. 
These give 
1 
V= prrp (r-E + B). (6.43) 
1 
+-= -rrf (r+E + B). (6.44) 
The derivation of the evolution equations for and is similar to 
the derivation of (6.20) and (6.21) in part C. Operating on both sides of 
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(6.42) by V gives V[(r' - r+)(p+] = V[r"E + Bl Expanding the gradients of the 
products according to (6.18) results in 
[V(r~ - r+)#++ (r-- r+)V*+ - 2[(r- - r+)xV]y,+ = 
(Vr-)E + r'VE - 2(r-x V)E + VB. 
The right hand sides of Maxwell's eqautions, (6.37) and (6.38), are substi­
tuted for VE and VB, giving 
[V(r- - r*W* (r-- r+)V4,+ - 2l(r- - r+)xV]4,+ = 
(Vr-)E + r-[(1/€)(V€)-E - ô^B] - 2(r-xV)E + ne \E * (1/#)(VWxB. 
Using (6.40) and (6.41 ) to express E and B in terms of i)/* and this 
becomes 
EV(r' - r"^)]*j;++ (r"- r+)V(()+ - 2Ur" - r*)xViij;'^  = 
(Vr')(*!>+ + *!>-) + r-[(1/e)(Ve)'(&{,+ + ^ -) + r+vj<+  ^+ r-*|>- ]^ 
- 2(r~xV)(*j;'*" + v|>") + ;i€ ô^(<l»'*' + \|/") - (l/;i)(V;i)x(r^(|;^  + r"vj;~). 
Which can be simplified to 
(r- - r+)V(|,+ = (ji6 - r-r+)q,+t + [(Vr+) - 2(r+xV)](|,+ + [(Vr") - 2(r-xV)](|,- + 
r~(l/e)(V€)-(v|;''" + »!>")- (1/;i)x(r i^|;* + r"*j>"). 
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Dividing by (r~ - r+) and using the result from part C that 
( 1 /(r~ - r+))(;i6 + r'r*) = -r*, 
we have the three-dimensional evolution equation for 
1 1 
pTp: [(Vr+) - 2(r+x7)],(,+ + {(Vr") - 2(r-xV.)]r + 
1 1 1 
-p—p [r" — (V€)*( '^^  + vj;") - — (V;i)x(r+(;;+ + r'lp")]. (5.45) 
Interchanging the superscripts gives the corresponding equation for ij;~: 
= -r-^j/'t + 
1 1 
prrp [(Vr-) - 2(r-xV)lr + p—p [(Vr+)-2(r+x7)]((;+ + 
1 ^ 1  . 1  
"pryp [r — (V€)'(y;* + - — (V;i)x(r" i^j/++ r"v|;")]. (6.46) 
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The pair (6.45,46) was derived without assuming a stratified medium 
or specializing to a particular r+ and r". Suppose that e and a are functions 
of z only and choose r+(z) = g(z)k - ocj and r"(z) = -g(z)k - ocj, where p(z) = 
[ji(z)€(z) - andoc Isa constant. Then, as before, Vr+ = -P2 » Vr-= , 
r+xV = iC-ofdj - pày) + , r"xV = iC-otè  ^+ pè,) - jp), - , and 
1 /(r" - r*) = k/(2p). The gradients of material parameters reduce to Ve = ke  ^
and Vp. = kjig. 
In the previous section, the variable u, which represents the pressure 
in an acoustic problem, is a scalar. It is consistent, in that case, to assume 
that and vj;~ are scalars. Here we have ({,++ <|;"" = E, a vector. The plus and 
minus-going waves clearly must have vector parts. At any value of z, the 
three vectors i, r+, and r+i = r+xi are mutually perpendicular (since r+ has no 
i component, r+ is perpendicular to i; r" !^ = -r+'i + r+xi = r^xi is 
perpendicular to both by a standard property of the cross product). The 
vector r+ is intended to represent the direction of propagation of the 
plus-going wave, «p*. Since is a portion of the electric field, E, and the 
electric field vectors of traveling plane waves in homogeneous, isotropic, 
nonconducting media are perpendicular to the direction of propagation 
(Jackson, 1975, p. 271 ), it seems reasonable to search for solutions of (4.45, 
46) in which (p* is a vector which is perpendicular to r*. We assume that ip* 
has the form 
(6.47) 
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where and are scalar functions of position and time. Similarly, vj;" is 
assumed to have the form 
(j;" = 1 + . (6.48) 
The factor of 1/e is included for convenience. The subscripts, S and P, refer 
to the polarization modes discussed in Chapter IV; the 5 parts of y»* and <j;" 
are perpendicular to the scattering plane and the P parts are in the 
scattering plane. The polarization directions of the plus and minus-going 
waves are represented (both here and in the more general case in which the 
particular forms (6.47,48) are not assumed) by the vector parts of and 
r-
As shown in the Appendix, substituting the above formulas for the 
fields, r-vectors, gradients of material parameters, and derivative operators 
into (6.45), assuming that the fields are independent of x, and taking the 
quaternion components of the resulting equation gives 
scalar component 
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1 component: 
y ^2*%= 
4 t - f - y  i n  *  4' ' f - j  
•p7^z+"p" T^+"p (6.50) 
j-component; 
k-componenfc 
W s  = - P 
1 11- 6, 1 u_ 6_ (6.51) 
Jà^^s = - a,**s - T^z+'s * ^+"s • (6.52) 
Only (6.45) has been used. To obtain the corresponding components of (6.46), 
replace every superscript + or - with the opposite sign and change every p to 
-p. This works because the only difference between (6.45) and (6.46) is the 
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superscripts. The change of sign of p is required to account for the fact that 
r* and r" have been replaced by pk - ocj and -pk - odj, respectively. This gives 
scalar component 
T ^2+% + T = 
Of . «2 Pz a K2 (6.53) 
i component: 
- j - m  +  -
g jvp-
ûi cC 
- T (6.54) 
j-component 
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(6.55) 
k-component: 
• M's * • (6.56) 
Several conclusions can be drawn from (6.49-55). The first is that the 
P and S-polarization modes decouple, since each equation involves waves of 
one type or the other, but not both. The evolution equations for the S-waves, 
(6.51) and (6.55) are identical to (4.10), which was derived in Chapter IV 
form the second order equation, (4.16). The corresponding evolution 
equations for the P-waves are obtained by multiplying (6.49) by oc/p and 
using the resulting equation to eliminate [c(^ /(p€)]02i|;"p - (o£/6)ôyV|;-p in 
(6.50), and doing the same thing with (6.53) and (6.54). The results are 
M 
A  ^ Pz Ji ^2 Pz 
" i p ' T ' T " ' * * " '  2 p ' " r " y  ( 6 . 5 7 )  
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and 
2g l^  ^ " 2g^"r"y ^*'p- (6.58) 
The formula = ;i6 - was used to simplify the coefficients. Multiplying 
(6.57) and (6.58) by g/# gives 
1 Pz 1 Gg p2 
- Y [  ^] vp-'p + YI  ^]4;"p (6.59) 
and 
&z+"p = P&t*"p 
I €z #Z 1 ^z Pz 
- y [  ^ + Y [ 1 ]*-p, (6.60) 
in agreement with (4.15). 
We must verify that assumed form of and vp", together with our 
choice of the vectors r* and r", results in plane waves depending upon t and y 
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in the combination t + oc.y. Comparison of (6.58), multiplied by ol/ji, with 
(6.49), multiplied by e/p, shows that . Similarly, (6.53) and 
(6.57) give = ocdt<J;*p. 
The sum of (6.52) and (6.56) reduces to è/ip+g + (p-g) = ofèt(<|>'^ s * ^"s -^
The difference of the two equations is 
2(o£/p)è2(^ l»''s + 4)"$) = s - 4»*$) + - Vs^-
The z-derivative can be eliminated with the sum of (6.51 ) and (6.55): 
giving otèt(*|i~5 - (|;+g) = ày(*|i"s - (|;%). Since the sum and the difference of 
and v|i"s satisfy ccb  ^= dy, it follows that and = 
W-
It has been shown that the splitting, (6.45,46), of Maxwell's equations 
reduces to the evolution equations (410) and (415) for S and P-polarized 
plane waves which depend upon y and t in the combination y + oft when the 
r-vectors are chosen as r+ = gk - ocj and r" = - gk - ocj and and vj»" are 
assumed to have vector form, (6.47,48). 
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VII. CONCLUSIONS 
The approach to direct and inverse scattering based on invariant 
Imbedding equations has been extended from normal incidence to oblique 
Incidence. Algorithms were derived for the reconstruction of more than one 
unknown material parameter function of depth in stratified inverse 
problems. Complete inversion algorithms were given for each of the three 
classical wave systems: acoustic, electromagnetic, and elastic. In the 
acoustic case, the sound speed and the density are recovered from reflection 
measurements at two angles of incidence. The electromagnetic algorithm 
recovers the dielectric function and the magnetic permeability from 
reflection at one angle of incidence and two polarizations. The density and 
both lame' parmeters are computed from P-SV reflection data in the elastic 
case. 
The direct and inverse algorithms are based on the solution of 
integro-differential equations for the kernels of the reflection operators 
which represent the reflected waves in terms of the incident waves. The 
integro-differential equations for the three systems were derived in a 
unified manner as follows: the method of plane mean values was applied to 
reduce the three-dimensional wave equations to one-dimensional equations 
for individual plane wave components. The dependent variables were changed 
to new variables, which represent incident and reflected waves. The new 
variables were shown to obey first order systems of evolution equations. 
The reflected waves were assumed to be represented in terms of the incident 
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waves by convolutions in time with reflection kernels which depend upon 
the media The evolution equations were used to derive the 
integro-differential equations and boundary conditions for the reflection 
kernels. 
Beyond the general similarity of the three systems, there are 
significant differences. In the acoustic case the waves are scalars. For a 
given angle of incidence, the local reflection properties of the medium, as 
represented by the value of the reflection kernel at t = 0+, are determined by 
a single, scalar function of depth, the logarithmic derivative of the 
impedance. The impedance depends parametrically upon the angle of 
incidence. In order to reconstruct two functions of depth, the sound speed 
and the density, it is necessary to obtain two independent values of this 
logarithmic derivative at each depth by performing scattering experiments 
at two different incident angles. Knowledge of the values of the two 
reflection kernels at t = 0+ for each depth then allows the derivatives of the 
two material parameters to be obtained seperately, and the material 
parameters to be found as functions of depth by integration. The 
integro-differential equations for the reflection kernels are solved for 
increasing depth in order to provide the required values of R(0*). Since these 
two equations are not coupled to each other, it is possible to solve them 
separately and combine the results, the logarithmic derivates of the 
impedances, at the end. 
The electromagnetic waves are vectors which are transverse to the 
direction of propagation (in the isotropic, nonconducting, model considered 
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here). Two polarization modes, P and S, (parallel and senkrecht) propagate 
independently of one another. In the S mode, the electric field vector is 
perpendicular to the scattering plane and the magnetic field vector is in the 
plane. The reflection properties of the modes are governed by the 
logarithmic derivatives of two separate impedance functions. By using 
reflection data for the two polarizations at a single angle of incidence, and 
solving two separate integro-differential equations, it Is possible to find 
the two impedances and combine them to obtain the material parameters, the 
dielectric function and the magentic permeability, as functions of depth. 
In the elastic case, there are scalar (pressure, P) and transverse 
vector (shear, S) waves. The transverse component perpendicular to the 
scattering plane, SH, decouples from the other modes, and obeys a wave 
equation which has the same form as the equation governing the acoustic 
waves (discussed above) in the stratified case. 
The remaining modes, the P waves and the SV waves (shear waves 
polarized parallel to the scattering plane), do not decouple. In the P-SV 
system, various combinations of logarithmic derivatives of material 
parameters govern the conversion of incident waves of one type into 
reflected waves of the same type, reflected waves of the opposite type, and 
transmitted waves of the opposite type. The coupling makes it necessary to 
consider matrix reflection operators, where thé four matrix elements 
represent the reflections P —> P, SV —> P, P —> SV, and SV —> SV. This 
matrix is shown to be symmetric, and the three independent componenents 
are the reflection kernels Rpp, Rgp, and Rgg. The values of these kernels at t 
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= 0 are three (generally) independent combinations of logarithmic 
derivatives of material parameters (see the discussion in section V.F of the 
invertibility of the matrix in equation (5.48)). Knowledge of these values 
permits the derivatives of the material parameters to be obtained 
separately. The reflection kernels are shown to obey a system of three 
integro-differential equations. The inversion procedure begins with the 
three (measured) kernels as functions of time at the surface. The 
integro-differential system is solved for increasing depth and the material 
parameter derivatives are simultaneously found from the values of the 
kernels at t = 0+ and integrated. 
The direct and inverse methods described in this dissertation apply to 
idealized problems. The media are assumed to be isotropic, perfectly 
stratified, nondlsperslve, and lossless. The material parameters are 
assumed to be continuous and piecewise differentiable. Exact data is 
assumed to be available. 
None of these assumptions is completely true in any real scattering 
problem. The extension of these methods and the corresponding ones given by 
other authors to more general (i.e., realistic) problems offers many 
opportunities for future work. 
Recent progress along these lines include attempts to compensate for 
errors In the measurements by averaging over redundant data sets (Santosa 
and Symes, 1985; Bregman et al., 1985; Carazzone, 1986), and the extension 
of the normal incidence invariant Imbedding methods to dispersive media 
(Beezley and Krueger, 1985), and dissipative media (Kristensson and Krueger, 
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1986). 
Formal methods for splitting three-dimensional wave propagation 
equations into equations for waves traveling in two preferred directions 
(which vary with position) are given in Chapter VI. These methods are 
expressed In the language of quaternion analysis. In the stratified case, 
these splitting techniques reproduce the first order evolution equations for 
right and left going waves which were derived in Chapters 111 and IV by the 
method of plane mean values in conjunction with the one-dimensional 
splitting procedure described in Chapter II. It is hoped that 
three-dimensional splitting methods will eventually lead to direct and 
inverse algorithms for nonstratlfied media. 
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X. APPB®IX 
A. Substitution of (6.47,48) into (6.45) 
This appendix contains the intermediate steps in the derivation of 
(6.49-52) by substituting the assumed form of the plus and minus going 
electromagnetic fields, (6.47) and (6.48), together with the particular choice 
r^  = ±pk - odj, into the general evolution equation equation for (6.45). 
We begin with some preliminary calculations. Suppose that the vector 
waves, are expanded In terms of basis vectors, , by 
r = 
r = «I'-iV-.t 4,-2V-2, 
where and are all scalar functions of position and time, 
and V+,, V+2, V" ,^ and Vj are vector functions of position. Then tj;* can be 
written as 
where the index i is summed from 1 to 2. It ^ ould be possible to avoid 
confusing the summation index, i, with the unit quaternion, 1, because 
summation indices will always be subscripts and quaternions will never be 
169 
subscripts. 
Assume that r+, V+,, and V+g are mutually perpendicular, as are r", V"„ 
and Vj. All of the assumptions are consistent with (6.47) and (6.48), which 
are reproduced as 
and 
where rHz)  = ±p(z)k - ctj. 
To substitute = Zip V *; into (6.45): 
+ 
1 1 
-pyp [(Vr+) - 2(r+xV)]4,+ + [(Vr") - 2(r-xV)]vj;- + 
1 1 1 
p—[r~ — (V6)'((p^ + (|/") - — (V;i)x(r*4)/* + r"^")], 
we will need the following: 
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= VSij; V = 2(Vi|; ^ ;)V ;^VV *, 
{Pf: Let $ bea scalar function and q be a quaternion function. Then 
V(*q) = (iô  ^+ jôy + kègX^q) 
= [(iàj, + jày + këz)<l>]q + (i<l>ë, + + ic^Ô2)q 
= [(ièjj + jèy + kè2)4>]q + 4>(iàjj + jôy + kà2)q 
(since the scalar, <j>, commutes with i, j, and k) 
= [V<j>]q + <j>Vq. 
The analogous formula when * is replaced by a vector or a quaternion 
is generally false because the replacement for * does not necessarily 
commute with i, j, and k. See (6.18) and its proof. Here * is v|; and 
q is V .] 
(Vr^ ) 24/ V = Z** (Vr= )^ V 
(since the scalar *j; * commutes with the quaternion (Vr-)3 
(r*xV) Z4, *î V *; = 2[(r*xVH *;]V + 2<J; %(r^xV)V 
{The proof is similar to the proof above, except V is replaced by 
(r^ 'x V), which can be expressed as + ajày + ajà ,^ for certain 
vectors a,, a ,^ and a .^ Then i, j, and k are simply replaced by a,, a ,^ a  ^
in the above. The warning about nonscalar * also applies. Generalizing 
the justification of (6.18) gives 
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(wx VXvq) = [(wxVMq + v(wx V)q - 2(vx(wx V))q, for vectors w and v 
and quaternion q.) 
(Ve)-2»J;= j^ V*j = 2i|;*j(V6)- V*i 
(V;ji)x(r*^* + r~i}<") = (V )^x[ r^ Ivji'^ jV*; + r'2v|>"jV';] 
= Z(p+;(V;i)x(r+V+;) + Z(|,-;(V;i)x(r-V-;) 
{The cross products are defined because r* is perpendicular to , 
which implies that r^ V*; =» - r* • V*; + r* x V*,- = r* x v*, is a vector.} 
= - Z ,^+;(r+Vt)x(Vji) - Z(^ -;(r-V-;)x(V;i) 
With these substitutions, (6.45) becomes: 
Z(Vl{, +;)V+; + Z4,+;VV+; = ' ZCë^ f^+gXr+V*;) + 
1/(r- - r+) C 2^*. (Vr-) V", - 2ZE(r^ xV)i(,+;]V+; - 2Z4,+;(r+x?)V+; + 
W; (Vr-) V-; - 2Z{(r-xV)vj>-j]V-i - 2Z\;)-;(r-xV)V-; + 
(r-/€)Z[4,+;(Ve).V+; + ri(V6)-V-j] + 
(l/;i)[Z(|,+;(r+V+)x(Vji) + Z(|,-;(r-V-;)x(Vjl)l 
Collecting terms in and vl»", : 
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2(V  ^+;)V+; + [2/(r- - r+)]Z[(rxV),|,+;]V+; = - Z(ati),+;)(r+V+;) + 
r*)][V7r*)y*.- 2(r+xV)V+; + rCVe)-V+;/€ + (r+V+;)x(Vji)/;i] -
VV+;] + 
2<j;-;[1/(r-- r+)][(Vr-)V-;- 2(r-x7)V-; + rCVO-V/e + (r+V+;)%(V;i)/;i] -
[2/(r- r+)]Z[(r-xV)(p-;]V-;. 
We have 
= ±pk - OL] 0 = p(z), a is constant} 
4*, = V*, = i 
^^2 = = (i^ k - 0£j)i/€ = ±(p/€)j - (oi/6)k 
l/(r--r+)= 1/(-2pk) = k/(2p) 
V = jôy + kôj {The fields are assumed to be Independent of x. This is 
not essential, but It simplifies the derivation.} 
\7r = (ja,* kazX6k) = -Pz 
T7r = (ja, + kA^X-ok):?: 
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(r^ xV) - -iCotàj ± p&y) 
V6 = kgg, Vm = kjig 
P+r+ = p-p- = -gjj^ 
(r^ r^ i/€)/# = - i. 
Making these substitutions, 
(Vvp+s)! + (Vvl>+p)r+i/€ + (k/p){[-i(ocÔ2 + + Hiab^ + 
= -(à^vj;'^ s)r'^ i + (àtij;'^ p)iii + 
4,%[[k/(2;)][-;zi + 0 + + 
^*p[[^/i2^)][-^2^*\/€ + 2i(oi02 + gèy)r+i/e + r&J<.'iaLk/e)/)x + Mz(-i*k)] -
k02((?/€)j + (o£/6)k)) + 
Ij;-sak/(2p)][p2i + 0 + Mz(-Pj)>^k/;i]} + 
4'-pKk/(2;)%r-i/g + 21(0^0  ^- ^ h^)ri/€ + re^k-Ccik/eV  ^+ iizC-ixk)» -
(k/g){[-i(ocô  ^+ gày)rsli - IKocô  ^- pôy)vj)-p]ri/€]. 
or 
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• (^ /e)(-ôy*|;'^ p - ô^vji'^ pi) + (a/e)(ôy*j<'^ pi - d^vjj^ p) • 
{<x/^)kh2Vs + kV^s - ((o(/p)^z4'*p + ôy\l»+p)(-p + oii)/€ = 
+ o£k) + + 
vl»%{-(p/(2p))j + (Mz/(2;i))j) + 
((,+p{;z(i; + o£)/(2P€) + (o(/p)8z[(-^ + ct1)/€] + otyp + odi)/(2p62) -
-M2i/(2p) + * of/€)) + 
4,-s((Pz/(2p))j - i}J^(2)i)}] + 
- og)/(2pe) + (ot/p)ÔJ(p + c£i)/6] + oce^C^ + cci)/(2p62) - ^ 1^1/(2;)] 
- (oc/p)kà2vj/"s + k&y^-g + ((o(/g%(p"p - ôy<j>"p)(p + cciVe, 
which becomes 
+ (og/p)kaz^+s - (oc2/(p€))i)^ »|;+p = 
-PjAt**s • <^M*s * Aiàt<l/*p + 
4,%(-(p/(2p))j + (ji^(2pi))j] + 
t+p((Pz/(2E))i + (C(P/(2P€)) - (0C/^)(^/€)^ + (oi/^XoC/€)^i + €^0C/(2€^) + 
icc^€2/(2pe^) - )ji2i/(2^) + Kp/e)^ + (oc/e)^} + 
*-s((P/(2p))j - (n^(2^))il * 
4,-p((P/(2e))i - (o(P/(2P€)) + (oi/p)0/€)2 + (oi/p)(c(/6)^ i + €20(/(2E )^ + 
ioi%A2^e^) - Mzi/(2P)} -
(od/p)kdj,;j;-s + + (û(/€% -^p + (cd2/(p€))T02»j;-p - (p/é)àycj;-p -
(cd/€)iây<|;-p. 
175 
The quaternion components of this equation are 
scalar part 
0 = 
(|,+p[(o(^ /(2;€)) - (o(/;)(p/e)z + €2O£/(262) + (og/gy + 
y;-pHocp/(2p€)) + (o(/;)(;/e)Z + €ZO(/(2G2)] + 
(ot/6)32<j'"p - (p/€)3y<l;"p, 
i part: 
- (p/ 6)02<li"^p - (o(^ /(^ €))82\p+p = 
+ 
iP+plKfLr/CZe)) + (c(/f;)(oLA:)z + 
ol\A2^Ç )^ - Mz/(2P) + (p/gy + 
i|;-p%/(2€)) + (c(/;)Wg)z + 
Of V^2p€ )^ - #z/(2p)) + 
(of/Cfk)#:*-,-
(o£/€)àyVj;-p, 
j part: 
&z**s = 
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V|;%[-(P2/(2P)) + (M2/(2M))} + 
*-sKf^ /(2p))- (Az/C%i)% 
and k part: 
(oi/p)à2iJ>''s = 
- -
(ûf/p)Ô2^1i-s + 6yi|,-s. 
The j and k parts are in final form. The scalar and i equations require 
simplification. Differentiating the formula p (^z) = ;i(z)€(z) - oc  ^ with 
respect to z gives, 2^9% = Mz€ + which is used to substitute for Mz in the 
i equation. Making the substitution and collection logarithmic derivatives, 
the equations become 
scalar part-
0 -
V1»%(0C/(2€))[ -(#/(#)) + €/E} + 
Vi>-p (of/(2€))f02/(p))-€z/€} + 
(û£/6)Ô2 -^p - (p/6)ày»l;-p. 
and the i equation ; 
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4,+p(p/2e)(p/p - €/€) + 4,-p(p/2€)k/e - p/p) + 
(o£V(p6))è2»|»-p - (c£/€)ay»l»-p. 
