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Abstract




∣∣x(t − τi(t))∣∣α−1x(t − τi(t))= 0
for t  t0 and α > 0. Using the method of generalized Riccati equation, we give conditions for the existence
of positive solutions.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In the last years, oscillation and nonoscillation theory of halflinear second order differential
equations attracted a considerable attention, and we refer the reader to the papers of Elbert [5,6],
Došlý [3], Kusano et al. [9,10], Li and Yeh [12]. For the oscillation criteria of halflinear second
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1202 H. Péics, J. Karsai / J. Math. Anal. Appl. 323 (2006) 1201–1212order delay differential equations with positive coefficients and variable delays see, for example,
the paper of Džurina and Stavroulakis [8], Kusano and Lalli [11] and the references therein. For
a comprehensive treatment, see the monographs [1,4].
In our paper we consider the halflinear delay differential equation with coefficients of variable




∣∣x(t − τi(t))∣∣α−1x(t − τi(t))= 0 (1)
for t  t0 and α > 0, where the following hypotheses are satisfied:
(H1) pi ∈ C[[t0,∞),R], i = 1,2, . . . , n;
(H2) τi ∈ C[[t0,∞),R+], τi(t) t , i = 1,2, . . . , n.
By introducing the notation
ηα
∗ = |η|α signη = |η|α−1η, α > 0, (2)










))α∗ = 0. (3)
A solution of Eq. (1) is a function x ∈ C1[T ,∞), T  t0, which has the property |x′|α−1x′ ∈
C1[T ,∞) and it satisfies Eq. (1) for every t  T . We say that a solution of Eq. (1) is oscillatory
if it has arbitrarily large zeros. Otherwise it is nonoscillatory. Thus, a nonoscillatory solution is
either eventually positive or negative.
One of the most important methods of the study of nonoscillation is the method of general-
ized characteristic equation [7]. This method was applied to second order half-linear equations













to Eq. (1) we obtain the generalization of the well-known Riccati equation associated with (1)













In our paper, by investigating this equation, we will prove theorems for the existence of positive
solutions of (1). Our results generalize the ones given, for example, in [9,10].
2. Main results
First, we consider the relation between Eq. (1) and the Riccati equation (5).
Lemma 1. Suppose that (H1) and (H2) hold. Then the following statements are equivalent:
(a) Equation (1) has an eventually positive solution.
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tion (5).
Proof. (a) ⇒ (b). Let x be an eventually positive solution of Eq. (1) such that x(t) > 0 for






, for t  T ,
is continuous and the following arithmetic gives that it is a solution of (5) on [T ,∞). Because










= ∣∣ω(t)∣∣ 1α −1ω(t) = ω(t)( 1α )∗ ,
it follows that















|x(t − τi(t))|α−1x(t − τi(t))
|x(t)|α−1x(t) = 0. (6)
It follows from the definition of ω that |x′(t)|α−1x′(t) = ω(t)|x(t)|α−1x(t), and hence









































for i = 1,2, . . . , n and t  T , and by substituting the above two expressions into (6), we ob-
tain (5), and the proof of (a) ⇒ (b) is complete.
(b) ⇒ (a). Let ω be a continuously differentiable solution of Eq. (5) for t  T , where T  t0








, for t  T , (7)T
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x′(t)α∗
]′ = ω′(t)x(t)α∗ + ω(t)αx(t)α∗ω(t)( 1α )∗



































for t  T and the proof of (b) ⇒ (a) is complete. This completes the proof. 
Now, we show that an integral equation can be studied instead of (5).
Lemma 2. Suppose that (H1) and (H2) hold. The following statements are equivalent:
















ds < ∞. (8)



































ds < ∞ for every K > 0.
Proof. (a) ⇒ (b). Let ω = u be a solution of Eq. (5) for t  T ( t0) with the property (8). Let
t1 > t  T be fixed arbitrarily and integrate (5) over [t, t1]:















∣∣u(ξ)∣∣ 1α −1u(ξ) dξ
)]
ds = 0. (10)
As in the proof of Theorem 1 in [10] we claim that
∞∫
t
∣∣u(s)∣∣1+ 1α ds < ∞. (11)
Assuming the contrary, if
∫∞
t






= u(t) − α
T∫
t















for t1  T , or equivalently
−u(t1) 1 + α
t1∫
T
∣∣u(s)∣∣1+ 1α ds, t1  T . (12)
It follows that x′(t1) < 0, t1  T , and
|u(t1)|1+ 1α




(−u(t1) 1α )= −x′(t1)
x(t1)
, t1  T .










 log x(T )
x(t1)
, t1  T ,
which combined with (12), implies that −x′(t1) x(T ) for t1  T . Integrating the last inequality,
we see that x(t1) → −∞ as t1 → ∞, which contradicts the assumption that x(t) is eventually
positive. Therefore (11) must hold.
We now let t1 → ∞ in (10). Using (11) and (8), we find that u(t1) tends to a finite limit u(∞).
But u(∞) must be zero since otherwise (11) would fail to hold, and this part is proved.
(b) ⇒ (a). Assume that there is a function u satisfying Eq. (9) on [T ,∞) for some T  t0.
Differentiation of (9) then shows that ω = u is a solution of Eq. (5) for t  T , and it satisfies (8).
The proof of (b) ⇒ (a) is complete. 
Now, we can formulate our main theorem.

















ds < ∞, (13)
β(t) ν(t) γ (t) implies that Sν is defined and β(t) (Sν)(t) γ (t) (14)
























Then, there exists a continuous solution u(t) of Eq. (9) which satisfies the inequality β(t) 
u(t) γ (t).
From theoretical point of view it is also interesting that the above theorem is in fact an equiva-
lence theorem, since if u(t) is a continuous solution of (9), then taking β(t) ≡ γ (t) ≡ u(t), t  T
the conditions of the theorem are satisfied because of the fact that u = Su.
Proof. We have to show that Eq. (9) has a continuous solution u on [T ,∞). To this end, using
the Schauder–Tyichonoff theorem (see, for example, in [2]), we prove that operator S defined
by (15) has a fixed point u, which is a continuous solution of Eq. (9) that obviously satisfies the
estimate β(t) u(t) γ (t).
Let T1 and T2 be real numbers such that T  T1 < T2 < ∞. Then [T1, T2] is an arbitrary









{∣∣β(t)∣∣, ∣∣γ (t)∣∣}}, τ := max
TtT2
τi(t),
L1 := L 1α −1eατL
1
α
, C := (α + 1)L 1α + ML1τ.
Define
F := {ν ∈ C[[T ,∞],R] ∣∣ β(t) ν(t) γ (t), t ∈ [T ,∞]}.
It follows from (13) and (14) that the operator S is defined for ν ∈ F , satisfies∫∞
t
|ν(u)|1+ 1α du < ∞, and maps F to F .
It follows immediately from (14) that the functions in the image set SF are uniformly bounded
on any finite interval of [t0,∞).
To prove that the functions in SF are equicontinuous on any finite interval of [T ,∞), we
choose the finite interval [T1, T2] as before, and let t1 and t2 two arbitrary numbers from [T1, T2]
such that
|t2 − t1| < δ and δ = ε
1+ 1 ατL 1α
.αL α + Me
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)|t2 − t1| = ε
and the statement is proved.
Let the sequence νn(t) ∈ F tend to ν(t) uniformly on any finite interval (n → ∞). In par-
ticular, the convergence is uniform on the interval [T1, T2]. Using the mean value theorem, we























(∣∣ν(ξ)∣∣ 1α −1ν(ξ) − ∣∣νn(ξ)∣∣ 1α −1νn(ξ))dξ,




∣∣ν(ξ)∣∣ 1α −1ν(ξ) dξ and α
s∫
s−τi (s)
∣∣νn(ξ)∣∣ 1α −1νn(ξ) dξ.



























































(α + 1)L 1α
T2∫
t










The uniform convergence ν(t) − νn(t) → 0 on any finite interval of [T ,∞) implies that∣∣ν(t) − νn(t)∣∣< δ for T1  t  T2 and δ = ε
CT2
,
and hence we obtain∣∣S(ν(t))− S(νn(t))∣∣ lim
T2→∞
(




















for T1  t  T2, if n is sufficiently large. Thus, S(ν(t)) → S(νn(t)) uniformly on any finite
interval.
We obtained that the conditions of the Schauder–Tyichonoff theorem are satisfied, hence the
mapping S has at least one fixed point u in F , and because u(t) = (Su)(t) for t  T , u is the
continuous solution of Eq. (9). 
3. Existence of positive solutions
Taking γ (t) > 0 and β(t) = −γ (t) in Theorem 1, we can formulate conditions for the exis-
tence of positive solutions of Eq. (1).



















ds  μ(t) (16)
holds for t large enough. Then, Eq. (1) has a positive solution x(t) with the property
|x′(t)/x(t)| μ(t)1/α .
Proof. Let μ be given such that the conditions of the theorem hold. We show that the conditions
of Theorem 1 are satisfied with β(t) = −μ(t) and γ (t) = μ(t) for t large enough.
Let ν be a continuous function such that |ν(t)| μ(t). It follows from (16) that













































μ1+ 1α (s) ds < ∞, it is not too restrictive to assume limt→∞ μ(t) = 0. In this case











ds  μ(t) (17)












ds  μ(t) (18)
for some δ > 0 and t large enough.
Another important special case is when τi(t) θi t , 0 < θi < 1, i = 1,2, . . . , n, in Eq. (1). In











ds  μ(t) (19)
with some ε > 0.
Now, let us find the function μ in the form μ(t) = k
tα
























k − k1+ 1α ).






















We can now formulate the following generalization of the well-known Hille-type criterion on the
existence of nonoscillatory solutions [9].















for t large enough. Then, Eq. (1) has a positive solution.






























Hence, we can obtain the following nonoscillation criterion.










(α + 1)α+1 (20)
then, Eq. (1) has a positive solution.

















Hence, the following statement holds.







(α + 1)α+1 (1 − θ)
α2
1+α , (21)
for t large enough, then Eq. (1) has a positive solution.


















∣∣z(t)∣∣α−1z(t) = 0. (22)
In general, μ in Theorem 2 can be given by a comparison system. We can formulate a general-
ization of the Hille–Wintner comparison theorem.

















Q(s) ds < ∞ (23)
holds for t large enough. If the equation(∣∣z′(t)∣∣α−1z′(t))′ + Q(t)∣∣z(t)∣∣α−1z(t) = 0 (24)
has a positive solution, then Eq. (1) has a positive solution, too.
Proof. Assume that (24) has a positive solution z(t). Then by Lemmas 1 and 2 and Theorem 1








α + Q(s)]ds = μ(t), (25)
where μ(t) = ( z′(t)
z(t)
)α . Now (23) implies (16), hence the proof is completed. 
Theorem 3 expresses that our results use comparison with the behavior of Eq. (24) with
Q(t) > 0 and hence they generalize the known results for the case with no delays [9,10]. Note
that in (24) with Q(t) > 0, nonoscillation can appear only when Q(t) is small enough. On the
other hand, if Q(t)  0 and pi(t)  0 (i = 1,2, . . . , n), Eqs. (24) and (1) with no delays are
nonoscillatory. Oscillation can happen only with the presence of deviating arguments in the equa-
tions. Using direct integration of the equation, this case was studied by Kusano and Lalli in [11].
Applying the method of generalized characteristic equations to this case will be the subject of
another paper.
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