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Abstract
Deep insights into the possible infrared dynamics of strongly-coupled nonAbelian
gauge theories such as QCD come from the analyses of N = 1 or N = 2 super-
symmetric gauge theories. Central in the whole discussion will be the topological
soliton monopoles and vortices and their quantum dynamics. We review the argu-
ments that nonAbelian monopoles, free from the classic ”difficulties”, can be defined
semi-classically via the topology and stability connection to the better understood
nonAbelian vortices. Recent results on CPN−1 models on 2D worldsheet of finite
width, establish the quantum mechanical nature of such nonAbelian monopoles. An
interesting class of RG flows and emergence of confining vacua ”nearby” strongly-
coupled infrared-fixed point (IRFP) conformal theories are discussed in the context
of most singular vacua in N = 2 supersymmetric QCD. Certain analogy with the
real-world QCD is drawn. In many systems, color-flavor locking emerges as a crucial
mechanism for the gauge system to avoid dynamical Abelianization.
∗CP 3-Origins distinguished lecture, University of Southern Denmark, Odense, 12 March 2018
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1 Introduction
In spite of many years of study, the true nature of quark confinement and chiral symme-
try breaking in the real world of strong interactions, believed to be described by SU(3)
Quantum Chromodynamics (QCD), still evades us. The main difficulty lies in our lack of
understanding of the effective low-energy degrees of freedom and of their interactions. As
it turned out, deep insights into the possible types of infrared dynamics of strongly cou-
pled nonAbelian gauge theories such as QCD, come from the analyses of supersymmetric
models, where many of the beautiful ideas born in earlier studies of topological features of
quantum field theories are tested, clarified and enriched. Central in the whole discussion
will be the topological soliton monopoles and vortices, especially their quantum dynamics,
dualities and anomalies.
Solitons first appeared in physics as solitary waves on the water; there are many exam-
ples in Nature, from tornados in air and vortices of hydrodynamics, vortices in plasmas,
and in more subtle setting of superconductor, as Abrikosov vortices [1] of magnetic fields.
Also various kinds of important soliton excitations appear in condensed matter physics, in
Quantum Hall effects, BE condensed cold atoms, Neutron stars, and so on.
In the context of physics of the fundamental interactions the first to appear was the
Dirac monopole [2]; many years later it was realized that the soliton monopoles (and
vortices) appeared as topologically stable finite-energy field configurations in spontaneously
broken gauge theories [3, 4]. These works opened whole areas of applications in quantum
field theories, such as instantons, skyrmions, domain walls, lumps, etc. [5]. Especially
interesting among these in the context of quark confinement are the nonAbelian monopoles
which, though discovered [6] soon after ’t Hooft’s and Polyakov’s papers (the nonAbelian
vortices have been found much later [7, 8, 9]), are still somewhat covered by mysteries.
They are likely to hold the key to proper understanding of the confinement and chiral
symmetry breaking in QCD.
2 Magnetic monopoles
2.1 From classical to quantum magnetic monopoles
The whole story started from the observation that the vacuum Maxwell equations are
invariant under the electromagnetic duality transformations, E → B, B → −E. This
invariance is broken in Nature by the presence of electrically charged sources but not the
magnetic ones. Dirac [2] however has shown that in principle there is nothing that forbids
the existence of magnetically charged particles in Nature, as long as the famous quantiza-
tion condition is obeyed which involves the product of electric and magnetic charges,
ggm =
n
2
, n = 0,±1,±2, . . . . (2.1)
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It is interesting to note that from the beginning it was clear that such a quantization
condition was related to the topology - or homotopy - of the mapping from the space to
the internal, gauge group space [10]. Actually his quantization condition can be generalized
to
g(1)g(2)m − g(2)g(1)m =
n
2
, (2.2)
allowing for the presence of dyons, carrying both electric and magnetic charges, (g(1), g
(1)
m )
and (g(2), g
(2)
m ). Dirac’s quantization condition could explain why the electric charges in
Nature are quantized in the unit g = e, the electric charges of the electron and the proton.
Many years later, ’t Hooft and Polyakov have shown [3] that the magnetic monopoles ap-
peared in spontaneously broken gauge theories as topologically stable, finite-energy soliton-
like classical configurations (solutions of the equations of motion). They look like, in an
SU(2) theory broken to U(1) by an adjoint scalar VEV φ,
Ai(r) = aji
rj
r2
a(r)Sa , φ(r) = v1
raSa
r
χ(r) , χ(r), a(r)
r→∞−→ 1 (2.3)
where Sa, a = 1, 2, 3 are the SU(2) generators. The functions a(r) and χ(r) satisfy simple
coupled equations following from the YM field equations.
Apart from direct interest in observing experimentally such objects, as expected in
grand unified theories, their work immediately raised the issue of the quantum properties
of the soliton monopoles. The problem was first formulated as the study of quantization of
the gauge and matter fields in the classical soliton monopole background. This investigation
has led to many beautiful and subtle results such as charge fractionalization [11], Jackiw-
Rebbi effect [12], Witten effect [13], Rubakov effect [14], wrong statistics of monopole
fermion composites [15], and so on, around the years ’74-’80 [5]. Some puzzles remained
such as how to put together two monopoles, how the theory gets renormalized in the
presence of an electron and a monopole, with coupling constants running towards opposite
directions, and so on.
A breakthrough in the study of quantum dynamics of monopoles came with the dis-
covery of the exact Seiberg-Witten solutions, in N = 2 supersymmetric gauge theories
[16, 17]. The N = 2 SU(2) gauge theory is described by the fields
W = (Aµ, λ), Φ = (φ, ψ) , (2.4)
where λ is the gauge fermion, φ and ψ are the complex scalar and another Weyl fermion,
all in the adjoint representation. The presence of the two Weyl fermions with the same
properties shows that the theory is invariant under a global SUR(2) symmetry, which is the
basis for the N = 2 supersymmetry itself. A characteristics of the theory is the presence
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of the classical moduli space (the flat direction) of vacua,
〈φ〉 =
(
a 0
0 −a
)
, u ≡ Tr Φ2 , a, u ∈ C . (2.5)
As a result of N = 2 supersymmetry, the low-energy effective action (to the lowest number
of the field derivatives) has the structure,
Leff = Im
∫
d4θ A¯
∂F (A)
∂A
+
∫
d2θ
∂2F
∂A2
WαWα (2.6)
where a holomorphic function F (A) is known as prepotential. AD =
∂F (A)
∂A
is the dual
coordinate,
τ =
∂2F
∂A2
=
dAD
dA
=
θeff
2pi
+
4pii
g2eff
(2.7)
describes the low-energy effective θ parameter and the coupling constant. It turns out that
the structure of the effective action above is (formally) invariant under the (generalized)
Legendre transformations - SL(2, Z):(
AD
A
)
→
(
a b
c d
) (
AD
A
)
, ad− bc = 1 . (2.8)
(
δL
δF+µν
Fµν
)
→
(
a b
c d
) ( δL
δF+µν
Fµν
)
, F+µν = Fµν + iF˜µν (2.9)
Which basis is to be used depends on the vacuum, u. When |u|  Λ2, the physics is
semiclassical, and the original electric variables A,Fµν are the appropriate variables. Near
u = Λ2, by assumption, a magnetic monopole becomes light, so the appropriate variables
are AD, FDµν , obtained by the duality transformation
(
a b
c d
)
=
(
0 1
−1 0
)
. The known
magnetic charge appearing at the vacuum u = Λ2, (nm, ne) = (1, 0), then determines [16]
the prepotential F (A).
In particular, the Seiberg-Witten curve (which defines a complex one-dimensional sur-
face as x, y ∈ C) ,
y2 = (x− u)(x− Λ2)(x+ Λ2) (2.10)
solves the theory, in the sense that it determines
dAD
du
=
∮
α
dx
y
,
dA
du
=
∮
β
dx
y
(2.11)
and hence the prepotential F (A) itself, where α and β are the two canonical cycles on
the auxiliary torus on which the variable x is defined. It is truly remarkable that the
simple curve (2.10) encodes all perturbative and nonperturbative (instantons) quantum
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corrections exactly.
By assumption, near u = Λ2, a (nm, ne) = (1, 0) monopole becomes light
1, so the
effective action must be complemented as
Leff (AD, F
µν
D ) +
∫
d4θ M¯eVM + (M → M˜) +
√
2
∫
d2θMADM˜ , (2.12)
the new terms describe the light magnetic monopoles coupled minimally to the dual gauge
fields.
The Seiberg-Witten curves can be written for other gauge groups as well. For instance,
for SU(N) theory with Nf quarks, it reads [17]
y2 =
N∏
i=1
(x− φi)2 − Λ2N−Nf
∏
a=1
Nf (x+ma) ; (2.13)
and for SO(N) theory with Nf quarks in the vector representation,
y2 = x
[N/2]∏
i=1
(x− φ2i )2 − 4Λ2(N−Nf )x2+
Nf∏
a=1
(x+m2a) ;  = ±1 . (2.14)
Reviews on the magnetic monopoles can be found in [19, 20].
2.2 Monopole condensation and confinement
Coming back to SU(2) theory, it was shown [16] that a small N = 1 perturbation,
∆L = µΦ2|θ2 = −µψψ + . . . (2.15)
which gives mass to the fields (φ, ψ) and breaks supersymmetry to N = 1, induces, at low
energies, a modification of the effective action
∆Leff = µu(AD) ' µ (Λ2 + ∂u
∂AD
AD + . . .) , (2.16)
to (2.12) such that the equation of motion of the low-energy theory now gives
AD = 0 ; (u = Λ
2) ; 〈M〉 =
√
µ
∂u
∂AD
|AD=0 ∼
√
µΛ . (2.17)
The magnetic monopole has condensed (dual Higgs), and at the same time the continu-
ous vacuum degeneracy has been eliminated by the pertubation, leaving only two vacua,
u = ±Λ2. The theory possesses a vortex string solution, and according to Nambu, Mandel-
1At the other singular vacuum, u = −Λ2 a (nm, ne) = (1, 1) dyon appears as massless matter field.
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stam and ’t Hooft, this is a confining vacuum. This may be termed dual superconductor
mechanism of confinement. Importance of this work [16] is that for the first time ever the
occurrence of confinement has been proven analytically in 4D Yang-Mills theory.
Actually, this brings us to a little puzzle. The low-energy theory is a (dual) Abelian
Higgs model. The monopole condensation means that the system generates vortices, with
a quantized integer winding number,
pi1(U(1)) = Z . (2.18)
The underlying SU(2) theory however does not allow for a vortex of arbitrary winding
number. As the matter fieds λ, φ, ψ are all in the adjoint representation, the gauge group
is actually
SU(2)
Z2
∼ SO(3) , (2.19)
and the allowed charges (at which the vortices can end) or the winding number, are clas-
sified by [10]
pi1(
SU(2)
Z2
) = Z2 . (2.20)
This implies first that the meaning of confinement in the Seiberg-Witten theory is that
a fundamental chromoelectric charge (a particle in the doublet representation of the SU(2)
gauge group - or simply a ”quark”), if introduced in the theory, would be confined by the
vortex string in the 〈M〉 6= 0 medium. This is similar to the standard idea of confinement in
pure SU(N) gauge theory. How exactly confinement of such a fundamental charge occurs
is not known. In the context of N = 2 theory, on the other hand, it is well-known what
happens when fields in the fundamental representation are introduced [16]. There must be
a way to use such a knowledge to illustrate better the meaning of quark confinement.
Secondly, a doubly wound vortex of the low-energy Seiberg-Witten SU(2) theory, when
a second order effect in µ is taken into account, turns out to be stable against decay to
two fundamental vortices, and the system would produce exotic hadrons, quite unlikely the
standard QCD [18]. As the gauge group of the system has the property pi1(
SU(2)
Z2
) = Z2, a
doubly wound vortex could eventually decay by the pair production of massive W bosons
from the vacuum, but these nonperturbative processes are highly suppressed, if Λ  µ.
Again, it should be possible to clarify better how these processes occur.
2.3 ’t Hooft’s (ZN ,ZN) classification
In passing let us recall that in pure SU(N) Yang-Mills theory (supersymmetry is irrelevant
here), where the gauge group is SU(N)/ZN , the allowed ”electric” and ”magnetic” charges
are both classified by the center ZN ⊂ SU(N). This is simply due to the fact that any
interactions involving gluons cannot change the N -ality charge, on the one hand, and the
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fact that
pi1(
SU(N)
ZN
) = ZN (2.21)
tells us [10] that the possible magnetic charges are quantized by ZN . Thus the possible
vacua in pure SU(N) YM can be classified by the
(ZN ,ZN) (2.22)
charge of the entity which condenses. If (a, b) field is condensed, a particle X = (A,B)
where
〈x,X〉 = aB − bA 6= 0, mod N (2.23)
is confined.
2.4 Monopole condensation and confinement in a non supersym-
metric vacuum
There is no difficulty in constructing models without supersymmetry, in which monopole
condensation and confinement can be studied analytically [21, 22]. The idea is to set up
N = 0 perturbation (the gaugino mass)
mλλλ+ h.c. (2.24)
together with somewhat larger N = 1 perturbation, Eq. (2.15). The remaining degeneracy
between the two vacua is now lifted, and the energy of the two vacua oscillates as a function
of the physical θ parameter,
θphs = θ + 2(Argµ+ Argmλ) , (2.25)
∆E = −mλ〈λλ〉+ c.c. = −16pi
2µmλ
g2
〈Φ2〉+ c.c = ∓  cos(θphys/2) , (2.26)
where  = 16pi
2|µmλΛ2|
g2
. See Fig. 1.
3 Magnetic monopole condensation and confinement
in QCD
What about the real world QCD? ’t Hooft, Nambu and Mandelstam proposed around ’80
that the QCD vacuum might be an Abelian dual superconductor, in which the gauge group
is dynamically reduced as
SU(3)→ U(1)2 → 1 . (3.1)
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Figure 1:
Many investigation followed, especially in the context of lattice approach, but no convincing
evidence emerged. There are actually a few problems. The fact that
pi1(U(1)
2) = Z× Z , (3.2)
implies that the meson spectrum must be doubled, which is not observed in Nature. Also,
if confinement and chiral symmetry breaking are both induced by the same monopole
condensation, it would imply that a monopole carries (Nf , Nf
∗) of SU(Nf )L × SU(Nf )R
chiral symmetry charges, M ij , whose diagonal condensate
〈M ij〉 ∼ Λδij (3.3)
would induce the correct symmetry breaking,
SU(Nf )L × SU(Nf )R → SU(Nf )V . (3.4)
But such a low-energy theory would actually possess an accidental SU(N2f ) global symme-
try, which implies a larger number of Nambu-Goldstone bosons, ∼ N4f −N2f , which, again,
is not observed in Nature.
If the gauge group does not Abelianize, i.e., if the gauge symmetry breaking occurs as
SU(3)→ SU(2)× U(1)
Z2
, (3.5)
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then the problem of the meson spectrum doubling is naturally solved, as
pi1(
SU(2)× U(1)
Z2
) = Z . (3.6)
The problem of too-many-NG-bosons might also find a solution in such a context.2 The
problem with (3.5) is that the nonAbelian monopoles arising from such a dynamical gauge
symmetry breaking, are expected to be strongly coupled at low energies, leaving aside
possible problem with the very concept of nonAbelian monopoles in general (see below).
In any event, one would have a system in which both electric (quarks and gluons) and
magnetic (magnetic monopoles and dual gauge bosons) variables become strongly coupled
towards the infrared.
4 Renormalization-group flow, infrared-fixed-points and
confinement
The above two candidate dynamical scenarios for QCD are just some special cases of the
possible remormalization-group flow in general asymptotically free theories. Consider a
theory with some vacuum parameters, or simply a space of theories, which all become
strongly coupled in the infrared. A theory may simply dynamically get Higgsed, the
spectum is massive, and the infrared theory is empty. Or the infrared theory could be
an Abelian or nonAbelian dual gauge theory of weakly coupled monopoles, with their
condensation leading to a confining vacuum. The most interesting possibility is that the
infrared fixed point is a strongly-coupled theory of monopoles and dyons. In Figure 2 the
red curve denotes a deviation of the RG flow caused by a perturbation by some relevant
operators, which may be introduced in the UV theory, or may be generated dynamically
by the system itself. The figure illustrates the meaning of an apparently paradoxical idea
that a confining vacuum is ”close to an infrared-fixed-point conformal theory”.
A schematic view of possible vacua in softly broken N = 2 SQCD with SU(N) gauge
group with Nf flavors of quark multiplets [24] is shown in Fig. 3. It was only in 2011 that
it was realized by Di Pietro and Giacomelli [25] that all the r vacua coalesce and form a
singular EHIY vacuum [26]-[28], when the equal quark masses take a critical value, of the
order of Λ. See Fig. 4. On the other hand it was known from earlier analyses [28] that the
vacua of the USp(2N) (or SO(N)) theory with Nf quarks with m = 0 are automatically
such a strongly-coupled EHIY vacuum. Universality of the infrared-fixed-point SCFT’s
relate them. We shall be interested below in the fate of these singular vacua, when small
N = 1 perturbation is added in the theory.
2In the r-vacua of softly broken N = 2, SU(N) theory with Nf ≥ 3, this potential difficulty is
avoided [23, 24] by producing non-Abelian monopoles carrying the fundamental SU(Nf ) charge, rather
than Abelian monopoles in
(
Nf
r
)
-dimensional representation of SU(Nf ).
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Confinement and RG flow
red curves= deformations
by some relevant operators
Figure 2:
Let us recall that the degrees of freedom of the (non collapsed) individual r vacuum are
the nonAbelian monopoles (and some Abelian monopoles) carrying the dual SU(r) gauge
group charge, as well as the fundamental SU(Nf ) charge of the original UV theory [23, 24].
5 NonAbelian monopoles
5.1 GNO quantization and classic difficulties
Thus N = 2 supersymmetric gauge theories have no difficulties in generating nonAbelian
monopoles as low-energy degrees of freedom. It is thus a highly nontrivial problem to
understand how the difficulties related to the classical notion of nonAbelian monopoles
are overcome. Semiclassically the nonAbelian monopoles appear when a gauge group G is
broken to a nonAbelian subgroup H, such that one finds a collection of ’t Hooft-Polyakov
monopoles of a degenerate mass. Na¨ıvely these are ”related” by the unbroken group H.
The monopole field takes the form
Fij = ijk
rk
r3
(β ·T) , (5.1)
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where β is a constant vector and T are the Cartan subalgebra generators of H. One finds
the ”GNO” quantization rule [6, 33],
2α · β ∈ Z , (5.2)
which is a natural generalization of the Dirac quantization condition, and which indeed
arises in a very similar way. By a known group theory theorem, (5.2) implies that the non-
Abelian monopoles are labelled by weight vectors of the group H˜, the dual of H (Table 1)
and not of H itself [6, 33, 34, 35].
Though such a classical construction of set of degenerate monopoles is straightforward,
a more careful analysis reveals some problems, which have been coined in past by some
even as a ”no-go” theorem. The first of these goes under the name of topological obstruc-
tion [31]: as in the regular gauge the direction of the scalar field in the monopole solution
winds around in SU(3)/U(2) at various space directions S2 (which corresponds precisely
to nontrivial elements of pi2(SU(3)/U(2)) ∼ pi1(U(2)) ∼ Z), the embedding of ”unbroken”
SU(2) inside SU(3) depends on rˆ. One finds that it is not possible to define SU(2) gener-
ators which are well defined in all directions 3. Another problem, which is an infinitesimal
version of this same difficulty, is that when one tries to quantize the gauge fields in the
background of the above mentioned ”monopole” solution, it is found that the gauge ze-
romodes are not normalizable in 3D [32, 33]. One cannot therefore set up the quantized
fields in the standard way as a sum of creation and annihilation operators associated with
various (zero and nonzero) modes. Either way, trying to ”rotate” the monopole solutions
in the direction of the ”unbroken SU(2)” would require an infinite amount of energy.
The real issue, or the solution, is what GNO had already found out: the monopole
solutions are characterized by the weight vectors of the dual group H˜ and not of H. H˜ is
a group generated by nonzero root vectors,
α∗ =
α
α · α , (5.3)
where α are the nonzero root vectors of H. See Table 1 for a few examples of dual pairs of
groups, H and H˜. The dual H˜ transformations are nonlocal field transformations in terms
of the original gauge and matter fields, as this is a generalization of the electromagnetic
duality. Thus, strictly speaking, those notorious classic difficulties are nonissues 4.
In any case, we know that in the context of N = 2 theories nonAbelian monopoles are
3 If one works in the so-called singular gauge where the scalar field has a fixed orientation in SU(3)
asymptotically in all space directions rˆ, the problem manifests itself by the appearance of a Dirac string
singularity in the gauge potential.
4In other words, the questions were not formulated correctly. The problem is not how a monopole
solution transforms under H but under H˜. Except for some special cases such as H = U(N), the dual
group H˜ is a different group: see Table 1. More importantly the dual group H˜ does not act on the
monopole solution as global field transformations as H. See further discussions at the end of the next
Section.
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H H˜
U(N) U(N)
SU(N) SU(N)/ZN
SO(2N) Spin(2N)
SO(2N + 1) USp(2N)
Table 1:
ubiquitous. They appear typically in the singular points of quantum moduli space (where
Abelian vacua collide), and play the role of the low-energy degrees of freedom of the theory.
There must be a way to understand how the theory produces them.
5.2 Defining nonAbelian monopoles via nonAbelian vortices
A hint for the semiclassical origin of the nonAbelian monopoles comes from studying
hierarchical gauge symmetry breaking, in the presence of color-flavor locked symmetry,
G
〈φ〉=v1−→ H 〈q〉=v2−→ 1 , v1  v2 . (5.4)
For instance we may consider the breaking
SU(N+1)color⊗SU(N)flavor v1−→ (SU(N)×U(1))color⊗SU(N)flavor v2−→ SU(N)C+F . (5.5)
The idea is that as the exact symmetry SU(N)C+F of the vacuum is broken by individual
vortex as,
SU(N)C+F → SU(N − 1)× U(1) : (5.6)
the low-energy theory has vortex solutions which carries orientational zeromodes in
CPN−1 ∼ SU(N)C+F
SU(N − 1)× U(1) . (5.7)
As the full theory cannot have vortices (pi1(SU(N + 1)) = ∅), such fluctuations must end
and be absorbed by the monopoles at the extrema. But then this mechanism endows
the endpoint monopoles with the same CPN−1 fluctuating degrees of freedom, making
them effectively monopoles with nonAbelian internal degrees of freedom (i.e., nonAbelian
monopoles).
Such a monopole-vortex connection can be made rigorous mathematically, by use of
the exact sequence of homotopy groups,
. . .→ pi2(G)→ pi2(G/H)→ pi1(H)→ pi1(G)→ . . . (5.8)
applied to the physics situation described above. As neither of monopoles and vortices
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exists in the full theory (for G = SU(N + 1)):
pi2(SU(N + 1)) = pi1(SU(N + 1)) = 1, (5.9)
the vortex must end: the endpoints are the monopoles. Each nontrivial element of
pi1(U(N)) - a vortex - is associated with a nontrivial element of pi2(
SU(N+1)
U(N)
) - a monopole.
When pi1(G) 6= ∅ the situation is a little more subtle: for instance pi1(SO(3)) = Z2, so
in the system
SO(3)→ U(1)→ ∅ , (5.10)
the minimum winding vortex of the low-energy theory is stable in the full theory. The
minimum vortex can end at a Z2 magnetic monopole, if introduced in the theory.
On the other hand, the doubly-wound vortices cannot exist in the full theory, and that
means that in the system there must be some object which absorbs the double magnetic
flux carried by the vortex. This is how ’t Hooft arrived [3] at the soliton monopole solutions
in the first hand.
Note that the mathematics is similar to what happens in the SU(2) Seiberg-Witten
theory with the N = 1 perturbation, but physics is different. The low-energy U(1) in SW
model is a magnetic theory, thus its breaking generates chromo-electric vortex of minimum
winding, which can end only at a source with chromo-electric Z2 charge, introduced by
hand. But as we noted already, this is simply a quark in the doublet representation.
In the example (5.5) the gauge group of the intermediate-scale theory was U(N), and
this fact somewhat obscures (see Table 1) the fact that the vortex flux or their source
charge (or the sink charge) are classified by the dual group, H˜, not by H. With other
gauge groups, the distinction is clear [37],[40]-[44]: see the next section.
6 NonAbelian vortices
This brings us to the study of the nonAbelian vortices [7]-[9], [36]-[44]. The Abrikosov-
Nielsen-Olesen vortices [1, 4] arise in an Abelian Higgs model: a scalar U(1) gauge theory in
which the potential is such that the scalar field acquires a vacuum expectation value (VEV).
In this vacuum a configuration of vortex type, in which the scalar field asymptotically (i.e.,
far from the vortex axis) winds, i.e., acquires a nontrivial phase rotations as its position
encircles the vortex axis. According to the scalar quartic coupling with respect to the gauge
coupling, the system may produce type I or type II superconductors or BPS saturated
vortices, if λ = g2/2 exactly.
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6.1 Vortices carrying orientational moduli
NonAbelian vortices arise in systems such as (5.5), with an exact continuous (e.g., SU(N))
global symmetry, which is broken by individual vortex solution. Any soliton solution which
does not respect the global symmetry of the system (e.g., a kink solution breaking the trans-
lational invariance of the system) develops zeromodes: collective coordinates labelling the
solution. In the case of nonAbelian vortices, one is dealing with the internal, orientational
zeromodes, describing the direction of individual solution in the color-flavor diagonal sym-
metry space. A simple model which possesses such solutions is an SU(N)× U(1) theory,
L = 1
4g2N
(F aµν)
2 +
1
4e2
(F˜µν)
2 + |Dµq|2 − e
2
2
|q†q − c1|2 − g
2
N
2
|q†taq|2 , (6.1)
with an obvious notation. q’s are Nf = N complex scalar ”quarks” in the fundamental
representation of SU(N). The Bogomolny completion [45] gives for static solutions the
coupled linear differential equations
(D1 + iD2) q = 0 ; (6.2)
F˜12 +
e2
2
(c1− qq†) = 0 ; F (a)12 +
g2N
2
q†i t
aqi = 0 . (6.3)
A solution of these equations (with q written in a mixed color-flavor matrix form) may be
taken in the form,
q = U

eiφφ(r)
χ(r)
χ(r)
. . .
 U † (6.4)
where φ is the azimuthal angle around the vortex axis, φ(r) and χ(r) are profile functions.
The vortex is oriented, for U = 1, in the (1, 1) direction in the color-flavor diagonal SU(N)
symmetry group. The rotation matrix U has the form of the ”reducing” matrix [39],
U =
(
X−1/2 −B†Y −1/2
BX−1/2 Y −1/2
)
(6.5)
and
B =

b1
b2
...
bN−1
 (6.6)
contains the inhomogeneous coordinates of CPN−1. These constructions have been gener-
alized to other groups [40]-[44].
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6.2 Low-energy effective action: birth of the dual group
The low-energy effective action for the vortex orientation zeromodes is obtained by sub-
stituting this expression (6.4) in the Lagrangian, taking the CPN−1 coordinates b (the
collective coordinates) to be slowly varying functions of z, t, and integrating over (x, y) in
the plane perpendicular to the vortex axis. The result is a 2D CPN−1 sigma model action,
const.
∫
dzdt (Dαnc)†Dαnc , Dαn = {∂α − (n†∂αn)}n , n†n = 1 . (6.7)
In a system (5.5), the soliton vortex thus carries fluctuating CPN−1 modes; but in the
full theory these vortices must end at the monopoles. As the vacuum of the theory is
SU(N) symmetric, and as the monopole-vortex-antimonopole soliton complex as a whole
breaks it, the monopole and antimonopole act as the source and sink of the propagating
CPN−1 zeromode fluctuations. In other words the monopole itself transforms as in N of
the isometry group.
This can be taken as a manifestation of the dual SU(N) gauge group.
The original gauge group being in a Higgs phase, the dual gauge group appears in
a confinement phase. The monopole and antimonopole emerge confined, as they should.
The relation between the na¨ıve concept of nonAbelian monopole, and the dual gauge group
emerging this way, is illustrated in Fig. 5 5.
As anticipated at the end of the previous section, the GNO dual of U(N) is again
U(N), and this fact (historically) obscured sometimes the fact the flux of the nonAbelian
vortex, hence the charge of their source and sink, arising in the process H → ∅, is classified
by the representations of the GNO dual group H˜. In fact, for a general gauge group H
the distinction is net. For example, in the case of H = SO(2N) theory, with matter in
the vectorial representation, the minimum vortex fluxes are classified [40]-[44] according to
2N−1 dimensional spinor representations of positive or negative chirality of H˜ = Spin(2N).
No representations with such dimensions exist in the original H group.
This is perfectly consistent with the idea that the nonAbelian monopoles appearing in
the system
G→ H (6.8)
are multiplets of H˜ [6]. The transformation of the endpoint monopoles in H˜ clearly involves
the whole vortex region and is a nonlocal field transformation in terms of the original
variables.
5 It is interesting that the flavor SU(N) symmetry group (in the example discussed above) plays a
double role. On the one hand it is responsible for dressing the monopoles with flavor quantum numbers
(the normalizable fermion 3D zeromodes of Jackiw-Rebbi [12]), affecting their quantum behavior in the
infrared. On the other, through the color-flavor mixed diagonal symmetry of the vacuum, broken by
individual vortex-monopole solution, it gives rise to the fluctuating CPN−1 zeromodes. Note that the two
effects occur at distinct mass scales (the first at distances ∼ 1/v1, the size of the monopole configuration;
the second involves the vortex worldsheet, at distances  1/v2  1/v1). They are distinct effects.
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Figure 5:
How have the difficulties [31]-[32] associated with the na¨ıve concept of nonAbelian
monopoles been overcome? First, the non-normalizable color 3D gauge zeromodes, dressed
by flavor, have been converted to normalizable 2D zeromodes propagating in the vortex
worldsheet. As for the topological obstruction, we note first that a smooth monopole-vortex
configuration is possible only in a gauge in which the scalar field has a fixed orientation
asymptotically, i.e., far from the monopole-vortex complex (i.e., does not wind). The Dirac
string singularity attached to the ’t Hooft-Polyakov monopole in such a gauge lies precisely
along the vortex core [52]-[54]. The vanishing of the scalar field there renders the Dirac
string physically unobservable, as the field energy density is regular everywhere.
7 CPN−1 sigma model on a finite-width worldsheet
In order to ensure that the quantum fluctuations of the CPN−1 zeromodes do not spoil
(i.e., do not break spontaneously) the SU(N) isometry group, we have been led to study
the quantum properties of 2D CPN−1 sigma model [46]-[48], defined on a finite-width
worldsheet. First the nonAbelian vortex-monopole soliton complex have been studied in
a semi-classical approximations [49]-[54]. The quantum physics of this system has been
investigated systematically only recently [55]-[63]. With the boundary condition
D-D : n1
(−L
2
)
= n1
(
L
2
)
=
√
r , ni
(−L
2
)
= ni
(
L
2
)
= 0 , i > 1 . (7.1)
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the effective action has the form,
Seff =
∫
d2x
(
(N − 1) tr log(−DµDµ + λ) + (Dµσ)∗Dµσ − λ(|σ|2 − r)
)
. (7.2)
which leads to the generalized gap equations,
N
2
∑
n
fn(x)
2
ωn
e−ωn + σ(x)2 − r = 0 , ∂2xσ(x)− λ(x)σ(x) = 0 , (7.3)
where
r ≡ N
2pi
(
log
(
2
Λ
)
− γ
)
, (7.4)
The system has been studied both analytically and numerically. We find [57, 58] a unique
solution of the coupled gap equations for any L, which in the limit of L → ∞ smoothly
goes over to the well-known 2D CPN−1 sigma model vacuum [46]-[48], with mass gap and
without spontaneous breaking of the isometry SU(N) group (i.e. no n1 = σ condensate.
Some numerical results for the gap function λ(x) and the classical field σ(x) are shown in
Fig. 6.
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Figure 6: The functions λ(x) (left) and σ2(x) (right) which are solutions to the gap equa-
tion, Eq. (7.3), for various values of L ranging L = 1 ∼ 12. Λ = 1 in this figure. The
innermost (outermost) curve corresponds to L = 1 (L = 12).
The cases with the most general Dirichlet boundary condition, where the orientations
in CPN−1 at the two boundaries are different and generic, have also been studied recently
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[62]. The boundary conditions look like(
n1
(
L
2
)
n2
(
L
2
) ) = ( 1
0
)√
r ; (7.5)
(
n1
(−L
2
)
n2
(−L
2
) ) = ( eiγ cosα eiβ sinα−e−iβ sinα e−iγ cosα
)( √
r
0
)
∼
(
cosα
sinα
)√
r ; (7.6)
ni
(−L
2
)
= ni
(
L
2
)
= 0 , i > 2 . (7.7)
where the gap function λ(x) and two classical components are determined from the gap
equation,
N
2
∑
n
fn(x)
2
ωn
e−ωn + |σ1(x)|2 + |σ2(x)|2 − r = 0 , (7.8)
∂2xσ1 − λ(x)σ1 = 0 , ∂2xσ2 − λ(x)σ2 = 0 . (7.9)
Some numerical results for the mass gap function (for L = 4, Λ = 1) are shown in Fig. 7,
and for the classical components in Fig. 8.
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Figure 7: The gap function λ(x) which solves the gap equation is plotted for various values of α
for L = 4 and Λ = 1. α = 0, pi16 ,
2pi
16 , . . . , pi from the top curve to the bottom. On the right are the
same curves zoomed in, on the vertical.
The basic conclusion from these studies is that the global, isometry SU(N) symmetry
of the CPN−1 model is not spontaneously broken at finite L, as in the L =∞ case [46]-[48].
The concept that the boundary magnetic monopoles behave according to N of the new,
dual SU(N) group, is therefore valid quantum mechanically.
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8 Strongly-coupled nonAbelian monopoles in action
8.1 Confining vacua near strongly-coupled IRFP
Having established the notion of quantum-mechanical nonAbelian monopoles, we now go
back to N = 2 supersymmetric QCD and try to study them ”in action”. Do N = 2
SQCD teach us something useful on the confinement vacuum in which strongly-coupled
nonAbelian monopoles play the central role?
A recent interesting observation [64] is that the most singular (”Argyres-Douglas” [26,
27]) superconformal theories (SCFT) in N = 2, SU(2) theory with Nf = 1, 2, 3 and SU(N)
theory with Nf flavors, flow down, under an N = 1 perturbation,
µΦ2|F = µψψ + . . . (8.1)
towards an infrared-fixed-point theory, described by massless mesons M in the adjoint
representation of GF . Further relevant deformations (shift of bare masses from the critical
value) leads to confinement and flavor symmetry breaking. The meson fields M (part of
them) are now the massless Nambu-Goldstone bosons. A blown-up picture of these RG
flows is shown in Fig. 9.
What is it that is so remarkable about it? There are at least several issues:
1. N = 2 SCFT, which is the destiny of the system under the renormalization-group
(RG) flow, without N = 1 deformation, is a complicated nonlocal theory of strongly-
coupled massless nonAbelian monopoles, dyons and quarks 6;
6It is for this reason that the study reported here became possible only after the work by Argyres and
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Blown-up RG flow
Figure 9:
2. N = 1 SCFT towards which the RG flow is steered by the deformation (8.1), is instead
a theory of weakly-coupled local, infrared-free theory of gauge-inavriant mesons in
the adjoint representation of the original flavor symmetry.
3. In the nearby N = 1 confining vacuum, the massless mesons M now become NG
bosons of symmetry breaking. It appears as if the N = 1 SCFT were ”preparing” for
the necessity of giving rise to the right NG bosons, in case some further symmetry
breaking arises in the system.
4. The situation seems to be somewhat analogous 7 to what happens in the real-world
(N = 0) QCD.
8.2 Softly broken N = 2 SQCD
Now how does all this come about? The basic tool is the Seiberg-Witten curves for the
N = 2 theories. As discovered by Argyres-Douglas (AD) and others around ’95 [26]-[28],
SCFT may appear in many gauge theories, when the flavor group, the mass parameters, and
Seiberg, Gaiotto and others [65]-[77].
7Analogy, as beauty, lies in the eyes of those who see it, according to the author. The point could be
that massless mesons in the adjoint representation (related to the generators of the symmetry group) are
a signal of a flavor symmetry breaking.
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the vacuum moduli points, etc. are appropriately tuned. The interest in exploring SCFT
in 4D N = 2 gauge theories has been more recently revived after the work by Argyres-
Seiberg, Shapere-Tachikawa, Gaiotto, and others, and now it has become a research field
of rare beauty and depth [65]-[77].
Especially, we are interested in the most singular AD SCFT in N = 2 SQCD with
SU(N) gauge group and Nf flavors of quark multiplets. One particularly powerful tool
is the trace (conformal) anomaly: in any classically conformal theory the quantum effects
give for the trace of enegy-momentum tensor
〈T µµ 〉 =
1
16pi2
[
c (R2µνρσ − 2R2µν +
R2
3
)− a (R2µνρσ − 4R2µν +R2)
]
(8.2)
where the c and a coefficients appear in front of the Weyl tensor square and of the Euler
density. They depend on the massless particles present in the system: the (gauge) vectors,
fermions and scalars. For any N = 1 supersymmetric theory, a powerful result [79] is that
the a and c coefficients are related to the trace (sum over Weyl fermions) TrR3 and TrR
as
a =
3
32
(3 TrR3 − TrR) ; c = 1
32
(9 TrR3 − 5 TrR) , (8.3)
where R is the R charge present in the N = 1 supersymmetry algebra. An N = 2
supersymmetric model, instead, has a global
SUR(2)× UR(1) (8.4)
symmetry. Denoting the R charge of the N = 2 theory as RN=2, now there are relations
TrR3N=2 = TrRN=2 = 48 (a− c) , TrRN=2IaIb = δab(4a− 2c) . (8.5)
where Ia denote the SUR(2) ”isospin”.
Flowing down from near N = 2 SCFT towards a new, N = 1 SCFT under the defor-
mation
µΦ2|θ2 (8.6)
can be studied by using the results by Bonelli et.al [72] and by Giacomelli [73], who
complemented the N = 2 curve with the factorization condition (i.e., condition that the
theory survives the N = 1 perturbation), getting the N = 1 curves. Requiring that the
surviving N = 1 vacuum is conformal, leads to the relation between the R charges
{RN=2, I3} ←→ RN=1 . (8.7)
For example, these relations read explicitly [64]
RN=1 =
5
6
RN=2 +
1
3
I3 , for SU(2), Nf = 1 ; (8.8)
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RN=1 =
2
3
RN=2 +
2
3
I3 , for SU(N), Nf = N − 1 . (8.9)
These relations allow to derive, from the known traces involving {RN=2, I3} of a given
N = 2 SCFT [67]-[74], the values of
TrR3N=1 , TrRN=1 , (8.10)
(the trace means the sum over the massless Weyl fermions present); these, on the other
hand, allow us to find out the a and c coefficients of the N = 1 infrared-fixed-point theory.
For instance, one gets
aIR =
1
48
, c =
1
24
, (8.11)
for SU(2), Nf = 1,
aIR =
1
6
, c =
1
3
, (8.12)
for SU(2), Nf = 3, and so on. For the AD point of the SU(N) theory with Nf = 2N − 1,
the relation between N = 2 R charges and N = 1 R charge is given by
RN=1 =
2
3
(RN=2 + I3) . (8.13)
By saturating the ’t Hooft anomaly matching conditions for
TrR3N=1 , TrRN=1 , TrRN=1G
2
f , (8.14)
one finds that the a and c coefficients of the infrared-fixed-point theory are given by
aIR =
(2N − 1)2 − 1
48
; cIR =
(2N − 1)2 − 1
24
. (8.15)
Note that in all cases, (8.12), (8.13), (8.15), the conformal anomaly coefficients are con-
sistent with the hypothesis that the N = 1 infrared-fixed-point theory is a theory of
(infrared-)free massless mesons M described by chiral multiplets in the adjoint representa-
tion of the flavor group Gf . It is interesting the ’t Hooft anomaly matching condition for
TrG3f is trivially satisfied as the UV (N = 2 SCFT) is an N = 2 vectorlike theory and the
low-energy chiral multiplets in N = 1 SCFT are in the adjoint representation.
All in all, let us illustrate the blown-up RG flow diagram again, Fig. 10, with the
conformal coefficients added. We observe that indeed, the a theorem (that a decreases as
one goes towards the infrared, showing the loss of information) is satisfied in all cases (the
actual values are shown only for SU(N), Nf = 2N − 1 case.)
Finally, a further small perturbation which shifts the common bare quark masses slightly
off the critical value (needed for the system to go to an SCFT IR fixed point), induces the
condensation of these meson fields, and the system goes into confinement phase, with global
symmetry breaking.
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(Euler) = R2µ⌫⇢    4R2µ⌫ +R2 , (B.34)
the general result is (e.g., review by M. Duff)
c =
1
120
(NS + 6NF + 12NV ) ; a =
1
360
(NS + 11NF + 62NV ) (B.35)
where NF is the number of Dirac fermions. A check is: for a N = 2 hypermultiplet, NF = 1,
NS = 4, so
a =
1
360
(4 + 11) =
1
24
; c =
1
120
(4 + 6) =
1
12
. (B.36)
For a N = 2 vector multiplet, NV = 1, NF = 2, NS = 2, so
a =
1
360
(2 + 11 + 62) =
5
24
; c =
1
120
(2 + 6 + 12) =
1
6
. (B.37)
OK.
C a and c ”theorem” for realworld Nf flavor SU(Nc) QCD
In the UV we have free N2c   1 vectors and NfNc Dirac fermions (Asymptotic freedom!) so
cUV =
1
20
NfNc +
N2c   1
10
; aUV =
11NfNc
360
+
31
180
(N2c   1) , (C.38)
whereas in the IR we have (Infrared freedom!) free pions, N2f   1 of them, so
cIR =
N2f   1
120
; aIR =
N2f   1
360
. (C.39)
In general, for generalNf andNc, no relations can be found. However, by using the AF condition,
11Nc   2Nf > 0 , Nf < 11
2
Nc , (C.40)
one has
cIR <
Nf
120
· 11Nc
2
<
1
20
NfNc < cUV ; (C.41)
and
aIR <
N2f
360
<
Nf
360
· 11Nc
2
=
11NfNc
720
<
11NfNc
360
< aUV . (C.42)
This is correct because only in AF theories the system becomes strongly coupled in the IR and
produces massless pions.
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SU(N), NF =2N-1
aUV =
7N2  N   5
24
aN=2SCFT =
7N(N   1)
24
aIR =
(2N   1)2   1
48
cUV =
4N2  N   2
12
cN=2SCFT =
N(N   1)
3
cIR =
(2N   1)2   1
24
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⇥
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3
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Nf
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· 11Nc
2
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1
20
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Nf
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2
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11NfNc
360
< aUV . (C.44)
This is correct because only in AF theories the system becomes strongly coupled in the IR and
produces massless pions.
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In the UV we have free N2c   1 vectors and NfNc Dirac fermions (Asymptotic freedom!) so
cUV =
1
20
NfNc +
N2c   1
10
; aUV =
11NfNc
360
+
31
180
(N2c   1) , (C.40)
whereas in the IR we have (Infrared freedom!) free pions, N2f   1 of them, so
cIR =
N2f   1
120
; aIR =
N2f   1
360
. (C.41)
In general, for generalNf andNc, no relations can be found. However, by using the AF condition,
11Nc   2Nf > 0 , Nf < 11
2
Nc , (C.42)
one has
cIR <
Nf
120
· 11Nc
2
<
1
20
NfNc < cUV ; (C.43)
and
aIR <
N2f
360
<
Nf
360
· 11Nc
2
=
11NfNc
720
<
11NfNc
360
< aUV . (C.44)
This is correct because only in AF theories the system becomes strongly coupled in the IR and
produces massless pions.
12
Nf <
11
2
Nc
Figure 10:
The flow of the conformal anomaly coefficients for the ordinary QCD is also shown for
comparison.
9 Confinement and XSB in ”chiral” QCD
A final topics I would like to touch upon is the confinement and chiral symmetry breaking
in a ”chiral” variety of QCD, recently discussed by Bolognesi, Shifman and myself [80].
In particular, our interest is to understand the dynamics of the ψχη model, namely an
SU(N) theory with matter (left-handed) Weyl fermions,
ψ{ij} , χ[ij] , ηAi , (A = 1, 2, . . . 8) . (9.1)
in the representations
,
¯
,
¯
, (9.2)
respectively. This theory has a global symmetry,
Gf = SU(8)× U1(1)× U2(1)× ZN∗ , (9.3)
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where U1,2 are anomaly-free combinations of the three U(1)’s associate with the ψ, χ and
η fields,
U1(1) : ψ → ei
α
N+2ψ , η → e−iα8 η ; (9.4)
U2(1) : ψ → ei
β
N+2ψ , χ→ e−i
β
N−2χ (9.5)
and
ZN∗ : N
∗ = GCD{N + 2, N − 2, 8} , (9.6)
is a combination of anomaly-free discrete subgroups of three U(1)’s which do not belong
to U1(1) × U2(1). This model is asymptotically free, and the interactions become strong
in the infrared 8. No gauge-invariant bifermion scalar composites can be formed, and one
may wonder what the fate of the global SU(8) symmetry could be. The simplest scenario
could be that the system confines, but no fermion condensates are formed. The chiral
SU(8) symmetry would remain intact, and it seems to be a hopeless task to find a set of
gauge-invariant massless baryons which can saturate the ’t Hooft anomaly.
It is possible that four-fermion (gauge-invariant) condensates are formed, so that (for
instance) the flavor Gf symmetry is completely broken. It is however hard to realize this
scenario when it comes to details [80].
We instead assume that two types of fermion bilinear condensates,
〈φiA〉 ∼ 〈ψijηAj 〉 , A = 1, 2, . . . , 8 , (9.7)
and
〈φ˜ij〉 = 〈ψikχkj〉 , (9.8)
play the crucial role in the dynamics. The first one is in the fundamental representation of
the gauge group, while the second is in the adjoint. This leads to two possible dynamical
scenarios in this model.
9.1 Partial color-flavor locking and dynamical Abelianization (for
N ≥ 12)
Let us assume the condensates of the form,
〈φiA〉 = Λ3

c18
0N−8,8
 , 〈φ˜ij〉 = Λ3

a18
d1
. . .
dN−12
b14
 , (9.9)
8There is a long history of studies of chiral varieties of QCD; see [81]-[84].
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where
8a+
N−12∑
i=1
di + 4b = 0 , a, di, b ∼ O(1) . (9.10)
These will break the symmetry as
SU(N)c × SU(8)f × U(1)2 → SU(8)cf × U(1)N−11 × SU(4)c . (9.11)
Now the SU(8) ’t Hooft anomaly triangles are saturated as follows. In the UV it is simply
given by the η particles: it is N . In the IR, the baryons
B{AB} = ψ{ij}ηAj η
B
i
∣∣∣
A,B symm
∼ 〈φiA〉ηBi
∣∣∣
A,B symm
(9.12)
transforming in the symmetric representation of SU(8)cf , gives 8 + 4 = 12; and the weakly
coupled
B˜Aj = ψ
ikχkjη
A
i ∼ 〈φ˜ij〉ηAi , j = 9, 10, . . . , N − 4 (9.13)
contribute N − 12, so that their total equal to the UV value, N .
Note that the adjoint condensate (9.8) breaks spontaneously both nonanomalous U(1)
symmetries (9.4), (9.5). This is crucial. There are two NG bosons.
Actually the color-flavor locked SU(8) might be broken to smaller (CF locked) group,
SU(N)c × SU(8)f × U(1)2 →
∏
i
SU(Ai)cf ×
∏
U(1)cf × U(1)N−11 × SU(4)c . (9.14)
but one can show that the ’t Hooft anomaly matching condition for any triangles involving∏
i SU(Ai)cf ×
∏
U(1)cf are all saturated by the same massless fermions B
{AB} and B˜Aj .
9.2 Full Abelianization
Another possibility, which seems to be the only viable one for N < 12, is that the adjoint
condensate takes the form,
〈φ˜ij〉 = 〈ψiχkj〉 = Λ3
 d1 . . .
dN
 ; (9.15)
the symmetry is broken as
SU(N)c × SU(8)f × U(1)2 → U(1)N−1 × SU(8)f , (9.16)
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and the weakly coupled
B˜Aj ∼ ηAj , (9.17)
trivially saturate the anomaly matching condition.
To summarize: in the ψ−χ−η model either partial color-flavor locking and dynamical
Abelianization, or full dynamical Abelianization, seems to occur. Planar equivalence to
Supersymmetric YM, conjectured earlier [84], does not hold. Dynamical Abelianization
which is ubiquitous in N = 2 supersymmetric theories thus may play important role
in nonsupersymmetric theories as well. MAC criterion, though not used as the guiding
principle, supports our ideas, as it can be shown easily that among the bifermion channels,
the ones considered here (φiA and φ˜ij) are the two most attractive channels.
10 NonAbelian monopoles and QCD: ten lessons
To conclude, let us draw some lessons from these discussions.
(i) Confinement mechanism (probably very) different from the na¨ıve dual superconductor
mechanism might be at work in the real world of strong interactions.
(ii) A YM gauge system can generate a dynamically richer IR effective system, with e.g.,
a larger number of degrees of freedom, typically involving nonAbelian monopoles and
dyons, than expected from an Abelian scenario (e.g., SU(N)→ U(1)N−1).
(iii) Flavor symmetry, in vacua with a color-flavor locked symmetry, prevents the YM
gauge interactions from Abelianizing dynamically 9.
(iv) This typically occurs in models where nonAbelian vortices are produced at low ener-
gies. Through the monopole-vortex correspondence by topology and stability, such
a system can produce nonAbelian monopoles as endpoints of the nonAbelian vor-
tices. These monopoles carry nonAbelian, continuous moduli, free from the classic
”difficulties”.
(v) The endpoint monopoles - the source and sink of the nonAbelian vortex - carry the
charges of the dual group, H˜, even if they arise from the gauge symmetry breaking
G→ H → ∅ (10.1)
where H˜ is the dual of H (see Table 1), in accordance with the GNO quantization
rule [6].
(vi) Recent series of work on the CPN−1 model on finite-width (L) 2D worldsheet, es-
tablishes that no dynamical breaking of the isometry group SU(N) occurs even for
9This occurred also in the ψχη model of Section 9.
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a finite string. The system has a unique phase, sometimes called confinement phase,
which smoothly goes over in the L→∞ limit to the known physics of the 2D CPN−1
model.
(vii) This amounts to a statement that the nonAbelian monopoles as found in (iv) are
indeed quantum mechanical objects, carrying fluctuating CPN−1 moduli, and trans-
forming as in N of the new, dual SU(N) group.
(viii) The fact that the CPN−1 fluctuations become strongly coupled in the large-distance
limit, and the ground state is a unique string, instead of classically continuously de-
generate CPN−1 vacua, is perfectly consistent with the (electromagnetic-type) du-
ality. The H theory being in a Higgs phase, the dual H˜ theory is in confinement
phase.
(ix) In ordinary QCD a nonAbelian scenario
SU(3)→ SU(2)× U(1)
Z2
, (10.2)
could imply a complicated, strongly-coupled nonlocal infrared-fixed-point, lying hid-
den nearby the confining vacuum we live in. From the experiences in N = 2 theories,
and from the way one understands the quantum nonAbelian monopoles, it is likely
that the nonAbelian QCD vacuum (10.2) crucially depends on the existence in Na-
ture of the two light flavors: u and d quarks. Confinement and chiral symmetry
realization could be related subtly by the condensation of nonAbelian monopoles or
dyons carrying flavor quantum numbers.
(x) Interesting examples of RG flow with confining vacua ”nearby” such strongly-coupled
IRFP conformal theories are found in the context of softly broken N = 2 SQCD.
There seems to be some analogy between these systems and the real-world QCD.
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