We shall now give a more detailed summary of the main results of the paper. If R is a finitely generated If-algebra, where K is a field, we shall say that an ideal I of J? is absolutely radical (over K) if for each extension field L of K, L ® x I is radical in L 0^ R. Of course, it suffices that L (& κ I be radical when L is a maximal purely inseparable extension of K, or any larger field, e.g. an algebraic closure of K. THEOREM 
Let K be a field, and let S be a graded Noetherian Cohen-Macaulay K-algebra which is fiat over the K-subalgebra R generated by the forms f l9
, f m , where f u , f m have positive degree. {We do not require that S be generated by its 1-forms.) Suppose that that (f u "',f m ) is
an absolutely radical ideal of S. Then for every absolutely radical ideal I of R, the expanded ideal IS is absolutely radical in S.
In
particular, if S is a polynomial ring over K {the indeterminates need not be assigned degree 1), and f l9 ,f m is an R-sequence of forms in S which generates an absolutely radical ideal of S, then S is flat over K[f u
, f m \ and the result holds,
We note that this theorem generalizes, in a certain direction, an invariant-theoretic result of Kostant, [6] Theorem 14, p. 388.
We point out that the hypothesis implies that {f, , f m ) is a semiregular ideal of S, which plays an important role in the proof.
It is also worth noting that from the point of view of testing an ideal for being absolutely radical, an i2-sequence of polynomial forms which generates an absolutely radical ideal is as good as a sequence of indeterminates, in the sense of the following:
is radical in R[t iS :i,j] .
The condition given in Theorem 2 is not necessary. However, one might hope that some special classes of perfect radical homogeneous ideals in K[x u •••, x n ] would expand to radical ideals in K[y iS \. This is true at least for the ideals in K[x l9 •••,»»] which are generated by linear combinations of x l9 , x n . Let us say that a K-vector subspace V of a iΓ-algebra R is linearly radical (over K) if for any field Lz) K and for each finite set of elements f l9 ,/ m e L® κ V, (f l9 •••,/«) is radical ideal in L ®* R. A trivial example is obtained by letting V be the space of 1- The author does not know whether (a) holds for arbitrary r <; s. If it did, it would give a new proof in characteristic zero of the fact that certain ideals §I(J5) described in [3] are radical, while (b) gives another proof in characteristic zero that the ideals I H>n described in [4] and [5] are radical. In each case, the fact that the ideals in the class are radical is the key point in the proof that certain rings of invariants are Cohen-Macaulay. This is discussed further in §4.
2* Proof of Theorem 1. We need some preliminary observations and results. Let S be a Noetherian graded iΓ-algebra and M the irrelevant maximal ideal. Then we can always choose a system of parameters for S consisting of forms, i.e. if dim S = d, we can choose forms f, ' ",f d in M such that the ideal they generate is primary to M, in which case S is a finitely generated graded module over the polynomial subring K[f u ,/ d ]. Moreover, if graded M=g (the grade of a proper ideal is the length of the longest iϋ-sequence contained in it), then there is an 12-sequence of forms in M of length g. These assertions follow by standard arguments from the easy observation: (2.1) If S is a Noetherian graded ϋΓ-algebra, / is a homogeneous ideal of S, and P l9
, P n are primes of S such that for each %,,!(£ P if then there is a form f in I such that / ί U* Pf
We note that by the analogue in the graded case of Theorem (25.16) of [7] (2. 3) If S is a graded Noetherian if-algebra, where K is a field, and R is a subring of S generated over K by a finite number of forms fu •••>/« °f positive degree such that S is i?-flat, then S is free 2?-module. In fact, if {s y : i} is a family of forms in S such that {sj} is a if-vector space basis for S/PS, where P = (/i, •••,/») and ' denotes reduction modulo P, then {s^i} is a free basis for S over JS. (We can always choose one of the Sj to be 1, if we wish.)
Proof. We use Noetherian induction on the homogeneous ideals of R. If P = (0) then R = K and there is nothing to prove. Otherwise there is a nonzero form f in P such that either (1) / is not a zerodivisor in R or (2) fP = (0), according as grade P > 0 or grade P = 0. In either case, if * denotes reduction modulo (/), we have that {sf: j} is a free basis for S/fS ever R/fR, by the induction hypothesis. (Sy/S is flat over R/fR by (18.10) of [7] .) The fa: j) span S as an i?-module, for if g were a form of least degree in S-Σi ^si> we would have # = Σi ?Ά 4-Σi/Af where each r, e i2, for each i, deg r, -f άeg Sj = degg, and for each i, deg/^ + degί« = deg^. Since the /< have positive degree, each ί< e Σy -Rs,-, and since each f t eR, g e Σy -^si Now suppose that there is a nonzero relation Σ T J S J -0, where the Tj e R. We can choose such a relation in which the r ά are forms and maXj deg τ ά is a small as possible. Since Σi f *** = 0, each r s e (/), and we have r ό = ft jy where t ό eR, for each j. In case (1), since / is not a zerodivisor in R and S is iZ-flat, / is not a zerodivisor in S, and Σi tjS 3 = 0, contradicting the minimality of maXj degr,-. In case (2) Σi Mi e Ann s / = (Ann R f)S (since S is #-flat) = PS, so that Σy tjSj -0. Hence, each ί y e P, and each r, = /ί y = 0.
(2.4) With the same hypothesis and notation as (2.3) , if S/P is Cohen-Macaulay and g l9 * ,g t are forms of S such that g[, •• ,flr{ is a system of parameters for S/P, then <7 1? , g t are algebraically independent over R, and for each q, O^q^t, S is free over R [g u , g q ].
Proof. Since S/P is Cohen-Macaulay, it is a finitely generated graded free module over
Let ^, •••, h k be forms of S such that ΛJ, « ,λi is a free basis for S/P over if [#ί, •• ,^ί] can assume that h γ = 1. Then it is clear that the products ΛJΛf' , where M is monomial in g l9 •••,#*, form a iΓ-vector space basis for S/P over K. By (2.3) , the products hM are a free basis for S over R, and the result is then clear. Proof. Since T and T/I are graded and Cohen-Macaulay, all minimal primes of / have the same grade g = grade I. It suffices to consider the case where J is a prime which contains I, and localizing at J will not change the grades of /, I or J/I. Hence, we may assume instead that T is a Cohen-Macaulay local ring with maximal ideal J, and that T/I is Cohen-Macaulay. Let P be any minimal prime of I. Then grade I = rank P, grade J/I = rank J/I = rank J/P, grade J = rank J, and the result follows.
We are now ready to give the proof of Theorem 1. By replacing R, S by L ®^ R, L ®# S 9 where L is an algebraic closure of K, we may assume without loss of generality that K is algebraically closed. By (2.3) S is faithfully flat (even free) over R, and since S is CohenMacaulay we can conclude that R is Cohen-Macaulay and that for each maximal ideal Q of R that S/QS is Cohen-Macaulay.
We know that every radical ideal of R is an intersection of maximal ideals of R, and it follows from (2.2) and (2.3) that it is enough to show that for each maximal ideal Q of R, QS is radical in S. To show that QS is radical it is necessary and sufficient to prove that there is an element / in a defining ideal for the singular locus of the variety defined by QS such that / is not a zerodivisor on QS.
Let us represent S as a quotient of a polynomial ring T -
F m be forms in T whose residues modulo I are fu * , f m y and let us denote a set of forms which generate / by
Any maximal ideal Q of R has the form (/i -c u , /" -c m ) for suitable choices of c u , c m in K. When Q = P, c t = = c m = 0. We claim that for any associated prime Q± of QS in S, rank Q 1 = d, where d = dim ϋ?. In fact, since S/QS is Cohen-Macaulay, every associated prime Q λ of QS is minimal, and since S is flat over R y Q λ f] R = Q. Then i? ρ -> S Gl is a faithfully flat local extension, and the fiber S Q JPS Ql has dimension zero, since Q λ is minimal for PS.
for R is homogeneous and Cohen-Macaulay and all maximal ideals therefore have the same rank.
The associated primes of (F t -c lf , F m -c m , F m+1 , , F r ) = Q* in T are in one-to-one correspondence with those of QS in S, in an obvious way, so that if g denotes the grade of /, then by (2.5) each associated prime H of ζ>* has grade (-rank) g + d. It follows that a defining ideal for the singular locus of the variety defined by Q* is ζ>* + I g+d {dFildx 3 ) , where Ig +d (dFi/dx s ) is the ideal generated by the g + d by g + d minors of the r by ί Jacobian matrix obtained from
, F m -c m9 F m+U *-,F r (the constants drop out after differentiation). See [7] , (46.3) and (39.11).
In the case where Q -P, we know that P* is radical, and it follows from (2.1) that there is a form F in P* + Ig+^dFJdXj) which is not a zerodivisor on P*. Clearly, we can choose such an F in Ig+afiFJdXj), and we then have that the image / of F in S is not a zerodivisor on PS. By (2.4), S is a free module over R [f] 9 and / is an indeterminate over R. Now let Q be any maximal ideal of R. Then Fe I g+d (dFJdXj) c Q* + I g+d (dFi/dXj), and to complete the proof it suffices to show that / is not a zerodivisor on QS. Since S is free over R [f] , it is enough to show that / is not a zerodivisor on QR[f\. Since Q is an ideal of R and / is an indeterminate over R, this is clear. : ί, j] and if R is a domain (respectively, reduced) and i ^ g -1 then the ideal generated by the first i terms is prime (respectively, radical).
We can now establish the lemma. It is clear that if / is semiregular, then the ideals in question are radical, for the ideal M/I will have rank and hence grade d in the reduced Cohen-Macaulay ring R/I, and hence the power associated ideal generated by the images of x l9 •••,#* will also have grade d.
To prove the converse, suppose that the ideals described are radical. To show that R/I is Cohen-Macaulay, it suffices to show that (R/I) M Proof. The necessity of the condition is clear from (3.1) . Now suppose that the ideals are radical. If d -0 there is nothing to prove. If d > 0, then since (0) is radical M cannot be a minimal prime of (0) and hence cannot be an associated prime of (0), and the grade of M is ^ 1.
We use induction on d. We have a jK"-homomorphism ^ from ir [#, t] to iΓ[τ/, 2] which takes each #* to z^, and which takes each entry of T to the corresponding entry of the product matrix ZY. Let P -ker φ. We shall show that P=P', where P' = (Σi ^A , , Σi t pj Xj). It is clear that P' c P, and P f is prime by (3.1) . It is then easy to see that P' -P: the point is that given n -2 or fewer vectors in L n , where L is any field, and a nonzero (respectively, a zero) vector v orthogonal to all of them, then we can choose n -1 independent (respectively, dependent) vectors in the orthogonal complement of v such that (1) the original n -2 or fewer vectors are in their span, and (2) if they form the rows of a matrix, the n -1 by n -1 minors of that matrix are the components of v.
Hence, we may regard K[x, t]/P as a subring of K[y, z\. Let J* be the image of / in K[x, t]/P. Our hypothesis gives us that I*K [y, z] is radical: the presence of the 2's is irrelevant, since they do not occur in the generators for /*. Note that if FciZ is linearly radical, then R is reduced, for 0 e F, and (0) must be radical.
The next result is the crucial point in the proof of Theorem 3b). Proof. Each finite-dimensional subspace of F + Kxf has a basis consisting of at most one element of the form g + cxf, g e F, c eK, and several elements v l9 " ,v k of F. We may assume that we have already divided out by (v l9 •• ,v k Proof. By repeated applications of (4.3), the space V spanned by V and the elements fiU i3 is linearly radical, and W is a subspace of V.
The following result contains Theorem 3b).
(4.5) Let A be a partially ordered set as in Theorem 3b) and suppose that for each minimal element XeΛ, U λ is a one-rowed matrix with entries in a linearly radical subspace V or R, while for the set of nonminimal λ the U λ are matrices of indeterminates with all entries distinct. Then the space spanned by V and the entries of the product matrices U λι U Xn of the same type described in 562 M. HOCHSTER Theorem 3b) (let us call these the admissible products) is linearlyradical.
Proof. Clearly, we may reduce to the case where A is finite. Let Λ λ be the set of minimal elements of A, let A r = A -Λ 19 and let A 2 be the set of minimal elements of A\ Let V be the space spanned by V and the entries of the admissible products U h Uχ 2 , where, necessarily, λ* e Λ i9 i = 1, 2, and \ < λ 2 . By repeated applications of (4.4) Consider now the situation of Theorem 3b) with A finite. The entries of the admissible products U λι U λn such that X n is maximal can be shown to generate the ring of invariants of an action of a product of general linear groups on R, at least if K has characteristic zero. It was facts of this kind which led the author to prove Theorem 3b).
Suppose that K has characteristic zero and consider the class of ideals I Htn discussed in [4] [u, v] , such that the image K[U*V] is the ring of invariants of a reductive linear algebraic group acting on K [u, v] . Just as in the last paragraph of the proof of Theorem 2, there is a Reynolds operator from K [u, v] to K[U*V], and to show that I H , n is radical it suffices to show that IH,JIH expands to a radical ideal in K [u,v] . But IH*JIHI expanded to K [u, v] y is generated by a subset of the first row of the matrix U*V, and this first row spans a linearly radical space, by Theorem 3b).
As was mentioned before, proving that the ideals I H>n are radical is critical in proving that they are also semiregular.
The situation with respect to the result of Theorem 3a) is quite similar. Suppose we knew that the space spanned by the minors is linearly radical for all r <^ s, or even the weaker result that any subset of the minors generates a radical ideal (which we prove below for r = 2). A Reynolds operator argument then shows that within the homogeneous coordinate ring of the Grassmannian of r-dimensional subspaces of K r , the ideal generated by a subset of the r by r minors is radical (this homogeneous coordinate ring is generated as a Kalgebra by the r by r minors of an r by s matrix of indeterminates over K) when K has characteristic zero. The point is that the r by r minors generate the ring of invariants of an action of SL(r, K) on the polynomial ring generated over K by the entries of the r by s matrix of indeterminates. In particular, the ideals §ί(i?), ΰe^, and in particular, the ideals %{B σ ), discussed in [3] , are radical, and this is a critical point in showing that homogeneous coordinate rings of Grassmann varieties and their Schubert subvarieties are Cohen-Macaulay.
We now prove Theorem 3a) for the case s = r + 1. It is easy to see that the linear changes of coordinates of the y iS which are uniform on the colums of Y -(y i3 ) are in one-to-one correspondence with the linear changes of coordinates in the vectors space spanned by the Δ im From this it follows that we need only prove: (4.6) Let Y = (y i5 ) be an r by r + 1 matrix of indeterminates over a field K. Let J t be the ideal (4: l<£ί<Ξr + l -i), where Δ { is the r by r minor obtained by deleting the ith column. Then J t is radical for each ί.
Proof. If t = 0, J t is known to be prime (see, for example, Proposition 26 of [5] ) while the result is clear is t ^ r. Hence, we assume that r > t > 0, and we use induction on ί, i.e. we assume the result for t' < t. It is easy to see that VJ7= J o Π I*, where I t is the ideal generated by the ί by ί minors of the matrix formed from the last t columns of Y, and is therefore prime. In fact, since we are working with radical ideals, we need only see a corresponding fact about unions of varieties, and the result reduces to the observation that given an r by r + 1 matrix with entries in a field, then the r by r minors which contain the last t columns all vanish if and only if either all the r by r minors vanish (i.e. the matrix has rank r -1) or else the t by t minors of the last t columns vanish (the last t columns are dependent). For if the last t columns are independent and the matrix has rank r, we can find r independent columns containing the last t, and they give rise to a nonvanishing minor. Now J t _! -J t + (A) is radical, where Δ = Δ r _ t+2 , by the induction hypothesis, so that VΎ t c J t + (Δ), |and it follows that VΎ t c:J t +
Δ{VT t : Δ). But VT t \ Δ = (J Q : Δ){\(I t : Δ), J Q : Δ is the unit ideal, and
I t is a prime not containing Δ, so that I t : Δ -I t . Thus, VT t -J t + ΔI t . It suffices to show that if A is any t by t minor of the last t columns of Y, then AΔ e J t . We might as well consider the case where A is formed from the first t rows. Now Y can be decomposed into submatrices thus:
where the Yi have t rows, the Z t have r -t rows, and Y* and 2Γ 4 both have either r + 1 -ί, 1, or ί -1 columns, according as i = 1, 2, or 3. Thus
I:
and A = det (Y 2 F 8 ). Form an auxiliary r + t by r + t matrix \0 Γ 2 Γ 3
Then det F* = ±AΔ. To see this, subtract each of the last ί -1 columns from the corresponding one of the next to last t -1 columns.
After permuting the columns, we have that det Y* is the same, up to sign, as the determinant of \0 0
This matrix has block form, and the determinant is clearly AΔ. On the other hand, if we subtract each of the first t rows of Y* from the corresponding one of the last t, we find that F* has the same determinant as Any nonzero r by r minor of the first r rows comes from F, and if that minor does not contain the last t columns of F, then its cofactor has a column which is 0. Hence, the determinant of this last matrix is in J t , and AΔ e J t as required.
We need the following result before we can prove the rest of Theorem 3a). 
Proof. We use induction on s. Notice that if s has the required property so does each s' < a, and we may assume that if a matrix has the required form with s' < s and any w, then any subset of its 2 by 2 minors generates a radical ideal. We then use induction on n. First note that by subtracting c times the first row from the second we may assume that c=0 (there is a linear change of coordinates on the x's and y's). Let J be any ideal generated by a subset of the 2 by 2 minors. Let / be the subideal of / generated by those of the minors which do not involve the column which contains u n . By the induction hypothesis, / is radical, and / is generated over / by certain of the products u n y t . After renumbering, we can assume that J = I + u n (y 1} , y k ), 1 <; k <^ s (if J = I we are done). We claim that J=(I+ (u n )) ίΊ (I + (y u , y k )). Call the intersection J', and suppose that j = i+u n t e J"', where iel.
Then u n t e I+(y lf , y k ). u n is not a zerodivisor on I + (y l9 * ,y k ), since the generators of that ideal do not involve u n . Hence, t e I + (y l9
, y k ), and our claim is established.
It -suffices then to show that 1+ (u n ) and 1+ (y u We can now prove the last statement of Theorem (3a). We use induction on s. We must show that an ideal J generated by a subset of the minors of Hence, we must have 6=0, i.e. Σ* Uk -0. But then (*) yields:
F -Σ (G*a + β^ίM -«d/) e J , and we are done. The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
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