Abstract. We say that a permutation π is ballot if, for all i, the word π 1 · · · π i has at least as many ascents as it has descents. We say that π is an odd order permutation if π has odd order in Sn. Let b(n) denote the number of ballot permutations of order n, and let p(n) denote the number of odd order permutations of order n. Callan conjectured that b(n) = p(n) for all n, and this was later proven by Bernardi, Duplantier, and Nadeau.
Introduction
Let π = π 1 π 2 · · · π n be a permutation. Define the up-down signature Q π = (q 
For example, if π = 31452, then Q π = (−1, 1, 1, −1). The problem of enumerating the number of permutations in S n with a given up-down signature started with André [1] who deduced the exponential generating function for the number of permutations π with up-down signature Q π = (1, −1, 1, −1, . . .). This work was generalized by Niven [6] who provided a formula for the number of π ∈ S n such that Q π = Q for any fixed up-down signature Q. More recent results related to up-down signatures include work by Brown, Fink, and Willbrand [4] , Shevelev [8] , and Shevelev and Spilker [9] .
In this paper we are interested in permutations whose up-down signatures satisfy a certain property. We will say that a permutation π is ballot if k 1 q π i ≥ 0 for all 1 ≤ k ≤ n − 1. For example, π = 31452 is not ballot since 1 1 q π i = −1, but one can verify that σ = 14352 is ballot. We let B(n) denote the set of all ballot permutations of order n, and we let b(n) = |B(n)|.
We will say that a permutation π is an odd order permutation (abbreviated OOP) if the order of π is odd in S n , which is equivalent to π being the product of only odd cycles. For example, π = (3, 1, 4) (2, 5, 6, 7, 9) is an OOP since it has order 15 in S 9 . We let P (n) denote the set of OOP's of order n, and we let p(n) = |P (n)|.
Callan [7] conjectured that ballot permutations and OOP's are equinumerous, and this was proven by Bernardi, Duplantier, and Nadeau. Based on experimental data, we believe that a refined version of Theorem 1.1 is true. Let B(n, d) denote the set of permutations of B(n) with exactly d descents, and let b(n, d) = |B(n, d)|. We note that B(n, d) = ∅ whenever d > ⌊(n − 1)/2⌋ since any π ∈ B(n, d) would have n−1 1 q π i < 0, and hence π wouldn't be ballot.
We wish to define an analog for the descent statistic in the context of OOP's. Given a cyclē c = (c 1 , . . . , c k ) of a permutation π, we let A cyc (c) denote the number of cyclic ascents ofc. That is, A cyc (c) is the number of ascents in the word c 1 c 2 · · · c k c 1 . We similarly define D cyc (c) to be the number of cyclic descents ofc. We let M (c) = min(A cyc (c), D cyc (c)). For example, ifc = (4, 2, 8, 5, 6) we have A cyc (c) = 2, D cyc (c) = 3, and hence M (c) = 2. For a permutation π =c 1c2 · · ·c k written in cycle notation, we define M (π) = k 1 M (c i ). For example, if π = (1, 3, 9)(4, 2, 8, 5, 6)(7), then M (π) = 1 + 2 + 0 = 3. Let P (n, d) denote the set of permutations of P (n) with M (π) = d, and let
) for all n and d.
We provide proofs for this conjecture in several special cases. Before stating these results, we first introduce some notation. We define the Eulerian number E(n, k) to be the number of permutations of order n with exactly k descents. Let A(n) = 2 n − 2n denote the second-order Eulerian numbers. For more information on (second order) Eulerian numbers, we refer the reader to Graham, Knuth, Patashnik, and Liu [5] . Let EC(n) = 2E(2n, n − 1) denote the Eulerian-Catalan numbers, which have been studied recently by Bidkhori and Sullivant [3] . Conjecture 1.2 is trivially true for d = 0. We show that it is also true for d = 1 and d = 2.
Moreover, there exists an explicit bijection between B(n, 1) and P (n, 1).
. Thus the largest value for d such that Conjecture 1.2 is non-trivial is d = ⌊(n − 1)/2⌋, and in this case the conjecture does indeed hold.
Moreover, there exists an explicit bijection between B(2n + 1, n) and P (2n + 1, n).
Lastly, we provide a formula for p(2n + 1, n − 1) which we predict also holds for b(2n + 1, n − 1).
Notation. We collect some notation that will be used in various places throughout the text. If c is a cycle, we let |c| denote its length. We will say thatc is mostly increasing if M (c) = D cyc (c), or equivalently if A cyc (c) ≥ D cyc (c). We say thatc is mostly decreasing if M (c) = A cyc (c). We note that if |c| is odd, thenc is either mostly increasing or mostly decreasing, but not both. We let C(n, d) denote the set of n-cycles of S n which have M (c) = d, and we let c(n, d) = |C(n, d)|.
Outline. Theorem 1.3 is proven in Section 2, Theorem 1.4 is proven in Section 3, and the remaining results are proven in Section 4. In the appendix we've included tables of values for some of the relevant statistics that we consider.
Proof of Theorem 1.3
In order to prove Theorem 1.3, we will need a simple combinatorial lemma.
Proof. We claim that k odd n k = 2 n−1 . Indeed, consider the involution φ :
Note that φ bijectively maps the subsets of [n] of odd cardinality to those of even cardinality. Since k odd n k counts the number of subsets of [n] of odd cardinality, we conclude that
We thus have
Proof of Theorem 1.3. We first prove that p(n, 1) = A(n). From the definitions we have π ∈ P (n, 1) if and only if π contains exactly one non-trivial cycle which can be written as (c 1 , c 2 , . . . , c k ) with k ≥ 3 odd and either c i < c i+1 for all i or c i > c i+1 for all i. Thus π is uniquely determined by first choosing the set of elements to go into its non-trivial cycle, and then choosing whether this cycle is mostly increasing or mostly decreasing. We conclude that
by Lemma 2.1. We now construct a bijection φ between B(n, 1) and P (n, 1). Any π ∈ B(n, 1) can be written as π = xdy ′ , where d is the unique descent of π and x, y ′ are words containing only ascents. Note that x does not contain any letter d ′ > d, as otherwise we would have π i−1 > d, which would imply that π has at least two descents. Thus we can write y ′ = yz where z = (d + 1) · · · n and y contains only ascents. For example, if σ = 125783469 we have x = 1257, d = 8, y = 346, z = 9. Note that x is always non-empty (otherwise π wouldn't be ballot) and y is always non-empty (otherwise d wouldn't be a descent), and this latter statement is equivalent to saying x = 12 · · · (d − 1).
We first define our map φ for the permutations π which have 1 appearing in x, such as the permutation σ given above. We will call a word a = a 1 · · · a r a consecutive run if a i+1 = a i + 1 for all 1 ≤ i < r. We rewrite xd as x 1 · · · x k+1 , where each x i is a maximal consecutive run. For example, if σ = 125783469 we have xd = 12578 = x 1 x 2 x 3 with x 1 = 12, x 2 = 5, x 3 = 78. Since we assumed that xd contains 1 and is not equal to 12 · · · d, we have that xd is not itself a consecutive run, and thus we always have k ≥ 1.
We now rewrite y as y 1 · · · y k , where y i denotes the consecutive run consisting of all the elements that are larger than every element of x i and smaller than every element of x i+1 . For example, if σ = 125783469 we have y = 346 = y 1 y 2 with y 1 = 34, y 2 = 6. Note that each y i is non-empty, as otherwise x i x i+1 would be a consecutive run, contradicting the maximality of x i and x i+1 .
Let x ′ i and y ′ i be the largest values of x i and y i . Note that x
). We note that this is an element of P (n, 1) since φ(π) consists of a single non-trivial cycle on 2k + 1 elements which has exactly one cyclic descent. For example, if σ = 125783469 we have φ(σ) = (2, 4, 5, 6, 8) .
It remains to define φ for the case that π has 1 in y. If π = xdyz as in the notation above, let π ′ = ydxz, noting that π ′ ∈ B(n, 1) since x and y are non-empty. If π has 1 in y, we define
, where τ denotes τ with all of its cycles reversed. For example, if σ = 125783469 we have σ ′ = 346812579 and φ(σ ′ ) = φ(σ) = (2, 4, 5, 6, 8) = (8, 6, 5, 4, 2) . In this case we again have φ(π) ∈ P (n, 1), so φ is indeed a map from B(n, 1) to P (n, 1).
We claim that φ is invertible. Namely, let π ∈ P (n, 1) be such that its non-trivial cyclec is mostly increasing, say (c) = (x ′ , with the operation ′ defined as before, and again one can verify that this sends π to its unique preimage under φ. We conclude that φ and ψ are inverses of each other, and hence that φ is a bijection.
Proof of Theorem 1.4
Let B(n, d, k) denote the subset of B(n, d) which has π n = k, and let b(n, d, k) = |B(n, d, k)|. We prove several formulas related to b(n, d, k), and we will use these results to obtain a formula for b(n, 2). In the appendix we've included some tables of values for b(n, d, k), giving some concrete examples of these formulas. We note that B(n, d, k) = ∅ whenever d < 0.
is the image of a unique element of B(n, d, k) under φ, so φ is a bijection between these two sets and we conclude the result.
Proof. By Lemma 3.1 applied twice,
Proof. This follows by considering b(n, d, k) − b(n, d, k − 1) and then applying Lemma 3.1 to b(n, d, k) and b(n, d, k − 1).
Proof. We will prove these formulas by double induction. Note that all of these formulas hold for n = 2 (see the appendix). Observe that b(n, 0, k) = 0 if k < n and b(n, 0, n) = 1. Thus b(n, 1, 1) = 1 for all n ≥ 2 by Lemma 3.2, which agrees with our proposed formula for k = 1. Inductively assume that we've verified the formula for b(n, 1, k ′ ) for all n ≥ 2 and 1 ≤ k ′ < k, and then that we've inductively verified the formula for
. We conclude by induction that these formulas hold.
We note that the formulas of Proposition 3.4 can also be proven combinatorially. If π ∈ B(n, 1, n), then π 1 · · · π n−1 ∈ B(n −
Proof. The left-hand side is equal to
with the second to last equality coming from Pascal's rule.
Proof. One can verify that these formulas all hold for n = 5 (see the appendix). By Lemma 3.2 and Proposition 3.4, b(n, 2, 1) = b(n, 1, n) = A(n − 1) = a(n, 1) for all n ≥ 5, so the formula is correct for k = 1. Inductively assume that we've verified the formula for b(n, 1, k ′ ) for all n ≥ 5 and 1 ≤ k ′ < k, and then that we've inductively verified the formula for b(n ′ , 2, k) for all 5 ≤ n ′ < n. By Lemma 3.3 we have b(n, 2, k) equal to
If k ≤ n − 4, then by Proposition 3.4 and Lemma 3.5 we know inductively that (2) is equal to
If k = n − 1 then, recalling that b(n, 1, n − 1) = 2 n−1 − 1, (2) is equal to
where we used the fact that n + n 2 = n+1 2 , a special case of Pascal's rule. Finally, if k = n then, recalling that b(n, 1, n) = A(n − 1) = 2 n−1 − 2(n − 1), (2) is equal to a(n, n−1)−2 n + 1 2 +8n−10+a(n−1, n−1)−2 n + 1 3 +10 n 2 −14(n−1)+5−2 n−2 −2(n−2) = a(n, n) − 2 n + 2 3 + 10 n + 1 2
where we've used the fact that
Proof. One can verify that this formula is equal to 0 = b(n, 2) for n = 2, 3. For n ≥ 4, note that by Lemma 3.1 and Proposition 3. We now wish to find formulas related to p(n, d). Recall that c(n, d) denotes the number of n-cycles π of S n with M (π) = d. Proof. A cyc (c) + D cyc (c) = n, and since n is odd, one of these values is at most (n − 1)/2. We conclude that M (c) ≤ (n − 1)/2 for allc, and hence c(n,
Let S(n, d) denote the permutations of S n with exactly d descents, and let C + (n, d) denote the cycles of C(n, d) which are mostly increasing. Let n be odd and d ≤ (n − 1)/2. If π ∈ S(n − 1, d − 1), define φ(π) = (π 1 , . . . , π n−1 , n). φ(π) has exactly one more cyclic ascent than π has ascents, and similarly with regards to descents. We conclude that
It's not too difficult to see that φ is a bijection onto C + (n, d) and that
, we conclude the result. Lemma 3.9. E(n, 0) = 1,
Proof. The first equation is straightforward. For the second, let π be a permutation with exactly one descent. Either π ∈ B(n, 1) if the descent of π is not in the first position, or π is of the form d12 · · · n with d = 1 and 12 · · · n consists of all the elements of [n] \ {d} in increasing order. We conclude by Theorem 1.3 that E(n, 1) = b(n, 1) + n − 1 = 2 n − 2n + n − 1 = 2 n − (n + 1) = 1 2 A(n + 1).
Proposition 3.10.
Proof. For π ∈ P (n), M (π) = 2 implies that either π contains exactly one non-trivial cyclec with M (c) = 2, or that π contains exactly two non-trivial cyclesc 1 andc 2 with M (c 1 ) = M (c 2 ) = 1. Let P 1 denote the permutations of the first type and P 2 those of the second. Each π ∈ P 1 is uniquely determined by first choosing the k elements to be in its non-trivial odd cycle, and then arranging the elements of this cycle in one of c(k, 2) ways. By Lemma 3.8, c(k, 2) will be non-zero when k ≥ 5, in which case it will be equal to 2E(k − 1, 1) = A(k) by Lemma 3.9. We conclude that
Similarly, one can construct each π ∈ P 2 by choosing k elements to go into its first cycle, ℓ elements to go into its second cycle, and then arranging the elements of each cycle in one of c(k, 0) = c(ℓ, 0) = 2 ways for k, ℓ ≥ 3. However, this construction implicitly puts an ordering on the cycles of π, and hence double counts each element of P 2 . After taking this double counting into account, we conclude that
and the result follows.
It remains to show that the formulas of Corollary 3.7 and Proposition 3.10 are equal to each other. In order to do this, we first prove a few more combinatorial lemmas.
giving the desired result.
Lemma 3.12.
Proof. Note that the k = n terms of k,ℓ≥3, k,ℓ odd 2 n k n−k ℓ contribute nothing to the sum. Thus ignoring these terms and using Lemma 2.1 we get
If n is odd this sum is equal to
If n is even this sum is equal to
with the last equality coming from Lemma 3.11. We conclude the result by noting that A(0) = 1 and
Proof of Theorem 1.4. We already know that b(n, 2) satisfies this formula by Corollary 3.7. Note that
Combining this observation with Proposition 3.10 and Lemma 3.12 shows that p(n, 2) also satisfies this formula.
In principle one should be able to generalize the methods used in this section to compute formulas for b(n, d) and p(n, d) for any finite d, though the computations would be somewhat tedious.
Formulas for large d
Recall that |c| denotes the length of the cyclec. for all i.
Proof. As noted in the proof of Lemma 3.8, ifc is a cycle of odd length then M (c) ≤ |c|−1 2 . The result follows by applying this inequality to eachc i and noting that c i = n.
Proof of Theorem 1.5. By Lemma 4.1, we have π ∈ P (2n + 1, n) if and only if π is a (2n + 1)-cyclec with M (c) = n. Thus Lemma 3.8 implies that
It remains to establish a bijection from B(2n + 1, n) to P (2n + 1, n).
. . , π 2n+1 ). Since π contained n descents, π 1 π 2 · · · π 2n+1 π 1 contains exactly n or n + 1 descents, and hence M (φ(π)) = n and the codomain of this map is P (2n + 1, n) . The fact that this map is invertible is implicitly proven in the second proof of Theorem 1.1 of [3] . Explicitly (using the notation of [3] ), it is shown that if w = (w 1 , . . . , w 2n+1 ) has n or n + 1 cyclic descents (i.e. if w ∈ P (2n + 1, n)), then there exists n + 1 choices of i such that w i w i+1 · · · w 2n+1 w 1 · · · w i−1 has n descents, and exactly one of these choices for i makes this word have excedence 0 (i.e. makes the word be ballot). We thus define ψ(w) = w i w i+1 · · · w 2n+1 w 1 · · · w i−1 with i the unique value such that this word has n descents and is ballot. ψ is the inverse of φ, and hence these maps are bijections.
With Lemma 4.1 we can compute formulas for p(n, d) when d is large.
Proof. Since 2n is even, any π ∈ P (2n) is the product of at least two odd cycles. By Lemma 4.1 we have that π ∈ P (2n, n − 1) if and only if π =cd withc,d odd cycles such that M (c) = (|c| − 1)/2 and
Consider the following procedure for generating an element π ∈ P (2n, n − 1). Choose k elements to be in the first cycle of π (which also determines the elements of the second cycle), and then arrange the elements of these two cycles in c(k, (k − 1)/2) and c(2n − k, (2n − k − 1)/2) ways, respectively. By Lemma 3.8 and the fact that we defined EC(ℓ) = 2E(2ℓ, ℓ − 1), we conclude that c(k, (k − 1)/2) = EC((k − 1)/2) and c(2n − k, (2n − k − 1)/2) = EC((2n − k − 1)/2). Putting these results together (and noting that this procedure double counts the elements of P (2n, n − 1)) gives the desired formula.
Proof of Proposition 1.7. By Lemma 3.8, there are exactly c(2n + 1, n − 1) = 2E(2n, n − 2) elements π ∈ P (2n+1, n−1) that consist of a single cycle, so it remains to count the elements of P (2n+1, n−1) that are not of this form.
If π is not a single cycle then, since 2n + 1 is odd, π must be the product of at least 3 odd cycles. By Lemma 4.1, we must have π =c 1c2c3 with M (c i ) = |ci|−1 2 for i = 1, 2, 3. We can construct such a π by choosing k elements (with k < 2n + 1 odd) to go into the first cycle of π, ℓ of the remaining 2n + 1 − k elements to go into the second cycle (which determines the elements of the third cycle), and then arranging the elements of each cycle. As argued in the proof of Proposition 4.2, there will be EC((k − 1)/2) ways to arrange the first cycle, EC((ℓ − 1)/2) ways to arrange the second, and EC((2n − k − ℓ)/2) ways to arrange the third cycle. This argument overcounts the elements of P (2n + 1, n − 1) by a factor of 6 since we've implicitly placed an order on the cycles. Putting all these results together gives the desired formula.
In principle one should be able to generalize these methods to compute p(n, ⌊(n − 1)/2⌋ − d) for any finite d, though the computations would be somewhat tedious.
We now wish to find a formula for b(2n, n − 1), and to do so we introduce an additional statistic. Given any π ∈ S n and 0
, with the convention that T 0 (π) = 0. Define T (π) = min 0≤k≤n−1 {T k (π)}. We let S(n, d, t) denote the set of permutations of S n with exactly d descents and with T (π) = t, and we let s(n, d, t) = |S(n, d, t)|. Note that S(n, d, 0) = B(n, d). We further define A(π) to denote the number of ascents of π, D(π) to denote the number of descents of π, andπ := π n π n−1 · · · π 2 π 1 .
with the convention that R n (π) = 0, and let R(π) = min 1≤k≤n {R k (π)}. Observe that T k (π) = R n−k (π) for all 0 ≤ k ≤ n − 1, and hence T (π) = R(π).
Let k and ℓ be the smallest integers such that T (π) = T k (π) and R(π) = R ℓ (π). We claim that k = ℓ − 1. Indeed, assume k > ℓ − 1. By the minimality of k, we must have
a contradiction to ℓ being such that R ℓ is minimal. Similarly, if k < ℓ − 1 we have
a contradiction, so we conclude that k = ℓ − 1.
With this we have
Since R(π) = T (π), we conclude that
Proof. By the previous lemma, the map φ : S n → S n defined by φ(π) =π is an involution sending S(n, d, t) to S(n, n − 1 − d, t + 2d − n + 1) and vice versa, so φ is a bijection between these two sets.
Proof of Theorem 1.6. We already know p(2n, n − 1) satisfies this formula by Proposition 4.2, so it remains to prove that this is the case for b(2n, n−1). Let w be a word composed of k distinct elements. We define q w i analogous to how q π i was defined, and we will say that w is a Dyck word if We conclude that this procedure always generates an element of S(2n, n − 1, 0) ∪ S(2n, n, −1). We claim that every permutation of S(2n, n − 1, 0) ∪ S(2n, n, −1) is generated in a unique way by this procedure.
Let π ∈ S(2n, n − 1, 0), noting that i=1 q π i = 0, allowing for the case k = 1. Then k is odd, and w 1 := π 1 · · · π k and w 2 := π k+1 · · · π n are both Dyck words (w 1 is obvious, w 2 is due to the maximality of k), so π = w 1 w 2 arises from this procedure. Assume that we can also write π = w Similarly given π ∈ S(2n, n, −1), let k denote the smallest value such that k 1 q π i = −1. Again we have that k is odd and that π 1 · · · π k and π k+1 · · · π n are Dyck word, so π is generated by this procedure, and uniqueness follows a similar argument as before. Thus each element of S(2n, n−1, 0)∪S(2n, n, −1) is generated uniquely by this procedure.
It's not too difficult to see that the number of Dyck words using the letters {a 1 , . . . , a k } is precisely b(k, (k − 1)/2), which is equal to EC((k − 1)/2) by Theorem 1.5. Thus the total number of ways to carry out this procedure is
We conclude that k odd 2n k EC k − 1 2 EC 2n − k − 1 2 = |S(2n, n − 1, 0) ∪ S(2n, n, −1)| = s(2n, n − 1, 0) + s(2n, n, −1) = 2s(2n, n − 1, 0) = 2b(2n, n − 1), with the second to last equality coming from Corollary 4.4. We conclude the result.
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