Let D be a positive square-free integer and let X + Y%J~D be the fundamental unit in the order with Z-basis {1,Vd}.
in order to give a slightly more compact form of this procedure than has been used in the past. We then make use of the class group infrastructure ideas of Shanks [12] as developed and modified by Lenstra [6] , Schoof [10] , and Williams and Wunderlich [15] in order to derive a second algorithm (the Large Step Algorithm). The complexity of the first algorithm is 0(D1^2+E) for all e > 0; but the complexity of the second is 0(D1^4+£). We then describe the results of implementing and running both of these algorithms on an AMDAHL 5850 computer.
Continued
Fractions and Ideals. All previous search methods for testing the AAC conjecture have made use of the properties of continued fractions. As the methods that we will employ here also involve continued fractions, we will first provide a brief review of some relevant results. Several of these can be found in standard reference works like Perron [9] or Chrystal [3] , and others can be found in [15] .
We first assume that <p = (P + \fD)/Q, where D is a nonsquare positive integer and P, Q are integers such that Q\D -P2. The continued fraction expansion of 0O = </> which we write as A somewhat more efficient method of determining these numbers has been given by Tenner (see [15] ).
If we define A_2 = 0, A_i = 1, B-2 = 1, B_i = 0 and (2.4) Ai+i =qi+iAi + Ai-i, License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
In [14] it is pointed out that*** (2.9) 9l+Â+1 = (G2_x -DBlx)/Q2 = (-lYQt/Q0, i (2.10) *r+i = n*' Let 0 = 0n be any order in Q(y/D) and let a be any primitive, integral ideal of 0. As mentioned in [15] , we can write a in the form [Q/a, (P + \fD)/a], where a = r/g, D = (n/g)2Dç,, g = gcd(r, n). Here we have trQID -P2, and if we develop the continued fraction expansion of 0 -(P+ \/~D)/Q, we find that each of the primitive ideals
is equivalent to a = Oi. Also, we have
where by (a) we denote the principal ideal with generator a.
If by L(a) we denote the least positive integer of the ideal a, then L(a) = \Q\/a. Also, if a is a primitive ideal and a does not contain any nonzero a such that both
hold, then we say that a is a reduced ideal. If ax -a is a reduced ideal and if fa is a reduced ideal equivalent to a, then b = a¿ for some k. Also, if ai is a reduced ideal, then by results given in [15] , we have |<3o| < 2\fD and -1 < 0¿ < 0 (k > 1); hence, (2.14) 0<Pi<y/D, 0<Qi< 2y/D (i > 1).
As there are only a finite number of distinct pairs (Pi, Qi) satisfying (2.14) we must get 0m = 0m+p for some p > 0, m > 0. By (2.2) we must have Qm-i = Qm-i+p Proof. Since ai = ax (= a) and ai = Op+i, we get ax = äp+i. Thus, Qp = Q0 and Po = -Pp (mod Qq). Since -1 < 0i < 0 (ai is reduced), we get also, by (2.13) we get
Hence, by (2.19) we see that e = 9r+i/\9r+i\ is a unit of 0. Since r < p/2 < p, we have r¡ = #p+1 < 9r+i < 1 and
by (2.20) . Since e must be an integral power of r/, we must have e = ri. On using (2.7), (2.9), and (2.16), we get
By (2.14) and (2.11) we know that Gr_i > 0; hence, p is even and
Since Pr+i = Pr, we have 2Pr = qrQr by (2.1); hence, by (2.5) we get -Bp-i = BT-i(Br + Br-2).
Also, since Bk is a strictly increasing function of k for k > 1 and Bk > 0 (k > -2),
we must have r = p/2 by Corollary 2.1.1. As mentioned above, simple variants of this algorithm have been used to obtain the known numerical results on the AAC conjecture. As D increases, however, this algorithm tends to slow down. Since we know that p = 0(D1//2+e) for any e > 0 (see, for example, Williams [14] ), we see that this algorithm is of complexity 0(D1/2+£). In the following sections we will develop an algorithm, called the Large
Step Algorithm, which will solve this problem in time complexity 0(D1/4+E).
In order to do this, we will need to know how to find a reduced ideal which is equivalent to a given primitive ideal a. We point out here that by results in [15] we know that if Oi = a = [Qo/a, (Po + \fD)/a] and 0o = (Po + y/D)/Q0, then the continued fraction expansion of 0 must yield some Qm such that 0 < Qm < d. When this occurs, we know that Om+i is a reduced ideal equivalent to Oi. Further, the value of m is O (log |Qo|)- In order to develop our next algorithm we must first mention that if a = [Q/a, (P + \/D)/a], fa = [Q'/a, (P' + \J~D)/a] are both primitive ideals of an order 0, then we can find the primitive ideal c = \Q"¡a, (P" + \fD)/o\ and an integer U such that afa = (U)c by using the formulas below. These formulas are essentially those of Shanks [11] and can be easily derived by using the method discussed in [6] or [10] .
We put G = gcd(Q/a, Q'/a) and solve (Q/a)Xl = G (mod Q'/a) for xi (mod Q'/a). Put (3.1) U = gcd(G, (P + P')/a) = gcd(Q/cr, Q'/a, (P + P')/a) and solve x2(P + P')/o + Gy2 = U for x2, y2. Then Note that when, as frequently occurs, U = G, we can put x2 = 0, y2 = 1.
If we denote the pair (P,Q) (Q > 0) by A and the pair (P',Q') (Q' > 0) by B, we use A o ß to denote the pair (P", Q") given by the formulas (3.2) and (3.3).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Also, since the ideal a which corresponds to A is the same as that corresponding to B when and only when Q -Q' and P = P' (mod Q), we will define equality of A and B by these conditions. Let a = ai be any reduced ideal in 0 and let fa be any reduced ideal which is equivalent to o. By our remarks at the end of Section 2 we know that fa = Om for some m < p. Define ¿(a^cii) = log|0m|. Notice that, by (2.20 
follows that if we put 6¡ = <5(fa¿, fai), 6j = 6(üj,üi), then hence, by (2.9) we get |^+il < 2-Also, since 0 < 9!m+x < 1, we have \C+i\>Qm/Q'ó>Wó;
thus,
A > -log(Q'¿U) > -\og(Qs"iQ't_i) > -log4D
by (2.14). We have shown, then, that in (3.4) we have (3.5) -log4D< A <log2.
We will also require the following simple lemma. Algorithm to Compute R.
(1) Using the continued fraction algorithm, compute and store Ai, 6i for i = 0,1,2,..., s + 1, where s = L + l. If any Qi = Qq with 0 < i < s + 1, then R = 6i and we can exit from the algorithm.
(2) Put Bi = As, 6X* = 6S, j = 1. (3) Compute U and (P",Q") from C = (P",Q") = Aso Bj. By expanding the continued fraction of (P" + \fD)/Q", find the least nonnegative m such that 0 < Qm < d and put (3.7) A, = log(|C+il/Ea S;+1 = 6* + 6S + Ar Further, if we do not exit the algorithm at Step (1), then R > 6S = <5j ; thus, there must be some integer t such that (3.9) 6;<r<6;+1.
From (3.7) we get k ¿fc+i = 6¡ + kós + Y^*i> ¿Í + kSs-k log 4D.
i-l
Now if k>(R-6*)/(6s-\og4D), then, since 6S -log4D > (D1/4 -2) log 2 -log4D by (3.8) and selection of L, we see that k = 0(R/D^4) = 0(D1'4+e) and 8*k+x > R. Thus, t = 0(D1'4+E). Let (P",Q") = As o Bt and let cm+1 = [Q'm/a, (P" + \fD)/a\. Since cm+1 is reduced and cm+1 ~ Oi, we must have cm+i = ay_i for some 1 < j < p + 1. Now since (3.9) holds, we must have ¿(oj_i,ai) = St+1 -R = 6t -R + 6S + At < 6" + log2
by (3.5) . It follows from Lemma 3.1 that (Pm,Q'm) = Ai for some 0 < i < s + I. Since R = 5t*+1 -<S(a¿_i,ai), we get R = 8*+x -¿V D
Notice that we have shown that the algorithm is correct and that it will execute in LDe + tDe = 0(D1/4+£) elementary operations when we assume that the A^s in step (1) have been sorted.
We will now modify this algorithm in order to make it useful in determining whether or not D\Y. Notice that by the reasoning used in the proof of the Regulator Algorithm, this algorithm too will execute in 0(D1/4+e) elementary operations when we sort the >?¿'s in step (1) and do a binary search each time we wish to execute the search in step (4). In practice, however, it is faster to conduct this search by using hashing techniques. In our implementation we hashed on the last byte of each Qi in Ai.
Because B'i'_x, Q", P" (i < m) and G'¿n_x must be computed explicitly (not just modulo D) for this algorithm, it is important for implementation purposes to know just how large these numbers can get. We answer these questions in the following two theorems. 
