For determining least squares solutions of linear boundary value problems, the method of regularization provides uniquely solvable boundary value problems, which are solved with difference methods. The determination of the coefficients in an asymptotic expansion of the discretization error in powers of the regularization and discretization parameters a and h, respectively, is an ill-posed problem. We present here an asymptotic expansion of this type and discuss the numerical implications for Richardson extrapolation, thereby establishing for the first time methods of arbitrarily high order.
Introduction.
For the numerical solution of well-posed boundary value problems via difference approximations, the existence of an asymptotic expansion of the discretization error in powers of the stepsize h is a most important fact. Expansions of this type are basic for Richardson extrapolation (see [19] ), for deferred corrections (see Pereyra [16] , [17] , Keller and Pereyra [10] , Russell [20] , and Skeel [21] ), and for discrete Newton methods (see Böhmer [2] , [3] ). For ill-posed problems the situation is more complex.
In this paper we compute the least squares minimal-norm solution of an ill-posed linear boundary value problem by combining regularization and difference methods. For the method of regularization the ill-posed problem is transformed into a family of "neighboring" well-posed problems involving a regularization parameter a, and then the limit is taken as a tends to 0. This approach was historically introduced by Phillips [18] and Tikhonov [23] , [24] to overcome the numerical difficulties in solving integral equations of the first kind. In [12] , [13] , [14] Locker and Prenter applied this method, combined with finite element approximations, to first-kind integral equations and differential equations. With a stepsize parameter h for the finite element method of order k, they obtain 0(hk/a2) for the error. Natterer [15] used projection methods on the original ill-posed equation, employing an appropriate fixed h = hopt, which is naturally available from the projection method as regularization parameter. A limiting hopt tending to zero and an asymptotic expansion do not make sense in this context. In combining regularization and difference methods we obtain an asymptotic expansion for the "regularized" discretization error in powers of the regularization parameter a and the stepsize h. and that as a -► 0 the xQ converge to the least squares solution Xq G 2¡(L) of (1.1) having minimal norm || • ||. The adjoint operator L* is also an nth-order differential operator in L2[0,1] determined by the formal adjoint Lq and by adjoint boundary operators B*, i = k + 1,..., 2n. In terms of L and L*, for each a ^ 0 the xa in (1.2) is characterized by (see [14] )
, and (Lxa -y) + a2xa = 0.
Other equivalent characterizations are possible (see [5] ). In Section 2 we establish the power series expansion oo v2m.
(1.4) xa = Yl ot2-e2li, e0 = x0, p=0 which converges with respect to the i/2n-Sobolev norm for a sufficiently small. Here the e2il are independent of a. The expansion (1.4) is based on the series representation
where P is the orthogonal projection onto the null space of L and K is the generalized inverse of L*L. In that section it is also shown that all these series in powers of a2 represent asymptotic expansions.
In Section 3 we use compact symmetric difference schemes (see, e.g., Keller and Pereyra [10] ) to solve (1.3). Stability and convergence results for the difference approximate x% are derived there. For sufficiently small a and h < ha we even obtain in Section 4 an asymptotic expansion of the discretization error of the form (1.6) xha(t) = '¿ fe2" ¿ ^"-"WW + O u=0 ¿i=0
for grid points t and sufficiently large ju. The coefficients /217,21z are independent of a and h, and f2ll$ = e2fl as in (1.4) . See Eqs. (4.13) and (5.1) for details. Unless very specific information for (1.1) is provided, namely JV(L) = {0}, for a combination of regularization and difference methods the o~2v terms in (1.6) are unavoidable.
The development of these results for ^(L) ^ {0} is strongly aggravated by the fact that (1.3) represents a whole family of boundary value problems, with the norms of the associated operators (L*L + a2I)~x exploding at the rate C/a2 as a -» 0. Although the determination of a minimal-norm least squares solution to (1.1) is a well-posed problem, numerical methods do not inherit this property. This becomes apparent in the 0(hk/a2) result of Locker and Prenter and the need for choosing a specific hopt in Natterer. Furthermore, the computation of an asymptotic expansion for the discretization error is an ill-posed problem because of (1.5) , and to our knowledge, it has not been done before. To this end, the operator (L*L + a2I)~l has to be applied q -1 times, a process that finally yields (1.6).
There are many benefits to our approach. Whereas the usual methods are limited to fixed-order discretization methods, where a and h have to be fitted, we may directly use (1.6) to define a class of discretization methods of variable order, e.g., via Richardson extrapolation or discrete Newton methods or some other type of defect corrections. Numerical examples, presented in Section 5, show very clearly these nice features. For the most interesting, and in our context, the usual case where -^(L) ^ {0}, we restrict the numerical experiments to the case a = yf^K with a fixed constant 7, obtaining from (1.6) an asymptotic expansion in powers of h (instead of powers of h2 and a2) of the form (1.7) xh(t) := arVjW = x0{t) + he\(t) + h2e*2(t) + ■■■ .
As always, high-order methods are worthwhile only in smooth situations where high accuracy is required. In such a situation these variable-order methods based on asymptotic expansions are excellent tools to obtain high accuracy in comparatively little computation time.
In this paper we omit some of the proofs and many technicalities, and we refer the interested reader to [5] . 
where P, I -P, Q, and I -Q are the orthogonal projections onto the subspaces
, and 3l(L), respectively. Let
the least squares minimal-norm solution of (1.1). Utilizing these operators, we are able to construct a power series expansion of the regularization function xa in powers of a2 and in terms of the least squares solution Xn. In the next two sections we will numerically solve (2.1) by using finite difference methods. This will require replacing ( The polynomial p depends continuously on ß and satisfies Bp = ß, and va G 9HJSL) with
Therefore, va = (L*L + a2I)~1za and
and consequently, we need a power series expansion for the operator (L*L+a2I)~l. we know that / + a2K is invertible for |a| < ||#||¿21/2, and KP = 0 and (/ + a2K)P = P, and hence, (2.5) (I + a2K)~1P = P.
Applying the operators P and K to the equation
In view of (2.6) we can rewrite (2.7) as
and finally, by (2.5) this becomes
for 0 < | a| < 11Ä'11 ¿2 . Here and in the sequel the negative powers of a2 will occur if and only if P ^ 0, or equivalently, J^(L) ^ {0}, the exception being when P is applied to special elements belonging to ^(P) = yy(L)x = âê(L*), e.g., as in (2.18). 
for j = 0,1,2,.... Note that (2.12) is also valid for j = -1 by (2.8) and (2.9). In addition, (2.11) yields the bound
The final step is to combine (2.4) and (2.11). Indeed, if we set ' e_2 := K-2z0 = Pzo, (2.14) , e0:=K0z0 for j = 0,1,2,_In this inequality and in the sequel, C denotes a generic constant which is independent of the parameters a and h, and || • ||o denotes a fixed norm on R2n. To simplify matters and to allow Richardson extrapolation, we have changed the Gh and the B!¿ given below from those used in [5] and [10] . As a consequence of Gh <t [0,1], we have to use extensions z for functions z to an appropriate larger interval [-6, 1 + 6]. The details for the extension procedures are given in [5] , where it is shown that the extension operators are continuous; we do not distinguish here between z and z.
We next introduce the various operators and norms associated with our discretization. With the standard difference operators
D+x(t) := (x(t + h)-x(t))/h, D-x{t) := (x(t) -x(t -h))/h,

D0x(t) := (x(t + h)-x(t -h))/2h
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use and hence, we have consistency independent of a. Here and in the sequel we have to assume 0 < h < ha.
To estimate the stability bounds-yielding existence and uniqueness of z£ with (3.6)-we use a result due to Beyn [1] , determining the size of this bound instead of showing only its existence as in Grigorieff [8] , Kreiss [11] , Esser [7] , or Vainikko [25] . In the standard way we obtain from (3.6) and (3. ||Afc-cio -*a'CHt < C7|M|c"+2P(a2 + h2*>/a2).
Asymptotic
Expansions for the Discretization Errors. After deriving consistency, stability, and convergence results, we proceed to develop asymptotic expansions for the discretization errors. To allow asymptotic expansions, we need higher smoothness than in Section 3. Consequently, we assume Proof. Use the triangle inequality on (4.9), combining it with (4.6) and (4.8).
Since the jv are bounded, v = 0,1,... ,q -1, the |>|1//aoJ"+2 hi (4.8) are bounded as well, independent of a and h. D Examining the right-hand side of (4.9), we see that the best we can do is to choose the j" such that h2q (4.10) Ä2"a2(j"+i-") < c[ toSince we want the right-hand side of (4.8) to tend to zero as h -► 0, we have to impose some h = o(a), e.g., This condition may randomly be satisfied. For JV(L) = {0} or P = 0 it is always satisfied. By changing the discretization method, and thus F$ and F%, or P\ and Fi for a first-order method, we again have Pzq = 0 only by pure chance. For problems of the general form (1.1), we have to expect JV(L) ^ {0}, and hence, a combination of regularization and difference methods unavoidably yields negative powers of a2. If one is willing to compute JV(L) first, then one might use the ISgiven in Section 2 to directly compute xn.
Numerical
Results. The forms of the asymptotic expansions in Section 4 depend strongly upon whether ¿V(L) ^ {0} or Jf(L) = {0}. Whenever this information is available (or probable), e.g., for too few or too many boundary conditions, one should use it. In general, Richardson extrapolation separately for a and h is not appropriate (see [5] ), and we relate a and h to obtain an expansion in only one parameter.
In case JV(L) ^ {0}, a regularization is unavoidable to compute xn = L^y, and negative powers of a2 occur throughout as in (4.13). Therefore, we choose a = Vt/i when JV(L) # {0}
to obtain an expansion in powers of h: 
