Introduction
Current high energy experiments show that the fundamental building blocks of matter are quarks, gluons, leptons, photons, weak bosons and the elusive Higgs particle. The interactions between these particles are described by a set of theories, known collectively as the Standard Model. While this model has been immensely successful, and present data do not demand enhancements to the model or a new theory altogether, it is still incomplete. Experimentalists have yet to discover the top quark, the neutrino and the Higgs boson. On the other hand it has proven very di cult to extract the predictions of the Standard Model when the interactions among the elementary particles are strong. This happens in processes in which quarks interact through the exchange of gluons carrying 4-momenta less than a few GeV. Such processes cannot be calculated reliably using perturbation theory as there is no small expansion parameter. For this reason it has proven extremely di cult to make precise quantitative tests of the theory, such as making quantitative predictions that can be compared to experiments. Even twenty years after the formulation of QCD as the theory of strong interactions this state of a airs persists. What one needs are non-perturbative tools to include strong interaction e ects. At present the most promising approach is to carry out large-scale numerical simulations using a lattice version of the gauge theory. In this talk I hope to describe the computational challenge presented by lattice QCD and the progress we have made.
Let me begin by enumerating the 24 parameters of the standard model. Of these parameters the ones whose determination requires input from lattice QCD are the masses of light quarks, m u ; m d ; m s , the strong coupling s , the weak mixing angles and the CP violating phase , and the strong CP parameter . Precise determination of their values will either validate the standard model or provide clues to new physics.
Parameters
The weak mixing angles and the CP violating phase need some introduction. These parameters arise because quarks are not eigenstates of weak-interactions. The mixing between avors is described by the 3 3 Cabibbo-Kobayashi-Maskawa (CKM) matrix V , V = 0 @ V ud V us V ub V cd V cs V cb V td V ts V tb 1 A :
Here, for example, V ub is the strength of b ! u avor transformation as a result of charged W exchange. For 3 generations V 1 = V y and the matrix can be written in terms of 4 independent parameters, the 3 angles 12 ; 23 and 13 To set the stage for the results presented later, let me give an outline of how lattice QCD interfaces with experimental data and theoretical predictions of the standard model to test the theory. The general form of SM prediction for a process is an expression (which I will call the master equation) consisting of three parts; known factors times some function of the unknown parameters times the matrix element of the appropriate operator sandwiched between initial and nal states. Thus for each process for which there exists accurate experimental data, knowing the value of the matrix element gives an equation of constraint for the remaining part involving the unknown parameters. Once a certain number of such calculations are in hand we can extract accurate values for all the unknown parameters. Thereafter the standard model can be used to make accurate predictions for other processes. In this talk I will demonstrate this strategy with two examples, semileptonic form-factors and the kaon B parameter, that are discussed in Sections 6 and 7 respectively.
I will assume that the reader is familiar with Monte Carlo methods and Lattice QCD. Those who are not should, at this point, read the excellent pedagogical introduction given by D. Toussaint at this meeting or the monogram by Creutz 4 ].
Errors in lattice calculations
Lattice calculations rely on a Monte Carlo sampling of con gurations generated on a discrete space-time grid. Correlation functions are calculated as a statistical average, and are composed of gauge variables de ned on links and quark propagators calculated on these background gauge con gurations. This procedure introduces statistical and systematic errors into the results, so in order for you to judge progress in the eld it is important for me to rst explain these sources of errors.
Statistical errors
There exist robust, though slow, algorithms for generating independent gauge con gurations. The typical sample size has been at best 200 independent con gurations. The quality of the signal depends very much on the observable, however for the best case of spectrum calculations this sample size is adequate to reduce errors to less than 10 percent.
Finite box size errors
The energy E of a state in a nite box with periodic boundary conditions is shifted due to interactions with mirror sources. L uscher has shown 5] that for large enough L the corrections are exponentially damped as exp cEL where c 1 is a constant that depends on the state, but the onset of the exponential regime has to be determined numerically. Present calculations indicate that for E min L 4 the asymptotic relation applies and that the errors are roughly a few percent.
Finite lattice spacing errors
The continuum action is the rst term in a Taylor series expansion of the lattice action. At the classical level corrections start at O(a) for the Wilson formulation of the Dirac term and O(a 2 ) for staggered fermions. They are O(a 2 ) for the gauge part. In addition there are O(a) corrections in the operators used to probe the physics. These corrections can be large on accessible lattices (typically a is in the range of 0:1 0:05 fermi). There is considerable e ort being made in the lattice community to reduce these errors by improving the lattice action and operators. It turns out that matrix element calculations are most severely a ected by these O(a) artifacts which are at present the largest source of uncertainty. In spectrum measurements these errors are much smaller once a < 0:1 fermi.
Extrapolations from heavier quarks
The quark propagator is the inverse of the Dirac operator. In the limit m q ! 0 iterative algorithms used to calculate the inverse face critical slowing down. Since physical u and d quark masses are very nearly zero, and because over 90% of the time in QCD simulations is spent in calculating the inverse one has had to resort to extrapolating to the physical point from heavier masses (typically from O(m s ) to (m u + m d )=2 m s =25). The functional form used in the extrapolation is usually derived using just the lowest order chiral perturbation theory. This procedure introduces systematic errors.
E ects of dynamical fermions
Simulations with dynamical fermions are prohibitively slow. As a result one works with the quenched approximation. This is a priori a totally uncontrolled approximation and I discuss it in more detail in the next Section.
Relation between lattice and continuum operators
In order to compare lattice results with those in the continuum we have to determine the relative normalization of the lattice and continuum operators. This is usually done using 1-loop perturbation theory, which leaves open the possibility that the 2-loop e ects are large or there are large non-perturbative e ects. A recent analysis by Lepage and Mackenzie suggests that 1-loop perturbation theory works very well provided one uses an appropriate de nition of the coupling constant and one takes care of unwanted ultraviolet uctuations using mean-eld improvement 6]. So far the results from this approach agree very well with non-perturbative estimates in cases where the latter calculations are feasible. Further checks are under way. where U i; is an SU(3) matrix de ning the gauge eld on a link in direction at site i. The background gauge con guration, fU i; g, is generated with Boltzmann weight detM U] e S g . The factor detM U] is the determinant of the Dirac operator and arises as a result of integrating over the quark degrees of freedom. Physically this factor takes into account the possibility that the QCD vacuum can create and annihilate quark/anti-quark pairs spontaneously. The determinant is a completely non-local object even though the initial Dirac action is only nearest-neighbor, and computationally very hard to include in the Monte Carlo procedure. It is therefore expedient to make an approximation { called the quenched approximation { in which one sets detM U] = 1. This corresponds to altering the QCD vacuum by arti cially turning o vacuum polarization e ects. The question to address then is how serious is this approximation.
The quenched vacuum possesses all three unique properties of QCD, i:e: con nement, asymptotic freedom and spontaneous chiral symmetry breaking. For this and other reasons it is expected that setting detM U] = 1 is a good approximation (on the level of 10%) for a large number of observables. Present simulations bear out this belief for sea quark masses roughly m s . While this is encouraging, it is by itself not su cient to validate the approximation as sea quark e ects in the same quantities are expected to be signi cant only for m q < m s . For this reason one has to proceed case by case, and eventually check using the full theory.
These checks are made di cult by the presence of statistical and systematic errors ( like nite lattice size and spacing, and extrapolation from heavier quarks) discussed above. Therefore, to expose the e ects of vacuum polarization one needs to rst bring these other errors down to the level of a few percent. Since the methodology for measuring many quantities is identical with or without the use of the quenched approximation to produce the statistical sample of background con gurations, the strategy has been to rst understand and control these errors in the simpler case. Thus the quenched approximation should be regarded as a test of our numerical techniques as well as a very good approximation to systematically improve upon.
The quenched approximation does have its limitations. Recent analysis, using chiral perturbation theory, of proton and pion masses show that in the quenched approximation these quantities develop non-analytic terms in addition to the desired physical behavior 7] 8]. So far it has been hard to exhibit the presence of these unwanted terms in numerical data; the hope is that the coe cients of these terms become signi cant only at much smaller quark masses and extrapolations from heavier masses are still sensible. Clearly this aspect of the quenched approximation needs more attention.
Let me end this discussion with a rough comparison of simulation time with and without dynamical fermions. With present algorithms the CPU requirements increase as L 6 for the quenched approximation and as L 10:5 with light dynamical fermions. Folding in the prefactors we nd that for two degenerate avors of quarks with roughly the mass of the strange quark, full QCD simulations are a factor of 1000 2000 times slower. For smaller quark masses this factor will increase according to the above scaling behavior. As a result it is clear that we need improvements in update algorithms before contemplating realistic simulations with the full theory for the purpose of evaluating matrix elements within states made up of light hadrons.
Lattice QCD is not an open-ended problem
The masses of hadrons are very well measured experimentally. For this reason we know the di erent energy scales in the problem. To analyze the physics of light quarks (u; d; s) there are three scales that we have to consider. First L > maximum , and we take maximum = 1=m as the pion is the lightest particle. Current simulations tell us that for L= maximum 5 the nite size e ects are down to a few percent level. Second, the lattice should be ne enough such that no essential features of the hadron's structure are missed as a result of discretizing the theory. This scale is controlled by minimum =a. We choose minimum to be the reciprocal of the proton mass. Again current numerical data tell us that for minimum =a 5 nite lattice spacing errors are reduced to the level of a few percent. Lastly, maximum = minimum = M proton =M = 7 is an accurately measured number (getting this ratio correct in lattice simulations is equivalent to tuning m u to its physical value). Putting these three factors together tells us that de nite measurements require lattices of size L 175. Thus, unless present analysis has lead us to grossly underestimate the rst two scales, de nite calculations can be done in the quenched approximation on computers that can sustain 1-10 tera ops.
Hadron Spectrum
The rst step towards the analysis of matrix elements is to calculate quark propagators. These quark propagators are combined to form hadron correlators. Matrix elements are calculated by sandwiching the appropriate operator between the initial and nal state hadrons. The quality of the results depends on how well one has isolated the desired hadronic states before inserting the operator, for example eliminated the radial excitations 6 that contaminate the signal. To extract the matrix element from the correlation function one has to remove the external legs by dividing the 3-point function by 2-point functions. Thus, a necessary condition for getting accurate results is to enhance the signal in the 2-point correlators quantities from which we extract decay constants and the energy of the state. It is therefore appropriate that as a prelude to presenting results for matrix elements I give a brief review of spectrum calculations.
Calculations of the light hadron spectrum use three input parameters; two quark masses, m u and m s (we assume m u = m d ), and the bare gauge coupling constant. The quark masses are adjusted to give the physical masses for the and K mesons. In practice one adjusts the ratio of their mass to that of the proton and, as mentioned above, at present we have to make an extrapolation from heavier quark masses. If QCD is the correct theory of strong interactions then all other mass ratios should agree with experimental numbers as the bare gauge coupling is tuned to zero. Again we extrapolate g bare ! 0 using renormalization group scaling. The status of these calculations is summarized by Ukawa at LATTICE92 meeting 9], and the most complete calculation to date is by Butler et al: 10] .
The results show that nite size errors are down to a few percent level when L= maximum 5 and nite lattice spacing errors are of similar size for minimum 5. More importantly, the quenched results agree with experimental data to within 10%. This Thus, the form factor f + (Q 2 ) is associated with the exchange of a vector particle, while f 0 (Q 2 ) is associated with a scalar exchange. It is common to assume nearest pole dominance and make the hypothesis f + (Q 2 ) = f + (0) 1 Q 2 =m 2 1 ; f 0 (Q 2 ) = f 0 (0) 1 Q 2 =m 2 0 + ; (6:7) where m J P is the mass of the lightest resonance with the right quantum numbers to mediate the transition; D + s (1969) or D + s (2110) in the pseudoscalar or vector channels respectively. The goal of the lattice calculations is to determine the normalizations f + (0) and f 0 (0) and map out the Q 2 dependence. Eqn. (6.9) is the simplest example of the master equation; using it we can extract V cs once (D 0 ! K e + ) has been measured and f + calculated using lattice QCD. In this case, however, jV cs j = 0:975 is known very accurately, so one extracts jf + (0)j 0:75. The quantity f 0 (0) has not been determined.
The details of our lattice calculation of the form-factors are given in Ref. 11], so here I brie y describe some of the lattice technicalities and present the results. I would like to emphasize that the results presented here are exploratory. The goal was to investigate di erent numerical techniques in order to improve the signal to noise ratio. The data con rm that the numerical techniques are now good enough to get reliable results with today's massively parallel computers.
Lattice parameters
Our statistical sample consists of 35 lattices of size 16 3 40 at = 6:0 corresponding to a lattice spacing a = 0:1 fermi. We x the heavy (charm) quark mass at = 0:135, and use only two values of the light quark mass, = 0:154 and 0:155. Using a 1 = 1:9 GeV , this corresponds to a heavy-light meson of mass 1:59 and 1:54 GeV (about the mass of the physical charm quark) and to light-light pseudoscalar masses of roughly 690 MeV and 560 MeV. Our heavy-light pseudoscalar mesons therefore correspond most closely to the physical D meson, with a somewhat massive light constituent, while the light-light mesons are analogous to the physical K. We will henceforth adopt this nomenclature.
Quark propagators and 3-point Correlation function
The calculation of quark propagators is done on lattices doubled in the time direction, i.e. 16 3 40 ! 16 3 80. We use periodic boundary conditions in all four directions.
These propagators on doubled lattices are identical to forward and backward moving solutions on the original 16 3 40 lattice. To improve the signal we use the \Wuppertal" smeared source method for generating the propagators.
In the 3-point correlation function the source for the K meson is xed at t K = 1 and for the D meson at t D = 32. As a result the wrap-around e ects in time direction are exponentially damped by at least 18 time slices because of doubling the lattices. The position of the insertion of the vector current is varied over 4 < t < 28 to improve the statistics. The lowest order Feynman diagram for this process is shown in Fig. 1a. Fig. 1b shows one possible correction term due to gluon interactions which make perturbative analysis of the matrix element hard.
Operators and correlators
In order to get a handle on O(a) e ects coming from the lattice operator we use three transcriptions for the vector current V local (x) = q 1 (x) q 2 (x);
V ext: (x) = 1 2 q 1 (x) U (x)q 2 (x + a ) + q 1 (x + a ) U (x) y q 2 (x) ; V cons: (x) = 1 2 q 1 (x)( 1)U (x)q 2 (x + a ) + q 1 (x + a )( + 1)U (x) y q 2 (x) :
(6:10)
In our calculation the quarks q 1 and q 2 may both be light, or one heavy and one light. Note that V cons: (x) is conserved only for degenerate quarks. We use the Lepage-Mackenzie improved normalization of these currents relative to the continuum vector current. The lattice eld for a quark of avor i is related to its continuum counterpart by ; (6:12) where V = g 2 R =4 is the renormalized coupling, which we take to be g 2 R = 1:7g 2 bare . In the extended 1-link and conserved currents the tadpoles cancel, and to O( s ) the relation between continuum and lattice operators is (the details are given in Ref In the next sub-section I present our data and demonstrate that to get consistent results between the three lattice currents it is important to use these normalizations. We can also compare our results with earlier calculations as these were done with similar lattice parameters. The group of Bernard et al. 12] measured the form-factors on 24 3 40 lattices at the same values of and . They used only the local vector current, and adopted a di erent normalization. Converting their result to the normalization we use gives f 0 (p = 0) = 0:85(10) at = 0:154 to be compared with our value of 0:91 (9) . Similarly the Rome-Southampton group 13] 14] have measured the form-factors on 20 10 2 40 lattices at the same value of and similar . They use the \conserved"1 vector current. Again, using the same normalization for the vector current that we use and interpolating their results to = 0:154, we nd f + (p = 2 =L) = 0:72(7) to be compared with our result of 0:80(12) and f 0 (p = 2 =L) = 0:70(5) to be compared with 0:83(13).
A) B)
The internal consistency of our results and the agreement with previous calculations shows that semi-leptonic form-factors can be extracted from lattice simulations. The largest source of error in present results comes from O(a) corrections and an inadequate signal in the non-zero momentum correlators. The next round of calculations are being done on 32 3 64 lattices on the CM5. These will hopefully address the phenomenologically interesting cases of the decay of D to vector mesons and of B ! and B ! D which are crucial for extracting V bu and V bc from the experimental data.
The kaon B parameter
CP violation in the standard model is governed by a single parameter provided we assume that = 0. Once the value of is known then each CP violating process will provide a constraint involving the mixing angles and quark masses. I illustrate this using as an example the mixing between K 0 and K 0 as it is the best measured CP violating process.
The mass eigenstates in the neutral kaon system are de ned as Theoretical estimates of this parameter vary from 0:33 to 1 and lattice calculations aim to provide a non-perturbative answer.
The steps in the calculation leading to Eqn. (7.2) are show in Fig. 2 . In the standard model K 0 K 0 mixing can occur due to the second order weak process shown in Fig. 2a . Since the W and the top quark are heavy, it is expedient to integrate them out and de ne an e ective 4-fermion interaction at some scale > m c . This is represented by the diagram in Fig. 2b . This weak amplitude is modi ed by strong interaction corrections as illustrated in Fig. 2c , and it is these corrections that change the value of B K from 1:0. In both cases the results are consistent. Our conclusion is that nite size e ects in the data presented in Fig. 3 are much smaller than the statistical errors and at most 1 2%. 3. Finite lattice spacing errors: These errors come from both the lattice action and the operators used in the measurements. Fig. 3 shows two di erent extrapolations assuming corrections to be either O(a) or O(a 2 ). These two di erent ways of extrapolation yield B K g 4=9 = 0:44(4) versus 0:54(2) in the continuum limit. The uncertainty in the form of extrapolation to use is at present the largest source of error in the data. Preliminary analysis suggests that the corrections in staggered fermion data are O(a 2 ). This will be checked by improving the statistics at = 6:4 and doing another simulation at, say, = 6:6. 4. Extrapolation in m q : The K 0 consists of d and s valence quarks. In our calculations the values of B K are read o from a simulation in which the two quarks are almost degenerate, say both with mass m s =2. We have done some tests by varying the two quark masses in the range m s =3 3m s to check for e ects of using non-degenerate masses. So far our conclusion is that these are at best a few percent. Going to smaller masses becomes increasingly harder as it requires higher statistics and a larger lattice, but otherwise the calculation is the same. 5. Quenched approximation: Two independent calculations have been done using , and the upshot of it is that including this factor reduces B K by about 6 7%. Finally, to make contact with phenomenology we have to remove the dependence on the renormalization point at which the e ective theory is de ned in the continuum. With all these estimates in hand our current estimate is b B K = 0:68(10). To get this I have used the O(a 2 ) extrapolation for B K data and have only included the operator renormalization factor as the other sources of systematic errors are smaller and less well determined.
To conclude, I hope I have convinced you that lattice QCD calculations can play a very important role in our understanding of the standard model. The quality of results will be systematically improved with better numerical techniques and with bigger and faster computers. Therefore it is appropriate that I end this talk with a brief report on the status and performance of our QCD codes on the CM5.
Optimization of QCD codes on the CM5
We have nished the rst phase of the development of QCD codes on the CM5. The overall strategy is to keep all the control structure in CMFortran under the SIMD programming environment. We isolate the computationally intensive portions of the code and convert them to CDPEAC. This way we are able to preserve modularity in order to implement changes in the algorithm and to add new measurement routines very quickly.
The two key operations that capture the essence of QCD calculations are (8:2) as there is no way to overlap communications with computations at the CMF level. The key lessons learned from optimizing the above two kinds of primitives are*: 1. There is no discernible performance penalty for calls to CDPEAC routines. So the code can be made modular and portable by converting small compute intensive parts into CDPEAC subroutines. 2. We vectorize over the sites. All loads and stores are joined with arithmetic operations, so we reload variables as necessary. This allows us to optimize register use to get a long vector length. 3. Each time we load a di erent array, say B after C, we pay a penalty of 5 cycles due to DRAM page faults. Since data elements in a vector load are contiguous in memory, there is no penalty within the vector operation. The DRAM page faults reduce the maximum possible speed from 64 to 50 MIPS/node. Other forms of data layout do not provide any signi cant improvement in performance and we do not recommend hand tuned layouts as they make the code much more complicated without any gain in speed. 4. For on node calculations we sustain approximately 50 Mega ops/node for multiplies or adds and 100 when we can chain multiply with add. Thus we are able to get optimal performance with very simple vectorization and data layout strategy. 5. By writing matrix multiply in CDPEAC we avoid single-precision loads and stores (this constitutes the bulk of the factor of 3 5 performance gain over CM Fortran) as complex numbers are double word aligned. Single stores should be avoided whenever possible. 6. The cshift operation is slow due to o -node communication speed and because it does unnecessary memory to memory transfer of on-chip data. In SIMD mode the unnecessary moves can be avoided only by combining cshift with the matrix multiply. Also, part of the on-VU arithmetic can be done while the o -node data is in the network. This optimization step requires writing what is essentially a * All tests and comparison timings were done using CM Fortran Driver Version: 2.1 Beta stencil in DPEAC, and we are currently implementing this with help from sta at Thinking Machines.
In conclusion, it is clear that to develop an optimizing CMF compiler is hard and performance a cionados will have to program at CDPEAC level for possibly the complete lifetime of the present architecture. Therefore, I have not discussed any of the ine ciencies of CMF that are removed by writing in CDPEAC. For those who are willing to write in CDPEAC there is additional reward as the CM5 is a stable high performance massively parallel computer.
