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Summary
We study a long-range directed polymer model in a random environment, where
the underlying random walk lies in the domain of attraction of an α-stable Le´vy
process for some α ∈ (0, 2]. Similar to the more classic nearest-neighbor direct-
ed polymer model, as the inverse temperature β increases, the model undergoes a
transition from a weak disorder regime to a strong disorder regime.
In this thesis, we extend most of the important results known for the nearest-
neighbor directed polymer model on N × Zd to the long-range model on N × Z.
More precisely, we give a criterion to test the existence of the weak disorder region.
Then we show that in the entire weak disorder regime, the polymer satisfies an
analogue of the invariance principle, while in the so-called very strong disorder
regime, the polymer end-point distribution contains macroscopic atoms and under
some extra mild conditions, the polymer has a super-α-stable motion. Furthermore,
for α ∈ (1, 2], we show that the model is in the very strong disorder regime whenever
β > 0, and we give explicit upper bounds on the free energy, while for α = 1 and in
the absence of the weak disorder regime, we conclude the same result as in the case
α ∈ (1, 2] but some extra assumptions are needed. If strong disorder holds for the




1.1 Background, purpose and scope of this thesis
Originally, polymer refers to chemical compounds with large molecular mass
consisting of many repeated units. The units are often called monomers that could
be either identical or not. Considering a simple experiment that putting polymers
in some solvent, the hydrophilic functional groups in polymer chains and some hy-
drophobic impurities in the solvent will interact with each other, which may influence
the configuration of polymer chains. Inspired by this kind of phenomenon, physi-
cists and mathematicians have constructed a class of probabilistic polymer models
to study some related fields in statistical mechanics. For more detailed description
and historic review, refer to [CSY04,G07,H09,C17].
It is quite straightforward to model the polymer chain by a random walk S :=
(Sn)n≥1, where Sn denotes the position of the n-th monomer. However, instead
of interacting with the impurities, the polymer chain can also interact with itself.
Hence, in order to simplify the model, one may consider studying the self-avoiding
random walk. Unfortunately, the model based on self-avoiding random walk is
technically very challenging. Therefore, to make the model treatable, we instead
study the pair (n, Sn), which is the directed version of the random walk. Although
it looks non-optimal, the directed model satisfies the self-avoiding constraint and
1
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captures the fundamental features of real problems, cf. [G07].
The first directed polymer model was introduced in the physics literature, due
to Huse and Henley [HH85]. They studied the domain wall of the Ising model
with random impurities in time-space dimension 1 + 1. Later on, the model was
generalized in arbitrary dimension 1+d and studied further, which was motivated by
the observation that when a polymer chain stretches in some media with impurities
or charges, the behavior of the polymer chain could be influenced by the interaction
between the polymer and the surroundings. The first mathematical study of the
directed polymer model was carried out by Imbrie and Spencer [IS88], and then
Bolthausen [B89] introduced a far-reaching martingale tool to the analysis of the
model. Since then, a sequence of achievement has been made by many other authors,
e.g. [CH02,CSY03,CY06,CV06,V07,BL15,L10].
The classic set-up for the directed polymer model is the following: the polymer
chain is modeled by a directed random walk or a directed process and the impu-
rities or charges are modeled by a random field, which is usually called random
environment or random potential. So far, most of the results achieved in the study
of directed polymer are based on the assumption that the polymer chain performs
a simple symmetric random walk or a Brownian motion. The papers enumerated
at the end of the previous paragraph studied simple symmetric random walks in
discrete random environment, where the model can be called the nearest-neighbor
directed polymer, while the authors in [BTV08,CY05,L11] studied Brownian motion
in Gaussian field or Poisson random environment, where the model can be called the
short-range directed polymer. There is also a study of discrete-time continuous-space
directed polymer, due to Petermann [P00], but never published. Note that besides
the directed polymer, there are some other polymer models, such as the pinning
model and the copolymer model. For a comprehensive introduction, refer to [H09].
It is natural to consider replacing the simple random walk or the Brownian
motion by some more complicated random walks or processes to reflect a variety
of physical phenomena. In this thesis, heavy-tailed random walks whose increment
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distribution is in the domain of attraction of some α-stable law will be studied.
In this case, the model can be called the long-range directed polymer. The reason
for considering long-range model is that it models super-diffusive motions, unlike
the nearest-neighbor or short-range model, which only models the diffusive motion.
Another reason is that after centering and scaling, the heavy-tailed random walk
is attracted to some limiting stable law, which is an analogue of the central limit
theorem, and many mathematical tools have been developed for the study of stable
law so that the long-range model can be handled. Besides, in recent years, heavy-
tailed random walks have played an increasingly important role in some other fields,
such as mathematical finance and statistics. It is likely that the methodology used
in the long-range directed polymer model may be applied to the study of other
subjects.
In [C07], the author extended some early results for the nearest-neighbor directed
polymer to the discrete time-space long-range model. Since then, a large amount of
progress has been made in the study of the nearest-neighbor model. The purpose
of this thesis is to investigate whether those newer results can also be extended to
the long-range model and what are the main differences between the two models,
which may fill the research gap of the last decade. It is also worth to mention
that [MTT08] studied symmetric Le´vy processes in Poisson random environment,
which is an extension of [CY05]. However, although the continuous model is very
interesting and equally important, this thesis will only focus on heavy-tailed random
walks in discrete random environment, since continuous and discrete models can
reflect almost the same physical phenomena while the construction of the discrete
one is much simpler. We mention that many methodologies used in continuous and
discrete models are quite similar.
The next two sections will give full details for the long-range directed polymer.
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1.2 Stable laws and related theory
This section briefly introduces stable laws and the related theory, since heavy-
tailed random walks attracted to stable processes play a key role throughout the
thesis. For simplicity, we just state the one dimensional case.
There are several equivalent definitions for the stable law, one of which is
Definition 1.2.1 ([G12, Chapter 9.1]). The distribution of a random variable X
is stable if for independent and identically distributed (i.i.d.) random variables X
and (Xn)n≥1 with partial sum Sn =
∑n
i=1Xi, there exist real sequence (dn)n≥1 and
positive (cn)n≥1, such that for all n,
Sn
d
= cnX + dn. (1.1)
A stable law can be characterized by its stable exponent α ∈ (0, 2] and its




















, for α = 1,
(1.2)
where µ ∈ R, c > 0 and |β| ≤ 1. Here β is called skewness parameter. When β = 0,
the stable law is symmetric around µ. In fact, µ is the mean of the stable law for
α ∈ (1, 2] and the mean does not exist for α ∈ (0, 1].
Since the characteristic function (1.2) is integrable, by [D10, Theorem 3.3], any
stable law has a continuous density. However, only for the cases α = 1/2, 1 and 2,
the densities have closed form expressions.
Example 1.2.1. The two most well-known stable laws are the Gaussian law with
α = 2 and the Cauchy law with α = 1. The Gaussian law always has zero skewness





(x− x0)2 + γ2 . (1.3)
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It can be shown that if the partial sum of a sequence of i.i.d. random variables,
after centering and scaling, converges weakly to a non-degenerate distribution, then
the limiting distribution must be some stable law (cf. [G12, Theorem 9.3.1]). One
starting point for the study of this kind of convergence is the definition domain of
attraction.
Definition 1.2.2 ([G12, Chapter 9.3]). Let (Xn)n≥1 be i.i.d. random variables with
partial sum Sn =
∑n
i=1 Xi. We say X1, or equivalently, the distribution of X1 is in
the domain of attraction of some non-degenerate distribution G, if there exist real
sequence (bn)n≥1 and positive (an)n≥1 such that
Sn − bn
an
d→ G, as n→∞. (1.4)
According to the statement below (1.3), the distribution G in Definition 1.2.2
can only be some stable law.
In order to give a full characterization of the domain of attraction, we need to
introduce a class of well-studied function, called the slowly varying function.
Definition 1.2.3. We say a measurable function L(·) : (0,∞) → (0,∞) is slowly






Some common slowly varying functions are L(t) ≡ 1 and L(t) = log t. Functions
slowly varying at 0 can be defined similarly. For all details about the slowly varying
function, refer to [BGT89].
Theorem 1.2.1 ([G12, Theorem 9.3.2]). A random variable X belongs to the do-
main of attraction of some stable law with stable exponent α if and only if there
exists some function L(·) slowly varying at infinity, such that
P(|X| ≥ x) ∼ x−αL(x)
P(X ≥ x)/P(|X| ≥ x)→ p
P(X ≤ −x)/P(|X| ≥ x)→ 1− p
, as x→∞ for some p ∈ [0, 1], α ∈ (0, 2),
(1.6)
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or
E
[|X|21{|X|≤x}] ∼ L(x), as x→∞, for α = 2. (1.7)
Theorem 1.2.2 ([IL71, Theorem 2.6.5]). A random variable X belongs to the do-
main of attraction of some stable law with stable exponent α if and only if there
exists some function l(·) slowly varying at 0, such that in the neighborhood of the




















, for α = 1,
(1.8)
where γ ∈ R, c and β are as in (1.2).
When i.i.d. random variables (Xn)n≥1 are in the domain of attraction of some
stable law, convergence (1.4) will hold, which can be considered as a generalized
central limit theorem. In (1.4), the scaling constant an is usually chosen through
the asymptotics nP(|X| > an) ∼ 1, and more explicitly, an = n 1αϕ(n), where ϕ(·) is
a slowly varying function determined by the distribution of X1. For the centering
factor, it can be chosen by bn ≡ 0 if α ∈ (0, 1); bn = nanIm logψ(1/an) if α = 1,
where Im denotes the imaginary part and ψ(·) is the characteristic function of X1;
and bn = nE[X1] if α ∈ (1, 2] (cf. [GK54, Chapter 7.35]).
Example 1.2.2. If (Xn)n≥1 are i.i.d random variables with E[|X1|2] <∞, then by
setting bn = nE[X1] and an =
√
n, (1.4) is exactly the classic central limit theorem.
Finally, we can actually move further beyond the generalized central limit the-
orem. Indeed, if i.i.d. random variables (Xn)n≥1 are attracted to some stable law,
then the partial sum Sn =
∑n
i=1Xi is also attracted to the related α-stable Le´vy
process.
To be precise, let (Xn)n≥1, (Sn)n≥1, (an)n≥1 and (bn)n≥1 be as in the Definition












∩ [0, 1], k = 0, 1, · · · , n. (1.9)
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Then for each sample, Xn(·) is a ca`dla`g function. The space consisting of all ca`dla`g
functions on [0, 1] is denoted by D[0, 1], called Skorohod space.
We briefly introduce some facts about D[0, 1], which will be used in later analysis.
The space D[0, 1] is separable under the Skorohod topology induced by the metric










where Λ consists of all strictly increasing and continuous functions mapping [0, 1]
onto itself and for λ ∈ Λ, λ(0) = 0 and λ(1) = 1. However, D[0, 1] is not complete
under the metric d and there actually exists another metric d0 which is topologically
equivalent to d but makes D[0, 1] complete (cf. [B13, Chapter 3.14]). Nevertheless,
(1.10) is good enough and we use it since it can make some computation simpler.
At last, we present the following result, which is an analogue of Donsker’s in-
variance principle.
Theorem 1.2.3 ([R86, Proposition 3.4]). Under the setting (1.9), Xn(·) d→ Y (·)
as n → ∞. Here Y (t) is the α-stable Le´vy process with Y (1) d= G, where G is
the limiting distribution in (1.4). In other words, the induced measures on D[0, 1]
converges weakly.
1.3 Long-range directed polymer model
We now introduce the long-range directed polymer model. Let S := (Sn)n≥1 be
a random walk on lattice Z = {0,±1,±2, · · · } starting at 0, modeling the polymer
chain. The distribution and expectation of S is denoted by P and E respectively. We
assume that S has i.i.d. increment and the increment distribution is in the domain
of some α-stable law. By Theorem 1.2.1, there exists some slowly varying function
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L(·), such that
P(|S1| ≥ n) ∼ n−αL(n)
P(S1 ≥ n)/P(|S1| ≥ n)→ p
P(S1 ≤ −n)/P(|S1| ≥ n)→ 1− p




[|S1|21{|S1|≤n}] ∼ L(n), for α = 2. (1.12)
By Theorem 1.2.2 and the discussion below (1.8),
Sn − bn
an
d→ G, as n→∞, (1.13)
where an = n
1
αϕ(n) with ϕ(·) slowly varying at infinity and G is the limiting α-stable
law.
The random environment, which is independent of the random walk S, is modeled
by a family of i.i.d. random variables ω := (ωi,x)i∈N0,x∈Z, where N0 = {0, 1, 2 · · · }.
The distribution and expectation of ω is denoted by P and E respectively. We assume
that around some neighborhood of the origin, ω has finite logarithmic moment
generating function, i.e.
λ(β) := logE[exp(βωi,x)] <∞, for β ∈ (−c, c), (1.14)
where c > 0 is some constant. By (1.14), without loss of generality, we can further
assume that
E[ωi,x] = 0, E[|ωi,x|2] = 1. (1.15)
Given some environment ω, for any N ≥ 0 and β > 0, the polymer measure up to
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is the partition function such that PωN,β is a probability measure. The measure P
ω
N,β
reflects the interaction between the polymer chain and the random environment,
under which, the distribution of S is tilted by an exponential function of ω.
Remark 1.3.1. In the physics literature, −∑Nn=1 ωn,Sn is usually called the Hamil-
tionian of the system, denoted by HωN(S), which represents the energy of the random
walk path. It can be seen from (1.16) that under the measure PωN,β, the random walk
paths with low energy carry more weight.
Unlike many other papers concerning the nearest-neighbor model, in this thesis,
we only consider the long-range model on N× Z instead of N× Zd for any positive
integer d, where N = {1, 2, · · · }. The reason can be explained in the following way:
the behavior of the polymer chain is determined by the phase of the model, and
many studies have shown (cf. [CSY03, C07]) that the existence of phase transition
as β increases is determined by the recurrence or transience of the symmetric random
walk S−S˜, where S˜ is an independent copy of S. It is well-known that for dimension
d = 1, when the stable exponent α ∈ (0, 1), S − S˜ is transient, and when α ∈ (1, 2),
S − S˜ is recurrent; for d = 2, when α ∈ (0, 2), S − S˜ is transient; for d ≥ 3, S − S˜
is always transient. At the critical cases d = α = 1 and d = α = 2, whether S − S˜
is recurrent or transient is determined by the slowly varying function L(·) in (1.11)
or (1.12) (cf. [C07, Section 4]). Since recurrence mostly occurs for one dimensional
S − S˜, and readers will find that our techniques for the critical case d = α = 1 can
be extended to the case d = α = 2, hence our 1 + 1 dimensional model does not lose
much generality.
At first glance, we should study the polymer measure PωN,β in order to investigate
the model. However, studying PωN,β is technically difficult, so we turn to study the
partition function ZωN,β instead. In fact, Z
ω
N,β carries enough characterizations of
the model. A milestone in the study of ZωN,β is the usage of martingale, due to
Bolthausen (cf. [B89]), which we now introduce.
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Denote the σ-field generated by the random environment up to time N by
GN := σ((ωi,x)0≤i≤N,x∈Z). (1.18)
It is easy to check that the normalized partition function
ZˆωN,β := e
−Nλ(β)ZωN,β (1.19)
is a P-martingale with respect to the filtration (GN)N≥0. Since ZˆωN,β is nonnegative,
it converges to some random variable Zˆω∞,β almost surely by the martingale conver-
gence theorem. According to the expression of ZˆωN,β, it can be seen that the event{
Zˆω∞,β = 0
}
is in the tail σ-field
⋂∞









= 1 holds. We call the first case the weak
disorder regime and the second case the strong disorder regime.
It is believed that in the weak disorder regime, under the polymer measure PωN,β,
the behavior of the random walk S is comparable to that under the underlying
measure P, i.e., the random walk fluctuates on the scale N
1
α (may differ up to some
extra slowly varying function) as N →∞. This phenomenon is called delocalization.
While in the strong disorder regime, under the polymer measure PωN,β, there will
be some narrow corridors at some distance  N 1α from the origin, in which the
random walk falls with high probability. In particular, the end-point distribution of
the random walk contains macroscopic atoms instead of spreading over all sites as
in the weak disorder regime. This phenomenon is called localization.
One important result that connects strong disorder and localization is [CSY03,
Theorem 2.1] for the nearest-neighbor model, which is then extended to the long-
range model in [C07] and can be stated as follows














where S(1) and S(2) are two independent copies of the random walk S satisfying (1.11)
or (1.12) and (PωN−1,β)
⊗
2 can be viewed as the distribution of the couple (S(1), S(2))
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with the same environment ω. Let β > 0. Then
Zˆω∞,β = 0, P-a.s.⇔
∞∑
N=1





= 1, then P-a.s., there exist c1, c2 ∈ (0,∞), such that
− c1 log ZˆωN,β ≤
N∑
n=1
In ≤ −c2 log ZˆωN,β, for N large enough. (1.22)
The quantity IN can be considered as an ’end-point overlap’ of two i.i.d. copies
of the polymer chain. For technical reasons, however, the authors in [CSY03, C07]









the overlap of the full trajectories of S(1) and S(2) up to time N , although the latter
seems more natural. Nevertheless, Theorem 1.3.1 heuristically indicates that two
polymer chains should intersect infinitely often if and only if strong disorder holds,
which implies that a phase transition probably occurs from the weak disorder regime
to the strong disorder regime.
There is an important quantity, which is called the free energy of the system and
can be used to determine the existence of a phase transition, defined by





It has been shown in [CSY03, Proposition 2.5] and [C07, Proposition 3.1] that P-a.s.,
the limit (1.23) exists and is deterministic. In fact,














log ZˆωN,β = F (β)− λ(β). (1.25)
By Jensen’s inequality, a trivial upper bound is p(β) ≤ 0. It can be seen that if
p(β) < 0, then ZˆωN,β decays exponentially fast as N →∞, which implies that strong
disorder holds, but not the converse. Therefore, the case p(β) < 0 is called the very
strong disorder regime.
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With three phases in hand, we can draw the phase diagram for the system. It
has been shown that a phase transition may occur as the inverse temperature β goes
to infinity.
Theorem 1.3.2 ([CY06, Theorem 3.2], [C07, Theorem 6.1]). For any α ∈ (0, 2],






0, if β ∈ {0} ∪ (0, β
(1)
c ),






= 0, if β ∈ [0, β
(2)
c ],




Remark 1.3.2. The reason that p(β
(2)
c ) = 0 is that p(β) is a continuous function,
since 1
N
log ZˆωN,β is convex in β.
Note that from (1.26), the phase at β = β
(1)
c has not been determined. Actually,
whether weak disorder or strong disorder holds at critical inverse temperature β
(1)
c
is still an open question. Moreover, it is conjectured that there is no intermediate





c or all strong disorder is very strong disorder (maybe excluding the critical
case β = β
(2)
c since the phase there is unknown). So far, this conjecture has only been
proved for the nearest-neighbor directed polymer on N×Z in [CV06] and on N×Z2
in [L10]. Recently, Bates and Chatterjee studied these issues fruitfully. In [BC16,
Theorem 7.3(b)], they showed that for β > β
(1)
c , the end-point distribution of the





since similar results were only achieved in the very strong disorder regime. For
0 ≤ β ≤ β(1)c , the end-point distribution is not asymptotically purely atomic, where
β
(1)
c is included. Although they did not show the phase at β
(1)
c , it is at least not the
same as that in the very strong disorder regime.
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To close this subsection, we cite two quantitative results which give sufficient
conditions for the existence of a weak disorder regime and respectively, a very strong
disorder regime.
Theorem 1.3.3 ([C07, Theorem 4.1]). Let S be a heavy-tailed random walk satis-
fying (1.11) or (1.12) and S˜ is an i.i.d. copy of S. If the symmetric random walk
S − S˜ is transient, and denote
pip := P
⊗
2(∃n ≥ 1, s.t. Sn − S˜n = 0) < 1. (1.28)
Then for any β such that
λ(2β)− 2λ(β) < − log pip, (1.29)
weak disorder holds.
Remark 1.3.3. Note that λ(β) is continuous and λ(0) = 0, so there is always a
weak disorder regime for transient S − S˜. The proof is based on a direct second






Theorem 1.3.4 ([C07, Proposition 5.1]). For any stable exponent α ∈ (0, 2], if
βλ′(β)− λ(β) > −
∑
x∈Z
q(x) log q(x), (1.30)
then p(β) < 0, where q(x) := P(S1 = x).
Remark 1.3.4. A brief discussion in [C07, Section 6] shows that
∑
x∈Z q(x) log q(x)
is always finite and if ω is unbounded, then βλ′(β)− λ(β)→∞ as β →∞. In that
case, the very strong disorder regime exists.
1.4 Main results
We present the results of the thesis in this section. Unless otherwise specified,
the random walk S and the random environment ω are defined as in (1.11)-(1.15)
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in Section 1.3 without any further assumption. If we need some extra conditions for
a proof, then we will emphasize them in the statement of the result.
We start by filling in more details in the phase diagram (1.26) and (1.27). Read-




c and the recurrence of S − S˜ all depend on the stable
exponent α (refer to Theorem 1.3.2 and the discussion below Remark 1.3.1). Con-
cretely, we show
Theorem 1.4.1. Following the same notations as before, we have
(i) β
(1)





c = 0, for α ∈ (1, 2].
It can be seen from Theorem 1.3.3 and Remark 1.3.3 that β
(1)
c > 0 if S − S˜ is
transient. Hence, for Theorem 1.4.1 (i), we only need to prove




For the nearest-neighbor directed polymer, Proposition 1.4.2 has been proved
in [CSY03, Theorem 2.3]. Our result is an analogue for the long-range model. The
novelty here is that for the critical case α = 1, we can establish a test to verify the
recurrence or transience of S − S˜ by the distribution of S.
To prove Theorem 1.4.1 (ii), we need to show that p(β) < 0 for any β > 0.
In fact, we can give an upper bound for p(β) that we believe to be sharp up to
multiplication by a constant.
Theorem 1.4.3. If α ∈ (1, 2], then there exists a function L˜α(·) slowly varying at
infinity, an inverse temperature β0 > 0 and a constant C > 0, which all depend on
α and the slowly varying function L(·) in (1.11) or (1.12), such that for 0 < β ≤ β0,






Remark 1.4.1. In [CSZ17], the authors studied a continuum long-range directed
polymer model, which is an appropriate limit of the long-range model considered
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in this thesis with stable exponent α ∈ (1, 2]. Although in that paper, the authors
considered heavy-tailed random walks with exactly polynomial decays, i.e., the slow-
ly varying function L(·) in (1.11) or (1.12) is just a constant, readers can check
carefully that their approach is also valid when a general slowly varying function






where Fα(1) is a constant that appears in the free energy for the continuum model
and L˜α(·) is the same as in Theorem 1.4.3. To prove this conjecture, one needs to
find Fα(1) and establish a sharp lower bound for p(β), which we will not deal with
in this thesis. Instead, we will show a general lower bound below, which is valid
whenever S − S˜ is recurrent (i.e. α could be 1), and discuss about this topic in the
remark right after the proof of Theorem 1.4.3.
For the nearest-neighbor directed polymer on N × Z2, Lacoin proved β(2)c = 0
in [L10] and then, in [BL15], Berger and Lacoin gave a sharp asymptotic estimate
for p(β) as β tends to 0. Since N×Z2 is the critical dimension for nearest-neighbor
model, it is quite natural to expect that at the critical case α = 1, β
(2)
c = 0 if the
random walk S− S˜ is recurrent. However, in that case, due to technical difficulties,
some more assumptions on the distribution of S is needed to prove that for any









P (S1 < −k) <∞, (1.32)
which is a condition that does not allow too many high spikes in the distribution
of S. Generally speaking, if the distribution of S has good regular property, for
example, P(S1 = |k|) ≤ Ck−2L(k) with the same L(·) in (1.11), then (1.32) is
satisfied. The following local limit estimate will be used in our proof later.
Theorem 1.4.4 ([B17]). For heavy-tailed random walk S defined in (1.11) or (1.12)
satisfying (1.32), Recall that an and bn are constants in the convergence (1.4). There
exist positive constant c1 and c2, such that for any n ∈ N and for all |k| ≥ c1an,
P(Sn − bbnc = k) ≤ c2nL(k)k−2 = c2anL(k)
kL(an)
. (1.33)
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Then, we need to introduce some notations. We define the expectation of the






2(Sn = S˜n). (1.34)
Note that if S − S˜ is recurrent, then D(N) tends to infinity as N tends to infinity
and hence,
D−1(x) := max{N : D(N) ≤ x}, (1.35)
is always finite for any x <∞.
Finally, we can state our results.
Theorem 1.4.5. For α = 1, the scaling constant an in the convergence (1.4) can be
expressed by an = nϕ(n), where ϕ(·) is some slowly varying function determined by
the distribution of S (cf. Section 1.2). If S− S˜ is recurrent and the condition (1.32)
is satisfied, and we further assume that ϕ(·) is non-decreasing and S is symmetric,
then for any arbitrarily small  > 0, there exists an inverse temperature β1 > 0, such







The non-decreasing assumption on ϕ(·) in Theorem 1.4.5 looks weird and we
assume it for some technical reasons. A more explicit but stronger alternative is the
assumption that the slowly function L(·) in (1.11) is non-decreasing, since L(an) ∼
ϕ(n), which implies that ϕ(·) is non-decreasing. We will discuss how could we release
some assumptions in Theorem 1.4.5 in the remark right after the proof of Theorem
1.4.5. Nevertheless, at least for the most standard case, i.e., P(S1 = k) = P(S1 =
−k) ∼ ck−2, all the above assumptions are satisfied.
For systems that only have a trivial weak disorder regime β = {0}, i.e., S − S˜ is
recurrent and α cannot be less than 1, we show a general lower bound for the free
energy p(β).
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Theorem 1.4.6. If α ∈ [1, 2] and S − S˜ is recurrent, then for any arbitrarily small
 > 0, there exists an inverse temperature β2, which depends on  and L(·), such






















exp(−x)xt−1dx, for t > 0 (1.38)
is the Gamma function.
Note that in Theorem 1.4.6, unlike in Theorem 1.4.5, the random walk S does not
need to satisfy any further assumption. When α = 1, Γ(1/α) = Γ((α − 2)/α) = 1,
and it seems that the bounds (1.36) and (1.37) match each other. We believe that
these two bounds are optimal for the critical case and we will discuss more about
them in the remark right after the proof of Theorem 1.4.6.
Next we study the path behavior of the polymer chain in the weak disorder
regime. As in [CY06, Theorem 1.2], we will establish an analogue of Donsker’s
invariance principle for general stable laws under the polymer measure PωN,β. For
technical reason, we will assume that the centering factor bn in (1.4) is always 0 in
the following theorem. Note that weak disorder can only occur for α ∈ (0, 1], so
the assumption bn ≡ 0 automatically holds except for α = 1 (cf. Section 1.2). For
the critical case α = 1, bn is difficult to handle, since it does not have an explicit
close form and may not be proportional to n, and that is why we just set it to be 0.
Recall the notations in (1.9) and Theorem 1.2.3 and then we can show
Theorem 1.4.7. For the long-range directed polymer model defined in Section 1.3
with an extra condition bn ≡ 0 for α = 1, assume that the stable exponent α ∈ (0, 1]
and weak disorder holds. Then for all bounded continuous function F on the path





XN(·))]→ EY [F ((Y (·))] in P-probability as N →∞, (1.39)
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where EωN,β denotes the expectation with respect to P
ω
N,β and E
Y denotes the expec-
tation for the α-stable Le´vy process Y (·).
This theorem says that in the weak disorder regime and under the polymer
measure PωN,β, the random walk S converges weakly to the related α-stable Le´vy
process as under the measure P. It is expected that the ”in probability” convergence
(1.39) can be improved to an ”almost sure” version, but for now, we cannot prove
it.
Remark 1.4.2. In [C07], with the stronger assumption (1.29) that implies weak
disorder, Comets proved an analogue of the central limit theorem under the polymer
measure. Here by adapting the procedure developed in [CY06], we can get rid of
the assumption (1.29) and improve the analogue of the central limit theorem to a
process-level result (1.39) in the entire weak disorder regime.
We now turn to study the phenomenon of localization in the very strong disorder
regime. Due to our limited knowledge, the best known results for localization were
given in [V07, Theorem 3.6] and [BC16, Section 7]. The result in [BC16], which
was mentioned below Theorem 1.3.2, is stronger than [V07, Theorem 3.6], which
proved the existence of macroscopic atoms. However, since [BC16] is very new and
the methodology in it is quite complicated, due to the shortage of time, we will
adapt the approach in [V07] to characterize localization. By some modification in
the proof of the key lemma [V07, Lemma 5.3], the author’s result can be readily
extended to the long-range case.
Theorem 1.4.8. Let all notations be the same as before. Denote
A,ωN,β = {x ∈ Z : PωN−1,β(SN = x) > }. (1.40)
If p(β) < 0, i.e., in the very strong disorder regime, then P-a.s., there exists an







1A,ωn,β 6=∅ > 0. (1.41)
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This theorem says that in the very strong disorder regime, as the random walk
moves in the random environment, there will be some atoms carrying mass bigger
than  in the polymer’s end-point distribution under PωN,β for arbitrarily large N .
Hence, the polymer chain will be ’localized’ to some sites with probability mass at
least , which is not the case in weak disorder.
Our last result considers the fluctuation of the polymer chain in the very strong
disorder regime. For a short-range model and in the strong disorder regime, it has
been shown in [BTV08,L11] that under the polymer measure, a Brownian polymer
Bt in a continuum Gaussian field will fluctuate on a scale that is not less than t
3
5
as t tends to infinity, if the Gaussian field satisfies some weak correlation condition.
Since t
3
5 is much larger than the underlying scale of Brownian motion, which is
t
1
2 , it reflects a super-diffusive phenomenon. By applying the methods developed
in [BTV08, L11], we can establish a similar result for the long-range model. For
some technical reasons, we will only consider the family of heavy-tailed random
walks with more regular tails in a discrete Gaussian random environment. We will
show that for any stable exponentα ∈ (1, 2], i.e., only very strong disorder holds by
Theorem 1.4.1, the random walk fluctuates on a scale N 1α under PωN,β as N tends
to infinity. In that case, we may say the random walk has a super-α-stable motion.
Theorem 1.4.9. Let S := (Sn)n≥1 be a symmetric random walk on Z with i.i.d.
increment. The distribution of S is given by
P(S1 = k) =

L(|k|)
|k|α+1 , ∀k ∈ Z\{0},
p0 > 0, for k = 0,
(1.42)
where L(·) is some function slowly varying at infinity and α ∈ (1,∞) is some con-
stant. With the choice of (1.42), the stable exponent for S1 is min{α, 2} by [BGT89,
Proposition 1.5.8] (Assumption (1.42) is a bit stronger than (1.11) or (1.12)).
Assume that ω := (ωi,x)i∈N0,x∈Z is a family of i.i.d. Gaussian random variables
and satisfies (1.15). Define the long-range directed polymer model as in (1.16)-
(1.17). Then for any give α ∈ (1,∞), any β > 0 and any arbitrarily small  > 0,












4(α + 1 + )2(logN)2
)]
= 1. (1.43)
We mention that in [L11], Lacoin also showed that for a Brownian polymer Bt
in a continuum Gaussian field with weak correlation, Bt cannot fluctuate on a scale
much large than t
3
4 as t tends to infinity. However, from Theorem 1.4.9, we find
that for heavy-tailed random walks with polynomial decays, even when its increment
distribution is in the domain of attraction of the Gaussian law, the random walk
will fluctuate on a scale much larger than N1− for arbitrarily small  > 0 as N
tends to infinity. This is a remarkable difference between the long-range model and
the short-range model.
To summarize, in this thesis, we draw a more detailed phase diagram for the
long-range directed polymer model, and we extend the invariance principle in the
weak disorder regime and a result of macroscopic atoms in the very strong disorder
regime from the nearest-neighbor model to the long-range model. For α ∈ (1, 2],
we provide an upper bound for the free energy of the model and a lower bound for
the fluctuation scale; for α = 1, we provide a lower bound for the free energy. We
hope that our results lay the foundation for further investigations of the long-range
directed polymer model.
All the results except Theorem 1.4.6 have been published in [W16], a paper
arising out of this thesis.
1.5 Organization and strategy of the proof
In Chapter 2, we will prove Proposition 1.4.2 by first establishing a sufficient and
necessary condition for the recurrence of the random walk S, and then adapting the
method used in the proof of [CSY03, Theorem 2.3(b)]. For the completeness of
Theorem 1.4.1 (i), we also state the proof of Theorem 1.3.3, which is due to Comets.
Besides, since the free energy F (β) is a significant quantity for the system and the
existence of F (β) is a celebrated result (cf. [CSY03, Proposition 2.5]), we will present
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the result and give a proof due to Comets, Shiga and Yoshida at the beginning of
Chapter 2 so that this thesis is self-contained.
In Chapter 3, we will prove Theorem 1.4.3, Theorem 1.4.5 and Theorem 1.4.6.
To prove Theorem 1.4.3, we will use a now standard fractional moment/coarse grain-
ing/change of measure method, which was first developed in the copolymer mod-
el [T09] and then used in [L10]. To prove Theorem 1.4.5, we will apply a much better
fractional moment/coarse graining/change of measure method than that in [L10],
introduced in [BL15, Section 2]. To prove Theorem 1.4.6, we will adapt the method
used in [BL15, Section 4], where some techniques were developed in [CTT15].
In Chapter 4, we will prove Theorem 1.4.7. The procedure, though it is very long
and complicated, is the same as in the proof of [CY06, Theorem 5.1]. Nevertheless,
we need to rebuild many estimates according to heavy-tailed random walks instead
of simple random walks.
In Chapter 5, we will prove Theorem 1.4.8 and Theorem 1.4.9. The proof of
Theorem 1.4.8 is based on the techniques developed by Vargas in [V07]. There are
two approaches to prove Theorem 1.4.9, developed in [BTV08] and [L11] respec-
tively. Instead of directly computing the covariance of the random environment as
in [BTV08], we will apply the change of measure method as in [L11], which is also
used in the proof of Theorem 1.4.3.
During the proof, we will apply many technical lemmas that were proved by
many other authors. We will clearly state those lemmas when we need to use them.
A majority of their proofs are contained in the appendices of this thesis for the
convenience of readers.
Each chapter is independent and can be read separately. After some proofs,
we will also emphasize some differences about the techniques between the nearest-
neighbor model and the long-range model.
Chapter2
Existence of the free energy, the weak
disorder regime, and the strong disorder
regime
We will need a very slightly modified version of [CSY03, Lemma 3.1] during the
proofs in the following two sections. Hence we cite it at the beginning.
Lemma 2.0.1. Let (ξi)i≥1 be positive, non-constant, i.i.d. random variables with
E[ξi] = 1 and E[ξ3i + (log ξi)2] <∞ (2.1)
For (αi)i≥1 ∈ [0, 1]N such that
∑∞
i=1 αi = 1, defined a centered random variable




αiξi − 1. (2.2)
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In [CSY03], the authors proved this lemma for any finite sequence of (ξi)1≤i≤n.
Their proof also works for a countable sequence after careful checks, which we will
present in the Appendix A.
2.1 Existence of the free energy
The existence and non-randomness of the free energy was proved in
Theorem 2.1.1 ([CSY03, Proposition 2.5]). Recall the definition of normalized










exists. Moreover, for any  > 0, there is an N0 := N0(β, ), such that
P





]∣∣∣∣ > ) ≤ exp(−2/3N1/34
)






log ZˆωN,β, P-a.s. (2.7)
The existence of (2.5) was proved by a super-additive argument and the non-
randomness (2.7) can be deduced by a good concentration property (2.6) and the
Borel-Cantelli lemma.
We now give the proof of Theorem 2.1.1. Readers may also refer to the original
paper [CSY03].
Proof of Theorem 2.1.1. Let FN denote the σ-field generated by the random walk
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which has the same distribution as ZˆωM,β. By Jensen’s inequality, we have
log ZˆωN+M,β ≥ log ZˆωN,β +
∑
x∈Z
PωN,β(SN = x) log Zˆ
ω
M,β(x,N) (2.10)
Taking P-expectation on both sides of (2.10) and noting that PωN,β(Sn = x) is
































To prove (2.6), we perform a martingale-difference decomposition by












∣∣∣Gn]− E [log ZˆωN,β∣∣∣Gn−1] (2.14)
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and Gn is the σ-field generated by the random environment defined by (1.18). It is




bound Zn(N) uniformly and then (2.6) will follow by
Theorem 2.1.2 ([LV01, Theorem 3.2]). Let (Xi)1≤i≤n be a finite sequence of martin-
gale difference and Sn =
∑n
i=1Xi. For any positive K, x and , if E[exp(|Xi|)] ≤ K
for all i, then there exists an n0 := n0(K, x, ), such that for all n ≥ n0,

































































βωk,Sk − (N − 1)λ(β)
)]
(2.19)






















∈ [0, c] (2.21)
uniformly in N and n for some constant c.
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To bound the exponential moment of |Zn(N)|, we use the trivial bound
E[exp(|Zn(N)|)] ≤ E[exp(Zn(N))] + E[exp(−Zn(N))]. (2.22)
To bound the first term on the right-hand side in (2.22), we have























where the first inequality is due to (2.21), the second inequality is due to Jensen’s


























Pω,nN,β(Sn = x) exp(λ(β)− βωn,x)
]
= exp(λ(β) + λ(−β)),
(2.24)
where the last inequality is due to Jensen’s inequality.
Combine (2.23) and (2.24) and then we find that (2.22) is uniformly bounded
for all N and n. Apply Theorem (2.1.2) to (2.13) and we have proved (2.6).
Remark 2.1.1. In [V07], the author provide a different approach to prove the exis-
tence and non-randomness for the free energy for the nearest-neighbor model. That
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approach involved sub-additive ergodic theorem, which however, cannot be extended
to the long-range model. The reason is that the author considered the lowest energy
along all trajectories up to time N , but that quantity should always be minus infinity
for the long-range model since the heavy-tailed random walk can visit all the sites
on Z even for the first step, while the simple random walk can only have (2d)N tra-
jectories up to time N in dimension d. For similar reason, the method in [CV06]
cannot be extended to the long-range model, either.
2.2 Proof of Theorem 1.4.1
Recall that we use S˜ to denote an i.i.d. copy of the heavy-tailed random walk S.
As we discussed in Chapter 1, whether S− S˜ is transience or recurrence is crucial for
the existence of the weak disorder regime. Hence, before we prove Theorem 1.4.1,
we will first establish a result, which can classify the recurrent and transient random
walks by their laws and it also works for the critical case α = 1.




2(S1 − S˜1 ≥ n) = P
⊗
2(S˜1 − S1 ≥ n) ∼ L(n)
nα
, as n→∞, (2.25)
where the slowly varying function L(·) is the same as in (1.11). Therefore, S1 − S˜1
and S1 are in the same domain of attraction and the scaling constant for Sn − S˜n
can also be chosen by an.
We then have
Proposition 2.2.1. Recall some notations from (1.11)-(1.13) and then we have
(i) S − S˜ is recurrent if and only if ∑∞n=1 1an =∞.
(ii) For the critical case α = 1, S− S˜ is recurrent if and only if ∑∞n=1 1nL(n) =∞.






2(Sn − S˜n = 0) =∞. (2.26)
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By Gnedenko’s local limit theorem (cf. [BGT89, Theorem 8.4.1]),
P
⊗
2(Sn − S˜n = 0) ∼ gα(0)h
an
, as n→∞, (2.27)
where gα(x) is the density of the limiting stable law and h is the period of S1 − S˜1.
Then by (2.26), Proposition 2.2.1 (i) has been proved.
To prove (ii), note that we can choose an by nP
⊗
2(|S1 − S˜1| > an) ∼ C (see
statement under Theorem 1.2.2) for some constant C. Thus nL(an) ∼ an. By
[BGT89, Theorem 1.3.4, Theorem 1.5.4], we can find a increasing and differentiable




























By Karamata’s representation (cf. [BGT89, Theorem 1.3.1]), any slowly varying
function can be written by







, for x ≥ a, (2.29)









, as n→∞. (2.30)
Hence, by (2.28), (2.30) and Proposition 2.2.1 (i), Proposition 2.2.1 (ii) is proved.
Remark 2.2.1. This proposition is effective especially for the critical case α = 1,
since it is usually not easy to solve an, but the statement (ii) of this proposition
allows us to determine the recurrence by checking the tail probability of S1 directly.
The cases α 6= 1 is relatively simple. To see this, we can also state an alternative
approach to prove Proposition 2.2.1 (i) excluding the case α = 1, which is more
straightforward. Recall that an = n
− 1
αϕ(n). For α ∈ (1, 2], since S1 − S˜1 has mean
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0, it is recurrent by [D10, Chung-Fuchs Theorem]. For these α, n−
1
αϕ(n) is not
summable. For α ∈ (0, 1), the characteristic function of S1 − S˜1, denoted by ψ(t),
is real, and by (1.8), (1− ψ(t))−1 is integrable around 0. Hence, by [D10, Theorem
2.9], S − S˜ is transient. For these α, n− 1αϕ(n) is summable.
2.2.1 Proof of Theorem 1.3.3
We will bound the second moment of the partition function ZˆωN,β and then apply
the L2 martingale convergence theorem. Readers can also refer to the original paper
[C07].










































which is geometrical distributed with
P
⊗
2(N = n) = (pip)n(1− pip), (2.33)



















which complete the proof of Theorem (1.3.3).
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2.2.2 Proof of Proposition 1.4.2
We apply the following lemma to show Proposition 1.4.2.
Lemma 2.2.2 ([CSY03, Lemma 4.2]). Recall the overlap IN from (1.20). For any











− 2|Λ|P(SN /∈ Λ)
θ, (2.35)
where |Λ| denotes the cardinality of Λ.
The proof of Lemma 2.2.2 will be given in Appendix A.




















0 as N tends to infinity, which can be done by establishing a recursive inequality












We start by writing
ZˆωN,β
ZˆωN−1,β




N−1,β[exp(βωN,SN − λ(β))]− 1. (2.38)





∣∣∣GN−1] = (ZˆωN−1,β)θE [(UN + 1)θ∣∣∣GN−1] . (2.39)
To bound the right-hand side of (2.39), we need to use (2.3) in Lemma 2.0.1. We
define an auxiliary function f : (−1,∞)→ [0,∞) by
f(u) = 1 + θu− (1 + u)θ. (2.40)
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Since θ ∈ (0, 1), it is easy to check that there exist constant c1 and c2, both in




≤ f(u) ≤ c2u2. (2.41)

















≤ 1− c3IN .
(2.42)








PωN−1,β(SN = x) exp(βωN,x − λ(β))− 1. (2.43)
Under the conditioning GN−1, UN can be viewed as U in Lemma 2.0.1. Hence, we

























|ΛN |P(SN /∈ ΛN)
θ, (2.44)
where ΛN is some bounded subset of Z, which will be determined later.
By Proposition 2.2.1, S− S˜ is recurrent if and only if ∑∞n=1 1an =∞. By a simple











Therefore, we can choose ΛN = bn + (−dn, dn). Then P(SN ∈ ΛN) tends to 0 as N
tends to infinity since SN−bN
aN
weakly converges to some stable law.
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Since  can be arbitrarily small, by (2.36), we complete the proof.
Chapter3
Bounds for free energy: proof of Theorems
1.4.3, 1.4.5 and 1.4.6
3.1 Proof of Theorem 1.4.3
In this section, we prove Theorem 1.4.3, which gives an upper bound on the free
energy for sufficiently small β > 0 and any stable exponent α ∈ (1, 2]. The approach
has been developed in [L10, Theorem 1.4]. We first give a proof for discrete Gaussian
environment and then quickly extend the result to the general cases by the argument
in [L10, Page 481].
Proof of Theorem 1.4.3 in Gaussian environment. Assume that ω := (ωi,x)i∈N0,x∈Z
is a family of i.i.d. Gaussian random variables with mean 0 variance 1. We start by


















Hence, we only need to show that the fractional moment of ZˆωN,β with some power
θ ∈ (0, 1), which we will determine later, decays exponentially in N . To conclude
(1.31), it is sufficient to focus on a subsequence of ZˆωN,β by (3.1). We use the coarse-
graining method in this step. Consider the sequence N = mn, where m will tend to
infinity and n is fixed once chosen, which will be determined by β later. The idea is
33
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that we will only investigate the heavy-tailed random walk S at time n, 2n, · · · ,mn.
For each in, where i = 1, · · · ,m, we can find a time-space window in N × Z, in




Note that we can choose the scaling constants (an)n≥1 to be non-decreasing
(cf. [BGT89, Theorem 1.5.4]) and integer-valued, which will simplify our argument
and notations without loss of generality. Denote Ik = [kan, (k + 1)an) and we make




















Since λ(β) = β
2
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by the inequality (
∑
an)
θ ≤∑ aθn, which holds for any countable sequence for any
θ ∈ (0, 1]. Note that the length of each interval Ik is chosen to match the scaling
of Sn, and if S ∈ {Sin ∈ Iyi ∀i = 1, · · · ,m}, then (y1, · · · , ym) is called the coarse-
grained version of the trajectory of S.




, we use a change of measure procedure,
which we explain in the following. We will define a new law for the random environ-
ment, which shifts down the expectation of ωi,x at the sites, where the random walk
S visits with relatively high probability, to a negative value. This can significantly
decrease the expectation of Zˆβ,ω(y1,··· ,ym) under the new law of ω, and the cost of the
change of measure can be chosen to be small.
For any Y = (y0, · · · , ym−1), we introduce the set
JY = {(kn+ i, ykan + z) : k = 0, · · · ,m− 1, i = 1, · · · , n, |z − bn| ≤ C1an}, (3.5)
where we set y0 = 0 for convenience and C1 is a large integer to be determined later.
Note that |JY | = 2C1anmn, where |A| denote the cardinality of a set A. We can

































Figure 3.1: This figure represents the coarse-grained version of a trajectory of the random
walk S. We investigate the random walk S at time in, i = 1, · · · ,m. The bold vertical
line segments mean that at time in, the random walk S falls in the interval Iyi, where yi
is the vertical coordinate of the lower endpoint of the (i+1)-th bold vertical line segments.
The rectangles Bk containing n× 2C1an sites are defined in (3.6), on which we will make
change of measure.
consider the choice of JY in the following way: suppose that the random walk S
reaches ykan at time kn. Then for the next n steps of this random walk, its path
will probably fall in the set
Bk = {(kn+ i, ykan + z) : i = 1, · · · , n, |z − bn| ≤ C1an}. (3.6)
Note that (Bk)0≤k≤m−1 are disjoint and JY =
⋃m−1
k=0 Bk. According to argument
above (3.5), we will perform the change of measure on JY (see Figure 1).
We define the new measure PY , under which (ωi,x)i∈N0,x∈Z are independent Gaus-
sian random variables with variance 1 and expectation EY [ωi,x] = −δ(n)1(i,x)∈JY ,
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Since we are considering the limit in (3.1) along the subsequence N = mn, we hope














J = {(i, x) : i = 1, · · · , n, |x− bn| ≤ (C1 − 1)an}, (3.11)
J¯ = {(i, x) : i = 1, · · · , n, |x− bn| ≤ (C1 − 2)an}, (3.12)
Recall that JY =
⋃m−1
k=0 Bk and Bk ∩Bl = ∅ for k 6= l by (3.6). We have
E
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where the first inequality is due to the Markov property and bkn = knE[S1] = kbn,
and the last inequality is due to our definition of Ik and J . Combining (3.4), (3.8)
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Ex [exp(−βδ(n)|{i : (i, Si) ∈ J}|)1Sn−bn∈Iz ]
)θ]
(3.14)
If we can show that the quantity in the square brackets is smaller than −1, then
p(β) ≤ − 1
θn




Ex[exp(−βδ(n)|{i : (i, Si) ∈ J}|)1Sn−bn∈Iz ]θ (3.15)











Px(Sn − bn ∈ Iy)θ + 2K max
x∈I0
Ex[exp(−βδ(n)|{i : (i, Si) ∈ J}|)]θ.
(3.16)









y ≤ Sn − bn
an
















The last inequality follows from [IL71, Lemma 5.2.2] by choosing some γ ∈ (1, α).
Therefore, we can fix θ such that γθ > 1 and then choose K large enough such that
(3.17) is sufficiently small.
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For the second term,
2K max
x∈I0
Ex [exp(−βδ(n)|{i : (i, Si) ∈ J}|)]θ
≤2KE [exp(−βδ(n)|{i : (i, Si) ∈ J¯}|)]θ
≤2K[exp(−nβδ(n)) + P{the random walk goes out of J¯}]θ.
(3.18)
By choosing a large enough C1 in (3.12), the second term in the square brackets can
be made sufficiently small by the analogue of invariance principle for heavy-tailed
random walks. For the first term, notice that n−
1















2 ≥ C2, where



































2α ) ∼ C2
β
, as β → 0. (3.23)
















, as β → 0, (3.25)







, as β → 0. (3.26)
Combine (3.21) and (3.26), and recall that if l(x) is a slowly varying function,
then l(ax) and (l(x))γ are both slowly varying functions for any a > 0 and γ ∈ R




2α , we then obtain
1
n






where L˜α is some slowly varying function. Then for some constant C
p(β) ≤ − 1
θn






which completes the proof.
Proof for general environment. The framework of the proof for the case with general
environment is totally the same as in Gaussian environment. We only need to modify
some details slightly.
First recall the change of measure (3.7). A simple computation shows that
δ(n)2/2 = λ(−δ(n)) is actually the special case for Gaussian environment. Hence,




























One can check that λ(β) ∼ β2
2
as β → 0. Recall the choice of δn = (C1nan)− 12 and











Next, (1.10) is no longer valid since computation shows that for (i, x) ∈ JY ,
EY [exp(βωi,x − λ(β))] = exp(λ(β − δ(N))− λ(−δ(n))− λ(β)). (3.32)
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Define f(x) = λ(x) − λ(x − δ(n)) and notice that λ(0) = 0. Applying the mean
value theorem to f(0)− f(β), there exists some h1 ∈ (0, 1), such that
λ(0)− λ(−δ(n))− (λ(β)− λ(β − δ(n))) = −β(λ′(h1β)− λ′(h1β − δ(n))). (3.33)
Again, applying the mean value theorem to λ′(x), there exists some h2 ∈ (0, 1), such
that
(3.33) = −βδ(n)λ′′(h1β − h2δ(n)). (3.34)
Since λ′′(β) ∼ 1 as β → ∞, (3.33) ≤ −βδ(n)/2 when β and δ(n) are sufficiently

















By (3.31) and (3.35), (3.14) still holds with some extra unimportant constants. Then
the rest part of the proof follows without changes as in the Gaussian environment.
Remark 3.1.1. We have already mentioned in Remark 1.4.1 that it is conjectured





as β → 0. To prove this conjecture, we need to (i)
optimize the constant C in (3.28) and (ii) establish the same lower bound as in
(3.28). For the nearest-neighbor model, which refers to a special case for α = 2, a
sharp lower bound was obtained for Gaussian environment in [L10], for infinitely
divisible environment in [W12], and for general environment in [AY15]. However,
none of these papers provide the optimized constant Fα(1). Their approaches involve
some results in the classic percolation theory. Unfortunately, to deal with the long-
range model, we may need some preliminaries about the long-range percolation, which
has been rarely studied. Recently, the author in [N16] successfully established the
conjectured asymptotic behavior for nearest-neighbor model with some mild condition
on the random environment. By adapting his method, we may extend his result to
the long-range model. However, for α = 2, the continuum nearest-neighbor polymer
is the mild solution to the stochastic heat equation, but for general α ∈ (1, 2), we do
not have such good property. Hence, maybe it is still very hard to compute Fα(1).
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3.2 Proof of Theorem 1.4.5
To prove Theorem 1.4.5, we apply the procedure in [BL15]. However, since
the heavy-tailed random walk attracted to the 1-stable Le´vy process is much more
complicated than the 2-dimensional simple random walk, many tricky treatment are
needed in the proof.







































In this proof, θ cannot be chosen arbitrarily. In fact, we will see later that θ should
be larger than 1/2. Then our strategy is to chose a coarse-graining length l = l(β),
















then we obtain p(β) < 0. In order to further prove the bound (1.36), by noting that
D−1(·) is increasing to infinity, one appropriate choice of l is
l = l(β) := inf{n ∈ N : D(bn1−2c) ≥ (1 + )β−2}. (3.40)
Now we introduce the coarse-graining method. First, we partition the integer set Z
according to l by denoting
Iy := yal + (−al/2, al/2], ∀y ∈ Z, (3.41)
where al is the scaling constant in (1.4). We can actually choose the whole scaling
sequence (an)n≥1 by integers to avoid using many ’b·c’s. Note that (Iy)y∈Z is a
disjoint family and ∪y∈ZIy = Z. Next, for any Y = (y1, · · · , ym), define
TY = {Sil ∈ Iyi , for 1 ≤ i ≤ m}, (3.42)
3.2 Proof of Theorem 1.4.5 42
and we say Y is a coarse-grained trajectory for S ∈ TY . We can now decompose the



































Therefore, to prove (3.39), we only need to prove








To prove Proposition 3.2.1, we need a change-of-measure argument. For any
Y ∈ Zm, we introduce a positive random variable gY(ω), which can be considered



















(E [gYZY ])θ . (3.46)
Here MgY (·) := E[gY1(·)] can be considered as a new measure. We hope that the
expectation of ZY under this measure is significantly smaller than that under the








To choose gY , we need some preliminary. We can first choose an integer R (not
depend on β) and then define space-time blocks (with the convention y0 = 0)
Bi,yi−1 := [(i− 1)l + 1, · · · , il]× I˜yi−1 , for i = 1, · · · ,m, (3.47)
where
I˜y = yal + (−Ral, Ral). (3.48)
Since S is attracted to a 1-stable Le´vy process, the graph of (S(i−1)l+k)lk=1 with
S(i−1)l = yi−1 is contained within Bi,yi−1 with probability close to 1 when R is large
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enough. Therefore, it suffices to perform change of measure on B = ∪mi=1Bi,yi−1 .






such that each gi,yi−1 depends only on ω in Bi,yi−1 .
To make E[gYZY ] small, we can construct gY according to the following heuristics:
we first set a threshold. For any block Bi,y, if the environment in Bi,y is very large
so that the mass of the partition function ZωN,β gained from Bi,y is larger than the
threshold, then we choose gi,y to be small. If the environment in Bi,y is not too large
and the contribution to the mass of ZωN,β from Bi,y is less than the threshold, then
we simply set gi,y to be 1. To construct gY , we still need to define some auxiliary
quantities.
For any arbitrarily small  > 0, we introduce











where ϕ(·) is the slowly varying function in the scaling factor an, and then we define








x := (x0, · · · , xq) and t := (t0, · · · , tq), (3.52)




P(Sti − Sti−1 = xi − xi−1)1{|xi−xi−1|≤Rati−ti−1}, (3.54)
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Here X(ω) is an approximation of the contribution from ω in B1,0 to the normalized
partition function ZˆωN,β and can be viewed as something like the q-th order term in
the Taylor expansion in ω. We introduce this approximation since X(ω) is a linear
combinations of ω, which is treatable, while it is rarely possible to do computation
on the partition function directly. One may refer to [BL16, Section 4.2] for more
about the discussion of X(ω).
Note that by (3.40), u and q both tend to infinity as β tends to 0, and the
definitions of q and u make sure that
q  u l and 1 +  ≤ β2D(u) ≤ 1 + 2. (3.56)
We will use (3.56) many times. It is not hard to check that by symmetry of S,
E[X(ω)] = 0 and E
[
(X(ω))2
] ≤ 1. (3.57)
Then, by translation invariance,for the contribution from ω in any block Bi,y, we






where θi−1,yl ωj,x := ωj+(i−1)l,x+yal is a shift operator.
Now we can set
gi,y(ω) := exp
(−K1{X(i,y)(ω)≥exp(K2)}) , (3.59)




−θ/(1−θ)] = 1 + (exp(θK/(1− θ))− 1)P(X(i,y)(ω) ≥ exp(K2)) ≤ 2 (3.60)
by Chebyshev’s inequality and (3.57) if we choose K large enough. Since gi,yi−1 and
gj,yj−1 are defined on disjoint blocks Bi,yi−1 and Bj,yj−1 for i 6= j, by independence of


















≤ 2m(1−θ) ≤ 2m. (3.61)
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Next, we turn to analyze the term E[gYZY ]. We can rewrite it as























We can check that PS is a probability measure, and ω is still a family of independent
random variables under PS, but the distribution of ωn,x is tilted and
ES[ωn,x] = λ′(β)1{Sn=x} and VarS(ωn,x) = 1 + (λ′′(β)− 1)1{Sn=x}. (3.64)





= 1 and lim
β→0
λ′′(β) = 1. (3.65)
Hence, for the  given above, when β is sufficiently small, we have∣∣∣∣λ′(β)β − 1
∣∣∣∣ ≤ 3 and |λ′′(β)− 1| ≤ 1 + 32 . (3.66)
By independence of ω, (3.62) can be further rewritten as



















∣∣∣∣S(i−1)l = x] (3.68)














where Ex is the expectation with respect to Px, which is the probability measure
for random walk S staring at x.
Now by (3.46), (3.61) and (3.69), to prove Proposition 3.2.1, we only need to
show
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Px(Sl ∈ Iy)θ, (3.71)
since g1,0 ≤ 1. By Theorem 1.4.4, when M is large enough and fixed, for any k ≥M
and j ∈ {1, · · · , al − 1},
P(Sl = kal + j) ≤ C alL(kal + j)
(kal + j)2L(al)
≤ CL(kal + j)
k2alL(al)
. (3.72)
Then by Potter bounds (cf. [BGT89, Theorem 1.5.6]), for any γ > 0, there exist
some constant C, such that for k and j,
L(kal + j)
L(al)
≤ Ckγ uniformly. (3.73)
Hence, the summand in (3.71) can be uniformly bounded from above by Ckγ−2.
Therefore, when γ < 1, we can choose θ close to 1 enough such that θ(γ − 2) < −1
and then (3.71) can be bounded from above by 1/8 for sufficiently large M .
Next, we turn to the control of the summand in (3.70) for |y| ≤M . We can first




] ≤ Ex [ES[g1,0]] . (3.74)
Then we want to show
Lemma 3.2.3. For any η > 0, we can choose an appropriate K in (3.59), which






] ≤ η (3.75)
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Combine (3.76) and the bound on (3.71), we conclude Proposition 3.2.2. Therefore,
it only remains to prove Lemma 3.2.3.
Indeed, Lemma 3.2.3 can be established by the following two lemmas.
Lemma 3.2.4. For any δ > 0, we can choose a large enough R in (3.48), which
only depends on δ, such that for small enough β > 0, for any x ∈ I0, we have
Px(ES[X] ≥ (1 + 2)q) ≥ 1− δ. (3.77)
Lemma 3.2.5. If β is positive and sufficiently small, then for any trajectory S of
the underlying random walk, we have
VasS(X) ≤ (1 + 3)q. (3.78)
We postpone the proof of Lemma 3.2.4 and Lemma 3.2.5, and we prove Lemma
3.2.3 first.
Proof of Lemma 3.2.3. By the definition of g1,0, for any trajectory S, we have the
following trivial bound
ES[g1,0] ≤ exp(−K) + PS(X(ω) ≤ exp(K2)). (3.79)
By Chebyshev’s inequality,
PS(X(ω) ≤ exp(K2)) ≤ (exp(K2)− ES[X])−2VarS(X). (3.80)
We denote A = {ES[X] ≥ (1 + 2)q}. For any x ∈ I0, by (3.80), Lemma 3.2.4 and




≤Px(Ac) + Ex [PS(X(ω) ≤ exp(K2))1A]
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where we use the fact that (1 + 2)q− exp(K2) ≥ √2(1 + 2)q to obtain the last line,
since q can be made arbitrarily large by choosing β close enough to 0.
Now we first take Ex-expectation on the both sides of (3.79). Then, we choose
K large enough such that exp(−K) < η/3. Next, we let β tend to 0 so that the last
line of (3.81) is smaller than 2η/3 and finally Lemma 3.2.3 is proved.
The proofs of Lemma 3.2.4 and Lemma 3.2.5 are quite long and some computa-
tions in them are very complicated and tedious. We will write some intermediate
steps as lemmas and try to make things as clear as possible. First, let us prove
Lemma 3.2.4.
Proof of Lemma 3.2.4. First, we recall the definition (3.51) of X. Note that ω is an
independent family under the probability PS and ES[ωn,x] = 0 if ωn,x is not on the



















S(t) := (St0 , · · · , Stq) (3.83)
and we will use notation (3.83) many times. Readers should keep in mind that in
(3.82), S(t) is substituted into the x in (3.54) and not mix it up with the S there.











|St| > (R− 1)al
)
. (3.84)
Since S is attracted to some 1-stable Le´vy process, for any δ > 0, we can choose R
large enough such that uniformly in l, the probability in (3.84) is smaller than δ/2.
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Note that for  small enough, by (3.50),
β
(1− 3)q+1(1 + )q/2






















(1− 3)q+1(1 + )q/2
exp(2q)
≥ (1 + 2)2q (3.87)
and






























J ′l,u = {t ∈ Jl,u : 1 ≤ t0 ≤ l/2}. (3.91)










Note that by the definition of P(t, S(t)), the law of Wl does not depend on the
starting point S0 = x. Hence, during the rest of the proof, we can simply use P
instead of Px for short. Our strategy to prove (3.92) is to show that the mean of
Wl is not too small and the variance of Wl can be controlled.
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First, by recalling the definition of l, u, and q, when β is small enough, l/2+qu <























By Gnedenko’s local limit theorem, there exists a constant C1, such that uniformly
for t ∈ N and x ∈ Z,















where C2 can be made sufficiently small by choosing R large enough such that the
inequality holds for t uniformly. Again, by Gnedenko’s local limit theorem,




, as t→∞. (3.96)
Hence,
P(S2t = 0; |St| ≤ Rat) ≥ (1− 4)P(S2t = 0). (3.97)
provided t is large enough. Then for sufficiently large u, we have
(1− 3)D(u) ≤ Dˆ(u) :=
u∑
t=1




(1− 3)q ≤ E[Wl] ≤ 1
2
(3.99)
and we can bound (3.92) by
P
(
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since (1− 3)q ≥ 4(1 + 2)−q when  is small enough.













where J ′l,u(j) = {t ∈ J ′l,u : t0 = j}. By (3.93), it is obvious that Wl − E[Wl] =(∑l/2
j=1 Yj
)























Then, we will show that most summands in (3.102) are zero. Note that for j ∈
{1, · · · , l/2}, tq − t0 ≤ qu for t0, tq ∈ J ′l,u(j). If we denote the increment of S by
(Xn)n≥1, then Yj only depends on (Xj+1, · · · , Xj+qu). Therefore, for |j1 − j2| > qu,




2q ≤ q(C2)2ql−2 . (3.104)
Then (3.100) is bounded above by (C3)
ql−(2/3+), which tends to infinity as β tends
to 0 by the definition of q and l and we complete the proof of Lemma 3.2.4.
At the end of this section, we prove Lemma 3.2.5. We will use C to represent
the constants in the proof and it could change from line to line without emphasis.
Proof of Lemma 3.2.5. For any trajectory of S, we shift the environment by
ωˆn,x := ωn,x − λ′(β)1{Sn=x}. (3.105)
It is not hard to check that under PS, ωˆ is a family of independent random variables
with expectation 0. Besides, when β is small enough, the variance of ωˆn,x can be
bounded by 1 + (3/2).
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Therefore, the square term in ES in (3.106) is the summation over x, x′ ∈ (I˜0)q+1, t, t′ ∈

























Note that since ωˆ is an independent and mean-0 family, when taking PS-expectation,
the summand is nonzero if and only if r = r′ and
{(tj, xj)| j ∈ {0, · · · , q}\A} = {(t′j′ , x′j′)| j ∈ {0, · · · , q}\B}. (3.109)
Hence, we can rewrite the PS-expectation of (3.108) by first fixing (tj, xj) for j ∈
{0, · · · , q}\A. We define a set of (q − r + 1)-tuples by
Sq−r := {s := (s0, · · · , sq−r) : 1 ≤ s0 < · · · < sq−r ≤ l, sq−r − s0 ≤ qu}. (3.110)
For any given s ∈ Sq−r, we further define a related set of r-tuples by
Tr(s) := {t = (t1, · · · , tr) : 1 ≤ t1 < · · · < tr ≤ l, s · t ∈ Jl,u}, (3.111)
where s · t is a (q+ 1)-tuple, which contains all the entries of s and t and the entries
are ordered from small to large.
Now we can have a nicer form forf VarS(X). Note that the PS-expectation of
the term r = r′ = q + 1 in (3.108) is exactly the term ES[X]2, so we can subtract it
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on both of (3.106) and by recalling that ES[(ωˆn,x)2] ≤ (1 + 3/2) ≤ 2, we obtain


















P((s · t), (x, S(t)))P((s · t′), (x, S(t′))),
(3.112)
where the first term on the right-hand side of (3.112) corresponds to r = 0, and it
is actually equal to (1 + 3/2)q+1E[X] and bounded above by (1 + 3/2)q+1. For the
(q + 1)-tuple (x, S(t)) in the last summation, its i-th element is xj if and only if the
i-th element in s · t is sj, while it is Stj if and only if the i-th element in s · t is tj.














P((s · t), (x, S(t)))
2 , (3.113)
which would be very lengthy.
First, for convention, we can denote s−1 := 0 and sq−r+1 = l. We can split the
summation
∑
t∈Tr(s) P((s · t), (x, S(t))) according to the position of t1. We have
∑
t∈Tr(s)





P((s · t), (x, S(t))). (3.114)
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We observe that∑
t∈Tr(s),t1∈(sk−1,sk)
















P((sq−r, tmq−r+1, · · · , tr), (xq−r, Stmq−r+1 , · · · , Str)).
(3.115)
Here mi denotes the number of t-indices before si. If m0 = 0, then the third line of
(3.115) is simply 1 and so is the fourth line of (3.115) if mq−r = r.
We can bound the factor in the second line of (3.115) for any i ∈ {1, · · · , q − r}
according to the following lemma.
Lemma 3.2.6. For any j ∈ N, if 1 ≤ ti − ti−1 ≤ u for all i ∈ {1, · · · , j + 1}, where
t0 = 0, tj+1 = s for convention, then there exists a uniform constant C, such that∑
0<t1<···<tj<s
P((0, t1, · · · , tj, s), (0, z1, · · · , zj, x)) ≤ (CD((j+1)u))jps(0, x), (3.116)
where we use the notation
pt(x, y) = P(St = y − x) (3.117)
for any t ≥ 1 and y, x ∈ Z.
Proof of Lemma 3.2.6. Recall the definition (3.54) for P(t, x) and note that the first
two factors of P((0, t1, · · · , tj, s), (0, z1, · · · , zj, x)) is
P(St1 = z1)P(St2 − St1 = z2 − z1)1{|z1|≤Rat1 ,|z2−z1|≤Rat2−t1}. (3.118)
Since we have assumed that ϕ(·) is non-decreasing, we have
|z2| ≤ Rat1 +Rat2−t1 ≤ Rat2 . (3.119)
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By Gnedenko’s local limit theorem, for any ∆ > 0, there exists an N = N(∆), such
that for any n > N ,
P(Sn = x) ≥ g(x/an)−∆
an
(3.120)
for all x ∈ Z, where g(·) is the density function of the limiting Cauchy distribution.
Then for |x| ≤ Ran, since g(t) is symmetric and decreasing for t > 0, we have
P(Sn = x) ≥ g(R)−∆
an
. (3.121)
Note that R only depends on the  throughout the paper and the δ in Lemma 3.2.4.
We can choose ∆ = g(R)/2 and then for n ≥ N(∆) and |x| ≤ Ran,
P(Sn = x) ≥ g(R)
2an
. (3.122)
Therefore, there exists a constant C = C(R), such that for any n ≥ 1 and |x| ≤ Ran,
P(Sn = x) ≥ C
an
. (3.123)
Then by (3.119) and (3.94),








t1 ∨ (t2 − t1) ≤ 1, (3.125)
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Then, by (3.118), (3.124) and (3.126), we have∑
0<t1<···<tj<s






















P((0, t2, · · · , tj, s), (0, z2, · · · , zj, x)).
(3.127)
By induction, we then prove (3.116).
The case r = q in (3.112) will be dealt with later. For 1 ≤ r ≤ q − 1 in (3.112),
i.e. |s| ≥ 2, we apply Lemma 3.2.6 for all terms in (3.115) with t, s-indices larger























P((sq−r, tmq−r+1, · · · , tr), (xq−r, Stmq−r+1 , · · · , Str)).
(3.128)
Recall that the factor in the first line of (3.128) is 1 if m0 = 0 and note that if
mq−r < r, i.e. t1 < sq−r, we should further bound the last line in (3.128) from above
by (CD(u))r−mq−r , which can be established by the argument in (3.103).
Next, we show that the term D(qu) in (3.128) can be replaced by D(u).







Proof of Lemma 3.2.7. Without loss of generality, we may assume that D(·) and
ϕ(·) are differentiable by [BGT89, Theorem 1.8.2]. Then by definition of D(·), we




















































Hence, (3.130) tends to 0 as u tends to infinity. By [BGT89, Proposition 2.3.2]
and [BGT89, Theorem 2.3.1], (3.129) is proved.
Note that the number of possible interlacements of 0 ≤ m0 ≤ · · · ≤ mq−r ≤ r
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P((sq−r, t1, · · · , tr), (xq−r, St1 , · · · , Str))
(3.136)
if k = q + 1− r.
The we can expand the square term in (3.113) according to the upper bounds












product JkJk′ between two of (3.134),(3.135) and (3.136). We will use different
summing strategies for different summands.
As a beginning, we prove a common result that is valid for all cases.






2 ≤ D(n) (3.137)











2(St = S˜t) = D(n). (3.138)
Now, we can bound (3.113) according to (3.134), (3.135), (3.136). First, we
consider the case k = k′.
If k = k′ = 0, then we can first fix the position of s0, which has at most l choices.
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any x0, we can sum over s1, · · · , sq−r and x1, · · · , xq−r by Lemma 3.2.8, which gives
(D(qu))q−r. Next, we use the trivial bound∑
0<t′1<···<t′m′0
<s0
P((t′1, · · · , t′r, s0), (St′1 , · · · , St′m′0 , x0)) ≤ (CD(u))
m′0 (3.139)





ps0−tm0 (Str , x0) ≤
u∑
t=1
1 = u. (3.140)
At last, we use the trivial bound∑
0<t1<···<tm0
P((t1, · · · , tm0), (St1 , · · · , Stm0 )) ≤ (CD(u))m0−1. (3.141)







2 ≤ CqulD(u)q+r−1. (3.142)
If k = k′ = q + 1 − r, then we can first fix the position of sq−r and then apply the




(Jq+1−r)2 ≤ CqulD(u)q+r−1. (3.143)
If 1 ≤ k = k′ ≤ q − r, then we can first fix the position of sk−1, which has at most l






Hence, for any xk−1, we can sum over s0, · · · , sk−2 and x0, · · · , xk−2 by Lemma
3.2.8 (hold (sk−1, xk−1) for the moment), which gives (D(qu))k−1. For the same
reason, then we can sum over sk+1, · · · , sq−r and xk+1, · · · , xq−r (hold (sk, xk) for
the moment), which gives (D(qu))q−r−k . These summations and products together
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psk−sk−1(xk−1, xk)P((sk−1, t1, · · · , tmk , sk), (xk−1, St1 , · · · , Stmk , xk)).
(3.145)
We need the following lemma.
Lemma 3.2.9. For any  > 0, there exists a constant C, such that for any k ≥ 2










Proof of Lemma 3.2.9. We prove it by induction.










≤ Cn4 . (3.147)































Now the induction is completed and the lemma has been proved.
To deal with (3.145), the first step is to sum over xk−1 and xk by∑
xk−1,xk∈I˜0
pt1−sk−1(xk−1, St1)psk−sk−1(xk−1, xk)psk−tmk (Stmk , xk)
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where we use the symmetry of S. Then, by (3.149) Lemma 3.2.9 and Potter’s












≤ Cmk(mku)1+4D(mku)mk−1 ≤ Cmk(qu)1+4(D(qu))mk−1.
(3.150)







2 ≤ Cq(qu)1+4lD(u)q+r−1. (3.151)
Next, we consider the case k 6= k′. We may just assume that k < k′. First, we can
fix the position of sk−1, which has at most l choices. Then, if k′ = q + 1 − r, then
we just use the trivial bound∑
sq−r<t′1<···<t′r≤l
P((sq−r, t′1, · · · , t′r), (xq−r, St′1 , · · · , St′r)) ≤ (CD(u))r, (3.152)




P((sk′−1, t′1, · · · , t′m′
k′











any x0, we can sum over s1, · · · , sq−r and x1, · · · , xq−r by Lemma 3.2.8 to obtain an





ps0−tm0−1(Stm0 , x0) ≤ u (3.154)
and ∑
0<t1<···<tm0
P((t1, · · · , tm0), (St1 , · · · , Stm0 )) ≤ (CD(u))m0−1. (3.155)






for any xk−1, we can sum over s0, · · · , sk−2 and x0, · · · , xk−2 by Lemma 3.2.8 (hold
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(sk−1, xk−1) for the moment), which gives (D(qu))k−1. For the same reason, then we
can sum over sk+1, · · · , sq−r and xk+1, · · · , xq−r (hold (sk, xk) for the moment), which
gives (D(qu))q−r−k. These summations and products together give (D(qu))q−r−1,







psk−sk−1(xk−1, xk)P((sk−1, t1, · · · , tmk , sk), (xk−1, St1 , · · · , Stmk , xk)).
(3.156)
via (3.145)-(3.150).
In any case, we can have an uniform upper bound Cq(qu)1+
4
lD(u)q+r. Note
that we still need to sum over k, k′,mk,m′k′ , which can be simply bounded by q
4.
Since q6  Cq, then for 1 ≤ r ≤ q − 1, we have bound (3.113) by Cqu1+4lD(u)q+r,
where C does not depend on β.
It still remains to bound the case r = q, where s = {s0}. This is relatively
simple. We use the expression in the first line of (3.113). Suppose that the t-index






ptj−s0(x0, Stj) ≤ u. (3.157)
For the other t, t′-indices, we just use the trivial bound
u∑
t=1
pt(0, St) ≤ D(u) (3.158)
and then we obtain an upper bound CqulD(u)q+r−1 for the case r = q in (3.113).
Finally, we substitute everything into (3.112) and by recalling λ′(β) ∼ β, β2D(u) <
(1 + 2), we have












≤ (1 + 3/2)q+1 + 1 ≤ (1 + 3)q
(3.159)
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and we conclude Lemma 3.2.5.
Remark 3.2.1. The assumption (1.32) is used to prove Proposition 3.2.2. Without
(1.32), the inequality (3.70) may fail. The non-decreasing property of ϕ(·) is used
in two places: (i) showing D(qu)/D(u)→ 1 as β →∞, and (ii) showing at + as ≤
at+s for any t, s ∈ N. For (i), readers may check that if we just simply apply the
Potter’s bound, then we have D(qu) ≤ qD(u) and will obtain an extra term qq in the
numerator on the right-hand side of (3.159). Under some fairly mild condition, for
example, (log x)−k ≤ L(x) ≤ (log x)k with some k > 0, we have qq ≤ l4, which is
good enough. Hence, the non-decreasing property of ϕ(·) is not essential here. For
(ii), it is a sufficient condition such that the inequality (3.123) holds. Unfortunately,
it is very hard to check (ii) directly by the distribution of S. We conjecture that the
bound (1.36) should hold whenever α = 1 and S− S˜, but it seems impossible to prove
it without using a totally new approach.
It is also worth to mention that if we assume ϕ(·) is uniformly bounded from
above and centering constant bn ≡ 0 (the symmetry of S is not needed), then there
exist constant C1 and C2, such that for sufficiently small inverse temperature β > 0,
p(β) ≤ −C1D(C2β−4). (3.160)
This can be proved by the method in [L10] with infinitesimal changes. Since there
is no novelty and the bound (3.160) is much worse than (1.36), we do not deal with
that case in this thesis.
Nevertheless, we can see that except for the case that ϕ(·) is non-monotone with
limt→∞ ϕ(t) =∞, we have β(2)c = 0 if α = 1, S is symmetric, and S−S˜ is recurrent.
3.3 Proof of Theorem 1.4.6
We refer to the statement of Theorem 1.4.6 to recall some notations. Note that
by Proposition 2.2.1, since S − S˜ is recurrent, both D(·) and D−1(·) are increasing
and tend to infinity.
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Throughout the proof, given any β and , we will estimate the partition function



































To simplify the notation, we will use N as Nβ, in the following without any ambi-
guity. We may emphasize several times that the choice of N satisfies (3.161).




appropriately. The key ingredient
of the proof is the following result, which was first proved by Caravenna, Toninelli,
and Torri in [CTT15]. Here we cite a version stated in [BL15]
Proposition 3.3.1 ([BL15, Proposition 4.3]). Fix any m ∈ N and any random
vector η = (η1, · · · , ηm) which satisfies the property that there exists a constant
K > 0 such that
P(|η| ≤ K) = 1. (3.163)
Then for any convex function f , we can find a constant C1 uniformly for m, η and
f , such that for any a, M and any positive t > 0, the inequality















is the norm of the gradient of f .
We will apply Proposition 3.3.1 to log ZˆωN,β and the environment ω. However,
this proposition is only valid for bounded and finite-dimension random vector. S-
ince log ZˆωN,β is a function of countable-dimension random field and ω may not be
bounded, we need to restrict the range of the random walk S so that log ZˆωN,β is
determined by finite many ωi,x’s and respectively, truncate ω so that it is finite.
First, we define a subset of N× Z by
T = TN := {(n, x) : 1 ≤ n ≤ N, |x− bn| ≤ RaN}, (3.165)
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where R is a constant that will be determined later and aN is the scaling constant
in (1.13). We will choose R large enough so that the trajectory of S up to time N
entirely falls in T with probability close to 1 for N = Nβ,. We can also assume that














where {S ∈ T } := {S : (n, Sn) ∈ T , ∀1 ≤ n ≤ N}. Note that Z¯ωN,β ≤ ZˆωNβ.
Readers may check that log Z¯ωN,β is indeed a finite-dimension convex function and





, we can first estimate the left tail of log Z¯ωN,β, which can be
done by bounding the first probability on the right-hand side of (3.164) from below.
We show the following result.
Lemma 3.3.2. For arbitrarily small  > 0, there exist β and M = M, such that







∣∣O log Z¯ωN,β∣∣ ≤M) ≥ 100 . (3.167)
To prove Lemma 3.3.2, we need a result from [BL16]. We state the proof accord-
ing to the original paper [BL16] here for completeness.
Lemma 3.3.3 ([BL16, Lemma 6.4]). For any  > 0, if β is sufficiently small such


























It is not hard to check that
λ(2β)− 2λ(β) ∼ β2, asβ → 0. (3.170)
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Hence, when β is small enough, for given  > 0,
λ(2β)− 2λ(β) ≤ (1 + 2)β2. (3.171)

















Denote the renewal process
τ0 = 0 and τn = inf
k
{
k > τn−1 : Sk = S˜k
}
, for n ≥ 1. (3.173)


























2 (|τ ∩ [0, N ]| ≥ n) ,
(3.174)




By a trivial bound
P
⊗
2 (|τ ∩ [0, N ]| ≥ n) ≤ (P⊗ 2 (τ1 ≤ N))n , (3.175)






2 (τ1 ≤ N))), (3.176)






2(n ∈ τ) = D(N), (3.177)
Then by (2.27) and [BGT89, Theorem 8.7.3],
P
⊗
2(τ1 ≥ N) ∼ 1
Γ(1/α)Γ((2α− 1)/α)D(N) as N →∞. (3.178)
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, for large N, (3.179)
where Cα = Γ(1/α)Γ((2α − 1)/α). Combine (3.172), (3.174), (3.176) and (3.179),





























Note that the right-hand side of (3.180) is a geometrical series and hence easy to
estimate, so (3.168) follows.



























where the last inequality holds by choosing R large enough in T .
By using notation
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β2Y exp((1 + 3)β2Y )
] ≤ E⊗ 2 [C exp((1 + 2)β2Y )] ,
(3.193)
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where C is a constant such that
x exp((1 + 3)x) ≤ C exp((1 + 2)x), ∀x ≥ 0. (3.194)


















We can choose M = M = 20
√
10C/
2 and then combine (3.185), (3.190), (3.193),
(3.195), we then conclude Lemma 3.3.2.
Finally, we can now prove Theorem 1.4.6. Readers should keep in mind that
N = Nβ,.
Proof of Theorem 1.4.6. Because the environment ω has a finite moment generating
function, we can find some positive constants C2 and C3, such that
P(|ω1,0| ≥ t) ≤ C2 exp(−C3t). (3.196)













⊂ {ωn,x > −t, ∀(n, x) ∈ T } (3.198)
and recall the definition of Z¯ωN,β from (3.166), then we obtain a rough bound
P
(
log Z¯ωN,β < −(βt+ λ(β))N
) ≤ C4NaN exp(−C3t). (3.199)
We will use (3.199) later to bound the left tail of log ZˆωN,β for large t.
In order to apply Proposition 3.3.1, we need to truncate the environment appro-
priately. We set ω˜n,x := ωn,x1{|ωn,x|≤(logN)2} and define

































, |O log Z¯ωN,β| ≤M, ω˜ 6= ω
)
≤P (f(ω˜) ≥ − log 2, |Of(ω˜)| ≤M) + P(ω˜ 6= ω)
(3.201)
By Lemma 3.3.2 and (3.197),






, |O log Z¯ωN,β| ≤M
)
− P(ω˜ 6= ω)
≥ 
100




where the last inequality holds for large N , i.e., for small β. Now we apply Propo-
sition 3.3.1 to f(ω˜) and we obtain




















log Z¯ωN,β ≤ − log 2− t, ω˜ 6= ω
)











We can now bounded the left tail of log ZˆωN,β. Since it is larger than log Z¯
ω
N,β, we
can rewrite (3.199) and (3.204) as
P
(
log ZˆωN,β < −(βt+ λ(β))N
)
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for some C˜ := C˜(C1,M).
For t ≥ N2
2






















































for β small enough, where the last inequality is due to the definition of N = Nβ,.
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Remark 3.3.1. Since when α = 1, D(·) is a slowly varying function by [BGT89,
Chapter 1.5], in general, it is hard to compute D−1(·). Hence, by comparing with
the results in [BL15,BL16], we believe that for the moment, our upper bound (1.36)
and lower bound (3.211) are optimal for the long-range directed polymer model with
α = 1 and recurrent S − S˜.
When α ∈ (1, 2], D(N) ∼ C N1−1/α
ϕ(N)
by (2.27). Then (3.211) implies that
p(β) ≥ −Cβ 2α(1−)α−1 , (3.212)
which is non-optimal since it does not match the upper bound (1.31).
To illustrate that the bounds (1.36) and (3.211) are fairly sharp, we consider a
special case. Suppose that the random walk S is symmetric with
P(S1 = ±k) ∼ ck−2. (3.213)
Then ϕ(N) ≡ 1/C, D(N) ∼ C logN and D−1(x) ∼ exp(x/c) and all the conditions
in Theorem 1.4.5 are satisfied. By (1.36) and (3.211), we have
Corollary 3.3.4. Suppose α = 1 and the underlying random walk S satisfies (3.213).
Denote the weak limit of a−1n (Sn − S˜n) by H and cp = g(0)ϕ(1)−1, where g(·) is the
probability density function of the limiting Cauchy distribution H. Then
lim
β→0




Delocalization phenomenon in the weak
disorder regime: proof of Theorem 1.4.7
4.1 Preliminaries
To prove Theorem 1.4.7, we need to introduce some notations and preliminary
results first. Throughout this chapter, we always assume that weak disorder holds,
i.e. P(Zˆω∞,β > 0) = 1.
We start by introducing the notation










where Ex[·] denotes the expectation with respect to Px := P(·|S0 = x), the prob-
ability measure for the random walk starting at x. Then it is not hard to observe
that given β and ω, PωN,β is an inhomogeneous Markov chain and the transition
probabilities are given by
PωN,β(Si+1 = y|Si = x) =
exp(βωi+1,y−λ(β))ZˆωN−i−1,β(i+1,y)
ZˆωN−i,β(i,x)
P(S1 = y|S0 = x), for 0 ≤ i ≤ N − 1,




Moreover, we can rewrite
ZˆωN,β(0, x) = E
x
[
exp(βω1,S1 − λ(β))ZˆωN−1,β(1, S1)
]
. (4.3)
It can be seen that
Zˆω∞,β(0, x) := lim
N→∞
ZˆωN,β(0, x) ≥ Ex
[




where the first limit exists by martingale convergence theorem, and the inequality is






since ω is an i.i.d. field. Note that ω1,S1 is independent of Zˆ
ω
∞,β(1, S1) and then, by















By the argument from (4.4) to (4.5), notice that Zˆω∞,β(0, x) and Zˆ
ω
∞,β(1, x) have the
same distribution, and then it follows that
Zˆω∞,β(0, x) = E
x
[
exp(βω1,S1 − λ(β))Zˆω∞,β(1, S1)
]
, P-a.s. (4.6)
Next, for all A ∈ F∞ = σ (
⋃∞
N=1FN), where FN is the σ-field generated by the first















exists P-a.s by applying martingale convergence theorem to both the numerator and
the denominator and the positivity of Zˆω∞,β.
Motivated by the argument above, we can define a random, inhomogeneous
Markov chain with transition probabilities
Pωβ,mc(Si+1 = y|Si = x) =
exp(βωi+1,y − λ(β))Zˆω∞,β(i+ 1, y)
Zˆω∞,β(i, x)
P(S1 = y|S0 = x).
(4.8)
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Note that (4.8) is obtained by taking limits in both numerator and denominator in
(4.2), which is well-defined by (4.6). The reason that we define Pωβ,mc is that P
ω
∞,β
is not known whether to be countably additive on F∞, while Pωβ,mc is countably
additive, since it is a probability measure on F∞, which coincides with Pω∞,β on⋃∞
n=1Fn. The probability measure Pωβ,mc will play an important role in the proof
of Theorem 1.4.7.
We then cite the following results from [CY06], which will be used in the proof.
4.1.1 Known results in [CY05]
Proposition 4.1.1 ([CY06, Proposition 4.1]). Assume weak disorder.
Pωβ,mc(A) = P
β,ω












] ∀A ∈ F∞, (4.10)
P EPωβ,mc  P on F∞. (4.11)
Proposition 4.1.1 can be deduced from the following lemma.
























The following corollary is a special and simpler case of Lemma 4.1.2. We will
use it in the proof of Theorem 1.4.7.
Corollary 4.1.3. Suppose {AN}N≥1 ⊂ F∞ such that
lim
N→∞
















The next proposition that we will cite concerns the total variation distance be-
tween the polymer measure PωN+k,β and the Markov chain P
ω
β,mc. We introduce the
total variational norm
‖µ− ν‖FN := 2 sup{µ(A)− ν(A) : A ∈ FN}. (4.16)






[‖PωN+k,β −Pωβ,mc‖FN ] = 0. (4.17)
The last result we cite here is the following lemma, which is a key ingredient to
the deduction of our result Theorem 1.4.7.
Lemma 4.1.5 ([CY06, Lemma 5.3]). For all B ∈ F
⊗
2
∞ , the following limits exists
















































because we do not know whether Pω∞,β is a countably additive product measure.
We will present the proof of Proposition 4.1.1, Lemma 4.1.2 and Proposition 4.1.4
in the Appendix B. Although Lemma 4.1.5 looks similar to Proposition 4.1.1, the
proof of Lemma 4.1.5 is much more technical, involving Doob’s decomposition of sub-























is no longer a P-martingale with
respect to filtration GN . Therefore, we will omit the proof of Lemma 4.1.5. Readers
may refer to the original paper [CY06].
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4.2 End of the proof of Theorem 1.4.7
Now we can prove Theorem 1.4.7. Again, we recall everything from (1.9) and
Theorem 1.2.3. First, under the probability measure EPωβ,mc, we establish an ana-




t∈[0,1] with the help of
Proposition 4.1.1. Since Pωβ,mc and the limit of the polymer measure P
ω
N,β coincide
on the σ-field generated by the random walk S up to any finite time, we can ap-
ply Proposition 4.1.4 to extend the analogue of invariance principle from EPωβ,mc
to the measure EPωN,β. Then, by the same procedure above, we can establish the




under the product measure (Pωβ,mc)
⊗
2 via Lemma 4.1.5. Finally, since (XN(t))t∈[0,1]




XN(·))] converges in L2 (thus it converges
in probability), where F is any bounded continuous function on the Skorohod s-




XN(·))] will then follow
by applying Proposition 4.1.1 again.
Concretely, our first step is to establish the following proposition.
Proposition 4.2.1. Assume that the centering factor bn ≡ 0 in (1.4), α ∈ (0, 1]
and weak disorder holds. Then the path measures
EPωN,β
(
XN(·) ∈ ·)⇒ PY (Y (·) ∈ ·) weakly as N →∞, (4.22)
EPωβ,mc
(
XN(·) ∈ ·)⇒ PY (Y (·) ∈ ·) weakly as N →∞, (4.23)
where Y (t) and PY are the same as in Theorem 1.2.3.
Remark 4.2.1. Proposition 4.2.1 is an analogue of [CV06, Proposition 5.2] for the
nearest-neighbor model. An interesting observation in the proof is that under the
Skorohod distance d(·, ·) introduced in (1.10), two processes XN(·) and XN−k(·) are
very close on D[0, 1] for fixed k and large enough N .
Applying Proposition 4.2.1, we will then prove
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Theorem 4.2.2. Assume that the centering factor bn ≡ 0 in (1.4), α ∈ (0, 1] and











XN(·))] P→ EY [F (Y (·))] as N →∞. (4.25)
Proof of Proposition 4.2.1. We first prove (4.23). Since the path space D[0, 1] is







F (XN(·))]] = EY [F (Y (·))] , ∀F ∈ BL(D[0, 1]), (4.26)
where BL(D[0, 1]) is the set of all the bounded Lipschitz functionals on D[0, 1]. To
simplify the notations, we denote F (XN(·)) by fN and F (Y (·)) by f .
Our first statement is that for any sequence (Nk)k≥1, such that for all k ≥ 1,
Nk+1
Nk






P→ EY [f ], as n→∞. (4.27)
























The second term on the right-hand side vanishes as n tends to infinity since E[fNk ]→





























∣∣E [(fNk − E[fNk ]) (fNj − E[fNj ])]∣∣ .
(4.29)
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The first term on right hand side is bounded by Cn−1 with some constant C, since F
is bounded. To bound the second term on the right-hand side, we use the following
lemma.
Lemma 4.2.3 ([J07, Page 44]). For any p < α ≤ 1, there exists some constant
C := C(p), such that for any 1 ≤ k ≤ l,






where an is the scaling constant for convergence to stable law.
Lemma 4.2.3 can be shown by the method introduced in [AW00, Page 99]. The
proof will be presented in Appendix B.
By Lemma 4.2.3, each summand in the second term on the right-hand side of









−δ)(j−k) for some 0 < δ < 1
α
and constant C, which only depends on p and
δ (cf. [BGT89, Theorem 1.5.6]). Therefore, the summation in the second term is
also bounded by Cn−1 for some constant C. Combine (4.28) and (4.29), we obtain
(4.25). By (4.11), the convergence in (4.27) also holds in EPωβ,mc-probability.




. For any convergent subsequence ENk , we can find
a sub-subsequence ENkj , such that infj
(Nkj+1/Nkj) = ρ > 1, and then by (4.27) and







Y [f ]. Therefore we conclude that
(4.26) holds.
Next we prove (4.22). The basic idea is the same as the proof of (4.23). We only







F (XN(·))]] = EY [F (Y (·))] . (4.31)
Using the simplified notations, for 0 ≤ k ≤ N ,∣∣E [EωN,β [fN − EY [f ]]]∣∣




∣∣E [Eωβ,mc[fN−k]]− EY [f ]∣∣ .
(4.32)
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For any fixed k, let N tend to infinity, and then by (4.26), the last term vanishes.
For the first term, denote d(XN(·), XN−k(·)) by d(N,N − k), where d(·, ·) is the




EωN,β |fN − fN−k|













where L is the Lipschitz constant of F . The first term on the right-hand side of (4.33)
can be made sufficiently small by choosing δ sufficiently small. The expectation in







∣∣∣∣ SjaN − SjaN−k
∣∣∣∣ > δ}⋃{ sup
1≤j≤k
∣∣∣∣SN−k+jaN − SN−kaN−k
∣∣∣∣ > δ})] ,
(4.34)
since Skorokhod distance allows us to align the jumps of two different ca´dla´g func-













to make the first N − k− 1 jumps of both XN(t) and XN−k(t)
occur at the same time. Meanwhile,
sup
0≤t≤1
|λ(t)− t| = 1
N − k → 0 as N →∞, (4.35)






∣∣∣∣ SjaN − SjaN−k






























→ 1, as N → ∞ for fixed k. By weak convergence of SN−k
aN−k
, the
continuous mapping theorem and the fact that sup
0≤t≤1
|Yt| < ∞ a.s., the first two
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terms on the right-hand side of (4.36) tend to 0 as N tends to infinity. The last
term also tends to 0, since SN−k+j − SN−k d= Sj. Denote the event{
sup
1≤j≤N−k
∣∣∣∣ SjaN − SjaN−k
∣∣∣∣ > δ}⋃{ sup
1≤j≤k
∣∣∣∣SN−k+jaN − SN−kaN−k
∣∣∣∣ > δ} (4.37)
by AN,k for N > k. We have lim
N→∞
P(AN,k) = 0. Then by Corollary 4.1.3, (4.34)
tends to 0 as N tends to infinity. Therefore, (4.33), i.e., the first term on the
right-hand side of (4.32) vanishes.




∣∣EωN+k,β[fN ]− Eωβ,mc[fN ]∣∣ . (4.38)













[||PωN+k,β −Pωβ,mc||FN ] .
(4.39)
Let k tend to infinity and apply Proposition 4.1.4. The right-hand side of (4.39)
tends to 0. This completes the proof of (4.22).
Proof of Theorem 4.2.2. By the same procedure as in the proof of (4.23), but using



















Y (·), Y˜ (·)
)]
. (4.40)





Eωβ,mc[fN − EY [f ]]
)2]
= 0, (4.41)




∣∣EωN,β [fN − EY [f ]]∣∣ = 0. (4.42)
The proof of (4.42) is the same as that of (4.31).
Chapter5
Localization phenomenon in the very
strong disorder regime: proof of Theorems
1.4.8 and 1.4.9
5.1 Proof of Theorem 1.4.8
The proof is based on the extension of a key lemma in Vargas’s paper [V07]
concerning the nearest-neighbor directed polymer.










(ηi)i≥1 be an i.i.d. sequence of positive random variables such that E[| log ηi|] < ∞.























This lemma can be rapidly extended to the case with countably many positive
i.i.d. random variables. We deduce the following corollary.
Corollary 5.1.2. Denote Λ =
{





. Let (ηi)i≥1 be an
i.i.d.sequence of positive random variables such that E[| log η1|] <∞. Then for any
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Note that there are only finite many λ¯i’s that equal to
1
k
and there exists some

















1 + δ(η2 − η1)∞∑
i=1
λ¯iηi + δ(η1 − η2)


∣∣∣∣∣∣∣∣ ≤ log 2,
(5.5)
since (ηi)i≥1 is a positive family. By monotone convergence theorem, (5.5) tends to 0
as δ tends to 0 and hence, the left-hand side of (5.4) is continuous for finite many λ¯i’s,
so we can adjust those λ¯i’s if necessary such that for some  <
1
k
, supi λ¯i =  and (5.4)




we set λˆi =
λ¯i
Λn




























where the first inequality is due to the positivity of ηi’s and the second inequality
holds by Lemma 5.1.1 since sup
1≤i≤n
λˆi ≤ 1k and
n∑
i=1
λˆi = 1. Let n tend to infinity, then
log Λn tends to 0 and (5.6) contradicts (5.4).
5.1 Proof of Theorem 1.4.8 84
Proof of Theorem 1.4.8. We follow the same strategy of the proof as in [V07, Theo-
rem 3.7] for the nearest-neighbor model. We will decompose N−1 logZωN,β by succes-
sively conditioning on GN to construct a martingale, which is the σ-field generated







































Pωj−1,β(Sj = x) exp(βωj,x)
) (5.8)
Note that for the second term on the right-hand side of (5.8), we have
sup
x∈Z
PωN−1,β(SN = x) ≤ . (5.9)
For simplicity, we can assume that 1

is a integer. Hence, (PωN−1,β(SN = x))x∈Z will
play the role as (λi)i≥1 in Corollary 5.1.2 later.











































Pωj−1,β(Sj = x) exp(βωj,x)
)∣∣∣∣∣Gj−1
] (5.11)



















































































by Corollary (5.1.2) with (exp(βωj,x))j≥0,x∈Z and (Pωj−1,β(Sj = x))x∈Z playing the


























tend to 0 as N tends to infinity by applying the
following theorem.
Theorem 5.1.3 ([HH80, Theorem 2.19]). Let (Yn)n≥1 be a sequence of random vari-
ables and (Fn)n≥1 be an increasing sequence of σ-fields, such that Yn is measurable
with respect to Fn for each n. Let Y be a random variable and c a constant such




[Yi − E[Yi|Fi−1]] P→ 0 as n→∞. (5.15)
If E[|Y | log+ |Y |] <∞, then the convergence in probability in (5.15) can be strengthen
to almost sure convergence.
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We are now dealing with the term log
(∑
x∈Z
Pωj−1,β(Sj = x) exp(βωj,x)
)
appeared




Pωj−1,β(Sj = x)ωj,x ≤ log
(∑
x∈Z
Pωj−1,β(Sj = x) exp(βωj,x)
)
. (5.16)













Then, by applying (5.16) when log
(∑
x∈Z
Pωj−1,β(Sj = x) exp(βωj,x)
)




Pωj−1,β(Sj = x) exp(βωj,x)
)
















Pωj−1,β(Sj = x) exp(βωj,x)
]






, Let 1(Aj,β)c log
(∑
x∈Z







Pωj−1,β(Sj = x) exp(βωj,x)
)
play the role Yj in Theorem 5.1.3, and in-
troduce a random variable Y such that for all x > C
1
θ ,
P(|Y | > x) = C
xθ
, (5.19)
where C is the same as that in (5.18). Then by Chebyshev’s inequality, the tail









= 0, in P-probability. (5.20)
Note that, recalling θ > 1 and by the (5.19), E[|Y | log+ |Y |] < ∞. Therefore, the
convergence in (5.20) can be strengthened to almost sure convergence. By taking
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)] , P-a.s., (5.21)
where F (β) is the free energy of the system by (1.24). Let  tend to 0 along the
sequence ( 1
k
)k≥1. By using Jensen’s inequality to obtain a upper bound, and using









 = λ(β) > F (β). (5.22)
The last inequality is due to our very strong disorder assumption.






 > F (β). (5.23)
















Recall the definition of A,ωN,β and AN,β in (1.40) and respectively (5.7), and then
(5.24) implies (1.41).
5.2 Proof of Theorem 1.4.9
The proof is based on a comparison between the entropy cost and the energy gain
for the system, when the random walk introduced in (1.42) stays in some distance
abnormally far away from the origin. To start, we can see that the partition function
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where HωN(S) is the energy introduced in Remark 1.3.1. The strategy goes in the
following way: for technical reason, we may study the second half of the trajectory
of the random walk, i.e., (SN/2, . . . , SN). On one hand, if the second half of SN stays
in some distance of order N/(logN)2, which is  N 1α for α ∈ (1, 2] and it makes
P(S) very small, then there is a significant entropy cost. On the other hand, with
some random variable Y , we may write exp(−βHωN(S)) ≈ exp(−β
√
NY ), which
fluctuates dramatically. Therefore, it is possible that we can find some block with
very low energy (so −HωN(S) is very large) on Z in a distance of order N/(logN)2
away from the origin, and if the energy gain wins the entropy cost, then the random
walk is likely to stay in that block instead of somewhere near the origin.
Our proof consists of two parts. We will first investigate the energy gain. How-
ever, we will not estimate the energy directly. Instead, we will compare the contri-
bution to the partition function from the environment on different blocks. In order
to do that, we will use a change of measure argument developed in [L11], since this
method is more likely to be extended to the model with a general environment and
it is much shorter than the method used in [BTV08]. Then we need to compute
the entropy cost, which will be done by an estimate on a Radon-Nikodym deriva-
tive, although it is not as accurate as the Girsanov Theorem used in [BTV08,L11].
We need the strong regularity assumption (1.42) there to make the computation go
through.
Proof of Theorem 1.4.9. Without loss of generality, we can assume that the integer
N is always even throughout the proof, such that we can omit many ”b·c” symbols
to make the proof more readable.





4(α + 1 + )2(logN)2
,
β2N
4(α + 1 + )2(logN)2
)
∩ Z. (5.26)
























It is not hard to check that ωˆ := (ωˆi,x)(i,x)∈N×Z defined by








is a family of i.i.d. standard Gaussian random variables under Pˆ. Probability mea-




]×JN become less attractive to the random walk. Secondly, it does not differ





































































In order to deal with the last term in (5.31), we partition the integer set Z by





4(α + 1 + 0)2(logN)2
⌋
(5.33)
with some 0 ∈ (0, ) so that when N is large enough, JN ⊂ I0N . Note that under this
partition, only those ωi,x’s with (i, x) ∈ [N2 + 1, N ] × I0N is influenced by changing










1{Sn∈IkN , ∀n∈[N2 +1,N]}
]
(5.34)











1{|Sn|< 12 |JN |, ∀n∈[1,N ]}
]
. (5.35)
Since IkN and I
j

































































where in the first equality, we change ω to ωˆ (Notice that ZωN,β(k) = Z
ωˆ
N,β(k) for k 6= 0
by definition (5.34)) and the last equality results from the property LP(ω) = LPˆ(ωˆ).
The proof will be completed by the following proposition, whose proof will be given
later.
Proposition 5.2.1. For any  > 0, there exists some constant C > 0, such that for






with P-probability greater than 1− 1
2M
.









≤ C(MN)α+1+ 2 (5.39)
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with P-probability greater than 1− 1
2M













Combine (5.31), (5.37), (5.39), (5.40) and then choosing p = N−





































By sending N to infinity and then sending M to infinity, we finish the proof of
Theorem 1.4.9.
Now we prove Proposition 5.2.1, which gives an estimate on the entropy cost for
a random walk staying in the blocks which are far away from the origin.
Proof of Proposition 5.2.1. For all k ∈ {−M, . . . ,M}, by recalling L in (5.33) and
IkN in (5.32), we define
hN(n, k) =




















1{Sn∈I0N , ∀n∈[N2 +1,N]}
]
. (5.44)












dependent families for different k. Hence, it is easy to show that (Z
ω
N,β(k))k∈{−M,...,M}
is an exchangeable sequence and since P(ω ∈ ·) and the Lebesgue measure are ab-
solutely continuous with respect to each other, P(ZωN,β(k) = Z
ω




































1{Sn∈I0N , ∀n∈[N2 +1,N]}
]
. (5.46)
We can complete the proof with the help of the following lemma.
Lemma 5.2.2. Define a sequence of random variables (Xn)1≤n≤N by
X :=




Xn − hN(n, k), for n = N2 + 1.
(5.47)
We change the measure from P to a new probability measure P by Ladon-Nikodym
Theorem such that LP((X)1≤n≤N) = LP((X)1≤n≤N). Then for any δ > 0, we can
find a constant C > 0, such that for any k ∈ {−M, . . . ,M} and large enough integer




Proof of Lemma 5.2.2. It is obvious that P and P only differ on the distribution of
XN
2







= px, ∀x ∈ Z (5.49)











+1 = x− h
)
= px−h. (5.50)
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By [BGT89, Theorem 1.5.6], given a slowly varying function L(x), for any δ > 0,















We can partition the summation range by (−∞, 1], [1, h− 1], [h+ 1,∞) to get rid of
the absolute value in (5.52) and then apply (5.53) to achieve (5.48). Note that the
term (logN)2 in L defined by (5.33) (not the slowly varying function L(·)) can be
ignored by some adjustment in the power δ, since it is a slowly varying function.
Now by (5.46) and Lemma 5.2.2, for δ = 
2
















where in the last inequality, we use the property that LP((X)1≤n≤N) = LP((X)1≤n≤N).
Combine (5.45) and (5.54) and then we finish the proof of Proposition 5.2.1.
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AppendixA
Proof of lemmas in Chapter 2
We adopt the procedures in the original paper [CSY03], where these lemmas
were proved.
Proof of Lemma 2.0.1. First note that by the monotone convergence theorem, the
random variable U is well-defined.












































and then (2.3) follows.
To prove (2.4), introduce a function f : (−1,∞)→ [0,∞) by
f(u) = u− log(1 + u) (A.3)
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Since U is centered,
E[f(U)] = −E[log(1 + U)]. (A.4)





Therefore, the left inequality in (2.4) is proved.
For the right inequality in (2.4), note that for u ≤ 0, f(u) + log(1 + u) ≤ 0.









≤ E [f(U)1{1+U>}]− E [log(1 + U)1{1+U≤}] (A.6)
For given  as above, there exists some constant c4 such that f(u) ≤ c4(u/)2 when
















α(log ξi − γ), (A.8)
where γ = E[log ξi] ≤ 0 by Jensen’s inequality, and since log ξi is square integrable,
V is well-defined. Again, by Jensen’s inequality, V + γ ≤ log(1 + U). Thus
{1 + U ≤ } = {V + γ ≤ log(1 + U) ≤ log }
⊂ {− log(1 + U) ≤ −(V + γ)} ∪ {V + γ ≤ log }.
(A.9)
We can choose  small enough so that log − γ ≤ −1,
−E [log(1 + U)1{1+U≤}] ≤ E[−V 1{−V≥1}]− γP(−V ≥ 1)





Combine (A.6),(A.7) and (A.10) and then we yield the right inequality in (2.4).
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where the second inequality is due to the Cauchy-Schwarz inequality. By multiplying
(ZˆωN−1,β)































= P(SN /∈ Λ)θ,
(A.13)
and then we complete the proof.
AppendixB
Proof of lemmas in Chapter 4
We adopt the procedures in the original paper [CY06], where these lemmas were
proved. Note that in this Appendix, weak disorder always holds.















] ≤ E [PωN,β(AM,N)1{ZˆωN,β>δ}]+ P(ZˆωN,β ≤ δ) . (B.2)





















P(AM,N)→ 0, as M →∞,
(B.3)
by condition (4.12).
For the second term on the right-hand side of (B.2), since in the weak disorder
regime, (ZˆωN,β)














Proof of Proposition 4.1.1. First, (4.9) is easily deduced by (4.2), (4.7) and (4.8).
To prove (4.10), note that by Lemma 4.1.2, for any sequence (AN)N≥1 ⊂ F∞








Therefore, EPω∞,β is a probability measure on F∞. Since EPωβ,mc coincide with
EPω∞,β on ∪∞N=1FN , which generates F∞, then by Caratheodory extension Theorem,
these two probability measures are actually the same.
To prove (4.11), by Lemma 4.1.2 combined with (4.10), it follows that EPωβ,mc 




= 0 implies Pω∞,β(A) =
0, P-a.s. by (4.10). Thus limN→∞ ZˆωN,βPωN,β(A) = 0, P-a.s.. Since (ZˆωN,β)N≥1 is
uniformly integrable in the weak disorder regime by [CY06, Proposition 3.1] and
ZˆωN,βP
ω








integrable and thus converges to 0 in L1.



















∥∥PωN+k,β −Pωβ,mc∥∥FN]+ 2P(Zˆω∞,β ≤ δ)
(B.7)
and the result follows by first sending k to infinity so that the first term on the
right-hand side of (B.7) tends 0 by (B.6) and then sending δ to 0 so that the second
term on the right-hand side of (B.7) tends to 0 because of weak disorder.
To prove (B.6), we use the alternative expression (4.2) and (4.8) for PωN+k,β
and Pωβ,mc. Note that all the trajectories of S up to time N , denoted by SN , is a

































































can be freely taken out of the E-expectation. On the right-
hand side of (B.9), the first term equals to
∣∣∣Zˆω∞,β − ZˆωN+k,β∣∣∣ by Markov property,















Taking E-expectation on both sides of (B.10) and sending k to infinity, the first term
on the right-hand side of (B.10) vanishes by L1 convergence (cf. [CY06, Proposition




























where GN is the σ-field defined in (1.18). Since Zˆωk,β(N,SN) and Zˆω∞,β(N,SN) are
independent of GN and they are identically distributed as Zˆωk,β and Zˆω∞,β for any
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[∣∣∣Zˆωk,β − Zˆω∞,β∣∣∣] , (B.12)
which tends to 0 as k tends to infinity by L1 convergence (cf. [CY06, Proposition
3.1]). Therefore, (B.11) tends to 0 as k tends to infinity and (B.6) has been proved.
Proof of Lemma 4.2.3. We define a ”truncated” X l(t) by
X lk(t) :=
X












Then X l(t) − X lk(t) is independent of X l(t). Denote F (X l(·) − X lk(·)) by fl,k and
then we have
E[(fk − E[fk])(fl − E[fl])] = E[(fk − E[fk])(fl − E[fl]− (fl,k − E[fl,k]))]. (B.14)
Denote supt∈[0,1] |F (t)| = C, then
E[(fk − E[fk])(fl − E[fl])] ≤ 4CE|fl − fl,k|. (B.15)
Note that a trivial bound for Skorohod distance d(·, ·) is
d(x, y) ≤ ‖x− y‖∞. (B.16)
Hence,
E|fl − fl,k| ≤ E[Ld(X l(·), X l(·)−X lk(·))∧ 2C] ≤ E[L‖X l(·), X l(·)−X lk(·)‖∞ ∧ 2C],
(B.17)
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where L is the Lipshitz constant for F . Denote C ′ = L ∨ 2C and then we obtain












































to [J07, Lemma 4.15], which can be proved by applying a strong symmetriza-
tion inequality (cf. [G12, Proposition 3.6.3]). Readers may refer to the original
resource [J07].
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