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This  paper  aims  at showing  how  quantile  estimations  can  make  the  analysis  of the  ﬁrm’s  production
function  better  able  to deal  with the  innovation  implications  of  production.  In  order  to  do  this,  we provide
evidence  of  how  top  world  R&D  investors  differ  in the production  impact  of their inputs  and  in  their
rate  of  technical  change.  We  use the  EU  Industrial  R&D  Investment  Scoreboard  and  carry  out  a  quantile
estimation  of  an  augmented  Cobb–Douglas  production  function  for a panel  of more  than  1000  companies,
covering  the 2002–2010  period.  The  results  of  the  pooled  sample  are  contrasted  with  those  obtained  from
the  estimates  for different  groups  of  economic  sectors.  Returns  to  scale  are  bounded  by the  size  of  the21
30
eywords:
roduction function
&D
ﬁrm,  but  to an  extent  that  decreases  with  the technological  intensity  of  the  sector.  The  output  return  of
knowledge  capital  is  the  largest,  irrespective  of  ﬁrm  size,  but  in  high-tech  sectors  only.  Elsewhere,  physical
capital is the pivotal  factor,  although  with  size  variations.  The  investigated  ﬁrms  also  appear  different
in  their  technical  progress:  embodied  in mid-high  and  low/mid-low  tech  sectors,  and  disembodied  in
high-tech  sectors.
©  2014  The  Authors.  Published  by  Elsevier  B.V.  This  is  an  open  access  article  under the  CC  BY-NC-ND
irm and sector heterogeneity
. Introduction
Conﬁrming what Griliches and Mairesse noticed nearly twenty
ears ago, the production function nowadays appears as “a tool,
 framework for answering other questions, only partially related
o [it]” (Griliches and Mairesse, 1995, p. 2). In innovation studies,
his is proved by the extensive use of the so-called “knowledge
roduction function” (Pakes and Griliches, 1984). Its relationship
ith its “standard” counterpart is at most partial and its “eclectic”
ature apparently makes its application less problematic. On the
ne hand, the emphasis on a theoretically consistent “transfor-
ation” logic (of inventive inputs into innovative output) ends up
aking some focus away from the burden of stringent hypotheses
e.g. in terms of returns to scale), which often accompany its
pplication to the production realm. On the other hand, the primer
ole of feed-backs in the innovation process (e.g. from proﬁtability
o innovation investment) makes the search for an exogeneous
reatment of the relevant (knowledge) inputs (Crepon et al.,
998) more fundamental than it is in the production analysis,
∗ Corresponding author.
E-mail addresses: sandro.montresor@unibo.it (S. Montresor),
ntonio.vezzani@europa.ec.eu (A. Vezzani).
ttp://dx.doi.org/10.1016/j.respol.2014.08.005
048-7333/© 2014 The Authors. Published by Elsevier B.V. This is an open access article unlicense (http://creativecommons.org/licenses/by-nc-nd/3.0/).
while rendering the actual functional speciﬁcation of their output
(innovation) impact relatively less crucial.
Beneﬁting from an apparently higher tractability, estimates of
the knowledge production function have been growing in num-
ber in the last thirty years and have substantially contributed to
opening up the innovation “black-box”. Conversely, estimates of
the production function as such for the same purpose have been
surprisingly under-used. Given the relevance of production-related
issues in innovation, and their policy and strategic impact, this
seems quite unfortunate. For example, the marginal productivity
of different production inputs (labour and capital, to start with)
is an important element in detecting a ﬁrm’s opportunities for
“embodied” vs. “disembodied” technological change. Similarly, the
evidence of increasing, constant or decreasing returns to scale can
inform us about the ﬁrm’s capacity to overcome the indivisibili-
ties that often hamper the achievement of signiﬁcant innovation
outcomes.
Although quite important, analysis of these innovation implica-
tions has been hampered by the burden of well-known conceptual
hypotheses and econometric problems that affect estimation of the
production function. In addition to these, we  retain that a crucial
obstacle to the simple use of the production function is repre-
sented by the inner heterogeneity that ﬁrms have been found to
show in innovation, in particular with respect to their size and spe-
ciﬁc economic sector. This is a basic pillar of modern economics
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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accurate way  of carrying out the estimate is thus compelling.
A similar need emerges from the centrality that through the use
of the production function, scholars have long found for returns
1 As is also well-known, other limitations in its general use are related to the
problematic way capital is encapsulated within it – the famous “Cambridge capi-
tal controversy” (see Cohen and Harcourt, 2003) – and to the absence of an actual
entrepreneurial decisional process that the function entails – as in the Austrian
theory (see Foss, 1994).
2 These problems have attracted most econometric attention for the production
function in the last ﬁfteen years, along which the use of instrumental variables and of
ﬁxed effect estimation has been enriched by the dynamic panel literature (following
Arellano and Bond (1991)) and by that on observed input decisions (following Olley
and  Pakes (1996)).
3 Originally explained with quite strong hypotheses – e.g. by assuming a constant
rate  of technical change and treating consumption and investment goods as perfect
substitutes in production (Solow, 1960) – embodied technical change was  subse-
quently accounted for in more general terms (Jorgenson, 1966) and more recently
inserted into a general equilibrium framework, through vintage-capital models in82 S. Montresor, A. Vezzani / Re
f innovation: ﬁrms of different sizes show inherently diverse
apacities of introducing, appropriating and exploiting innovations,
nd additional heterogeneity comes from the industrial struc-
ure and dynamics of their different sectors of activity (Cohen,
010). Accordingly, this heterogeneity should be also retained in
nvestigating ﬁrms’ capacity to turn their production inputs into
production) output.
While there are ways to integrate them in order to account
or this heterogeneity, econometric estimates of a parametric kind
re not fully equipped to accurately illustrate its impact on pro-
uction and its relevance for innovation. However, less standard
emi-parametric techniques can be used to this scope and inter-
sting implications can be obtained from them. This is particularly
he case for quantile regression,  on which the present paper focuses,
iming to show that it can be a useful analytical tool for a micro-
conometric estimate that directly tackles ﬁrms’ heterogeneity and
hus increases its utility in the analysis of innovation. In partic-
lar, the quantile estimation can help us detect how much the
roduction impact of ﬁrms’ inputs varies along different ﬁrm-size
uantiles and in different economic sectors.
We carry out this estimate on a sample of more than 1000 top
&D investors – representing nearly 80% of total world R&D – over
he 2002–2010 period. Their high R&D intensity makes them a sam-
le of ﬁrms with substantial innovative efforts (highly innovative,
f we use an input kind of proxy for innovation) and with a rela-
ively homogenous pattern of innovation (i.e. relying on internal
nd formal innovative efforts). Furthermore, the ranking criterion
ith which the sample is built up leads it to be dominated by
arge-sized (or, at the least, medium-sized) companies. Given these
ommon features, one could argue that their production behaviour
nd performance are relatively homogeneous and that any policy
upporting them may  well require a similar kind of approach. These
onsiderations make our search for heterogeneity in the production
unction of these ﬁrms – both in terms of size and sector of eco-
omic activity – particularly interesting. Should we actually ﬁnd
races of this heterogeneity, the exercise that we propose would
ecome even more compelling for a more general kind of sample.
The remainder of this paper is organised as follows. Section
 outlines the literature from which our analysis draws. Section
 illustrates the data and econometric methodology. Section 4
eports and discusses the results. Section 5 concludes with a set
f policy implications.
. Theoretical background
The so-called “knowledge production function”, introduced for
he ﬁrst time by Pakes and Griliches (1984), is certainly the most
sed and debated form of a relation between inputs and outputs
n innovation studies. Inspired by Griliches’ (1979, 1998) incessant
earch for a nexus between R&D and productivity, such a produc-
ion function is based on the informative value of patents, as a
roxy of the ﬁrm’s capacity of transforming R&D into economically
aluable knowledge. Its applicability to the analysis of the ﬁrm’s
nnovation, in particular under the limitations of cross-section
ata, has been substantially increased by the now popular Crepon
t al. (1998) (CDM) model, in which the (R&D) inputs of the same
unction are recursively endogenized on the basis of theoretical
nd empirical insights. More recently, the same function has
een further reﬁned by disentangling the different nature of its
nowledge inputs (e.g. Zucker et al., 2007; Ramani et al., 2008;
zarnitzki et al., 2009) and outputs (e.g. Evangelista and Vezzani,
010, 2012). Its extension to the inclusion of R&D/knowledge
pillovers, especially with respect to co-localised (e.g. regional)
rms, represents an additional path along which the ‘augmented’ Policy 44 (2015) 381–393
knowledge production function has recently been developed (e.g.
Ponds et al., 2010; D’Agostino et al., 2013).
Less popular in innovation studies, however, is the analysis of
the ﬁrm’s production function as such, that is the technical relation-
ship between the ﬁrm’s production inputs (e.g. labour and capital)
and output (i.e. goods and services). As is well-known, this neglect
is mainly due to the famous critique of a “black-boxed” (neoclassi-
cal) view of technological change (Rosenberg, 1982, 1994), of which
the production function represents the main conceptual pillar.1
Additional resistance to its use, in innovation studies as well as else-
where, can be found in problems pertaining to an “econometrically
determined production function” (Shephard, 1974, p. 407) and the
delicate questions posed by its estimation (Griliches and Mairesse,
1995), starting with its identiﬁcation and with the endogeneity
(simultaneity) of its inputs (input–output relationship).2
These theoretical and empirical issues surely downplay the
utility of the production function in dealing with innovation. How-
ever, their incidence can be attenuated, and utility thus increased,
when a different approach is adopted in determining its estima-
tion, as we suggest in the following section. Indeed, the search
for a more “innovation-friendly” use of the production function
would seem recommendable, given the important aspects of inno-
vation to which it directly and indirectly refers. First of all, the
production function has offered important insights in analysis of
the so-called “embodied technological change”, as distinct from
disembodied technological change. Following Solow’s (1960) sem-
inal idea, according to which TFP changes can be due to new
(better or higher quality) vintages of capital goods, physical invest-
ments have attracted a lot of attention as an innovation driver,
even with respect to the existing ﬁrm’s techniques (Salter, 1960).3
Investment-speciﬁc technological change was  initially linked to
the ICT revolution in the early 1970s, and to the incorporation
of computerised machinery in production (e.g. Yorukoglu, 1998).
More recently, however, its role has been more generally argued
in other sectors as well, where (R&D) knowledge capital is appar-
ently the main driver (e.g. Ortega-Argilés et al., 2011). This has
led to important policy implications about how to spur innova-
tion and productivity, especially in those portions of the European
area where industrial structure is still rooted into capital-intensive
specialisation models (Conte and Vivarelli, 2005).
On this basis, in innovation studies it becomes extremely impor-
tant “going-back” to the production impact of physical capital, vs.
labour and knowledge capital, in the way in which the estimate of
the production function allows us to do this. The search for morewhich production becomes more efﬁcient over time (e.g. Greenwood et al., 1997).
In  empirical terms, its estimates were mainly carried out with a “price-approach”,
claiming that ofﬁcial price indices do not accurately capture changes in the quality
of  equipment, and that their comparison with more articulated price indexes (e.g.
that by Gordon (1990)) can be taken as a proxy of embodied technical changes.
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o scale in accounting for productivity growth (Brown and Popkin,
962). As is well known, the “switch” from constant to increasing
eturns to scale has been one of the conceptual leverages through
hich growth has been endogenised in “new growth theories”: not
nly by considering the R&D sector (Aghion and Howitt, 1992), but
lso the special nature of some ﬁrms’ production inputs (Romer,
990). Accordingly, a broader and possibly more accurate refocus-
ng on returns to scale in production appears desirable: above all
n guiding European policy makers in support of their exploitation
n mid- and mid-low technological sectors/countries (Heidenreich,
009; Santamaría et al., 2009).
Finally, although this could appear at odds with the most recent
fforts to open the “black-box” of technological change (Dosi, 1988),
he estimate of the production function can be useful to get a ﬁrst
uantitative “taste” of the rate at which the knowledge available to
he ﬁrm grows over time. If properly retained, such an indication
ould be used as a reference for other, less black-boxed measure-
ents of the ﬁrm’s knowledge production function.
All of the previous arguments call for a refocusing on the “old”
roduction function. However, as we said, this should retain the
ssential elements of heterogeneity that characterise innovation,
nd that could also be expected in the production realm.
As far as R&D and innovation are concerned, the heterogene-
ty shown by ﬁrms of different sizes and sectors dates back at
east to the work of Joseph Schumpeter in the previous century.
he subsequent debate on ‘technological regimes’ of Schumpeter
ark I and Mark II kind has provided us with new insights on
his issue (e.g. Breschi et al., 2000). Along the same research-line,
mportant results have been obtained by the literature on “sectoral
nnovation systems” (Malerba, 2002). Those ﬁrms whose inventive
utput belongs to different technological classes (e.g. in terms of
atents) have been shown to follow different innovative patterns
 for example, “widening” (à la Schumpeter Mark I), rather than
deepening” (à la Schumpeter Mark II) – above all in terms of ﬁrm-
ize, market concentration and industry dynamics (Malerba and
rsenigo, 1995, 1996). Quite interestingly, these size and sectoral
lements of heterogeneity in innovation hold true across different
ountries, whose speciﬁcities “just” introduce differences in inno-
ative patterns, within each and every technological class. These
ectoral patterns of technological activity – and of R&D intensity, in
articular – appear important in driving the dynamics of countries’
arket shares on the global level. Their evolutionary dynamics
hould thus be the starting point for building up proper models of
tructural change and aggregated productivity growth (Montobbio,
002, 2003).4
Although it has received less attention, substantial heterogene-
ty should also be expected by looking at the production function
hat innovative ﬁrms of different sizes and sectors use in employing
heir inputs for obtaining their production (rather than innova-
ive) output. First of all, ﬁrms of different sizes could beneﬁt
suffer) from returns to (diseconomies of) scale to a different
xtent. The standard (i.e. labour-capital based) micro-economic
rgument would suggest that smaller ﬁrms are better placed
o beneﬁt from increasing returns to scale, whereas larger ones
ould suffer from decreasing returns due to technical inefﬁciencies
nd/or managerial costs. However, in ﬁrms which heavily invest in
4 Important elements of analysis have also emerged from the speciﬁc literature
n  the role of market structure for R&D and innovation (e.g. Kamien and Schwartz,
982). Size and sector speciﬁcities have also been identiﬁed by looking at inno-
ation diffusion among ﬁrms. From the seminal Pavitt taxonomy (Pavitt, 1984),
p to the most recent sectoral classiﬁcation in terms of innovation (Castellacci,
008), the differences that ﬁrms show in terms of internal and external knowl-
dge sources, technology transfer, and innovation strategies (to mention a few) have
lso (although not uniquely) been related to their size and to the techno-economic
haracteristics of their sector of activity. Policy 44 (2015) 381–393 383
innovation – like those top R&D investors that we  investigate – the
crucial role that knowledge capital plays, especially in relation to an
increase in their scale of operation, could alter this picture. This is
a quite well-established argument in industrial studies (Scherer,
1965; Acs and Audretsch, 1987), which the results of the new
growth theories about R&D spillovers and returns to scale (e.g.
Aghion and Howitt, 1992) have reinvigorated. Furthermore, the
techno-economic features of the sectors in which the ﬁrms operate
– and their intensity of physical and knowledge capital, in particu-
lar – could introduce differences in the way returns to scale emerge
along their size distribution. Finally, a differentiating impact on the
characterisation of returns to scale can be exerted by the different
stages of their technology/product development (e.g. Utterback and
Abernathy, 1975).
A second point concerns the marginal returns of the factors
that ﬁrms use in production, which are also supposedly size- and
sector-speciﬁc. For example, the indivisibilities to which capital
investments are generally exposed (Tone and Sahoo, 2003) would
suggest that, compared to that of labour, their production impact is
higher in larger rather than in smaller ﬁrms. However, in ﬁrms that
largely invest in innovation, the marginal contribution of knowl-
edge capital is also expected to play an important role and show a
different impact at different size levels (Lööf and Heshmati, 2002).
On the one hand, by spreading the outcome of their projects over
a larger level of output, bigger ﬁrms could be expected to have
higher returns from R&D (Cohen and Klepper, 1996). On the other
hand, smaller ﬁrms may  beneﬁt from more creative R&D projects
and have a more technical scope for their exploitation (Acs and
Audretsch, 1987). Once again, sector speciﬁcities matter here as
well. For example, following Cohen and Klepper (1996), the rela-
tionship between R&D and size should be weaker in industries
where innovation may  lead to stronger growth or where innova-
tions are of a more disembodied form.
Last but not least, in spite of the constraints that the estimate
of the production function impose on this kind of detectable tech-
nical change (which we will discuss in the next section), its rate is
expected to be variable along the observed distribution of ﬁrms and
to show differences across sectors as well. Although only indirectly,
this is suggested by the emerging studies on the heterogeneity of
the innovative output of manufacturing ﬁrms and of their patterns
of economic growth (Ciriaci et al., 2012; Coad and Rao, 2006, 2008).
All in all, the heterogeneity that ﬁrms show in production-
related issues appears conceptually signiﬁcant. Unfortunately,
available evidence, mainly based on parametric techniques, pro-
vides us with only scattered support to its relevance. In order to
offer more general insights, in the next section we  propose and
carry out an empirical application which presents ﬁrms’ hetero-
geneity in production more systematically by using the quantile
regression approach. In so doing, we extend previous applications
of the quantile approach to the “frontier production framework”,
whose aim is, differently from ours, to address heterogeneity in
production efﬁciency in general with respect to a standard set of
inputs (that is, in absence of knowledge capital).5 Furthermore,
we also contribute to extending the focus of existent literature on
quantile regression analyses which, in line with the “conceptual-
bias” we argued in Section 1, has also recently concentrated on the
knowledge “counterpart” of the production function, by address-
ing CDM-like relationships between R&D, innovation and economic
performance (e.g. Nahm, 2001; Coad and Rao, 2006, 2008; Kaiser,
2009; Stam and Wennberg, 2009; Ebersberger et al., 2010; Segarra
and Teruel, 2011; Falk, 2012; Mata and Wörter, 2013).6
5 See, for example, Bernini et al. (2004).
6 Similarly, we also contribute to generalising previous quantile regression studies
on the returns of skills for different levels of wages/earnings and on the returns of
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. Empirical application
.1. Data
We  estimate the production function of a sample of ﬁrms
ontained in the EU Industrial R&D Investment (IRI) Scoreboard
http://iri.jrc.ec.europa.eu/). This is a scoreboard analysis of top
&D investors, in Europe and in the rest of the world, which the
nstitute of Prospective Technological Studies (IPTS, Joint Research
entre, European Commission) has conducted annually since 2004.
ata for the relative annual ranking is collected from the com-
anies’ latest published accounts (e.g. 2012 for the Scoreboard of
013), by referring to the ultimate parent company in the case of
onsolidated groups. Companies which are subsidiaries of any other
ompany are not listed separately, while subsidiaries are included
hen consolidated group accounts of the ultimate parent company
re not available. The focal variable of the Scoreboard is the com-
anies’ cash investment in R&D (as from international accounting
tandards) funded by the companies themselves, excluding those
ndertaken under contract for customers such as governments or
ther companies. In addition, data on net sales, operating proﬁt,
apital expenditure and number of employees is reported, though
ith variable coverage (for more details, see IRI-IPTS, European
ommission, 2013). The IRI Scoreboard comprehends nearly all the
ig players of the R&D investments in the World (especially in mid-
igh and high-tech sectors) and accounts for nearly 80% of this total
xpenditure. The sample selection bias in investing the relative
opulation can thus be deemed not that large. Due to these features,
he sample has been previously used for investigating a number of
nteresting issues pertaining to the same population (e.g. Cincera
nd Ravet, 2010; García-Manjóna and Romero-Merino, 2012).
By integrating the yearly Scoreboards with other data from
RI sources (in particular, integrations/checks carried out by its
esearchers through examining the companies’ web-sites), and by
erging them, we have obtained a panel of 1024 companies, over
he 2002–2010 period.7
The sample is made up of large companies (28,016 employ-
es on average), which however show appreciable size variations
cross different sector groups. Firms in high-tech sectors (i.e.
ith an R&D intensity higher than 5%)8 are comparatively smaller
14,835 employees on average) than those in medium/high-tech
ectors (R&D intensity between 2% and 5%, with 32,048 employ-
es on average) and medium/low ones (R&D intensity lower than
%, with 48,386 employees on average) (Tables A1 and A2). Size
eterogeneity is also relevant within sectors. The within-sector
uman capital for different productivity levels (for a review, see Bartelsman et al.,
013).
7 The panel is slightly unbalanced, due to the fact that some of the current top
&D investors were not present in the ranking in earlier years (e.g. HTC). As for
he demographic industrial evolution of the panel, in the case of a demerger, the
ull  history of the continuing entity is included. In order to avoid double counting
roblems, the history of the demerged company can only go back as far as the date of
he  demerger. In case of M&As, pro-forma ﬁgures for the year of acquisition are used
long with pro-forma comparative ﬁgures if available. For extra-Euro companies,
urrency amounts have been translated at the Euro exchange rates ruling at the latest
ay of the previous year, and the exchange rate conversion has also been applied to
he historical data. While in so doing the Scoreboard reﬂects the domestic currency
esults of the companies, rather than economic estimates of current purchasing
arity results, this fact does not have an impact on the kind of estimates on which
e  focus. Finally, all the relevant ﬁgures have been deﬂated using the GDP deﬂators
ublished by the World Bank, and using 2002 as the reference year. For companies
ocated in the Cayman Islands we applied the World average deﬂator. In the case
f  companies based in Taiwan (Chinese Taipei), we used the “Implicit GDP Price
ndices” taken from the OECD-MSTI database instead.
8 Consistently with the IRI Scoreboard, R&D intensity is here deﬁned as the ratio
etween R&D investments and turnover. The threshold values for identifying sector
roups are also drawn from the IRI Scoreboard. Policy 44 (2015) 381–393
standard deviation of employment is appreciable (38,942, 54,910,
and 77,820, for the three sector groups) and median values are
much lower than their respective mean averages (3034, 11,821, and
21,742, respectively). The groups of sectors that we have identiﬁed
in terms of R&D intensity are also heterogeneous when we look at
the different economic activities that they encompass (Table A2).
However, although with some degree of approximation (mainly
due to the ﬁrms’ sizes), the technological base that they share can
be traced back to that of the Pavitt (1984) taxonomy. All of these
elements will have to be considered in interpreting the results of
our empirical application.
3.2. Variables and econometric strategy
Following the bulk of the literature, for the sake of analytical
tractability and ease of interpretation, we  adopt a Cobb–Douglas
formulation for the production function of ﬁrm i at time t, aug-
mented to include R&D-based “knowledge capital”, that is:
Yit = AtK˛it RD
ˇ
it
L
it
euit (1)
Y denotes the ﬁrms’ production output, L stands for labour, K and
RD for physical and knowledge capital stocks, respectively. At rep-
resents the technology in use and is deﬁned as At = Aet , where t is
the time index and uit represents the systematic component of the
unmeasured factors, assumed to be randomly distributed. ˛, ˇ,   ,
and  are the parameters of interest.
As is well-known, the Cobb–Douglas production function is the
only linearly homogeneous function that entails constant factor
shares (or marginal rates of return) and a unitary elasticity of sub-
stitution: two hypotheses that are hardly satisﬁed in empirical
applications. Although an intrinsic limitation, we have opted to
stick to it – a price to pay in order to illustrate, in an intuitive way,
the kind of heterogeneity (i.e. in terms of size and sector) we  are
interested in.9
In Eq. (1), Y is measured in terms of ﬁrm’s turnover.10 L is
obtained by considering the number of its employees, K and RD are
built up using the perpetual inventory method (Hall and Mairesse,
1995). For each ﬁrm i operating in a certain sector m,  at time t the
relevant Stock is deﬁned by the following formulas:
Stockjit=2002 =
Iji=2002
g¯m + ıj
for t = 2002 (2)
Stockjit = Stockjit−1(1 − ıj) + Ijit for t > 2002
where t = 2002,. . .,2010. For each kind of Stock (j = K; RD), I repre-
sents the relative investments observed in the sample, g¯ is their
sectoral average growth rate, and ı is the depreciation rate of cap-
ital. Following the extant literature (Hall and Mairesse, 1995), ı
has been set to 15% for knowledge and 8% for physical capital,
respectively (see Section 4.1 for a robustness check of these values).
Taking the logarithms of (1), we get the following estimation
equation, where small letters stand for logarithms:
yit = a + t + ˛kit + ˇrdit + lit + uit (3)
9 A more ﬂexible functional form, among those which are used in micro-
econometric estimations (Battese and Broca, 1997), while remedying the ﬂaws of the
Cobb-Douglas production function, does not have the same advantages of analytical
tractability we  are able to exploit with this function (Douglas, 1976).
10 The choice of using the ﬁrm’s gross revenues (i.e. gross output) rather than
its value-added as a proxy of its output has been mainly driven by issues of data
availability, in particular, by the lack of systematic ﬁgures on the cost of labour for
non-EU based companies. While value-added based estimates would have possibly
led  to different results, both the methodologies have been shown to have pros and
cons  (e.g. Cobbold, 2003; Mairesse and Jaumandreu, 2005).
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This ﬁrst result reveals important speciﬁcations when we  lookS. Montresor, A. Vezzani / Re
A list of dummy  variables, at the industry (ICB, Industry Clas-
iﬁcation Benchmark, 4-digit level), time and country levels, is
ncluded in the estimation.
Consistently with the use of the Cobb–Douglas functional form,
he parameter  of Eq. (3), which captures output variations over
ime that are not accounted for by changes in the use of inputs, is
aken to measure the ﬁrm’s rate of technical progress. More pre-
isely,  captures that “portion” of the ﬁrm’s technological change,
hich is not (endogenously and directly) accounted for by the dis-
mbodied knowledge the ﬁrm creates with its R&D investments
nd by the embodied knowledge it encapsulates into new vintages
f physical capital. The inclusion of industry, country and, above all,
ime controls, enables us to be conﬁdent that such a linear trend
ctually captures the (constant) technological shift experienced by
he focal ﬁrm over time, because of the joint efforts of all the play-
rs of its industry or, more broadly, by the improvement of the
echnological opportunities of its sectoral system of innovation.
Eq. (3) is estimated with a quantile model – discussed below –
nd the relative results are compared with those obtained using
hree other standard approaches: (1) Ordinary Least Squares (OLS),
2) Panel Random Effects (RE), and (3) System GMM  (SYS-GMM).
Among the possible alternatives, as usual, OLS is taken to rep-
esent a sort of benchmark estimate. RE, on the other hand, has
een chosen in order to have a speciﬁcation comparable to that
f the focal quantile in terms of controls, given that the Hausman
est did not provide evidence for supporting an alternative ﬁxed
ffect model. Finally, we present the results from the generalised
ethod of moments (GMM)  estimators, which has become a stan-
ard methodology in the dynamic panel framework. In particular,
e use the application of the GMM  proposed by Blundell and Bond
1998, 2000), which is essentially built as a system (SYS) of equa-
ions, where lagged ﬁrst-differences are used as instruments for
quation in levels, and lagged levels as instruments for equations in
rst-differences.11 The SYS-GMM framework allows us to relax the
ssumption of strict exogeneity of the regressors and to consider
he production inputs as predetermined.
In comparison with these alternative models, the quantile
odel has some important properties with respect to the issue
t hand (Koenker and Bassett, 1978; Koenker and Hallock, 2001).
irst of all, it is robust against outliers and non-normal distributed
rrors. Second, it allows us to estimate different measures of cen-
ral tendency and statistical dispersion. Furthermore, and of greater
elevance for our topic, it gives a more comprehensive picture
f the relationship between variables, by directly accounting for
rms’ heterogeneity across the sample. Indeed, the way  hetero-
eneity is accounted for by the quantile approach is substantially
ifferent from the other models. As is well-known, OLS estimations
imply assume that unobserved heterogeneity exclusively derives
rom sector-, time-, and country-speciﬁc factors. The RE approach,
onversely, assumes that there is an important source of hetero-
eneity coming from time-invariant, ﬁrm-speciﬁc factors, which
an be accounted for by the idiosyncratic part of the error term
i.e. in Eq. (3), instead of estimating a + uit , we estimate ai + uit).12
nlike the aforementioned models, the quantile approach directly
ontrols for that part of the ﬁrms’ heterogeneity that derives from
11 This type of estimator is particularly suitable when, as in our case, there is a large
umber of panels (companies) and a few temporal observations, the explanatory
ariables are not strictly exogenous, and ﬁxed effects and autocorrelation are both
resent within panels. In the production function framework, this approach has
roved to yield more reliable parameter estimates than classical GMM  estimators
Blundell and Bond, 1998, 2000).
12 For the sake of completeness, a ﬁxed effect approach would consider the het-
rogeneity as completely determined by ﬁrm-speciﬁc factors, not allowing for the
nclusion of additional time-invariant controls (e.g. sectors, time and country dum-
ies). Policy 44 (2015) 381–393 385
sector and country-speciﬁc factors and explicitly models it in terms
of independent variable levels. In brief, the parameters in Eq. (3) are
allowed to vary across the ﬁrm distribution in terms of the depen-
dent variable, that is the ﬁrms’ turnover. Accordingly, an important
part of the ﬁrms’ heterogeneity within a speciﬁc sector (and coun-
try) is taken to derive from their size in terms of turnover.13
In analytical terms, we are interested in estimating Q(yit |xit) =
x′
i
ˇ, that is the th conditional quantile of yit given xit. This can be
done by solving the following problem14:
ˆˇ  = arg min
n∑
i=1
(yit − x′itˇ) where  = uit( − 1(uit<0))
By increasing  continuously, from 0 to 1, it is possible to trace
the entire distribution of y, conditional on x (our RHS variables).
4. Results
The results of the quantile estimation provide us with interest-
ing insights about some important issues raised by the production
function analysis.
The ﬁrst issue is the analysis of returns to scale, measured by
the extent to which a ﬁrm’s production output varies with respect
to the same joint variation of all its inputs. As is well-known,
depending on the former being more, equally, or less than propor-
tional to the latter, these returns are said to be increasing, constant
or decreasing, respectively. Beneﬁting from the properties of the
Cobb–Douglas production function, we tested for whether the sum
of the coefﬁcients attached to the production factors is statistically
different from 1 and looked at its actual value.15
Compared to standard estimates, which suggest that returns to
scale are generally constant (in the case of SYS-GMM, the test relies
on the relatively higher standard errors attached to the estimated
coefﬁcients), the quantile estimate points to important elements of
heterogeneity in their speciﬁcation (Table 1).16
First of all, when we consider the entire distribution of the
observed ﬁrms in terms of turnover, and we pool together ﬁrms
of different sectors, evidence of decreasing returns is found at the
top of the distribution. Although average-based estimators hide this
result, some “few” quantiles of the investigated top R&D spenders
(the largest 25% of them) appear to have overcome their minimum
efﬁcient scale of production. Consistently with standard microe-
conomic arguments, this result holds true for the largest ﬁrms of
the whole turnover distribution, while for initial and intermediate
quantiles we  ﬁnd evidence of increasing returns to scale. Interest-
ingly, the distribution of the whole sample ‘mimics’, although with
a right-hand side skewness and in absence of constant ones, the
patterns that returns to scale display in textbooks with respect to
the production quantities of the representative ﬁrm.at returns to scale for different quantiles of ﬁrms within different
groups of sectors (Table 2).
13 For the sake of brevity, when we talk of ﬁrms of different size, we will implicitly
refer to ﬁrms of different quantiles of their turnover distribution.
14 1 denotes the indicator function. For the sake of illustration, the case of  = ½
corresponds to the median regression which minimises the sum of absolute residu-
als, while for  = 0.25 the weighted sum of residual is minimised with weights equal
to   when residuals are negative and ( − 1) when residuals are ≥0.
15 Constant returns to scale hold when the null hypothesis is not rejected, whereas
increasing and decreasing returns hold when the null hypothesis is rejected and the
sum of the coefﬁcients is greater and smaller than 1, respectively.
16 In looking at and interpreting the estimated coefﬁcients, it should be noted that
they  give information about the marginal changes that do not move an observation
from its current quantile to another quantile of the distribution.
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Table 1
Production function estimates – all sample.
OLS RE SYS-GMM Quantile
10% 25% Median 75% 90%
Knowledge capital 0.175*** 0.101*** 0.176*** 0.213*** 0.216*** 0.188*** 0.164*** 0.150***
(0.006) (0.011) (0.058) (0.006) (0.008) (0.007) (0.013) (0.014)
Physical capital 0.187*** 0.243*** 0.227** 0.160*** 0.153*** 0.188*** 0.216*** 0.219***
(0.007) (0.012) (0.109) (0.014) (0.009) (0.009) (0.012) (0.015)
Employment 0.642*** 0.678*** 0.436*** 0.656*** 0.648*** 0.629*** 0.602*** 0.591***
(0.008) (0.010) (0.029) (0.012) (0.012) (0.011) (0.011) (0.014)
Time  trend 0.015*** 0.0163*** 0.015*** 0.006* 0.007** 0.011*** 0.017*** 0.018***
(0.003) (0.001) (0.002) (0.003) (0.003) (0.002) (0.003) (0.004)
Constant 4.859*** 4.477*** 5.216*** 3.220*** 4.426*** 5.105*** 5.504*** 5.935***
(0.073) (0.183) (0.462) (0.356) (0.113) (0.120) (0.092) (0.119)
Returns to scale Constant Constant Constant Increasing Increasing Increasing Decreasing Decreasing
Sectorial dummies Signiﬁcant Signiﬁcant – Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant
Country dummies Signiﬁcant Signiﬁcant – Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant
Time  dummies Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant
Observations 8990 8990 7873 8990 8990 8990 8990 8990
R-squareda,b 0.940 0.939 0.000 0.786 0.792 0.791 0.779 0.756
m1  (m2)c 0.00 (0.27)
Sargand 0.069
Bootstrapped standard errors in parentheses (100 replications). ICB Industrial dummies (computed at a 4-digit level) and country dummies have been tested for their joint
signiﬁcance at a minimum 5% level. Returns to scale have been tested from regressions estimates. To improve the readability of the table, for the SYS-GMM only the minimum
distance parameters are reported.
a Pseudo R-square is reported for quantile estimates.
b For the SYS-GMM the p-value of the Wald Chi-square test is reported.
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*c Arellano–Bond test for serial correlation in the ﬁrst-differenced errors.
d Sargan test of overidentifying restrictions.
** p < 0.01, ** p < 0.05, * p < 0.1.
On the one hand, in high-tech sectors, the case of decreasing
eturns disappears even from the largest portion of the relative size
istribution. Such a distribution reveals at worst constant returns,
fter showing increasing returns up to the median. A similar pat-
ern holds true for ﬁrms operating in the mid-high tech sectors, in
hich, however, ﬁrms switch from increasing to constant returns
t a lower tail of the relative size/turnover distribution. On the other
and, in the low/mid-low tech sectors, we do not detect increas-
ng returns at all, not even for the smallest ﬁrms. Conversely, the
argest ﬁrms in these sectors appear to be the ones which account
or the evidence of decreasing returns to scale that we  have found
bove.
If we combine this last piece of evidence with the descriptive
tatistics of the sample (Table A1), an interesting general result
able 2
roduction function estimates by technological sector – quantile regression.
High tech (HT) Medium-high 
25% 50% 75% 25% 
Knowledge capital 0.296*** 0.291*** 0.268*** 0.168***
(0.010) (0.016) (0.017) (0.007) 
Physical capital 0.026** 0.059*** 0.103*** 0.205***
(0.012) (0.020) (0.017) (0.017) 
Employment 0.719*** 0.673*** 0.621*** 0.647***
(0.015) (0.011) (0.017) (0.015) 
Time  trend 0.004** 0.007** 0.011** 0.007**
(0.002) (0.003) (0.004) (0.003) 
Constant 3.415*** 3.680*** 4.238*** 3.357***
(0.146) (0.122) (0.181) (0.091) 
Returns to scale Increasing Increasing Constant Increasing 
Sectorial Dummies Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant 
Country Dummies Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant 
Time  Dummies Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant 
Observations 3621 3621 3621 3773 
Pseudo R-squared 0.743 0.762 0.764 0.797 
ootstrapped standard errors in parentheses (50 replications). ICB Industrial dummies (c
oint  signiﬁcance at a minimum 5% level. Returns to scale have been tested from regressi
** p < 0.01, ** p < 0.05, * p < 0.1.emerges. Sector-speciﬁc levels of technology and ﬁrm size inter-
twine in determining technical constraints to ﬁrm growth. Moving
from low- to high-tech sectors, technological knowledge makes
constraints on returns to scale less stringent, while the smaller
ﬁrms of the sample become more equipped to beneﬁt from them.
In brief, top R&D spenders are not associated to the same oppor-
tunities of economies of scale in producing their goods/services:
in particular, smaller spenders are connected with these oppor-
tunities (differently from the larger ones) when they operate in
high-tech rather than low-tech sectors.A second set of results of our estimates concerns the marginal
returns of the different inputs that ﬁrms use in production. The
analysis of their output elasticity provides us with some important
insights. First of all, in this case as well, standard (average-based)
tech (MHT) Low & medium-low tech (LMLT)
50% 75% 25% 50% 75%
0.146*** 0.115*** 0.180*** 0.166*** 0.110***
(0.009) (0.012) (0.018) (0.021) (0.036)
0.242*** 0.266*** 0.370*** 0.375*** 0.334***
(0.012) (0.020) (0.023) (0.025) (0.021)
0.618*** 0.615*** 0.449*** 0.421*** 0.465***
(0.013) (0.020) (0.030) (0.033) (0.035)
0.012*** 0.018*** 0.009 0.009* 0.015**
(0.004) (0.005) (0.006) (0.005) (0.007)
3.470*** 3.928*** 3.429*** 4.323*** 5.674***
(0.143) (0.096) (0.255) (0.303) (0.222)
Constant Constant Constant Decreasing Decreasing
Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant
Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant
Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant Signiﬁcant
3773 3773 1596 1596 1596
0.791 0.780 0.743 0.729 0.699
omputed at a 4-digit level), time and country dummies have been tested for their
ons estimates.
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stimates are not a reliable account of what happens along the
rms’ size distribution (in terms of turnover). This latter set of
stimates – according to which, for the ﬁrms under investigation,
utput increases to a larger extent with the increase of their phys-
cal rather than knowledge capital17 – is conﬁrmed only by the
argest ﬁrms of the whole sample (Fig. 1a). At the median quan-
ile, the difference in the coefﬁcients is not statistically signiﬁcant.
oreover, the opposite result holds true for the ﬁrst half of the size
istribution, where the returns to physical capital are lower than
hose of knowledge capital. The increasing (decreasing) impact that
hysical (knowledge) capital shows along the distribution com-
letes what can be deemed an expected picture.
The smallest innovative ﬁrms of the whole sample do not show
elatively high returns from the exploitation of their physical cap-
tal. Conversely, investing in R&D from relatively lower scales of
roduction is associated to a greater economic impact for them
Fig. 1a). The opposite can be said for the larger ﬁrms of the sam-
le. Increasing the scale of their plants and machinery turns out to
e relatively more productive than investing more in R&D. This is
nother interesting result of our quantile analysis. Although all the
rms in the sample are large R&D investors, the economic exploita-
ion of their R&D seems more connected with the innovative mode
f the smaller of them: somehow surprisingly, larger innovative
rojects are associated to larger economic returns for the smaller
rms of the sample. Once again, however, the quantile estimates
er group of sectors introduce important speciﬁcations in this last
espect (Fig. 2).
In mid-high (Fig. 2b) and low/mid-low tech sectors (Fig. 2c), the
esults of the average-based estimators seem to be conﬁrmed along
he quantiles: the output elasticity of physical capital is higher than
hat of knowledge capital, and this is also true, though to a lesser
17 The elasticity of output with respect to physical and knowledge capital calcu-
ated with OLS is 20% and 17%, respectively. The RE estimates further exacerbate this
ifference, whereas the SYS-GMM seems to somehow overestimate the coefﬁcient
ttached to the physical capital and underestimate that of labour (see Table 1).uantile regression – all sample.
extent, for the smallest companies of the relative distribution (that
is, its ﬁrst quantiles). This might be explained by the technological
regime of these sectors – in some way  traceable to scale-intensive
(mid-high) and supplier-dominated (low/mid-low) sectors – and
by their intensity of physical capital. Furthermore, we should con-
sider that, as the sample descriptive statistics show, the ﬁrms in
these two  groups of sectors are of larger size on average and could
thus be better equipped for dealing with the indivisibility of phys-
ical capital investments. This is particularly evident in mid-high
tech sectors (Fig. 2b), where the output elasticity of K becomes
increasingly higher for larger quantiles of ﬁrms. At the same time,
consistently with the results from the whole sample, the returns to
R&D decrease with ﬁrm size in both sectors.
However, in the high-tech sectors (Fig. 2a) – and in this case only
– the contribution of knowledge capital is larger than that of physi-
cal capital along the whole size distribution of the sample. For these
ﬁrms, the sectoral pattern of innovation is such that R&D-based
technological knowledge is the key factor in terms of production,
irrespective of ﬁrm size; in other words, in these sectors, the dif-
ferent outcomes that we  found associated to small and large ﬁrms
in the aggregate sample do not appear to be as important. R&D is
the pivotal input in high-tech, for whatever model of ﬁrm-size. All
in all, this is another interesting, if expected, result, which supports
other evidence on corporate R&D investments in high-tech sectors
in Europe (Ortega-Argilés et al., 2010; Moncada-Paternò-Castello,
2011).
A ﬁnal related bit of evidence on the marginal returns of the
different capital inputs that ﬁrms use in production concerns their
comparison across sectors. Quite interestingly, within the same
quantile, the coefﬁcients of knowledge capital are systematically
higher in high-tech sectors than in mid-high and low/mid-low ones
(Table 2). Conversely, within the same quantile, physical capital
is correlated with output with systematically higher coefﬁcients
moving from mid-high to low/mid-low tech sectors. This result is
also consistent with previous empirical work on the same set of
Scoreboard companies (Ortega-Argilés et al., 2010, 2011), which
suggests that, even for this homogeneous set of ﬁrms, productivity
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n these different sectors is associated to a disembodied and
mbodied kind of technological change, respectively: a point that
e will elaborate on in the following.
The previous results on the output elasticity of K and RD are even
ore interesting if we link them with size and sector variations in
he economic impact of labour (L). Although we can only claim this
n terms of associations, the whole sample of ﬁrms appears subject
o an expected increase in mechanisation/automation in line with
ncreased ﬁrm size (Todd and Oi, 1999): in terms of output impact,
abour appears to be substituted by physical capital along the corre-
ponding distribution (Fig. 1b). Sectoral estimations provide a more
ccurate interpretation of this result. Larger ﬁrms become progres-
ively less associated to the pivotal economic impact of labour only
n the high-tech sectors (Fig. 2d). Their stage of technological devel-
pment and their relatively smaller average size might actually
ake a (physical) capitalisation process still relevant. In contrast,
n the mid-high (Fig. 2e) and low/mid-low tech sectors (Fig. 2f), the
echnological regimes appear to be so mature and physical capital
o intensive that the economic impact of labour remains constant
long their size distribution.18 This is more so for mid-high than
ow/mid-low tech sectors, whose output elasticity of labour is only
bout 2/3 of the former.
18 To be sure, while the hypothesis that the within-sectors/across-quantiles coef-
cients of K and L are equal is never rejected at a 5% signiﬁcance level in MHT and
MLT sectors; in the case of HT, the equality of the parameters estimated at the ﬁrst,
econd and third quartile is always rejected.e regression – by technological sector.
To summarise, the analysis of the marginal returns of production
factors shows important sector speciﬁcities in their use/impact for
the ﬁrms under investigation. With the exception of the high-tech
sector, for the top R&D spenders (and thus presumably innovative
ﬁrms) in our sample, a greater production impact from an increase
in size is not signiﬁcantly correlated with a shift from physical to
knowledge capital. The sectoral system of innovation appears more
binding in this last respect.
Finally, we address the rate of technical progress that the
estimate of the production function enables us to detect. A ﬁrst
interesting insight here comes from the quantile estimates for the
whole sample of top R&D investors (Fig. 1c). Although they all rely
heavily on R&D investments (at least in absolute terms) for their
innovation activities, the increase of technological knowledge from
which they beneﬁt over time varies with their size: the larger the
R&D investor, the higher its rate of technical progress. Once linked
with the (similar) size variation that we  have found along the whole
sample for the marginal return of physical capital (Fig. 1a), this
result would suggest an important tentative conclusion. For the
ﬁrms that we are investigating, the most appreciable kind of tech-
nical progress seems to be of an embodied nature. In other words,
at least without distinguishing by their economic sector of activity,
the technical change of our top R&D investors becomes appreciable,
provided it is associated with ameliorated plants and machinery for
their production process.This tentative result is, however, only partially conﬁrmed by the
quantile estimates at the sector level. In the mid-high tech sec-
tors (Fig. 2h), and less univocally in low/mid-low ones (Fig. 2i),
where we  also ﬁnd evidence of a larger relative impact of physical
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kind of technological change for each and every year, as weS. Montresor, A. Vezzani / Re
han knowledge capital along the entire size distribution, tech-
ical progress increases signiﬁcantly with ﬁrm size, as it is at
he aggregated level. In the high-tech sectors, on the other hand,
here we previously found unique evidence of a general dominant
mpact of knowledge over physical capital, the rate of technical
rogress increases more smoothly over the relative size distribu-
ion (Fig. 2g).19
On the basis of these last results, we can more accurately state
hat the technological progress of the investigated ﬁrms appears
mbodied, and linked to the advantages that the larger companies
n the sample have with respect to the smaller ones in investing in
he expansion of their physical capital, but only in scale-intensive
nd supply dominated sectors. In high-tech sectors, by contrast, the
ize of the ﬁrms’ plants does not seem to substantially interfere with
heir rate of technical change. In these sectors, where the economic
mpact of knowledge capital appears systematically larger than that
f physical capital, and the average size is comparatively smaller,
he hypothesis of a disembodied kind of technical change seems to
e more plausible.
.1. Robustness checks
A number of checks have been implemented in order to ascer-
ain the robustness of our results. A ﬁrst set of checks refers to
he estimation of Eq. (3) by making use of the same pooled sam-
le described in Section 3.1. First of all, in the construction of
nowledge and capital stocks according to the Perpetual Inventory
ethod, we have made the rate of depreciation, ı, vary across our
hree groups of sectors, allowing for faster obsolescence in R&D
nd in the high-tech sectors. Accordingly, the rate ı for knowledge
physical) capital has been set to 15 (10), 12 (8), and 10 (6), for high-
ech, medium/high-tech, and medium/low-tech, respectively. The
elative results20 hold true irrespectively from these alternatives.
n addition, we have tried to fully exploit ﬁrm-level heterogeneity
y calculating the average growth rate of K and RD at the ﬁrm level.
owever, the values of the average growth rates (in real terms)
f one of the two types of investments turned out to be negative
or some companies; for these companies we have thus not been
ble to calculate initial stock values. In order to avoid mixing differ-
nt calculation strategies, we decided to take the average sectoral
rowth rates for all companies.
Finally, in order to control for the possibility of spurious cor-
elation between employment (l) and output (y), in spite of the
imited accuracy with which we have been able to capture it, Age
as been inserted as a further ﬁrm-speciﬁc control in the estimate
f Eq. (3).21 Despite some minor changes, results22 are consistent
verall and lead us to exclude the risk of spurious correlations.
An additional set of robustness checks has been implemented
y trying to retain the longitudinal dimension of the data, which
pans over nine years of time (2002–2010). A ﬁrst methodology
or doing this would be the use of panel quantile regression, on
hich important progress has been recently made in theoretical
conometrics (e.g. Koenker, 2004; Lamarche, 2010; Canay, 2011).
n spite of the attention this methodology has been attracting,
19 This is also conﬁrmed by a series of Wald tests comparing the coefﬁcients along
he  size distribution. The null hypothesis of equality of the parameters estimated at
he  ﬁrst, second and third quartiles is never rejected.
20 Available from the authors upon request.
21 This control is motivated by the increasing empirical evidence of a relation-
hip between age and economic (and innovative) output (Coad et al., 2013; Huergo
nd Jaumandreu, 2004), and that of a factual correlation between younger (older)
nd smaller (larger) ﬁrms. Unfortunately, the only available information in this last
espect is the incorporation year of our companies, which, in many cases, is not
ccurate for calculating their age, because of possible mergers and acquisitions.
22 Again available on request. Policy 44 (2015) 381–393 389
the number of published papers examining it is still limited. Fur-
thermore, its empirical estimation is still hesitant and hampered
by a number of methodological problems, in addition to the still
burgeoning development of relative software routines (mainly in
R). Among these problems, the estimation of the ﬁxed effects is
crucial, in order to account for “unobserved heterogeneity”, which
is not adequately controlled for by other covariates in the model.
In this last respect, Koenker (2004) points out that, when the
number of individual observations is relatively modest “it is quite
unrealistic to attempt to estimate a -dependent, distributional,
individual effect. At best we  may  be able to estimate an individual
speciﬁc location-shift effect, and even this may strain credulity”
(Koenker, 2004, p. 76). In a quantile framework, a large number
of ﬁxed effects can inﬂate the variability of the estimates of other
covariates.23 Koenker demonstrates that some degree of regulari-
sation is desirable, but also points out that deciding precisely how
much shrinkage should be imposed is quite challenging.24
More recently, Canay (2011) has proposed a simple estimator
to deal with ﬁxed effects, amounting to a pure location shifter,
which is consistent and asymptotically normal as T → ∞. However,
some of the assumptions of the relative identiﬁcation strategy do
not ﬁt with our exercise. In particular, ﬁxed effects and unobserv-
ables are assumed independent one from each other, and the ﬁxed
effect does not change across the quantiles. Given the relatively
short-time span of our panel (9 years), and the high mobility of
companies across the quantiles over time (Google and HTC being
two noteworthy examples among many others), these hypothe-
ses crucially undermine the reliability of Canay’s approach in our
context.
Because of these difﬁculties, we opted for a sort of ‘second-
best’ solution25 and, in Table 3, we tested for the stability of the
parameters of Eq. (3) estimated with respect to the pooled sample,
by running yearly quantile estimations. Of course, given the lower
number of degrees of freedom and the cross-sectional speciﬁcation
of the model year per year, the results are not expected to perfectly
replicate those of the whole sample. Still, some alignment between
the relative results should be desirable.
All in all, results are robust both within and across the three
quantiles. In the ﬁrst respect, the rate of change between the
marginal returns of the three production factors for the pooled
sample (last column), and those for the speciﬁc years, in gen-
eral (with the exception of the ﬁrst year of the series) does not
overcome ﬁfteen percentage points, being in many cases lower
than ten points. Across the quantiles, labour is conﬁrmed as the
more productive factor for each year. More importantly, in the
ﬁrst quantile, knowledge capital overcomes the returns of physical
capital all along the series, supporting our interpretation about the
importance of a relatively smaller-size model of exploiting R&D
in production. In the largest quantile (with the only exception of
2009), physical capital appears to be the driver of an embodiedsuggested above. In the intermediate quantile, as in the pooled
sample, differences in returns are misty. With the support of a
23 The main issue with quantile panel data models is that the standard de-
meaning (or differencing) techniques used in standard models do not represent
feasible approaches. When the number of panels is large, this entails a huge num-
ber of estimated ˛i (individual effects) parameters. The so-called “regularisation”
or  “shrinkage” of these individual effects towards a common value could help in
reducing this inﬂation effect.
24 As conﬁrmation of this issue, the panel quantile estimates that we have tried
by using the ‘rqpd’ package developed for R, actually show large variations with
small changes in the shrinkage parameter and are very sensible to the introduc-
tion/exclusion of our independent variables (in particular, the time trend and the
different sets of dummy variables used).
25 We are grateful to one of the reviewers for this suggestion.
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Table 3
Comparison of the yearly quantile estimates coefﬁcients.
2002 2003 2004 2005 2006 2007 2008 2009 2010 All years
First quartile
Knowledge capital 0.175*** 0.197*** 0.218*** 0.228*** 0.222*** 0.234*** 0.237*** 0.227*** 0.237*** 0.216
(5.889)  (8.149) (8.721) (8.715) (15.880) (14.191) (10.037) (10.747) (8.032)
Physical capital 0.153*** 0.143*** 0.149*** 0.154*** 0.160*** 0.143*** 0.132*** 0.144*** 0.174*** 0.153
(5.416)  (6.041) (5.708) (5.412) (7.212) (6.908) (6.190) (3.460) (5.433)
Employment 0.701*** 0.675*** 0.638*** 0.634*** 0.629*** 0.645*** 0.644*** 0.649*** 0.622*** 0.648
(24.167) (19.560) (18.681) (22.872) (19.681) (28.606) (23.021) (17.533) (18.158)
Pseudo  R-squared 0.817 0.810 0.795 0.800 0.790 0.795 0.792 0.789 0.785
Second  quartile
Knowledge capital 0.152*** 0.173*** 0.193*** 0.212*** 0.185*** 0.196*** 0.211*** 0.207*** 0.201*** 0.188
(5.406) (6.570) (6.695) (6.579) (6.861) (5.410) (10.366) (8.468) (10.426)
Physical capital 0.177*** 0.205*** 0.197*** 0.219*** 0.193*** 0.188*** 0.188*** 0.166*** 0.165*** 0.188
(7.875)  (7.066) (6.262) (9.831) (6.670) (7.251) (6.332) (6.074) (5.336)
Employment 0.674*** 0.619*** 0.605*** 0.572*** 0.627*** 0.628*** 0.614*** 0.642*** 0.646*** 0.629
(36.084) (22.136) (22.952) (17.353) (22.123) (23.009) (21.939) (24.113) (16.645)
Pseudo  R-squared 0.811 0.806 0.794 0.796 0.790 0.790 0.788 0.789 0.788
Third  quartile
Knowledge capital 0.117*** 0.159*** 0.165*** 0.170*** 0.173*** 0.183*** 0.187*** 0.197*** 0.171*** 0.164
(2.936)  (4.100) (5.776) (5.479) (5.336) (7.263) (7.100) (5.079) (4.994)
Physical capital 0.221*** 0.223*** 0.252*** 0.223*** 0.228*** 0.191*** 0.197*** 0.143*** 0.190*** 0.216
(8.538)  (10.608) (11.175) (10.765) (7.391) (5.394) (5.387) (4.786) (6.108)
Employment 0.645*** 0.600*** 0.560*** 0.577*** 0.575*** 0.616*** 0.617*** 0.662*** 0.636*** 0.602
(14.391) (17.037) (15.220) (17.930) (14.292) (14.875) (16.576) (17.314) (21.076)
Pseudo  R-squared 0.801 0.795 0.785 0.785 0.780 0.777 0.775 0.779 0.780
Bold and italics has been used to highlight the quartile of interest (it is a kind of internal title).
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a-Statistics from bootstrapped regressions (50 replications). *** p < 0.01, ** p < 0.05, *
uite large pseudo R-squared, these estimates appear aligned with
he main ones we reported in the previous section and increase
he validity of the results that we have identiﬁed.26
As a ﬁnal robustness check, following Hauk and Wacziarg
2009), we have controlled for possible measurement errors by
pplying OLS and quantile estimations on the averaged values of
he variables considered. In this case as well, results are robust and
onﬁrm those of our benchmark model.27
. Conclusions
Top R&D investors are inherently diverse, not only in the realm
f innovation but also in that of production. The quantile estimation
f their production function – augmented for the role of knowledge
apital – reveals important elements of heterogeneity that stan-
ard estimations would otherwise hide. In particular, their size
ntertwines with their economic sector in specifying some basic
roduction-related issues, which would otherwise be considered
f a general nature for the investigated ﬁrms.
This result has important methodological implications for
esearch on the issue. While the use of quantile estimates is
ecoming increasingly popular for detecting ﬁrm-speciﬁc factors,
ur application suggests that the attention given to heterogeneity
eriving from ﬁrm size should not be viewed in isolation of that
riginating from the sector in which any given ﬁrm operates. Fur-
hermore, our results suggest that technical efﬁciency measures
ould be biased when the underlying heterogeneity in the input
actors is not taken into account.
26 Similar checks have been carried out with respect to the estimates by sector,
ith similarly consistent results (available on request).
27 Hauk and Wacziarg (2009) show that, in the presence of measurement errors,
n OLS applied to a single cross-section of variables averaged over time (between
stimator) outperforms other estimators, such as the ﬁxed-effect or the GMM.  In
articular, in terms of average absolute bias, it reduces the variance of the mea-
urement error relative to the true signal. Also for this last check, whose results are
vailable upon request, we  are grateful to one of the reviewers..
Our results also have some interesting policy implications. First
of all, although they are all quite large R&D spenders, the extent to
which the innovative ﬁrms in our sample beneﬁt from returns to
scale is remarkable. Returns to scale appear to be decreasing only
for the largest companies in the sample, which are mainly located
in the lower-tech sectors. In high-tech sectors, on the other hand,
returns to scale in production still appear exploitable. This is of
great relevance when we  think about policy support for the growth
of innovative companies (in our case, innovative investors). While
such a stimulus is usually considered suitable mainly for small (and
new) technology-based ﬁrms, our evidence suggests that larger
ﬁrms could also beneﬁt from it, since they are not constrained by
problems of efﬁciency in production.
Sector-speciﬁc effects are also important when we  look at the
production impact of the different inputs that ﬁrms employ. The
output of our companies correlates substantially with changes in
their knowledge capital only in the case of high-tech sectors. Con-
versely, in lower-tech sectors, where ﬁrm size is relatively larger on
average, physical capital appears to be the pivotal production input
along the whole of ﬁrm size distribution. This is an interesting result
when we  look at the recent literature (mainly at the country-sector
level) about the impact of tangible vs. intangible assets (e.g. Corrado
et al., 2009). By referring to our sample of top R&D spenders, tangi-
ble assets appear to count substantially more than intangible ones,
unless we refer to the ﬁrms of smaller size and higher techno-
logical level in our sample, which are the only ones that actually
appear “knowledge intensive”. Furthermore, the policy implica-
tion of this result is quite important and somehow in line with that
obtained by other studies on the same sample of top R&D spenders,
which instead focus on their labour productivity (Kumbhakar et al.,
2012). Policy support to R&D would have the greatest impact
(economic, in our case) in high-tech sectors, whereas the other
economic sectors would beneﬁt more from incentives and/or ﬁs-
cal facilities to physical capital investments. Also when looking
at the production realm, policies for innovative ﬁrms need to be
tailored.
Related to this result is the one we obtained for the produc-
tion impact of labour across the three groups of sectors that we
search
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onsider. In mid-high tech sectors, this is on average lower than
n high-tech sectors. However, an important distinction appears
etween the two along their respective size distributions. In the
igh-tech sector, while the output elasticity of knowledge capital is
ize invariant, that of elasticity of labour decreases with ﬁrm size,
inting at its substitution by physical capital. This is consistent
ith a progressively higher degree of automation with increased
rm size. In mid-high tech sectors, by contrast, the economic
mportance of labour remains invariant along the size distribution;
he same holds true in the low/mid-low tech sectors, although at
 lower average level. As we have said, what is noticeable here
s rather a size-dependent substitution effect of knowledge for
hysical capital. On this basis, an interesting policy implication
ould accompany those we have provided above, concerning the
pportunity of supporting physical capital investments in the
ower-tech sectors. Because of the maturity stage of the relative
echnology, this policy support is unlikely to generate labour
ubstitution effects: employment is expected to keep its relevance,
ndependently of ﬁrm size.
The need to tailor support to R&D investors on the basis of rel-
vant production inputs also emerges from the technical progress
hat our approach enables us to detect. In this regard, the results
e obtain are most connected to the innovative performance of
ur ﬁrms and to the innovative policies which can act on it. In
he mid-high and low/mid-low sectors, our estimates provide evi-
ence of technological change of an embodied nature, for which
igh intensity of physical capital and large company size pro-
ide an important advantage. Conversely, in high-tech sectors,
able A1
escriptive statistics of the sample.
All sample High-tech 
No. of observations 8,990 3,621 
Net  sales (mil. D )
Average 8,088 3,727 
Standard deviation 19,373 10,259 
Median 1,846 635 
R&D  Investments (mil. D )
Average 304 364 
Standard deviation 777 877 
Median 67 70 
Capital expenditure (mil. D )
Average 552 194 
Standard deviation 1,720 583 
Median 73 24 
Employment (# of emp.)
Average 28,016 14,835 
Standard deviation 55,686 38,942 
Median 8,336 3,034 
able A2
ndustry classiﬁcation by sector groups.a
Sector groups 
High tech sectors (R&D intensity above 5%) 
Medium/high tech sectors (R&D intensity between 2% and 5%) 
Medium/low tech sectors (R&D intensity below 2%) 
a IRI scoreboard sector groups by R&D intensity; ICB (Industry Classiﬁcation Benchmar Policy 44 (2015) 381–393 391
opportunities for technical change appear to be of a more disem-
bodied kind, with no advantages for larger ﬁrms with larger capital
stocks. This last result holds true in the presence of the dominant
role of knowledge capital over physical capital, along the entire
size distribution. Taking into account the speciﬁcities that techni-
cal change reveals in different sectors with respect to its embodied
and disembodied nature, the need for a sector focus regarding R&D
policies is thus conﬁrmed.
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3,773 1,596
8,266 17,560
18,343 30,784
2,553 7,694
311 152
807 295
67 63
492 1,508
1,692 2,815
96 443
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Industries
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