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This paper presents an integrated method by using optical ﬂow and kernel particle ﬁlter (KPF) to
detect and track moving targets in omnidirectional vision. According to the circle character in omnidi-
rectional image, the algorithms of optical ﬂow ﬁelds and kernel particle ﬁlter are improved based on
the polar coordinates at the omnidirectional center. The edge of a motion object can be detected by
optical ﬂow ﬁelds and is surrounded by a reference region. In order to resolve some shape distortions
such as rotation and scaling in the omnidirectional image a dynamic elliptical template with afﬁne
transformations is constructed and its motion model is established to predict particle state. Histograms
are used as the features in the reference region and particle regions. The Bhattacharyya distance is
computed for particle weights. Gaussian kernel function is used in kernel particle ﬁlter. Experiment
results show that the method can detect and track moving objects and has better performance at
real-time and accuracy.
Crown Copyright  2008 Published by Elsevier Ltd. All rights reserved.1. Introduction
The aim of detection and tracking is to extract moving targets
information exactly from complex background, select proper target
features, and track moving targets at real-time. The detection and
tracking of real-world objects is a challenging problem due to the
presence of noise, clutter and dynamic changes in a scene. A vari-
ety of detection and tracking algorithms have been proposed and
implemented to overcome these difﬁculties.
Optical ﬂow expresses the variation of image and information of
motional targets, and it can be used to detect the motion of objects
(Jin, Junhong, Wang, Lulu, & Hong, 2005). This approach does not
need to deﬁne features of a moving target in advance. Optical ﬂow
has been extensively studied in the computer vision community.
Ha et al. (2004) proposed to detect ﬂying vehicles motion by opti-
cal ﬂow algorithm. Yamamoto, Mae, Shirai, and Miura (1995) de-
tected multiple moving objects based on optical ﬂow. Tsutsui,
Miura, Jun, and Yoshiaki (2001) used an optical ﬂow way to detect
persons by using multiple cameras in indoor environments. How-
ever, optical ﬂow computation needs a lot of time, so it is not suit
for real-time tracking.
Particle ﬁlter (PF) has also been widely used in visual tracking
ﬁeld. It offers a probabilistic framework for dynamic state estima-
tion. It is successful for nonlinear non-Gaussian estimation prob-
lems. PF does not perform well when the dynamic system has a
very small process noise, or if the observation noise has very small008 Published by Elsevier Ltd. All r
.variance. In these cases, the particle set quickly collapses to one sin-
gle point in the state space and the ﬁlter performance is severely af-
fected. Chang and Ansari (2003, 2005) and Chang, Ansari, and
Khokhar (2005) have proposed a kernel particle ﬁlter (KPF) that in-
vokes mean shift to allocate particles more efﬁciently and use
importance sampling to maintain fair samples from the posterior.
We compare KPF with the standard PF using simulated and video
tracking and show that KPF have better performance on accuracy
and speed.
In our system an omnidirectional camera with a ﬁsh eye is used.
The omnidirectional vision (omni-vision) can provide a 360 view
of the environment in a single image and has been applied in the
ﬁeld of computer vision in recent years. For its advantages of omni
direction, compact visual information and direction features, it is of
great promising for target tracking and is suitable to wide range
applications, such as autonomous navigation (Guo & Qin, 2007),
scene reconstruction and surveillance (Delahoche, Pegard, Marhic,
& Vasseur, 1997), etc.
In this paper, optical ﬂow ﬁeld is used to detect moving targets
and kernel particle ﬁlter is used to track the detected moving ob-
jects. Based on the circle character of the omni-image, the polar
coordinate is constructed to decrease the number of computed pix-
els. The calculation equation of optical ﬂow ﬁelds and the tracking
algorithm of KPF are improved at the polar coordinates. The edge of
a random motion body is detected by optical ﬂow ﬁelds and is sur-
rounded by an ellipse named as a reference region in KPF. After
detecting the target region, the histogram is picked up as the fea-
ture of candidate regions and reference region. A dynamic motion
model is established to predict particle state. The Bhattacharyya
distance is computed for particle weights. The particles with smallights reserved.
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the total of particle states with weights.
2. Detecting moving target using optical ﬂow algorithm
2.1. Optical ﬂow algorithm
The estimation of the motion ﬁelds is called optical ﬂow ﬁelds
(Wang, Huang, & Lin, 2006), which are direction vector ﬁelds. For
the calculating optical ﬂow ﬁelds, it may be assumed that the ob-
ject brightness is changeless when the object motion. Given a
brightness function I(x,y, t) at a pixel position (x,y) and time t, this
brightness conservation condition can be written as:
Iðx; y; tÞ ¼ Iðxþ vxt; yþ vyt; 0Þ ð1Þ
where vx and vy are deﬁned as the components of the motion veloc-
ity in x and y direction, respectively. Difference I(x,y, t) with respect
to t is assumed as zero, given as the following equation.
dI
dt
¼ @I
@x
dx
dt
þ @I
@y
dy
dt
þ @I
@t
¼ 0 ð2Þ2.2. Constructing the polar coordinate on an omni-image
Omni-images are circular. Each pixel in the omnidirectional im-
age has its brightness. Its brightness can be exactly acquired based
on either the XY coordinates or the polar coordinate. Since the opti-
cal ﬂow computation cost too much time, we propose constructing
the polar coordinate.
The center O(0,0) at the XY coordinates is located on the left-
top. The center O0(R,R) of an omni-image (see Fig. 1) can be ob-
tained. The (XY) coordinates can be transformed into the (X0Y0)
coordinates. A pixel P(x,y) can be transformed into P(x0,y0) which
is based on the center O0(R,R) of the omni-image. The polar coordi-
nates system can be calculated by the following equations.
r ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x02 þ y02
p
ð3Þ
h ¼ arctanðy0=x0Þ ð4Þ
where h (0 6 h 6 360) is the intersection angle between O0P and X0
axis, and r is the length of O0P (0 6 r 6 R).
2.3. Calculating the velocity ﬁelds and detecting moving targets
Every pixel has brightness at (r,h) polar coordinates. The line of
every 1 is picked up from the center to the boundary of omni-im-
age. The length of the line is from 0 to R. The angle h of the line is
from 0 to 359. So the total number of pixels is 360  R. The optical
ﬂows of these pixels are calculated. So the number of pixels is de-
clined greatly compared with original image. The time of comput-Fig. 1. The sketch map of coordinate transformation.ing optical ﬂow is shorter. The speed of recognizing moving target
is improved.
Ir, Ih, It can be calculated from the previous frame, current and
next based on polar coordinates. Here, the 3D Sobel convolution
kernel is used. Each sum of Ir, Ih, It is computed by 3D Sobel convo-
lution kernel. ur,h is the centripetal velocity from r to the center, vr,h
is the angle velocity. The following equations are used to calculate
the velocity ﬁelds [ur,h,vr,h] for each pixel (r,h) in the current frame
at polar coordinates.
ukþ1r;h ¼ ukr;h 
Ir ½Irukr;h þ Ihvkr;h þ It
a2 þ I2r þ I2h
ð5Þ
vkþ1r;h ¼ vkr;h 
Ih½Irukr;h þ Ihvkr;h þ It
a2 þ I2r þ I2h
ð6Þ
In these equations, ½ukr;h;vkr;h is the velocity estimate at the kth times
for the pixel at (r,h), and ½ukr;h; vkr;h is the neighborhood average of
½ukr;h;vkr;h.
Accord to the velocity ﬁelds [ur,h,vr,h] each pixel (r,h) can be
determined whether from moving target or from background
3. Kernel particle ﬁlter
According to Chang and Ansari (2005), Chang et al. (2005), we
use KPF algorithm to track moving targets.
Given a particle set at time t: St ¼ fsitgNi¼1 and associated weights
fxitgNi¼1. Denote the target state and observation at time t as xt and
zt, respectively. xt 2 Rnx ; zt 2 Rnz . Let z0:t be the history of observa-
tions up to time t. In recursive Bayesian estimation, the posterior
PDF is estimated by propagating the PDF over time:
pðxt jz0:tÞ / pðzt jxtÞpðxt jz0:t1Þ ð7Þ
where
pðxt jz0:t1Þ ¼
Z
pðxtjxt1Þpðxt1jz0:t1Þdxt1 ð8Þ
Kernel density estimate (KDE) (Silverman, 1986) is used in this
work to form a continuous estimate of the posterior in order to
facilitate gradient estimation. The kernel density estimation of
the posterior with kernel K can be formulated as
p^ðxt jz0:tÞ ¼
XN
n¼1
Kkðxt  sitÞxit ð9Þ
where Kk is the kernel scaled by the kernel width k
kopt ¼ 4ðnx þ 2ÞN
  1
nxþ4 ð10Þ
Mean shift can be used as a mode-seeking procedure to locate
the posterior modes (Cheng, 1995). Each particle is moved to its
sample mean determined by
mðsitÞ ¼
PN
l¼1Kkðsit  sltÞxltsltPN
l¼1Kkðsit  sltÞxlt
ð11Þ
The mean shift is applied repeatedly to a particle set. Denote the
particle set after the jth mean shift procedure at time t as fsðÞt;jg.
After each mean shift procedure, the weight is re-computed as
the posterior density evaluated at the new particle positions aug-
mented with a particle density balancing factor
xit;j ¼
pðsit;jjz0:tÞ
qt;jðsit;jÞ
ð12Þ
where the denominator is the new proposal density that captures
the non-uniformity of the new particle set
qt;jðsit;jÞ ¼
XN
l¼1
Kkðsit;j  slt;jÞ ð13Þ
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p sitjz0:t
  / p ztjsit  XN
l¼1
p sitjslt1
 
xlt1 ð14Þ
The KPF pseudo code (Cheng and Ansari, 2005) is given in Table 1.
4. Experiments
Our intention is to use the most appropriate method to detect
and track moving targets through omni-vision.
4.1. Detecting experiment
Using the improved computing method of optical ﬂow we can
detect the moving target at a higher speed on omni-images. The
initial k is 0. [ur,h,vr,h] is initialized as 0 for each pixel. The average
centripetal velocity ukr;h for each pixel is computed along the direc-
tion of (r + 1,r,r  1) by using [111;101;111] as the kernel. The
average angle velocity vkr;h for each pixel along the direction of
(h + 1,h,h  1) by using [010;101;010] as the kernel. The param-
eter a is the smoothness factor, here a = 500.
The optical ﬂow ﬁelds can be computed by using its previous
frame, current frame and its next frame, for example Fig. 2.The
moved object’s optical ﬂow is different from the others in back-
ground fromFig. 3. Themoving target in optical ﬂowﬁelds can be lo-
cated. So the optical ﬂow technique can be used to obtain the initial
target region. The region is deﬁnedas the reference region in thepar-
ticle ﬁlter. Next step is to use KPF to track the moving object.
4.2. Tracking experiment
4.2.1. Simulation
In tracking people system, the people often do rotation, turning,
accelerating and other movements. The typical nonlinear model is
used as following.
xk ¼ xk12 þ
25xk1
1þ xk1
 2
þ 8 cosð1:2kÞ þ ak1
The observation equation is as follows:
Zk ¼ x
2
k
20
þ bk
where ak1 is a zero-mean white Gaussian noise with covariance
Q = 1, denote the initial state of the target x0 ¼ 0:1, and the initial
mean square error P0 = 2. bk1 is a zero-mean white Gaussian noise
with covariance R = 1. Gaussian kernel function is used in KPF. InTable 1
KPF algorithm.
Given sðÞt;0;x
ðÞ
t;0
n o
:
Calculate the empirical covariance matrix bCt of sðÞt;0n o;
Compute At such that AtA
T
t ¼ bCt;
Draw eðÞ  Nð0; Inx Þ;
sðÞt;1 ¼ sðÞt;0 þ k0  At  eðÞ;
xðÞt;1 ¼ weightðsðÞt;1Þ;
For j=0: I1
kj+1 = f(k0, j + 1);//Determine kernel radius
sðÞt;jþ1 ¼ MeanShift s
ðÞ
t;j ;x
ðÞ
t;j
n o
; kjþ1

 
;//Mean shift
sðÞt;jþ1 ¼ s
ðÞ
t;jþ1 þ kj  At  eðÞ;//Perturbation
xðÞt;jþ1 ¼ reweight s
ðÞ
t;jþ1
n o
 
;//Reweight
End
xt ¼
PN
n¼1s
ðnÞ
t;I x
ðnÞ
t;I ;//Estimate
sðÞt ¼ sðÞt;I ;xðÞt ¼ xðÞt;I ;//Propagateour experiments we set ki = gik0, where k0 ¼ 12 kopt , and g is a number
empirically chosen to be 0.8.
The running number is 50 times in PF and KPF at different par-
ticle numbers. The estimated states in PF and KPF with 100 particle
numbers are showed in Fig. 4.The average root mean square errors
(RMSE) with different particle numbers are shown in Fig. 5.
It is shown from Fig. 5 that KPF with less particle numbers gives
the better performance before 200 particle numbers than PF. PF
with 300 particles achieved the best performance while KPF with
100 samples and three iterations (300 weight computations) gives
the better performance. It is clear that KPF provides faster conver-
gence. But with the increase of the particle numbers beyond 300,
the performance of KPF reduced quickly than that of PF.
4.2.2. Video tracking
4.2.2.1. Constructing a dynamic elliptical template with afﬁne trans-
formation. Before tracking object, the region of moving target has
been extracted. As the shape of object is always changed and dis-
torted in omni-image, a ﬁxed template could not change as the dis-
tortion of moving target. So we propose constructing a dynamic
elliptical template with afﬁne transformation. An ellipse model to
represent object region is used, which is more similar to the object
shape in omnidirectional image. Eq. (15) is a normal ellipse equation.
ðx xcÞ2
a2
þ ðy ycÞ
2
b2
¼ 1 ð15Þ
Eq. (15) is changed in the polar coordinates as following:
ðr cos h rc cos hcÞ2
a2
þ ðr sin h rc sin hcÞ
2
b2
¼ 1 ð16Þ
Afﬁne transformation model can be described as Eq. (17):
X 0
y0
 
¼ k cos d sin d sin d cos d
 
x
y
 
ð17Þ
To construct a dynamic ellipse model according to the change of
object shape, the afﬁne transformation model can be modiﬁed in
the polar coordinate as:
r0 cos h0
r0 sin h0
 
¼ k cos d sin d sin d cos d
 
r cos h
r sin h
 
ð18Þ
So, r
0 ¼ k  r
h0 ¼ h d
	
. In this, (r,h) represent the position in the polar
coordinates based on the center O0(R,R) of an omni-image. (a,b) are
the lengths of the ellipse in x-axis and y-axis. (r0,h0) are the polar
coordinates afﬁne transformation. The parameter k is the scaling
factor and d is the angle of rotation. The initial motion parameters
(r,h,a,b) of reference region can be acquired.
4.2.2.2. Tracking moving targets using kernel particle ﬁlter. We ran-
domly distribute particle set as S = {((ri,hi,ai,bi), wi)|i = 1, . . .,n} in
which fwi ¼ 1n ji ¼ 1; . . . ;ng and n represents the number of
particles.
Random dynamic model to predict particle state information is
deﬁned as following.
st ¼ Ast1 þ Bxt1 ð19Þ
To the ith particle,
rit ¼ A1rit1 þ B1xit1; hit ¼ A2hit1 þ B2xit1;
ait ¼ A3ait1 þ B3xit1; bit ¼ A4bit1 þ B4xit1; i ¼ 1; . . . ;n
ð20Þ
The parameters of A1, A2, A3, A4 are constants, B1, B2, B3, B4 rep-
resent particle propagation radiuses. The parameter of xt1 repre-
sents a random number between [1,1].
The weight of each particle is determined by the Bhattacharyya
factor based on particle color histogram Hi and template color his-
Fig. 2. The computed images for optical ﬂow ﬁelds.
Fig. 3. Optical ﬂow ﬁelds.
Fig. 4. State estimation at N = 100.
Fig. 5. RMSE with different particle numbers.
Y. Shu-Ying et al. / Vision Research 49 (2009) 362–367 365togram Hm. The color space employed is the normalized as sixteen
bins for each chromaticity channel.
Bhattacharyya distance is deﬁned as Di ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 q½Hci ;Hcm
q
, here,
q½Hci ;Hcm ¼
PM
c¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hci gH
c
m
q
.
According to PF the weight of a particle is deﬁned as
pðztjsitÞ ¼
1
2pr
exp  1
2r2
ð1=DiÞ2
	 
ð21Þ
If the weight of a particle is too small, the particle is reset using
the resample technique. Here, the particle with smaller weight is
covered by the particle with the largest weight.After normalizing the particle weights, the parameters of
tracked target are computed as following and they are the sum
of particles’ weighted parameters.
rt ¼
Pn
i¼1
witr
i
t ; ht ¼
Pn
i¼1
with
i
t ;
at ¼
Pn
i¼1
wita
i
t; bt ¼
Pn
i¼1
witb
i
t
ð22Þ
We present results by tracking an object, and show that kernel
particle ﬁlter is superior to conventional particle ﬁlter in tracking
rapid motion.
The random motion is tracked by PF and KPF. The test video se-
quence consists of 300 frames of an object moving in a laboratory
environment. The motion of the object includes velocity changing
and suddenly direction changing. The picked up ellipse area is de-
ﬁned as the model of the object. A few frames of the tracking re-
sults using PF and KPF are shown in Fig. 6. Here, the noise xt is
assumed to be a Gaussian process with zero mean. Gaussian kernel
function is used in KPF. In order to improve the computing speed,
in our experiments we set ki = 1, and the parameters of k, A1, A2, A3,
A4, B1, B2, B3, B4 are all deﬁned as 1.
From Fig. 6a we can see the center of all particles is in the left of
the center of moving object. The PF with 200 particles tends to lag
behind when the object produces quick movement that fail to cov-
er the likelihood modes. On the other hand, From Fig. 6b we can
see the center of all particles is close to the center of moving object.
Fig. 6. Pictures of the tracking process. (a) Particle ﬁlter with 200 particles. (b) Kernel particle ﬁlter with 30 particles, three iterations. (c) Tracking model doing afﬁne
transformation.
366 Y. Shu-Ying et al. / Vision Research 49 (2009) 362–367KPF with 30 particles and three iterations is able to move exactly
track the object throughout the sequence. From Fig. 6c we can
see the dynamic elliptical template has the function of afﬁne
transformation.5. Conclusion
In our experiments, the proposed methods have better perfor-
mance and can track unexpected random motion and distortion
of object. In initial detection state, the required computation time
is very longer. Experiment results show that the target template
can do afﬁne transformation and the ellipse shape can be changed
as the moving target. Thus, the tracking methods keep tracking
precise very well when the object rotates or distorts in omni-vision
image. At the same time, we use two methods of PF and KPF to
track an object. The KPF algorithm is found to provide improved
tracking performance in handling rapid motion and occlusion with
85% fewer particles, compared with PF. Next steps of our works
should consider ﬁnding a better method to save computation time
and improve the robust of the estimation.Acknowledgments
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