Given m; n 2, we prove that, for su ciently large y, the sum 1 n + + y n is not a product of m consecutive integers. We also prove that for m 6 = n we have 1 m + + x m 6 = 1 n + + y n , provided x; y are su ciently large. Among other auxiliary facts, we show that Bernoulli polynomials of odd index are indecomposable, and those of even index are \almost" indecomposable, a result of independent interest.
Introduction
In this paper we study the Diophantine equations R m (x) = S n (y) and S m (x) = S n (y), where R m (x) = x(x + 1) (x + m ? 1); S m (x) = 1 m + 2 m + + (x ? 1) m :
Various Diophantine equations involving the polynomials R m (x) and S m (x) have been extensively investigated. Mention, for instance, the celebrated theorem of Erd} os and Selfridge 13] : for m; n 2, the equation y n = R m (x) has no solutions in positive integers x; y (that is, a product of several consecutive integers is never a perfect power). A very incomplete list of the most recent related works is 3, 8, 9, 10, 19, 21, 24] , further references to be found therein.
In this paper we prove the following two theorems. Theorem 1.1. For m 2, n 1 and (m; n) 6 = (2; 1), the equation R m (x) = S n (y) has at most nitely many solutions in rational integers x; y. Theorem 1.2. For n > m 1, the equation S m (x) = S n (y) has at most nitely many solutions in rational integers x; y. 1 Supported by the Hungarian National Foundation for Scienti c Research, Grant T25371. 2 Supported by the Austrian Science Foundation FWF, grants S 8307 and P 14200-MAT. 3 Supported by the Hungarian National Foundation for Scienti c Research, Grants T25371, T29330, F34891 and FKFP-0066/2001. Some particular cases of Theorem 1.2 are established in 9]. Mention also that Beukers, Shorey and Tijdeman 3] completely solved the niteness problem for the equation R m (x) = R n (y), even in a more general setting.
We deduce Theorems 1.1 and 1.2 from the general niteness criterion for the Diophantine equation f(x) = g(y), recently established in 5], see Theorem 5.1 below. Since the proof of Theorem 5.1 is based on the non-e ective Siegel's theorem, Theorems 1.1 and 1.2 are non-e ective. In Section 3 we show, using Baker's method, that Theorem 1.1 can be made e ective when n 2 f1; 3g or m 2 f2; 4g. In 16] the equation R m (x) = S n (y) was completely solved in the special cases (m; n) = (2; 2); (2; 5); (4; 2); (4; 5).
One of the purposes of this paper is to illustrate how the general criterion from 5] applies to a concrete equation. See 4, 12] for di erent examples of this kind.
It is interesting to compare our method with those of 8, 9, 10, 13, 19, 21] . Our method is much less sensitive to the speci c form of the equation. For instance, it extends, with some modi cations, to the equations 4 AR m (x) + BS n (y) = C, and AS m (x) + BS n (y) = C, where A, B and C are arbitrary integers with AB 6 = 0. Moreover, a similar argument must work for any equation of the form F m (x) = G n (y), where fF m g and fG n g are in nite families of polynomials depending on the parameters m and n in some \good" way. See 4, 12] for examples.
On the other hand our method yields only non-e ective results, and requires m and n to be xed, while the results obtained by the more elementary methods are usually e ective, and sometimes allow variable m and/or n.
Besides the criterion from 5], the proofs of Theorems 1.1 and 1.2 require some other auxiliary facts. In particular, we completely characterize in Theorem 4.1 the decompositions of Bernoulli polynomials B n (x) (that is, all representations of B n (x) as G 1 (G 2 (x)), where G 1 and G 2 are polynomials). This result seems to be of independent interest.
Plan of the paper In Section 2 we collect facts about Bernoulli polynomials to be used in the text. In Section 3 we show that some special cases of Theorems 1.1 and 1.2 allow e ective treatment. In Section 4 we investigate the decomposition of Bernoulli polynomials. In Section 5 we recall the niteness criterion from 5] and prove Theorems 1.1 and 1.2. The nal Section 6, written by A. Schinzel, describes an alternative approach to the decomposition of Bernoulli-type polynomials.
The following properties of Bernoulli numbers and polynomials will be often used in the text, sometimes without special reference. 
B n (x) = (?1) n B n (1 ? x); (3) f(x + 1) ? f(x) = nx n?1 () f(x) = B n (x) + const;
B 3 = B 5 = B 7 = : : : = 0:
4 at least for m 3; for m = 2 one would have to overcome some di culties in generalizing Lemma 2.2 Recall also the von Staudt theorem 2n = Y (p ? 1)j2n, p prime p; (6) where n is the denominator of B n . In particular, n is a square-free integer, divisible by 6. For the proofs of (1{6) see, for instance, 18, Chapters 1 and 2]. We conclude this section by two lemmas to be used in the sequel. Lemma 2.1. Let m; r be integers with m > 1. Then the (complex) roots of the polynomial P(x) := B 2m (x) ? B 2m + r=2 are of multiplicity at most 2. Also, P(x) has at least 4 simple roots, unless r = 0 and m 2 f2; 3g.
Proof. Brillhart 6, Corollary of Theorem 16] proved that the polynomial B 2m?1 (x) has only simple roots. (See 15, Section 3] for a more general result.) Since P 0 (x) = 2mB 2m?1 (x), the polynomial P(x) may have roots of multiplicity at most 2. This proves the rst assertion. Now we shall prove that P(x) has at least 4 simple roots. When r is even this is a particular case of Theorem 2 of Gy} ory, Tijdeman and Voorhoeve 15] . Hence we may assume that r is odd. We follow the argument of 15] with some changes.
Let be the denominator of P(x), that is, the smallest positive integer such that
Since r is odd, must be even; write = 2d. The von Staudt theorem (6) implies that d is an odd square-free integer. (7) with a 1 ; : : : ; a m?2 2 Z. Assume that jcj > 1. Since (c; 2d) = (c; 2) = 1, the number c has an odd prime divisor p. Denote by a 7 ! a the reduction modp. Then
It follows that 0 is a root of 2P(x) of odd multiplicity. However, (7) implies that this multiplicity cannot be any of 1; 3; : : : ; 2m ? 3. We conclude that 0 is a root of 2P (x) of multiplicity 2m ? 1, which means that T(x) 2 = x 2m?2 and 2P (x) = 2x 2m ? 2x 2m?1 . Comparing this with (7), we conclude that 2m 2(modp) and m(2m ? 1)=3 0(modp),
which is impossible. This shows that c = 1.
Assume that c = 1. Then Q(x) = 2x 2 ? 2x + 1, which means that P(x) vanishes at = (1 + i)=2. Notice that 2k is real (respectively, pure imaginary) when k is even (respectively, odd). Since m is odd, Lemma 2.2. For n 2, the polynomial S n (x) + 1=4 has at least 3 simple roots.
Proof. For even n this is proved by Kano 17, Section 4] . Now let n be odd and write n + 1 = 2m. Then the polynomial S n+1 (x) + 1=4 = (B 2m (x) ? B 2m + m=2)=(n + 1) has at least 4 simple roots by Lemma 2.1.
E ective results for small m or n
In this section we show that, when either n 2 f1; 3g or m 2 f2; 4g, Theorem 1.1 can be proved e ectively; that is, one can write down an explicit upper bound for the solutions (though we do not display an actual expression for such a bound). As one may expect, we use Baker's method. has at least 3 simple roots, and the required assertion follows from Lemma 3.3.
In the case m = 2 we obtain the equation z 2 = x(x + 1), which has only two integer solutions (0; 0) and (?1; 0). This can be easily seen e.g. by rewriting it as (2x + 2z + 1)(2x ? 2z + 1) = 1.
The equation R m (x) = S 1 (y) is a particular case of the equation e ectively studied by Yuan 24] . On can also argue directly as follows. Rewrite the equation as (2y ? 1) 2 = 8R m (x) + 1. By Lemma 4 from 9], the polynomial 8R m (x) + 1 has only simple roots.
Since m 3, we may apply Lemma 3.3.
Proof of Theorem 3.2. Rewriting the equation R 2 (x) = S n (y) as (2x?1) 2 = 4S n (y)+1, we see that its solutions are e ectively bounded by Lemmas 2.2 and 3.3. An e ective niteness theorem for the equation S n (y) = R 4 (x) = (x 2 + 3x + 1) 2 ? 1 was obtained by Brindza 7] . See 15, 23] for more general results.
We also recall the known e ective results for the equations S 1 (x) = S n (y) and S 3 (x) = S n (y). Proof of Theorem 4.1. Let B n (x) = G 1 (G 2 (X)) be a nontrivial decomposition of B n (x). By Lemma 4.2 and (4) we have 4G 2 (x) j 4B n (x) = nx n?1 . This means that 4G 2 (x) = x t with t n ? 1 and 2 C . Again using (4), we obtain G 2 (x) = B k (x) + , where 2 C , 2 C and k = t + 1. Thus, the decomposition B n (x) = G 1 (G 2 (X)) is equivalent to B n (x) = P(B k (x)), where P(x) = G 1 ( x + ). Since the decomposition is non-trivial, we have 2 k < n.
If k = 2 then our decomposition is equivalent to (8) . Now assume that k 3. Since both polynomials B n (x) and B k (x) are monic, so is P(x). Also, p := deg P(x) 2 because the decomposition is non-trivial. Comparing the coe cients of x n?2 in B n (x) and P(B k (x)), we obtain n(n ? 1)=12 = pk(pk ? k)=8 + pk(k ? 1)=12. Since pk = n, we may rewrite this as 2(n ? 1) = 3(n ? k) + 2(k ? 1), which implies k = n, a contradiction. The theorem is proved.
A 
In particular, the polynomial e R k (x) is indecomposable for any k. Next, we show that for m; n 2, the polynomial S n (x) cannot be presented as R m (P (x)), where P(x) is another polynomial. Actually, we obtain a slightly more general result with P(x) = p(x) p x 2 + x + + .
Theorem 4.4. There exist no polynomial p(x) 2 C x] and no ; ; ; 2 C such that S n (x) = R m p(x) p x 2 + x + + : (10) for some m; n 2.
For the proof, we need a simple lemma. To formulate it, consider the following question. Let f(x); g(x) be two polynomials with rational coe cients. Assume that f(x) = g( x + ) for some 2 C and 2 C . Is it true that ; 2 Q ?
Simple examples like ?p 2x 2 = 2x 2 show that in general this is false. Lemma 4.5 gives a su cient condition for rationality of and , which is rather restrictive, but suitable for our purposes. Now assume that deg p(x) = 2, in which case n + 1 = 2m. By Theorem 4.1, the decomposition B 2m (x) = 2mR m (p(x)) + B 2m is equivalent to B 2m (x) = e B m
? (x ? 1=2) 2 , which means that there exist 2 C and 2 C such that p(x) = (x ? 1=2) 2 
The proof relies, besides other tools, on Siegel classical theorem about integral points 22]. Since Siegel's theorem is ine ective, so is Theorems 5.1.
Two lemmas
We will also need two simple, though somewhat technical lemmas. In the sequel a 1 ; b 1 ; e 1 
s n?1 = ?e 1 ; s n?3 = e 1 ( ? 3) 2 =2: (18) Relations (17) If deg f = 1 then, after modifying a 1 and a 1 , we may assume that R m (a 1 x + a 0 ) = '(x). We obtain S n (x) = R m (a 1 g 1 (x) + a 0 ), which contradicts Theorem 4.4. If deg f = 2 then, after modifying a 1 and a 1 , we may assume that R m (a 1 x + a 0 ) = '(x 2 + ) with 2 C . We obtain S n (x) = R m (a 1 p g 1 (x) ? + a 0 ). This again con- 
In particular, the standard pair (f; g) cannot be of the second or fth kind.
If it is of the rst kind then one of the polynomials R m (a 1 x + a 0 ) or S n (b 1 x + b 0 ) is of the form e 1 x q + e 0 , where q 3 by (21) . This is, however, impossible by Lemma 5. 6 Arithmetical approach to decomposition of Bernoulli polynomials (by A. Schinzel) In this appendix we use an arithmetical method to prove the following theorem.
Theorem 6.1. The Bernoulli polynomial B n (x) cannot be presented as rP(Q(x)), where r is a rational number, P(x) 2 Z x] ia a monic polynomial of degree greater than 1, and Q(x) 2 Q x]. When n 6 = 2; 4, the same holds for the polynomial n (x) := B n (x) ? B n . Notice that 2 (x) = P(Q(x)) where P(x) = x 2 ? x and Q(x) = x and 4 (x) = P(Q(x)) where P(x) = x 2 and Q(x) = x 2 ? x. Corollary 6.2. The polynomial B n (x) cannot be presented as R m (Q(x)), where m 2 and Q(x) 2 Q x]. The same is true for n (x) when n 6 = 2, and for S n (x) when n 6 = 1. Proof. In view of Theorem 6.1, it remains to show that neither 4 (x) = (x 2 ? x) 2 nor S 3 (x) = ((x 2 ? x)=2) 2 can be of the form R 2 (Q(x)) or R 4 (Q(x)). Since R 2 (x) = (x ? 1=2) 2 ? 1=4 and R 4 (x) = (x 2 + 3x + 1) 2 ? 1, the contrary would, in any case, imply an equality of the form (T (x) ? U(x))(T(x) + U(x)) = 1 for certain non-constant polynomials T(x) and U(x), which is impossible.
For the proof of Theorem 6.1 we need an auxiliary result. By the Gauss Lemma, the denominator of Q(x) m , where m = deg P, is d m . Since the polynomial P(x) is monic and has integer coe cients, the denominator of P(Q(x)) is d m as well.
Further, comparing the leading coe cient of B n (x) (or n (x)) with that of rP(Q(x)), we obtain 1 = rq m , or r = q ?m , where q is the leading coe cient of Q(x). This implies that the denominator of rP(Q(x)) is a perfect m-th power in Z.
On the other hand, by the von Staudt theorem (6) and Lemma 6.3, the denominator of B n (x) is a square free integer greater that 1, and the same is true for the denominator of n (x) when n 6 = 2; 4. In particular, it cannot be a perfect m-th power for m 2.
The theorem is proved.
