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ABSTRACT. – We consider the full nonlinear dynamic von Kármán system of equations which models
large deflections of thin plates and show how the so-called Timoshenko and Berger models for thin plates
may be obtained as singular limits of the von Kármán system when a suitable parameter tends to zero. We
also show that in the case where the plate is of infinite measure this limit process gives the usual linear plate
model. Therefore the nonlinear term of the system vanishes asymptotically when the domain has infinite
measure. Strong convergence is also discussed: It holds under additional compatibility conditions on the
initial data. Our results extend a previous work by the authors on the corresponding 1−D models. Ó 2000
Éditions scientifiques et médicales Elsevier SAS
1. Introduction
This paper is devoted to prove how the so-called Timoshenko and Berger models for plates
may be obtained as limits of a full von Kármán system when suitable parameters tend to zero.
Let Ω be a bounded domain of R2 with smooth boundary. Let us consider the deflections of
a 2-D plate occupying the domainΩ . We denote by U = (u, v) the in-plane displacement of the
plate where both u and v depend on the space variables (x, y) ∈Ω and time t > 0. We represent
by w =w(x,y, t) the vertical displacement of the plate.
The full von Kármán dynamical model for large deflections of the plate reads as follows (see
J. Lagnese [8] and the references therein):
Utt =Div
(C[e(U)+ f (∇w)]) in Ω × (0,∞),(1)
wtt +12w−1wtt = div
(C[e(U)+ f (∇w)]∇w) in Ω × (0,∞).(2)
In (1), C belongs to S, the space of 2× 2 symmetric matrices, and it is defined as
C[e] = E
d(1−µ2)
[
µ(Tr e)I + (1−µ)e](3)
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for any e in S, where I is the identity matrix and (Tr e) denotes the trace of e. Moreover, d > 0 is
the density of the plate, E > 0 denotes the Young modulus and 0<µ< 1 the Poisson’s ratio. In
(1) Div denotes the vector valued divergence of a matrix and div stands for the scalar divergence
of a vector field.
On the other hand, e[U ] = 12 (∇U + (∇U)T ) and the nonlinearity f :R2 → S in (1)–(2)
is defined as f (ξ) = 12ξ ⊗ ξ for all ξ ∈ R2. We complement systems (1)–(2) with Dirichlet
boundary conditions
U = 0, w = ∂w
∂η
= 0 on ∂Ω × (0,∞)(4)
and initial conditions
U(x,y,0)= (u(x, y,0), v(x, y,0))= (u0(x, y), v0(x, y)) in Ω,
Ut (x, y,0)=
(
ut (x, y,0), vt(x, y,0)
)= (u1(x, y), v1(x, y)) in Ω,
w(x, y,0)=w0(x, y), wt (x, y,0)=w1(x, y) in Ω.
(5)
In (4) ∂/∂η denotes the normal derivative, η being the unit outward normal to Ω .
We refer to Ph. Ciarlet [5] for a complete account on the existing results for the corresponding
static model including, in particular, the derivation of the model by asymptotic methods and the
existence and regularity of solutions. The bibliography of [5] provides also a complete list of
references in the subject.
Timoshenko’s model is much simpler (see [1,6]). It consists on a single scalar equation for the
vertical displacement w. Namely
wtt +12w−1wtt − c
(∫
Ω
|∇w|2 dA
)
1w= 0 in Ω × (0,∞),(6)
where c is a positive constant.
The corresponding boundary and initial conditions are now
w = ∂w
∂η
= 0 on ∂Ω × (0,∞)(7)
and
w(x,y,0)=w0(x, y), wt (x, y,0)=w1(x, y) in Ω.(8)
As we said above, one of the main goals of this paper is to analyse the proximity of these two
models.
Existence and uniqueness of solutions for (6)–(8) is by now well known and can be obtained by
classical methods. It turns out that for any (w0,w1) belonging toH 20 (Ω)×H 10 (Ω) system (6)–(8)
has a unique global solutionW in the class C([0,∞);H 20 (Ω))∩C1([0,∞);H 10 (Ω)). Existence
of finite energy solutions of (1)–(2) under the conditions (4)–(5) is also well known. However,
the uniqueness issue is much more subtle. D. Tataru and M. Tucsnak [19] considered the Cauchy
problem in the whole space R2 and proved both uniqueness and continuous dependence with
respect to the initial data. More recently, I. Lasiecka in [10], adopting Sedenko’s method [18],
proved the uniqueness of finite energy solutions. Therefore, given (U0,U1) ∈ (H 10 (Ω))2 ×
(L2(Ω))2 and (w0,w1) ∈H 20 (Ω)×H 10 (Ω) system (1)–(2), (4)–(5) admits a unique finite energy
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solution in the class{
U ∈L∞(0,∞; (H 10 (Ω))2)∩W 1,∞(0,∞; (L2(Ω))2),
w ∈ L∞(0,∞;H 20 (Ω))∩W 1,∞(0,∞;H 10 (Ω)).(9)
Solutions of both the full von Kármán system and Timoshenko’s equation being unique there is
no ambiguity in analyzing the proximity of solutions of both models.
In order to achieve our results we perturb system (1)–(2) by a parameter ε > 0 which later will
tend to zero. More precisely, instead of (1)–(2) we consider
εUtt =Div
(Cε[e(U)+ f (∇w)]) in Ω × (0,∞),(10)
wtt +12w−1wtt = div
[Cε(e(U)+ f (∇w))∇w] in Ω × (0,∞),(11)
where Cε is given by
Cε(e)= E
d(1−µ2)
{
µ(Tre)I + ε(1−µ)e}.(12)
From now on we shall use the notation
γ = E
d(1−µ2) .(13)
For any ε > 0, according to the results we mentioned above, system (10)–(11), (4)–(5) has a
unique solution in the class (9). Moreover, when the initial data are fixed, the corresponding
solutions {Uε,wε} are such that the vertical component {wε,wεt } is uniformly bounded in
L∞([0,∞);H 20 (Ω)×H 10 (Ω)). The main result of this paper asserts that (wε,wεt ) ⇀ (w,wt )
weakly-∗ in L∞(0,∞;H 20 (Ω) × H 10 (Ω)) as ε → 0 where w is the unique solution of
Timoshenko’s model (6)–(8) with c= γµ/(2|Ω |).
This is the 2-D version of the results we proved in [15,16] for the 1-D von Kármán and
Timoshenko’s equation.
In order to illustrate the reason for this convergence let us observe that when ε = 0 system
(10)–(11) can be written as{
Div
(C0(e(U)+ f (∇w)))= 0,
wtt +12w−1wtt = div
{C0(e(U)+ f (∇w))∇w},(14)
where
C0(e)= Eµ
d(1−µ2) (Tr e)I.(15)
We consider (14) with boundary conditions uηx + vηy = 0 and w = ∂w/∂η= 0 on ∂Ω× (0,∞)
and initial conditions (5).
Observe that
Tr
(
e(U)+ f (∇w))= ux + vy + 12 |∇w|2 ≡ h(u, v,w).(16)
Thus, in view of the first equation in (14), we deduce that
hx = hy = 0(17)
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or, in other words, h= h(t), i.e. h is independent of x and y . Going back to the second equation
in (14) we obtain, formally,
wtt +12w−1wtt = Eµ
d(1−µ2) h(t)1w.(18)
Therefore, it suffices to identify the time-dependent function h(t). Integrating in Ω identity (15)
and using the boundary conditions we obtain
|Ω |h(t)=
∫
Ω
(
ux + vy + 12 |∇w|
2
)
dA= 1
2
∫
Ω
|∇w|2 dA,
since uηx + vηy = 0 on ∂Ω ×R+. Therefore
h(t)= 1
2|Ω |
∫
Ω
|∇w|2 dA.(19)
Combining (18) with (19) we obtain Timoshenko’s equation (6) with
C =Eµ/(2|Ω |d(1−µ2))= γµ/(2|Ω |).
Section 2 of this paper is devoted to rigorously proving the above convergence result, that is,
considering system (10)–(11) as a singular perturbation and studying the limit as ε→ 0.
There is an intermediate plate model, between von Kármán and Timoshenko’s one, the
so-called Berger’s system, introduced by H. Berger in [2] which is widely accepted in the
engineering literature (see, for instance, [13]). Roughly, it consists on substituting C by C0 (given
by (14)) in (1)–(3). As we will comment briefly in Section 6, existence and uniqueness of Berger’s
system may be proved as in [17] and [10] for the full von Kármán system. If we further replace
the term Utt in Berger’s system by ε Utt and let ε→ 0 then we obtain Timoshenko’s equation
as limit of Berger’s system. This justifies rigorously that Berger’s model is an intermediate one
between von Kármán’s system and Timoshenko’s equation.
In Section 3 we consider the case Ω = R2 or, more generally, the case where the plate has
infinite measure. We prove that the limit of the full von Kármán system is a linear plate model,
i.e., (6) with c = 0. Note that this is natural to be expected since, in view of the expression of
the constant c multiplying the nonlinear term in (6), c tends to zero as |Ω | tends to infinity. This
result agrees with previous ones on the 1-D model obtained in [16].
In Section 4 we discuss the issue of possible strong convergence of solutions. We show that
this strong convergence holds provided the initial data satisfy a suitable compatibility condition.
This is the 2-D version of earlier results on 1-D models we obtained in [16]. When proving these
results the weak lower semicontinuity and the conservation of energy play a crucial role.
As Berger pointed out in [2], the validity of the approximation (of Berger’s model) to
Timoshenko’s equation depends on the boundary conditions we impose. This fact was rigorously
proved in [16] in the 1-D case. In Section 5 we prove an analogous result for the 2-D case,
namely that in some cases, in particular, if we consider boundary conditions expressing null
loading, instead of getting Timoshenko’s plate equation, we get a linear plate equation, i.e., (6)
with c= 0 even when the plate has finite measure.
Finally, in Section 6 we give some further comments and remarks.
All along this paper the fourth order equation for the vertical displacementw includes the term
−1wtt taking account of the rotational inertia effect. The same questions arise when this term is
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dropped. However, as far as we know, uniqueness of finite energy solutions for the corresponding
full von Kármán system is unknown when this term is dropped. Therefore, we have prefered to
work with the model taking this term into account although most of the developments related to
the limit process can be done in a rather similar way for the system without the rotational inertia
term.
Note also that several positive constants in the models under consideration have been
normalized to one for simplicity. These include the flexural rigidity, mass density, plate thickness,
etc. However, the results presented in this paper are independent of the values of these constants.
We close this introduction with some bibliographical comments: The stationary version of
the von Kármán system appeared in the work [20] and an extensive literature on this model
is available (see [4,5] and the references therein). Recently, J. Lagnese [8] derived the time-
dependent version we are considering here. Existence and uniqueness of regular solutions of the
full von Kármán system was studied by J.P. Puel and M. Tucsnak [17]. As we mentioned above,
uniqueness of weak solutions was proved in [10] following the method of [18] and continuous
dependence with respect to the initial data was proved in [19] when Ω = R2. There is a large
literature on a related model named the modified von Kármán system. In this case the in-plane
displacements are not taken into account and the von Kármán system reduces to a scalar nonlinear
equation for w. We refer to [7,14] and the references therein.
Timoshenko’s model was also considered by a number of authors. They studied existence,
uniqueness and regularity of solutions as well as the stabilization problem under various damping
mechanisms in the equation or at the boundary. See [1,3,6,12] and the references therein.
We refer to the work of J. Lagnese and G. Leugering [9] for the derivation and analysis of the
1-D dynamical von Kármán equations under dissipative boundary conditions.
2. The convergence result
In this section we consider the case when Ω ⊆R2 is a bounded region with smooth boundary
∂Ω . Let ε > 0 and consider the full von Kármán system
εUtt =Div
(Cε(e(U)+ f (∇w))) in Ω × (0,∞),(20)
wtt +12w−1wtt = div
[Cε(e(U)+ f (∇w))∇w] in Ω × (0,∞),(21)
where Cε is given by (12), f (ξ)= 12 ξ ⊗ ξ and U = (u, v). Note also that the left-hand side of
Eq. (19) has been multiplied by the factor ε as we indicated in the Introduction.
System (20) and (21) is considered with Dirichlet boundary conditions
U = 0, w = ∂w
∂η
= 0 on ∂Ω × (0,∞)(22)
and initial conditions
U(x,y,0)= (u0(x, y), v0(x, y)) in Ω,(23)
Ut(x, y,0)=
(
u1(x, y), v1(x, y)
)
in Ω,(24)
w(x,y,0)=w0(x, y), wt (x, y,0)=w1(x, y) in Ω.(25)
THEOREM 1. – Let ε > 0 and consider the (unique) global solution {Uε,wε} of system (20)–
(21) with boundary conditions (22) and initial conditions (23)–(25) where (u0, v0) ∈ H 10 (Ω)×
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H 10 (Ω), (u1, v1) ∈L2(Ω)×L2(Ω) and (w0,w1) ∈H 20 (Ω)×H 10 (Ω). Then,(
wε,wεt
)
⇀(z, zt ) weakly-∗ in L∞
(
0,∞;H 20 (Ω)
)×L∞(0,∞;H 10 (Ω))(26)
as ε→ 0, where z= z(x, y, t) is the (weak) solution of:
ztt +12z−1ztt − γµ2|Ω|
∫
Ω |∇z|2 dA1z= 0 in Ω × (0,∞),
z= ∂z
∂η
= 0 on ∂Ω × (0,∞),
z(x, y,0)=w0(x, y), zt (x, y,0)=w1(x, y) in Ω.
(27)
Furthermore, as ε→ 0:
div
(
uε, vε
)
⇀
1
2|Ω |
∫
Ω
|∇z|2 dA− 1
2
|∇z|2 weakly-∗ in L∞(0,∞;L2(Ω)).(28)
Proof. – The total energy associated with the above system is given by
Eε(t) = 12
∫
Ω
{
ε
(
uεt
)2 + ε(vεt )2 + (wεt )2 + ∣∣∇wεt ∣∣2 + ∣∣1wε∣∣2}dA
+ 1
2
(Cε(e[Uε]+ f (∇wε)), e[Uε]+ f (∇wε)),(29)
where Uε = (uε, vε). The last term on the right-hand side of (29) is interpreted as the inner
product in (L2(Ω))4.
Direct calculations using the definitions given above show that
e
[
Uε
]+ f (∇wε)= [bεij ],(30)
where
bε11 = uεx +
1
2
∣∣wεx ∣∣2; bε22 = vεy + 12 ∣∣wεy∣∣2; bε12 = bε21 = 12 (uεy + vεx +wεxwεy)
and
Cε([bεij ])= γ
{
µ
[
bε11 + bε22 0
0 bε11 + bε22
]
+ ε(1−µ)
[
bε11 b
ε
12
bε21 b
ε
22
]}
.(31)
Consequently(Cε([bεij ]), [bεij ])(L2(Ω))4
= γµ
∥∥∥∥uεx + vεy + 12 ∣∣∇wε∣∣2
∥∥∥∥2
L2(Ω)
+ εγ (1−µ)
[∥∥bε11∥∥2L2(Ω) + ∥∥bε22∥∥2L2(Ω) + 12∥∥vεx + uεy +wεxwεy∥∥2L2(Ω)
]
> 0(32)
since γ > 0 and 0<µ< 1, which shows that Cε is positive definite.
We deduce from the above discussion that the total energy Eε(t) given by (29) is positive
definite.
G. PERLA MENZALA, E. ZUAZUA / J. Math. Pures Appl. 79 (2000) 73–94 79
A recent result in [10] shows that system (20)–(25) has a unique global solution. More
specifically, if we denote by
X= [L∞(0,∞;H 10 (Ω))∩W 1,∞(0,∞;L2(Ω))]2,
Y =L∞(0,∞;H 2 ∩H 10 (Ω))∩W 1,∞(0,∞;H 10 (Ω))
and take
(u0, u1), (v0, v1) ∈H 10 (Ω)×L2(Ω); (w0,w1) ∈H 2 ∩H 10 (Ω)×H 10 (Ω)
then, there exists a unique global solution {uε, vε,wε} of (20)–(25), such that (uε, vε) ∈ X,
wε ∈ Y .
On the other hand, taking into account that the weak solution of system (20)–(25) is built by
means of a regularization procedure, the energy satisfies
Eε(t)6Eε(0), a.e. t ∈ [0, T ].(33)
As a consequence of (33) and the fact that the initial energy Eε(0) is bounded (by a constant
independent on ε) we deduce the boundedness of Eε(t). This implies that the sequence
{uε, vε,wε}ε>0 satisfies the following{√
ε uεt
}
ε>0 is bounded in L
∞(0,∞;L2(Ω)),(34) {√
ε vεt
}
ε>0 is bounded in L
∞(0,∞;L2(Ω)),(35) {
wεt
}
ε>0 is bounded in L
∞(0,∞;H 10 (Ω)),(36) {
wε
}
ε>0 is bounded in L
∞(0,∞;H 20 (Ω)),(37)
bε11 + bε22 is bounded in L∞
(
0,∞;L2(Ω))(38)
√
ε bεij is bounded in L
∞(0,∞;L2(Ω)), ∀i, j = 1,2.(39)
Observe that (37) implies that {∇wε}ε>0 is bounded in L∞(0,∞;H 10 (Ω)). Due to the
embedding H 1(Ω) ↪→ Lp(Ω) for all 2 6 p <∞ it follows that {|∇wε|2}ε>0 is bounded in
L∞(0,∞;L2(Ω)). Using (38), (39) and the above discussion we deduce that{
uεx + vεy
}
ε>0 is bounded in L
∞(0,∞;L2(Ω))(40)
and
√
ε
{
uεy + vεx
}
ε>0 is bounded in L
∞(0,∞;L2(Ω)).(41)
The boundedness of the sequences (34) up to (37) imply the existence of subsequences (which
we will continue denoting by the same symbol) and some functions ξ , η and z (which depend on
x , y and t) such that
√
ε uεt ⇀ ξ weak-∗ in L∞
(
0,∞;L2(Ω)),(42)
√
ε vεt ⇀ η weak-∗ in L∞
(
0,∞;L2(Ω)),(43)
wε ⇀ z weak-∗ in L∞
(
0,∞;H 20 (Ω)
)
,(44)
wεt ⇀ zt weak-∗ in L∞
(
0,∞;H 10 (Ω)
)
,(45)
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as ε→ 0. Furthermore, if we denote by V1 the space
V1 =
{
(u, v) ∈ L2(Ω)×L2(Ω), ux + vy ∈L2(Ω); (u, v) · η= 0 on ∂Ω
}
then, from (40) and (41) it follows that there exists a subsequence of {(uε, vε)} and (u, v) ∈
L∞(0,∞;V1) such that (
uε, vε
)
⇀(u,v) weakly-∗ in L∞(0,∞;V1)(46)
as ε→ 0.
Next, we use Aubin–Lions compactness lemma (see [11]) to deduce from (44)–(45) that
wε→ z strongly in L∞(0, T ;H 2−δ(Ω))(47)
as ε→ 0, for any 0< T <∞ and all δ > 0. In particular, it follows that
∇wε→∇z strongly in L∞(0, T ;H 1−δ(Ω))(48)
as ε→ 0. Using Sobolev embedding theorem we deduce from (48) that
∇wε→∇z strongly in L∞(0, T ;Lp(Ω))(49)
as ε→ 0 for any 26 p <+∞. Hence, from (49) and our previous discussion we deduce that∣∣∇wε∣∣2→|∇z|2 strongly in L∞(0, T ;Lp(Ω))(50)
as ε→ 0 for any p <+∞ and 0< T <+∞.
On the other hand, from (46) it follows that
uεx + vεy ⇀ ux + vy weakly-∗ in L∞
(
0,∞;L2(Ω)) as ε→ 0.(51)
Let us now introduce the following notation:
Fε ≡ uεx + vεy +
1
2
∣∣∇wε∣∣2; F ≡ ux + vy + 12 |∇z|2.(52)
Observe that Fε = bε11 + bε22.
Then, our above discussion ((50) and (51)) shows that
Fε ⇀ F weakly-∗ in L∞
(
0, T ;L2(Ω)) as ε→ 0.(53)
Finally, let us analyse the nonlinear terms in (21). Using the explicit form of Cε([bεij ]) given
in (31) we find that
Cε([bεij ])∇wε =
[
Bε1
Bε2
]
,
where
Bε1 = γ
{
µFεwεx + ε(1−µ)
(
bε11w
ε
x + bε12wεy
)}(54)
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and
Bε2 = γ
{
µFεwεy + ε(1−µ)
(
bε21w
ε
x + bε22wεy
)}
.(55)
Due to our previous discussion we know that {wεx} is bounded in L∞(0,∞;H 1(Ω)).
Consequently, {wεx} is bounded in L∞(0,∞;Lp(Ω)) for all p < +∞. This fact, combined
with (39), implies that the sequences {√εbε11wεx}, {
√
ε bε12w
ε
y}, {
√
ε bε21w
ε
x} and {
√
εbε22w
ε
y} are
bounded in L∞(0,∞;Lq(Ω)) for any q < 2. Note also that all these terms appear in (54)–(55)
multiplied by an additional factor
√
ε. Thus they converge to zero in L∞(0,∞;Lq(Ω)) for any
q < 2.
On the other hand, as a consequence of (49) and (53) we deduce that
Fεwεx ⇀ Fzx weak-∗ in L∞
(
0, T ;Lq(Ω))
and
Fεwεy ⇀ Fzy weak-∗ in L∞
(
0, T ;Lq(Ω))
as ε→ 0 for any q < 2. Consequently
Cε(e(U)+ f (∇w))∇w⇀ [B1
B2
]
weakly-∗ in L∞(0,∞;Lq(Ω)) for any q < 2 with B1 = γµFzx; B2 = γµFzy . Now, we can
pass to the limit as ε→ 0 in (20) to conclude that z is a weak solution of
ztt +12z−1ztt = γµ
{
(Fzx)x + (Fzy)y
}
in Ω × (0,∞),(56)
z= ∂z
∂η
= 0 on ∂Ω × (0,∞).(57)
On the other hand
Cε([bεij ])⇀γµ
[
F 0
0 F
]
weakly-∗ in L∞
(
0,∞; (L2(Ω))4).(58)
Combining (34)–(35) and (58) and letting ε → 0 in (19), we obtain, as described in the
introduction, that Fx = Fy = 0 which implies that F is a function of t only: F = F(t). Hence,
(56) can be rewritten as
ztt +12z−1ztt = γµF(t)1z.
Let us identify F(t): Integrating Fε = uεx + vεy + 12 |∇wε|2 in Ω , using the divergence theorem
and the boundary conditions (22) we obtain:∫
Ω
FεdA =
∫
Ω
(
uεx + vεy
)
dA+ 1
2
∫
Ω
∣∣∇wε∣∣2 dA
=
∫
∂Ω
(
uε, vε
) · (η1, η2)dS + 12
∫
Ω
∣∣∇wε∣∣2 dA= 1
2
∫
Ω
∣∣∇wε∣∣2 dA.(59)
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Now, we use the fact that Fε ⇀ F weak-∗ in L∞(0, T ;L2(Ω)) and |∇wε|2→ |∇z|2 strongly
in L∞(0, T ;L1(Ω)), as ε→ 0. Letting ε→ 0 in both sides of (59) we deduce that
|Ω |F(t)= 1
2
∫
Ω
|∇z|2 dA.
This shows that z solves the equation in (27).
By (53) we know that
uεx + vεy +
1
2
∣∣∇wε∣∣2 ⇀F weakly-∗ in L∞(0, T ;L2(Ω))
as ε→ 0 and by (50) we know that∣∣∇wε∣∣2→|∇z|2 strongly in L∞(0, T ;Lp(Ω))
as ε→ 0, for any p <+∞. Consequently (28) follows.
It remains to prove that z verifies the initial data. Since, in view of (47) above, wε →
z in C([0, T ];L2(Ω)) then wε(x, y,0) = w0(x, y) → z(x, y,0) in L2(Ω). Consequently
z(x, y,0)=w0(x, y).
In order to prove that zt (x, y,0)=w1(x, y) we use Eq. (21) to observe that
(I −1)wεtt =−12wε + div
(Cε[e(Uε)+ f (∇wε)]∇wε).(60)
Since {wε} is bounded in L∞(0,∞;H 20 (Ω)) then {12wε} is bounded in L∞(0,∞;H−2(Ω)).
We already know (see the analysis of (54) and (55)) that the term {Cε[e(Uε)+ f (∇wε)]∇wε}
is bounded in L∞(0,∞; (Lq(Ω))2) for all q < 2. Consequently it is also bounded in
L∞(0,∞; (H−δ(Ω))2) for any δ > 0. It follows that div(Cε[e[Uε] + f (∇wε)]∇wε) is bounded
in L∞(0,∞;H−δ−1(Ω)) for any δ > 0. In conclusion, from (60) we obtain that {wεtt } is bounded
in L∞(0,∞;L2(Ω)). Since we already know that {wεt } is bounded in L∞(0,∞;H 10 (Ω)) then,
again, we can use Aubin–Lions’s compactness lemma to extract a subsequence of {wεt } such
that wεt → zt in C([0, T ];L2(Ω)) for any δ > 0 as ε→ 0. Since wεt (x, y,0)= w1(x, y) then
zt (x, y,0)=w1(x, y). 2
3. The plate of infinite measure
In this section we consider the case when Ω = R2. Our main result says that if the procedure
of Section 2 is carried out, then the corresponding model will converge weakly as ε→ 0 to the
linear plate model
ztt +12z+ z−1ztt = 0 in R2 × (0,∞).
We consider the coupled system:
εUtt =Div
(Cε(e[U ] + f (∇w))) in R2 × (0,∞)(61)
wtt +12w+w−1wtt = div
[Cε(e[U ] + f (∇w))∇w] in R2 × (0,∞),(62)
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with initial conditions
U(x,y,0)= (u0(x, y), v0(x, y)) in R2,
Ut (x, y,0)=
(
u1(x, y), v1(x, y)
)
in R2,
w(x, y,0)=w0(x, y), wt (x, y,0)=w1(x, y) in R2.
(63)
Recently, D. Tataru and M. Tuscnak [19] proved that the Cauchy problem (61)–(63) is globally
well posed in the following spaces: The unique solution {uε, vε,wε} belongs to the class(
uε, vε
) ∈ [C([0,∞);H 1(R2))∩C1([0,∞);L2(R2))]2,
wε ∈ C([0,∞);H 2(R2))∩C1([0,∞);H 1(R2))
provided (u0, v0) ∈H 1(R2)×H 1(R2), (u1, v1) ∈L2(R2)×L2(R2) and (w0,w1) ∈H 2(R2)×
H 1(R2).
We shall proceed as in Section 2 to prove the following theorem:
THEOREM 2. – Let ε > 0 and consider the (unique) global solution {Uε,wε} of system (61)–
(62) in R2 × (0,∞) with initial conditions (63) where (u0, v0) ∈H 1(R2)×H 1(R2), (u1, v1) ∈
L2(R2)×L2(R2) and (w0,w1) ∈H 2(R2)×H 1(R2). Then(
wε,wεt
)
⇀(z, zt ) weakly-* in L∞
(
0,∞;H 2(R2))×L∞(0,∞;H 1(R2))
as ε→ 0 where z= z(x, y, t) is the unique (weak) solution of{
ztt +12z−1ztt + z= 0 in R2 × (0,∞),
z(x, y,0)=w0(x, y), zt (x, y,0)=w1(x, y).
Furthermore
div
(
uε, vε
)
⇀−1
2
|∇z|2 weakly-∗ in L∞(0,∞;L2(R2)) as ε→ 0.
Proof. – We proceed in several steps.
Step 1. The total energy Eε(t) associated with (61)–(62) in R2 × (0,∞) is given by
Eε(t) = 12
∫
R2
{
ε
(
uεt
)2 + ε(vεt )2 + (wεt )2 + ∣∣∇wεt ∣∣2 + ∣∣wε∣∣2 + ∣∣1wε∣∣2}dA
+ 1
2
(Cε(e[Uε]+ f (∇wε)), e[Uε]+ f (∇wε)),(64)
where Cε was defined in (12), Uε = (uε, vε) and the last term on the right-hand side of (64) is
interpreted as the inner product in (L2(R2))4.
The analysis in [19] shows that the energy is constant:
Eε(t)=Eε(0), ∀t ∈ [0,∞).
Step 2. Due to Step 1 we have the boundedness of the following sequences{√
ε uεt
}
is bounded in L∞
(
0,∞;L2(R2)),{√
ε vεt
}
is bounded in L∞
(
0,∞;L2(R2)),
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wε
}
is bounded in L∞
(
0,∞;H 2(R2)),{
wεt
}
is bounded in L∞
(
0,∞;H 1(R2)),
bε11 + bε22 is bounded in L∞
(
0,∞;L2(R2)),
√
ε bεij is bounded in L
∞(0,∞;L2(R2)), ∀i, j = 1,2.
As a consequence of the above boundedness we obtain that{∣∣∇wε∣∣2} is bounded in L∞(0,∞;Lq(R2))(65)
for all 16 q <∞.
Arguing as in Section 2 we deduce that{
uεx + vεy
}
is bounded in L∞
(
0,∞;L2(R2)).(66)
Step 3. The boundedness of the sequences in Step 2 imply the existence of subsequences such
that:
√
ε uεt ⇀ ξ weakly-∗ in L∞
(
0,∞;L2(R2)),
√
ε vεt ⇀ η weakly-∗ in L∞
(
0,∞;L2(R2)),
wε ⇀ z weakly-∗ in L∞
(
0,∞;H 2(R2)),
wεt ⇀ zt weakly-∗ in L∞(0,∞;H 1
(
R2
))
,
as ε→ 0.
Due to (66) we can extract a subsequence of {uεx + vεy} such that
uεx + vεy ⇀ ux + vy weakly-∗ in L∞
(
0,∞;L2(R2)) as ε→ 0.(67)
Step 4. We use Aubin–Lions’ compactness lemma to deduce that
wε→ z strongly in L∞(0, T ;H 2−δloc (R2))(68)
for any δ > 0 and 0< T <+∞. From here we conclude that
∇wε→∇z strongly in L∞(0, T ;H 1−δloc (R2))(69)
as ε→ 0 for any δ > 0 and 0< T <∞.
Sobolev’s embedding theorem implies that∣∣∇wε∣∣2→|∇z|2 strongly in L∞(0, T ;Lploc(R2))(70)
as ε→ 0 for any p <+∞ and 0< T <+∞. Taking into account that the sequence is bounded
in L∞(0,∞;L∞(R2)) we deduce that the convergence also holds in the weak-∗ topology of this
space.
This fact, combined with (67) implies that, as ε→ 0:
Fε ≡ uεx + vεy +
1
2
∣∣∇wε∣∣2 ⇀ux + vy + 12 |∇z|2 ≡ F weakly-∗ in L∞(0, T ;L2(R2)).(71)
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Step 5. Using (69) and Sobolev’s embedding theorem we obtain that
∇wε→∇z strongly in L∞(0, T ;Lploc(R2))(72)
as ε→ 0, for all 1 6 p <∞ and 0 < T < +∞. Remember that (54) and (55) give us the
explicit form of the term Cε(e[Uε] + f (∇wε))∇wε . We can proceed like in Section 2 to
show that the sequences {√εbε11wεx}, {
√
ε bε12w
ε
y}, {
√
ε bε21w
ε
x} and {
√
εbε22w
ε
y} are bounded
in L∞(0,∞;Lqloc(R2)) for any q < 2. Now, from (70) and (71) we deduce that
Fεwεx ⇀ Fzx; Fεwεy ⇀ Fzy weakly-∗ in L∞
(
0, T ;Lploc
(
R2
))
as ε→ 0 for any p < 2 where F = ux + vy + 12 |∇z|2.
Final step. We can pass to the limit as ε→ 0 in (62) to obtain
ztt +12z+ z−1ztt = γµ
{
(Fzx)x + (Fzy)y
}
.(73)
Letting ε→ 0 in (61) we obtain that Fx = Fy = 0 which says that F is a function of t only:
F = F(t). Therefore, (73) takes the form
ztt +12z+ z−1ztt = γµF(t)1z in R2 × (0,∞).
Due to the lower semicontinuity of the total energy Eε(t) (given by (64)) we obtain that
1
2
∫
R2
{
z2t + |∇zt |2 + z2 + |1z|2 + γµF 2(t)
}
dA6 lim
ε→0 infEε(t) <+∞.
This implies clearly that F ≡ 0. Indeed, according to this inequality, F(t) ∈ L2(R2) for all t > 0.
But, on the other hand, F is independent of x and y . Therefore we should have F ≡ 0.
Observe that the final statement of Theorem 2 is a direct consequence of (70) and (71). The
fact that z satisfies the initial conditions can be shown like in the proof of Theorem 1 considering
L2loc(R
2), H 2loc(R
2), H−2loc (R2), etc instead of L2(Ω), H 20 (Ω), H−2(Ω), etc. 2
Remark. – As it can be observed in the proof of Theorem 2 the same procedure remains valid
if the system (61)–(62) is considered in an unbounded domain Ω of infinite measure.
4. Strong convergence
In this section we answer a natural question: Do the convergences in Theorem 1 in Section
2 remain valid in the strong topologies? The answer is, in general no. In order to illustrate this
claim let us consider the result of Theorem 1. As a consequence of the discussion of Section 2
and due to the lower semicontinuity of the L2-norm we have
lim
ε→0 inf
1
T
T∫
0
Eε(t)dt >
1
2T
T∫
0
∫
Ω
{|ξ |2 + |η|2 + z2t + |∇zt |2 + |1z|2}dAdt
+ µγ
8|Ω |T
T∫
0
(∫
Ω
|∇z|2 dA
)2}
dt,
(74)
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where ξ and η were found in (42) and (43), z= z(x, y, t) solves (26). Using (34) we know that
1
T
T∫
0
Eε(t)dt 6 Eε(0)
ε→0−→ 1
2
∫
Ω
(
w21 + |∇w1|2 + |1w0|2
)
dA
+ µγ
2
∫
Ω
(
∂u0
∂x
+ ∂v0
∂y
+ 1
2
|∇w0|2
)2
dA=E(0)
(75)
because of (30) and (31). The energy for the limit system (26) is given by
E(t)= 1
2
∫
Ω
(
z2t + |∇zt |2 + |1z|2
)
dA+ µγ
8|Ω |
(∫
Ω
|∇z|2 dA
)2
(76)
and it is conserved along time, that is E(t) = E(0) for all t > 0. Combining (75) with (76) we
deduce that
E(0)> E(0)+ 1
2
∫
Ω
{|ξ |2 + |η|2}dA.(77)
Note that, as a consequence of (77), it follows that
∫
Ω
[
∂u0
∂x
+ ∂v0
∂y
+ 1
2
|∇w0|2
]2
dA> 1
4|Ω |
(∫
Ω
|∇w0|2 dA
)2
.(78)
This is obviously true. Indeed, due to the fact that u0 and v0 vanish on the boundary ∂Ω , we
have
∫
Ω
(u0,x + v0,y)dA= 0 and it follows that∫
Ω
|∇w0|2 dA=
∫
Ω
(
2(u0,x + v0,y)+ |∇w0|2
)
dA.
Inequality (78) then holds immediately applying Cauchy–Schwarz inequality.
Now, suppose that the initial data are such that
E(0)= E(0).(79)
Observe that (79) holds if and only if
∫
Ω
[
∂u0
∂x
+ ∂v0
∂y
+ 1
2
|∇w0|2
]2
dA= 1
4|Ω |
(∫
Ω
|∇w0|2 dA
)2
.(80)
Combining (74), (75) and (77) we deduce that ξ ≡ η≡ 0 and
lim
ε→0 inf
1
T
T∫
0
Eε(t)dt = E(0)= 1
T
T∫
0
E(t)dt .(81)
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Combining (81) with the weak convergence result of Theorem 1, we deduce that, under the
further condition (80), the following strong convergences hold:(
wε,wεt
)→ (z, zt ) strongly in L2(0, T ;H 20 (Ω))×L2(0, T ;H 10 (Ω)),(82) (√
εuεt ,
√
εvεt
)→ (0,0) strongly in L2(0, T ;L2(Ω))×L2(0, T ;L2(Ω))(83)
and
uεx + vεy +
1
2
∣∣∇wε∣∣2→ 1
2|Ω |
∫
Ω
|∇z|2 dA strongly in L2(0, T ;L2(Ω)),(84)
as ε→ 0 for any T <+∞.
This shows that the compatibility condition (80) on the initial data is sufficient to guarantee
the strong convergence of solutions.
In order to analyze the necessity of this compatibility condition we need to consider initial data
such that the energiesEε remain constant in time. This conservation of energy property holds for
solutions with initial data in the class
(U0,U1) ∈
(
H 2 ∩H 10 (Ω)
)2 × (H 10 (Ω))2; (w0,w1) ∈H 3 ∩H 20 (Ω)×H 20 (Ω).(85)
In this case the solution of (20)–(25) belongs to the class{
U ∈ L∞(0,∞; (H 2 ∩H 10 (Ω))2)∩W 1,∞(0,∞; (H 10 (Ω))2),
w ∈L∞(0,∞;H 3 ∩H 20 (Ω))∩W 1,∞(0,∞;H 20 (Ω))(86)
and the energy Eε is conserved along time (see [17,10]).
Let us further assume that the compatibility condition (80) does not hold. Then
E(0)= E(0)+ 2µγ
∫
Ω
[
∂u0
∂x
+ ∂v0
∂y
+ 1
2
|∇w0|2
]2
dA− γµ
4|Ω |
(∫
Ω
|∇w0|2 dA
)
> E(0).
Consequently
lim
ε→0 Eε(t)=E(t)= E(t)+ 2µγ
∫
Ω
[
∂u0
∂x
+ ∂v0
∂y
+ 1
2
|∇w0|2
]2
dA
− γµ
4|Ω |
(∫
Ω
|∇w0|2 dA
)2
for all t > 0. This implies that E(t) > E(t) for all t > 0 and therefore strong convergences (82)–
(84) do not hold.
We have proved the following:
THEOREM 3. – Under the assumptions of Theorem 1, if the initial conditions satisfy the
compatibility condition (80), the strong convergences (82)–(84) hold.
Furthermore, if the initial data satisfy the regularity condition (85) and the compatibility
condition (80) does not hold, the strong convergences (82)–(84) are not satisfied.
Remark. – The compatibility condition (80) holds if and only if the function u0,x + v0,y +
1
2 |∇w0|2 is a constant. In the particular case where u0,x + v0,y = 0 this amounts to say that
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|∇w0|2 is a constant. But, taking into account that w0 ∈ H 20 (Ω), this implies that w0 ≡ 0.
Consequently, the compatibility condition (80) holds when w0 ≡ 0 and u0,x + v0,y ≡ 0.
5. Other boundary conditions
The techniques we presented in the previous sections allow us to pass to the limit under other
boundary conditions. Let us illustrate this fact considering the coupled system (20)–(21) with the
boundary conditions
Cε(e[Uε])·η= 0 on ∂Ω × (0,∞),
wε = ∂w
ε
∂η
= 0 on ∂Ω × (0,∞)
(87)
and initial conditions (23)–(25) where η denotes the unit outward normal.
Global existence and uniqueness of the above problem can be proved as in [9].
In view of the boundary condition (87) the total energy Eε(t) is bounded for all time (by a
constant independent of ε). This implies that we can obtain the uniform bounds (34)–(39).
As in Section 2 we can pass to the limit as ε→ 0 and we will get that z= z(x, y, t) satisfies
ztt +12z−1ztt = γµF(t)1z.
We have to identify F(t). The procedure given in (59) does not work. A new strategy is needed.
For that purpose let a = a(x, y) be the solution of the following elliptic problem:{
1a = 1 in Ω,
a = 0 on ∂Ω.(88)
Let us consider Eq. (20), apply the divergence operator in both sides, multiply by a(x, y) and
integrate overΩ to obtain
ε
d2
dt2
∫
Ω
div
(
Uε
)
a(x, y)dA
=
∫
Ω
div
(
Div
[Cε(e[Uε]+ f (∇wε))])a(x, y)dA.(89)
The left-hand side of (89) approaches to zero
ε
d2
dt2
∫
Ω
(
uεx + vεy
)
a(x, y)dA→ 0 in D′(0, T )(90)
as ε→ 0, because a ∈ L2(Ω) and uεx + vεy ⇀ ux + vy weakly-∗ in L∞(0,∞;L2(Ω)) as ε→ 0.
The right-hand side of (84) can be analysed in the following way. Integrating by parts in the
right-hand side of (89) we have∫
Ω
div
{
Div
[Cε(e[Uε]+ f (∇wε))]}a(x, y)dA=−∫
Ω
(
dε1
∂a
∂x
+ dε2
∂a
∂y
)
dA,(91)
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where (
dε1 , d
ε
2
)= γ (∂hε11/∂x + ∂hε12/∂y, ∂hε21/∂x + ∂hε22/∂y),
with
hε11 = µFε + ε(1−µ)bε11; hε22 = µFε + ε(1−µ)bε22; hε12 = hε21 = ε(1−µ)bε12.
Going back to (91) we get∫
Ω
div
{(
Div
(Cε(e[Uε]+ f (∇wε))))}a(x, y)dA
= γµ
∫
Ω
Fε 1a dA+ γ ε(1−µ)
∫
Ω
bε11
∂2a
∂x2
dA
+γ ε(1−µ)
∫
Ω
bε22
∂2a
∂y2
dA+ 2γ
∫
Ω
hε12
∂2a
∂x∂y
dA.(92)
Note that the boundary integrals that should appear when integrating by parts in (92) vanish
because of the boundary conditions (87).
We already know that {√ε bεij } (and consequently {
√
ε hεij } as well) are bounded in
L∞(0,∞;L2(Ω)) and Fε ⇀ F weakly-∗ in L∞(0, T ;L2(Ω)) as ε→ 0. Therefore, from (92)
and taking the construction of a(x, y) into account we deduce that:∫
Ω
div
(
Div
[Cε(e[Uε]+ f (∇wε))])a(x, y)dA⇀ γµ|Ω |F(t) weakly in L2(0, T )(93)
as ε→ 0. Combining (90) with (93) it follows that F(t) ≡ 0. We have proved the following
theorem:
THEOREM 4. – Let ε > 0 and consider the coupled system (20)–(21) with boundary con-
ditions (87) and initial conditions (23)–(25) with (u0, v0) ∈ H 1(Ω) × H 1(Ω), (u1, v1) ∈
L2(Ω)×L2(Ω) and (w0,w1) ∈H 20 (Ω)×H 10 (Ω). Then(
wε,wεt
)
⇀(z, zt ) weakly-∗ in L∞
(
0,∞;H 20 (Ω)×H 10 (Ω)
)
as ε→ 0 where z= z(x, y, t) is the solution of the linear plate model:
ztt +12z−1ztt = 0 in Ω × (0,∞),
z= ∂z
∂η
= 0 on ∂Ω × (0,∞),
z(x, y,0)=w0(x, y), zt (x, y,0)=w1(x, y) in Ω.
Remark. – This result is in agreement with those of [16] on the one-dimensional problem.
6. Further comments and results
In this section we describe some possible extensions of our results and indicate some additional
information for the interested reader.
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6.1. Thermoelastic plate models
System (1), (2) could be considered under the presence of thermal effects. For example, we
can consider the model
εUtt =Div
(Cε[e(U)+ f (∇w)]) in Ω × (0,∞),
wtt +12w−1wtt − div
(Cε[e(U)+ f (∇w)]∇w)+ α1θ = 0 in Ω × (0,∞),
θt −1θ − α1wt = 0 in Ω × (0,∞),
Ω being a bounded region of R2 with smooth boundary. The boundary conditions
U = 0, w= ∂w
∂η
= 0, θ = 0 on ∂Ω × (0,∞)
and initial conditions
U(x,y,0)= (u0, v0), Ut (x, y,0)= (u1, v1),
w(x, y,0)=w0(x, y), wt (x, y,0)=w1(x, y),
θ(x, y,0)= θ0(x, y),
are given. The discussion in Section 2 allows us to describe the (weak) limit of {Uε,wε, θε} as
ε→ 0. The same problem could be analysed with other boundary conditions, or in domains of
infinite measure.
6.2. Initial data depending on ε
In Sections 2 and 3 we considered the case when the initial data {(u0, v0), (u1, v1), (w0,w1)}
were independent of ε. We can allow these initial data to depend on ε and our procedure
remains valid provided we assume that {(uε0, vε0), (uε1, vε1), (wε0,wε1)} are such that the energy
Eε(0) remains bounded and {(wε0,wε1)} converge weakly to a pair (w0,w1) as ε→ 0 in the
corresponding spaces H 20 (Ω)×H 10 (Ω).
6.3. Berger’s model
As we mentioned in the introduction, H. Berger (in [2]) introduced an intermediate model
between the full nonlinear von Kármán system and Timoshenko’s model. Roughly speaking he
substituted C in (2) by C0(e)= γ (Tr e)I where γ = Eµ
d(1−µ2) > 0. This physical (and engineering)
consideration which is reasonable in many situations can be made rigorous by considering
problem (1)–(2) with Cδ instead of Cε where Cδ(e) = γ {µ(Tre)I + δ(1 − µ)e} with δ > 0.
If we proceed like in Section 2 and let δ→ 0 (keeping ε > 0 fixed) we obtain to the so-called
Berger’s system which reads{
εUtt =Div
(C0(e[U ] + f (∇w))) in Ω × (0,∞),
wtt +12w−1wtt = div
(C0(e[U ] + f (∇w))∇w) in Ω × (0,∞)(94)
with boundary conditions {
uηx + vηy = 0 on ∂Ω × (0,∞),
w = ∂w
∂η
= 0 on ∂Ω × (0,∞)(95)
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and initial conditions{
U(x,y,0)= (u0(x, y), v0(x, y)), Ut (x, y,0)= (u1(x, y), v1(x, y)) in Ω,
w(x, y,0)=w0(x, y), wt (x, y,0)=w1(x, y).
(96)
The total energy associated with Berger’s system is given by
Eε(t)= 12
∫
Ω
{
ε
(
uεt
)2 + ε(vεt )2 + (wεt )2 + ∣∣∇wεt ∣∣2 + ∣∣1wε∣∣2 + γ (Fε)2}dA,
where
Fε = uεx + vεy +
1
2
∣∣∇wε∣∣2, and γ = Eµ
d(1−µ2) > 0.
In order to analyze the well-posedness of this system we have to work in the sapce V1 introduced
in Section 2:
V1 =
{
(u, v) ∈L2(Ω)×L2(Ω), ux + vy ∈L2(Ω); (u, v) · η= 0 in ∂Ω
}
.
It can then be proved that when the initial data belong to (u0, v0) ∈ V1, (u1, v1) ∈ L2(Ω) ×
L2(Ω), and (w0,w1) ∈H 20 (Ω)×H 10 (Ω), then, there exist a global solution (Uε,wε) of problem
(94)–(96) such that (
uε, vε
) ∈L∞(0,∞;V1),(
uεt , v
ε
t
) ∈L∞(0,∞;L2(Ω)×L2(Ω)),
wε ∈L∞(0,∞;H 20 (Ω))∩W 1,∞(0,∞;H 10 (Ω)).
Afterwards, letting ε→ 0 and proceeding like in Section 2 we obtain Timoshenko’s model
again.
6.4. An intermediate dynamical von Kármán system
There is a large literature on the so-called modified von Kármán system which reads as follows{
wtt +12w−1wtt = [w,v] in Ω × (0,∞),
12v =−c[w,w] in Ω × (0,∞),(97)
where c is a positive constant and the bracket [w,v] is defined as follows
[w,v] =wxxvyy − 2wxyvxy +wyyvxx.
In (97), w(x,y, t) is a single scalar function. If we write v =G2[w,w] with G2 =−1−2 then,
substitution on the first equation of (97) gives us a single scalar nonlinear equation on w.
The above model can be also obtained as a (weak) limit of the full nonlinear von Kármán
model {
εUtt =Div
(C(e[U ] + f (∇w))) in Ω × (0,∞),
wtt +12w−1wtt = div
(C(e[U ] + f (∇w))∇w) in Ω × (0,∞).(98)
Note that in the right-hand side of the first equation in (98), C is kept fixed, independent of ε.
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Indeed, let us consider the following boundary conditions for (98):
C(e[U ])·η= 0 on ∂Ω × (0,∞),
w = ∂w
∂η
= 0 on ∂Ω × (0,∞)
(99)
with initial conditions
U(x,y,0)= (u0(x, y), v0(x, y)) in Ω,
Ut(x, y,0)=
(
u1(x, y), v1(x, y)
)
in Ω,
w(x, y,0)=w0(x, y), wt (x, y,0)=w1(x, y) in Ω.
(100)
We can pass to the limit in (98) as ε→ 0. Indeed, following the developments in Section 2 we
can show that the limit (U,w) of (Uε,wε) satisfies{
0=Div(C(e[U ] + f (∇w))) in Ω × (0,∞),
wtt +12w−1wtt = div
(C(e[U ] + f (∇w))∇w) in Ω × (0,∞)(101)
in addition to the boundary conditions (99) and the initial conditions
w(x,y,0)=w0(x, y), wt (x, y,0)=w1(x, y) in Ω.(102)
In view of the first equation in (101), if the domainΩ is simply connected we have
C(e[U ] + f (∇w))= [ ∂2F/∂y2 −∂2F/∂x∂y
−∂2F/∂x∂y ∂2F/∂x2
]
.(103)
The function F in (103) is called the Airy stress function and it is defined up to an additive rigid
motion. The second equation in (101) becomes
wtt +12w−1wtt = [w,F ] in Ω × (0,∞).(104)
The function F may be chosen such that
F = ∂F/∂η = 0 on ∂Ω × (0,∞).(105)
Indeed, according to the first equation in (99) we have:
∂τ (∂F/∂x)= ∂τ (∂F/∂y)= 0 on ∂Ω × (0,∞),
where ∂τ denotes partial derivation in the tangential direction. Consequently ∇F is constant
along the boundary. The rigid motion mentioned above can be chosen such that ∇F = 0 on
∂Ω × (0,∞). Then F is constant (with respect to the space variables) on the boundary and
therefore, one can also choose the rigid motion such that F ≡ 0 on ∂Ω × (0,∞). This justifies
(105).
Finally, we claim that
12F =−γ (1−µ
2)
2
[w,w] in Ω × (0,∞).(106)
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Indeed, we have
∂
(
∂2F/∂y2
)
/∂x − ∂(∂2F/∂x∂y)/∂y ≡ 0(107)
and
−∂(∂2F/∂x∂y)/∂x + ∂(∂2F/∂x2)/∂y ≡ 0.(108)
In view of the explicit expresion of the elements of the matrix C(e[U ] + f (∇w)) in (31) and
according to (103) Eqs. (107) and (108), after derivation with respect to x and y respectively,
may be written as follows:
uxxx + (1+µ)2 vyxx +
(1−µ)
2
uyyx
=− (1+µ)
2
[
w2xy +wywxxy
]−w2xx −wxwxxx + (µ− 1)2 [wxwyyx +wxxwyy],
and
vyyy + (1+µ)2 uxyy +
(1−µ)
2
vxxy
=− (1+µ)
2
[
w2xy +wxwxyy
]−w2yy −wywyyy + (µ− 1)2 [wywxxy +wxxwyy ].
Adding these two identities it follows that:
uxxx + vyyy + uxyy + vxxy
=−w2yy −w2xx − 2w2xy + (1−µ)
[
w2xy −wxxwyy
]
−[wxwxyy +wywxxy +wywyyy +wxwxxx].(109)
According to (103), 12F coincides with 1(Tr(C(e[U ] + f (∇w)))). Thus, in view of (109), we
have
12F = γ (1+µ)(1−µ)(w2xy −wxxwyy)
which yields (106).
This limit process was suggested by J. Lagnese in [8], pp. 18–19. Our analysis shows that the
convergence may be shown to hold rigorously.
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