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Abst rac t  The capacity and flow assignment aspects of network 
design are usually dealt with separately in the literature. In 
A mathematical model is presented for the problem of 
most cases, such an approach is not ~h~ close 
iointly assigning rolltes to the communicating pairs of nodes interaction that exists between the capacity of a link, 
'md capacities to the links in a packet switched network. It and the delay by a given flow on that same is assumed that se.ileral classes of flow are using the network. 
makes it difficult to claim that a truiy good solution has 
different service requirements and message characteristics been found for either of the two problems when considered being associated with each class. .An algorithm that gen- independently. 
crates good feasibie solutions to the model. together with h growing body of research literature deals with the per- 
tight lower bounds on the value of the objective function. is formance analysis of computer networks. significant efforts 
presented. Results of numerical experiments using several have been made to taiior the general models for networks 
topologies are reported. 
of priority queues to the specific characteristics of computer 
communication systems [3,11,15,17,18,19]. Even when sim- 
plified networks are considered, the complexity of the un- 
1 Introduction derlying phenomena is such that finding optimal or near 
optimal solutions to these models is a difficult task. 
A starting point for most of the existing research in the The comparative results in the area of performance eval- 
area of backbone network design is the implicit assumption uation of computer communication systems supporting sev- 
that all messages in the network have similar characteris- eral classes of service strongly suggest that the overall per- 
tics and requirements. As a result, a uniform treatment is formance is significantly improved when messages are pri- 
adopted for all messages, with no distinction being made oritized. These theoretical indications, together with the 
among different types of applications, each with their own experience gained from the operational networks that chose 
specific characteristics, nor between different user require- to implement similar methods, are powerful arguments in 
ments. Such an approach greatly reduces the complexity favor of such schemes. Nevertheless, the literacure dealing 
of the analysis, but in most cases the assumption does not with the related design issues is very limited. To our knowl- 
correspond to the real world environment. Explicitly taking edge, the only authors who incorporated this important as- 
into account the characteristics and requirements of differ- pect into their design methodology, are K. Maruyama and 
ent classes of messages not only leads to a soiution that is D. T. Tang. A sequence of their papers deals with increas- 
preferable from a global perspective (e.g. depending on the ingly complex aspects of the problem. In (141 only discrete 
performance criterion, the average delay in the network may link capacity assignment is considered. Messages are classi- 
be reduced. or an overall less costly design may be achieved), fied according to their processing and delay characteristics, 
but also the solution is better tailored to the individual user and known priority levels are associated with each message 
needs. class. The heuristic procedure suggested for the solution of 
The practical relevance of the issue is suggested by the the model attempts to minimize the total link cost, while 
fact that routing strategies that differentiate among mes- satisfying the delay requirement constraints specific to each 
sages in accordance with their various characteristics and class. An interesting refinement is introduced in [13]. This 
requirements are commonly implemented by many opera- time the priority levels are no longer assumed to be known 
tionai networks. SNA [2], DATAPAC [17], and SITA [4] be- in advance, i.e. they are no longer user-assigned, and are in- 
ing just some of the examples. stead determined by the system. Thus, an additional reduc- 
This paper addresses the following problem: how to si- tion in the cost of the capacity assignment can be achieved. 
multaneously select the link capacities and the routes to be by determining the best mapping of 72 message classes into r 
used by the communicating nodes in a network that sup- different priority levels. The heuristic is a composite proce- 
ports several classes of messages different priority lev- dure. that alternates between two separate algorithms. for 
els. The modei is a generalization of earlier models intro- capaclty and priority assignment respectively, until a local 
duced in [I61 and (61. minimum is found. Finally, in [12] the scope of the proce- 
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dure is further broadened, by also including an algorithm 
that handles static flow assignment. The global aigorithm 
starts by determining the flow on each link. based on the 
maximum available capacities. The initial flow assignment 
satisfies the throughput requirement, but ignores the capac- 
ity constraints. Next, the procedure iterates between the 
capacity and priority assignment, and the flow assignment 
algorithms, until no further improvement is possible. 
The complexity of the issues involved in network design 
renders an attempt to find optimal solutions an illusory goal 
for ail but the most trivial cases (e.g. very small networks 
and/or models based on highly unrealistic assumptions). As 
a result, the majority of the solution methods suggested 
in the literature are of a heuristic nature. They do not 
provide for a way to evaluate the quality of the feasible 
solution generated. a fact which may significantly hamper 
their usefulness for reai life applications. 
The remainder of the paper is organized as follows: in 
section 2, the problem is defined, and a mathematical model 
is developed: section 3 describes the soiution procedure. 
while methods for obtaining good upper and lower bounds 
on the optimal vaiue are outlined in section 4; finally, section 
j contains the resuits and the analysis of the computational 
experiments conducted with the model, as  well as some con- 
cluding remarks. 
2. queuing costs, associated with the delay incurred by 
messages in the network. 
The model requires the following notation: 
L =set of links in the network 
J =total number of priority classes 
1 / p ,  =average message length for class j E J 
Il =set of line types available for link 1, 16 L 
Qlk =the capacity of line type k ,  k E It 
Slk =the fixed cost of line type k ,  k E It 
Clk =the variable cost of line type k, k 6 Il 
D, =unit cost of delay for messages in class j E J 
R =the set of candidate routes 
l'I =the set of communicating nodes in the network 
S,, =set of candidate routes for class j messages associated 
with origin-destination pair p E 11. Sp, p E I'I is de- 
fined as u,€jSP,. The sets of candidate routes for dif- 
ferent classes of messages are not necessarily disjoint. 
i.e. n,EJS,, is not necessarily empty. 
2 Problem Formulation A,, =the class j message arrival rate for the unique origin- 
destination pair associated with route r 6 R. Also. 
The limited capacity of network components gives rise to A, = X,,Vr E Sp,. 
queuing phenomena. These are modeled by associating a 
server with each link. whose service rate is determined bv &, =the class j message rate on link I 
the link capacity and by the message length. Messages are Flj = Q l j / p j  =the class j bit rate on link 1 
viewed as customers competing for the link server. Unlim- 
ited buffering space and no processing delays at the net- 
work nodes are assumed for ease of exposition. Propagation 
delays, which are negligible for terrestrial links, are also 
ignored. Messages from each class arrive on the network 
boundaries according to Poisson processes with known av- 
erage interarrival times. Message lengths are exponentially 
distributed for each class. The independence assumption, 
first introduced in [9], is also used. The resulting model is 
that of a Jacksonian network of queues, in which average 
delay measures are easily computable. 
Each message class is associated with a known priority 
levei. A head-of-the-line non-preemptive discipline is im- 
posed on the messages waiting at each link. Static routing 
is assumed in the model. Such routing mechanisms are used 
in many operational networks (e.g. [2], [41,[201), and are 
known to perform well, mostly due to their simplicity and 
stability. 
Two distinct types of costs, which reflect the unified way 
in which the model deals with the flow and capacity assign- 
ment issues, axe considered: 
1. capactty costs, comprised of a fixed setup cost, and a 
variable cost, which is a function of the traffic on the 
line; and 
3, =the average delay incurred on link 1 by a class j mes- 
sage. 
6,/ =an indicator function, taking the value one if link 1 is 
used in route r ,  and zero otherwise 
x,, =a decision variable. taking the value one if route r is 
chosen to carry the class j flow of its associated origin- 
destination pair, and zero otherwise. 
yik =a decision variable, which is one if line type k is as- 
signed to link I ,  and zero otherwise 
z,, the average delay on link i for class j messages, can 
be computed as (see (lo]): 
where srJ = 1 / p ,  C k c l ,  Q~kylk is the average 'service time' for 
class I messages on link I ,  and a, = df,sr,.  T,, includes 
both the queuing delay incurred by a message wh11e waltlng 
in the buffers of a network switch before transmlsslon. as 
well as the transmission time. 
As a result, the average end-to-end delay in the network 
for class j messages can be expressed as: 
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where -1, = CpCn XP, is the total external arrival rate for 
class 1. 
The above expression becomes untractably complex as 
the number of message classes increases. We w11l there- 
fore concentrate in the following on the case of a network 
supporting just two classes of messages and. without loss 
of generaiity, assume that the higher priority is associated 
with the second class. It is an important case, as indicated 
by the sharp distinction, both in terms of their requirements 
as well as of their processing characteristics, between traf- 
fic generated by interactive computation, with its tight de- 
lay requirement, on one hand, and such applications as file 
transfer and remote job entry, for which response time is less 
of a critical factor, and which as a result may be associated 
with a lower prionty, on the other. 
From (I ) ,  the following expresions are obtained for the 
average delay on link I for class 1 and class 2 messages, 
respectively: 
where the average class j bit flow on link 1 can be expressed 
in terms of the decision variables x,, as: 
The problem of optimally assigning primary routes and 
link capacities in a network supporting two classes of mes- 
sages is then equivalent to finding the binary variables z, 
and y l k  values that satisfy: 
P r o b l e m  P 




where Kj, j = 1,2 are defined by (4), and a = p i  /p2.  
The first two objective function terms capture the to- 
tal cost of delay for the lower priority and higher priority 
message classes, respectively. The third term corresponds 
to the total fixed capacity cost, while the fourth represents 
the total variable cost. The constraints in (6) ensure that 
the chosen capacity is feasible in terms of the flow assigned 
to the link. They are equivalent to the constraint set of 
the NP-complete muiticonstrained knapsack problem. The 
problem studied here is therefore of at leasr, the same corn- 
plexity. Constraints in (7) and (8) guarantee that only one 
route is chosen for each origin-destination pair, and only one 
line type for each link, respectively. Notice that, since S,, 
and SpZ are noc necessarily disjoint, the formulation allows 
for the two types of flow to be directed either along the same 
or along different routes. 
The nature of the ~roblem imposes certain restrictions 
upon the characteristics of the higher priority messages. On 
an average, they must be shorter than the low prority mes- 
sages, and they have to pay for the increase in performance 
they require. As a result, the following relations must hold 
among the problem parameters: 
1. a < 1, i.e. the average length of class 2 messages 
cannot exceed that of class 1 messages, and 
2. D2 2 Dl, i.e. the unit cost of delay is at least as high 
for class 2 messages as for class 1 messages. 
The unit costs of delay are estimates based on user re- 
quirements. The model implicitly takes into account the dif- 
ferent delay requirements of the two message classes. Prior- 
ity messages, with their tighter response time requirement. 
are associated with a higher cost of delay, which lowers the 
average delay they incur in the final solution. As a result. 
it is no longer necessary to introduce delay bounds specific 
to each message class (such was, for instance, the approach 
used in (221 and [14]), and the structure of the constraint 
set is significantly simplified. 
To better evidence the underlying structure of the prob- 
lem, a set of derived decision variables is next introduced. 
The fi,, j = I, 2 variables are defined as the portion of the 
utilization of link I attributable to type j flow: 
In terms of the augmented set of decision variables, the 




+ C ~ k Q ~ k ( f f l  + f 1 2 ) ~ l k )  
subject to: 
C X v s ~ i z q I ~ ~  5 f i j  Q i k y a  'dl E L, j = 1,2 (12) 
r€ R k€ It 
f l ~ + f f z  < l V l € L  (13)  
f f k  2 O'dIEL k E I l  (14) 
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and: (7)-(10) .  The subproblem becomes: 
Problem Pi (a ,  I, k) 
3 Solving the Model 
A Lagraglan relaxation to Problem P1 is obtained by mul- 
tiplying the capacity constraints in (12)  by a vector of non- 
positive Lagrange multipliers {a,,, 1 E L ,  j = 1 ,2 ) ,  and 
adding them to the objective function. With the coupling 
constraints no longer present, the Lagrangian problem can 
be decomposed into a probiem depending only on the link 
decision variables fi, and ylk, and a second problem over 
the routing variables x,,. Each of these problems, in turn. 
can be further decomposed over the links in the network. 
and over the origin-destination pairs and message classes, 
respectively. 
The jJJ x jIIj subproblems associated with a given traffic 
type for each of the communicating pairs, have a simpie 
structure: 
Problem P l ( a ,  p, j) 
where: a ,  = xicL - Q I ~ X ~ I ~ , ~ / P ~ Q I .  
The subproblems are readily solved by setting to one 
that I,, variable that has the lowest coefficient in the ob- 
jective function, i.e. 
a*, = min {a,,} * Z1j = 1 
r E 5 ,  
The lLI link subproblems resulting from the decomposi- 
tion are more complex: 
Problem P x ( a ,  1)  
f i l ( l  - f i z )  + a h l h z  f D2- f i z  
-k fil?JlkQfk(C~k + al l )  f fiz?JlkQlk~Cik f a121 $. Slk 
subject to: (15)  and ( I T ) ,  where the k index corresponds to 
the ylk variable set to one. 
The numerical solution to the subproblem, is based on 
the following theorem: 
Theorem 1 The objective function ofproblem Pl ja ,  I ,  k )  
is unirnodai over 0 = { f i ~ ,  f i z  : f i l  i- 112 I 1, f i l ,  f i z  L 0). 
The theorem proof contains a lengthy argument that is left 
out for the sake of brevity. The interested reader is reiered 
to [16! for further details. 
The result in theorem 1 implies that any algorithm that 
numerically searches for the minimum within the domain 
over which the function is defined is guaranteed to converge 
to a global optimum Initial experiments showed that a sim- 
ple succesive substitution method has a good convergence 
rate. The procedure alternately optimizes the function for 
fixed frz and fixed frI + fi2 values until no further improve- 
ment is obtained in two subsequent iterations. Theorem 1 
ensures that the unique minimum is reached at this point. 
The objective function value for Problem P i ( a , l )  is 
computed as: 
L ( a ,  I )  = min L(a ,  1, k) 
k€ 11 
Once all the subproblems are soived, the Lagrangian 
value is given by: 
It is a known result in optimization theory [7] that the 
best lower bound is provided by the, vector a' that corre- 
sponds to: 
L ( a 0 )  = ~~y L ( a )  5 ZP 
ft2 f l l ( '  - f12) + a f ~ 1 f i 2  + Dz 
+ sikylk ( 1 - f i z ) ( l - f i t - f i z )  1- frz;  kE,, The following theorem states the relationship that exists 
between L(a') and the continuous relaxation of P rob lem 
subject to: 
f l l  + fiz 5 1 ( 1 5 )  
C Ylk = 1 t 16) 
kE II 
f 1 l t f l 2  2 0 ( 1 7 )  
ylk = 07 1 (I8) 
The set of candidate capacities is likely to be of small 
cardinality. it is therefore possible to simplify the above 
problem by succesively fixing the yik variables to all the 
possible values that satisfy the constraints in (16)  and (18). 
P I .  
Theorem 2 
L(a ' )  = i 
where: 2 is the objective function value of the cont~nuous 
nlazation of Problem PI. 
The proof, based on duality theory, is similar to the one 
presented in [6] for the no priority case. 
4 Subgradient Optimization and 
Heuristic Procedures 
A subgradient procedure, an iterative method success full^ 
applied to a variety of combinatorial problems (e.g. [ I ] ,  j6j. 
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[8]), is used in order to obtain a good estimate of a'. 
The domain of the original problem is only a subset of 
the one over which the Lagrangian problem is defined. It 
is possible to further tighten the lower bound by generating 
redundant constraints that will restrict the doman of the 
Lagangian (though not that of the original Problem PI), 
These constraints aim at  recapturing part of the problem de- 
scription lost through relaxation. They quantify some of the 
implications that the choices available for route assignment 
have on the values that the flows on a link may be allowed 
to take, by making part of the structure of the set of can- 
didate routes 'known' to the link subproblems. Specifically, 
upper and lower bounds on the values of the f i ,  variables 
are computed as: 
where: 
and A,, = {p : 6,( = l f o r a i l r  E S,,), i.e. theset of all 
origin-destination pairs whose primary route for class j must 
use link I, and Ell, = {p : 6,r = 1 for some r E S,,), i.e. the 
set of origin-destination pairs for which link 1 maght belong 
to the primary route chosen for class j messages. 
It is important to obtain good upper bounds, not only 
because they represent a benchmark against which, in the 
absence of the optimal solution, the quality of the lower 
bound provided by the Lagrangian can be measured, but 
foremost because they represent feasible solutions to the 
osrginal problem. If the gap between the two bounds is 
reasonably smail, the solution corresponding to the upper 
bound can confidently be used instead of the optimal one. 
The following ideas were incorporated into the procedure 
that searches for feasible solutions: 
1. At each subgradient iteration, the Lagrangian solu- 
tion is checked for feasiblity in terms of the relaxed 
constraints. 
2. Randomization: The following observation consider- 
ably increases the power of the algorithm to identify 
feasible solutions: whenever Problem P l ( a ,  p, j )  is 
solved, it is often the case that the same reduced cost 
is associated with more than one route (where 'same' 
is meant to mean within an e << 0 away from the min- 
imum). A list of such routes is kept for each origin- 
destination pair, and each message class, out of which 
candidate solutions are later randomly selected and 
checked for feasibility in terms of the capacity assign- 
ment provided by the Lagrangian solution. 
3. Capacity improvement: Taking advantage of the small 
cardinality of the I t  set, and of the fact that the ob- 
jective function is decomposable over the links in the 
network, it is a simple task to determine, for any  given 
flow assignment, what the least costly feasible capac- 
ity assignment is. 
4. Route impmvement: It is possible to determine the 
best flow assignment for a given capacity assignment 
by solving the following problem: 
Problem F 
h i 1  - f a )  + a f 1 1 f 1 2  f i z  + Dz- 
1,' (1 - f - f - 2  1 - f12 
+ C i k Q i k ( f i l  + ~ I Z ) Y I C ~  
subject to: (8), (9), (12), (14), and (19). The capac- 
ity constraints are once again relaxed, and Problem 
F is solved using a procedure similar to the one out- 
lined earlier. The significant difference is that, with 
the capacity variables no longer present, not only the 
Lagrangian problem is more efficiently solved, but also 
the algorithm converges very fast. solution tolerances 
of under 5% being generally obtained in less than 40 
subgradient iterations. 
5. Local optimum: The route improvement procedure 
sometimes significantly alters the flow pattern, which 
may render the current capacity assignment no longer 
optimal. The algorithm therefore aiternates between 
the capacity and the route improvement steps, until no 
further reduction in the overall cost can be achieved. 
Since this search for a local optimum may at times 
be quite time consuming, in the current implementa- 
tion of the algorithm it is initiated only at the user's 
specific request. 
5 Computational Results 
The model and algorithm presented in the previous sections 
are implemented as an interactive system that allows the 
network topologies and model parameters to be easily de- 
fined and modified by the user. At the end of each major 
iteration (defined as a user specified number of subgradient 
iterations), a comprehensive output, corresponding to the 
current best feasible solution, is produced. In addition to 
the current value of the Lagrangian, the overestimate, and 
the corresponding average message delays, the output also 
gives a detailed description of the capacity assignment, spec- 
ifying for each link its assigned capacity, its message rate 
and utilization, the associated fixed, variable, and queuing 
costs, and the percentage of the total cost attributable to 
it. Thus, the user is presented with a full picture of the 
current solution that can be used as a basis for gaining fur- 
ther insights into the characteristics of the problem under 
consideration. 
Three different topologies were used in the experiments 
(fig. 1-3). The total average message traffic for all origin- 
destination pairs is of four messages for both directions. and 
is evenly divided between the two types of Row. The candi- 
date routes were generated using the same hybrld procedure 
oulined in jj]. Table 1 shows the candidate line types used 
(the same for all the links in a network), and the associated 
Center for Digital Economy Research 
Stem School of Business 
IVorking Paper IS-89-10 
capacity costs. 
The tolerance mesure used for estimating the quality of CAPACITY SETUP DISTANCE VARUBLE 
COST COST COST 
the results generated by the algorithm IS defined as: bps) !douan~ month1 'doUan/monch/ micl ~ d o ~ ~ a n t  rnon h/bpsi 1 
(Upper Bound - Lower Bound) / Upper Bound I 650 0.4 6 0  I 
The results summarized in the following tables show that 
the gaps between the lower and the upper bound the algo- 
rlthm generates are between satisfactory, e.g. 15.5%. and 
very good. e.g. less that 1%. There does not seem to be 
an obvious correlation between the parameter values used 
and the behavior of the algorithm. but the matter requlres 
further investigation. 
The experiments were run on a VAX 780 machine. No 
exact values for the computation times were collected, but 
they were reasonably small, considering the off-line nature 
of the problem. The maxlmum number of subgradient iter- 
ations never exceeded 200, and was usually under 100. The 
Table 1: Capacity set and base costs used in computational 
experiments 
amount of time used per iteration was negligible, even for 
the larger test problem. 
From table 1, it can be observed that the average mes- 
sage delay for each message class is only marginally sensitive 
to the ratio between the two costs of delay, more so for the 
lower priority messages. On the other hand, as these costs 
are decreased, so that the objective function is even more 
dominated by the capacity costs, the average delay expe- 
rienced by both classes of messages increases, the changes 
being more significant, once more, for the lower priorlty 
traffic. 
Table 2 shows the results for fixed costs of delay, and 
varying average message lengths. As expected, as the mes- 
sage length increases/decreases, the average delay varies ac- 
cordingly, for both message cIasses. The variations are ren- 
dered more significant by the changes in the capacity as- 
signment. 
Further testing of the model is required, before find con- 
clusions can be reached. Neverthelas, the initial results 
seem to justify the introduction of the priority discipline, 
and are promising in terms of the quality of the soiutions 
generated by the algorithm. 
Figure 1: Topology and distances for the GTE network 
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Figure 2: Topoiogy and distances for the USA network 
5 Figure 3: Topoiogy and distances for the RISG network 
Center for Digital Economy Research 
Stem School of Business 
IVorking Paper IS-89- 10 
Network Delay Lowe Upper Queutng Fixed Vanabk Tolerance Avsase 
costs bound bound costs cost cost (%) delays 
/ GTE c1.1=2~0 131010 138077 18785 82662 28549 5.12 U . 3 1  
c1.2=60CO 8080 13.0 
USA ci.l.r2000 1495758 1556373 201303 1230818 105355 3.94 92.3 
cl.2=60a) 18897 8.0 1 
RING cl.l=ZWO 982060 1083677 215312 726937 108544 9.38 42.3 
c1.2=80CO 32883 5.0 1 
Note: l /pl  = 1000 and 1/14 = 400 for the GTE and USA networks 
I/fil = 700 and I/pz = 300 for the RING network 
Table 2: Results for different cosls of delay 
Network Message Lower Upper Qucuinq Fixed Variable Tolerance Aver-e 
length bound bound costs cost cost (7%) delays 
GTE d.l=lMa 131010 138077 18785 82662 28549 5.12 33.3 
d . 2 ~ 4 0 0  8080 11.0 1 
USA d.lxlOW 1495088 1556313 2013M 123CS18 105354 3.94 92.3 
d.2=4W 18897 8.0 ) 
RING d.l=700 982060 1083677 2153112 726937 108544 9.38 42.3 
d.2=3W 32883 5.0 / 
Table 3: Results for different average message lengths 
(D  I=2000, D2=6000) 
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