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MULTIPLIER IDEALS OF HYPERPLANE
ARRANGEMENTS
MIRCEA MUSTAT¸Aˇ
Abstract. In this note we compute multiplier ideals of hyper-
plane arrangements. This is done using the interpretation of mul-
tiplier ideals in terms of spaces of arcs from [ELM].
Introduction
IfX is a complex smooth variety, and if a ⊆ OX is a coherent sheaf of
ideals onX , then for every λ ∈ Q∗+ one can define the multiplier ideal of
exponent λ denoted I(X, aλ). The interest in these ideals comes from
the fact that on one hand, they encode properties of the singularities
of the subscheme defined by a, and on the other hand, they appear
naturally in vanishing theorems. This led to various applications in
recent years, in higher dimensional birational geometry as well as in
local algebra (see [Laz] for a thorough presentation).
The definition of multiplier ideals is given in terms of a log resolution
of singularities for the pair (X, a). This makes the computation of
specific examples quite delicate, so there are not many classes of ideals
for which the corresponding multiplier ideals are known. One notable
exception is the case of multiplier ideals for monomial ideals in the affine
space, which have been computed by Howald using toric methods in
[How2]. Most of the other examples where a general formula is known
proceed by reduction to the monomial case under suitable genericity
assumptions (see [How1]).
In this note we give a formula for the multiplier ideals of hyperplane
arrangements. This is achieved using the description of multiplier ideals
in terms of spaces of arcs from [ELM].
Let A be a hyperplane arrangement in a vector space V ≃ Cn with
n ≥ 1, i.e. A is the (reduced) union of affine hyperplanes H1, . . . , Hd ⊂
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V . If hi is an equation defining Hi, then A is defined by f =
∏
i hi,
and our goal is to compute I(V, fλ).
We will assume that A is central, i.e. that all hyperplanes Hi pass
through the origin. This is not an important restriction: if A is an
arbitrary arrangement, and if we want to compute multiplier ideals
in a neighbourhood of a point x ∈ V , then it is enough to do the
computation for the subarrangement consisting of those hyperplanes
passing through x. Therefore after a suitable translation, we are in the
case of a central arrangement.
Let L(A) be the intersection lattice of A (see [OT] for basic no-
tions about arrangements). L(A) is the set of all intersections of
the hyperplanes in A. If W ∈ L(A), then its rank is defined by
r(W ) := codim(W ). We denote also by s(W ) the number of hy-
perplanes in A containing W . Note that V ∈ L(A) and we put
L′(A) = L(A) \ {V }. For every W ∈ L(A), the ideal defining W
in V is denoted by IW . If x is a real number, then ⌊x⌋ denotes the
largest integer m such that m ≤ x. Our main result is the following
Theorem 0.1. Let A be a central hyperplane arrangement defined by
(f = 0). For every λ ∈ Q∗+, we have
(1) I(V, fλ) =
⋂
W∈L′(A)
I
⌊λs(W )⌋−r(W )+1
W .
Of course, we follow the convention that if r ≤ 0, then (IW )
r = OV .
Multiplier ideals are characterized by suitable conditions on the or-
ders of vanishing along divisors over V . One can interpret the above
theorem as saying that in this description it is enough to consider only
those divisors which appear as exceptional divisors for the blowing-ups
of V along the various W in L′(A) (see Remark 1.2 below).
Corollary 0.2. With the above notation, the support of the subscheme
defined by I(V, fλ) is equal to the union of those W ∈ L′(A) such that
λ ≥ r(W )
s(W )
.
An important invariant of an ideal a is its log canonical threshold
lc(a). It can be defined as the smallest λ such that I(X, aλ) 6= OX . We
deduce the following formula in the case of a hyperplane arrangement.
Corollary 0.3. If A is a central hyperplane arrangement defined by
(f = 0), then
(2) lc(f) = min
W∈L′(A)
s(W )
r(W )
.
MULTIPLIER IDEALS OF HYPERPLANE ARRANGEMENTS 3
We will prove the above results in the next section, after we re-
view the description of multiplier ideals in terms of spaces of arcs from
[ELM]. In the last section we discuss jumping coefficients in the sense
of [ELSV] for hyperplane arrangements.
1. Proof of the main result
We denote by N the set of nonnegative integers. Let us recall first
a few basic facts about spaces of arcs. For more details we refer to
[ELM]. Recall that we work in the ambient smooth variety V ≃ Cn.
The arc space V∞ of V is the set of all morphisms γ : SpecC[[t]] −→ V .
Since V = Spec(Sym(V ∗)), an arc γ can be identified with a ring
homomorphism γ# : Sym(V ∗) −→ C[[t]], hence with a morphism of
vector spaces u : V ∗ −→ C[[t]]. By looking at the coefficients of the
different powers of t, we may identify u with (u(m))m ∈ V
N. Note also
that if we fix a basis e1, . . . , en for V then giving u is the same as giving
an element (ui)i ∈ (C[[t]])
n, where ui = γ
#(e∗i ). We will freely use these
identifications below.
If g ∈ O(V ) = Sym(V ∗) and if γ ∈ V∞ then the order ordγ(g) of g
along γ is defined as the order of γ#(g) ∈ C[[t]] (the order of zero is
infinity). If m ∈ N, then the contact locus Cont≥m(g) is the set of all
γ such that ordγ(g) ≥ m.
The space of m-jets of V is defined as the set of all morphisms δ :
Spec C[[t]]/(tm+1) −→ V . As above this can be naturally identified
with (C[[t]]/(tm+1))n, hence Vm ≃ C
(m+1)n. Every arc γ ∈ V∞ induces
a jet γm ∈ Vm by truncation, and this defines a projection morphism
ψm : V∞ −→ Vm. If a subset C of V∞ is of the form ψ
−1
m (S) for a
Zariski closed subset S of Vm (such a set is called a closed cylinder),
then the codimension codim(C) of C in V∞ is the codimension of S in
Vm (it is easy to check that this is independent of m). In particular,
this applies to the above contact loci. If C and S are as above, then C
is called irreducible if S is so. Note that every closed cylinder admits
a unique decomposition in irreducible components.
We recall now the description of multiplier ideals in terms of contact
loci. In fact, it is more convenient to change the indexing of the multi-
plier ideals. Recall that if f ∈ O(V ) and if λ ∈ Q∗+, then there is ǫ > 0
such that I(V, fλ) = I(V, f t) for every t ∈ [λ− ǫ, λ). We remark also
that there are only finitely many distinct multiplier ideals of exponent
≤ λ (for this and other basic properties of multiplier ideals, we refer to
[Laz]). We put
(3) I˜(V, fλ) := I(V, fλ−ǫ),
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where 0 < ǫ ≪ 1. It follows that I(V, fλ) = I˜(V, fλ+t) for 0 < t ≪ 1.
With this notation, Corollary 3.15 in [ELM] can be rewritten as
Theorem 1.1. Let f ∈ O(V ) be a nonzero element and let g ∈ O(V ).
If λ ∈ Q∗+, then g ∈ I˜(V, f
λ) if and only if for every m and every
irreducible component C of Cont≥m(f) we have
(4) ordγ(g) ≥ λm− codim(C)
for all γ ∈ C.
We can give now the proof of our main result.
Proof of Theorem 0.1. Using the notation introduced above, proving
formula (1) for all λ is equivalent to proving that
(5) I˜(V, fλ) =
⋂
W∈L′(A)
I
⌈λs(W )⌉−r(W )
W
for all λ, where ⌈x⌉ denotes the smallest integer m such that x ≤ m.
Note first that in order to prove (5), we may assume that A is an
essential arrangement, i.e. that {0} ∈ L(A). Indeed, let T be the
intersection of the hyperplanes in A. Then there is an isomorphism
V ≃ T × V ′ and an essential hyperplane arrangement A′ in V ′ defined
by f ′ such that A is the pull-back of A′ via the canonical projection
π : T × V ′ −→ V ′. As
I˜(V, fλ) = π−1I˜(V ′, (f ′)λ)
for all λ, it is clear that it is enough to prove (5) for A′. We may
therefore assume that A is essential.
We use now Theorem 1.1 to describe I˜(V, fλ). Recall that we denote
by hi an equation of the hyperplane Hi, so f =
∏
i hi. It is clear that
we have a decomposition
(6) Cont≥m(f) =
⋃
∑
i ai=m
d⋂
i=1
Cont≥ai(hi).
Consider u = (u(j))j∈N ∈ V∞, where u
(j) ∈ V for all j. Note that
u ∈ Cont≥ai(hi) if and only if u
(j) ∈ Hi for all j such that 0 ≤ j ≤ ai−1.
Hence u ∈
⋂
iCont
≥ai(hi) if and only if for all j we have
u(j) ∈
⋂
ai>j
Hi.
For every a = (a1, . . . , ad) ∈ N
d and every j ∈ N, consider
Wj(a) =
⋂
ai>j
Hi ∈ L(A).
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We get in this way a sequence W•(a) such that Wj(a) ⊆ Wj+1(a) for
every j, and Wm(a) = V if m≫ 0.
It follows from the above description that
⋂
iCont
≥ai(hi) is a closed
irreducible cylinder of codimension
∑
j∈N codim Wj(a). Theorem 1.1
and the decomposition (6) imply that given a polynomial g ∈ O(V ),
we have g ∈ I˜(V, fλ) if and only if for every a1, . . . , ad ∈ N we have
(7) ordu(g) ≥ λ ·
d∑
i=1
ai −
∑
j∈N
codim Wj(a•)
for all u = (u(j))j∈N ∈ V∞ with u
(j) ∈ Wj(a) for every j.
We reformulate now the above condition starting this time with a
sequence W•. Suppose that W• = (Wm)m∈N is a sequence of elements
in L(A) such that Wj ⊆ Wj+1 for every j, and such that Wm = V for
m≫ 0.
Given W• as above, let Z(W•) be the set of arcs u = (u
(m))m∈N ∈
V∞ such that u
(j) ∈ Wj for every j. We see that Z(W•) is a closed
irreducible cylinder, and if u is a general element in Z(W•), then
(8) ordu(hi) = bi(W•) := min{m ∈ N|Wm 6⊆ Hi}.
Note that if W• corresponds to a ∈ N
d, as before, i.e. if Wm = Wm(a)
for all m, then Wai−1 ⊆ Hi by definition, so bi ≥ ai for all i.
We claim that if we start with W•, and if b = (b1(W•), . . . , bd(W•)),
where bi(W•) is defined by (8), then Wj = Wj(b) for all j. Indeed, let
us denote W ′j =
⋂
bi>j
Hi. By definition, j < bi implies Wj ⊆ Hi, so
Wj ⊆ W
′
j . For the reverse inequality, since Wj ∈ L(A), it is enough
to show that if Wj ⊆ Hk for some k, then W
′
j ⊆ Hk. But Wj ⊆ Hk
implies bk > j so W
′
j ⊆ Hk by definition. Therefore Wj = W
′
j for all j,
which proves our claim.
We reinterpret now the condition in (7). We claim that g ∈ I˜(V, fλ)
if and only if for every sequence W• as above we have
(9) ordu(g) ≥ λ ·
d∑
i=1
bi −
∑
j∈N
codim Wj
for every u ∈ Z(W•).
To see this, note first that by the above discussion, if we start with
W• and define b by (8), then Wj = Wj(b) for all j, so (9) follows from
(7) for b ∈ Nd. Conversely, if we start with a ∈ Nd, if Wj = Wj(a) for
every j and if b is given by (8), then (7) follows from (9) since bi ≥ ai
for all i.
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We fix now a sequence W• as above, and we rewrite condition (9) for
this sequence. Let rj denote the codimension of Wj . We may choose a
basis e1, . . . , en for V such that for every j we haveWj = 〈erj+1, . . . , en〉.
In this system of coordinates, we identify an arc γ ∈ V∞ with an
element u = (u1, . . . , un) ∈ (C[[t]])
n, where ui = γ
#(Xi). Here Xi =
e∗i ∈ O(V ) = Sym(V
∗) = C[X1, . . . , Xn]. Therefore Z(W•) can be
described as the set of those arcs u = (ui)i such that for all i and j
with rj ≥ i, we have ordu(Xi) > j. Hence u ∈ V∞ is in Z(W•) if and
only if ordu(Xi) ≥ min{j|rj < i}. It follows that in this system of
coordinates, the set of those g ∈ O(V ) which satisfy (9) for W• is the
monomial ideal generated by those Xα11 . . .X
αn
n such that
(10)
n∑
k=1
αk ·min{j|rj < k} ≥ λ ·
d∑
i=1
bi −
∑
j∈N
rj.
Let pi := min{j|rj < i} for every i with 1 ≤ i ≤ n, so we have
p1 ≥ p2 ≥ . . . ≥ pn. We see that W• consists of pn zero subspaces,
and of pn−i− pn−i+1 subspaces of dimension i, for every 1 ≤ i ≤ n− 1.
Hence
∑
j∈N rj =
∑n
k=1 pk, and (10) becomes
(11)
n∑
k=1
(αk + 1)pk ≥ λ ·
d∑
i=1
bi.
We put qn = pn and qi = pi − pi+1 for 1 ≤ i ≤ n − 1. We call the
sequence W• strict if dim(Wj) = j for 0 ≤ j ≤ n. It is clear that
every W• as above is obtained from a strict W
′
• by taking qn−i copies
of each W ′i , for 0 ≤ i ≤ n − 1 (the remaining Wi being equal to the
ambient space). Note that some of the qi may be zero. In addition,
if b′ = (b′1, . . . , b
′
d) corresponds to W
′
•, then we have bi = pn+1−b′i for
every i. If for every k with 1 ≤ k ≤ n we denote by τk the number of
elements in {i|b′i = k}, we get
d∑
i=1
bi =
n∑
k=1
τn+1−kpk.
We let now W• vary for a fixed W
′
•, i.e. we allow the qi to vary. It
follows from (11) that the set of those g ∈ O(V ) which satisfy (9) for
all such W• is the monomial ideal generated by those X
α1
1 . . .X
αn
n such
that
(12)
n∑
k=1
(αk + 1) ·
n∑
j=k
qj ≥ λ ·
n∑
k=1
τn+1−k ·
n∑
j=k
qj
MULTIPLIER IDEALS OF HYPERPLANE ARRANGEMENTS 7
for every q1, . . . , qn ∈ N. Equivalently, we have
(13)
k∑
ℓ=1
(αℓ + 1) ≥ λ ·
k∑
ℓ=1
τn+1−ℓ
for every k, 1 ≤ k ≤ n.
We can reformulate this condition without any reference to the sys-
tem of coordinates as follows. If g ∈ O(V ), then g satisfies (9) for all
W• corresponding to a fixed strict sequence W
′
• if and only if for every
k with 1 ≤ k ≤ n we have
(14) g ∈ I
⌈λ·sk⌉−k
Wn−k
for every k, where sk =
∑k
ℓ=1 τn+1−ℓ = s(W
′
n−k). Since every W ∈
L(A),W 6= V appears asW ′n−k for a suitable strict sequenceW
′
• (where
k = r(W )), we deduce that g ∈ I˜(V, fλ) if and only if for every W ∈
L′(A) we have
g ∈ I
⌈λs(W )⌉−r(W )
W .
This completes the proof of the theorem.
Remark 1.2. The multiplier ideals of f are characterized by the orders
of vanishing along divisors over V . More precisely, suppose that E is a
divisor on a smooth variety V ′ such that there is a proper, birational
morphism π : V ′ → V . Associated to such E there are two numbers:
the order aE(f) of E in the pull-back of div(f) to V
′, and the order
kE of E in the relative canonical divisor KV ′/V . The multiplier ideal
I(fλ) is the set of all g ∈ O(V ) such that
aE(g) > λaE(f)− kE − 1
for all E as above.
We may reinterpret the statement of Theorem 0.1 as saying that if
f defines a hyperplane arrangement A, then in the above description
of I(fλ) it is enough to consider only those E which are the excep-
tional divisors of V along the various W in L′(A). Indeed, for such
E corresponding to W , note that aE(f) = s(W ) and kE = r(W )− 1.
Moreover, we have g ∈ ImW if and only if aE(g) ≥ m.
Proof of Corollaries 0.2 and 0.3. The description of the support of the
subscheme defined by I(V, fλ) follows immediately from the formula
in Theorem 0.1. We deduce that I(V, fλ) = OX if and only if λ <
r(W )/s(W ) for every W ∈ L(A). This gives the formula for lc(f).
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2. Jumping coefficients of hyperplane arrangements
We have seen that Theorem 0.1 gives a formula for the log canonical
threshold of a hyperplane arrangement. In this section we discuss the
higher jumping coefficients of multiplier ideals.
Let us recall the definition from [ELSV]. If X is a smooth variety
and if a ⊂ OX is a nonzero coherent sheaf of ideals, then the jumping
coefficients of a are the elements of
{λ ∈ Q∗+|I(X, a
λ) 6= I(X, aλ−ǫ) if 0 < ǫ≪ 1}.
Hence lc(a) is the smallest jumping coefficient.
Suppose now that X = V ≃ Cn and that a is a principal ideal
generated by the nonzero polynomial f . We recall two basic facts
about the jumping coefficients of f (see [ELSV] for proofs). First, 1
is always a jumping coefficient. Second, if λ > 1, then λ is a jumping
coefficient if and only if so is λ− 1. Therefore in order to understand
these invariants it is enough to study those contained in (0, 1).
The jumping coefficients are related also to the Bernstein polynomial
bf ∈ C[s]. More precisely, if λ is a jumping coefficient in (0, 1], then
bf(−λ) = 0.
The following is an immediate consequence of Theorem 0.1.
Corollary 2.1. If A is a central hyperplane arrangement defined by
(f = 0), then λ ∈ Q∗+ is a jumping coefficient of f if and only if there
are W ∈ L(A) and m ∈ N such that λ = r(W )+m
s(W )
and such that
(15)
⋂
W ′∈L′(A)
I
⌈λs(W ′)⌋−r(W ′)
W ′ 6⊆ I
m+1
W .
In fact, we may take the above intersection over only those W ′ ∈ L(A)
containing W .
Note that by the above Corollary, each W ∈ L′(A) gives some can-
didates for jumping coefficients (we recall that we consider only those
numbers in (0, 1)). However, unlike in the case of the log canonical
threshold, it is not at all clear how to interpret the condition that λ is
a jumping number just in terms of the intersection lattice L(A).
Question 2.2. Given λ ∈ Q∗+, does the condition that λ is a jumping
number for f depend only on the intersection lattice L(A) ?
We consider now several particular cases.
Example 2.3. We say that λ is a set-theoretic jumping coefficient for
f if the support of the subscheme defined by I(V, fλ) strictly contains
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the support of the subscheme defined by I(V, fλ−ǫ) for 0 < ǫ≪ 1. The
smallest such invariant is the log canonical threshold.
As in the case of the log canonical threshold, these numbers are easy
to describe: λ is a set-theoretic jumping coefficient of f if and only if
there is W ∈ L′(A) such that λ = r(W )
s(W )
and such that r(W )
s(W )
≤ r(W
′)
s(W ′)
for
every W ′ ∈ L′(A) containing W . This follows immediately from the
description in Corollary 0.2 of the support of the subscheme defined by
I(V, fλ).
Example 2.4. Suppose that A is a generic arrangement of d ≥ n
hyperplanes in Cn. This means that for every k ≤ n, the intersection
of any k of the hyperplanes in A has dimension n − k. Let f be an
equation for A. Walther proved in [Wal] that the roots of the Bernstein
polynomial bf (s) of f are given by −
n+i
d
, with 0 ≤ i ≤ 2d− 2− n. We
see that the negatives of the roots in [−1, 0) are precisely the jumping
numbers in (0, 1]. Indeed, if m = (X1, . . . , Xn) and if λ ≤ 1, then it
follows from Theorem 0.1 that
I(Cn, fλ) = m⌊λd⌋−n+1.
Example 2.5. Let A be a central arrangement, and consider W ∈
L(A) with r(W ) = 2. For every W ′ ∈ L′(A) strictly containing W ,
W ′ has to be one of the hyperplanes, so r(W ′) = s(W ′) = 1. It follows
from Corollary 2.1 that all candidates for jumping coefficients ≤ 1
corresponding to W
2 +m
s(W )
for 0 ≤ m ≤ s(W )− 2
are indeed jumping coefficients. Of course, this is interesting only if
s(W ) ≥ 3.
Example 2.6. Suppose now that W ∈ L(A) has codimension three,
and let us analyse when some of the candidates for jumping coeffi-
cients corresponding to W are indeed jumping coefficients. It follows
from Corollary 2.1 that in order to decide this it is enough to consider
in V/W the arrangement induced by those hyperplanes in A which con-
tain W . We may therefore assume that dim V = 3 and that W = (0).
Since A is a central arrangement, it is convenient to consider also the
induced arrangement A in P(V ) ≃ P2. If P ∈ A is a point in L(A) we
still denote by s(P ) the number of lines in A passing through P .
Let T0(A) be the set of jumping coefficients of A in (0, 1) correspond-
ing to codimension two elements in L(A)
(16) T0(A) := {
j
s(W )
|2 ≤ j ≤ s(W )− 1, r(W ) = 2}.
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Let λ ∈ (0, 1) be a candidate corresponding to the zero subspace,
hence λ = j/d, where d is the number of hyperplanes in A and 3 ≤
j ≤ d− 1. We may assume that λ 6∈ T0(A), and we want to determine
whether λ is a jumping coefficient. It follows from Corollary 2.1 that λ
is a jumping coefficient if and only if there is a hypersurface in P(V ) of
degree ≤ (j−3) passing through each point P in L(A) with multiplicity
≥ ⌈js(P )/d⌉ − 2.
Suppose first that j = 3. We see that 3/d is a jumping coefficient if
and only if for every point P ∈ L(A) we have s(P ) ≤ 2d/3.
Suppose now that j = 4. It follows from the above discussion
that 4/d is a jumping coefficient if and only if there is no point P ∈
L(A) with s(P ) > 3d/4, and if there are no three noncolinear points
Q1, Q2, Q3 with s(Qi) > d/2 for all i. However, it is easy to see that if
s(Q1), s(Q2) > d/2, then A consists precisely of (d+1)/2 lines passing
through Q1 and (d+1)/2 lines passing through Q2, and the line joining
Q1 and Q2 belongs to A. In particular, s(P ) = 2 for every other point
P ∈ L(A). We conclude that 4/d is a jumping coefficient of A if and
only if for every point P ∈ L(A) we have s(P ) ≤ 3d/4.
Consider now the case j = 5. We see that 5/d is a jumping coefficient
if and only if there is a conic passing through each point P ∈ L(A) with
multiplicity ≥ ⌈5s(P )/d⌉ − 2. In order for this to be true, we clearly
need that s(P ) ≤ 4d/5 for every point P ∈ L(A). We show that this is
also sufficient. Note first that we can’t have two points P1, P2 ∈ L(A)
with s(P1), s(P2) > 3d/5 or four points Q1, . . . , Q4 with s(Qi) > 2d/5
for all i. Therefore the only case we need to consider is when we have
two points P1, P2 ∈ L(A) with s(P1) > 3d/5 and s(P2) > 2d/5. Again,
it is easy to see that in this case every line passes through either P1 or
P2, and the line ℓ joining P1 and P2 is in A. In particular, s(Q) = 2
for every other point Q. In this case we may take the conic to be the
union of ℓ and another line in A passing through P1. We conclude that
5/d is a jumping coefficient if and only if s(P ) ≤ 4d/5 for every point
P ∈ L(A).
We consider now the case j = d − 1. We see that (d − 1)/d is
a jumping coefficient if and only if there is a hypersurface of degree
≤ (d − 4) passing through each point P ∈ L(A) with multiplicity
≥ s(P )−2 (we use the fact that s(P ) < d for every such P ). It is clear
that this is not possible if there is P ∈ L(A) such that s(P ) = d − 1.
Conversely, if this is not the case, then it is easy to see that we can
find four lines in A no three of them meeting in one point. We may
take the hypersurface as the union of the remaining d− 4 lines. Hence
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(d − 1)/d is a jumping coefficient if and only if there is no P ∈ L(A)
with s(P ) = d− 1.
Question 2.7. With the notation in the above example, let λ = j
d
with 3 ≤ j ≤ d − 1, and suppose that λ 6∈ T0(A). Is it true that λ
is a jumping number if and only if for every point P ∈ A we have
s(P ) ≤ (j−1)d
j
? The above example shows that this is the case if
j ∈ {3, 4, 5, d−1}. Note also that in each of these cases, we can choose
the relevant hypersurface as a union of lines in A.
Acknowledgements. We are grateful to Zach Teitler for his com-
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out Remark 1.2.
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