A grammar G is left universal (universal) for a family of languages Y and finite alphabet 27 with respect to a family of languages 5¢ 1 , if ~ restricted to subsets of 27* is the family of subsets of 27* obtained by using members of ~1 to control left-to-right derivations (unrestricted derivations) of G; if ~ is the family of regular sets, G is called simply left universal or universal for oL -a and Z. There is no context-sensitive grammar universal for the class of context-sensitive languages even over a one-letter alphabet. There is a context-free grammar which is left universal for the class of recursively enumerable languages with respect to the family of linear context-free languages. There is a linear context-free grammar which is universal and left universal for the family of linear contextfree languages. If G is a nontrivial left-derivation-bounded context-free grammar, then for each finite alphabet 27 there is a left-derivation-bounded contextfree grammar which is left universal for ~(G) and 27, where ~(G) is the family of languages generated by interpretations of G as a context-free grammar form. Kasai (1975) showed that for each finite alphabet Z there exists a context-free grammar G such that every context-free language L C Z* can be expressed as the set of strings over Z* derivable by left-to-right derivations of G controlled by members of a regular set C (L(G, C) in Definition 1 below); let us call such a grammar left universal. Rozenberg (1977) gave a similar result for Type-0 grammars, recursively enumerable languages, and unrestricted derivations and conjectured that no such universal context-sensitive grammar could exist. (An analogous result was independently proved by Hart (1976) .) Here we verify this conjecture, using the result of Seiferas (1977) that space-bounded acceptors for context-sensitive languages require arbitrarily many auxiliary symbols to accept all one-letter context-sensitive languages. We make some further remarks about the general concept of universal grammars relative to classes of languages. We show that there is a context-free grammar left universal for the family of recursively enumerable languages relative to the family of linear context-free grammars. We conclude by exhibiting a large class of context-free families possessing left universal grammars and posing some open questions on this
grammars, recursively enumerable languages, and unrestricted derivations and conjectured that no such universal context-sensitive grammar could exist. (An analogous result was independently proved by Hart (1976) .) Here we verify this conjecture, using the result of Seiferas (1977) that space-bounded acceptors for context-sensitive languages require arbitrarily many auxiliary symbols to accept all one-letter context-sensitive languages. We make some further remarks about the general concept of universal grammars relative to classes of languages. We show that there is a context-free grammar left universal for the family of recursively enumerable languages relative to the family of linear context-free grammars. We conclude by exhibiting a large class of context-free families possessing left universal grammars and posing some open questions on this subject. For background information on formal languages and grammars, the reader is referred to Ginsburg (1966) and Salomaa (1973) .
First let us introduce the necessary definitions. DEFINITION 1. Let G = (V, Z, P, S) be a Type-0 grammar. 1 For a production p: u ~ v in P and x in K +, let p(x) = {zvy 1 x = zuy}, and Pleft(x) = {zvy Ix = zuy and z is in Z*}. We extend this notation inductively by letting pzr(x) = ~r (p(x) ) and (p~r)left(x) = zrleft (pleft(x)), for a string zr of productions. For a language C _C P+, we let
and L(G) ~ L(G, P+).
and DEFINITION 2. For a class of grammars ~# and a class of languages ~q~, let
For a class of languages ~ and a finite alphabet Z, let ~z = {L in ~q I L _C Z*}. Let REGL, CF, CS, and RE be the classes of regular, context-free, contextsensitive, and recursively enumerable languages, respectively. Thus, Kasai (1975) demonstrated that for each finite alphabet Z there is a context-free grammar which is left universal for CFz and Z, and Rozenberg (1977) gave a Type-0 grammar universal for RE and 27 for each Z. We now proceed to verify the conjecture of Rozenberg (1977) that there is a Z such that no context-sensitive grammar is universal for CS and Z.
First let us define m-machines and the languages they accept in space n. DEFINITION 4. An m-machine M is a nondeterministic Turing machine with a two-way read-only input tape with endmarkers and one working tape with one read-write head restricted to m symbols, one of which is the blank symbol. Machine M accepts L within space n if M accepts only members of L and for each x inL, M has an accepting computation using at most Max(l, I x I) working tape squares. 2 Let NSPACEm(n) be the class of languages accepted within space n by m-machines.
1 In grammar G = (V, Z, P, 8), V --2 is the set of nonterminals, Z is the set of terminals, S in V --Z is the initial symbol, and P is the finite set of productions of the formu~v, uin V +-Z +andvin V*.
For a string x, ] x [ is the length of x.
It is well known that CS --= U~ NSPACE~,(n). (In fact, Theorem U -2 -N says that L cannot be accepted in space n by an m-machine allowed any finite number of read-write working tape heads.)
We now observe that the existence of a context-sensitive grammar universal for CS and any nonempty Z would contradict this proposition. We can prove analogs of Kasai's theorem for various subclasses of context-free grammars. The following is obvious.
PROPOSITION 2. For each finite nonempty vocabulary Z, the linear contextfree grammar with production set {S --+ e} k3 {S --~ aSb, S --+ aS, S ~ Sa, S -+ a I a, b in Z} is universal and left universal for the family of linear contextfree languages and Z.
4 We use e for the empty string.
5 For a string w, w R is the reversal of w (i.e., w read backward).
We can extend this proposition to cover the left-derivation-bounded contextfree languages of Walljasper (1974 Our result will be easier to state using concepts from the theory of contextfree grammar forms (Cremers and Ginsburg, 1975) . Proof. There is a nontrivial context-free grammar G o = (V, 270, P, S) such that ~o~°(G) = ~/~(Go) , and G O is very strongly partially self-embedding and left-derivation-bounded with left derivation bound k (cf., Lemma 3.4 of (Greibach, 1977) ). Since G o is left-derivation-bounded, A°(G) = A°(G0) = CONTROL(f~(Go), REGL) = CONTROL(f~(Go) , REGL) (Proposition 2.13 of (Greibaeh, 1977) ), so it remains to show thatL(r(G0) , C) is in CONTROL (.rz(Go) , REGL) for any simple complete interpretation • and regular set C with X the nonempty finite alphabet of z(Go). Let G 1 = 7~(G0).
We describe a nondeterministic finite state transducer M such that We describe a transition of M as (s, u, v, t) , meaning that in state s reading input string u (which may be empty), M can transfer to state t and output string v. The basic idea of the construction is to use [Y -~ aY]-and [Y --~ Ya]-type productions to generate long strings of terminals which may appear in a production of z(G0) but not in the corresponding production of G i ; the very strongly partially self-embedding condition guarantees that this can always be done.
A typical state of M is s = <u i , I11, u2 ,..., Y~', u~.+l)-In the transitions given below, transitions in (1) or (2) allow the strings u i or u S to be generated in G i for Yi lse or rse, respectively. Transitions in (3) handle productions of ~-(Go) which generate nonterminals. Transitions in (4) allow uivu ~ to be generated when a terminating production Y1-+ v, v in 27* appears in ~-(G0), Yi 4 = S. Finally, the transitions in (5) handle ad hoc rules, S --~ v, v in X*, of r(G0). These questions are related (but probably not equivalent) to the questions of when ~ can be expressed as CONTROL(f~s(G), REGL), and when £¢ is full principal characteristic in the sense of Greibach (1971) .
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