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1. Introduction
We will be concerned with certain probability measures formally
expressed as
µ(dx)=Z−1 exp[−H(x)]Dx,(1.1)
where H is a function which we call a formal Hamiltonian, Dx is a
(possibly imaginary) uniform or invariant measure in some appropriate
sense, and Z is the normalizing constant. Among typical examples are
the following.
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(1) Gibbs measures describing lattice spin systems are probability
measures µ on the configuration space {+1,−1}Zd with a formal expres-
sion
µ(dη)= Z−1 exp[−H(η)]dη,(1.2)
where
H(η)= ∑
A⊂⊂Zd
Φ(A)
∏
x∈A
ηx, η= {ηx}x∈Zd ∈ {+1,−1}Zd .
The family of coefficients Φ(A) is called an interaction potential.
Although usually H(η) itself is just a formal sum, (1.2) can be made
rigorous in the sense of DLR equations ([5,12]) which are described in
terms of conditional distributions. An alternative and equivalent way to
give (1.2) a rigorous meaning is the condition of quasi-invariance with
respect to the transformation group generated by {γx}x∈Zd , where each γx
is defined as a map which “flips” only the spin value at a site x. See [13]
for details.
(2) The standard Wiener measure:
PW(dw)= Z−1 exp
[
−1
2
T∫
0
∣∣∣∣dw(t)dt
∣∣∣∣
2
dt
] ∏
0<tT
dw(t)(1.3)
on Wd ={w∈C([0, T ]→Rd)|w(0)=0}. The “measure” ∏0<tT dw(t)
was used by Feynman [7]. See also [10]. As described in, e.g., [17] (Sec-
tion 1.3), the Cameron–Martin formula [3] is one of the mathematical
justifications of the above expression. Also, it is easily seen that an equiv-
alent assertion to the Cameron–Martin theorem is stated as the indepen-
dence property under PW in the decomposition of paths into arbitrary
polygonal approximations and the associate errors. More precisely, sup-
pose that a path w ∈ Wd is given. Let ∆: 0 = t0 < t1 < · · · < tn = T
be an arbitrary partition of [0, T ] into a finite number of subintervals. w
is approximated by the piecewise linear path determined from its incre-
ments with respect to ∆. Denoting this path by w∆, we can verify by
covariance computations that w∆ and w−w∆ are mutually independent
under PW . Quasi-invariance characterizations of certain path measures
are found in [14] and [15].
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We shall discuss the laws of certain random processes from an
analogous point of view. Let (X, ν) be a standard measurable space with
a non-atomic finite measure ν. For notational simplicity, denote by 〈µ,f 〉
the integration of a Borel measurable function f with respect to ν. The
Gaussian process on (X, ν) is defined as a mean-zero Gaussian system
{W(f ): f ∈ L2(X, ν)} with covariance E[W(f )W(g)] = 〈ν, fg〉. This
induces a unique distribution (denoted by Qν ) on Ω(X), the space of set
functions on the Borel σ -field B(X) of X. A formal interpretation of the
results in Section 2 is
Qν(dw)= Z−1 exp
[
−1
2
∫
X
∣∣∣∣dwdν (x)
∣∣∣∣
2
ν(dx)
]
Dw.(1.4)
Just as in the case of PW , this can be made rigorous in the sense of a
quasi-invariance property with respect to a group of translations in Ω(X).
Denote by Pν the law of the gamma process on (X, ν) (see, e.g., [18–
20]). It is supported on the set Md(X) of finite discrete measures on X.
LetΠν be the law of a random probability measure η(dx) := η(dx)/η(X)
with η distributed according to Pν . In [19], certain quasi-invariance
property is proved for Pν . By considering also quasi-invariance of Πν ,
we will point out in Section 3 that the formal Hamiltonians for Pν and Πν
are given by
H(η)= ν(X)H(ν | η)+ η(X)ψ(ν(X)/η(X))(1.5)
and
H1(µ)= ν(X)H(ν |µ),(1.6)
respectively, where H(µ′ | µ) stands for the relative entropy of a proba-
bility measure µ′ with respect toµ and ψ(s)= s log s − s + 1, s > 0. The
associated transformation groups are {η → aη}a and {µ → aµ/〈µ,a〉}a ,
respectively, both of which are parametrized by uniformly positive,
bounded measurable functions a on X. Some well-known properties
of Pν are naturally understood as corresponding decomposition proper-
ties ofH. For example, (1.5) and (1.6) together suggest not only indepen-
dence of η and η(X) under Pν , but also yield their laws explicitly.
Since we have no reason to restrict ourselves to the case of the
Gaussian and the gamma processes, it seems very interesting to consider
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the following problem the original version of which is due to Professor
M. Yor (private communication): Find other Lévy processes with such an
independence property related to certain quasi-invariance property.
2. Quasi-invariance of the Gaussian process
To define the “law” Qν of the Gaussian process on (X, ν), let Ω(X)
be endowed with the smallest topology (τ -topology) with respect to
which functions Ω(X)  w → w(A) are continuous for all A ∈ B(X).
Let {W(A): A ∈ B(X)} be the Gaussian system with mean-zero and
covariance
E
[
W(A)W(B)
]= ν(A∩B), A,B ∈ B(X).(2.1)
It is not difficult to show (cf. [22], Chapter 3) that {W(A): A ∈ B(X)}
exists on some probability space and that W is additive in the sense that
W(A ∪B)=W(A)+W(B), a.s. whenever A∩B = φ.(2.2)
Denote by Qν the law of W on Ω(X). By a standard procedure based
on (2.1), one can define “integrals” 〈w,f 〉, f ∈ L2(X, ν) as elements of
L2(Qν) such that
EQν
[〈w,f 〉〈w,g〉]= 〈ν, fg〉.(2.3)
In fact, the 〈w,f 〉’s are also Gaussian distributed. The main result of this
section is a generalization of the Cameron–Martin theorem. We need the
following notation to describe “admissible shifts” (see [16] for the Hilbert
space case) on Ω(X). Let Ms(X) be the totality of signed measures on
(X,B(X)) with finite total variation. ClearlyMs(X) is a linear subspace
of Ω(X). For each w ∈Ω(X), set
H(w)=


1
2
〈
ν,
∣∣∣∣dwdν
∣∣∣∣
2〉
, if w ∈Ms(X) and w ν,
∞, otherwise.
(2.4)
It will turn out that “admissible shifts” are given as shifts by elements of
H := {m ∈Ms(X): H(m) <∞},
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a natural analogue to the classical Cameron–Martin space. For each
m ∈H , put
Λ(m,w)=
〈
w,
dm
dν
〉
−H(m).
It is worth noting that
EQν
[
expΛ(αm,w)
]= 1, α ∈ R, m ∈H.(2.5)
For every φ ∈Ω(X) the shift Θφ :Ω(X)→Ω(X) is defined by
(Θφw)(A)=w(A)+ φ(A), A ∈ B(X).
We are now in a position to state the main result of this section.
THEOREM 2.1. – (i) For each m ∈H , Qν ◦Θm−1 and Qν are mutu-
ally absolutely continuous and
d(Qν ◦Θm−1)
dQν
(w)= expΛ(m,w), Qν-a.s.(2.6)
(ii) Let φ ∈Ω(X) \H . Then Qν ◦Θφ−1 and Qν are mutually singular.
Here we remark that in view of the formal identity
Λ(m,w)=H(w−m)−H(w)(2.7)
(2.6) gives a rigorous interpretation of the formal expression (1.4). In
proving the above theorem, we also show another interpretation in terms
of conditional probabilities, or an equivalent independence property
under Qν . This is, in fact, a key to the proof and is given in the next
lemma. Consider the set P of partitions of X into finite number of (non-
empty) Borel subsets. Given ∆ ∈P and w ∈Ω(X), define
w∆(A)=
∑+
B∈∆
ν(A ∩B)
ν(B)
w(B), A ∈ B(X),(2.8)
where
∑+
B∈∆
means that the summation is taken over all B ∈ ∆ with
ν(B) > 0. It is obvious that w∆ ∈Ms(X) and w∆|∆ = w|∆, which
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implies (w∆)∆ = w∆. In addition, it is easy to verify that w∆  ν with
density given by
dw∆
dν
(x)=∑+
B∈∆
w(B)
ν(B)
1B(x),(2.9)
where 1B denotes the indicator function of a set B . Hence we have
w∆ ∈H and
H(w∆)= 12
∑+
B∈∆
w(B)2
ν(B)
, w ∈Ω(X).(2.10)
Since {w(A): A ∈ B(X)} is Gaussian under Qν , the following lemma can
be shown by covariance computations which we omit.
LEMMA 2.1. – Let ∆ ∈ P be arbitrary. Then under Qν , w∆ and
w−w∆ are mutually independent as Ω(X)-valued random variables.
Denote by T∆ the σ -field generated by {(w−w∆)(A): A ∈ B(X)}. If{
B ∈∆: ν(B) > 0}= {B1, . . . ,Bn} with Bi = Bj (i = j),
then the independence property of the above lemma can be described as
follows:
Qν
(
w(B1) ∈ dx1, . . . ,w(Bn) ∈ dxn | T∆)(2.11)
= p∆(x1, . . . , xn)dx1 · · ·dxn,
where
p∆(x1, . . . , xn)=
(
n∏
i=1
√
2πν(Bi)
)−1
exp
[
−1
2
n∑
i=1
x2i
ν(Bi)
]
.(2.12)
This is also consistent with (1.4) since H(w) admits a decomposition
H(w)=H(w−w∆)+ 12
∑+
B∈∆
w(B)2
ν(B)
(2.13)
into a (formally) T∆-measurable function and a function of the form
corresponding to (2.12). Because of the quasi-invariance of finite-
dimensional distributions (2.12), we get
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LEMMA 2.2. – For all ∆ ∈P and φ ∈Ω(X), Qν ◦Θφ∆−1 and Qν are
mutually absolutely continuous and
d(Qν ◦Θφ∆−1)
dQν
(w)= expΛ(φ∆,w), Qν-a.s.(2.14)
Proof. – Noting that
(w+ φ∆)(A)= (w−w∆)(A)+
∑+
B∈∆
ν(A∩B)
ν(B)
(
w(B)+ φ(B))
and using (2.11), one reduces the proof to showing quasi-invariance of
to showing quasi-invariance of the right-hand-side of (2.12) under the
translations in Rn. This is done immediately, and by (2.9) and (2.10) the
corresponding Radon–Nikodym density is expressed as
exp
[∑+
B∈∆
φ(B)
ν(B)
w(B)− 1
2
∑+
B∈∆
φ(B)2
ν(B)
]
= exp
[〈
w,
dφ∆
dν
〉
−H(φ∆)
]
= eΛ(φ∆,w)
as desired. ✷
Roughly speaking, the proof of Theorem 2.1 is based on the argument
of convergence and divergence of the density (2.14) as ∆ becomes
infinitely finer. Such dichotomy will precisely correspond to the fact that
H(φ) <∞ or =∞. This part is contained in the following lemma.
LEMMA 2.3. – (i) For each m ∈H , there exists a sequence {∆k} ⊂ P
such that
H(m−m∆k)=H(m)−H(m∆k)→ 0.(2.15)
(ii) Let m ∈H . If H(m∆k)→H(m), then
expΛ(m∆k ,w)→ expΛ(m,w) in L2(Qν).(2.16)
(iii) Let φ ∈Ms(X). If φ ν andH(φ)=∞, then sup∆H(φ∆)=∞.
Proof. – (i) It is easily verified that H(m − m∆) = H(m) − H(m∆)
holds for any partition ∆. In particular,
sup
∆
H(m∆)H(m).(2.17)
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Put h= dmdν and consider partitions ∆∗k = {B(k)i : i = 1, . . . , k2k+ 1} given
by
B
(k)
i =
{
x ∈X: i − 1
2k

∣∣h(x)∣∣2 < i
2k
}
for 1 i  k2k,
= {x ∈X: ∣∣h(x)∣∣2  k} for i = k2k + 1.
Then it holds that
2H(m)= lim
k→∞
k2k∑
i=1
i − 1
2k
ν
(
B
(k)
i
)
 lim inf
k→∞
k2k∑
i=1
1{ν(B(k)
i
)>0}(i)
m(B
(k)
i )
2
ν(B
(k)
i )
 2 lim inf
k→∞ H(m∆∗k ).
This combined with (2.17) proves that H(m∆∗
k
)→H(m) as k→∞.
(ii) Noting that H(m+m∆) = 3H(m∆)+H(m), we see (2.16) from
direct computation of Gaussian expectations
EQν
[∣∣expΛ(m∆,w)− expΛ(m,w)∣∣2]
= e2H(m∆) − 2eH(m+m∆)−H(m∆)−H(m) + e2H(m).
Indeed, it suffices to apply (2.5) appropriately.
(iii) By the same argument as in the proof of (i), one can show that
there exists a sequence {∆k} ⊂ P such that
∞=H(φ) lim inf
k→∞ H(φ∆k),
which proves sup∆H(φ∆)=∞. ✷
Proof of Theorem 2.1. – (i) Take an arbitrary m ∈H . It is sufficient to
show
EQν
[
Φ(w+m)]=EQν [Φ(w) expΛ(m,w)](2.18)
for all functions Φ on Ω(X) of the form Φ(w)= f (w(A1), . . . ,w(An))
for some A1, . . . ,An ∈ B(X) and some bounded continuous function f
on Rn. Using Lemma 2.3(i), choose a sequence {∆k} ⊂ P satisfy-
ing (2.15). Then by Lemma 2.2,
EQν
[
Φ(w+m∆k)
]=EQν [Φ(w) expΛ(m∆k ,w)].(2.19)
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Since Schwarz’s inequality implies
∣∣(m−m∆k)(A)∣∣√2H(m−m∆k)√ν(A), A ∈ B(X),(2.20)
it follows from (2.15) that Φ(w + m∆k)→ Φ(w + m) boundedly. So,
letting k→∞ in (2.19) and using Lemma 2.3(ii) yield (2.18).
(ii) Suppose that φ ∈Ω(X) \H . What we need to show is that there
exists a Borel subset Σ of Ω(X) such that
Qν(Σ)= 0= (Qν ◦Θφ−1)(Ω(X) \Σ).(2.21)
We divide the proof according to the following three cases.
Case 1: There exists an A ∈ B(X) such that φ(A) = 0 and ν(A)= 0.
Case 2: φ ∈Ω(X) \Ms(X).
Case 3: φ ∈Ms(X) is absolutely continuous with respect to ν and
H(φ)=∞. In Case 1, it is easy to see that (2.21) holds with Σ = {w ∈
Ω(X): w(A) = 0}.
To consider Case 2, suppose that φ ∈ Ω(X) \Ms(X). This means
that φ is not countably additive or that φ is not of bounded variation.
In the former case, there exists a countable disjoint family {Ak} ⊂ B(X)
for which
∑
k φ(Ak)= φ(
⋃
k Ak) does not hold. On the other hand, it is
shown by (2.1) that (cf. [11])
∑
k
w(Ak)=w
(⋃
k
Ak
)
, Qν-a.s.
Therefore (2.21) holds with
Σ =
{
w ∈Ω(X): ∑
k
w(Ak)=w
(⋃
k
Ak
)
does not hold
}
.
The latter case can be treated as follows. Since φ is not of bounded
variation, we can choose {∆k} ⊂ P such that∑
B∈∆k
∣∣φ(B)∣∣→∞ (k→∞).
We can exclude the case where φ(A) = 0 and ν(A) = 0 for some
A ∈ B(X) (i.e., Case 1). So, using the above combined with a similar
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inequality to (2.20), we see that H(φ∆k)→∞. As we will show below,
this makes it possible to show (2.21) for some Σ . In this sense, the rest
of the proof for Case 2 is contained in what follows.
In Case 3, we apply Lemma 2.3(iii) to take a sequence {∆k} ⊂ P such
that
∞∑
k=1
exp
(−H(φ∆k )/4)<∞.(2.22)
For each ∆ ∈P , define
Ψ∆(w)=
√
expΛ(φ∆,w)= exp(Λ(φ∆/2,w)−H(φ∆)/4),
which is in fact a continuous function on Ω(X). By (2.22),
Qν(Ψ∆k  1)EQν [Ψ∆k ] = exp
(−H(φ∆k )/4)→ 0.(2.23)
Let Σ be a Borel subset of Ω(X) given by
Σ = lim inf
k→∞ {Ψ∆k  1} =
∞⋃
n=1
∞⋂
k=n
{Ψ∆k  1}.(2.24)
Note that
Ω(X) \Σ = lim sup
k→∞
{Ψ∆k < 1} =
∞⋂
n=1
∞⋃
k=n
{Ψ∆k < 1}.(2.25)
It follows from (2.23) that
Qν(Σ)= lim
n→∞Qν
( ∞⋂
k=n
{Ψ∆k  1}
)
 lim inf
n→∞ Qν(Ψ∆n  1)= 0.(2.26)
For any positive integer n, we have by (2.25)
(
Qν ◦Θφ−1)(Ω(X) \Σ) ∞∑
k=n
(
Qν ◦Θφ−1)(Ψ∆k < 1)

∞∑
k=n
EQν◦Θφ
−1[
(Ψ∆k)
−1].
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Using the equalities
EQν◦Θφ
−1[
(Ψ∆k )
−1]
=EQν [exp(−Λ(φ∆k ,w+ φ)/2)]
=EQν [exp(Λ(−φ∆k/2,w)+H(φ∆k)/4−H(φ∆k)/2)]
= exp(−H(φ∆k )/4)
and (2.22), we obtain
(
Qν ◦Θφ−1)(Ω(X) \Σ) ∞∑
k=n
exp
(−H(φ∆k )/4)→ 0 as n→∞.
Consequently we have (2.21) and the proof of (ii) is completed. ✷
At the end of this section, we give a remark on equivalence between
the property (2.12) and the quasi-invariance of Lemma 2.2.
Remark. – Besides some limit arguments, the only ingredient in the
proof of Theorem 2.1(i) is the property (2.12) which is described
in terms of conditional probabilities. Conversely, we shall see in the
following that this property is implied by the quasi-invariance property
of Lemma 2.2.
As before, suppose that ∆ ∈P is given and that
{
B ∈∆: ν(B) > 0}= {B1, . . . ,Bn} with Bi = Bj (i = j).
For each x = (x1, . . . , xn) ∈ Rn, define mx ∈H by
mx(A)=
n∑
i=1
ν(A∩Bi)
ν(Bi)
xi .(2.27)
Note that mx = φ∆ for some φ ∈Ms(X). Taking an arbitrary nonnega-
tive, Borel function f on Rn, set Φ(w)= f (w(B1), . . . ,w(Bn)). Observe
that
Φ
(
w+mx)= f (w(B1)+ x1, . . . ,w(Bn)+ xn).
Also, let Ψ be a T∆-measurable, nonnegative function on Ω(X). Then
Ψ (w+mx)= Ψ (w) since (w+mx)− (w+mx)∆ =w−w∆. It follows
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from the quasi-invariance (2.14) that
EQν
[
f
(
w(B1)+ x1, . . . ,w(Bn)+ xn)Ψ (w)](2.28)
=EQν [ΦΨ eΛ(mx,w)].
Here observe that
Λ
(
mx,w
)= n∑
i=1
xiw(Bi)
ν(Bi)
− 1
2
n∑
i=1
x2i
ν(Bi)
.(2.29)
Integrating both sides of (2.28) with respect to the n-dimensional
Lebesgue measure dx1 · · ·dxn, we obtain by Fubini’s theorem∫
Rn
f (x1, . . . , xn)dx1 · · ·dxn EQν [Ψ ]
=EQν
[
ΦΨ
∫
Rn
exp
(
n∑
i=1
xiw(Bi)
ν(Bi)
− 1
2
n∑
i=1
x2i
ν(Bi)
)
dx1 · · ·dxn
]
=EQν [ΦΨp∆(w(B1), . . . ,w(Bn))−1].
Replacing f (x1, . . . , xn) by f (x1, . . . , xn)p∆(x1, . . . , xn) yields∫
Rn
f (x1, . . . , xn)p∆(x1, . . . , xn)dx1 · · · dxnEQν [Ψ ]
=EQν [ΦΨ ] =EQν [f (w(B1), . . . ,w(Bn))Ψ (w)].
This shows not only that w(B1), . . . ,w(Bn) are independent of T∆ un-
der Qν but also that (w(B1), . . . ,w(Bn)) is distributed according to
p∆(x1, . . . , xn)dx1 · · ·dxn.
3. The Gamma process on (X, ν)
This section is devoted to the study of the law Pν of the gamma process
on (X, ν) and the law Πν of its normalized process. As mentioned in the
Introduction, the main result is the identification (1.5) and (1.6) of their
formal Hamiltonians in the sense just similar to the Gaussian case. Pν is
a probability distribution on
Md(X)=
{
η=∑ ziδxi ∣∣∣xi ∈X, zi > 0, ∑zi <∞}
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characterized by the Laplace transform (cf., e.g., [18–20]):
EPν
[
exp
(−〈η, a〉)]= exp(−〈ν, log(1+ a)〉),(3.1)
where a is an arbitrary nonnegative bounded Borel measurable function
on X. Let Mf (X) denote the totality of finite Borel measures on X
and we regard Md(X) and Mf (X) as subspaces of Ms(X). Similarly,
M1(X) denotes the set of Borel probability measures on X. For each
η ∈Mf (X), define η ∈M1(X) by η(dx) = η(dx)/η(X). Πν is defined
as the law of η with η distributed according to Pν . Obviously, Πν is
supported on M1(X)∩Md(X).
In order to describe the quasi-invariance property of Pν and Πν ,
we shall consider the following groups of transformations. Denote by
B+(X) the space of nonnegative Borel measurable functions a on X
with infx a(x) > 0. Given a ∈ B+(X), define Ma :Mf (X)→Mf (X)
and Sa :M1(X)→M1(X) by
(Maη)(dx)= a(x)η(dx), η ∈Mf (X),(3.2)
(Saµ)(dx)= a(x)µ(dx)/〈µ,a〉, µ ∈M1(X),(3.3)
respectively. Although {Ma: a ∈ B+(X)} is smaller than the group
considered in [19], the above groups are large enough for our purpose.
For a probability measure P on Mf (X) (or M1(X)), denote by MaP
(resp. SaP ) the image measure of P induced by Ma (resp. Sa). We rely
on the following property of Pν , the proof of which can be found in [19]
and [20].
THEOREM 3.1. – For each a ∈ B+(X), MaPν and Pν are mutually
absolutely continuous and
d(MaPν)
dPν
(η)= exp[−〈ν, loga〉 − 〈η, a−1 − 1〉], Pν-a.s.(3.4)
The next important property of Pν is also taken from [19] and [20].
LEMMA 3.1. – Under Pν , η(X) and η are independent, and the
distribution of η(X) is the gamma distribution with parameter ν(X):
Pν
(
η(X) ∈ ds)= 9(ν(X))−1sν(X)−1 e−s ds.
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As we will see in a more general situation, this lemma is implied by
Theorem 3.1. In what follows, we put θ = ν(X). Combining (3.4) with
Lemma 3.1, we get the quasi-invariance property of Πν .
PROPOSITION 3.1. – For each a ∈ B+(X), SaΠν and Πν are mutually
absolutely continuous and
d(SaΠν)
dΠν
(µ)= exp[−θ(〈ν, loga〉 + log〈µ,a−1〉)], Πν-a.s.(3.5)
COROLLARY 3.1. – The distribution Πν on M1(X) is characterized
by the equalities
EΠν
[〈
µ,a−1
〉−ν(X)]= exp(〈ν, loga〉), a ∈ B+(X).(3.6)
Obviously (3.6) follows from (3.5). Moreover, in view of the identity
EΠν
[〈
µ,α+ F 〉−θ ]
= 9(θ)−1
∞∫
0
sθ−1 e−αsEΠν
[
exp
(−s〈µ,F 〉)]ds
holding for any α > 0 and nonnegative Borel function F on X, the left-
side of (3.6) determines the Laplace transform of Πν .
Proof of Proposition 3.1. – Fix a bounded measurable function Φ on
M1(X) arbitrarily. Then by (3.4) and Lemma 3.1
EΠν
[
Φ(Saµ)
]=EPν [Φ(Maη/〈Maη,1〉)]=EMaPν [Φ(η)]
=EPν [Φ(η) exp(−〈ν, loga〉 − η(X)〈η, a−1 − 1〉)]
=
∞∫
0
ds 9(θ)−1sθ−1 e−s
×EΠν [Φ(µ) exp(−θ〈ν, loga〉 − s〈µ,a−1 − 1〉)]
=EΠν [Φ(µ) exp(−θ(〈ν, loga〉 + log〈µ,a−1〉))].
This proves the proposition. ✷
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Once we have obtained the quasi-invariance property, the correspond-
ing formal Hamiltonian is derived intuitively as follows. Define
Λ(a,η)=−〈ν, loga〉 − 〈η, a−1 − 1〉, a ∈ B+(X), η ∈Mf (X),
and
Λ(a,µ)=−θ(〈ν, loga〉 + log〈µ,a−1〉) a ∈ B+(X),µ ∈M1(X).
Theorem 3.1 suggests that the formal Hamiltonian H for Pν should
satisfy
H(η)−H(Ma−1η)=Λ(a,η),
which should be compared with (2.7). Hence under the condition
that infaH(Ma−1η) = 0, one would have H(η) = supa Λ(a, η). This
motivates us to define
Hν(η)= sup
a∈B+(X)
Λ(a, η) and Hν(µ)= sup
a∈B+(X)
Λ(a,µ)
and state the next lemma. We use the notation H(µ′|µ) to denote the
relative entropy of µ′ ∈M1(X) with respect to µ ∈M1(X), i.e.,
H(µ′ | µ)=


∫
X
log
dµ′
dµ
dµ′, if µ′ µ,
∞, otherwise.
(3.7)
LEMMA 3.2. – (i) For any η ∈Mf (X) such that η(X) > 0,
Hν(η)= θH(ν | η)+ η(X)ψ(θ/η(X)),(3.8)
where ψ(s)= s log s − (s − 1), s > 0.
(ii) For any µ ∈M1(X),
Hν(µ)= θH(ν | µ).(3.9)
Proof. – Instead of a ∈ B+(X), consider f := − loga, which is
bounded Borel measurable. Then clearly
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Hν(η)= sup
f
(〈ν, f 〉 − 〈η, ef − 1〉) and(3.10)
Hν(η)= θ sup
f
(〈ν, f 〉 − log〈µ, ef 〉).
So, (3.9) is a well-known characterization for the relative entropy. (See
for example [21] and references therein.) In the case where η(A)= 0 and
ν(A) > 0 for some A ∈ B(X), (3.8) is easily shown to hold with both
sides being ∞. Indeed, putting f = β1A,β > 0 and using (3.10), we get
Hν(η) βν(A)→∞ as β→∞. If ν η, define h= dνdη . By the cut-off
argument and Fatou’s lemma, one can show without difficulty that
sup
f
(〈ν, f 〉 − 〈η, ef − 1〉)= 〈η,ψ(h)〉= θH(ν | η)+ η(X)ψ(θ/η(X)).
This combined with (3.10) proves (3.8). ✷
As mentioned in the Introduction, the explicit formulae (3.8) and (3.9)
suggest many properties on Pν and Πν . Analogously to the Gaussian
process case in Section 2, consider an arbitrary ∆ ∈ P . We assume that
ν(B) > 0 for each B ∈ ∆. For it is easy to see from (3.1) and (3.5)
that Pν(η(A)= 0)= 1 =Πν(µ(A)= 0) whenever ν(A)= 0. In fact, the
distribution of η(B) under Pν is the gamma distribution with parameter
ν(B). Given η ∈Mf (X), let ηB denote the restriction of η on B , i.e.,
ηB(A)= η(A∩B), A ∈ B(X).
Notice that ηB(dx) = η(dx ∩ B)/η(B) does not coincide with ηB in
general. The formal Hamiltonian Hν is decomposed into those for the
gamma processes on subspaces as follows.
LEMMA 3.3. – Suppose that η(B) > 0 for all B ∈∆. Then
Hν(η)=
∑
B∈∆
HνB (ηB)+
∑
B∈∆
η(B)ψ
(
ν(B)/η(B)
)
.(3.11)
Proof. – By a general property of the relative entropy (e.g., Lemma
10.3 of [21]),
θH(ν | η)=∑
B∈∆
ν(B)H(νB | ηB)+
∑
B∈∆
ν(B) log
ν(B)
η(B)
.(3.12)
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Therefore we only need to consider the case where all terms on both sides
of (3.11) are finite. In this case, one easily shows that
Hν(η)−
∑
B∈∆
HνB (ηB)
= θH(ν | η)+ η(X)ψ(θ/η(X))−∑
B∈∆
ν(B)H(νB | ηB)
= η(X)ψ(θ/η(X))+∑
B∈∆
ν(B) log
ν(B)
η(B)
=∑
B∈∆
η(B)ψ
(
ν(B)/η(B)
)
,
as required. ✷
At the formal level, the decomposition (3.11) implies that {ηB, η(B):
B ∈ ∆} forms an independent family under Pν . Moreover, the first and
the second terms on the right-side of (3.11) correspond to the laws of the
normalized gamma processes and the gamma distributions, respectively,
because of (3.9) and
Cα exp
[−sψ(α/s)]s−1 ds = 9(α)−1sα−1 e−s ds =: γα(ds), α > 0.
Here Cα is a positive constant depending only on α, and the measure
s−1 ds naturally appears as an invariant measure under the multiplications
on R+. These heuristics are made rigorous in the main result of this
section below. It certainly generalizes Lemma 3.1.
THEOREM 3.2. – Let ∆ = {B1, . . . ,Bn} ∈ P be such that Bi = Bj
(i = j) and ν(B) > 0,B ∈ ∆. Then under Pν , η(B1), . . . , η(Bn), ηB1,
. . . , ηBn are mutually independent. Furthermore, the laws of η(B) and
ηB under Pν coincide with γν(B) and ΠνB , respectively.
Proof. – The idea of the proof is similar to that for the Remark at
the end of Section 2, in which certain independence properties are
recovered from the quasi-invariance. Taking an arbitrary nonnegative,
Borel function F on (R+)n, set
Φ(η)= F (η(B1), . . . , η(Bn)).
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Also, letting G be any nonnegative, Borel measurable function on
(Mf (X))n, define
Ψ (η)=G(ηB1, . . . , ηBn).
Given s1, . . . , sn > 0, we consider a :=∑ni=1 s−1i 1Bi ∈ B+(X). Since a is
constant on each Bi ,
Φ(Maη)Ψ (Maη)= F (s−11 η(B1), . . . , s−1n η(Bn))Ψ (η).
By the quasi-invariance property of Theorem 3.1, it holds that
EPν
[
F
(
s−11 η(B1), . . . , s
−1
n η(Bn)
)
Ψ (η)
](3.13)
=EPν
[
Φ(η)Ψ (η) exp
(∑
i
(log si)ν(Bi)−
∑
i
η(Bi)(si − 1)
)]
.
Integrate both sides with respect to the σ -finite measure s−11 · · · s−1n ds1 · · ·
dsn on (R+)n, which is invariant under the multiplication in (R+)n, to
get ∫
(R+)n
F (s1, . . . , sn)s
−1
1 · · · s−1n ds1 · · ·dsn EPν
[
Ψ (η)
](3.14)
=EPν
[
F
(
η(B1), . . . , η(Bn)
)
×∏
i
(
Γ
(
ν(Bi)
)
η(Bi)
−ν(Bi) eη(Bi)
)
Ψ (η)
]
.
Replacing F(s1, . . . , sn) by F(s1, . . . , sn)
∏
i(9(ν(Bi))
−1sν(Bi)i e−si ), we
obtain ∫
(R+)n
F (s1, . . . , sn)γν(B1)(ds1) · · ·γν(Bn)(dsn)EPν
[
G(ηB1 , . . . , ηBn)
](3.15)
=EPν [F (η(B1), . . . , η(Bn))G(ηB1, . . . , ηBn)].
Besides the required joint law of (η(B1), . . . , η(Bn)), (3.15) means that
all of them are independent of (ηB1 , . . . , ηBn).
Our last task is to identify the joint law of (ηB1, . . . , ηBn). To this
end, take bounded Borel measurable functions f1, . . . , fn on X such
that fi(x) = 0 for all x ∈ X \ Bi and put f = f1 + · · · + fn. It follows
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from (3.1) that∏
i
exp
(−ν(Bi)〈νBi , fi〉)
= exp(−〈ν, f 〉)=EPν [exp(−〈η, ef − 1〉)]
=EPν
[
exp
(
−∑
i
η(Bi)
〈
ηBi , e
fi − 1〉)]
=EPν
[∏
i
〈
ηBi , e
fi
〉−ν(Bi)]
,
where the last equality is shown with the help of (3.15). By virtue of
Corollary 3.1, we see not only that ηB1, . . . , ηBn are independent but also
that under Pν each ηBi is distributed according to ΠνBi . Therefore the
proof is completed. ✷
The following is immediate by noting that µ= η implies µB = ηB .
COROLLARY 3.2. – Under Πν , µB1 , . . . ,µBn are mutually indepen-
dent. Furthermore, the law of each µB under Πν coincides with ΠνB .
Analogously to (2.11), an equivalent condition to the quasi-invariance
property of Theorem 3.1 can be described in terms of conditional
probabilities as follows.
Pν(η(B1) ∈ ds1, . . . , η(Bn) ∈ dsn | T ∗∆)(3.16)
= const. exp
[
−∑
i
siψ
(
ν(Bi)/si
)]
s−11 · · · s−1n ds1 · · ·dsn,
where T ∗∆ is the σ -field generated by {ηB(A): B ∈ ∆,A ∈ B(X)}.
Indeed, (3.16) is immediate from (3.15), which has been shown using
only the quasi-invariance (3.4). Conversely, assuming that (3.16) holds
for any ∆ ∈ P such that ν(B) > 0,B ∈ ∆, one can show the quasi-
invariance property by just the same argument as in the proof of
Theorem 2.1(i) and using the fact (instead of Lemma 2.3) that
H(µ′ | µ)= sup
∆∈P
∑
B∈∆
µ′(B) log
µ′(B)
µ(B)
.
(See, e.g., [4] for the proof.) On the other hand, the quasi-invariance
property of Πν (Proposition 3.1) can be shown to be equivalent to
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Πν
(
µ(B1) ∈ ds1, . . . ,µ(Bn) ∈ dsn | T ∗∆)
= const. exp
[
−
n∑
i=1
ν(Bi) log
ν(Bi)
si
]
s−11 · · · s−1n
× δ1−∑n−1
i=1 si
(dsn)ds1 · · ·dsn−1,
which is the Dirichlet distribution. It should be noted that the σ -finite
measure
s−11 · · · s−1n δ1−∑n−1
i=1 si
(dsn)ds1 · · ·dsn−1
is invariant under the following multiplications in the (n−1)-dimensional
simplex {(s1, . . . , sn): s1, . . . , sn > 0, ∑ni=1 si = 1};
(s1, . . . , sn) · (t1, . . . , tn) :=
(
s1t1/
∑
si ti, . . . , sntn/
∑
si ti
)
.
The results obtained so far are formally summarized as
Pν(dη)= const. exp[−ν(X)H(ν | η)− η(X)ψ(ν(X)/η(X))]Dη(3.17)
and
Πν(dµ)= const. exp[−ν(X)H(ν | µ)]Dµ.(3.18)
Note that the latter expression is consistent with the result of Dawson and
Feng [4], where the large deviation principle was proved for the family
{Πβν}β>0 with ν ∈M1(X) being fixed as β →∞, and where the rate
function I was identified with I (µ)=H(ν | µ).
Remark. – Related argument based on quasi-invariance property works
effectively for a dynamical problem. See, e.g., [6,8,2,1] and the refer-
ences therein. The main idea in [9] to solve the problem of symmetriz-
ability for a class of (probability) measure-valued diffusions called the
Fleming–Viot process is that its reversible distribution, say Π (if it ex-
ists), would be of the form
Π(dµ)= Z−1 exp[−U(µ)]Dµ(3.19)
with some formal Hamiltonian U . Certain quasi-invariance property of
Π is obtained as an equivalent condition to the reversibility. This makes
analogous arguments to the finite-dimensional diffusion case successful.
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It turned out that all possible reversible distributions are equivalent to Πν
for some ν.
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