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Abstract
In a magnetised, partially ionised plasma, such as the lower solar atmosphere, the co-
existence of both charged and neutral particles and their interaction lead to effects that do
not occur in fully ionised plasma. Multi-fluid magnetohydrodynamic (MHD) models of a
plasma account for the degree of ionisation and the resulting effects more accurately than
common single-fluid MHD models. A 2D two-fluid MHD code has been developed (writ-
ten in C++) to study partially ionised plasma, based on the Kurganov-Tadmor scheme.
The advantage of this scheme is that it is Riemann-solver free, which makes computation
faster, and it exhibits a small, time step independent numerical viscosity, which makes
the code stable and accurate for much smaller time steps than usual schemes allow for.
The explicit Euler and fourth-order Runge-Kutta scheme are implemented to integrate
the solution in time. Furthermore, the implementation of a spatial domain decomposition
scheme, which is based on Message Passing Interface (MPI) standard, allows for parallel
computing. The code has been verified successfully and a number of tests were per-
formed, such as the Sod-shock tube test and the Brio-Wu shock test. Moreover, the effect
of ionisation and recombination on a magnetised, partially ionised plasma was investi-
gated by studying a 1.5D slow-mode shock simulation and the 2D Orszag-Tang vortex
simulation. The effect on the properties of both fluids, the ionised and the neutral fluid,
are compared to simulations where collisions are the only coupling mechanism between
the fluids. In the initialisation, the two simulations are fundamentally different; whereas
the driver of the slow-mode shock formation is the discontinuity in the magnetic field,
it is the velocity field that predominantly drives the vortex formation in the Orszag-Tang
vortex simulation. However, for both, it was found that the movement of the ionised fluid
decreases as well as the shock speeds when ionisation and recombination are included.
The partial ionisation state of the plasma adds complexity to the numerical modelling of
the solar atmosphere and so multi-fluid codes have long been ignored. Therefore, the
code developed here provides a tool to unlock new investigations into the lower solar
atmosphere and will allow new physics on the Sun to be explored.
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Chapter 1
Introduction
The visible matter in our universe is made of plasma by more than 90% (Goedbloed and
Poedts, 2004, p. 3). Plasma is ionised gas and often contains enough free charges for
electromagnetic forces to dominate the dynamics (Boyd and Sanderson, 2003).
1.1 Plasma Description
Theoretical models of plasma describe it either microscopically with (Goedbloed and
Poedts, 2004, p. 34)
1. the theory of the motion of individual charged particles in given magnetic and elec-
trical fields,
2. the kinetic theory of a collection of such particles (by means of particle distribution
functions)
or macroscopically with
3. the fluid theory (magnetohydrodynamics (MHD)), describing plasmas in terms of
averaged macroscopic functions
The single particle orbit theory is applied when the density is so low that interactions
of particles can be neglected and no collective effects are to be studied. However, in a
plasma, the interactions between particles are numerous and the kinetic theory makes use
of statistical mechanics approaches to describe the collective behaviour of particles that
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make up the plasma (Goedbloed and Poedts, 2004, p. 48). Here, physical information
of the electrons and ions are expressed in terms of time-dependent distribution functions
fα(r,v, t) in a six-dimensional phase space and the total number of particles is assumed
to be constant. The phase space is formed by three position coordinates (r) and by three
velocity coordinates (v). Collisions of the particles change the distribution function. The
evolution of this distribution function is described by the kinetic equation, also known
as the Boltzmann equation. This combined with the Maxwell equations to determine
the electric and magnetic field closes the microscopic equations for the plasma kinetic
theory (Goedbloed and Poedts, 2004, p. 50).
The fluid theory averages out microscopic fluctuations, but considers microscopical
aspects by requiring frequent enough collisions between ions and electrons to establish
fluid behaviour. Additionally, besides the microscopic conditions of length and time
scales of density and temperature, the macroscopic approach has to allow macroscopic
length and time scale conditions of the magnetic field (Goedbloed and Poedts, 2004,
p. 28). In this thesis, the fluid theory is applied, i.e. the macroscopic dynamics of magne-
tised plasma is studied. The fluid description can be applied when there is sufficient num-
ber of particles present so that local fluid properties such as pressure, density and velocity
can be defined and, furthermore, when those particles, such as ions and electrons, interact
or collide frequently enough (Spruit, 2017). The quantitative criterion can be determined
with the transport theory, which provides the time scale, where the hydrodynamic time
scale has to be much larger than the collisional relaxation times of the electrons, ions, and
neutrals (Goedbloed and Poedts, 2004, p. 65). If this is true, a hydrodynamic description
is valid. The relaxation time is the time related to the restoration of local equilibrium
through collisions (Bittencourt, 2004, p. 135). A more detailed discussion of length and
time scales can be found in Sec. 1.3.
In summary, "the dynamical configuration, size, duration, density and magnetic field
strength have to be large enough to establish fluid behaviour and to average out the mi-
croscopic phenomena like collective plasma oscillations and cyclotron motions of the
electrons and ions" (Goedbloed and Poedts, 2004, p. 28). Moreover, charge neutrality is
assumed. The assumption of electrical conductivity of a plasma neutralises charge densi-
ties quickly and they only appear at the boundaries of the volume (Spruit, 2017).
Furthermore, the magnetic field B behaves differently depending on the conductiv-
ity of the fluid. Three important parameters in MHD are the magnetic Reynolds number
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Rm = µ0σul, which is related to the conductivity but actually the more important pa-
rameter to look at, the Alfvén velocity vA = B/
√
ρµ0, and the magnetic damping time
τ = [σB2/ρ] with u as the velocity component, B the magnetic field component, µ0 being
the permeability of free space, σ the electrical conductivity, ρ the density of the conduct-
ing medium, and l the characteristic length scale (Davidson, 2001, p. 8). If the magnetic
Reynolds number is high, the magnetic field lines are frozen into the conducting fluid and
act like elastic bands. When the medium is disturbed, this would result in almost elastic
oscillations (where the magnetic field provides the restoring force), which leads to the
formation of Alfvén waves (Davidson, 2001, p. 8). If the magnetic Reynolds number is
small, the induced field is negligible compared to the imposed magnetic field, and the
velocity v has little influence on the magnetic field, which in this case is more dissipative,
and the time scales considered are not related to the Alfvén velocity, but the damping
time τ (Davidson, 2001, p. 9). Therefore, the Reynolds number gives us the strength of
coupling between the flow and the magnetic field (Davidson, 2001, p. 71).
1.2 Partially Ionised Plasma (PIP)
Plasma can be partially or fully ionised; in a fully ionised plasma the particles are all
charged, whereas a partially ionised plasma includes neutrals to a high portion.
In a magnetised environment like the solar atmosphere, the particles interact with each
other, but have different forces acting on them, e.g. charged particles feel the magnetic
field, whereas neutrals do not. They are also connected through collisions between them,
and in the lower solar atmosphere the plasma is dense and collisions play a significant role.
Hence, the existence of both charged particles and neutrals embedded in a magnetic field
and colliding with each other results in effects or properties that fully ionised plasmas do
not show: e.g. ambipolar diffusion, Hall effect, heating due to ion-neutral friction, charge
exchange, or ionisation energy (Ballester et al., 2017). These have direct effects on the
plasma dynamics and the energy exchange (González-Morales et al., 2018).
For example, the plasma can drift with respect to the neutrals and this plasma-neutral
drift is called ambipolar diffusion (Zweibel, 2015). More precisely, ambipolar diffusion
in astrophysics refers to the diffusion of the magnetic field through the neutral fluid, be-
cause, although neutral and charged components are decoupled (and move with different
velocities), the ions and the neutrals collide and now the magnetic flux, which is frozen
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into and moving with the charges, diffuses with respect to the neutrals (Khomenko and
Collados, 2012) and there is a redistribution of the magnetic flux (Zweibel, 2015). In the
solar chromosphere for instance, the collisions between ions and neutrals couple the oth-
erwise not affected neutrals to the magnetic field but also allow some of the ions to move
across the magnetic field, which then can diffuse and the magnetic energy dissipates into
thermal energy or heat (Martínez Sykora et al., 2015). Ambipolar diffusion helps con-
verting magnetic energy to thermal energy faster and, because of its larger magntitude,
stronger than Ohmic diffusion does (González-Morales et al., 2018). Ambipolar diffusion
- a term used in Astrophysics, similarly also referred to as Pedersen resistivity, whereas
diffusivity and resistivity are used interchangeably - is caused by the collision of neutrals
with ions, act perpendicularly to the magnetic field and can lead to thin current structures
in weakly ionised plasma (Leake et al., 2012). The extent to which the magnetic field is
coupled to the neutrals and, therefore, the magnitude of ambipolar diffusion depends on
the collision frequency – the more collisions, the higher the coupling. This can also be
seen in Eqn. (1.4). It can also be inferred from that equation that ambipolar diffusion ef-
fects are proportional to the neutral-ion density ratio of the fluid: the bigger the ionisation
fraction, the smaller the ambipolar diffusion effects.
The Hall effect in a fully ionised plasma is similar to the one appearing in a partially
ionised plasma. In both cases, it results from the decoupling of the ions from the magnetic
field, whereas the electrons are still coupled to it. Unlike in a fully ionised plasma, where
this decoupling happens because of a difference of inertia of ions and electrons at high fre-
quencies, in a partially ionised plasma, the decoupling is due to the collisions of the ions
with the neutrals (González-Morales et al., 2018). The Hall effect does no work on the
plasma and, therefore, produces no direct heating (Raboonik and Cally, 2019). Although
being dispersive and, therefore, non-dissipative and not contributing to the heating of the
plasma, it leads to redistribution of the magnetic energy in the system (González-Morales
et al., 2018).
In solar physics, in the quest of solving the coronal heating problem, Alfvén waves
play a crucial role. Alfvén waves are assumed to propagate through the chromosphere and
corona where those layers are heated by the dissipation of the wave energy (Vranjes et al.,
2008). In their paper, Vranjes et al. (2008) study the energy flux of Alfven waves under
solar-photosphere conditions, which means under weakly ionised plasma conditions and
found that this energy flux is orders of magnitudes smaller than under ideal MHD con-
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ditions, which would make the generation of waves less efficient there and, therefore,
they questioned the photospheric Alfvén waves as a source for chromospheric and coro-
nal heating. Tsap, Stepanov, and Kopylova (2011), however, found that the amplitude
of Alfvén waves does not depend on the ionisation fraction and, therefore, is the same
in both cases, the ideal MHD case and the weakly ionised plasma case. In 2013, Soler
et al. (2013) found that the energy flux depends on initial velocities of both (ion and neu-
tral) fluids and pointed out the different initial conditions Vranjes et al. (2008) and Tsap,
Stepanov, and Kopylova (2011) started off with and which is why they came to different
conclusions (Ballester et al., 2017).
However, because the existence of those waves and their generation in the weakly
ionised, ion-neutral collisions dominated photosphere has not been observationally con-
firmed, there thought to be mode conversion mechanisms based on other MHD waves in
the lower solar atmosphere that are related to the production of Alfvén waves. Raboonik
and Cally (2019) show how a partially or weakly ionised plasma provides a mechanism,
namely the Hall effect, to convert fast waves into Alfvén waves. The Hall effect, as well
as the ambipolar diffusion, depends on the magnetic field strength, unlike the Ohmic dif-
fusion, which is diffusion due to collisions. These abovementioned effects are related to
the difference in velocity of the neutral and ionised fluid, or the drift velocity. A drift in
the velocity occurs because of the different forces that act on the particles. But, as the par-
ticles collide and exchange momentum, this difference in the velocity reduces over time
and they both get the same velocity and flow together (Hillier, 2019). But before that, this
drift velocity can also lead to frictional heating and the coupling process can be important
for the energy dissipation (Khomenko and Collados, 2012).
The co-existence of ions and neutrals also leads to three shocks that are characteristic for
a partially ionised plasma: the continuous shock, or C-type shock, the J-type shock, or
the C*-type shock. They are a result of the coupling of ions and neutrals too and their
classification is related to the neutral fluid’s flow variables. If a shock moves with a speed
lower than the Alfvén speed, the ions can build a so called magnetic precursor ahead of
the shock, where the coupling to the neutral fluid makes them accelerate with the ionised
fluid before the shock arrives. Therefore, post-shock, the neutral fluid’s flow variables
show a continuous (C-type) variation. If the neutral fluid is subsonic before the shock
arrives, the shock will either contain a jump in the neutral flow variables (J-type) or it
will have two continuous sonic points (C*-type), as post-shock the neutral fluid will be
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super-sonic again (Toth, 1994).
In simulations, the co-existence of neutrals and ions and its effects have been imple-
mented in different ways. In solar physics, there are single-fluid MHD codes that account
for partial ionisation by adding extra terms to the equations which approximate the exis-
tence of neutrals, for example, described in Leake and Arber (2006). Arber, Haynes, and
Leake (2007), for instance, do so in their two-dimensional (2D) code by taking averages
of the densities and temperatures of the ions and neutrals and assume ionisation balance
and the centre of mass velocity used in Ohm’s law is an average over ions and neutrals,
too. Vögler et al. (2005) created a 3D MHD code to study the solar convection zone and
photosphere. They consider partial ionisation in their single-fluid code by adjusting the
equation of state according to the ionisation fraction, as partial ionisation influences the
adiabatic gradient and, therefore, the specific heat and the radiative damping of tempera-
ture fluctuations. Also Martínez-Sykora et al. (2017) consider a partially ionised plasma
in their model to simulate spicules, which occur when the magnetic tension is amplified
through the interaction of ions and neutrals and the resulting ambipolar diffusion. For
their single-fluid simulations obtained with the BiFrost code (Gudiksen et al., 2011), they
extend the induction equation by an ambipolar diffusion and Hall term. Alvarez Laguna
et al. (2018) give an informative overview of the differences and advantages of a two-fluid
model over a single-fluid MHD model and the regime where two-fluid models are nec-
essary, before introducing their fully-implicit finite volume code to model ideal two-fluid
plasmas. Therefore, in the single fluid description of partially-ionized plasma, taking into
account partial ionisation can be achieved by adding additional terms to Ohm’s law that
account for the effects of ion-neutral interaction (Maneva et al., 2017). The generalised
Ohm’s law then has extra terms such as the Hall term or the ambipolar diffusion term
(Cap, 1994, p.126). The induction equation would then look as follows:
∂B
∂t
= ∇×
[
v×B−ηohmj− ηhall|B| j×B +
ηamb
B2
(j×B)×B
]
, (1.1)
where B, j, and v are the magnetic field, current density and velocity field, respectively.
The terms ηohm, ηHall and ηamb are related to the ohmic diffusion, the Hall diffusion term,
and the ambipolar diffusion term, respectively, and are defined as:
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ηohm =
me(νei + νen)
q2ene
, (1.2)
ηhall =
|B|
qene
, (1.3)
ηamb =
(|B|ρn/ρ)2
ρiνin
=
(|B|ρn/ρ)2
ρnνni
. (1.4)
As can be seen, these terms depend heavily on the interaction of the species (ion-neutral
and neutral-ion collision rates νin and νni, the total density ρ) and on each of the species’
individual characteristics like ion and neutral densities ρi and ρn, electron number density
ne and electron charge qe (Martínez Sykora et al., 2015).
In a partially ionised plasma, the Hall term leads to an electric field which is parallel
to j×B. Ambipolar diffusion occurs in a partially ionised plasma because neutrals are not
affected by the Lorentz force and, therefore, decouple from the magnetic field. It also dis-
sipates electric currents perpendicular to the magnetic field and, consequently, magnetic
energy is converted to thermal energy. Ambipolar diffusion is dependent on the thermal
structure of the plasma and affects instabilities like the Rayleigh-Taylor instability by ei-
ther inhibiting the instability or increasing small-scale structures (velocities), depending
on its spatial distribution (Martínez Sykora et al., 2015).
Furthermore, those ion-neutral collisions can lead to the dissipation of Alfvénic waves
and their damping (de Pontieu and Haerendel, 1998; Soler et al., 2017) and, according to
Soler, Oliver, and Ballester (2009), who studied the effect of neutrals on wave propagation
in a filament thread, actually are the most efficient damping mechanism for short wave-
lengths. Hence, damping of waves results from collisions between the ionised and neutral
fluid and their momentum exchange and the inertia of the neutrals also leads to a decrease
of their phase speed (Martínez-Gómez, Soler, and Terradas, 2017). Two energy dissipa-
tion mechanisms, which convert the energy of damped MHD waves into thermal energy,
are collisional dissipation (resistivity) and viscosity and the presence of neutrals enhances
the efficiency of both of these mechanisms (Khodachenko et al., 2004). Collisional dissi-
pation is related to the collisional friction forces that occur due to the relative motion of
the fluids and the physical nature of viscosity which makes it a dissipation mechanism is
related to the kinetic energy and the momentum transfer between the fluids.
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The single-fluid MHD models, however, have limitations and are less accurate. For
example, the short spatial and temporal scales related to the collisions of the particles are
not sufficiently well treated when using the generalised Ohm’s law (Maneva et al., 2017).
Therefore, a generalised Ohm’s law, where ambipolar diffusion terms are added, can only
be applied where the dynamic frequency is much smaller than the collision frequencies
(Hillier, 2019). Zaqarashvili, Khodachenko, and Rucker (2011) derive MHD waves in
two-fluid partially ionised plasmas and find that, for slow waves, the single-fluid and the
two-fluid descriptions give similar results, whereas for waves, whose frequency becomes
comparable with or are higher than the ion-neutral collision frequency, the dynamics of
MHD waves changes significantly in a two-fluid approach. For example, they found that
Alfvén and fast magneto-acoustic waves are damped most at a certain ionisation fraction.
In multi-fluid codes, the aforementioned effects do not have to be accounted for by
adding extra terms to the induction equation, as they are naturally implemented and occur
just because of the mere co-existence and interaction of the fluids. Multi-fluid theory, for
example, accounts for the short length and time scales that are related to the collisions
between the fluids that cannot be captured with the generalised Ohm’s law added to the
single fluid approach (Maneva et al., 2017). An illustrated overview of approaches to
mathematically describe a plasma, depending on the regime, can be found in Alvarez-
Laguna et al. (2018).
In solar physics, two-fluid codes are still not an established means to simulate the so-
lar atmosphere and we are only at the beginning of investigating the physics of the Sun
when partial ionisation in a two- or multi-fluid setting is accounted for. Zaqarashvili, Kho-
dachenko, and Rucker (2011) show that there is a significant difference in the damping
of fast waves, yet, it needs more investigation in terms of the damping of high-frequency
waves with a realistic height profile of the ionisation degree for the solar chromosphere.
Leake et al. (2012) presented the first multi-fluid simulation of reconnection in the solar
atmosphere and found that the advantage of a two-fluid approach is that it allows high
non-LTE ion densities, which naturally form in reconnection regions (as their simulations
show). Their resulting fast recombination influences the reconnection process.
Hillier, Takasao, and Nakamura (2016) simulate a 1.5D slow mode shock with two
fluids, where the two fluids are coupled via a collision term. In their initial conditions
everything is in equilibrium, but the magnetic field. They found that the problem set for
partially-ionised plasma is dynamically different from ideal MHD and the two-fluid sim-
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ulation develops more complex and numerous shocks. Due to changes in the ionisation
fraction and density with height propagating slow-mode shocks are constantly evolving
on their way and ideal MHD assumptions are not valid any longer. Maneva et al. (2017)
studied the wave propagation through the chromosphere with their 3D CoolFluid code
and find that it significantly differs from single-fluid results. Popescu Braileanu et al.
(2019) further developed the Mancha3D code (Felipe, Khomenko, and Collados, 2010)
and turned it into a two-fluid code to simulate waves and shocks in the solar chromo-
sphere. They show the importance of multi-fluid modelling by revealing the difference
of wave propagation when the coupling is strong and when the coupling is weak and,
moreover, what consequences the strength of collision has on the wave frequencies and
damping. It is clear that more investigation is crucial, as there is a significant difference
in the physical consequences and effects when a more accurate approach of the partially
or weakly ionised plasma is applied.
Up to here, it has been established that in a partially ionised plasma, the co-existence
and interaction of charged particles and neutrals leads to additional effects that change
the structure of and the dynamics in a magnetised plasma. Now, if, additionally, the pro-
portion of the charged particles and neutrals changes, the magnitude of these effects and
the dynamics in the plasma change again. The proportion can change due to chemical
reactions such as ionisation and recombination. In the solar chromosphere, for instance,
the complex structure is due to the combination of it being partially ionised, a decreasing
density and pressure with height, which leads to a change from a strongly collisional be-
haviour to a weakly collisional behaviour and a change from being dominated by the gas
pressure to being dominated by the magnetic pressure. On top of that, the variation of the
ionisation fraction adds to this complexity.
In our model, which will be described in more detail in Chapter 4, we do not con-
sider the solar atmospheric chemical composition, but a pure hydrogen plasma made up
of two fluids, one consisting of singly charged ions of charge +e and one fluid consisting
of neutral atoms, where charge neutrality (ne = ni = n) and a negligible electron mass is
assumed. The temperature of the electrons is equal to the temperature of the ions, and
the ionised fluid moves with the velocity of the ions. Elastic collisions cause momen-
tum exchange of the fluids. Momentum can also be gained and lost due to ionisation
and recombination, mathematically manifested in the source terms, discussed in Sec. 2.3.
Neutrals and ions can be heated due to ionisation and recombination (inelastic collisions)
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(Popescu Braileanu et al., 2019). In this model, simple ionisation and recombination take
place: the ions can be recombined and neutrals can be ionised.
Essentially, for recombination, an electron is merged with an ion and together form a
neutral atom, whose mass, momentum, and energy is then considered in the neutral fluid
in our model. In reality, ionisation and recombination are much more complex and related
to the multi-level structure of atoms (Biberman, Vorob’ev, and Yakubov, 1969). Recom-
bination can be spontaneous or stimulated or a three-body collisional recombination, but
to account for this, a very elaborated model and code would be needed, which is beyond
the scope of this project. But, as an example, to produce and atom in the ground state by
recombination, the electron has to pass through a set of excitation states and recombina-
tion is, therefore and amongst others, related to the distribution of atoms over the energy
levels (Biberman, Vorob’ev, and Yakubov, 1969). In this work, ionisation is also consid-
ered in a simple way, namely as the loss of an electron of a neutral hydrogen atom and
results in a positively charged ion. It can result from thermal processes or non-thermal
processes like collisions with an electron or atoms or electromagnetic radiation, i.e. pho-
tons.
Ionisation and recombination affect the dynamics and properties of a plasma in the way
that it changes the ionisation fraction and affects the magnitude of effects like ambipolar
diffusion, Hall effect or Ohmic dissipation, which were discussed above. Without ioni-
sation and recombination terms included in the simulations, the ionisation fraction stays
the same, or in other words, the amount of each neutrals and ions does not change and,
therefore, in these simulations the effects resulting from the coupling of ions and neutrals,
are not affected by the ion-neutral proportion, when in fact they are. Ionisation means
a stronger coupling of the fluids due to more interactions, which can also be seen in the
source terms, e.g. Eqn. (2.141), where extra terms are added when including ionisation
and recombination. Through ionisation the ionised fluid is heated and through recombi-
nation, the neutral fluid is heated (Popescu Braileanu et al., 2019).
Mathers and Cramer (1978) investigate the effect of ionisation and recombination on
resistivity. Usually, in a partially ionised plasma, the resistivity is enhanced due to ion
slip for currents perpendicular to the magnetic field. However, with ionisation and re-
combination, this enhancement is reduced. This is thought to be due to the decrease of
speed of the ionised fluid relative to the neutral fluid caused by ionisation, as the ion slip
is reduced and the dissipation due to plasma-neutral friction decreases. The aforemen-
10
tioned complex structure of the chromosphere affects the wave propagation through it and
causes damping of Alfvén waves (Soler et al., 2017). This damping of waves depends on
the ionisation fraction as well and the dispersion of the Alfvén waves is due to the differ-
ent time scales the Alfvén speed has, depending on the strength of coupling of the fluids
(Kumar and Roberts, 2003) . Maneva et al. (2017) investigate the wave propagation when
ionisation and recombination is included in their code and find, for example, that the re-
sults significantly differ from single fluid results in terms of wave propagation through the
solar chromosphere. Furthermore, (Pandey and Wardle, 2008) show that both ambipolar
diffusion and the Hall diffusion depend on the ionisation fraction and that Hall diffusion
is especially important when the ionisation fraction is high. They show that, even though
the dynamics of the Hall effect is similar in a highly ionised and weakly ionised plasma,
the frequency ranges and spatial scales on which they occur can be different. This means
that the ionisation fraction plays an important role in the Hall diffusion too.
Later in this thesis, simulations are studied, where ionisation and recombination rates
are activated and compared to simulations without ionisation and recombination, i.e.
where collisions are the only interaction between the fluids.
1.3 Time and Length Scales
An overview of the length and time scales that play a role in plasma physics on various
scales, gives us an idea about when it is important to apply which plasma theory to the
problem under study. Furthermore, it will be briefly discussed what time and length scales
have to be considered when dealing with the single-fluid MHD approach or the two-fluid
MHD approach.
If we consider one particle only, the motion of a charged particle in a magnetised
plasma is influenced by the electromagnetic field. The circular motion of electrons and
ions is then given by the gyro or cyclotron radius R and the gyro or cyclotron frequency
Ω (Goedbloed and Poedts, 2004, p.28):
Ω ≡ |q|B
m
and R ≡ v⊥
Ω
. (1.5)
Both, the cyclotron radius R and cyclotron frequency Ω depend on the particle’s charge
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q and mass m and it follows that for electrons the radius is smaller and the cyclotron
frequency higher compared to the cyclotron radius and frequency of the ions. v⊥ is the
perpendicular velocity. The length scales for which the fluid theory can be applied have
to be larger than the ion cyclotron radius (Goedbloed and Poedts, 2004, p.21). As for
the length scales, there is also a distinction between scales parallel or perpendicular to
the magnetic field. Perpendicular to the magnetic field, the length scale is related to and
has to be larger than the scales related to the cyclotron motion. However, parallel to the
magnetic field, the length or spatial scales have to be much bigger than scales related
to the collision frequency and the thermal and plasma velocities (i.e. the thermal free
path scale) (Khomenko et al., 2014). Furthermore, the conditions for collective plasma
behaviour are also that the length scales have to be bigger than the Debye length for a
quasi-neutral plasma. The Debye length λD is given by
λD ≡
√
0kBT
q2en
, (1.6)
where 0 is the electric permeativity of free space, kBT the thermal energy with kB as
the Boltzmann constant and T as the temperature, qe is the elementary charge and n
the particle density. The sphere with the radius of the Debye length, or also called the
Debye shielding length, is the space beyond which the plasma remains effectively neutral
(Boyd and Sanderson, 2003, p.8). In the Corona, for instance, the Debye length would be
λD = 0.07m (Goedbloed and Poedts, 2004, p.21).
As for the time scales, those have to be larger than the microscopic particle motion
time scales such as the above mentioned cyclotron frequency Ω, but also the electron
plasma frequency ωpe and the collision frequency between the charged particles νch. The
electron plasma frequency is related to the oscillations that occur when electrons in a
plasma are pulled back by the strong electrostatic forces or the Coulomb forces, when
there is a charge imbalance. This mechanism secures charge neutrality. The electron
plasma frequency ωpe is given by:
ωpe =
√
kBT/me
λD
=
( neq2e
me0
)1/2
, (1.7)
and reduces to ωpe = 56.4n
1/2
e s−1 (Boyd and Sanderson, 2003, p. 8). The ion and electron
collisions have to be frequent, i.e. the collision time scales short, so that the particles
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can be considered as one fluid. Collision times reflect the times for significant particle
deflection, i.e. momentum change and exchange (Boyd and Sanderson, 2003, p.62). This
also means that the time scales occurring in the problem under study have to be sufficiently
larger than the time scales of collisions between the charged particles. However, if there
are neutrals as well, these charged-particle-collision time scales have to be sufficiently
short compared to the collision times with the neutrals, so that the long-range Coulomb
interaction between the charged particles dominate over the short-range collisions with
the neutrals (Goedbloed and Poedts, 2004, p.20). Therefore, the time scale τ, has to be
much smaller than the time between ion-neutral collisions τn, which is expressed through:
τ τn ≡ 1nnσvth ≈
λm f p
vth
, (1.8)
where λm f p is the mean free path and vth is the thermal velocity of the particles. The mean
free path is, therefore, λm f p = (nnσc)−1, where nn is the number density of neutrals and
σc the cross-section. σc = pia2, where a is chosen to be the radius of a neutral hydrogen
(H) atom and vth = (kBT/mp)1/2. Therefore, the mean free path essentially gives us the
collision frequency, which then allows the determination of the according time scales and
the comparison to other time scales. Moreover, in terms of length scales, the mean free
path has to be much smaller than the hydrodynamic length scales. (Boyd and Sanderson,
2003, p.63) For a plasma, the neutral number density can be converted into an ion num-
ber density with the Saha-equation. In the solar Corona, where the temperature and ion
number density is high (T = 106K and ni = 1012 m−3, nn = 4×10−7 m−3), the time scale
would be τ τn ≈ 2×1020s.
In the lower solar atmosphere, there are a high number of neutrals and the tempera-
ture is low. To determine the applicability of a certain model for a problem (here, either
single-fluid MHD or two-fluid MHD), the microscopic length and time scales mentioned
above have to be compared to collisions between the charged particles only and also col-
lisions between the charged particles with the neutrals. Usually, single fluid MHD (where
required with some modifications) is a good approximation for the processes on the Sun
and the solar photosphere, as collisions between ions and neutrals are frequent enough
and the plasma is strongly coupled. The application of single-fluid MHD to simulate so-
lar processes such as convection, magneto-convection, formation of magnetic structures
or wave propagation are good examples for the success of single-fluid MHD application
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for the Sun (Khomenko et al., 2014). However, when the magnetic field is large, for ex-
ample in sunspot regions, the cyclotron frequency can become very large too, and can
overcome collisional frequencies and ideal MHD assumptions are not any longer valid
(Khomenko et al., 2014).
In the chromosphere, the collisional coupling is not as strong as in the photosphere,
and, therefore, single-fluid MHD assumptions break as well (Khomenko et al., 2014).
This means, if the collisional coupling between charged particles and neutrals is not suffi-
cient so that they can be considered as one fluid or if the time scale of the problem under
study is similar or smaller than the collision time scale between the two fluids, a better
approach is the two-fluid model.
Therefore, two-fluid modelling is needed where there is a considerate amount of
neutral particles that do not show a strong collisional coupling to the charged particles,
with collision time scales longer than typical MHD time scales. However, the two-fluid
model involves the single-fluid MHD model (which represents the ionised fluid), which
expresses all the occurring charged particles as one fluid. Therefore, assumptions and ne-
glections are made, for instance, stationary currents are assumed and charge separation is
neglected. Two-fluid approximations can only be applied, where the coupling between the
charged particles is stronger than the coupling between the neutral particles (Khomenko
et al., 2014). This is further discussed in Chapter 2. In the simulations performed in this
thesis, the time and length scales are greater than the ones related to the plasma frequency
and the Debye length, respectively. They, therefore, fall into the applicability range of the
fluid approach.
For these simulations, the estimations of the time scales are non-dimensionalised (the
non-dimensionalisation is further discussed in Chapter 5). The characteristic time scale,
τc, is calculated with τc = L/c, where the characteristic length L = 1 and where c is a
characteristic speed. For the neutral fluid, the characteristic speed is the maximum sound
speed cS . For a plasma, or the ionised fluid, the characteristic speed is the maximum of
cS or the Alfvén speed vA. For the hydrodynamic Sod shock tube simulation (discussed in
Sec. 4.3.1) τc = 0.9. For the ionised fluid in the Brio-Wu shock simulation (discussed in
Sec.4.3.2) τc = 0.3. In the 1.5D slow-mode shock simulation (discussed in Sec. 5.1.1), a
neutral and ionised fluid are present and τc for the neutral fluid is 0.5 and τc for the ionised
fluid is 0.3. The two fluids interact through collisions with a collision rate αc, given by
Eqn.(2.142), which leads to the characteristic collision time scale of 1/αc, which is 0.4 for
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the 1.5D slow-mode shock. For the two-fluid Orszag-Tang vortex simulation (discussed
in Sec. 5.1.2), τc = 0.6 for both fluids and the characteristic collision time scale is 1.
1.4 Motivation and Structure of the Thesis
It is a challenging and costly task to observe plasma in space, because the object or event
is very far away or can be hidden. Another means of studying astrophysical plasma and
help understand the physics in space are simulations.
A two-fluid magnetohydrodynamic (MHD) code has been developed here to account
for the partial ionisation state of a plasma more accurately than common single-fluid
simulations can. This code is meant to provide the basis of a tool and simulations achieved
and studied with this code provides an insight into the two-fluid plasma behaviour and the
effect of ionisation and recombination on this magnetised plasma.
The intention is to study the physics of the Sun under the multi-fluid model in the
future, applying this code. The Sun is the most important star to us, as it is our main
energy source and its activity and behaviour can have a severe effect on our lives and
technology on Earth. Moreover, being the closest star to us makes it a great prototype
to understand and study other stars and the universe. Yet, there are still open questions
to be answered in the study of the Sun. One of them is the coronal heating problem
and refers to the temperature of the outermost layer of the Sun, which is by a few or-
ders of magnitude larger than the temperature of the lower layers of the solar atmosphere,
the photosphere and chromosphere. The energy that is generated in the interior of the
Sun has to go through the photosphere, chromosphere, and transition region. Those lay-
ers and regions influence the mass, energy and momentum transfer from the underlying
photosphere and convection zone into the corona. Therefore, understanding the energy
transport and conversion in those layers is the key to solve the coronal heating problem.
The complexity of the chemical structure of the chromosphere, however, makes studying
it thoroughly a challenging task, and it is well known that this complexity is related to
its partial ionisation state (Maneva et al., 2017). To model and understand the physics in
those layers, additional effects resulting from the partial ionisation or the co-existence and
interaction of neutrals and charged particles, have to be considered in the modelling and
analysis of the solar atmosphere. These simulations allow us to understand the physics
that leads to what we can observe and enables us to make predictions. Therefore, a great
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advantage of simulations is they enable us to see and analyse what otherwise is hidden in
observations and need to be inferred (Arregui, 2015). The question of how and to what
extent do partially ionised plasma effects influence the physics and dynamics on the Sun,
is still to be answered.
In Chapter 2, the equations that lay the basis for the MHD model of plasma are derived.
An overview of the derivation of the fluid approach from the kinetic approach is given
and it is shown how the fluid equations are obtained from kinetic equations. It is, fur-
thermore, explained which physical laws lead to the Euler and Navier-Stokes equations
and how Maxwell’s equations add to the system of hydrodynamic equations to form the
MHD equations. In Chapter 3, an overview of the mathematics and numerical methods
is given, which are the underlying theories for the code developed here. In Chapter 4, the
code is presented. First, the overall code set-up is described, before the code structure
is revealed, where the main functions in the code are explained. As simulations are a
complex interplay of the physical setting, the underlying mathematics, and appropriate
numerical schemes, we first want to ensure that the code does what it is supposed to do,
with high accuracy and stability. Therefore, the code is verified with simulations and tests
in the hydrodynamic and MHD regime. In Chapter 5, the two-fluid MHD source terms
are introduced, and the results of our 1.5D and 2D two-fluid MHD simulations and the
effects of ionisation and recombination on a partially ionised plasma are presented. In
Chapter 6, a conclusion regarding the two-fluid results is given, before a summary of the
thesis closes this chapter. The thesis is completed by giving an insight into the future
avenues in Chapter 7.
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Chapter 2
Derivation of Governing Equations
First, the mathematical derivation of the fluid theory from kinetic theory is shown. Fol-
lowing this, a more intuitive, physical derivation of the macroscopic hydrodynamic and
the MHD equations is presented.
2.1 Derivation of the Fluid Approach and the Two-Fluid
Model
Amongst the theoretical descriptions of plasma, the kinetic theory is the most compre-
hensive model. To simulate a plasma of a certain density with the kinetic theory, collision
terms are introduced that change the distribution function and reveal the evolution of the
plasma. The derivation of the collision term is a very complex matter, as plasma collisions
are many-body interactions, affected also by the long-ranged Coulomb force and forces
of the electromagnetic field.
In the hydrodynamic case, the frequent collisions between the neutral particles is the rea-
son why these particles move as one fluid (Chen, 1984, p.53). In a high-temperature
plasma, however, collisions can be rare and, as a result, deviations from thermal equi-
librium can last considerably longer too. Nevertheless, most of the time, plasma can be
described with the fluid approach very well (Chen, 1984, p.225).
As it is not possible to track every particle in a fluid or determine their equation of mo-
tion, statistical methods have to be employed to describe a collection of particles. The
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starting point for a statistical description of a many-body system, is given by the Liouville
function (Cap, 1994, p. 62):
F = {xα,yα,zα, xβ,yβ,zβ, ..., xN ,yN ,zN ,vαx,vαy,vαz,vN x,vNy,vNz, t}, (2.1)
which gives for N number of particles the probability of the particles’ (α,β and up to
N) position in space x,y,z and their velocity v at time t. By integrating over all space
and velocity variables but the i-th particle, the distribution function is reduced to a one-
particle function based on only seven variables (the six space and velocity variables and
time), describing the probability of a particle to be found at the position x,y,z with the
velocity vx,vy,vz at time t. This six-dimensional (or 2 f dimensional, where f is the degree
of freedom) phase space x,y,z,vx,vy,vz is also called the µ-phase space. This one-particle
distribution function, with the according normalisation, equals the Boltzmann distribution
function, which is written as:
f (x,y,z,vx,vy,vz, t)dxdydzdvxdvydvz. (2.2)
This is the number of particles that are contained in the spacial interval of x + dx, y + dy,
and z + dz with a velocity between vx and vx + dvx, vy and vy + dvy, and vx and vx + dvx.
From the distribution function, differential equations (with collisions) can be derived,
where there are different methods to obtain the so-called collision equations from the Li-
ouville function, which are described in any plasma physics text book, such as Boyd and
Sanderson (2003).
When collisions are to be involved, there are two kind of interactions to be considered, the
binary collisions and the many-body collisions. Binary collisions, the collisions of two
particles, occur in neutral fluids with low density and short-ranged interaction forces. The
collision term for that has been derived by Boltzmann and extended by Landau for plas-
mas; because for plasmas, long-ranged Coulomb forces lead to many body interactions
and have to be taken into account (Cap, 1994, p. 67). Often, interactions in a plasma lead
to small scattering angles or so-called weak interactions, where the potential energy of the
interaction ∼ q2e/λD is much less than the mean thermal energy∼ kBT (Boyd and Sander-
son, 2003, p. 307). In these circumstances, the Fokker-Planck equation can be applied. In
general, to reduce the complexity of the theoretical description, approximations and as-
18
sumptions have to be made, which lead from the Liouville equation to the Fokker-Planck
equation, the Boltzmann equation or the Lenard-Balescu equation.
In this thesis, the focus is on the fluid approach and the plasma is described with
the MHD equations, which are obtained by starting at the Liouville equations and then
applying the BBGKY (for Bogolyubov, Born, Green, Kirkwood and Yvon) approach
(which handles the evolution of multiple particles) to get to the Boltzmann equation. In
principle, for the BBGKY approach the Liouville equation is integrated step by step over
the space and momentum of each particle. This and the derivation of the Boltzmann
collision terms are also well explained in Cap (1994, p. 71), however, are beyond the
scope of this thesis. The Boltzmann equation for a plasma reads:
d f
dt
≡ ∂ f
∂t
+ v · ∇ f + qα
m
(E + v×B) · ∂ f
∂v
=
(
∂ f
∂t
)
coll
. (2.3)
The collision term on the RHS can be determined using different approaches with different
underlying assumptions. For the Boltzmann collision term, only binary collisions are
considered, whereas Landau, for instance, extended the collision integral to account for
interactions in plasmas.
2.1.1 From kinetic theory to fluid theory
In the following, it is shown how to get from the Boltzmann equation to the fluid equa-
tions of a plasma, in the case when microscopic behaviour can be neglected. Firstly, it is
assumed that the plasma is dense enough for the mean free path to be much shorter than
the characteristic length scales over which the distribution function changes (Cap, 1994,
p. 99). Being the first to establish this assumption, Hilbert also came up with an equation
to describe exactly that and obtain the hydrodynamic description of plasma. To solve the
equation Hilbert came up with, one needs conditions for the integrability of the function,
where these conditions are exactly the hydrodynamic equations. However, depending on
how the equation is solved, one gets to different hydrodynamic equations. Another, nowa-
days more common way to obtain the fluid equations is the methods of moments, which
yields the distribution functions themselves. Here, for physical averages, i.e. moments, a
differential equation is derived and solved. To derive the moment of r-th order, the Boltz-
mann equation (Eqn.(2.3)) is multiplied with a physical quantity Θ, which satisfies the
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conservation laws (here Θ = mvr) and then integrated over all possible velocities (velocity
space) to yield a function independent of details of the velocity space (Cap, 1994):∫
Θ
[
∂ f
∂t
+ v · ∇ f + qα
m
(E + v×B) · ∂ f
∂v
]
dv =
∫
Θ
(
∂ f
∂t
)
coll
dv. (2.4)
Since f (r,v, t)drdv is the probability of finding particles of type α at time t within a small
volume element drdv, its integral over the velocity space is the probability of finding
the particles within the volume dr, irrespective of velocity (Boyd and Sanderson, 2003,
p. 480).
With F being the forces, we yield:
∂
∂t
∫
f mvrdv +∇ ·
∫
mvrv f +
1
m
∫
Fmvr · ∂ f
∂v
dv =
(
∂
∂t
)
coll
∫
f mvrdv. (2.5)
The RHS describes for r = 0 (moment of zeroth order) the change of the total mass density,
for r = 1 (moment of first order) the change of the total momentum and for r = 2 (moment
of second order) the change of the total (kinetic) energy, due to the interactions of particles
through collisions. In the case of elastic collisions or like-particle collisions, the quantities
are conserved and the RHS is zero. With∫
f dv = n, n〈mvr〉 =
∫
mvr f dv, n〈Θ〉 =
∫
Θ f dv, (2.6)
we can define the r-th moment as the average and write:
〈mvr〉 =
∫
mvrv f dv∫
f dv
. (2.7)
For any r, we yield the Maxwell-Boltzmann transport equation
∂
∂t
(n〈mvr〉) +∇ · (n〈mvr+1〉− n
m
〈mF∂v
r
∂v
〉 =
∫
mvr
(
∂ f
∂t
)
coll
dv. (2.8)
More general, this would read as:
∂
∂t
(n〈Θ〉) +∇ · (n〈Θv〉− n
m
〈mF∂Θ
∂v
〉 =
∫
Θ
(
∂ f
∂t
)
coll
dv. (2.9)
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(Cap, 1994). This means, a macroscopic variable 〈g〉(r, t) is the average of a phase space
function g(r,v, t).
First, a few words about the general meaning of the moments of different orders,
which have the following meaning in the plasma physics sense:
1. r = 0
particle density (if m = 1):
n(x, t) =
∫
f (x,v, t)dv. (2.10)
mass density:
n〈m〉 = ρ(x, t) = mn(x, t) = m
∫
f (x,v, t)dv. (2.11)
2. r = 1
particle flux (if m = 1):
nv =
∫
v f (x,v, t)dv. (2.12)
mass flux:
n〈mv〉 = ρv = m
∫
v f (x,v, t)dv. (2.13)
3. r = 2
momentum flux:
n〈mvv〉 = ρ〈v,v〉 =
∫
mvv f dv. (2.14)
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The flux of the energy density Θ = 12mv
2, yields:
n〈1
2
mv2v〉 = m
2
∫
v2v f dv. (2.15)
With those velocity integrals, which are called moment integrals of a function f , we
have now yielded fluid variables. Now, we want to obtain the evolution equations for
these macroscopic variables by taking appropriate moments of the kinetic equation (Boyd
and Sanderson, 2003, p. 482). Applying the moment method to the Maxwell-Boltzmann
equation in Eqn. (2.8), for r = 0 the continuity equation is derived (Cap, 1994, p. 103):
∂ρ
∂t
+∇(ρv) = 0 (2.16)
and for r = 1 the momentum equation is obtained:
∂
∂t
(ρv) +∇ · (ρ〈vv〉)−nF = 0 (2.17)
and for r = 2 and by multiplying with energy density, we yield the energy equation:
∂
∂t
(
n
1
2
m〈v2〉
)
+∇ ·
(
n
1
2
m〈v2v〉
)
−qnE ·v = 0. (2.18)
The RHS is treated with according collision terms. As mentioned before, in fluid theory,
the variables are a function of four variables, the three space components x,y,z and time t.
This independence of the velocity is possible because the velocity distribution is assumed
to be Maxwellian everywhere and, therefore, can be determined with the temperature T
only (Chen, 1984, p.225).
2.1.2 Single-fluid MHD
A plasma consisting of different species, where each species can be described by its own
set of fluid equations, can be simplified to a single, conducting fluid, described by just
one set of equations. To describe this macroscopic behaviour of the plasma as a whole,
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the contributions of the various particle species are added up, and we end up with the
total macroscopic parameters (Bittencourt, 2004). In this process, information gets lost,
but time is gained when solving only one set of equations. The species we combine here,
however, are only electrons and ions, as the neutrals are considered as a separate fluid in
this work, and therefore, less information is lost compared to combining all three.
Following Bittencourt (2004), the mass density would be:
ρm =
∑
α
ρmα =
∑
α
nαmα (2.19)
and the mean fluid velocity, v is defined through the total momentum density:
ρmv =
∑
α
ρmαvα, (2.20)
where v is a weighted mean value, where the velocity of each species is weighted propor-
tionally to its mass density. Here, the mean velocity is, therefore, essentially the velocity
of the ions. The mean velocity of each particle species, is called the diffusion velocity
wα:
wα = vα−v = vα− 1
ρm
∑
α
ρmαvα. (2.21)
The mass flux (also mass current density) is:
jm =
∑
α
nαmαvα = ρmv. (2.22)
The charge flux (or electric current density) is given by:
j =
∑
α
nαqαvα = ρv +
∑
α
nαqαwα, (2.23)
where q is the particle charge. As the diffusion velocity of the electrons is greater than
the ion diffusion velocity, the electric current density is determined by the electrons. A
random velocity is introduced as cα = vpa −vα, where vpa is the particle velocity and vα
the fluid velocity. The pressure is defined as the time in which momentum is transported
by the particles through a surface element moving with the mean particle velocity. The
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total kinetic pressure tensor is:
p =
∑
α
pα+
∑
α
ρmαwαwα, (2.24)
where pα is the pressure relative to a particles mean velocity and p is the pressure relative
to the global mean velocity. For random velocities, the tensor can be expressed by the
pressure scalar. The total scalar pressure P is defined as one-third the trace of p, P =
1
3
∑
i pii, and the scalar pressure tensor is written as:
P =
∑
α
Pα+
1
3
∑
α
ρmαw2α. (2.25)
The single-fluid equations derived by adding up the contributions of all species, lead to
the vanishing of the collision term, as the density, momentum and energy are conserved.
The correct relationship between currents and field is given by the generalised Ohm’s
law (Boyd and Sanderson, 2003, p.64). Although this would need a two-fluid approach to
be derived correctly, the inequality of the masses of ions and electrons and the condition
of charge neutrality lead to an Ohm’s law that is applicable in the MHD approximation.
The generalised Ohm’s law is derived by combining the equations of motion with which
we obtain a charge-weighted average and which can be used to extend the ideal MHD
or resistive MHD model (Goedbloed and Poedts, 2004, p. 562). Adding the equations of
motion for the ions and electrons, which can be expressed as:
min
∂vi
∂t
= qen(E + vi×B)−∇Pi + ming + Cie (2.26)
men
∂ve
∂t
= qen(E + ve×B)−∇Pe + meng + Cei, (2.27)
the collision term, here Cie = −Cei, as well as the electric field cancel out and we yield:
ρ
∂v
∂t
= (j×B)−∇P +ρg. (2.28)
As the fluid is neutral, the electric field does not appear explicitly (Chen, 1984, p. 173).
If we take the momentum equations, Eqns. (2.26) and (2.27), and now multiply one with
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the mass of the other and subtract the electron equation from the ion equation, we obtain:
mimen
∂
∂t
(vi−ve) = qen(mi + me)E + qen(mevi + mive)×B−m∇Pi + mi∇Pe− (mi + me)Pei,
(2.29)
which, following Chen (1984, p. 173), becomes
E + v×B = ηj + 1
qeρ
[
mimen
qe
∂
∂t
j
n
+ (mi−me)j×B + me∇Pi−mi∇Pe)
]
, (2.30)
which is the generalised Ohm’s law and describes the electric properties of a conducting
fluid. Because the ∂∂t term can be neglected where inertial effects (like the cyclotron
frequency) are not important, i.e. in slow motions, this can be further simplified, and in
the limit me/mi→ 0 this yields:
E + v×B−ηj = 1
qen
(j×B−∇Pe) (2.31)
Often the Hall term (j×B) and the ∇Pe term are small enough and can be neglected, and
the equation reduces to:
E + v×B = ηj, (2.32)
which is called the resistive MHD Ohm’s law. If the resistivity (or diffusivity) η is ne-
glected too, the ideal MHD Ohm’s law is obtained. In this work, Ohm’s law is integrated
in the induction equation of the set of equations for the charged fluid. There, Ohm’s law
and Faraday’s law are used to express the electric field and electric current density in
terms of the magnetic field and the velocity.
2.1.3 Two-Fluid (ion-neutral) MHD
The code developed here covers the two-fluid ion neutral model for partially ionised plas-
mas. This means that there are two sets of equations, one for the ionised fluid and one for
the neutrals. From the above sections one can sum up the approximations and assumptions
made for the two-fluid (neutral-ion) MHD model applied here. Apart from fundamental
plasma such as charge-neutrality, for an ideal gas (like our MHD set of equations), there
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are no forces between the particles and, therefore, no Coulomb forces (Cap, 1994, p. 115).
Moreover, pure hydrogen plasma is assumed and, therefore, the ions are of only one kind
and ions and electrons have the same temperature. Furthermore, it is assumed that the
electron inertia can be neglected, as the electron mass is much lower than the ions’ mass.
However, in fact, a centre-of-mass velocity, the velocity of the ionised fluid equals the
ions’ velocity, whereas the electron’s velocity could be calculated from the current den-
sity j, which is expressed through B with the Maxwell equations (Cap, 1994, p. 106).
However, in the derivation of the single-fluid MHD equations from an electron-ion two-
fluid equation, the collision terms containing j that are proportional to the electron density,
are neglected.
In the following, the macroscopic derivation of the hydrodynamic and MHD equa-
tions are given. The chapter ends with a derivation and explanation of the source terms,
including the collision terms, which are the terms connecting the fluids.
2.2 Derivation of the Hydrodynamic and MHD equations
The theoretical models of plasma lead to non-linear PDEs (Goedbloed and Poedts, 2004,
p. 3). The PDEs solved for the two fluid model are equations describing neutral fluid flow
in terms of hydrodynamics and plasma dynamics in terms of MHD. When considering
fluid flow, there are two ways of looking at the fluid and modelling it. We can either
consider a control volume V (which is a finite region of the flow with a control surface
S ) or an infinitesimal fluid element with volume dV . Both can be either fixed in space
(and we obtain the conservation form) or moving with the flow, which is referred to as
the Eulerian and Lagrangian frames of reference, respectively (Wendt et al., 2009). In our
code, we consider a finite control volume V (which directly leads to the integral form of
the equations) in the Eulerian framework. Fluid flow is described with equations based
on conservation laws. Conservation laws are a natural consequence of a central postulate
which states that there is balance in a physical system and, therefore, in a closed volume,
the production of mass, energy, or charge for example, is balanced by the flux of the same
across the boundaries of the volume (Hesthaven, 2018, p.1). Following Hesthaven (2018),
general conservation laws can be mathematically expressed and derived as follows.
We consider a mass per unit length, or the density ρ(x, t), of a fluid that is distributed
in the spatial domain x ∈ [x1, x2] = Ωx. Hence the total mass is given as:
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M(t) =
∫
Ωx
ρ(x, t)dx. (2.33)
If v(x, t) is the local velocity of the fluid at position x and time t, mass conservation is
expressed as
d
dt
∫
Ωx
ρ(x, t)dx = ρ(x1, t)v(x1, t)−ρ(x2, t)v(x2, t). (2.34)
This means that, assuming v > 0, mass can only be gained by a higher inward mass flux
at x1 than outward mass flux at x2. Integrating over a temporal domain Ωt = [t1, t2], we
recover∫
Ωx
ρ(x, t2)dx−
∫
Ωx
ρ(x, t1)dx =
∫
Ωt
ρ(x1, t)v(x1, t)−ρ(x2, t)v(x2, t)dt, (2.35)
which is a direct consequence of the basic principle that mass cannot be created or disap-
pear by itself. Assuming that the density and the velocity are both differentiable functions
at (x, t), we obtain with the Fundamental Theorem of Calculus:
ρ(x, t2)−ρ(x, t1) = ddt
∫
Ωt
ρ(x, t)dt =
∫
Ωt
∂
∂t
ρ(x, t)dt, (2.36)
or, equivalently:
ρ(x2, t)v(x2, t)−ρ(x1, t)v(x1, t) = ddx
∫
Ωx
ρ(x, t)v(x, t)dx =
∫
Ωx
∂
∂x
ρ(x, t)v(x, t)dx. (2.37)
Combining the theorem with Eqn. (2.35), we obtain∫
Ωx
∫
Ωt
[
∂ρ(x, t)
∂t
+
∂
∂x
ρ(x, t)v(x, t)
]
dtdx = 0. (2.38)
Since this must hold for any volume Ωx ×Ωt, it must hold in a pointwise sense and we
recover the conservation law in differential form:
∂ρ(x, t)
∂t
+
∂
∂x
ρ(x, t)v(x, t) = 0, (x, t) ∈Ωx×Ωt. (2.39)
As this applies to any conserved variable, say u(x, t) and the associated flux f (u, t), we
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yield for the conservation law in integral form:∫
Ωx
∫
Ωt
[
∂u(x, t)
∂t
+
∂
∂x
f (u, t)
]
dtdx = 0, (2.40)
or, in differential form:
∂u(x, t)
∂t
+
∂
∂x
f (u, t) = 0, (x, t) ∈Ωx×Ωt. (2.41)
In multi dimensions, a conservation law is expressed as
d
dt
∫
Ωx
u(x, t)dV =
∮
∂Ωx
nˆ · f(u,x, t)dS , x ∈Ωx ⊂ Rd, t > 0, (2.42)
now, u(x, t) : Ωx×Ωt→ Rm is the dependent variable, nˆ is the outward pointing unit vector
along the boundary ∂Ωx of Ωx and f(u,x, t) : Rm ×Ωx ×Ωt → Rm is the flux through the
boundary. Assuming that the solution and the flux are differentiable and applying Gauss’
theorem over a control volume, we yield∫
Ωt
∫
Ωx
[
∂u(x, t)
∂t
+∇ · f(u,x, t)
]
dxdt = 0. (2.43)
As this, again, holds for any control volume, we recover the general conservation law in
differential form
∂u(x, t)
∂t
+∇ · f(u,x, t) = 0, x ∈Ωx, t > 0. (2.44)
The above is a system of m conservation laws in a d-dimensional space. Again, our
two fluid model requires two systems of equations: one governing the dynamics of the
neutral fluid (hydrodynamic equations) and one governing the dynamics of the ionised
fluid (MHD equations).
2.2.1 Derivation of Hydrodynamic Equations
Hydrodynamic or fluid dynamic equations are based on the fundamental principles of
mass, momentum and energy conservation. The following derivation will be based on
Wendt et al. (2009). For the continuity equation or the conservation of mass, a control
volume V is considered; the net mass flow out of this volume through the surface S (LHS
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of Eqn. (2.45)) equals the rate of decrease of mass inside the volume (RHS of Eqn.
(2.45)). This leads to the following mathematical expression:	
S
ρv ·dS = − ∂
∂t
*
V
ρdV (2.45)
or
∂
∂t
*
V
ρdV +
	
S
ρv ·dS = 0, (2.46)
which is the conservation and integral form of the continuity equation. The conservation
and partial differential form is written as:
∂ρ
∂t
+∇ ·ρv = 0. (2.47)
The momentum equation is derived by applying Newton’s second law, which is:
F = ma. (2.48)
In the fluid dynamics case, the force F described by Newton’s law is the net force on the
fluid element. There are two sources of forces: firstly, there are the body forces which "act
at a distance" and directly on the volumetric mass of the fluid element, like gravitational
and electromagnetic forces. Secondly, there are surface or contact forces, which act di-
rectly on the surface of the fluid element and are basically due to the pressure distribution
and the shear and normal stress distributions that are imposed by the surrounding fluid.
We denote the body force acting in x-direction with ρ fx(dxdydz), the shear stress with
τxy and the normal stress with τxx. Normal stresses are usually much smaller than shear
stresses and only become important when the gradient of the velocity are very large like,
for example inside shock waves. With the pressure force, −p, acting inwards with respect
to the fluid element, we get to the equation for the total force in x-direction:
Fx =
(
−∂p
∂x
+
∂τxx
∂x
+
∂τyx
∂y
+
∂τzx
∂z
)
dxdydz +ρ fxdxdydz. (2.49)
Furthermore, as the mass of the fluid element is fixed, and with:
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F = ma where m = ρdxdydz and ax =
Dvx
Dt
, (2.50)
where DvxDt is the substantial derivative of the velocity in x-direction u, we obtain the x-
component of the momentum equation
ρ
Dvx
Dt
=
(
−∂p
∂x
+
∂τxx
∂x
+
∂τxy
∂y
+
∂τxz
∂z
)
+ρ fx, (2.51)
and, similarly, the y- and z-components:
ρ
Dvy
Dt
=
(
−∂p
∂y
+
∂τyx
∂x
+
∂τyy
∂y
+
∂τyz
∂z
)
+ρ fy, (2.52)
ρ
Dvz
Dt
=
(
−∂p
∂z
+
∂τzx
∂x
+
∂τzy
∂y
+
∂τzz
∂z
)
+ρ fz. (2.53)
These equations are also called Navier-Stokes equations and are partial differential equa-
tions in non-conservation form. Those scalar equations can be formed into equations of
conservation form by applying the definition of the substantial derivative, namely:
D
Dt
=
∂
∂t
+ v · ∇ (2.54)
or in the case of Eqn. (2.51):
ρ
Dvx
Dt
= ρ
∂vx
∂t
+ρv · ∇vx. (2.55)
In addition, we expand the derivative and yield
∂(ρvx)
∂t
= ρ
∂vx
∂t
+ vx
∂ρ
∂t
or ρ
∂vx
∂t
=
∂(ρvx)
∂t
− vx∂ρ
∂t
. (2.56)
With the vector identity for the divergence of a scalar and a vector, namely:
∇ · (ρvxv) = vx∇ · (ρv) + (ρv) · ∇vx or ρv · ∇vx = ∇ · (ρvxv)− vx∇ · (ρv) (2.57)
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and by substituting the above equations into Eqn. (2.55), we obtain:
ρ
Dvx
Dt
=
∂(ρvx)
∂t
− vx∂ρ
∂t
− vx∇ · (ρv) +∇ · (ρvxv) (2.58)
or
ρ
Dvx
Dt
=
∂(ρvx)
∂t
− vx
[
∂ρ
∂t
+∇ · (ρv)
]
+∇ · (ρvxv). (2.59)
As the term in the square brackets is just LHS of the continuity equation (Eqn. (2.47))
and, therefore, zero we get for the conversion of our momentum equation from non-
conservation form to conservation form:
ρ
Dvx
Dt
=
∂(ρvx)
∂t
+∇ · (ρvxv), (2.60)
which leads to the following components of the momentum equation in x,y and z direction
in partial differential and conservation form:
∂(ρvx)
∂t
+∇ · (ρvxv) =
(
−∂p
∂x
+
∂τxx
∂x
+
∂τxy
∂y
+
∂τxz
∂z
)
+ρ fx
∂(ρvy)
∂t
+∇ · (ρvyv) =
(
−∂p
∂y
+
∂τyx
∂x
+
∂τyy
∂y
+
∂τyz
∂z
)
+ρ fy (2.61)
∂(ρvz)
∂t
+∇ · (ρvzv) =
(
−∂p
∂z
+
∂τzx
∂x
+
∂τzy
∂y
+
∂τzz
∂z
)
+ρ fz.
The energy equation is based on the first law of thermodynamics which states that the
energy of an isolated system is constant, hence energy can neither be destroyed nor cre-
ated. Considering a fluid element, this means that the rate of change of energy inside it
equals the net flux of heat into it plus the rate of work done on the fluid element due to
body and contact forces. The work done by a force is the product of the force times the
component of the velocity in the direction of the force. Considering the derivation of the
body and contact force terms for the momentum equation (RHS of Eqn. (2.61)), we get
for the work done by these forces, arbitrarily denoted as C:
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C =
[
−
(
∂vx p
∂x
+
∂vy p
∂y
+
∂vz p
∂z
)
+
∂vxτxx
∂x
+
∂vyτxy
∂y
+
∂vzτxz
∂z
+
∂vxτyx
∂x
+
∂vyτyy
∂y
+
∂vzτyz
∂z
+
∂vxτzx
∂x
+
∂vyτzy
∂y
+
∂vzτzz
∂z
]
dxdydz
+ρf ·vdxdydz. (2.62)
Here, C is the combined terms for the work done on the fluid element, and we now con-
sider the change of energy due to heat flux, which is a result of volumetric heating, e.g.
absorption or emission of radiation and the heat transfer across the surface due to temper-
ature gradients, also known as thermal conduction.
With the mass of the fluid element being ρdxdydz and the denotation of q as the rate of
the volumetric heat addition per unit mass, our volumetric heating term equals ρqdxdydz.
The thermal conduction term is obtained by considering the heat transferred into the fluid
element (in x-direction this would be qxdydz) and the heat transferred out of the fluid
element ([qx + (
∂qx
∂x )dx]dydz). The net heating in x-direction, qnetx, then is
qnetx =
[
qx−
(
qx +
∂qx
∂x
)
dx
]
dydz = −∂qx
∂x
dxdydz, (2.63)
or for all directions:
qnet = −
(
∂qx
∂x
+
∂qy
∂y
+
∂qz
∂z
)
dxdydz. (2.64)
The volumetric heating together with the heating by thermal conduction then equals:
Q =
[
ρq−
(
∂qx
∂x
+
∂qy
∂y
+
∂qz
∂z
)]
dxdydz. (2.65)
Because the heat transfer by thermal conduction is proportional to the local temperature
gradient (Braginskii, 1965, p. 221),
qx = −k∂T
∂x
; qy = −k∂T
∂y
; qz = −k∂T
∂z
, (2.66)
32
where k is a proportionality constant, we can replace qx,qy,qz in Eqn. (2.65) and arrive at
Q =
[
ρq +
∂
∂x
(
k
∂T
∂x
)
+
∂
∂y
(
k
∂T
∂y
)
+
∂
∂z
(
k
∂T
∂z
)]
dxdydz, (2.67)
for the net flux of heat into the fluid element. The total energy of our moving fluid element
is the sum of its internal energy e and its kinetic energy v2/2 per unit mass, and hence the
time rate of change of energy is as follows:
E =
D
Dt
(
e +
v2
2
)
ρdxdydz. (2.68)
The energy equation then is:
ρ
D
Dt
(
e +
v2
2
)
= ρq +
∂
∂x
(
k
∂T
∂x
)
+
∂
∂y
(
k
∂T
∂y
)
+
∂
∂z
(
k
∂T
∂z
)
−
(
∂vx p
∂x
+
∂vy p
∂y
+
∂vz p
∂z
)
+
∂vxτxx
∂x
+
∂vyτxy
∂y
+
∂vzτxz
∂z
(2.69)
+
∂vxτyx
∂x
+
∂vyτyy
∂y
+
∂vzτyz
∂z
+
∂vxτzx
∂x
+
∂vyτzy
∂y
+
∂vzτzz
∂z
+ρf ·v
which is the total energy equation in non-conservation form. To write the energy equation
in terms of the internal energy only, we take the momentum equations in x,y and z direc-
tions (Eqn. (2.61)) and multiply them on the LHS by v2x/2,v
2
y/2 and v
2
z/2, respectively.
Adding those three altered momentum equations together, we get
ρ
D
Dt
(
v2
2
)
= − vx∂p
∂x
− vy∂p
∂y
− vz∂p
∂z
+ vx
(
∂τxx
∂x
+
∂τyx
∂y
+
∂τzx
∂z
)
(2.70)
+ vy
(
∂τxy
∂x
+
∂τyy
∂y
+
∂τzy
∂z
)
+ vz
(
∂τxz
∂x
+
∂τyz
∂y
+
∂τzz
∂z
)
+ρ(vx fx + vy fy + vz fz).
Subtracting (2.70) from (2.69) and noting that ρf · v = ρ(vx fx + vy fy + vz fz) the energy
equation in terms of the internal energy only becomes:
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ρ
De
Dt
= ρq +
∂
∂x
(
k
∂T
∂x
)
+
∂
∂y
(
k
∂T
∂y
)
+
∂
∂z
(
k
∂T
∂z
)
− p
(
∂vx
∂x
+
∂vy
∂y
+
∂vz
∂z
)
+τxx
∂vx
∂x
+τxy
∂vy
∂y
+τxz
∂vz
∂z
(2.71)
+τyx
∂vx
∂x
+τyy
∂vy
∂y
+τyz
∂vz
∂z
+τzx
∂vx
∂x
+τzy
∂vy
∂y
+τzz
∂vz
∂z
and as done with the momentum equation, we can get the energy equation in conservation
form by applying the definition for the substantial derivative (Eqn. (2.54)) and the vector
identity (Eqn. (2.57)) and obtain:
∂(ρe)
∂t
+∇ · (ρev) = ρq + ∂
∂x
(
k
∂T
∂x
)
+
∂
∂y
(
k
∂T
∂y
)
+
∂
∂z
(
k
∂T
∂z
)
− p
(
∂vx
∂x
+
∂vy
∂y
+
∂vz
∂z
)
+τxx
∂vx
∂x
+τxy
∂vy
∂y
+τxz
∂vz
∂z
(2.72)
+τyx
∂vx
∂x
+τyy
∂vy
∂y
+τyz
∂vz
∂z
+τzx
∂vx
∂x
+τzy
∂vy
∂y
+τzz
∂vz
∂z
which is the energy equation in terms of the internal energy in conservation form. The
above equations express fluid behaviour for a viscid flow, and hence, consider the dis-
sipative, transport phenomena of viscosity and thermal conduction. If those phenomena
are neglected we talk about inviscid flow and with neglecting shear and normal stress the
equations simplify to:
∂ρ
∂t
+∇ · (ρv) = 0.
∂ρvx
∂t
+∇ · (ρvxv) = −∂P
∂x
+ρ fx,
∂ρvy
∂t
+∇ · (ρvyv) = −∂P
∂y
+ρ fy, (2.73)
∂ρvz
∂t
+∇ · (ρvzv) = −∂P
∂z
+ρ fz,
∂e
∂t
+∇ · (ρve) = ρq−∇ ·vP +ρf ·v.
34
The energy equation here is given in terms of the energy per unit mass (ρdxdydz) and if
this is one, the full hydrodynamic equations, without forces, are written as:
∂
∂t
ρ+∇ · (ρv) = 0
∂
∂t
ρv +∇ · (ρvv + PI) = 0
∂
∂t
e +∇ · (e + P)v = 0 (2.74)
2.2.2 Derivation of Magnetohydrodynamic (MHD) Equations
The equations governing our ionised fluid are, in essence, the same governing our neutral
fluid. Additionally, the fluid is ionised (plasma) and, therefore, electrically conducting,
and non-magnetic (Davidson, 2001, p. 3). In its core, the fluid theory of plasma and
the macroscopic plasma dynamics are about the interaction of plasma motion as a whole
within the magnetic field geometry. Plasma motion is influenced by magnetic fields,
which are, in turn, generated by the plasma motion itself, and MHD is a way to describe
this global interplay of plasma and magnetic field (Goedbloed and Poedts, 2004, p. 28).
This requires, apart from the continuity, momentum and energy equations, an equation
that describes the evolution of the magnetic field. Therefore, fluid dynamic equations are
combined with Maxwell equations. Furthermore, an expression to describe the interaction
of the magnetic field with the fluid flow or velocity field of the fluid has to be provided.
The velocity of the electrons is what creates currents and therefore influences the magnetic
field, which, again, influences the fluid.
Starting from the equations to evaluate the electromagnetic field, the Maxwell equa-
tions are derived. Then, in order to combine them and account for the interaction with the
velocity field, the induction equation is modified. The electromagnetic field equations are
a compound of four equations and together are known as the Maxwell equations. These
four Maxwell equations are:
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∇ ·E = ρ
*
0
, (2.75)
∇ ·B = 0, (2.76)
∇×E = −∂B
∂t
, (2.77)
∇×B = µ0j + 1c2
∂E
∂t
, (2.78)
where E is the electric field, B is the magnetic field, 0 is the electric permeability of
free space, ρ* is the charge density, µ0 is the magnetic permeability of free space, j is the
current and c is the speed of light. Maxwell’s set of equations to describe the evolution
and interaction of electric and magnetic fields with matter is based on research and ideas
of great mathematicians and physicists like Gauss, Ampère and Faraday (Mattis, 1965).
Gauss’ law, as seen in Eqn. (2.75), states that the divergence of an electric field
depends on the electric charge (Priest, 2014, p. 75). We get to this expression by starting
from Coulomb’s law of electrostatics in 1785 (Eqn. 2.2.2), which gives us the magnitude
and direction of the force F between two charge carrying particles q1,q2 at distance r21
(Grant and Phillips, 1999, pp. 2).
F =
1
4pi0
q2q1
r321
r21. (2.79)
Considering a point charge q at the centre of a sphere of the radius r, the electric field
on its closed surface S with the surface area A = 4pir2 is everywhere of magnitude E =
q/4pir20, with 0 being the permittivity of free space constant. The product of area and
electric field A · E becomes q/0 and shows the independence on the radius (Grant and
Phillips, 1999, p. 16). If we, now, do not have a single charge, but a number of charges,
the total field can be determined with the principle of superposition:
E =
n∑
i=1
Ei, (2.80)
which says that the total field is the sum of all the individual fields (Griffiths, 1999, p. 68).
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The flux ΦE coming from all of the charges together and going through the sum of the
infinitesimal area da, i.e. the closed surface S , that encloses the total charge Qencl, then,
is :
ΦE ≡
∮
E ·da =
n∑
i=1
(∮
Ei ·da
)
=
n∑
i=1
(
qi
0
)
. (2.81)
As this holds for any surface S , the total electric flux ΦE or the flux of E going through a
closed surface S is:
ΦE =
∮
S
E ·da = 1
0
Qencl. (2.82)
Equation (2.82) is Gauss’ law in integral form. We get the differential form by applying
the divergence theorem, where dV is an infinitesimal volume element:∮
S
E ·da =
∫
V
(∇ ·E)dV. (2.83)
The charge enclosed can be rewritten in terms of the charge density ρ*,
Qencl =
∫
V
ρ*dV, (2.84)
and we get: ∫
V
∇ ·EdV =
∫
V
ρ*
0
dV. (2.85)
Again, as this is valid for any volume, the integrands have to be the same and Gauss law
simplifies to:
∇ ·E = ρ
*
0
, (2.86)
which can be seen as Coulomb’s law plus the law of superposition (Griffiths, 1999, p.
232).
The second of Maxwell’s equations is based on Gauss’ law of magnetism, as seen
in Eqn. (2.76). It is an expression for the non-existence of magnetic monopoles or free
magnetic poles or another analogue to electric charges. The flux integrated over any finite
closed surface is zero, because as many lines that enter the volume enclosed by the surface
also leave it (Priest, 2014; Grant and Phillips, 1999, p. 75, 191). Hence, the magnetic field
lines are continuous, and form either closed loops or extend out to infinity (Griffiths, 1999,
p. 232).
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Faraday’s law, as seen in Eqn. (2.77), states that time-varying magnetic fields give rise
to electric fields (Priest, 2014, p.75). Based on a series of experiments Faraday conducted,
he found, in 1831, that if there is a loop of wire and a magnetic field, we get a current
flowing by holding the loop still and changing the magnetic field. The force acting on a
charge at rest, cannot, however, be a magnetic force and Faraday inferred that a changing
magnetic field, induces an electric field (Griffiths, 1999, p. 302).
The induced electromotive force (emf) V is related to the induced electric field E,
which is caused by the changing magnetic field in the following way (Grant and Phillips,
1999, pp. 218):
V =
∮
E ·dl. (2.87)
Furthermore, with the resistance of a material R, the current I can be determined with:
I =
V
R
=
1
R
∮
E ·dl. (2.88)
From experiments, it is known that the current I is proportional to the rate of change with
time of the total magnetic flux Φ through the circuit and the magnitude of the emf is
therefore proportional to dΦdt : ∣∣∣∣∣ ∮ E ·dl ∣∣∣∣∣ ∝ dΦdt . (2.89)
Lenz’ law gives information about the direction of this current induced and the emf. The
direction of the current is such that it produces a magnetic flux tending to oppose the
original change of flux: ∮
E ·dl ∝ −dΦ
dt
. (2.90)
The magnetic flux through a coil is given by:
Φ =
∫
S
B ·dS. (2.91)
In SI units, the proportionality constant is unity and from:∮
E ·dl = −dΦ
dt
, (2.92)
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we obtain ∮
E ·dl = − d
dt
∫
S
B ·dS. (2.93)
According to Eqn. (2.93), the line integral of the induced electric field around a loop can
be related to the time-rate-of-change of the magnetic flux through the surface enclosed by
this loop. If we now use Stokes’ theorem and express the line integral of the electric field
by the integral over the surface S of the curl of the vector E,∮
C
E ·dl =
∫
S
∇×E ·dS (2.94)
we obtain ∫
S
∇×E ·dS = − d
dt
∫
S
B ·dS. (2.95)
The Leibniz rule for the derivative of an integral with constant integration limits allows
us to write (2.95) as ∫
S
∇×E ·dS =
∫
S
−∂B
∂t
·dS, (2.96)
and we arrive at the differential form of Faraday’s law:
∇×E = −∂B
∂t
. (2.97)
Maxwell’s fourth equation, based on Ampère’s law, as seen in Eqn. (2.78), describes
how currents and changing electric fields produce magnetic fields (Priest, 2014, p.75).
This equation is a generalisation of Ampère’s law, which puts the line integral of a mag-
netic field around a closed loop in relation to the current that passes through the loop
(Grant and Phillips, 1999, p. 135): ∮
C
B ·dl = µ0 j, (2.98)
where µ0 is the permeability of free space, a constant that helps to define the unit ampère
(Griffiths, 1999, p. 216). However, Ampère’s law is only valid if currents are stationary
and continuous (Tipler and Mosca, 2009, p. 1064). Maxwell found an expression to make
Ampère’s law valid for currents that are not continuous by adding a displacement current
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Id (Tipler and Mosca, 2009, p. 1166):
Id = 0
dΦE
dt
. (2.99)
We get to the general form of Ampère’s law:∮
C
B ·dl = µ0(I + Id) = µ0I +µ00 dΦEdt . (2.100)
With the propagation speed for electromagnetic waves of:
c =
1√
µ00
, (2.101)
we get: ∮
C
B ·dl = µ0I + 1c2
dΦE
dt
. (2.102)
The differential form of Ampère’s law can be obtained with an expression for the total
current (as a surface integral over the current density j) and Stoke’s theorem (Grant and
Phillips, 1999, p. 148):
I =
∫
S
j ·dS. (2.103)
Without the displacement current we can then rewrite Ampère’s law in the following
manner: ∮
C
B ·dl = µ0
∫
S
j ·dS. (2.104)
According to Stokes’ theorem, a line integral can be expressed as a surface integral:∮
C
B ·dl ≡
∫
S
∇×B ·dS, (2.105)
and Ampère’s law can be written as:∫
S
∇×B ·dS = µ0
∫
S
j ·dS. (2.106)
As this must hold for any surfaces, the integrands must be the same. By adding the
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displacement current, we get the differential form:
∇×B = µ0j + 1c2
dΦE
dt
. (2.107)
Ampère’s law describes what causes a magnetic field, and the induction equation -
how it evolves. The induction equation is derived starting at Faraday’s equation:
∇×E = −∂B
∂t
or
∂B
∂t
= −(∇×E). (2.108)
With Ohm’s law, we can then get an expression for the electric field. Ohm’s law, in
general, relates the current density j to a force f per unit charge, where the proportionality
factor σ is the conductivity of the medium (Griffiths, 1999, p. 285):
j = σf. (2.109)
In our case, the force that drives the charges is electromagnetic force, and we get to the
special case of Ohm’s law:
j = σ(E + v×B). (2.110)
If the velocity of the charges is sufficiently small, it reduces to:
j = σE. (2.111)
For the electric field, we otherwise obtain:
E =
j
σ
−v×B. (2.112)
Substituting E in Eqn. (2.108), we get:
∂B
∂t
= −∇× (−v×B + j
σ
). (2.113)
From Ampère’s law we can get the current density j = ∇×B/µ0. Therefore, j/σ = ∇×
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B/µ0σ. With the constant η = 1/µ0σ, where η is the diffusivity, we yield
∂B
∂t
= ∇× (v×B)−∇× (η∇×B)
= ∇× (v×B)−η∇× (∇×B). (2.114)
In general, η is not constant, which means the simplification in Eqn. (2.114) cannot be
made. For η as a function of space, the extra term −∇η× (∇×B) has to be added. With the
vector calculus identity ∇× (∇×B) = ∇(∇ ·B)−∇2B and knowing that B is a solenoidal
vector field, hence ∇ ·B = 0, we get the induction equation:
∂B
∂t
= ∇× (v×B) +η∇2B, (2.115)
where the first term on the RHS describes the advection of the magnetic field with the
plasma and the second term describes the diffusion of the magnetic field through the
plasma (Wilmot-Smith, Priest, and Hornig, 2005). With another vector identity (∇× (v×
B) =∇·(Bv−vB)) and for ideal MHD (magnetic diffusivity η= 0), we obtain the induction
equation:
∂B
∂t
+∇ · (vB−Bv) = 0. (2.116)
Before merging the hydrodynamic equations with the electromagnetic equations to
obtain the MHD equations, we have to make the Maxwell equations Galilean invariant
(Schnack, 2009, p. 36). This means, we consider low velocities, v/c << 1. With the
Ohm’s law, which couples the dynamics of the electromagnetic field and the fluid:
E′ = ηj, (2.117)
where E′ is the electric field in the moving frame, which, according to the theory of
relativity, is
E′ = E + v×B√
1− v2c2
, (2.118)
we arrive at an expression for Ohm’s law in MHD form:
E + v×B = ηj. (2.119)
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This is often referred to as resistive Ohm’s law. If we assume infinite conductivity, η be-
comes zero and the ideal MHD Ohm’s law is obtained (Schnack, 2009, p. 36).
In Ampère’s law (Eqn. (2.78)) the displacement current can be neglected for low
frequencies, where the electric field is negligibly small, and Eqn. (2.78) then becomes
(Schnack, 2009, p. 36):
µ0j = ∇×B. (2.120)
The momentum equation of our full MHD equations represents balance between ac-
celeration, pressure gradient and the Lorentz force. It can take on different forms and in
the following we want to briefly outline how they are related. In the momentum equation,
we have body forces acting on the fluid element. These body forces can be gravitational
or electromagnetic forces, like the Lorentz force, which can be expressed by
FL = j×B. (2.121)
The Lorentz force acts perpendicular to the magnetic field, therefore, any acceleration
along the magnetic field lines is due to a pressure gradient or gravity (Goedbloed and
Poedts, 2004, p. 70). We use Ampère’s law
∇×B = µ0j or j = ∇×B
µ0
(2.122)
in the following vector identity (where µ0 is a constant):
1
2
∇(B ·B) = (B · ∇)B + B× (∇×B) (2.123)
∇B2
2
= (B · ∇)B + B× (µ0j)
∇B2
2
= (B · ∇)B +µ0(B× j)
∇B2
2µ0
=
(B · ∇)B
µ0
+ (B× j).
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Now, by rearranging, we obtain:
j×B = (B · ∇)B
µ0
− ∇B
2
2µ0
, (2.124)
where the first term in the RHS is the magnetic tension force and the second term is the
magnetic pressure force.
The terms of the energy equation are derived from the net flux of heat into a fluid
element as well as the rate of work done on the fluid element due to body and contact
forces. In an electromagnetic field this can be thermal conduction, viscous heating as
well as Joule dissipation. The total energy is the sum of kinetic, thermal, and magnetic
energy. The flux term of the energy equation in Hillier, Takasao, and Nakamura (2016) is
∇[v(e + P) + c4piE×B] and relates to our energy equation as follows (applying Ohm’s law
and the triple vector product):
E = −1
c
(v×B) (2.125)
c
4pi
E×B = c
4pi
[
−1
c
(v×B)×B
]
= − 1
4pi
[−(B ·B)v + (B ·v)B]
=
1
4pi
[(B ·B)v−B(B ·v)]
The full MHD equations write as follows:
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∂∂t
ρ+∇ · (ρv) = 0 (2.126)
∂
∂t
ρv +∇ · (ρvv + pI−BB) = 0 (2.127)
∂
∂t
e +∇ ·
[
(e + P + B2/8pi)v−B/4pi(v ·B)
]
= 0 (2.128)
∂
∂t
B +∇ · (vB−Bv) = 0. (2.129)
2.3 Two-Fluid Source Terms
The crucial aspect of a two-fluid code is the coupling of the fluids due to collisions, ex-
pressed mathematically in the source terms of the system of equations. If they were not
coupled, they would simply behave as separate fluids sharing the same space. However,
the fluids’ interaction leads to significant effects, as described in Sec. 1.2. Those effects
are captured with our two-fluid MHD code and the source term is presented on the fol-
lowing.
For two-fluid MHD simulations, the full solution vector for our two-fluid code has the
following form, where the subscript p denotes the ionised fluid and n the neutral hydrogen
fluid:
U = [ρp,ρpvxp,ρpvyp, p,Bx,By,ρn,ρnvxn,ρnvyn, n]T , (2.130)
and the flux vectors are:
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F =

ρpvxp
ρpv2xp + Pp + B
2/8pi−B2x/4pi
ρpvxpvyp−BxBy/4pi
(p + Pp + B2/8pi)vxp−Bx(vp ·B)/4pi
0
vxpBy− vypBx
ρnvxn
ρnv2xn + Pn
ρnvxnvyn
vxn(n + Pn)

,
G =

ρpvyp
ρpvxpvyp−BxBy/4pi
ρpv2yp + Pp + B
2/8pi−B2y/4pi
(p + Pp + B2/8pi)vyp−By(vp ·B)/4pi
vxpBy− vypBx
0
ρnvyn
ρnvxnvyn
ρnv2yn + Pn
vyn(n + Pn)

. (2.131)
The system of equations is closed with the following equations for the total energy:
p =
ρv2p
2
+
Pp
(γ−1) +
B2
8pi
(2.132)
for the ionised fluid, and
n =
ρv2n
2
+
Pn
(γ−1) (2.133)
for the neutral fluid. Each of these represents an ideal gas equation. The first term in these
total energy equations expresses the kinetic energy, the second term the thermal energy
and the third term in Eqn. (2.132) is the magnetic energy term.
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As has been mentioned before, the crucial aspect of multi-fluid simulations is the coupling
of the fluids. The two sets of equations for each, the neutral and the ionised fluid, are cou-
pled through collision, ionisation, and recombination terms, mathematically implemented
in the source terms, expressed for the entire system of equations in Eqn. (2.134).
S =

−γrecρp +γionρn
ρpgx +αcρnρp(vxn− vxp)−γrecρpvxp +γionρnvxn
ρpgy +αcρnρp(vyn− vyp)−γrecρpvyp +γionρnvyn
ρpgxvxp +αcρnρp[(v
2
n− v2p)/2 + 3Rg(Tn−Tp)]− (γrecρpv2p)/2 + (γionρnv2n)/2
0
0
γrecρp−γionρn
ρngx−αcρnρp(vxn− vxp) +γrecρpvxp−γionρnvxn
ρngy−αcρnρp(vyn− vyp) +γrecρpvyp−γionρnvyn
ρngyvyn −αcρnρp[(v2n− v2p)/2 + 3Rg(Tn−Tp)] + (γrecρpv2p)/2− (γionρnv2n)/2

.
(2.134)
γion and γrec are the ionisation and recombination rates, respectively. The temperature
is calculated with the ideal gas law and in the non-dimensionalised form it is given by
Tn = Pnγ/ρn for the neutral fluid and by Tp = Ppγ/2ρp for the ionised fluid. γ is the adi-
abatic index and Rg the gas constant.
The interaction between particles with each other or existing force fields is often also re-
ferred to as collisions and, hence, the terms expressing the particle interactions are called
collision terms, also known as collision integrals. These collisions can involve transfer of
mass, momentum and energy and their study is part of transport theory (Boyd and Sander-
son, 2003, p. 296). Collisions are important for the establishment of thermodynamic equi-
librium and can be divided into elastic and inelastic collisions. Inelastic collisions change
the internal state of a fluid by various processes such as ionisation, recombination, exci-
tation and variuos other plasmachemical reactions (Rozhansky and Tsendin, 2001, p. 19).
The collision terms are a very complex matter and one of the most challenging topics
in plasma physics, as they require, for example, the evaluation of the kind of collision,
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the scattering angle, and various cross sections. The plasma books by Bittencourt (2004)
or Boyd and Sanderson (2003) have been proven to be comprehensive and well written
sources of literature on that topic. Therefore, only a brief insight into collision terms and
their form is given and afterwards each collision term used in our equations will be briefly
described in their meaning.
The collision integral for a species α, is the sum over all collisions between the par-
ticles of α with the the particles of the other species, say β (Rozhansky and Tsendin,
2001, p. 18). For elastic, two-body collisions, for instance, Boltzmann derived a collision
integral, which is written as (Cap, 1994):(
∂ fα
∂t
)
coll
=
∫
(vα−vβ)[ f (xα,v∗α, t) f (xβ,v∗β, t)− f (xα,vα, t) f (xβ,vβ, t)]σcdvβ, (2.135)
where the subscript α and β denote different kind of species and σc is the cross section. v∗
denote the velocities before the collision, which are scattered to the velocity v. At equilib-
rium each collision term is equal to zero, which is satisfied with the Maxwell distribution.
Landau included Coulomb collisions and extended the Boltzmann collision integral (Cap,
1994).
As can be seen in Eqn. (2.4), for the evolution of the macroscopic variables (i.e., for the
analysis of relatively slow, large-scale transport processes), the moment for each collision
term has to be taken. The collision terms of the macroscopic quantities (mass density,
momentum and energy) are: ∫ (
∂ fα
∂t
)
coll
dv = S α (2.136)
mα
∫ (
v
∂ fα
∂t
)
coll
dv = Rα (2.137)
mα
2
∫ (
v2
∂ fα
∂t
)
coll
dv = Qα (2.138)
where S α,Rα, and Qα stand for the source terms of the continuity, momentum, and energy
equation, respectively. It follows that for inelastic collisions, the collision terms have to
be the inverse of each other, so that conservation laws apply. In our neutral-ion plasma,
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this would mean:
S p = −S n, Rp = −Rn, Qp = −Qn. (2.139)
This implies that every collision term in the source term of the ionised fluid has the oppo-
site sign of the same collision term in the neutral fluid equation. The shape of Eqn. (2.139)
are determined by some appropriate physical approximations, which can be obtained from
classical transport theory (Boyd and Sanderson, 2003, p. 487). Their derivation can be
found in Braginskii (1965), Boyd and Sanderson (2003), and Rozhansky and Tsendin
(2001).
Source terms represent either forces acting on a fluid element or the transfer of a quantity
onto the other fluid. In our continuity equation, the source term includes terms expressing
the transfer of mass (per volume) due to ionisation and recombination (Draine, Roberge,
and Dalgarno, 1983). If no particles are produced or annihilated, the source term is zero
(Braginskii, 1965). In the following, the source term of the ionised fluid (top row) and the
neutral fluid (bottom row) shows that the mass density that is added to one fluid, will be
subtracted from the other fluid.
Sdensity =
−γrecρp +γionρn
γrecρp−γionρn
 . (2.140)
As can be seen, if γion and γrec are set to zero, no mass density would be exchanged at
all. By taking the zeroth moment of a Maxwell distribution function, Meier and Shumlak
(2012) derive concisely that the impact of ionisation on the mass density of the ionised
fluid equals the inverse of the same for the neutral fluid, i.e. γpion = −γnion, where the
superscript here indicates the fluid which is affected by the collision term. The same
applies for the recombination rate, where −γprec = γnrec. A good qualitative consideration
of the collision terms or transport coefficients is also given by Rozhansky and Tsendin
(2001). In the momentum and energy equations, body and contact forces, like gravity g,
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come into play in the source term.
Smomentum =

ρpgx +αcρnρp(vxn− vxp)−γrecρpvxp +γionρnvxn
ρpgy +αcρnρp(vyn− vyp)−γrecρpvyp +γionρnvyn
ρngx−αcρnρp(vxn− vxp) +γrecρpvxp−γionρnvxn
ρngy−αcρnρp(vyn− vyp) +γrecρpvyp−γionρnvyn
 . (2.141)
The first two rows of Eqn. (2.141) are the ionised fluid’s momentum source terms and the
third and fourth row are the neutral fluid’s momentum source terms, in x− and y−direction.
As gravity can act at an angle, depending on the orientation of the computational domain,
it has an x and a y component. However, in this work, gravity is neglected and set to zero.
The source term for the momentum equation describes how much momentum is added to
each fluid; and the source term of the energy equations describes how much energy (ki-
netic, thermal or magnetic) is added to each of the fluids (Draine, Roberge, and Dalgarno,
1983). Furthermore, the numerical setup is such that the two fluids basically share the
same position in space and move through thermal motions, i.e. due to their thermal en-
ergy. Momentum transfer are the result of the collisions between the two fluids, described
by the collision rate αc:
αc = αc(T0)
√
Tn + Tp
2T0
. (2.142)
This collision rate, like in Hillier, Takasao, and Nakamura (2016), covers the elastic col-
lisions between the ionised fluid and the neutral fluid and shows a dependence on tem-
peratures of both fluids. αc(T0) expresses the collision rate at a reference temperature,
the ambient temperature T0, which is the surrounding temperature at the beginning of the
simulation. The friction force is the second term in Eqn. (2.141), which due to the loss
of the particles’ relative velocity after a collision leads to a redirected motion (Rozhansky
and Tsendin, 2001, p. 31). The conversion of the energy of direct motion into heat by
friction force is called Joule heating (Rozhansky and Tsendin, 2001, p. 37). The friction
force term includes the velocities of both fluids in relation to each other, the drift velocity,
and is proportional to it. The resulting velocity is not isotropic (as for thermal motions),
but has a certain direction. This direction is the direction vn − vp, i.e. the direction of
the drift velocity, and implies the impact of one fluid on the other. On the one hand, the
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friction force is determined by and proportional to the drift velocity, but it also causes a
drift, which is in the direction of the electric field (Rozhansky and Tsendin, 2001, p. 41).
This means, the higher the drift velocity, i.e. the greater the difference in velocity of both
fluids, the greater the friction force. It follows that the fluid moves in the direction of
the electric field with a velocity which is proportional to the collision frequency. The
thermal energy term related to the thermal exchange due to ionisation and recombina-
tion ( 1γ−1
kB
mn
(γrecρpTp−γionρnTn), compare Leake et al. (2012); Popescu Braileanu et al.
(2019)), has not been included to this set of equations, as a direct comparison to Hillier,
Takasao, and Nakamura (2016) was the aim, therefore, the exact same equations therein
were solved for.
The third and fourth terms are related to ionisation and recombination, the inelastic
interactions between the fluids. Those two terms are related to the velocities of each fluid
in the respective direction, but not to the drift velocity. As can be seen, recombination adds
to the momentum of the neutral fluid (at the same time it takes away momentum from the
ionised fluid) and ionisation adds to the momentum of the ionised fluid (and takes away
momentum from the neutral fluid). Or in other words, recombination processes, which
are expressed mathematically as the γrec-terms and are added to the source term of the
neutral fluid, increase the neutral fluid’s momentum and ionisation processes increase the
ionised fluid’s momentum.
In the energy source terms, Eqn. (2.143), the top row is the ionised fluid’s energy
source term and second row is the neutral fluid’s energy source term.
Senergy =
ρpgxvxp +αcρnρp[(v2n− v2p)/2 + 3Rg(Tn−Tp)]− (γrecρpv2p)/2 + (γionρnv2n)/2
ρngyvyn −αcρnρp[(v2n− v2p)/2 + 3Rg(Tn−Tp)] + (γrecρpv2p)/2− (γionρnv2n)/2
 .
(2.143)
Here, the second term is related to the energy exchange between the fluids due to elas-
tic collisions, where one part expresses the kinetic energy exchange and the other part
(including the temperature), represents the thermal energy exchange. The last two terms
are related to inelastic collisions, namely ionisation and recombination processes. As can
be seen from the last term of the ionised fluid’s energy source term, through ionisation
the ionised fluid gains energy and through recombination, the neutral fluid gains energy
(third term in the neutral fluid’s energy source term). Therefore, each fluid’s energy level
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depends on the size of each term, γion and γrec.
Ionisation and recombination are very complex processes, as mentioned in the Sec. 1.2.
We want to investigate what happens when ionisation and recombination rates are imple-
mented and activated. In order to emphasize the difference with and without ionisation
and recombination, the rates used maximise the effect of ionisation and recombination in
the two chosen cases that will be presented. Following ionisation and recombination rates
are used:
γion = 0.25[tanh(Tn−Tmax/2) + 1], (2.144)
γrec = 0.5[1−γion]. (2.145)
The form of γion and γrec is not derived from actual physical settings, but, again, chosen
to maximise the effects of these rates in the parameter regime studied, i.e. the parameter
regime of the slow-mode shock and the Orszag-Tang vortex.
A physical derivation and description can be found in Braginskii (1965), where transport
equations for fully ionised plasmas and, to some extent, partially ionised plasmas are de-
rived and explained. Meier and Shumlak (2012) focus more on partially ionised plasma,
or the interaction of ionised-neutral fluids and present their model based on kinetic theory.
A comparison with formulations derived from physical principles is presented in the fol-
lowing. The ionisation and recombination rates used here, according to Eqns. (2.144) and
(2.145), are compared to the ionisation and recombination rates used in Popescu Braileanu
et al. (2019) (and also used in Leake et al. (2012)):
αion = neA
1
X +Φion/Te
(
Φion
Te
)K
e(−Φion/Te), (2.146)
αrec =
ne√
Te
2.6×10−19, (2.147)
with Φion = 13.6eV , A = 2.91× 10−14, K = 0.39, X = 0.232, and the temperature Te is
given in eV . In Fig. 2.1, the rates given by Eqns. (2.146) and (2.147) are compared to the
ionisation and recombination rates applied in this work, see Eqns. (2.144) and (2.145).
Scaling is applied to compare their behaviour as a function of temperature. This scaling
brings our temperature regime to the regime used in Popescu Braileanu et al. (2019) (with
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Tscaled = 1500T + 13330) and their ionisation and recombination rates are scaled down to
match our regime (with nescaled = 0.0025ne).
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Figure 2.1: The ionisation rate (solid line) and recombination rate (dotted line) in
Popescu Braileanu et al. (2019) green and in our model red
.
As can be seen, our ionisation and recombination rate (red) and the physical ionisation
and recombination rate (green), behave very similarly in the regime where ionisation and
recombination both play a role, i.e. where temperatures are not so low that the fluid is
completely neutral, i.e. ionisation is unlikely to happen or where temperatures are so high
that everything is ionised.
The full two-fluid equations are:
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∂∂t
ρp +∇ · (ρpvp) = −γrecρp +γionρn
∂
∂t
ρpvp +∇ · (ρpvpvp + ppI−BB) = ρpg +αcρnρp(vn−vp)−γrecρpvp +γionρnvn
∂
∂t
ep +∇ ·
[(
ep + Pp + B2/8pi
)
vp−B/4pi(vp ·B)
]
= ρpgvp +αcρnρp
[(
v2n−v2p
)
/2 + 3Rg(Tn−Tp)
]
−
(
γrecρpv2p
)
/2 +
(
γionρnv2n
)
/2
∂
∂t
B +∇ · (vpB−Bvp) = 0
∂
∂t
ρn +∇ · (ρnvn) = γrecρp−γionρn
∂
∂t
ρnvn +∇ · (ρvnvn + pnI) = − ρpg−αcρnρp(vn−vp) +γrecρpvp−γionρnvn
∂
∂t
en +∇ · (en + pn)vn = ρpgvp +αcρnρp
[(
v2n−v2p
)
/2 + 3Rg(Tn−Tp)
]
−
(
γrecρpv2p
)
/2 +
(
γionρnv2n
)
/2
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Chapter 3
Numerical Methods – an Overview
To simulate or computationally model any physical phenomenon or processes, one needs
to
1. define the problem
2. model it mathematically and then
3. computationally simulate it.
After the definition of the problem, the governing equations and the initial and boundary
conditions have to be found (Peiro and Sherwin, 2005). Often conservation laws and their
mathematical representation in the form of PDEs are involved and even though they can
be solved numerically, obtaining their solution can be a very complex task.
3.1 Partial Differential Equations (PDEs)
PDEs express a function of several variables and how fast the function changes, or its rate
of change. They include partial derivatives, where the function (the dependent variable)
depends on at least two independent variables. The coefficient of the partial derivative
determines the order of the PDE (Shyy, 2006, p. 27).
There are three operators that are each a typical feature of the three general classes of
partial differential equations (Shyy, 2006, p. 27):
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1. Laplace operator, ∇2 = ∂2
∂X21
+ ... + ∂
2
∂X2n
, which typifies elliptic equations (e.g. in
potential flow problems in fluid mechanics)
2. Diffusion operator, ∂∂t −∇2, which typifies parabolic equations (e.g. in diffusion
dominated situations, as in heat conduction)
3. D’Alembert operator,  = ∂
2
∂t2 −∇2, which typifies hyperbolic equations and is ap-
plied the most in wave transmissions
Physical behaviour can be divided into the categories of equilibrium and marching prob-
lems (Versteeg and Malalasekera, 2007, p. 26). Elliptic equations govern steady state
situations. Marching, or propagating problems, are governed by parabolic and hyper-
bolic equations. Distinctive for an elliptic equation or problem is that if the interior of
the solution is disturbed or a perturbation into the boundary condition is introduced, it
instantaneously changes the solution everywhere (Peiro and Sherwin, 2005). For exam-
ple, a local change in temperature would lead to a global change in temperature (Versteeg
and Malalasekera, 2007, p. 27). A typical example for an elliptic equation is the Laplace
equation, which describes irrotational flow of an incompressible fluid and steady state
heat transfer and reads in two dimensions as:
∂2Φ
∂x2
+
∂2Φ
∂y2
= 0. (3.1)
Parabolic equations describe time-dependent problems with diffusion, like unsteady vis-
cous flows or heat conduction. The heat or diffusion equation is a typical example of a
parabolic equation (Versteeg and Malalasekera, 2007, p. 28):
∂Φ
∂t
= α
∂2Φ
∂x2
. (3.2)
Here, the solutions move forward in time and diffuse in space. That means, if we disturb
the interior of the solution region at t1 > t0, it influences the solution only at a later stage
where t > t1 and diffusion ensures smoothness of the solutions (Versteeg and Malalasek-
era, 2007, p.28). If t→∞, or ∂Φ∂t = 0, the steady state has been reached and the governing
equation is now the one governing the steady distribution of Φ and is elliptic (Versteeg and
Malalasekera, 2007, p. 28). Hyperbolic equations govern the analysis of time-dependent
processes with a negligible energy dissipation (Versteeg and Malalasekera, 2007, p. 28),
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such as steady or unsteady inviscid compressible and incompressible flows (Wendt et al.,
2009, p.82). The wave equation is a typical hyperbolic equation, where c is the wave
speed (Versteeg and Malalasekera, 2007, p. 28):
∂2Φ
∂t2
= c2
∂2Φ
∂x2
(3.3)
Hyperbolic PDEs have special characteristics, which are related to the wave speed: they
allow the wave propagation (or information to travel) at finite speed, and the occurrence
of discontinuities (shocks) in the solution (Versteeg and Malalasekera, 2007; Shyy, 2006,
p. 29, 89). For non-linear PDEs, the classification cannot be made that easily. For hydro-
dynamic and MHD equations, for instance, convection or diffusion terms can be added,
which are hyperbolic and parabolic, respectively. The classification, therefore, depends
on the dominating term and can only be made locally, for a region in the domain (Wendt
et al., 2009, p. 81). Depending on the mathematical problem or the governing equation,
the boundary values have to be chosen. The boundary-value problem requires the solu-
tion of a differential equation or system of equations in a region R, at which boundaries
additional conditions have to be taken into consideration (Scheid, 1968, p. 382). For our
simulation, the solution of the Navier-Stokes and Maxwell equations is approximated with
the Kurganov-Tadmor scheme, which is a finite volume scheme and further explained in
Sec. 3.3. Common spatial discretisation or integration methods are the forward or upwind
Euler, backward or downstream Euler, or the central scheme; common temporal discreti-
sation or integration schemes are the forward or explicit Euler, backward or implicit Euler,
or Runge-Kutta. The classical numerical discretisation methods are finite difference (FD),
finite volume (FV) and the finite element (FE) methods (Peiro and Sherwin, 2005). There
are three main aspects for the analysis of discretisation schemes that are also interrelated:
the accuracy, stability, and consistency and convergence of the scheme used to discretise
the problem (Shyy, 2006, p.3-5). Consider a differential equation that describes the vari-
ation of a function U, with respect to one or more independent continuous variables like
x (space coordinate in one dimension) and t (time coordinate). To apply, for example, the
finite difference method, we now want to get a discrete function u, which is a function
of x and t at discrete points. If we let h and k be positive constants, so that xm = mh and
tn = nk (with integers m and n) are spatial grid points and time instants, respectively, the
corresponding function at (xm, tn) will be unm, i.e. u
n
m = U(xm, tn) (Shyy, 2006, p. 3). We
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replace the differential operators l(u) and apply finite difference operators L(u) like the:
1. forward difference : δum = um+1−um
2. backward difference : δum = um−um−1
3. central difference : δum = um+1−um−1.
The consistency of a scheme has to do with whether a difference operator L(u) can truly
represent the differential operator l(u) as h,k → 0, and convergence with whether the
finite difference solution approaches the exact differential solution in the limit, i.e. unm→
U(xm, tn) as h,k→ 0 (Shyy, 2006, p. 3-5). Basically, a numerical scheme is consistent
if the discrete numerical equation tends to the exact differential equation as the mesh
size tends to zero (Peiro and Sherwin, 2005, p. 25). For example, we consider the linear
advection equation ut + aux = 0 (where the subscripts t and x indicate the derivative with
respect to t (time) and x (space)), respectively, which is given by a central in space and
forward in time scheme:
un+1i −uni
∆t
+ a
uni+1−uni−1
2∆x
= 0. (3.4)
The superscript n indicates the step in time and the subscript i the grid point in space.
Here, the Courant number C = a∆t/∆x, where a is the velocity, ∆x the grid spacing and
∆t the time step, we obtain:
un+1i = u
n
i −
C
2
(uni+1−uni−1). (3.5)
With the Taylor expansions for un+1i , u
n
i+1 and u
n
i−1:
un+1i =u
n
i + (∆t)ut|ni +
(∆t)2
2
utt|ni + ... (3.6)
uni+1 =u
n
i + (∆x)ux|ni +
(∆x)2
2
uxx|ni +
(∆x)3
6
uxxx|ni + ...
uni−1 =u
n
i − (∆x)ux|ni +
(∆x)2
2
uxx|ni −
(∆x)3
6
uxxx|ni + ...
substituted in (3.4) and re-arranged, we yield:
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un+1i −uni
∆t
+ a
uni+1−uni−1
2∆x
− (ut + aux)|ni = T , (3.7)
where T is the truncation error given by:
T =
∆t
2
utt|ni +
(∆x)2
6
auxxx|ni + O((∆t)2, (∆x)4). (3.8)
If ∆t and ∆x go to zero, the LHS (T ) will tend to zero, and we can say that the approx-
imation is consistent, as the numerical scheme approaches the exact equation at point xi
and time tn (Peiro and Sherwin, 2005, p. 27).
Stability refers to the computed solution and the exact solution of the discrete equation
to be bounded, hence unm is bounded as n→∞ (Shyy, 2006, p. 3-5). For explicit schemes,
at least the Courant-Friedrichs-Lewy (CFL) condition is to be fulfilled for them to be
stable and, therefore, for the errors not to grow uncontrolled (Peiro and Sherwin, 2005).
The CFL condition is based on the theory of characteristics for hyperbolic systems. It says
that the domain of dependence of a PDE is the portion of the domain that influences the
solution at a given point. The CFL condition expresses that for each point in the mesh the
domain of dependence of the FD approximation has to contain the domain of dependence
of the PDE in order for the explicit scheme to solve a hyperbolic PDE to be stable (Peiro
and Sherwin, 2005). In other words, the domain of dependence of the discretisation must
include the domain of dependence of the PDE. For hyperbolic and parabolic PDEs, the
stability can be analysed with the von Neumann stability analysis, which is based on the
decomposition of the errors into Fourier series. To sum up, "Stability is the necessary
and sufficient condition for a consistent linear FD approximation to a well-posed linear
initial-value problem to be convergent." (Peiro and Sherwin, 2005). The accuracy of a
scheme relates to how closely unm approximates U(xm, tn) as h and k vary, and is often
characterised by the order of accuracy.
3.2 Finite Volume (FV) Method
The scheme used for the code is based on the FV method. Unlike the FD method, where
the differential or strong form is used, in finite volume methods it is the integral form of
the equations that provides the basis (Peiro and Sherwin, 2005). This has the advantage
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of being a good scheme for discontinuous (or weak) solutions too (Keppens, 2007) and
providing a more natural treatment of Neumann boundary conditions and discontinuous
source terms, as it does not require the solution to be as smooth. Furthermore, the in-
tegral formulations do not depend on a special mesh structure and deal with curvature
more naturally and, therefore, make FV methods more suitable for complex geometries
in multi-dimensions (Peiro and Sherwin, 2005). Moreover, it ensures global continuity
and, therefore, is consistent with the mathematical structure of Navier-Stokes equations
(Shyy, 2006, p. 116).
First of all, the region we integrate over is a finite volume (usually called “control”
volume) around the point x, represented by xi−(1/2) ≤ x ≤ xi+(1/2). The integral form of our
conservative variable u and its flux f (u) would be:∫ xi+(1/2)
xi−(1/2)
utdx +
∫ xi+(1/2)
xi−(1/2)
fx(u)dx = 0 (3.9)
where the subscripts denote the derivation in time t and space x, respectively. The flux
term can be obtained with:∫ xi+(1/2)
xi−(1/2)
fx(u)dx = f (ui+(1/2))− f (ui−(1/2)). (3.10)
This way of approximating the solution produces a conservative scheme if the flux on
the boundary of one cell equals the flux on the boundary of the neighbouring cell (Peiro
and Sherwin, 2005, p. 22). This means the changes in the cell average value can only
happen through losses or gains through the cell boundary. If a scheme does not fulfil
this conservative discretisation form to correctly treat discontinuous or weak solutions,
incorrect shock speeds can be produced (Keppens, 2007). This control volume approach,
therefore, requires the construction of the fluxes at the interfaces or across the control
surfaces (Shyy, 2006, p. 116). This needs an extrapolation within the cell i from the
volume averaged value Ui. This extrapolation can be achieved in two ways. Either by
means of a constant extrapolation, where the values at the interface or edges are equal to
the value at the cell centre (u(x ∈ [xi−1, xi+1]) = ui) or by a linear extrapolation with a slope
σ′. The constant extrapolation is consistent with ui, but leads to a first order of accuracy,
where the fluxes at the interface are calculated as an average (e.g. fi+1/2 = ( fi + fi+1)/2)
(Keppens, 2007). The linear extrapolation is still also consistent with ui, but yields a
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second order accuracy (LeVeque, 2002, p. 106):
u(x ∈ [xi−1, xi+1]) = ui +σ′i
x− xi
∆xi
, (3.11)
where
xi =
1
2
(xi−1/2 + xi+1/2) = xi−1/2 +
1
2
∆x. (3.12)
Let’s say the slope is the difference of the values at the interfaces:
σ′ = ui+1/2−ui−1/2 ≡ ∆ui. (3.13)
This linear reconstruction is used to obtain a left and right value for one interface, for
example for ui+1/2, there would be a uLi+1/2 and also a u
R
i+1/2:
uLi+1/2 = ui +∆ui/2 (3.14)
and
uLi+1/2 = ui+1−∆ui+1/2, (3.15)
and the flux at one cell interface takes the average form:
fi+1/2 = ( f (uLi+1/2) + f (u
L
i+1/2))/2. (3.16)
When using the linear reconstruction approach to calculate the fluxes at the interfaces, the
slopes involved must be limited to avoid the introduction of spurious oscillations (Kep-
pens, 2007). This is done by comparing the slopes of neighbouring cells and taking the
least steep slope. Furthermore, if the slopes differ in sign, then the reconstruction of the
fluxes at the cell centre is done with the first order accuracy constant reconstruction (Kep-
pens, 2007). If the slope is zero (Godunov’s method), first order accuracy is achieved.
Second order accuracy slopes can be obtained in three ways:
1. centered slope: σ′ni =
uni+1−uni−1
2∆x
2. upwind slope: σ′ni =
uni −uni−1
∆x
3. downwind slope: σ′ni =
uni+1−uni
∆x ,
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which are also referred to as the Fromm, Beam-Warming and Lax-Wendroff method,
respectively (LeVeque, 2002, p. 108). In general, it is desirable for the slope to be second-
order accurate in smooth regions, and around discontinuities, a first order slope calculation
is applied. If the discontinuity stretches out over more than one cell and care is taken to
avoid oscillations, even in discontinuities non-zero slopes can help keep the solution from
smearing out too far and, therefore, increase the resolution and keep discontinuities sharp
(LeVeque, 2002, p. 108). Various applications of first and second order accuracy slope
calculation depending on the conditions are called slope-limiting methods and were first
introduced by van Leer in his monotonic upstream-centred scheme for conservation laws
(MUSCL). So, ideally, we want to apply a second order method for the slope, but at the
same time have to make sure that there are no non-physical oscillations that arise. This
can be done by measuring the oscillation in the solution with the total variation of a
function, defined as:
TV ≡ Σi|ui+1−ui|. (3.17)
In essence, it is the sum of the absolute values of the differences of one cell to a neigh-
bouring cell. A scheme is called Total Variation Diminishing (TVD) (Harten, 1982), if it
ensures that this total variation diminishes with time, hence:
TVn+1 ≤ TVn. (3.18)
If this is fulfilled, it is ensured that monotone initial data remain monotone and, there-
fore the TVD property of a scheme guarantees it is monotonocity preserving and the
creation of spurious oscillations in the numerical solution is avoided (Keppens, 2007).
All in all, to make sure that no spurious oscillations develop with time, or to ensure the
TVD property of the solution (Sweby, 1984), the creation and growth of local extrema
(Wendt et al., 2009; Versteeg and Malalasekera, 2007) is suppressed with a limiter that is
applied to the flux terms of our conservative quantities. Hence, solving hyperbolic PDEs
numerically, requires methods that can handle solution discontinuities and do not generate
non-physical oscillations.
The Kurganov-Tadmor scheme, which will be described in the next section, deals
with discontinuities and controls spurious oscillations by ensuring TVD properties. An-
other way of oscillation control are explicit artificial diffusion terms, which are added to
the equations by means of an artificial viscosity coefficient. When artificial diffusion is
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chosen, this viscosity coefficient can be a scalar or it is substituted by a more complex
diffusion matrix. For a scalar viscosity term, the consequence it that it often leads to too
much diffusion in a large part of the the domain, where it is not needed and wished. By
applying limiter functions for each field, as done in the KT scheme, the optimal amount
of artificial viscosity is added (LeVeque, 2002). If the explicit artificial viscosity is not a
scalar but a matrix, those artificial diffusion schemes are equivalent to FV schemes with
TVD, for instance. Those TVD schemes are often considered as part of the artificial vis-
cosity models too (Denner et al., 2017). In fact, could also be translated into an explicit
artificial viscosity term (Davis, 1987). However, there are some situations where one ap-
proach of dealing with spurious oscillations (scalar artificial viscosity term or FV scheme
with TVD / diffusion matrix) could be more advantageous than the other. For transonic
steady flows, where shock waves are not very strong, scalar artificial diffusion is the bet-
ter approach, as it is computationally cheap and easy to code up. However, for flows
associated with strong shock waves, the FV scheme and TVD or the matrix diffusion are
needed, as they provide the best possible resolution of shock waves and contact discon-
tinuities (Wendt et al., 2009, p. 221). Depending on the simulation, either the Minmod
limiter (Roe, 1986) as in Eqn. (3.19) is used or the Optimum Symmetric Polynomial-Ratio
Expression (OSPRE) limiter (Waterson and Deconinck, 2007) as in Eqn. (3.20):
Ψ(r)Minmod = max[0,min(r,1)], (3.19)
Ψ(r)OS PRE =
3r(r + 1)
2(r2 + r + 1)
, (3.20)
where r is the ratio of the neighbouring gradients (Waterson and Deconinck, 2007), de-
fined as
ri =
ui−ui−1
ui+1−ui . (3.21)
The use of flux limiters is an effective way to construct non-linear discretisation schemes,
which adjust themselves according to the local solution to maintain bounded and with
that fulfill the TVD condition. Flux limiters are simple functions which take the form
of piece-wise linear functions, ratios of equal order polynomials or combinations of the
two (Waterson and Deconinck, 2007). We want a non-linear convective scheme, because,
according to Godunov’s theorem, linear convection schemes with second order accuracy
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or higher cannot be monotonic. And as monotonicity, or TVD has to be ensured to avoid
the development of non-physical oscillations, a convective scheme has to be non-linear if
high accuracy is aimed for.
3.3 The Kurganov-Tadmor Scheme
The Kurganov-Tadmor (KT) scheme was developed and introduced in 1999 with the aim
of creating a new central scheme that is independent of the eigenstructure of the problem
(which means no calculation of the Jacobian matrix or characteristic decomposition) and
also showing a small numerical viscosity. A fully-discrete scheme and a semi-discrete
scheme were developed, where the latter can be combined with any time stepping scheme
wished. In this work, the semi-discrete version of the KT scheme is used, combined with
a forward Euler or fourth order Runge-Kutta scheme. Kurganov and Tadmor (2000) prove
that their semi-discrete second order central scheme also satisfies the TVD property and,
therefore, prevents the development of spurious oscillations. Furthermore, the scheme
also shows an independence of the numerical viscosity on the time step, therefore, high-
resolution can be achieved even with very small time steps.
For convection-diffusion equations, achieving the solution with an explicit scheme is
computationally cheaper, but also restricts the choice of time step to the parabolic CFL
condition ∆t ≤ C(∆x)2, with ∆x being the grid spacing (Cavalli et al., 2006). In gen-
eral, when a semi-discrete scheme is coupled with an appropriate ODE solver, a small
numerical viscosity is obtained, which is proportional to a vanishing time step, ∆t. Most
(fully discrete) schemes work best close to a convective CFL ∆t ≤ C∆x, i.e., ∆t ∼ ∆x. If
the time step is much smaller, they accumulate large numerical dissipation of the order
O(∆x(2r)/∆t), with r being the accuracy of the scheme, and if therefore ∆t→ 0, the numer-
ical viscosity becomes very large (Cavalli et al., 2006). When discontinuities are resolved,
the computed sub-shocks are smeared due to larger numerical dissipation, which accumu-
lates with every time step. The KT semi-discrete scheme allows for smaller time steps due
to a small numerical viscosity of the order of O(∆x(2r−1)), which is time step independent.
This is achieved by treating smooth and non-smooth regions separately (Kurganov and
Tadmor, 2000). The non-smooth region, which is at the cell interface (i.e. between unj and
unj+1) and the resulting Riemann fan is illustrated in Fig. 3.1. This is convenient in solar
physics, as time steps for simulations of the solar atmosphere can get very small. This is
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Figure 3.1: Illustration of the central differencing approach and the staggered integration
over the local Riemann fan, which results from the discontinuity at the cell interface, is
shown (from Kurganov and Tadmor (2000), Fig. 2.1.)
due to frequent collisions in the photosphere and chromosphere, which then lead to stiff
source terms (González-Morales et al., 2018).
Compared to upwind schemes, central schemes have the advantage of being inde-
pendent of the eigenstructure of the problem and are Riemann-solver free, which makes
computation cheaper and easier. In the KT scheme, the values of the state variables are
calculated as an average over the cell, and the fluxes are computed at the left and right
cell interfaces. In this Riemann-solver free approach, the fluxes are calculated in terms of
the discrete values of the neighbouring cells, where the approximate flux derivatives are
computed in a component-wise manner, instead of being obtained from the eigenvalues
(which are the speeds of characteristic waves like the sound wave) of the flux Jacobians.
This is illustrated in Fig. 3.2 and discussed in the following. Given is the solution unj , at
point x j in space and point n in time. To yield the solution at the next time step n + 1, the
idea is to average over the non-smooth Riemann fans. To do so, the KT scheme uses local
wave propagation speeds. This means that first, the propagation speed at the cell inter-
faces at ui±1/2 is calculated, where we are interested in the maximum propagation speed
and this results in new cell widths, w in Fig. 3.2. Over these smaller cells the solution
is computed. These cells are essentially the width of the Riemann fan, which originates
at the interfaces and which can vary in size at each time step. In fact, the calculation of
the maximum propagation speeds has often been done already, when calculating the CFL
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Figure 3.2: This figure illustrates the steps from the solution unj , at point x j in space and
point n in time, to the solution un+1j , i.e. at the next time step. It shows the cells w,
which are obtained by computing the maximum propagation speed at the cell boundaries
and which are used to realise the solution at the next time level (Kurganov and Tadmor
(2000), Fig. 3.2).
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number. Therefore, if the propagation speed is a, the control volume between x j−1/2 − a
and x j−1/2 + a, denoted in Fig. 3.2 by x j−1/2, l and x j−1/2,r, respectively and, therefore,
the new control volume w has the size 2a. Due to finite speed of propagation, those points
separate between smooth and non-smooth regions. These non-uniform averages on the
staggered grid are then converted back into the original grid. Non-staggered grids have
the advantage of being simpler to implement if the geometry and boundaries are more
complex (Jiang et al., 1997). In their paper, Jiang et al. (1997) show how to convert a
scheme that is based on a staggered grid to one that is non-staggered, this has been fol-
lowed by Kurganov and Tadmor as well. In that way, the numerical solution is updated on
the edges of the staggered grid, where it is smooth and can be computed via a Taylor ex-
pansion, and the computationally expensive Riemann problem does not have to be solved
(Cavalli et al., 2006).
Summing up, behind the construction of the KT scheme there are two main ideas:
firstly, it uses more precise information of the local propagation speeds and secondly,
the scheme constructs the non-smooth part of the approximate solution in terms of its cell
averages, which can vary in size, integrated over the non-smooth Riemann fans (Kurganov
and Tadmor, 2000).
As mentioned before, the time integration is achieved with the forward Euler or fourth-
order Runge-Kutta scheme. The forward Euler scheme is a simple linear scheme, where
the solution at the next time step ut+1 = ut + h ft, where h is the discretisation step size
(Quarteroni, Sacco, and Saleri, 2006, p.472). The Runge-Kutta methods are actually a
family of schemes of different orders, where the first order Runge-Kutta method equals
the forward Euler method. For the 4th order Runge-Kutta method (Quarteroni, Sacco, and
Saleri, 2006, p.511), the slope is calculated in four steps with different weighing of each
step and leads to:
u(t0 + 1) = u(t0) + mh (3.22)
= u(t0) +
(
1
6
k1 +
1
3
k2 +
1
3
k3 +
1
6
k4
)
h,
where u(t0) is a known initial condition and the solution to u(t) is found with u0 and a
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weighted sum or weighted average, m, of the slope approximated, and with
k1 = f (u(t0), t0), (3.23)
k2 = f (u(t0) + k1
h
2
, t0 +
h
2
),
k3 = f (u(t0) + k2
h
2
, t0 +
h
2
),
k4 = f (u(t0) + k3h, t0 + h).
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Chapter 4
The Code and Its Verification
The equations governing hydrodynamics and magnetohydrodynamics are highly non-
linear partial differential equations (PDEs). As a result, propagating waves and various
discontinuous waves are formed throughout the simulation, which makes computation
very difficult, even with modern schemes and computers (Hesthaven, 2018). The scheme
implemented in this code, the Kurganov-Tadmor scheme, has been introduced in the pre-
vious chapter, Sec. 3.3. This scheme advances the solution on a Cartesian grid, where a
variety of boundary conditions are implemented to account for different physical settings.
In the following, the code set-up and the simulations and tests, which substantiate the
code’s stability and accuracy, are presented.
4.1 Code Setup
The system of non-linear PDEs for conservation laws like advection-diffusion equations
are solved with the Kurganov-Tadmor scheme (Kurganov and Tadmor, 2000) as described
in Sec. 3.3. The time integration is achieved with the forward Euler or fourth-order Runge-
Kutta scheme (Hartley and Wynn-Evans, 1979; Atkinson, 1989). This is done on a uni-
form Cartesian grid, which means that the cells have the same size everywhere in the
computational domain. As illustrated in 4.1, the Cartesian grid is made of n_x_global×
n_y_global cells, where n_x_global and n_y_global represent the number of total grid
points in the x and y direction, respectively. The cell size dx, is determined by the physi-
cal dimension and the number of grid points, so that dx = physical_domain/n_x_global,
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Figure 4.1: Computational domain.
and the same applies for dy.
The time step is controlled through the speed vmax, which is the maximum of the
Alfvén speed and the sound speed, vmax = max(vA,cs). The time step is calculated with
dt = CFL(dxymin/vmax), where CFL is a Courant-Friedrichs-Lewy coefficient (smaller
than one for this explicit solver) and dxymin is the minimum (if grid cell size varies) spa-
tial grid cell size over all directions. If collisions in the plasma are numerous, then the
very small collision time scale and the related elastic collision term in the source term
of the equations (Eqns. (2.134)), represent another possible constraint to the time step.
Furthermore, perpendicular to the magnetic field there is the time scale of the magnetoa-
coustic waves that add to that constraint, however in a plasma with a low plasma beta
β = csvA << 1, the fast magnetosonic speed can be approximated by the Alfv´en speed.
Message Passing Interface (MPI) allows the parallel computation of each subdo-
main on different central processing units (CPUs), which can make computation faster.
Therefore, the computational domain is divided into subdomains and each subdomain
is sent to a different CPU to be calculated, which is illustrated in Fig. 4.2. Each sub-
domain has a size of nx = n_x_global/n_cpu_x + 4 ∗ n_ghost in x-direction and ny =
n_y_global/n_cpu_y + 4 ∗ n_ghost in y-direction, where n_cpu_x and n_cpu_y denote
the number of CPUs used for each dimension. n_ghost is the number of ghost cells,
which are added to each side of the subdomain. The values for the ghost cells come from
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the neighbouring subdomains, therefore, the subdomains have to communicate with each
other and send and receive the values for their ghost cells from each other, as illustrated
in Fig. 4.3. At each MPI exchange 4 ∗n_ghost cells are needed for each dimension. For
example, if continuous boundary conditions are applied, the ghost cells at i = 0 and i = 1
of subdomain 2 receive the values from the last two cells of subdomain 1. Therefore, at
the same time, a subdomain sends and receives values for/of ghostcells from/to another
subdomain, where the received values are stored in a buffer array. Whereas the boundaries
between the subdomains are usually always continuous to allow continuous flow inside
the computational domain, the outer boundaries (the boundaries of the global computa-
tional domain) depend on the physical setting.
CPU0
CPU11
CPU7
CPU9
CPU8
CPU4
CPU1 CPU2
CPU3
CPU10
n_
y_
gl
ob
al
n_x_global
Figure 4.2: Divided computational domain into subdomains.
The code, by its construction, is a reconfigurable code. To reduce the 2D configuration
to 1D, all variables in the y-direction are set to zero and leave 10 cells in the y-direction to
account for the calculation of the boundaries and accommodate the finite volume scheme.
Boundary conditions are problem specific and are determined by the physical setup. Usu-
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one subdomain - example in 1D
0 n_x -1
CPU2
Figure 4.3: Example of one subdomain with a neighbouring subdomain (blue).
ally, we have an idea or information about what we expect to happen at the boundary and
yet we still have to decide which the right ones are that are to be applied. If there are
too many or not enough or inappropriate conditions applied, the mathematical problem
is ill-posed and will have no or false solutions (LeVeque, 2002, p. 60). To accommodate
for various problems, various boundary conditions are implemented in the code that can
be exchanged or chosen as needed for every boundary of the domain. For now, these
are periodic, continuous, fixed, and fixed zero value boundary conditions. Boundaries
are represented as two additional rows in the computational grid (Toth, 1994). We call
the two boundary cells ghost cells; the ones at the beginning of the grid we call ghost
cells at i = 0 and i = 1 and the ghost cells at the end of the domain are at i = n_x−1 and
i = n_x−2. Therefore, the two first grid cells are at i = 2 and i = 3 and the two last cells are
at i = n_x−4 and n_x−3 of the computational domain. Figure 4.3 depicts the idea. The
blue arrows in this graphic illustrate that the information of the two neighbouring cells are
needed to calculate the solution for one cell. This also shows the necessity of boundaries.
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Periodic boundary conditions describe a computational domain, where anything that
leaves the domain on one side, must appear on the other side, which means that the ghost
cells at the beginning of the domain (at i = 0 and i = 1) take the same values as the cells
at the end of the domain (at i = n_x− 4 and n_x− 3) and the ghost cells at the end of
the domain at (i = n_x− 1 and i = n_x− 2) must take the same values as the cells at the
beginning of the domain i = 2 and i = 3. Continuous boundary conditions are implemented
to make the computational domain finite and describe the absorption of a long wavelength
wave that hits the boundary without reflection (LeVeque, 2002, p. 134). Therefore, the
ghost cells at i = 0 and i = 1 take the same values as the first two cells at i = 2 and i = 3 and
the ghost cells at the end of the domain i = n_x−1 and i = n_x−2, take the values of the
last inner cell of the domain at i = n_x−4 and n_x−3. As a result, the gradient vanishes
at the boundaries and reflectivity is low. This is also a good approximation of so-called
free boundaries. The fixed boundary conditions impose the ghost cell values that were
set at the beginning of the run at every time step, and the fixed zero boundary conditions
impose a zero value to the ghost cells at every time step.
4.2 Code Structure and Functions
This code solves a system of partial differential equations. This can be done for multiple
fluids in multiple dimensions and the extension is very simple from a software engineer-
ing point of view as the structure of the code allows to do so. The code uses Message
Passing Interface (MPI) to make computation parallel and faster. The implementation of
MPI has been done for 2D only.
The code is written in C++ and starts from the main.cpp function. Figure 4.4 comprises
the overall structure of the code and its major functions. The purpose of the functions are
described below. To give an idea of the overall structure: the simulation starts with initial
conditions, which determine the time evolution of the simulation. From there, the solution
for the next time step is calculated, starting with the function apply_RK.cpp. In this il-
lustration, the colours represent different levels: all the functions inside the purple frames
are part of the apply_RK.cpp function, all the functions inside the yellow frame are part
of the calc_residual.cpp function and all the functions in with the turquoise frames, are
inside the numerical_flux.cpp function. In apply_RK.cpp, the residuals (the divergence
of the flux terms) are calculated first. In order to calculate the fluxes, the numerical flux is
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main.cpp
initial_condition.cpp
apply_RK.cpp calc_ residuals.cpp
numerical 
_flux.cpp
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Figure 4.4: Flow diagram with the major functions of the code.
computed first. This requires the extrapolation of the cell centre in order to calculate the
fluxes at the interfaces. Once the physical flux (the flux term in the equations) is deter-
mined, the residuals and source terms are computed and the solution is advanced in time.
main.cpp
In this function, all other functions are declared and the memory is allocated for the ar-
rays. The initial condition function, the functions to calculate the temperature and convert
primitive variables to conservative variables are called and boundary conditions are ap-
plied. The only variables that need to be adjusted in this function are ch and cp for the
divergence cleaning scheme and the time timep at which the simulation is wished to be
stopped.
If there is a certain physical time the simulation is supposed to stop, this can be set as
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follows.
timep=timep+dtime; //physical time
if (timep >= 3.) break;
This would stop the simulation after 3 time units in physical time. The main function
calls the function RK.app, where the majority of the functions are called and the solution
is calculated.
initial_condition.cpp:
Here, initial conditions are set. Usually, they are given in terms of the primitive variables
like density and pressure and are then converted to conservative variables. Various initial
conditions have been implemented so far and are given a number, as done in the follow-
ing: This can be done like this:
if type == number {initial conditions}
Each initial condition is, therefore, given a different number. This number then has to
be changed in the constants.h file like:
const int type = number;
Depending on the situation to be simulated (the initial conditions), the physical dimension
has to be adjusted. This can be done in constants.h:
const double start_x_global = 0.;
const double start_y_global = 0.;
const double ende_x_global = 1.;
const double ende_y_global = 1.;
apply_BC.cpp:
Boundary conditions can be changed in apply_BC.cpp, where we indicate at which end
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of the domain the boundary is applied to in the following manner :
bc_type[rho_1_][0][0] = 0; //left
bc_type[rho_1_][0][1] = 0; //right
bc_type[rho_1_][1][0] = 2; //bottom
bc_type[rho_1_][1][1] = 2; //top
The above is an example of the boundaries in each direction for the density rho.
Different types of boundaries can be applied and are assigned the following numbers:
0 - periodic boundary conditions
1 - continuous boundary conditions
2 - global fixed boundary conditions
3 - global zero value boundary conditions
where the according number is entered (like in the example above) for the boundary (left,
right, top, bottom) and quantity (rho, mom_x etc) of choice.
get_pflux.cpp:
This function calculates the physical flux exactly according to the flux terms in the equa-
tions in conservative form. This is done for the whole system of equations, in every
direction.
RK.cpp:
This function contains different functions for the time stepping scheme, like the first or-
der Runge-Kutta scheme, i.e. the explicit Euler scheme, or the forth order Runge-Kutta
scheme, which are apply_RK1.cpp and apply_RK4.cpp, respectively. Each of them
calls the functions calc_residuals.cpp and calc_sources.cpp, where the flux terms and
source terms, respectively, are obtained. With the residuals and source term, the solutions
is calculated and integrated in time.
calc_sources.cpp:
In this function, the source terms are calculated for each quantity of our system of equa-
tions, which is then added to the residual term. The function (calc_rates.cpp) is called
here as well, which calculates the ionisation and recombination rates.
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calc_rates.cpp:
In this function, the collision, ionisation, and recombination rates are calculated.
calc_residuals.cpp:
To calculate the residuals, the numerical_flux.cpp function is called, which returns the
flux terms, with which the residuals are calculated, using a central scheme.
calc_temperature.cpp:
The temperature for each fluid is computed in this function.
con_to_prim.cpp:
Here, the primitive variables are obtained from conservative variables.
numerical_flux.cpp:
In this function, the values left and right of the interface ul and uu are calculated for each
conservative variable and are then called ulmh and urmh. At ulm j and urmh the sound
speed and the Alfvén speed are calculated and the fastest propagation speed is determined.
Then the physical flux (the flux terms like in the equations) is computed with the function
get_pflux.cpp, left and right from the interface (therefore, the function is called twice
and returns the array f lr and f ll). Then the overall flux is computed. The array f lux
is returned, which contains the value for the flux at the interface between ul and uu. In
calc_residuals.cpp, the flux between two interfaces is then calculated for all interfaces of
the whole computational domain, before the residuals for the whole domain is calculated.
prim_to_con.cpp:
Here, the conservative variables are obtained from primitive variables.
save_bin.cpp:
The arrays are saved as binaries with this function. Where the data will be saved to and
under what name, can be set as follows.
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filename = “/path/to/destination/folder/name_of_data_”+timestep;
Furthermore, the number of time steps for which the data will be saved, can be deter-
mined in the constants.h file.
const int i_t_save = 10;
This saves every ith (here, every 10th) time step.
timestep.cpp:
In this function, the maximum information propagation speed is calculated and the time
step is determined.
4.3 Code Tests
Having established how the code is set up and how the equations are solved in time and
space, we now turn to its applications and the tests performed in order to verify the code
and ensure that it does what it is supposed to do, i.e. to demonstrate its accuracy and
stability. Therefore, to model the interaction of neutral and ionised fluids, the two sets of
hydrodynamic and MHD equations are solved. The general form of the equations is as
follows:
∂U
∂t
+∇ ·FL(U) = S. (4.1)
Here, U is the state or solution vector, FL(U) is the flux vector of U, and S denotes the
source term. In Cartesian geometry, the system is written out as follows:
∂U
∂t
+
∂F
∂x
+
∂G
∂y
+
∂H
∂z
= S, (4.2)
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where F, G, and H are the flux vectors in the x, y, and z-direction, respectively. The
equations in the system of equations have the form of a diffusion-advection system of
equations and is in dimensionless form. To secure and demonstrate that our code is accu-
rate, various test simulations are performed. The following tests, such as the Sod shock
tube test, the Brio-Wu shock test, or the 2D Orszag-Tang (OT) vortex simulation, have
been carried out extensively and widely and, therefore, provide a good basis for the test-
ing of our code. Firstly, the hydrodynamic test simulations are presented, before turning
to MHD simulations and then, in the next chapter, the two-fluid simulations.
4.3.1 Hydrodynamic Simulations
For 2D hydrodynamics, which describes the neutral fluid, the vectors U, F and G are
written as follows:
U =

ρ
ρvx
ρvy

 , F =

ρvx
ρv2x + P
ρvxvy
vx( + P)
 , G =

ρvy
ρvxvy
ρv2y + P
vy( + P)
 . (4.3)
Here, ρ is the fluid density, vx and vy are the fluid velocities in the x and y-direction,
respectively. The total energy density  (kinetic and thermal energy) and the gas pressure
P are connected through the ideal gas equation of state, so that
 = ρv2/2 + P/(γ−1). (4.4)
This closes the system of equations. Furthermore, v2 is defined as v2 = v2x +v
2
y and γ is the
adiabatic index. With the neutral fluid code, the Sod shock tube test is performed (Sod,
1978). When a fluid travels at supersonic speeds it creates a large change in pressure in
a very short time, or, in other words, a shock front, which suddenly changes the state
of the gas and usually leaves it with a higher pressure and temperature (Norman and
Winkler, 1985). This test is one of the most fundamental ones for numerical codes and
their ability to solve non-linear hyperbolic PDEs with discontinuous solutions, because
there is an exact solution to compare the numerical solution to. An exact solution to
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this initial value problem is presented in Lora-Clavijo et al. (2013). The test results in
x-direction are presented in Fig. 4.6. This is a 1D simulation and the reduction of the
code to 1D is achieved by setting the values of every variable in the y-direction to zero
and reducing the grid cells in the y direction to 10 grid cells. Von Neumann, i.e. zero
gradient boundary conditions are used. Non-linear equations of fluids inhere three types
of non-linear "waves": the rarefaction wave, the contact discontinuity and the shock front
(Norman and Winkler, 1985), which all occur in this Sod shock simulation too. Initial
conditions for the problem in x-direction are:
U =


ρ = 1
P = 1
vx = 0
vy = 0

for x ≤ 0.5,

ρ = 0.125
P = 0.1
vx = 0
vy = 0

for x > 0.5.
These initial conditions describe the idea of a long 1D tube, which is divided in two
halves, filled with fluids of different thermodynamic parameters like density and pressure
(Danaila et al., 2007). According to Danaila et al. (2007), the high-pressure part (x ≤ 0.5,
here: left) is called the driven section, whereas the low-pressure part (x ≥ 0.5, here: right)
is called the working section. At time t = 0, the gas is at rest. A sudden breakdown of the
wall between the two parts, leads to a process that aims to even out the pressure and aims
for pressure equilibrium, where the gas at high density and pressure expands through a
rarefaction (or expansion) wave and generates a high-speed flow, which propagates into
and pushes the gas of the working section. This rarefaction wave propagates continuously
to the left within in a well-defined region, which grows with time. When the gas with
low pressure is pushed by the gas of high pressure and density coming from the left, it
generates a shock wave propagating to the right, where the two gases, the expanded and
the compressed one, are separated by a contact discontinuity that travels at a constant
velocity (Danaila et al., 2007). Therefore, the contact discontinuity is a transition layer
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which separates the fluids of significantly different densities and temperatures, but where
the pressure is continuous and therefore there is no fluid flow across this surface (Norman
and Winkler, 1985). With the Sod shock tube test, any hydrodynamic code can be tested
for its accuracy and capability to resolve the shocks and contact discontinuities mentioned
above. An evolution of the Sod shock tube simulation can be seen in Fig. 4.5. It shows
the dynamics during the shock development and, furthermore, reveals its self-consistent
character. It can be seen that the shape which can be seen at the end of our simulation
already establishes at the beginning of the simulation and only spreads out with time.
Moreover, it reveals that the first discontinuity which propagates to the right is not a
shock, but a contact discontinuity, where the pressure is constant. From this evolution, the
velocity at which the shock propagates can be determined as well and is about v = 0.85,
from time t = 0.025 to t = 0.2. For this simulation, a ratio of specific heats of γ = 1.4
is used. The simulation is stopped at time t = 0.2 and also compared to Danaila et al.
(2007), where a match of the solutions can be confirmed. A good resolution of the sharp
change in the gradients can, for instance, be found with the OSPRE limiter with 1024
grid cells which is depicted in Fig. 4.6. Often, also a lower grid resolution is used in
the literature (Danaila et al., 2007). Overplotting the exact solution (solid line), allows
a better understanding of the resolution in the shock regions and the accuracy of our
numerical method. This also shows that the solution for the Sod shock tube test with
the Minmod limiter and 1024 grid cells, as depicted in Fig. 4.7, does not resolve the
sharp gradient (around x = 0.675) as well. This test is simulated with two different flux
limiters, the OSPRE limiter and the Minmod limiter, and in five different resolutions:
128, 256, 512, 1024, and 2048 grid cells, to check the convergence of the code with
each limiter. As previously discussed, a numerical method is said to be convergent if
the numerical solution of the discrete expression approaches the exact solution of the
differential equation as the grid size and time step go to zero (Kuzmin, 2010). Practically,
convergence of a numerical scheme can be shown by running the same simulation with
different resolutions, where this method also shows the global order of accuracy of the
scheme used.
The convergence is investigated by calculating the numerical error (NE) for both lim-
iters as a function of the resolution, to see how the limiters compare and it is plotted in
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Figure 4.5: Evolution of the Sod shock tube simulation. From left to right, the density ρ,
the velocity component vx and the gas pressure P are displayed, from time t = 0.025 to
t = 0.1 (top to bottom).
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Figure 4.6: Exact solution of the Riemann problem (solid line) and the numerical solution
simulated with the hydrodynamic code (asterisks), using the OSPRE flux limiter and a
1024 grid cell resolution.
Figure 4.7: Exact solution of the Riemann problem (solid line) and the numerical solution
simulated with the hydrodynamic code (asterisks), using the Minmod flux limiter and a
1024 grid cell resolution.
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Fig. 4.8. The NE is calculated as follows:
NE =
1
N
∑ | (NU −A) |
A
, (4.5)
where NU represents the numerical solution, A the analytical solution and N the number
of grid points in the x-direction. The summation is over all grid cells. Note that Fig. 4.8
is shown as a logarithmic plot, where the logarithm of the NE is plotted as a function of
the number of grid points N. As demonstrated in Fig. 4.8, for a resolution of 1024 grid
cells and with the OSPRE limiter, the exact solution is already replicated very well and
for higher grid densities the accuracy does not improve significantly. With the Minmod
limiter the same level of accuracy can be achieved, but at a higher grid resolution.
The black solid line shows the error for the OSPRE limiter and the red solid line the
one for Minmod limiter at each grid size. For both error calculations, it can be seen that
the errors for the OSPRE limiter are smaller than those for the Minmod limiter. However,
the limiters converge similarly, where the overplotted linear functions (dashed for the
Minmod limiter and dotted for the OSPRE limiter) reveal the gradient with which the
convergence takes place, where the NE with the OSPRE limiter converges with a slope of
m = −0.76 and with the Minmod limiter with a slope of m = −0.80. The dash-dotted line
serves as a guide for the deviation from a linear function with a slope of m = −1.
To check the convergence of the error for the smooth parts of the function, the NE
for the rarefaction wave part of the function (from x = 0.29 to x = 0.43 in Fig. 4.6) is
investigated, which can be seen in Fig. 4.9. The numerical error decreases with an in-
creasing number of grid cells, i.e. with smaller dx, and shows that the smaller the grid
cells are, the more the computed solution approaches the analytical solution. For this
shock-free region, it shows that in smoother regions the error converges faster than for
the overall simulation (which include the shock regions), with an order of one, where the
slope for the OSPRE limiter is m = 0.99 and the slope for the Minmod limiter is m = 0.98.
Clearly, neither of the two limiters is fundamentally better here. It can be said that our
hydrodynamic code replicates the analytical solution of the Sod-shock tube test with high
accuracy, using any of the two limiters.
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Figure 4.8: Logarithm of the Numerical Error (log(NE)) of the Sod shock tube test con-
ducted with the OSPRE limiter (black solid line) and Minmod limiter (red solid line),
plotted as a function of grid points (N). The dash-dotted line has a slope of -1 and serves
as a guide for the OSPRE limiter’s slope (dotted line) and the Minmod limiter’s slope
(dashed line).
4.3.2 Magnetohydrodynamic (MHD) Simulations
For 2D ideal MHD simulations, the vectors U, F and G are written as follows (Balsara,
2004):
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Figure 4.9: The logarithm of the Numerical Error (log(NE)) of the Sod shock tube test
conducted with the OSPRE (black solid line) and Minmod limiter (red solid line) for the
smooth rarefaction wave region.
U =

ρ
ρvx
ρvy

Bx
By

, F =

ρvx
ρv2x + P + B
2/8pi−B2x/4pi
ρvxvy−BxBy/4pi
( + P + B2/8pi)vx−Bx(v ·B)/4pi
0
vxBy− vyBx

,
G =

ρvy
ρvxvy−BxBy/4pi
ρv2y + P + B
2/8pi−B2y/4pi
( + P + B2/8pi)vy−By(v ·B)/4pi
vxBy− vyBx
0

. (4.6)
This system essentially describes an electrically charged fluid, whose dynamics is in in-
teraction with the electromagnetic field. Here, Bx and By are the x- and y-components of
86
the magnetic field, respectively. The total energy  also includes the magnetic energy:
 = ρv2/2 + P/(γ−1) + B2/8pi, (4.7)
with B2 = B2x + B
2
y . The source term S may include resistivity, viscosity, gravity or a
divergence cleaning term.
The 1D MHD code is tested with the Brio-Wu shock test, which is the MHD coun-
terpart of the Sod shock tube test and is initialised with a discontinuity in the density
and pressure. It provides initial conditions for the propagation of non-linear compressive
waves and to test wave and shock capturing properties of an MHD solver. It involves
two fast rarefaction waves, a slow compound wave, a contact discontinuity and a slow
shock wave (Stone et al., 1992). According to Stone et al. (1992), the convexity of the
MHD equations implies that different modes of the same MHD wave family can prop-
agate with the same velocities and, therefore, unlike in pure hydrodynamics, there can
exist compound waves that consist of a shock wave attached to a rarefaction wave of the
same family and this means that a slow shock can be attached to a slow rarefaction wave.
Initial conditions are taken from Brio and Wu (1988):
U =


ρ = 1
P = 1
vx = 0
vy = 0
Bx = 0.75
By = 1

for x ≤ 50,

ρ = 0.125
P = 0.1
vx = 0
vy = 0
Bx = 0.75
By = −1

for x > 50.
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This leads to an angle between the magnetic field lines and the shock normal of tan θ =
4/3. The evolution of the Brio-Wu shock simulation can be seen in Fig. 4.10. Like in the
Sod shock tube test, this time evolution shows the dynamics during the shock development
and reveals its self-consistent character. However, the shape which can be seen at the end
of the simulation at time t = 10 only really establishes around time t = 4. Moreover, it
reveals that the first discontinuity that propagates to the right is not a shock, but a contact
discontinuity, where the pressure is constant. From this evolution, the velocity at which
the shock propagates can be determined as well and is about v = 1.37, from time t = 2
to t = 10. The result is compared with the numerical solution in Stone et al. (1992), and
we, therefore, choose the same physical dimensions (x ∈ [0,100]) and specific heat ratio
(γ = 2), and stop the simulation at time t = 10, which is presented in Fig. 4.11. The spatial
dimension is normalised to 1 and the resolution is 1024× 10 (x and y dimension). Our
solution matches the results of the reference Stone et al. (1992). Again, the convergence
for this simulation is studied and the numerical error is calculated for the two different
limiters, as done in section 4.3.1 for the Sod shock tube test. Unlike in the Sod shock
tube test case, however, there is no analytical solution. Therefore, a self-convergence
test is performed, where the reference is our own numerical solution with a 2048 grid
cell resolution. The NE convergence (according to Eqn. (4.3.1)) is depicted in Fig. 4.12.
The red solid line is the NE for the Minmod limiter and the black solid line the one for
the OSPRE limiter, where the dashed or dotted line shows the slope for each limiter,
respectively. Again, the dash-dotted line serves as a guide for the deviation from a linear
function with a slope of m = −1. We want to point out that for this error calculation and
the resulting convergence plot, we cannot compare the two limiters or make conclusion
about the superior limiter here, as the reference solution is not the same, because one
reference solution was obtained using the OSPRE limiter and the other one using the
Minmod limiter. However, assuming that for each of the limiters the high resolution
solution is more accurate than the low resolution solution, we want to see how fast the
solution converges as the grid cell density increases for each limiter. It can be observed
that the slope of the linear function is less steep for the Minmod limiter, where m = 1.026,
where for the OSPRE limiter the slope is m = 1.105, which means it moves faster to
its high resolution answer. But, again, using any of the two limiters does not lead to
fundamentally different results.
In 2D MHD, the well known OT vortex simulation (Orszag and Tang, 1979) shows the
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Figure 4.10: Evolution of the Brio-Wu shock. From left to right, the density ρ, the mag-
netic field component By and the gas pressure P are displayed, from time t = 2 to t = 10
(top to bottom).
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Figure 4.11: 1D MHD Brio-Wu shock test with the OSPRE limiter and a 1024 grid cell
resolution.
Figure 4.12: Logarithm of the Numerical Error (log(NE)) as a function of grid cell reso-
lution (N) for the Brio-Wu shock test. This self-convergence test was conducted with the
OSPRE limiter (black solid line) and with the Minmod limiter (red solid line, where the
dotted line and the dashed line represents each slope, respectively. The dash-dotted line
serves as a guide.
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transition to supersonic 2D MHD turbulence and tests a code’s robustness to MHD shock
formation, shock-shock interactions and how well the ∇ ·B = 0 constraint is satisfied.
Ryu et al. (1998) and Londrillo and Zanna (2000) present the OT vortex in a compu-
tational domain of 0 to 1, a resolution of 256× 256 or grid cells, the specific heat ratio
γ = 5/3 and the following initial conditions:
U =

ρ = γP
P = βB20/2
vx = −v0 sin(2piy)
vy = v0 sin(2pix)
Bx = −B0 sin(2piy)
By = B0 sin(4pix)

.
Here, B0 = −1/
√
4pi, β = 10/3, P = βB20/2, v0 = 1. The initial conditions of this simulation
are smooth and show a vortex profile in the velocity field and the magnetic field, which
quickly forms shocks and turns into turbulence, due to non-linear interactions (Orszag
and Tang, 1979). The boundary conditions are periodic everywhere.
The evolution of the OT vortex shock simulation can be seen in Fig. 4.13. This time
evolution shows the dynamics during the vortex formation and the development of shock-
shock interactions. The scale at which the evolution is presented is optimised and changes
from time step to time step in order to enable the best possible presentation of the struc-
tures.
A replication of the OT vortex is shown in Fig. 4.14, bottom row. The top row shows
a horizontal cut at y = 0.428 through the 2D plane and reveals the variation of the gas and
magnetic pressure along this line, which allows an additional and better comparison with
the reference plots. Comparing our solution (Fig. 4.14) to the reference solution Fig. 3
in Ryu et al. (1998), shows that the solutions match well, however, small wiggles near
the boundaries, left (x = 0.0 to x = 0.05) and right (x = 0.95 to x = 1), can be observed in
our solution. The difference between ours and their procedure is the implementation of a
divergence cleaning scheme. The investigation of two difference divergence controlling
methods are presented in the following section.
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Figure 4.13: Evolution of the OT vortex. From left to right, the density, gas pressure and
magnetic pressure are displayed, from time t = 0.1 to t = 0.48 (top to bottom).
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Figure 4.14: MHD Orszag-Tang vortex test for the gas pressure (left) and the magnetic
pressure (right). The 1D plot (top row) shows a cut through the 2D plots (bottom row) at
y = 0.428, where the solid line represents the variation of the gas and magnetic pressure
and the asterisks are an overplot of the grid points to reveal the resolution.
4.3.3 Divergence Control
In a two-fluid plasma simulation, we deal with one fluid being embedded in a magnetic
field. According to Maxwell’s equations, the divergence of the magnetic field is zero. Nu-
merically, this is not always assured due to truncation errors in the discretisation schemes
(Guillet et al., 2019). A non-zero numerical divergence can lead to non-physical plasma
behaviour or non-physical perturbations to the flow, such as plasma acceleration along the
magnetic field lines (Guillet et al., 2019) or plasma flow orthogonal to the magnetic field
(Balsara and Kim, 2003). There are various techniques to deal with the numerical non-
zero divergence, where some involve the change of the discretisation scheme and others
just an addition to the scheme.
A divergence-free magnetic field can, for example, be guaranteed by solving for the vec-
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tor potential (Brandenburg and Dobler, 2002; Botha, Rucklidge, and Hurlburt, 2006) or
by using a staggered grid (Arber et al., 2001). In the following, two schemes are com-
pared, which both involve an addition to the existing flux and source terms only, which
means that the existing numerical scheme can be used as it is. These two divergence
cleaning schemes are: the Powell source terms (Powell, 1994) and the hyperbolic diver-
gence cleaning by Dedner et al. (2002). For the Powell scheme, a source term is added,
which is proportional to ∇ ·B and has the following form:
SPowell = −

0
Bx
By
v ·B
vx
vy

∇ ·B.
For the hyperbolic divergence cleaning, or the Extended Generalised Lagrange Multiplier
formulation by Dedner et al. (2002), an additional scalar field Ψ is added to the system of
equations, which is updated at every time step and added to the flux term of the induction
equation and to the source term of the energy equation. Thus, the system of equations
(4.6) becomes:
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U =

ρ
ρvx
ρvy

Bx
By
Ψ

, F =

ρvx
ρv2x + P + B
2/8pi−B2x/4pi
ρvxvy−BxBy/4pi
( + P + B2/8pi)vx−Bx(v ·B)/4pi
Ψ
vxBy− vyBx +Ψ
c2h∇ ·B

,
G =

ρvy
ρvxvy−BxBy/4pi
ρv2y + P + B
2/8pi−B2y/4pi
( + P + B2/8pi)vy−By(v ·B)/4pi
vxBy− vyBx +Ψ
Ψ
c2h∇ ·B

, (4.8)
and the source term becomes:
SEGLM =

0
−(∇ ·B)Bx
−(∇ ·B)By
−Bx(∇Ψ)
−By(∇Ψ)
0
−(c2h/c2p)Ψ

.
Here,
ch = s f
(
CCFL
dx
dt
)
and cp = 0.18 ch (4.9)
with the Courant-Friedrich-Lewy coefficient CCFL = 0.4, to ensure that ch is smaller than
the fastest propagation speed, so that the time step is not influenced by the speed of which
this information is carried away. ch is the finite speed at which divergence errors are
propagated to the boundary (Dedner et al., 2002) and was chosen in terms of the smallest
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Figure 4.15: Maximum of ∇·B as a function of the scaling factor sf in Eqn. (4.9), for the
OT vortex simulation at time t = 0.48.
maximum ∇·B that is yielded in test runs of the OT vortex. Fig. 4.15 shows the maximum
of ∇·B as a function of the scaling factor s f for the OT vortex simulation at time t = 0.48.
In this plot, the divergence (vertical axis), does not have units as the equations have been
made dimensionless. It shows that the magnetic divergence is smallest when sf = 0.6.
In the OT vortex simulation divergence issues will result in distortions or noise in
smooth post-shock regions of the flow (Guillet et al., 2019). We run the OT vortex simu-
lation with each of the divergence cleaning schemes in ideal MHD and plot the divergence
of the magnetic field (Fig. 4.16) following Guillet et al. (2019), where ∇ ·B in cell K of
volume VK is defined as:
| ∇ ·B |K= 1VK
∫
K
| ∇ ·B | dx + 1
VK
∫
δK
| BnF −Bn | dS (4.10)
where | ∇ ·B | is the L1 norm of the divergence of the magnetic field, Bn = B ·n, where n is
the face normal vector and BnF is the normal component of the magnetic field at the face
and defined as:
BnF =
BnL
√
ρL
−1 + BnR
√
ρR
−1
√
ρL−1 +
√
ρR−1
, (4.11)
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where BnL and B
n
R are the normal component of the magnetic field left and right of the
face, respectively. The same applies for ρR and ρL, which are the mass densities left and
right of the face. In order to obtain Fig. 4.17, which shows the time series of the OT
vortex with the two different divergence controlling methods, the L1 norm of the global
magnetic field divergence is calculated, which is given as:
‖∇ ·B‖1 = 1V
∑
K
VK | ∇ ·B |K , (4.12)
where V is the volume (dxdy). With the definition of the normalised divergence, which
is:
divBnorm =
| ∇ ·B |K
| B |K ∆x, (4.13)
where | B |K is the modulus of B at cell K, the global divergence of the normalised diver-
gence is obtained:
‖divBnorm‖1 = 1V
∑
VK | divBnorm | . (4.14)
In Fig. 4.16, the normalised divergence of the magnetic field (Eqn. (4.13)) is plotted at
time t = 0.48. It can be seen that with the Dedner divergence cleaning method, the re-
gions in between the shock-shock interactions are smoother (at around x = 0.3 to x = 0.7
and y = 0.7 to y = 0.9), compared to Powell source terms and without any additional di-
vergence control. The Powell approach is based on a non-conservative addition to the
source term, which leads to an additional wave, which advects away the divergence with
the flow, whereas the approach by Dedner dampens the divergence and dynamically ad-
vects with help of an additional scalar field. The advantage of the Powell scheme is its
easy implementation to an already existing scheme without having to scale any free pa-
rameters like in the Dedner scheme. However, the Powell scheme only ensures that the
magnetic field is locally divergence free, inside a cell but not globally divergence free, as
the normal component of the magnetic field is not guaranteed to be continuous across cell
interfaces (Guillet et al., 2019). The numerical divergence is mainly concentrated around
the shocks, as visible in all plots of Fig. 4.16. However, the scheme by (Dedner et al.,
2002) advects the divergence away quickly, which results in a more uniform background.
The Powell method however, does not deal with strong shocks or interacting shocks well,
as it does not advect the divergence away quickly enough and, therefore does not per-
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form well for the OT vortex simulation without the adjustment of further parameters in
the code (Guillet et al., 2019). Furthermore, the Powell scheme, in fact, only advects the
divergence with the flow and does not eliminate it, which is why it can cause local accu-
mulation of divergence. Moreover, whenever there is numerical divergence errors, it will
locally inject conserved quantities and, therefore, does not ensure conservation anymore.
Latter, however, only has a small impact according to Guillet et al. (2019), but should
nevertheless be checked and considered when using Powell.
Figure 4.16: Orszag-Tang vortex simulation at time t = 0.48. With Powell source terms,
Dedner’s hyperbolic divergence cleaning, and without any additional divergence control.
As mentioned before, Fig. 4.17 shows the global divergence (Eqn. (4.12)) as a func-
tion of time with the two divergence control methods, where the solid line represents the
time series with the Dedner terms and the dotted line with the Powell terms. The OT
vortex is simulated up to time t = 5 and the plot shows that the divergence increases only
at the beginning of the simulation and then stays roughly constant for the Powell scheme
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Figure 4.17: Plot of the logarithm of the normalised divergence of the magnetic field
as a function of time for the Orszag-Tang vortex up to time t = 5. The solid line is the
divergence with the hyperbolic divergence cleaning and the dotted line with the Powell
source terms.
and decreases for the Dedner scheme. Based on Fig. 4.17, it can be said that the Dedner
approach yields a smaller global divergence compared to Powell and, therefore, we will
be using Dedner for the remaining simulations in this thesis.
The OT vortex is simulated again, this time with the divergence cleaning method of
Dedner et al. (2002) and present our plots in Fig. 4.18. Again, the top row shows a hor-
izontal cut at y = 0.428 through the 2D plane and reveals the variation of the gas and
magnetic pressure along this line. The main difference now, compared to Fig. 4.14 (no
divergence cleaning), is the overall smoothness, especially visible in the 1D magnetic
pressure profile close to the boundaries, similar to Ryu et al. (1998). Before, in Fig. 4.14,
small wiggles can be observed close to the left and right boundaries of the 1D profile of
the magnetic pressure, which disappear with the implementation of the divergence con-
trolling scheme and now our solution shows that a very good agreement with Fig. 3 in
Ryu et al. (1998) is achieved.
In order to test the scaling of the code relative to the number of CPUs, the OT vortex
problem with a 512× 512 grid and stopped at time t = 0.48 is run on Oswald (Northum-
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Figure 4.18: MHD Orszag-Tang vortex test with Dedner’s hyperbolic divergence cleaning
for the gas pressure (left) and the magnetic pressure (right). The 1D plot (top row) shows
a cut through the 2D plots (bottom row) at y = 0.428.
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Figure 4.19: Scaling results of the code with a fixed problem setup (2D two-fluid OT
vortex) and a varying number of CPUs.
bria’s High Performace Computer (HPC)) with varying numbers of CPUs, ranging from
4 to 256 CPUs. This scaling is shown in Fig. 4.19, where the y-axis shows the logarithmic
values of the real time needed for this simulation. For this test and the chosen number of
CPUs, the performance of the code scales as
time = 102.9 (number of CPUs)−0.75.
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Chapter 5
Two-Fluid MHD Code and Simulations
In the previous chapters, the hydrodynamic and MHD equations were introduced (Chap-
ter 2), the numerical implementation and set-up were presented and the code verification
was demonstrated (Chapter 4). The partial ionisation effects captured with our two-fluid
MHD code and the simulations of partially ionised plasmas are presented in the following.
Firstly, for these simulations, the model has been non-dimensionalised. The advantage of
making equations non-dimensional and, therefore, unit-less is that it simplifies the prob-
lem formulation and can also reduces numerical round-off errors (Danaila et al., 2007,
p. 218). Moreover, it can reduce the number of parameters involved or allows the better
comparison of parameters (Yunus A. Cengel, 2002, p. 356). This non-dimensionalisation
or scaling is done with help of a reference parameter, which can be a characteristic
scale or a physical quantity. In general, the benefit of non-dimensionalising in terms
of units of a physical quantity that makes sense for the problem under study, is that
the numbers we yield from running the code, immediately has physical meaning. In
MHD this could be a non-dimensionalisation in terms of the Alfvén velocity or the sound
speed for example. In this work, a non-dimensionalisation related to the Alfvén veloc-
ity is used, following Hillier, Takasao, and Nakamura (2016). The choice for the non-
dimensionalisation depends on the subject under study and often a few choices make
physical sense. For example, in Hillier (2019), the system has been non-dimensionalised
in terms of the sound speed. Non-dimensionalisation works as follows. Basically, we say
that the quantity in the "real" world qreal, with dimensions and units, equals the quan-
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tity, i.e. the number, in the code qcode times some scaling factor qscaling, therefore, as
an example qreal = qcode ∗ qscaling. Therefore, the non-dimensionalised quantity in the
code qcode = qreal/qscaling. This means that the number the code yields, has to be mul-
tiplied by the scaling factor to obtain the physical quantity with dimensions and units.
This scaling factor has units and a certain size. If we want to normalise our quantity,
this size would be a set maximum of the quantity. For the simulations in this chapter,
the velocity is non-dimensionalised in terms of the Alfvén velocity vA, where the bulk
Alfvén velocity is normalised to 1 and the collision frequency is 1, too. The density ρ is
non-dimensionalised by the total density ρtot, which is also normalised to 1. The time t is
given in terms of the inverse of the collision frequency and, therefore, it is t = 1/αc(T0)ρtot.
And since the velocity v = L/t or L = vAt, the previous non-dimensionalisation leads to
the non-dimensionalisation of the length scale with L = vA/(αc(T0)ρtot). This means that
after the fluid has traveled through one unit length, it is fully coupled. Because the total
density and the collision frequency are also normalised to 1, it follows from this normal-
isation that αc(T0) = 1. The magnetic field is normalised by B = Bdim/
√
4pi, or, in terms
of the Alfvén velocity B = vA
√
ρtot. The magnetic pressure becomes PB = B2/2 and the
magnetic energy term becomes EB = B2. If there was no magnetic field, i.e. B = 0, the
non-dimensionalisation can also be done through the sound speed, or if the collision fre-
quency is zero, the time could also be non-dimensionalised in terms of the characteristic
length and time scales. The temperature is calculated with the ideal gas law and in non-
dimensionalised form it is given with Tn = Pnγn/ρn and Tp = Ppγp/2ρp, for the neutral
and ionised fluid, respectively.
5.1 Two-Fluid Simulations
The two sets of hydrodynamic and MHD equations are numerically solved and the fluids
are coupled through collisions, which is mathematically expressed with a collision fre-
quency term in the source term, Eqn. (2.142). First, for testing purposes, the two fluids
were decoupled by setting the collision rate to zero and each of the fluids are simulated
separately in the two-fluid code. Ionisation and recombination rates, γion and γrec, Eqns.
(2.144) and (2.145), respectively, can be turned on to investigate effects of ionisation and
recombination on the fluid structure in the simulation. With the two-fluid code, the 1.5D
slow-mode MHD shock as initialised in Hillier, Takasao, and Nakamura (2016) (with col-
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Figure 5.1: The ionisation rate (solid line) and recombination rate (dotted line), accord-
ing to Eqn. (2.144) and Eqn. (2.145), respectively, for the slow-mode shock by Hillier,
Takasao, and Nakamura (2016) left, where Tmax = 1.9 and for the OT vortex right, where
Tmax = 1.2.
lision terms only) is replicated to secure that also this two-fluid configuration of the code
is reliable and to use this simulation as a reference simulation. Additionally, γion and γrec
are activated and the effects of ionisation and recombination on this shock are investi-
gated. In 2D, the two-fluid Orszag-Tang vortex is initiated, first with collision frequency
rates only and then with ionisation and recombination rates included.
The effect of γion and γrec on the fluids, shock properties and the development of the
energy conversions throughout the simulation are investigated. As described before, the
momentum and energy variations, which result from changes in the ionised and neutral
fractions, are taken into account through the terms containing γion and γrec. The ionisa-
tion fraction can vary through γion and γrec terms in the continuity equations. Because
the calculation of the ionisation and recombination rates require a maximum temperature
to adjust those rates to the system under study and maximise their effect, this maximum
temperature varies from problem to problem. Here, the maximum temperatures are ob-
tained from simulations without ionisation and recombination included. In Fig. 5.1, the
relation of ionisation and recombination is illustrated for both of the simulations that are
studied.
The plots show the ionisation and recombination cross-over for the slow-mode shock
(left) and for the OT vortex (right) as a function of temperature. It reveals that ionisation
and recombination both occur in both our simulation cases and at what temperatures ion-
isation dominates and when recombination dominates.
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The ambient temperature T0 is calculated with T0 = P/ρRg, with Rg = 0.56 being the
gas constant, expressed in terms of the normalisation in Hillier, Takasao, and Nakamura
(2016). The gas pressure and density are P = Pn + Pp and ρ = ρn +ρp, respectively. The
temperature is computed using Tn = Pnγn/ρn and Tp = Ppγp/2ρp. A specific heat ratio
of γ = 5/3 and the Minmod limiter are used. Like in Hillier, Takasao, and Nakamura
(2016), the dynamic timescales are assumed to be smaller than collisional timescales and,
therefore, a simple numerical scheme for the time integration can be applied.
5.1.1 1.5D Slow-Mode Shock
The solar corona is very hot, which means there is a lot of energy per unit mass. This en-
ergy might come from magnetic reconnection, as this can release a lot of stored magnetic
energy (Hillier, Takasao, and Nakamura, 2016). In magnetic reconnection there are two
important processes that release this energy, or in other words, convert magnetic energy
to fluid energy (kinetic, thermal): one is the Joule heating and the second is the work of
magnetic field on the plasma, post-reconnection. Fast magnetic reconnection is a result
of standing slow-mode shock created by magnetic field relaxation (Hillier, Takasao, and
Nakamura, 2016). Hence, slow-mode shocks are of interest because they are the source
of fast magnetic reconnection and, therefore, provide the mechanism for converting mag-
netic energy to fluid energy, i.e. the heating of the system.
In MHD, the three characteristic wave speeds, namely slow, Alfvén and fast, lead to a va-
riety of shock transitions (Snow and Hillier, 2019). The slow-mode or switch off shock is
the transition from super-slow to sub-slow flow speeds. Hillier, Takasao, and Nakamura
(2016) investigated a 1.5D slow mode or switch-off shock and its evolution in time in a
partially ionised plasma and a two-fluid setting. In this setting, the initial conditions show
a constant pressure and density background, but a discontinuity in the vertical component
of the magnetic field. Note that Hillier, Takasao, and Nakamura (2016) set ionisation and
recombination rates to zero. We replicated the 1.5D two-fluid shock in Hillier, Takasao,
and Nakamura (2016) to demonstrate the physical reliability of the two-fluid code and use
it as a reference solution in order to investigate the effects of the inclusion of γion and γrec.
The same initial conditions are used as in Hillier, Takasao, and Nakamura (2016) and are:
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
ρp = ζ1ρtot
Pp = 2ζ1/(ζ2 + 2ζ1)Ptot
vxp = 0
vyp = 0
Bx = 0.3B0
ρn = ζ2ρtot
Pn = ζ2/(ζ2 + 2ζ1)Ptot
vxn = 0
vyn = 0

,
By =
−B0, if x > 1,B0, if x≤ 1.
Ptot = 0.15 is the total gas pressure and B0 = 1 is the magnetic field. Initial charged and
neutral fluid fractions for the density are ζ1 = 0.1 and ζ2 = 0.9, respectively. Continuous
boundary conditions are applied. The simulation is stopped at time t = 1. Our numerical
result is presented in Fig. 5.3 and matches Fig. 2 in Hillier, Takasao, and Nakamura
(2016). A self-convergence test is performed, with the equation given in Eqn. (4.3.1) and
displayed in Fig. 5.2, to test the code’s convergence for the shock simulation by Hillier,
Takasao, and Nakamura (2016). It can be said that the NE converges with a slope of
order 1, similar to the Sod shock tube and Brio-Wu shock test in Sec. 4.3.1 and 4.3.2,
respectively.
Due to the initial conditions, the development of the ionised fluid dominates the dy-
namics of this slow-mode shock evolution, as everything is in equilibrium, except the
magnetic field. The discontinuity in the vertical magnetic field component influences the
ionised fluid directly and influences the neutral fluid only through collisions of the neutral
fluid with the ionised fluid. A fast-mode rarefaction wave and a slow-mode shock form in
the ionised fluid. The rarefaction wave is visible in the plots of the By, vx and vy compo-
nents, between x = 2.7 and x = 3.4, in Fig. 5.3 and travels away from the initial position
of the discontinuity in the magnetic field at approximately the ion Alfvén speed (Hillier,
Takasao, and Nakamura, 2016). Behind the rarefaction wavefront, the ionised fluid moves
at a speed of 0.4 in the negative horizontal direction towards the slow-mode shock, while
the velocity of the neutral fluid is close to zero. This results in a drift velocity, vD = vn−vp,
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Figure 5.2: Self convergence test for Hillier shock test with the Minmod limiter. The
logarithm of the Numerical Error (log(NE)) for the density as a function of grid cell
resolution (N) is plotted with the solid line, where our reference is our solution at a 4096
grid cell resolution. The dotted line is a reference slope.
and comes into play in the source terms, Eqn. (2.134), of the momentum equations. From
Eqn. (2.134), it can also be seen that this difference in speeds acts as an energy source
for the neutral fluid, while it extracts energy from the ionised fluid. Hillier, Takasao, and
Nakamura (2016) show that this results in a higher local temperature for the neutral fluid
at the slow-mode wavefront, as revealed by the temperature plot in Fig. 5.3. This results
in a Sedov-Taylor-like expansion of the neutral fluid, also known as a blast wave, which
manifests in the enhanced neutral gas pressure as well as the separation of the slow-mode
shock fronts in the neutral and ionised fluids. Furthermore, it leads to a depletion of the
neutral density around x = 0.
The simulation of the slow-mode shock is repeated with the inclusion of γion and γrec,
Eqns. (2.144) and (2.145). Figure 5.4 shows the result with ionisation rate (γion) and
recombination rate (γrec) and is compared with Fig. 5.3, which is without γion and γrec,
where both figures show the shock structure at time t = 1. Figure 5.5, shows the ratio
(without γion and γrec / with γion and γrec) for each quantity.
Starting the comparison with the temperature plots, it can be observed that the temper-
ature profile changes with the inclusion of γion and γrec. With the collision term only, i.e.
without γion and γrec, the temperatures of both fluids are similar except at the slow-mode
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Figure 5.3: Replication of Hillier, Takasao, and Nakamura (2016) slow mode shock.
From left to right are presented the spatial distribution of the vertical magnetic field com-
ponent By, gas pressure, mass density, horizontal velocity component vx, vertical velocity
component vy, and the temperature for the neutral (red) and ionised (black) fluid at time
t = 1.
shock front, where Tp > Tn by a factor of 0.7. In contrast, with γion and γrec the tem-
peratures are the same at the shock front and elsewhere Tp < Tn by a factor of 0.6. This
is because γion and γrec influence the densities of the fluids and act as sinks and sources,
which affects their temperature. The temperature dependence of γion and γrec are given
in Eqns. (2.144) and (2.145), and illustrated Fig. 5.1, left for this slow-mode shock simu-
lation. For example, for the initial ambient neutral temperature Tn = 0.25, the γion = 0.1
and γrec = 0.45. The expressions for the source terms, Eqn. (2.134), show that this leads
to a source in the plasma continuity equation and a sink in the neutral continuity equation.
In addition to the temperature differences, these terms cause a change in the mass density
and gas pressure of both the ionised and neutral fluid. For the mass densities, ρp increases
by a factor of 2.2 and ρn decreases by a factor of 0.8. For the gas pressure, both Pp and
Pn decrease by one order of magnitude with the inclusion of γion and γrec.
The source terms in the momentum equations, Eqn. (2.134), show that γion and γrec
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Figure 5.4: Hillier slow mode shock with ionisation and recombination rates, Eqns.
(2.144) and (2.145), included. From left to right are presented the spatial distribution
of the vertical magnetic field component By, gas pressure, mass density, horizontal ve-
locity component vx, vertical velocity component vy, and the temperature for the neutral
(red) and ionised (black) fluid at time t = 1.
come into effect when the velocities are non-zero. From Fig. 5.3 and Fig. 5.4, it can be
seen that vx and vy are zero only where the rarefaction wave and slow-mode shock have
not affected the background plasma. This means that γion and γrec influence the physics
only in the region between the rarefaction wavefront and the slow-mode shock.
In the magnetic field plot, it can be seen that the rarefaction wavefront without γion
and γrec, as in Fig. 5.3, has a finite width of 0.7, from x = 2.7 to x = 3.4. With γion and
γrec, as in Fig. 5.4, it has a finite width of 0.5, from x = 2.1 and x = 2.6, which means that
it moves more slowly in the x-direction. The fast mode rarefaction wave is responsible for
driving the inflow of material towards the slow-mode shock. For this slower rarefaction
wave, the inflow speed of the ionised fluid is halved when γion and γrec are included. This
is in contrast with the speed of the neutral fluid in the x-direction, which stays similar in
magnitude.
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Figure 5.5: Hillier shock, ratios of quantities without to with ionisation and recombina-
tion. The ratio of the ionised fluid is presented in black and the ratio of neutrals in red.
Furthermore, the structure of the slow-mode shock is affected by the inclusion of γion
and γrec. Post-shock, there is a high-velocity jet in the y-direction. With γion and γrec,
the speed of this jet, visible in vy, decreases to half for the ionised fluid and increases
marginally for the neutral fluid. In the x-direction, the post-shock speeds, as can be seen
in vx, of the ionised fluid as well as the neutral fluid decrease to half, with the inclusion
of γion and γrec. The position of the slow-mode shock fronts are similar, as can be seen
in Figs. 5.3 and 5.4. The slow-mode shock shows sub-structures which are present with
or without the inclusion of γion and γrec. The post-shock pressure and mass density of the
neutral fluid decrease by a factor of 0.7 for both quantities, with the inclusion of γion and
γrec. In contrast, for the ionised fluid, the gas pressure stays the same, whereas the mass
density increases by a factor of 2.4, with the inclusion of γion and γrec.
To further investigate and understand the evolution of the shock when γion and γrec
are included, the time series of the kinetic, thermal, and magnetic energies are plotted in
Fig. 5.6. These quantities are obtained by summing over the whole domain for each time
step. This reveals the energy conversion throughout the shock evolution. The green lines
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represent the simulation with γion and γrec included. The solid line is the ionised fluid and
the dotted line the neutral fluid. Table 5.1 depicts the difference in energies at the initial
state and at t = 0.2 for simulations with and without ionisation and recombination.
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E at t = 0 E at t = 1 ∆E E at t = 1 ∆E difference ratio
with from t = 0 with from t = 0 in of E
γion = γrec = 0 to t = 1 γion,γrec to t = 1 ∆ E at t = 1
Ekinetic ionised 0 145.6 +145 97.4 +97 48 0.67
Ekinetic neutral 0 36.1 +36 28.4 +28 8 0.79
Ethermal ionised 168.7 303.3 +80% 367.2 +117% 37% 1.21
Ethermal neutral 754.1 890.9 +18% 758.2 +0.005% 18% 0.85
Emagnetic 2230.8 1777.8 -20% 1902.7 -15% 5% 1.07
Table 5.1: 1.5D slow-mode shock: energies with and without the inclusion of γion and γrec, at time t = 1.
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The table is structured as follows. The first column (E at t = 0) contains the energy
values of each fluid at the beginning of the simulation, i.e. time t = 0. The second column
(E at t = 1 with γion = γrec = 0) contains the values of the energies at the end of the
simulation, i.e. at t = 1 when ionisation and recombination terms are not included, i.e.
the fluids are only coupled through collisions. If we subtract the amount of energy at the
beginning of the simulation from the energy at the end ((E at t = 1) - (E at t = 0)), the
difference of the energy (∆E from t = 0 to t = 1) is obtained and this difference for the
simulations without ionisation and recombination, is presented in the third column (∆E
from t = 0 to t = 1). This tells us how much energy is gained or lost over the time of the
simulation. For this third column, the kinetic energies are not given in percentage unlike
the other energies, because they are initialised with zero velocity. Hence, the numbers
given are in non-dimensionalised units. The fourth column (E at t = 0) contains the energy
values of each fluid at the end of the simulation, i.e. time t = 1, when ionisation and
recombination rates included. If we subtract the energy at the beginning from the energy
at the end (E at t = 1 - E at t = 0), but this time for simulations with ionisation and
recombination included, the difference of the energy that is gained or lost over time, is
obtained and they are presented in the fifth column, ∆E from t = 0 to t = 1. The sixth
column (difference in ∆E), reveals the difference in energy (that is gained or lost over the
simulation) with ionisation and recombination and without. The seventh column shows
the ratios of the energies (with γion and γrec / without γion and γrec) at the end of the
simulation, i.e. at t = 1. Note that this last column shows the difference of the energy
values only at the end of the simulation and does not reflect the overall change over time
or how much this change actually contributes to the overall energy gain or loss over time.
First of all, it can be said that the total energy is conserved; the loss of magnetic energy
is balanced by the gain of kinetic and thermal energy. That the energy is conserved can be
determined from Table 5.1 by adding up the energies at the beginning of the simulation
when time t = 0 and comparing those with the magnitude of energy at the end of the
simulation, when t = 1. This confirms the conservation of energy with a deviation of
0.0032% with collision rates only and of 0.0095% with γion and γrec, over the time span.
From the source terms, Eq. (2.134), it can be seen that the γion and γrec play a role in the
momentum and energy equations only when the velocities are non-zero. In the momentum
equations, the terms containing the velocities are of similar size, which means that none
of them dominates the physics. Similarly, in the energy equations, all the terms affect
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the time evolution of the energy in a similar way. This means that γion and γrec do not
influence the energy evolution in a qualitative way, as shown in Fig. 5.6, where it can be
seen that the graphs do not change their shape, but only the magnitude of the quantities
change.
To investigate the effect of γion and γrec, the simulation without these terms is used
as the reference against which the changes in energy are measured. From Table 5.1 it
can be seen that the kinetic energy of both, the ionised and neutral fluid, increases by a
smaller amount with the introduction of γion and γrec. This is due to the lower velocities
of both fluids when γion and γrec are included. This is also reflected in the ratio (with
γion and γrec / without γion and γrec) of the kinetic energy, where the ratios are 0.67 and
0.79 for the ionised fluid and the neutral fluid, respectively. These ratios demonstrate
that the overall change in kinetic energy for the neutral fluid is less than for the ionised
fluid. For both fluids the thermal energy increases overall, but when γion and γrec are
included, the effect on the ionised fluid is larger than on the neutral fluid, as shown by
the ratios in Table 5.1. The decrease of the thermal pressure of the neutral fluid is due
to the decrease of its density and gas pressure. In Fig. 5.6, an overall decrease of the
magnetic energy is revealed. In Table 5.1 the ratio of the magnetic energy at t = 1 shows
that the decrease is reduced with the inclusion of γion and γrec. This is because the whole
process is slowed down; the discontinuity in the magnetic field accelerates the ionised
fluid, which then gains kinetic energy. With γion and γrec, the ionised fluid accelerates
more slowly, therefore, the velocity has decreased and the energy stays with the magnetic
energy instead of being converted to kinetic energy.
114
Figure 5.6: Kinetic energy, thermal energy and magnetic energy time series for the Hillier,
Takasao, and Nakamura (2016) slow mode shock with collision rates only (black lines)
and additional ionisation and recombination rates (green lines). The solid lines represent
the ionised fluid and the dotted line the neutral fluid.
5.1.2 2D Orszag-Tang Vortex
We revisit the OT vortex simulation and run it this time with the two-fluid code, or in
other words, in a partially ionised plasma setting. The conventional OT vortex simulation
(Orszag and Tang, 1979) shows the transition to supersonic 2D MHD turbulence and tests
a code’s robustness to MHD shock formation, shock-shock interactions and how well the
∇ ·B = 0 constraint is satisfied. This solenoidal condition is obtained from Maxwell’s
equations. Numerically, this is not always assured due to truncation errors in the discreti-
sation schemes (Guillet et al., 2019). Therefore, the divergence cleaning scheme intro-
duced by Dedner et al. (2002) is implemented in the code and presented in Sec. 4.3.3.
Ryu et al. (1998) simulate the OT vortex for ideal MHD equations and our successful
replication of it, with a resolution of 512× 512 pixels, is presented in Sec. 4.3.2. The
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initial conditions in 2D for the two-fluid OT vortex are:
ρp = γP
Pp = βB20/2
vxp = −v0 sin(2piy)
vyp = v0 sin(2pix)
Bx = −B0 sin(2piy)
By = B0 sin(4pix)
ρn = γP
Pn = βB20/2
vxn = 0
vyn = 0

.
Here, B0 = −1/
√
4pi, β = 10/3, P = βB20/2, v0 = 1 and the boundaries are periodic every-
where. For verification purposes, the two fluids were decoupled in the code by setting the
collision frequency, ionisation, and recombination terms to zero. This means, the equa-
tions have a RHS of zero. A solution exactly like in Fig. 4.18 for the ionised fluid is
retrieved, while the neutral fluid stays in equilibrium and does not form a vortex. Now,
coupling the two fluids again by switching on the collision terms in the source term and
repeating the simulation, a vortex formation in both fluids can be observed. For this sim-
ulation, the collision frequency lies between 0.8 and 1 and the initial neutral fraction is
50%. The OT vortex plots for the coupled two fluids are shown in Fig. 5.7. The horizon-
tal cut at y = 0.428 through the 2D plane (1D plots) reveals the variation of the gas and
magnetic pressure along this line. As can be seen in the plots of the neutral gas pressure
and temperature, the neutral fluid forms a vortex as well, which, however, is less defined.
This is expected, because even though neutrals do not react to the forces of the magnetic
field and their initial velocity is zero, they are coupled to the ionised fluid and, therefore,
move with the ionised fluid. To what extent they move with the ionised fluid and form
a vortex, depends on the strength of the coupling. If the coupling is strong, momentum
is exchanged quicker and the neutral fluid would form a vortex quicker too. If there is
weak coupling, and collisions between the neutral fluid and the ionised fluid are rare,
it would take more time for the neutral fluid to form a vortex. The collision frequency
evolves in time and lies between 0.8 and 1 for the OT vortex simulation, calculated with
Eqn. (2.142). γion and γrec are included and the OT vortex simulations is run again, which
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is shown in Fig. 5.8. As the changes are not visible in the 2D plots of this figure, the 1D
cut through the computational domain serves as the better means of comparison.
The OT vortex simulation with collision terms only and with ionisation and recombi-
nation included are compared. In order to do so, we also plot the spatial distribution of the
magnetic field component By, the gas pressure, the mass density, the velocity components
vx and vy, and the temperature along a line across a shock region in the OT vortex simu-
lation, as marked in Fig. 5.9. For this region, the Figures 5.10 and 5.11 reveal the spatial
distribution and magnitude of the physical quantities therein. They depict the behaviour
of the fluids along the marked line across the shock front, where most changes happen,
as it is highly dynamic and non-linear. That means, if we want to see the differences, this
region is the best place to look at. An even better insight is given when looking at each of
the fluids individually. In Fig. 5.12, the physical quantities along the line across the shock
for the ionised fluid only are plotted and in Fig. 5.13, the quantities for the neutral fluid
only are plotted, where the solid line represents the simulation with collisions only and
the dotted line the simulation with γion and γrec.
Additionally, the energy conversion during the vortex formation is of interest. Plotting
the energy time series (Fig. 5.14) illustrates the difference between the energy conversion
during the vortex formation when only collision rates are included (black lines) and when,
additionally, γion and γrec are included (green lines). Throughout the simulation, the total
energy is conserved.
Table 5.2 depicts the difference in energies at the initial state and at t = 0.2 for simula-
tions with and without ionisation and recombination. In the previous section, Sec. 5.1.1,
the headers of this table have been explained in more detail. That the energy is conserved
can be determined from Table 5.2 by adding up the energies at the beginning of the simu-
lation when time t = 0 and comparing those with the magnitude of energy at the end of the
simulation, when t = 0.48. This confirms the conservation of energy with a deviation of
0.0019% with collision rates only and of 0.0013% with γion and γrec, over the time span.
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Figure 5.7: Two-fluid Orszag-Tang vortex test. The cut through the computational domain
(1D plots) shows the variation of the physical quantity in the 2D plane at y = 0.428 for the
ionised fluid’s gas pressure (top row), the neutral fluid’s gas pressure (second row) and the
magnetic pressure (third row). The bottom row plots show the temperature distribution
for each fluid.
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Figure 5.8: Two-fluid Orszag-Tang vortex test, with γion and γrec included. The cut
through the computational domain (1D plots) shows the variation of the physical quantity
in the 2D plane at y = 0.428 for the ionised fluid’s gas pressure (top row), the neutral
fluid’s gas pressure (second row) and the magnetic pressure (third row). The bottom row
plots show the temperature distribution for each fluid.
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Figure 5.9: 1D profiles of physical parameters along the blue line are presented in
Fig. 5.12 for the ionised fluid and for the neutral fluid in Fig. 5.13
.
Figure 5.10: 1D profiles - no ionisation and recombination rates. From left to right are
presented at time t = 0.48: the spatial distribution of the magnetic field component By, gas
pressure, mass density, velocity components vx and vy, and the temperature.
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Figure 5.11: 1D profiles - with ionisation and recombination rates. From left to right are
presented at time t = 0.48: the spatial distribution of the magnetic field component By, gas
pressure, mass density, velocity components vx and vy, and the temperature.
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Figure 5.12: Ionised fluid: collision rate only (solid line) and with ionisation and recom-
bination rates in (dotted line). From left to right are presented at time t = 0.48: the spatial
distribution of the magnetic field component By, gas pressure, mass density, velocity com-
ponents vx and vy, and the temperature.
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Figure 5.13: Neutral fluid: collision rate only (solid line) and with ionisation and recom-
bination rates in (dotted line). From left to right are presented at time t = 0.48: the spatial
distribution of the gas pressure, mass density, velocity components vx and vy, and the
temperature.
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Figure 5.14: Kinetic energy, thermal energy and magnetic energy time series for the
Orszag-Tang vortex with collision rates only (black lines) and additional ionisation and
recombination rates (green lines). The solid lines represent the energy of the ionised fluid
and the dotted line the energy of the neutral fluid.
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E at t = 0 E at t = 0.48 ∆E E at t = 0.48 ∆E difference ratio
with from t = 0 with from t = 0 in of E
γion = γrec = 0 to t = 0.48 γion,γrec to t = 0.48 ∆ E at t = 0.48
Ekinetic ionised 28973.3 10968.8 -62% 9064.3 -69% 7% 0.83
Ekinetic neutral 0 111.3 +111 604.4 +604 493 5.43
Ethermal ionised 52151.9 67523.9 +29% 68185.7 +31% 2% 1.01
Ethermal neutral 52151.9 49941.9 +4% 51504.5 +1% 3% 1.03
Emagnetic 10430.4 15158.9 +45% 14346.6 +37% 8% 0.95
Table 5.2: Orzsag-Tang vortex: energies with and without the inclusion of γion and γrec, at time t = 0.48.
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Now, comparing the plots without γion and γrec (Fig. 5.7), to the plots with γion and
γrec (Fig. 5.8), the most obvious difference is the neutral gas pressure, which has increased
and is about a quarter of the magnitude of the ionised fluid’s gas pressure. The peaks of
the neutral gas pressure increased by 5% for the left peak at x = 0.27 and by 8% for the
right peak at x = 0.58. The gradient leading to each peak changes from m = 0.035 to
m = 0.074 for the left peak and from m = 0.03 to m = 0.074 for the right peak. From
Fig. 5.8, the damping of the magnetic field is manifested in a smoother profile, where
small-scale spatial variations in the amplitude at around x = 0.5 are smaller than with
collision rates only (Fig. 5.7).
Compared to simulations with collision rates only, the lower magnetic field pressure,
with γion and γrec included, might be caused by the slower development of the vortex
formation. This is also visible in the magnetic energy plot in Fig. 5.14 where the magnetic
energy increases. From Table 5.2 it can be seen that there is an increase of 37% when γion
and γrec are included, compared to 45% without γion and γrec. This slowing down of
the development is visible in the plots of Fig. 5.12, where γion and γrec are included: the
velocity plots show that the x- values are positive, which means the shock is travelling
in the positive x-direction. Because the shock front is found at a lower x value, it can be
inferred that the shock has not traveled as far as without γion and γrec, where the difference
in the shock position for the ionised fluid is ∆x = 0.012. One can also see this in the energy
plots, Fig. 5.14, where a stronger decrease in kinetic energy of the ionised fluid can be
observed when γion and γrec are included. Table 5.2 shows that this difference in the
change of kinetic energy for the ionised fluid is 7%. The neutral temperature values lead to
a domination of ionisation rate over the recombination rate, Fig. 5.1. From Eqn. (2.134),
it follows that this leads to a sink in the momentum equation for the ions and a source of
momentum for the neutrals.
Looking at the neutral fluid plots (Fig. 5.13), it can be seen that it is the other way
around: the shock front has traveled further in the neutral fluid, when including γion and
γrec, where ∆x = 0.010, and the velocities have more than doubled. This is also reflected
in Table 5.2, where the ratio (with γion and γrec / without γion and γrec) shows an increase
of the neutral fluid’s kinetic energy of 5.43. For the ionised fluid (Fig. 5.12), with γion and
γrec included, there are changes in the vx and vy velocities (each decreases by 7%), in the
temperature (increases by 10%) and a shift of the shock front (with ∆x = 0.012).
The bigger change can be seen for the neutral fluid when compared to the ionised fluid.
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At the shock front, as in Fig. 5.13, the temperature of the neutral fluid increases from
T = 1.045 (without γion and γrec) to T = 1.12 (with γion and γrec). The neutral gas pressure
and mass density show a different behaviour around the shock. Post-shock (x = 0.2 to
x = 0.26), with γion and γrec included, the gas pressure and mass density show a lower
value than before the shock (from x = 0.28 to x = 0.4), compared to without γion and γrec.
Similarly, the y-component of the magnetic field in Fig. 5.12 shows a lower magnitude
post-shock (by 20%) and a higher magnitude pre-shock, when γion and γrec are included.
Furthermore, the total gas pressure over the whole domain increases for the ionised fluid
and decreases for the neutral fluid, which is reflected in the thermal energy plot, Fig. 5.14.
However, this decrease of the neutral fluid’s thermal energy is less by 3% when γion and
γrec are included, while the increase of the ionised fluid’s thermal energy is by 2%, see
Table 5.2. Figure 5.14 and Table 5.2 show that the magnetic energy increases without γion
and γrec by 45% and with γion and γrec included by 37%, which implies that less energy
has been converted to magnetic energy over the vortex formation.
Finally, we want to briefly compare the two-fluid OT vortex simulation to the ideal
MHD, single-fluid simulation of the previous chapter, Sec. 4.3.2, where a fully ionised,
ideal plasma is assumed. Therefore, the energy plots in Fig. 5.14 are compared to
Fig. 5.15. It can be observed that the sole inclusion of collisions slows down the pro-
cess or inhibits the driving mechanism, which is the velocity field; without collisions, the
kinetic energy loss is smaller, and hence, the energy stays in the velocity field and drives
the vortex, where also a stronger increase of magnetic energy can be observed. As less
magnetic energy is converted to thermal energy in the ideal MHD simulation, the thermal
energy increases less strong. This suggests that collisions inhibit the vortex formation and
evolution, and the inclusion of ionisation and recombination does so even stronger, so that
the driver is even less efficient.
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Figure 5.15: Ideal MHD (single fluid): Kinetic energy, thermal energy and magnetic
energy time series for the Orszag-Tang vortex.
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Chapter 6
Conclusions
6.1 Conclusion With Regards to Two-Fluid Simulations
The two systems of equations (hydrodynamic and MHD) are coupled with a collision
term αc and form a two-fluid code. To determine if the two-fluid code produces expected
results, the 1.5D slow-mode shock, which is simulated in Hillier, Takasao, and Nakamura
(2016) (with collision terms only), is replicated and our results show a good agreement.
Also with collision rates only, the OT vortex is initialised in the two-fluid setting.
Furthermore, the effects of ionisation and recombination on the slow-mode shock and
the Orszag-Tang (OT) vortex simulation are studied and in order to achieve this, ionisation
and recombination rates, γion and γrec, respectively, are added. The effect of ionisation
and recombination on both fluids, the ionised and the neutral fluid, are compared to simu-
lations where collisions are the only coupling mechanism between the fluids. This means
that now the two fluids do not only interact through collisions, but ionisation and recom-
bination are an additional coupling mechanism and their effect on the fluid properties and
the energy conversion is studied. Mathematically, this is manifested in the source terms
in Eqn. (2.134), where terms related to ionisation and recombination (γion and γrec) act as
sinks and sources in the density, momentum and energy equations. As can also be seen
in the source term expression, Eqn. (2.134), is that if the velocities are all zero, then γion,
γrec and αc do not come into effect, because all of these terms are related to the velocity
of the fluids, either the drift velocity (vD = vn− vp) or the velocity of the individual fluid.
If both fluids’ velocities are non-zero and exactly the same, the drift velocity is zero and
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there are no collision effects, as both fluids move as one, but there are effects related to
γion and γrec, as these are dependent on the individual fluid velocity. If the velocities of
both fluids are different, there exists a drift velocity which affects the collision term and,
therefore, shows that the degree of coupling through collisions is dependent on the drift
velocity. This drift velocity changes with the inclusion of γion and γrec.
For example, in the 1.5D slow-mode shock simulation, the ionised fluid’s velocity de-
creases with γion and γrec with respect to the neutral fluid’s velocity, which can be seen in
the velocity plots of Fig. 5.4 and, therefore, the drift velocity decreases. Our solution of
the slow-mode shock as in Hillier, Takasao, and Nakamura (2016), serves as a reference
solution where only collisions are included. The discontinuity in the magnetic field is re-
sponsible for the domination of the ionised fluid in terms of the dynamics and the neutral
fluid is only affected as it is coupled to the ionised fluid through collisions. Additionally,
we add γion and γrec and investigate the effect on the shock properties of both fluids. γion
and γrec are in the source terms, Eqn. (2.134), of the continuity equation and are responsi-
ble for the mass exchange and the resulting change of the temperature of both fluids. γion
and γrec terms influence the development of the shock by slowing down the ionised fluid
and the rarefaction wave development, visible in the shift of the wavefront by ∆x = 0.7,
see Fig. 5.4. This is due to the increasing interaction of the two fluids when γion and γrec
terms are added to the source terms, which results in an enhanced momentum exchange,
where the momentum is transferred from the ionised fluid to the neutral fluid.
In that process, the kinetic energy does not increase as much as without γion and γrec
and there is less energy conversion from magnetic energy to kinetic energy, while the
total energy is conserved, see Fig. 5.6. An overview of the energy changes relative to
simulations where γion = γrec = 0, at time t = 0.48, can be found in Table 5.1. The overall
kinetic energy of both fluids increases. However, with γion and γrec, the increase is less by
48 normalised units for the ionised fluid and for the neutral fluid it is less by 8 normalised
units, which can be seen in Table 5.1. The energy that has not been converted to kinetic
energy stays with the magnetic energy, where an overall decrease can be observed, but
with γion and γrec, this decrease is less by 5% (Table 5.1).
Furthermore, it can be said that γion and γrec influence the shock evolution and struc-
ture in both fluids, which can be seen in their density or velocity profiles (Fig. 5.4). The
density of the ionised fluid increases by a factor of 2.4, whereas the density of the neutral
fluid decreases by a factor of 0.7, due to a source and a sink in the source term of each
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fluid’s continuity equation, respectively. The velocities in the x-direction decrease to half
for both fluids. The post-shock jet, visible in the velocity in the y-direction, halves for the
ionised fluid and marginally increases for the neutral fluid with γion and γrec.
In 2D, the OT vortex simulation in the two-fluid setting is performed, with the initial
conditions leading to a vortex formation in the ionised fluid only and the successful cou-
pling between the ionised and neutral fluid can be confirmed, as a vortex has formed in
the neutral fluid as well. If there was no coupling through collisions, the neutral fluid
would stay in equilibrium as it initially has zero velocity and does not react to forces of
the magnetic field. Similarly to the slow-mode shock, γion and γrec also have an effect of
slowing down the ionised fluid (the velocity decreases by 7%) and the development of the
vortex formation, but it speeds and heats up the neutral fluid, the velocity doubles and the
temperature increases from T = 1.045 to T = 1.12. This, again, is due to the additional
interaction of the fluids when γion and γrec terms are added to the source term. Further-
more, recombination dominates for most parts of the simulation, which leads to heating
of the neutral fluid, visible in its energy source term, Eqn. (2.134).
Moreover, there is a shift of the shock front, visible in every plot of Fig. 5.12 and
Fig. 5.13, for the ionised fluid (∆x = −0.012) and the neutral fluid (∆x = +0.010), respec-
tively. Whereas, compared to collision terms only, the shock has not traveled as far in the
ionised fluid, it has traveled further for the neutral fluid when γion and γrec are included.
Figure 5.14 illustrates the energy conversion throughout the vortex evolution. The to-
tal energy is conserved. Regarding the thermal energy, the ionised fluid shows an overall
increase, while the neutral fluid shows an overall decrease (Fig. 5.14). With γion and γrec,
the thermal energy increases by additional 2% for the ionised fluid, see Table 5.2, and
decreases by 3% less for the neutral fluid. During the vortex formation, the overall kinetic
energy decreases for the ionised fluid and increases for the neutral fluid. In Table 5.2 the
ratio (with γion and γrec / without γion and γrec) shows an increase of the neutral fluid’s
kinetic energy of 5.43 with γion and γrec included. It can also be seen that the kinetic en-
ergy of the ions decreases more by 7% with the inclusion of γion and γrec. The magnetic
energy increases overall without γion and γrec and with γion and γrec. It increases less by
8% at time t = 0.48 with γion and γrec, as can be seen in Table 5.2.
To sum up the two-fluid investigations: The ionised and neutral fluids are connected
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through a collision rate as well as ionisation and recombination rates (γion and γrec). A
1.5D slow-mode shock that is initialised with a discontinuity in the magnetic field is stud-
ied, as well as a 2D Orszag-Tang vortex, which is initialised with a vortex profile in its
velocity field and magnetic field. γion and γrec are included in both systems and the resul-
tant time evolution are measured. Quantitative changes to the energy flows are measured
that are specific to each system. However, the overall time evolution of each system stays
similar to its behaviour without γion and γrec for the duration of the simulations. Note
that the details of the energy evolution across both systems are different, since they are
initialised in fundamentally different ways. A common phenomenon across the systems
can be observed, namely that the inclusion of γion and γrec results in the decrease of the
movement of the ionised fluid.
6.2 Summary
Partially ionised plasma is ubiquitous in space and in order to simulate astrophysical phe-
nomena accurately, a 2D two-fluid MHD code is developed to account for partially ionised
plasma effects, based on the finite volume Kurganov-Tadmor scheme and written in C++.
The advantage of this scheme is that it is Riemann-solver free, which makes computation
faster, and it also exhibits a small numerical viscosity, independent of ∆t, which makes
the code stable and accurate for much smaller time steps than usual schemes allow for.
The code consists of two sets of equations, one for the neutral fluid (hydrodynamic
equations) and one for the ionised fluid (ideal MHD equations). The system of equations
is integrated in time with the forward Euler or fourth-order Runge-Kutta scheme. The
performance of our code is validated by comparing our equations and initial conditions to
a published reference and the code is verified by performing tests in the hydrodynamic,
ideal MHD, and the two-fluid setting in 1D and 2D.
The 1D hydrodynamic sod shock tube test and its MHD equivalent, the Brio-Wu shock
test, are very common tests to check a code’s ability to handle discontinuities and shocks,
in a neutral fluid and with a magnetic field, respectively. Our results show a very good
agreement between our simulations and the reference solutions.
In 2D, the MHD code is tested with the Orszag - Tang (OT) vortex simulation, which
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is commonly used in numerical MHD to test shock formation, shock-shock interactions,
and to reveal the transition to supersonic turbulence. The vortex is initialised with a
smooth profile in the velocity field and in the magnetic field, but quickly turns turbulent.
Furthermore, two divergence controlling schemes are explored, the Powell source terms
(Powell, 1994) and the Extended Generalised Lagrange Multiplier (EGLM) by Dedner
et al. (2002). The results of the simulations with these schemes are compared to Guillet
et al. (2019). The divergence controlling method by Dedner et al. (2002) yields the better
result, i.e. a smaller global divergence of the magnetic field and a smoother solution in the
non-shock regions. Our OT vortex simulation is compared to Fig. 3 in Ryu et al. (1998).
Besides the 2D illustration of the vortex, Ryu et al. (1998) also show a 1D cut through
the 2D computational plane, for a better comparison. Both, our 1D and 2D plots, match
theirs and we, again, find that our code provides the expected and correct solution. In the
two-fluid regime, the successful verification can be confirmed too. Additionally, simula-
tions with the two-fluid code reveal the effects of ionisation and recombination that lead
to interesting fluid behaviour and energy conversion, as discussed in the previous Section,
Sec. 6.1.
To conclude, the code developed here provides a new tool to study magnetised plas-
mas, including the more complex partially ionised plasma. Due to the separate treatment
of the species independently of their coupling degree, the range of its application is high;
with this code, the solar atmosphere could be studied not only in the partially ionised
plasma regime, i.e. the lower solar atmosphere, but also in the fully ionised plasma or the
ideal MHD regime, i.e. the solar corona. As partially ionised plasmas and their proper
two- or multi-fluid description have not been established for a long time in solar physics,
the code offers an additional tool to investigate an enormous amount of physical phenom-
ena and situations that could contribute to solving open questions about the Sun, like the
coronal heating problem.
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Chapter 7
Future Avenues of Investigation
The code developed here provides a tool to unlock new investigations into the lower solar
atmosphere and will allow new physics on the Sun to be explored. As discussed in the
introduction, phenomena like magnetic reconnection or wave damping are influenced by
the partial ionisation state of a plasma and show different characteristics, compared to the
single-fluid MHD simulations, and this also depends on the ionisation fraction. In the
solar atmosphere, the density, temperature and pressure varies by one hundred orders of
magnitudes throughout the solar atmosphere and this can make the code with the current
ionisation and recombination rates unstable. This means that for the purpose of studying
the solar atmosphere in the future, more elaborate ionisation and recombination rates and
a time stepping scheme that can account for the collision time scale, have to be imple-
mented. Currently, there is a separation of flux and source term time integration. This
means that for the simulations with the current code to be very accurate, both, flux and
source terms, have to have the same magnitude and act on same length and time scales.
However, if collisions are very frequent for example, the source term dominates and an
advanced time stepping scheme, which accounts for the time of the collisions, has to be
applied. The aim is to implement the solar atmosphere in the initial conditions and have
a self-constistent two-fluid model where ionisation and recombination terms handle the
conversion of species self-consistently, as well as the energy and temperature profiles.
Furthermore, in order to continue the investigation that has started with this project,
some more cases could be studied to confirm the findings of this work and improve our
understanding about ionisation and recombination effects in a partially ionised plasma.
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The Orszag-Tang vortex offers a wide range of investigations, as it exhibits many complex
flow features and, for example, could be studied in terms of varying coupling degrees.
Another aspect that could also be explored is instabilities. In the following, prelim-
inary results are presented. With a finite difference code, which is central in space and
forward in time, the Rayleigh-Taylor instability and the Kelvin-Helmholtz instability are
simulated in the hydrodynamic regime.
7.1 Rayleigh-Taylor Instability (RTI)
With a finite difference code, which was written in the beginning of this PhD project,
the effect of gravitational acceleration on the Rayleigh-Taylor instability (RTI) was sim-
ulated and we would like to revisit it the two-fluid regime. The RTI is the instability
of the interface between two fluids of different densities, where the denser fluid is on
top of the lighter fluid or when they are accelerated towards each other (Chandrasekhar,
1961, p. 428). This is interesting because on the Sun, as a self-gravitating fluid body,
the gravitational acceleration does not simply depend on the gravitating mass, as New-
ton’s law states. In this more complex case, the gravitational acceleration depends on
the density distribution within the star. According to the standard model of our Sun, the
density varies by ten orders of magnitudes and the gravitational acceleration changes by
one order of magnitude. This variation may affect various instabilities present in the solar
plasma. The effects of spatially varying gravitational acceleration on the Rayleigh-Taylor
instability (RTI) are simulated. The initial conditions are:
U =


ρ = 1
P = 2.5 +ρgy
vx = 0
vy = 0

for y ≤ 0,

ρ = 2
P = 2.5 +ρgy
vx = 0
vy = 0

for y ≥ 0.
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where a random perturbation is applied at the interface. A set-up of the simulation is
illustrated in Fig. 7.1.
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Figure 7.1: Set-up for the simulation of the RTI.
The RTI describes the instability of a dense fluid on top of a light fluid, due to gravity
or acceleration of the fluid system. In that process, a certain flow pattern, characteristic
for the RTI, evolves, which yields information about the physical properties of the fluids
involved (e.g. density ratio, velocity) (Kull, 1991). Considering a magnetic field, various
astrophysical phenomena can be described (solar atmospheric flux tubes, prominences)
and conclusions about the magnetic field strength can be drawn (Díaz, A. J., Khomenko,
E., and Collados, M., 2014; Hillier, 2016).
The code developed solves the governing fluid dynamic equations with a FD Lax-
Friedrichs scheme, which is second-order (central difference) in space and first-order
(forward Euler) in time. The flow structures are compared for three different gravitational
acceleration set-ups, illustrated in Fig. 7.2 at different times.
In Fig. 7.3, the density plots are shown. From left to right, the gravitational accel-
eration varies from case 1 to case 3 as illustrated in Fig. 7.2 and from top to bottom the
evolution at different times t0 = 0s, t1 = 3s, t2 = 6s is shown.
In Fig. 7.4, the velocity plots of the same are shown.
It would be interesting to study the case of varying gravitational acceleration further,
analysing it with the linear stability analysis, with a magnetic field (i.e. in MHD) and also
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1) constant g at any  
 point in the box : g = -1  
2) height-varying g : g (y) = -1 + y,  
i.e. g decreases with height and is lowest at the top boundary  
and highest at the bottom boundary 
3) height-varying g :  
g (y) = -2 + y
We distinguish 3 cases with  
gravitational acceleration g pointed in  
negative vertical direction y:
Figure 7.2: RTI, three cases of gravitational acceleration.
in the two-fluid setting. Furthermore, a more evolved code like our new two-fluid MHD
code, would allow studying fine structures of the RTI more thoroughly, due its higher
accuracy and resolution.
7.2 Kelvin-Helmholtz Instability (KHI)
The KHI is a common instability in fluid dynamics, but also fundamental in magnetised
plasmas. KHIs can be seen in various astrophysical phenomena (McNally, Lyra, and
Passy, 2012). For this instability to develop, there is usually either a shear in the velocity
of the fluid or two fluids are in pressure equilibrium, but have significantly different den-
sities and opposing velocities, which leads to the formation of vortices. Those vortices
are sources of secondary instabilities, which can then lead to creation of turbulence (Mc-
Nally, Lyra, and Passy, 2012). If the code successfully produces KHIs, it shows that it
can handle multi-phase flows and the interaction between them. The initial condition for
this simulation of the KHI are:
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Figure 7.3: RTI density plots for the three different gravitational acceleration values (left
to right: case 1, case 2 and case 3, as in Fig. 7.2, at three instances in time, top to bottom
row: t = 0, t = 3sec and t = 6sec.
U =


ρ = 1
P = 1
vx = 0
vy = 0

for 0.3 ≥ y ≥ 0.7,

ρ = 0.5
P = 1.0
vx = −1
vy = 0

for y ≥ 0.3 and ≤ 0.7.
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Figure 7.4: RTI velocity plots for the three different gravitational acceleration values (left
to right: case 1, case 2 and case 3, as in Fig. 7.2, at three instances in time, top to bottom
row: t = 0, t = 3sec and t = 6sec.
with a perturbation pert = 0.005sin(12.56x) at the interfaces. The KHI simulation is
plotted in Fig. 7.5.
2D two-fluid simulations of the KHI have been investigated by Hillier (2019) in terms
of their dynamics when the two fluids are decoupled and when the magnitude of their
coupling varies. They found that the density of the two fluids can be coupled, while the
velocity is decoupled. It would be interesting to see if this velocity decoupling still occurs
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Figure 7.5: Kelvin-Helmholtz instability.
when ionisation and recombination take place.
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Appendix A
Running the Code
The code can be compiled and run as follows.
Compiling the code :
In the terminal ($ indicates the terminal environment) type:
$ make clean (not necessary if the header file has not been changed)
$ make
Running the code:
$ mpirun -n number of cores ./code
Here, the number of cores requested for running the simulation is determined by the
number of central processing units (CPUs) in x and y direction, n_cpu_x and n_cpu_y,
respectively, which can be found in constants.h.
number of cores = n_cpu_x * n_cpu_y;
Reading in data in IDL, can be done as in Fig. A.1. This is an example how to read
in data for the ideal MHD simulations. The assoc-function in IDL assigns a block of
141
Figure A.1: Example of IDL routine to read in the data created by the code.
size n_x× n_y to every quantity that has been saved in the code. This means, the order
in which the data for each quantity are saved in the c++ programme is important for the
assignment of each block in the idl programme.
The saving procedure saves the x and y arrays and the whole solution vector, which means
all variables: density, momentum, energy, magnetic field, velocity, pressure and tempera-
ture.
Check list:
Before running the code, it is good to check the following points:
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• initial condition
• boundary condition
• save_bin name
• time / duration of the simulation and time step number
• CFL number and gamma
• x and y dimensions
• limiter
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Appendix B
The Code
In the following, the entire 2D two-fluid code is presented, with all its functions. The
code is written in C++ and currently constructed for 2D simulations. In some functions
(e.g. get_pflux.cpp) of the code, the third dimension has been already added, even though
it has not been used yet.
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CONSTANTS.H 
//physical constants

extern double ch;

extern double cp;

extern double T0;

const int n_cpu_x = 2;

const int n_cpu_y = 2;

const double CFL = 0.2;

const int n_t = 10000000;

const int i_t_save = 500; //save every i_t-th timestep

const int type = 6; //type of initial condition

const double pi = 3.14159265;

const double k_B = 1.380658e-16; //Boltzmann constant in erg / K (cgs)

const double m_e = 9.1095e-28; //g

const double m_1 = 1.6726231e-24; //molar mass ion

const double m_2 = m_e + m_1; //mass hydrogen cgs

const double m_in = m_1 * m_2 / (m_1 + m_2);

const double sigma2 = 25e12; // sigma = 50km, sigma2 = sigma*sigma

const double Rg = 0.56; // Hillier

//const double Rg = 8.314e7; // gas constant in cgs units: erg K mol

const int n_var = 27; // see below

const int n_consVar = 14; //number of conservative variables (rho, mom_x, mom_y, ene, B)

const int n_dim = 2;

const int n_ghost = 2;

const double density_threshold = 1.0e-20;

const double pressure_threshold = 1.0e-20;

const double gam = 5./3.;

const int n_x_global = 512;

const int n_y_global = 512;

const int n_x = (n_x_global / n_cpu_x) + 2 * n_ghost;

const int n_y = (n_y_global / n_cpu_y) + 2 * n_ghost;

//spatial domain 

/*

//Hillier

const double start_x_global = -5.;

const double ende_x_global = 5.;

const double start_y_global = -5.;

const double ende_y_global = 5.;

*/

//RTI

//const double start_x_global = -0.5;
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//const double start_y_global = -0.75;

//const double ende_x_global = 0.5;

//const double ende_y_global = 0.75;

//Orszag Tang

const double start_x_global = 0.;

const double start_y_global = 0.;

const double ende_x_global = 1.;

const double ende_y_global = 1.;

/*

//solar atmosphere

const double start_x_global = 0.;

const double start_y_global = 0e8;

const double ende_x_global = 1e8;

const double ende_y_global = 1.9e8;

 */

 

const double dx = (ende_x_global - start_x_global) / (1.0 * n_x_global);

const double dy = (ende_y_global - start_y_global) / (1.0 * n_y_global);

// _1_ mhd (ionised fluid)

const int rho_1_ = 0;

const int mom_x_1_ = 1;

const int mom_y_1_ = 2;

const int mom_z_1_ = 3;

const int ene_1_ = 4;

const int b_x_ = 5;

const int b_y_ = 6;

const int b_z_ = 7; 

const int psi_ = 8;

// 2_ hydro (neutral fluid)

const int rho_2_ = 9;

const int mom_x_2_ = 10;

const int mom_y_2_ = 11;

const int mom_z_2_ = 12;

const int ene_2_ = 13;

const int v_x_1_ = 14;

const int v_y_1_ = 15;

const int v_z_1_ = 16;

const int pre_1_ = 17;

const int v_x_2_ = 18;

const int v_y_2_ = 19;

const int v_z_2_ = 20;

const int pre_2_ = 21;
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const int a_ion_ = 22;

const int a_rec_ = 23;

const int f_col_ = 24;

const int tem_1_ = 25;

const int tem_2_ = 26;
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INITIAL_CONDITION.CPP 
/*

 various initial conditions

 * set the initial condition in constants: type = (number);

 */

#include<iostream>

#include<cmath>

#include"constants.h"

#include <string.h>

#include <fstream>

#include <sstream>

#include "mpi.h"

void get_xyindex(int, int*, int*);

void initial_condition(double*** u, double** x, double** y, double** gg)

  

{ 

int i,j;

double radius, pert;

int ind_cpu, i_cpu_x, i_cpu_y;

double start_x_in_global, start_y_in_global;

MPI_Comm_rank(MPI_COMM_WORLD, &ind_cpu); 

get_xyindex(ind_cpu, &i_cpu_x, &i_cpu_y);

//get_xyindex(ind_cpu, i_cpu_x, i_cpu_y);

start_x_in_global = start_x_global + i_cpu_x * dx * (n_x - 2 * n_ghost); //start of each cpu in global 
frame

start_y_in_global = start_y_global + i_cpu_y * dy * (n_y - 2 * n_ghost);

//assign x and y values

             

        for (i = 0; i < n_x; i++)

        { 

            for (j = 0 ; j< n_y ; j++)

            {

                x[i][j] = start_x_in_global + i*dx - n_ghost*dx           // for each cpu

            }

        }

    

        

  

        for (i = 0; i < n_x; i++)

        { 

            for (j = 0 ; j< n_y ; j++)

            {

                y[i][j] = start_y_in_global + j*dy - n_ghost*dy;

                

            }
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        }

// --------------------------------------------------------------------------

//

////i.c. for sod shock tube test in x

if (type == 1) 

{

            for (i = 0; i < n_x; i++)

                { 

                    for (j = 0 ; j< n_y ; j++)

                        {

  	 	 	     if (x[i][j] < 0.5)

                            {

                            u[rho_1_][i][j] = 1.;

                            u[pre_1_][i][j] = 1.; 

                            u[v_x_1_][i][j] = 0.;

                            u[v_y_1_][i][j] = 0.;

                            u[v_z_1_][i][j] = 0.;

                            u[b_x_][i][j] = 0.75;

                            u[b_y_][i][j] = 1.;

                            u[b_z_][i][j] = 0.;

                            

                            u[rho_2_][i][j] = 1.;

                            u[pre_2_][i][j] = 1.; 

                            u[v_x_2_][i][j] = 0.;

                            u[v_y_2_][i][j] = 0.;

                            u[v_z_2_][i][j] = 0.;

	 	 	     }

            

                            if (x[i][j] >= 0.5)

                            {

                            u[rho_1_][i][j] = 0.125;

                            u[pre_1_][i][j] = 0.1; 

                            u[v_x_1_][i][j] = 0.;

                            u[v_y_1_][i][j] = 0.;

                            u[v_z_1_][i][j] = 0.;

                            u[b_x_][i][j] = 0.75;

                            u[b_y_][i][j] = -1.;

                            u[b_z_][i][j] = 0.;

                            

                            u[rho_2_][i][j] = 0.125;

                            u[pre_2_][i][j] = 0.1; 

                            u[v_x_2_][i][j] = 0.;

                            u[v_y_2_][i][j] = 0.;

                            u[v_z_2_][i][j] = 0.;

                            }

                        }

                }

    

}
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//i.c. for Kelvin Helmholtz instability

if (type == 4) {

            for (i = 0; i < n_x; i++)

                { 

                    for (j = 0 ; j< n_y ; j++)

                        {

                        pert= 0.06* sin(x[i][j]*12.56);

                              //if ((y[i][j] < 0.4 + pert) || (y[i][j] > 0.6 + pert)) //two interfaces

                                  if (y[i][j] < 0.5 + pert) //one interface

                            {

                            u[rho_1_][i][j] = 1.; 

	 	 	     u[v_x_1_][i][j] = 0.; 

	 	 	     u[v_y_1_][i][j] = 0.;

	 	 	     u[v_z_1_][i][j] = 0.;

                            u[pre_1_][i][j] = 1.;

  	 	 	     u[b_x_][i][j] = 0.;

                            u[b_y_][i][j] = 1.;

                            u[b_z_][i][j] = 0.;

	 	 	     u[rho_2_][i][j] = 1.; 

	 	 	     u[v_x_2_][i][j] = 0.; 

	 	 	     u[v_y_2_][i][j] = 0.;

	 	 	     u[v_z_2_][i][j] = 0.;

                            u[pre_2_][i][j] = 1.;

	 	 	 

                            }

                            

                            else

                            {

                            u[rho_1_][i][j] = 0.5; 

	 	 	     u[v_x_1_][i][j] = -1.; 

	 	 	     u[v_y_1_][i][j] = 0.;

	 	 	     u[v_z_1_][i][j] = 0.;

                            u[pre_1_][i][j] = 1.;

  	 	 	     u[b_x_][i][j] = 0.;

                            u[b_y_][i][j] = 1.;

                            u[b_z_][i][j] = 0.;

	 	 	     u[rho_2_][i][j] = 0.5; 

	 	 	     u[v_x_2_][i][j] = -1.; 

	 	 	     u[v_y_2_][i][j] = 0.;

	 	 	     u[v_z_2_][i][j] = 0.;

                            u[pre_2_][i][j] = 1.;

	 	 

	 	 	 	 

                            }

                        

  

/*u[rho_][i][j]=x[i][j];

u[pre_][i][j]=y[i][j];

*/

                        }

                }
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}

//i.c. for Rayleigh Taylor instability

if (type == 5) {

	 	 	 double p00 =2.5;

	 	 	 double k =0.;

	 	 	 double rho1 = 1.;

	 	 	 double rho2 = 2.;

	 	 	 double g0 = -2.;

	 	 	 double p0 = p00 + rho2 * k *0.125;

	 	 	 double gg_ic[n_y];

	 	 	 

//srand (time(NULL) + ind_cpu);

srand (ind_cpu);

            for (i = 0; i < n_x; i++)

                { 

                    for (j = 0 ; j < n_y ; j++)

                        {

                        

	 	 	 //gg[i][j] = -1.; //const gravitational acceleration

	 	 	 //gg[i][j] = -1. * y[i][j]; //-1 gravitational acceleration

	 	 	 gg[i][j] = g0 + k * y[i][j]; //-2 gravitational acceleration

                        gg_ic[j] = -gg[i][j];

                            if (y[i][j] < 0.)

                            {

                            u[rho_1_][i][j] = rho1; 

	 	 	     u[v_x_1_][i][j] = 0.; 

	 	 	     u[v_y_1_][i][j] = 0.;

	 	 	     u[v_z_1_][i][j] = 0.;

  	 	 	     u[b_x_][i][j] = 0.;

                            u[b_y_][i][j] = 1.;

                            u[b_z_][i][j] = 0.;

	 	 	     u[rho_2_][i][j] = rho1; 

	 	 	     u[v_x_2_][i][j] = 0.; 

	 	 	     u[v_y_2_][i][j] = 0.;

	 	 	     u[v_z_2_][i][j] = 0.;

	 	 	 	 if (y[i][j] > -0.1) 

	 	 	 	 {

	 	 	 	 u[v_y_1_][i][j] = 0.01 * (1. - 2. * rand() / (double)RAND_MAX); 

	 	 	 	 u[v_y_2_][i][j] = 0.01 * (1. - 2. * rand() / (double)RAND_MAX);

	 	 	 	 }

	 	 	 	 

	 	 	 u[pre_1_][i][j] = p0+ (-g0) * ( 0.5 * rho2  - rho1 * y[i][j]) - k * (0.125 * rho2 - 0.5 * 
rho1 * y[i][j] * y[i][j]);

	 	 	 u[pre_2_][i][j] = p0+ (-g0) * ( 0.5 * rho2  - rho1 * y[i][j]) - k * (0.125 * rho2 - 0.5 * 
rho1 * y[i][j] * y[i][j]); 

                            }
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                            else

                            {

                            u[rho_1_][i][j] = rho2; 

	 	 	     u[v_x_1_][i][j] = 0.; 

	 	 	     u[v_y_1_][i][j] = 0.;

	 	 	     u[v_z_1_][i][j] = 0.;

  	 	 	     u[b_x_][i][j] = 0.;

                            u[b_y_][i][j] = 1.;

                            u[b_z_][i][j] = 0.;

	 	 	     u[rho_2_][i][j] = rho2; 

	 	 	     u[v_x_2_][i][j] = 0.; 

	 	 	     u[v_y_2_][i][j] = 0.;

	 	 	     u[v_z_2_][i][j] = 0.;

	 	 	 	 if (y[i][j] < 0.1) 

	 	 	 	 {	 	 	 	 	 

	 	 	 	 u[v_y_1_][i][j] = 0.01 * (1. - 2. * rand() / (double)RAND_MAX); 

	 	 	 	 u[v_y_2_][i][j] = 0.01 * (1. - 2. * rand() / (double)RAND_MAX);

	 	 	 	 } 

	 	 	 	 

                            u[pre_1_][i][j] = p0 + (-g0) * rho2 * ( 0.5 - y[i][j]) - k * rho2 * (0.125 -0.5 * y[i][j] * y[i]
[j]); 

	 	 	     u[pre_2_][i][j] = p0 + (-g0) * rho2 * ( 0.5 - y[i][j]) - k * rho2 * (0.125 -0.5 * y[i]
[j] * y[i][j]); 

                            }

	                  }

                }

    

}

//i.c. for Orszag Tang vortex test

if (type == 6) {

double beta, M, v0, B0, p0;

beta = 10/3.;

M = 1.;

v0 = 1.;

B0 = -(1./sqrt(4.*pi));

p0 = beta * (B0*B0)/2.;

//T0 = 1.0e-6;

            for (i = 0; i < n_x; i++)

                { 

                    for (j = 0 ; j< n_y ; j++)

                        {

	 	 	 // Ryu1998 and Londrillo2000

	 	 	     u[rho_1_][i][j] = gam * p0;

                            u[pre_1_][i][j] = p0; 

	 	 	     //u[rho_1_][i][j] = (25./36.) * pi;

                            //u[pre_1_][i][j] = (5./12.) * pi; 

                            u[v_x_1_][i][j] = - sin(2.*pi*y[i][j]);

                            u[v_y_1_][i][j] = sin(2.*pi*x[i][j]);
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                            u[v_z_1_][i][j] = 0.;

                            u[b_x_][i][j] = - B0 * sin(2.*pi*y[i][j]);

                            u[b_y_][i][j] = B0 * sin(4.*pi*x[i][j]);

                            u[b_z_][i][j] = 0.;

                            u[rho_2_][i][j] = gam * p0;

                            u[pre_2_][i][j] = p0; 

                            u[v_x_2_][i][j] = 0.;

                            u[v_y_2_][i][j] = 0.;

                            u[v_z_2_][i][j] = 0.;

 

                            T0 = (u[pre_1_][i][j] + u[pre_2_][i][j]) / ((u[rho_1_][i][j] + u[rho_2_][i][j]) * Rg);

                        }

                }

    

}

//i.c. for an explosion

if (type == 7)

{

double x0 = ende_x_global * 0.5; 

double y0 = ende_y_global * 0.5;

            for (i = 0; i < n_x; i++)

                { 

                    for (j = 0 ; j< n_y ; j++)

                        {

                        

                            u[rho_1_][i][j] = 0.01;

                            u[pre_1_][i][j] = 0.01; 

                            u[v_x_1_][i][j] = 0.;

                            u[v_y_1_][i][j] = 0.;

                            u[v_z_1_][i][j] = 0.;

                            u[b_x_][i][j] = 0.;

                            u[b_y_][i][j] = 0.;

                            u[b_z_][i][j] = 0.;

                       

                            

                            u[rho_2_][i][j] = 1.;

                            u[pre_2_][i][j] = 1. + exp((-(x[i][j] - x0)*(x[i][j] - x0) - (y[i][j] - y0)*(y[i][j] - y0))/0.001) * 
pow(10.0,6.0); 

                            u[v_x_2_][i][j] = 0.;

                            u[v_y_2_][i][j] = 0.;

                            u[v_z_2_][i][j] = 0.;

                        }

                } 

}
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//i.c. for flow with obstacle

if (type == 8)

{

            for (i = 0; i < n_x; i++)

                { 

                    for (j = 0 ; j< n_y ; j++)

                        {

                            if ((y[i][j] <= 0.5) && (x[i][j] <= 0.5) && (x[i][j] >= 0.3))

                            {

                            u[rho_1_][i][j] = 10.;

                            u[pre_1_][i][j] = 1.; 

                            u[v_x_1_][i][j] = 0.;

                            u[v_y_1_][i][j] = 0.;

                            u[v_z_1_][i][j] = 0.;

                            u[b_x_][i][j] = 0.;

                            u[b_y_][i][j] = 0.;

                            u[b_z_][i][j] = 0.;

                       

                            

                            u[rho_2_][i][j] = 10.;

                            u[pre_2_][i][j] = 1.; 

                            u[v_x_2_][i][j] = 0.;

                            u[v_y_2_][i][j] = 0.;

                            u[v_z_2_][i][j] = 0.;

                            }

                            

                            

                            else

                            {

                            u[rho_1_][i][j] = 0.01;

                            u[pre_1_][i][j] = 1.; 

                            u[v_x_1_][i][j] = 1.;

                            u[v_y_1_][i][j] = 0.;

                            u[v_z_1_][i][j] = 0.;

                            u[b_x_][i][j] = 0.;

                            u[b_y_][i][j] = 0.;

                            u[b_z_][i][j] = 0.;

                       

                            

                            u[rho_2_][i][j] = 0.01;

                            u[pre_2_][i][j] = 1.; 

                            u[v_x_2_][i][j] = 1.;

                            u[v_y_2_][i][j] = 0.;

                            u[v_z_2_][i][j] = 0.;

                            }

                        }

                } 

}

// --------------------------------------------------------------------------

// --------------------------------------------------------------------------

154
//solar atmosphere

//reading in the VAL C model

//create new arrays

// --------------------------------------------------------------------------

if (type == 10) {

std::string File;

File = "./initmod_hs.dat";

std::ifstream FileStream;

FileStream.open(File, std::ios::in);

if (! FileStream) std::cout << "unable to open file for reading" << std::endl;

int row;

//read in the first line of the file which contains the number of elements or rows

FileStream >> row; 

double *rho, *z, *int_e;

rho = new double[row];

z = new double[row];

int_e = new double[row];

for (i = row-1; i >= 0; i--)

{

  FileStream >> z[i];

  FileStream >> rho[i];

  FileStream >> int_e[i];

  

  z[i] = -z[i];

  //internal energy per unit volume 

  //int_e[i] = int_e[i] * rho[i];  //not for initmod data

} 

FileStream.close();

//fill y[][] and u[][][] arrays with interpolated values 

//z or y axis

//1. find dz

double dz, index;

int int_index, next_index;

dz = z[1] - z[0];
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std::cout << "dz = " << dz << std::endl;

for (i = 0; i < n_x; i++)

{

    for (j = 0; j < n_y; j++)

    {

        

        gg[i][j] = -27400.0;

        // index of y on z axis

        

            index = (y[i][j] - z[0]) / dz;

            //std::cout << index << std::endl;

            int_index = index; //no need to cast

            next_index = int_index + 1;

            //interpolate the data

            u[rho_1_][i][j] = 0.01*((rho[next_index] - rho[int_index]) * (index-int_index) + rho[int_index]);

            u[pre_1_][i][j] = 0.01*(((int_e[next_index] - int_e[int_index]) * (index-int_index) + 
int_e[int_index]) * (gam - 1.));

            

            u[rho_2_][i][j] = 0.99*((rho[next_index] - rho[int_index]) * (index-int_index) + rho[int_index]);

            u[pre_2_][i][j] = 0.99*(((int_e[next_index] - int_e[int_index]) * (index-int_index) + 
int_e[int_index]) * (gam - 1.));

	     

	     

	     u[v_x_1_][i][j] = 0.0;

	     u[v_y_1_][i][j] = 0.0;

	     u[v_z_1_][i][j] = 0.0;

	     

	     u[v_x_2_][i][j] = 0.0;

	     u[v_y_2_][i][j] = 0.0;

	     u[v_z_2_][i][j] = 0.0;	    

	     

	     u[b_x_][i][j] = 50.;

	     u[b_y_][i][j] = 85.;

	     u[b_z_][i][j] = 0.0;            

            

            

    }

}

       

//deallocate memory

delete [] rho;

delete [] z;

delete [] int_e;

}

// --------------------------------------------------------------------------

//Hillier

if (type == 11) {
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    double B0, zeta_1, zeta_2, rho_tot, P_tot;

    

    rho_tot = 1.;

    P_tot = 0.15;

    B0 = 1.;

    zeta_1 = 0.1;

    zeta_2 = 0.9;

    

    

     for (i = 0; i < n_x; i++)

                { 

                    for (j = 0 ; j< n_y ; j++)

                        {

                        

                         if (x[i][j] <= 0.)

                            {

                                u[b_y_][i][j] = B0;

                            }

                         

                            else

                            {

                                u[b_y_][i][j] = -B0;

                            }

                         

                        

                        

                            u[rho_1_][i][j] = zeta_1 * rho_tot;

                            u[pre_1_][i][j] = ((2. * zeta_1) / (zeta_2 + 2. * zeta_1)) * P_tot; 

                            u[v_x_1_][i][j] = 0.;

                            u[v_y_1_][i][j] = 0.;

                            u[v_z_1_][i][j] = 0.;

                            u[b_x_][i][j] = 0.3 * B0;

                            u[b_z_][i][j] = 0.;

                           

                            

                            u[rho_2_][i][j] = zeta_2 * rho_tot;

                            u[pre_2_][i][j] = (zeta_2 / (zeta_2 + 2. * zeta_1)) * P_tot; 

                            u[v_x_2_][i][j] = 0.;

                            u[v_y_2_][i][j] = 0.;

                            u[v_z_2_][i][j] = 0.;

       	 u[tem_1_][i][j] = u[pre_1_][i][j]/ (2. * Rg * u[rho_1_][i][j]); //temperature MHD / charged fluid    

      	 u[tem_2_][i][j] = u[pre_2_][i][j] / (Rg * u[rho_2_][i][j]); //temperature HD / neutral fluid

	 	 	 //calculate ambient temperature:

	 	 T0 = (u[pre_1_][i][j] + u[pre_2_][i][j]) / ((u[rho_1_][i][j] + u[rho_2_][i][j]) * Rg); //case 3

                         

                        }

                }

    

 

}

//end

}
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APPLY_BC.CPP 
#include <iostream> 

#include <cmath>

#include "constants.h"

#include "mpi.h"

int ind_cpu(int i_cpu_x, int i_cpu_y)

{

return i_cpu_x + n_cpu_x * i_cpu_y;

}

void get_xyindex(int ind_cpu, int *i_cpu_x, int *i_cpu_y)

{

*i_cpu_y =  ind_cpu / n_cpu_x;

*i_cpu_x =  ind_cpu - n_cpu_x * *i_cpu_y;

}

//index of neighbouring cpu

int neighbour(int i_cpu_x, int i_cpu_y, int dir, int boundary) //neighbour: 0 = left or bottom, 1 = right 
or top

{

    int neighbour_x, neighbour_y, ind_neighbour;

   //check direction

    

    if((dir == 0) && (boundary == 0)) //x direction, left neighbour

    {

        neighbour_x = i_cpu_x -1;

        if (neighbour_x == -1) neighbour_x = n_cpu_x -1; //closes the circut in a row / column

        neighbour_y = i_cpu_y; //upper and lower cpu index stays the same

    }

    

    if((dir == 0) && (boundary == 1)) //x direction, right

    {

        neighbour_x = i_cpu_x +1;

        if (neighbour_x == n_cpu_x) neighbour_x = 0;

        neighbour_y = i_cpu_y;

    }

    

    if((dir == 1) && (boundary == 0)) //y direction, bottom

    {

        neighbour_y = i_cpu_y -1;

        if (neighbour_y == -1) neighbour_y = n_cpu_y -1;

        neighbour_x = i_cpu_x;

    }

    

    if((dir == 1) && (boundary == 1)) //y direction, top

    {

        neighbour_y = i_cpu_y + 1;

        if (neighbour_y == n_cpu_y) neighbour_y = 0;

        neighbour_x = i_cpu_x;
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    }

    

    ind_neighbour = neighbour_x + n_cpu_x * neighbour_y;

    return ind_neighbour;

    

    

  }

int is_inner(int i_cpu_x, int i_cpu_y, int i_dim, int i_boundary) //to check if a cpu's boundary is a 
global boundary

{ //return 0 if it is a global boundary

    //0 = no inner, hence global boundary

   

    if ((i_dim == 0) && (i_cpu_x == 0) && (i_boundary == 0)) //x direction, first cpu, left boundary

    {

        return 0;     

    }

    

    if((i_dim == 0) && (i_cpu_x == n_cpu_x -1) && (i_boundary == 1))

    {   

        return 0;

    }

    

    if((i_dim == 1) && (i_cpu_y == 0) && (i_boundary == 0))

    {

            return 0;

    }

    

    if((i_dim == 1) && (i_cpu_y == n_cpu_y -1) && (i_boundary == 1))

    {

            return 0;

    }

        else return 1;

}

//--------------------------------------------------------------------------------------------------------------
------------------

void apply_BC(double*** u0, double*** ufix)

{

        

    //0 - periodic

    //1 - continuous

    //2 - fixed

    

    int i_var, i_dim, i_boundary, i_ghost, i_run, ind_from_x, ind_to_x,ind_from_y, 

            ind_to_y, run_ind, i_buffer, i_boundary_to, i_boundary_from;

    

    int ind_cpu;

    int i_cpu_x, i_cpu_y;
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    int ind_neighbour_to, ind_neighbour_from;

    

    int bc_type[n_var][n_dim][2]; //variables, dimension 0 = x-direction/ 1 =y-direction, boundary 0 = 
bottom/left - 1 = top/right

     

    int is_inner(int i_cpu_x, int i_cpu_y, int i_dim, int i_boundary); //declare function to check if it is a 
global boundary

    MPI_Status status;

//call index functions

MPI_Comm_rank(MPI_COMM_WORLD, &ind_cpu); // get the index of the cpu

//std::cout << "in apply_BC : ind_cpu: " << ind_cpu << std::endl;

get_xyindex(ind_cpu, &i_cpu_x, &i_cpu_y);  // get the i_cpu_x and i_cpu_y or the index of the cpu 
in  x and y direction

//std::cout << "I_CPU_X, I_CPU_Y = " << i_cpu_x << " " << i_cpu_y << std::endl;

    bc_type[rho_1_][0][0] = 0; //left

    bc_type[rho_1_][0][1] = 0; //right

    bc_type[rho_1_][1][0] = 0; //bottom //2 RTI

    bc_type[rho_1_][1][1] = 0; //top     //2 RTI

    

    bc_type[mom_x_1_][0][0] = 0;

    bc_type[mom_x_1_][0][1] = 0;

    bc_type[mom_x_1_][1][0] = 0;

    bc_type[mom_x_1_][1][1] = 0;

    

    bc_type[mom_y_1_][0][0] = 0;

    bc_type[mom_y_1_][0][1] = 0;

    bc_type[mom_y_1_][1][0] = 0;

    bc_type[mom_y_1_][1][1] = 0;

    bc_type[mom_z_1_][0][0] = 0;

    bc_type[mom_z_1_][0][1] = 0;

    bc_type[mom_z_1_][1][0] = 0;

    bc_type[mom_z_1_][1][1] = 0;

    

    bc_type[ene_1_][0][0] = 0;

    bc_type[ene_1_][0][1] = 0;

    bc_type[ene_1_][1][0] = 0; //2rti

    bc_type[ene_1_][1][1] = 0; //2rti

    bc_type[b_x_][0][0] = 0;

    bc_type[b_x_][0][1] = 0;

    bc_type[b_x_][1][0] = 0;

    bc_type[b_x_][1][1] = 0;

    

    bc_type[b_y_][0][0] = 0;

    bc_type[b_y_][0][1] = 0;

    bc_type[b_y_][1][0] = 0;

    bc_type[b_y_][1][1] = 0;

    bc_type[b_z_][0][0] = 0;
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    bc_type[b_z_][0][1] = 0;

    bc_type[b_z_][1][0] = 0;

    bc_type[b_z_][1][1] = 0;

    bc_type[psi_][0][0] = 0;

    bc_type[psi_][0][1] = 0;

    bc_type[psi_][1][0] = 0;

    bc_type[psi_][1][1] = 0;

//------------------------------------

    bc_type[rho_2_][0][0] = 0; //left

    bc_type[rho_2_][0][1] = 0; //right

    bc_type[rho_2_][1][0] = 0; //bottom

    bc_type[rho_2_][1][1] = 0; //top

    

    bc_type[mom_x_2_][0][0] = 0;

    bc_type[mom_x_2_][0][1] = 0;

    bc_type[mom_x_2_][1][0] = 0;

    bc_type[mom_x_2_][1][1] = 0;

    

    bc_type[mom_y_2_][0][0] = 0;

    bc_type[mom_y_2_][0][1] = 0;

    bc_type[mom_y_2_][1][0] = 0;

    bc_type[mom_y_2_][1][1] = 0;

    bc_type[mom_z_2_][0][0] = 0;

    bc_type[mom_z_2_][0][1] = 0;

    bc_type[mom_z_2_][1][0] = 0;

    bc_type[mom_z_2_][1][1] = 0;

    

    bc_type[ene_2_][0][0] = 0;

    bc_type[ene_2_][0][1] = 0;

    bc_type[ene_2_][1][0] = 0;

    bc_type[ene_2_][1][1] = 0;

    

    

    

    

    

    

    

    

   for (i_var = 0; i_var < n_consVar; i_var++ )

    {

        for( i_dim = 0; i_dim < n_dim; i_dim++)

        {

          if(i_dim == 0) //x direction

            {

             run_ind = n_y -1;

            }

                    

          if(i_dim == 1) //y direction

            {

             run_ind = n_x -1;

            }
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     //creating buffers

     int buffer_size=(run_ind + 1) * n_ghost; //+1 because run_ind = n_x -1

     double* sendbuffer = new double[buffer_size];

      double* recvbuffer = new double[buffer_size];

            

            

          

          

            for (i_boundary = 0; i_boundary <= 1 ; i_boundary ++)

            {

                for (i_ghost = 0; i_ghost < n_ghost; i_ghost++)

                {       

                     for (i_run = 0; i_run <= run_ind; i_run++)

                    {

                         

                     

                    

                      if (i_dim == 0 ) // if in x direction

                        { 

                            ind_from_y = i_run;

                                if (i_boundary == 0) // left boundary

                                {

                                    ind_from_x = n_ghost + i_ghost;

                                }

                                if (i_boundary == 1) //right boundary

                                {

                                    ind_from_x = n_x - 2 * n_ghost + i_ghost; 

                                }

                    

                    

                        }

                             

                      if (i_dim == 1 ) //y direction

                       {

                          ind_from_x = i_run;

                          

                                if (i_boundary == 0) // bottom boundary

                                {

                                    ind_from_y = n_ghost + i_ghost; 

                                }

                                if (i_boundary == 1) //top boundary

                                {

                                    ind_from_y = n_y - 2 * n_ghost + i_ghost;

                                }

                          

                        }

                      

                

  

                  

	 	 //construct sendbuffer  

                    i_buffer = i_run + i_ghost * run_ind; //index of my buffer       

                  //filling sendbuffer          

                    sendbuffer[i_buffer]= u0[i_var][ind_from_x][ind_from_y];

                   

                    

                     } //i run

                } // i_ghost
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	 	 //close loop to fully create sendbuffer to be able to call mpi_sendrecv and send it 
to neighbour and receive from neighbour

                

                

                        i_boundary_from = i_boundary; //send from this boundary

                        i_boundary_to = 1 - i_boundary_from;    //opposite boundary - receive into this 
boundary

                 	 ind_neighbour_to = neighbour(i_cpu_x,i_cpu_y,i_dim,i_boundary_from);  //
neighbour of the boundary we are at (i_boundary_from), so the one we send it to         

      	 	 	 ind_neighbour_from = neighbour(i_cpu_x,i_cpu_y,i_dim,i_boundary_to);  // 
neighbour of the opposite boundary (i_boundaru_to), the one we get the boundary from: if we are 
at left boundary we receive from the RIGHT NEIGHBOUR'S inner cells at left boundary       

       	 	 	 //call mpi_sendrecv to send the buffer to and receive one from (for 
parameter details check MPI_sendrecv example online)

        	 	 MPI_Sendrecv(sendbuffer, buffer_size, MPI_DOUBLE, ind_neighbour_to, 10, 

                                     recvbuffer, buffer_size, MPI_DOUBLE, ind_neighbour_from, 10, 

                        MPI_COMM_WORLD, &status);

	 	 	 //MPI_Barrier(MPI_COMM_WORLD);

                

                       //unpack recvbuffer and fill boundaries

	 	 

                      

                

                for (i_ghost = 0; i_ghost < n_ghost; i_ghost++)

                {       

                     for (i_run = 0; i_run <= run_ind; i_run++)

                    {

                                                  

                        if (i_dim ==0 ) // if in x direction

                        {

                            ind_to_y = i_run;

                                if (i_boundary == 1) 

                               {

                                    ind_to_x = 0 + i_ghost;	 	 	 	    

                                }

                                if (i_boundary == 0)                       

        	 	 	  {

                                    ind_to_x = n_x - 1 * n_ghost + i_ghost;

                                }

                    

                    

                        }

                             

                      if (i_dim == 1 ) //y direction

                       {

                          ind_to_x = i_run;

                                if (i_boundary == 1)

                                {

                                    ind_to_y = 0 + i_ghost;

                                }

                                if (i_boundary == 0)
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                                {

                                    ind_to_y = n_y - 1 * n_ghost + i_ghost;

                                }

                        }

                       i_buffer = i_run + i_ghost * run_ind; //index of my buffer    

	 	 	 u0[i_var][ind_to_x][ind_to_y] = recvbuffer[i_buffer];

                      

                      

    

                      

                      

                    } //i_run

                    

               

                } //i_ghost

                

            } //i_boundary

// delete memory for buffers

delete [] sendbuffer;

delete [] recvbuffer;

        } //i_dim

    

 

    } //i_var

    for (i_var = 0; i_var < n_consVar; i_var++ )

    {

        for( i_dim = 0; i_dim < n_dim; i_dim++)

        {

          	 if(i_dim == 0) //x direction

            	 {

             	 	 run_ind = n_y -1;

            	 }

                    

          	 if(i_dim == 1) //y direction

            	 {

             	 	 run_ind = n_x -1;

            	 }

	 for (i_boundary = 0; i_boundary <= 1 ; i_boundary ++)

            	 {

                	 for (i_ghost = 0; i_ghost < n_ghost; i_ghost++)

                	 {       

                    	  for (i_run = 0; i_run <= run_ind; i_run++)

164
                    	 {

//if outer boundary (= is_inner==0), apply global boundary conditions

                      if (is_inner(i_cpu_x, i_cpu_y, i_dim, i_boundary) == 0)

                      { //otherwise, periodic boundary conditions are applied

                          

                          //"preparations" for continuous BC:

                       		  if (i_dim == 0 ) // if in x direction

                        	 {

                            	 	 ind_to_y = i_run;

	 	 	 	 ind_from_y = i_run;

                                	 if (i_boundary == 0)

                                	 {

                                    	 	 ind_to_x = 0 + i_ghost;

	 	 	 	 	 	 ind_from_x = n_ghost;// + i_ghost;

                                	 	 	 	 	 	    

                                	 }

                                	 

	 	 	 	 	 if (i_boundary == 1) 

                                	 { 

                                    	 	 ind_to_x = n_x - 1 * n_ghost + i_ghost;

	 	 	 	     	 	 ind_from_x = n_x - 2* n_ghost + 1; // + i_ghost;

                                	 }

                               }

                       		  if (i_dim == 1 ) // if in y direction

                        	 {

                            	 	 ind_to_x = i_run;

	 	 	 	 	 ind_from_x = i_run;

                                	 if (i_boundary == 0)

                                	 {

                                    	 	 ind_to_y = 0 + i_ghost;

	 	 	 	 	 	 ind_from_y = n_ghost;// + i_ghost;

                                	 	 	 	 	 	    

                                	 }

                                	 if (i_boundary == 1) 

                                	 {

                                    	 	 ind_to_y = n_y - 1 * n_ghost + i_ghost;

	 	 	 	     	 	 ind_from_y = n_y - 2 * n_ghost + 1; // + i_ghost;

                                	 }

                                	 

                               }

	 	 

	 	         //apply continuous boundary conditions

                          if (bc_type[i_var][i_dim][i_boundary] == 1)

                            {  	 	 

 

	 	 	 	 u0[i_var][ind_to_x][ind_to_y] = u0[i_var][ind_from_x][ind_from_y]; 

	 	 	    }

                          //apply global fixed boundary conditions

                          if (bc_type[i_var][i_dim][i_boundary] == 2)
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                            {            

                                  u0[i_var][ind_to_x][ind_to_y] = ufix[i_var][ind_to_x][ind_to_y];

                            }

                          //apply global zero value boundary conditions

                          if (bc_type[i_var][i_dim][i_boundary] == 3)

                            {            

                                  u0[i_var][ind_to_x][ind_to_y] = 0.;

                            }

                      } //is_inner

                      

                    } //i_run

                    

               

                } //i_ghost

                

            } //i_boundary

        } //i_dim

    

 

    } //i_var

                    

  

}
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MAIN.CPP 
#include <cstdlib>

#include <cmath>

#include <array>

#include <locale>

#include <iostream>

#include <string.h>

#include <fstream>

#include <sstream>

#include"constants.h"

#include"mpi.h"

#include<stdio.h>

using namespace std;

double ***f, ***res, ***u0, ***ufix;

double ****nflux;

double **x, **y, **gg;

int i, j, k, i_t;

double dtime, timep, a, d_xy, vmax, ch, cp; //a = coefficient for timestepping in Runge Kutta

double T0=0.; //ambient temperature for Hillier simulation

int numprocs, ind_cpu; //number of processors and rank

int main(int argc, char** argv) {

    //declare functions

    void alloc_mem_arr2D(double** &);

    void alloc_mem_arr3D(double*** &);

    void alloc_mem_arr4D(double**** &);

    void initial_condition(double*** , double** , double**, double**);

    void prim_to_con(double***);

    void con_to_prim(double***);

    void calc_rates(double ***);

    void apply_BC(double***, double***);

    void calc_residuals(double**, double**, double***, double***, double****);

    double timestep(double***);

    void dealloc_mem_arr2D(double**);

    void dealloc_mem_arr3D(double***);

    void dealloc_mem_arr4D(double****);

    void apply_RK4(double **, double **, double **, double ***, double ***, double ***, double ****, 
double, double);

    void apply_RK1(double **, double **, double **, double ***, double ***, double ***, double ****, 
double, double);

    void apply_RK2(double **, double **, double **, double ***, double ***, double ***, double ****, 
double, double);

    

    void save_binary(int, double***, double** ,double**);
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    int density_barrier(double***);

    void calc_temperature(double ***u0);

    //MPI

    

    MPI_Init(&argc,&argv);

    MPI_Comm_size(MPI_COMM_WORLD, &numprocs); //get the number of processors and 
assign it to numprocs

    MPI_Comm_rank(MPI_COMM_WORLD, &ind_cpu); //get the number of rank (=cpu) and assign 
it to myid

    

    if (numprocs != n_cpu_x * n_cpu_y)

 {

    std::cout<<"number of processors does not match"<<std::endl;

    abort();

  }

    alloc_mem_arr2D(x);

    alloc_mem_arr2D(y);

    alloc_mem_arr2D(gg);

    alloc_mem_arr3D(u0);

    alloc_mem_arr3D(ufix);

    alloc_mem_arr3D(res);

    alloc_mem_arr4D(nflux);

    initial_condition(u0, x, y, gg);

    i_t = 0.;

    

    calc_temperature(u0);

    prim_to_con(u0);

    calc_rates(u0);

    save_binary(i_t, u0, x, y);

    

    

    

for (k = 0; k < n_var; k++) 

    {

        for (i = 0; i < n_x; i++)

        { 

            for (j = 0 ; j < n_y ; j++)

            {

	 	 ufix[k][i][j] = u0[k][i][j];

	     }

	 }

     }

 apply_BC(u0, ufix);

    timep = 0.; //start of physical time

     

    

    //start solving equations

    for (int i_t=1; i_t< n_t; i_t++)

    {
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        calc_temperature(u0);

        

        con_to_prim(u0);

        dtime = timestep(u0);

        

        d_xy = fmin(dx,dy);

        //for hyperbolic div cleaning

        ch = 0.5*(CFL * d_xy / dtime);

        cp = 0.18*ch;

     

 

        apply_RK1(x, y, gg, u0, ufix, res, nflux, dtime, timep); 

 	 

        

        //density_barrier(u0);

        

        save_binary(i_t, u0, x, y);

  

        timep=timep+dtime; //physical time

            

            //if (timep >= 1.) //Hillier

            if (timep >= 0.48) //OT Ryu

            {   

                i_t = 100000;

                save_binary(i_t, u0, x, y);

                break;

            }

            

    

    }

    

        dealloc_mem_arr2D(x);

        dealloc_mem_arr2D(y);

        dealloc_mem_arr2D(gg);

        dealloc_mem_arr3D(u0);

        dealloc_mem_arr3D(ufix);

        dealloc_mem_arr3D(res);

        dealloc_mem_arr4D(nflux);

          

    MPI_Finalize();       

    return 0;

} 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RK.CPP 
#include<iostream>

#include<cmath>

#include "constants.h"

void calc_residuals(double**, double**, double***, double***, double****);

void apply_BC(double***, double ***);

void calc_sources(double **, double **, double**, double ***, double ***, double, double);

void apply_RK1(double **x, double **y, double** gg, double ***u, double *** ufix, double ***res, 
double ****nflux, double dtime, double timep)

{

    int i, j, k;

    apply_BC(u, ufix);

          

    calc_residuals(x, y, u, res, nflux);

    calc_sources(x, y, gg, u, res, timep, dtime);

    

    

    for (k = 0; k < n_consVar; k++)

    {

	 for (i=n_ghost; i < n_x-n_ghost+1; i++)

	 { 

            for (j =n_ghost; j < n_y-n_ghost+1; j++)

            {

	 	  u[k][i][j] = u[k][i][j] + res[k][i][j] * dtime;

            }

	 }

    }

}

//------------------------------------------------------------------------------------------

//------------------------------------------------------------------------------------------

//RK4

void apply_RK4(double **x, double **y, double** gg, double ***u, double *** ufix, double ***res, 
double ****nflux, double dtime, double timep)

{

    int i, j, k;

    double ***u1, ***u2;

    

        u1 = new double**[n_var];

    for (i = 0; i < n_var; ++i)

    {

        u1[i] = new double*[n_x];

        for (j =0; j < n_x; j++)

            u1[i][j] = new double[n_y];

    }

        

            u2 = new double**[n_var];

    for (i = 0; i < n_var; ++i)
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    {

        u2[i] = new double*[n_x];

        for (j =0; j < n_x; j++)

            u2[i][j] = new double[n_y];

    }

    apply_BC(u, ufix);

          

    //k1

    calc_residuals(x, y, u, res, nflux);

    calc_sources(x, y, gg, u, res, timep, dtime);

    

    

    for (k = 0; k < n_consVar; k++)

    {

	 for (i=n_ghost; i < n_x-n_ghost+1; i++)

	 { 

            for (j =n_ghost; j < n_y-n_ghost+1; j++)

            {

    

    res[k][i][j] = dtime * res[k][i][j];

    

            

    u1[k][i][j] = u[k][i][j] + (1. / 6.) * res[k][i][j]; // RK update u

    u2[k][i][j] = u[k][i][j] + res[k][i][j] * 0.5; //RK

    

                    }

            }

    }

    

    apply_BC(u2, ufix);

    

    //k2

    calc_residuals(x, y, u2, res, nflux);

    calc_sources(x, y, gg, u2, res, timep, dtime);

    

    

        for (k=0; k<n_consVar; k++)

    {

	 for (i=n_ghost; i < n_x-n_ghost+1; i++)

	 { 

            for (j =n_ghost; j < n_y-n_ghost+1; j++)

            {

    

    res[k][i][j] = dtime * res[k][i][j];

    u1[k][i][j] = u1[k][i][j] + (1. / 3.) * res[k][i][j]; // update u RK

    u2[k][i][j] = u[k][i][j] + res[k][i][j] * 0.5;

                    }

            }

    }

    apply_BC(u2, ufix);

    

    //k3

    calc_residuals(x, y, u2, res, nflux);

    calc_sources(x, y, gg, u2, res, timep, dtime);
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    for (k=0; k<n_consVar; k++)

    {

	 for (i=n_ghost; i < n_x-n_ghost+1; i++)

	 { 

            for (j =n_ghost; j < n_y-n_ghost+1; j++)

            {

    

    res[k][i][j] = dtime * res[k][i][j];

    u1[k][i][j] = u1[k][i][j] + (1. / 3.) * res[k][i][j]; // update u

    u2[k][i][j] = u[k][i][j] + res[k][i][j];

                        }

            }

    }

    

    apply_BC(u2, ufix);

    

    //k4

    calc_residuals(x, y, u2, res, nflux);

    calc_sources(x, y, gg, u2, res, timep, dtime);

    

    

    for (k=0; k<n_consVar; k++)

    {

	 for (i=n_ghost; i < n_x-n_ghost+1; i++)

	 { 

            for (j =n_ghost; j < n_y-n_ghost+1; j++)

            {

    

    res[k][i][j] = dtime * res[k][i][j];

    u[k][i][j] = u1[k][i][j] + (1. / 6.) * res[k][i][j]; // update u = advanced solution

                    }

            }

    }

    

    for (i = 0; i < n_var; ++i)

        {

            for (j =0; j < n_x; j++)

            {

                delete [] u1[i][j];

            }

            delete [] u1[i];

        }

          delete [] u1;

          

    for (i = 0; i < n_var; ++i)

        {

            for (j =0; j < n_x; j++)

            {

                delete [] u2[i][j];

            }

            delete [] u2[i];

        }

          delete [] u2;

    

    return;

} 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CALC_RESIDUALS.CPP 
/*

 * function to calculate residuals

 */

#include<iostream> 

#include<cmath>

#include"constants.h"

void calc_residuals(double** x, double** y, double*** u0, double*** res, double**** nflux)

{      

void numerical_flux(int, double*, double*, double*, double*, double*);

    

int i, j, k;

double ullx[n_var], ulx[n_var], uux[n_var] ,urx[n_var];

double ully[n_var], uly[n_var], uuy[n_var] ,ury[n_var];

double flux1[n_var], flux2[n_var];

for (i=n_ghost; i <n_x-n_ghost+1; i++)

{    

    for (j =n_ghost; j < n_y-n_ghost+1; j++)

    {

      for (k = 0; k < n_var; k++)

                                

            { 

                //in x direction

                ullx[k]=u0[k][i-2][j] ;  

                ulx[k]=u0[k][i-1][j];

                uux[k]=u0[k][i][j];

                urx[k]=u0[k][i+1][j];

                // in y direction 

                ully[k]=u0[k][i][j-2] ; 

                uly[k]=u0[k][i][j-1];

                uuy[k]=u0[k][i][j];

                ury[k]=u0[k][i][j+1];

            }

      

//call numerical flux function in x and y direction and fill array flux1 and flux2, respectively          

        numerical_flux(0,ullx,ulx,uux,urx,flux1);

        numerical_flux(1,ully,uly,uuy,ury,flux2); 

       for (k=0; k < n_consVar; k++)

            {   

                nflux[0][k][i][j]=flux1[k];

                nflux[1][k][i][j]=flux2[k];

            }

    }       
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 }

//2) calculate residuals based on numerical flux and fill the array res[][]

for (k = 0; k < n_consVar; k++)   

{

    for (i=n_ghost; i <n_x-n_ghost+1; i++)

    {    

        for (j =n_ghost; j < n_y-n_ghost+1; j++)

        {

            res[k][i][j] = -((nflux[0][k][i+1][j]-nflux[0][k][i][j])/(x[i+1][j]-x[i][j]) // 0- x direction

                            +(nflux[1][k][i][j+1]-nflux[1][k][i][j])/(y[i][j+1]-y[i][j]));        // 1 - y direction

    

        }

    }

}

}
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NUMERICAL_FLUX.CPP 
/*here included are:

 * limiter function

 * numerical flux function

 */

#include<iostream> 

#include<cmath>

#include"constants.h"

//limiter function

double limiter(double r) 

    {

    

   //return (1.50*(r*r+r)/(r*r+r+1.0)); //ospre limiter

   return (fmax(0, fmin(1, r))); //Minmod

}   

//numerical flux function

void numerical_flux(int dir, double* ull, double* ul, double* uu, double* ur, double* flux)

{ 

double limiter(double r);

  

void get_pflux(int, double*, double*);

    double ru[n_var]; //size of all variables, but further down, only loop through n_consVar

    double rl[n_var];

    

    double ulmh[n_var];

    double urmh[n_var];

    double fll[n_var];

    double flr[n_var];

   

    // limited interpolated values of the state vector at the cell centres

    double nom1, denom1, nom2, denom2;

    double pl_1, pr_1, pl_2, pr_2, csl_1, csr_1, csl_2, csr_2;

    double aaa_1, aaa1_1, aaa2_1, aaa_2, aaa1_2, aaa2_2, aaa2, result, B_tot_l, B_tot_r, va_l, va_r;

    

    int k;

      

for (k = 0; k < n_consVar; k++) 

    {

       

        nom1 = (uu[k] - ul[k]); 

        denom1 = (ur[k] - uu[k]); 

 

         if (fabs(nom1) < 1.0e-14)

            {   

            nom1 = 0.;

            denom1 = 1.0;

            }
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         if ((nom1 > 1.0e-14) && (fabs(denom1) < 1.0e-14))

            {

            nom1 = 1.0e14; 

            denom1 = 1.0;

            }

        if ((nom1 < -1.0e-14) && (fabs(denom1) < 1.0e-14))

            {

            nom1 = -1.0e14; 

            denom1 = 1.0; 

            }

      

        ru[k]= nom1/denom1; //ratio of the gradients 

        

        nom2 = ul[k]-ull[k];

        denom2 = uu[k]-ul[k];

        // ; this part is just to check that we don't divide by 0

        if (fabs(nom2) < 1.0e-14)

        {

            nom2 = 0.0;

            denom2 = 1.0;

        }

        if ((nom2 > 1.0e-14) && (fabs(denom2) < 1.0e-14))

        {

            nom2 = 1.0e14;

            denom2 = 1.0;

        }

        if ((nom2 < -1.0e-14) && (fabs(denom2) < 1.0e-14))

        {

            nom2 = -1.0e14;

            denom2 = 1.0;

        }

        //checking ends here

 

        rl[k] = nom2 / denom2; //=ratio of the gradients

    

    }

 for (k = 0; k < n_consVar; k++)

        

 {

    //call function to calculate the limit for each variable         

    ulmh[k] = ul[k] + 0.50 * limiter(rl[k]) * (uu[k] - ul[k]); 

    urmh[k] = uu[k] - 0.50 * limiter(ru[k]) * (ur[k] - uu[k]); 

 }

 

    

//check

B_tot_l = ulmh[b_x_] * ulmh[b_x_] + ulmh[b_y_] * ulmh[b_y_] + ulmh[b_z_] * ulmh[b_z_];

B_tot_r = urmh[b_x_] * urmh[b_x_] + urmh[b_y_] * urmh[b_y_] + urmh[b_z_] * urmh[b_z_];
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//pressure left and right

pl_1 = (ulmh[ene_1_] - 0.5 * ((ulmh[mom_x_1_] * ulmh[mom_x_1_] 

                             + ulmh[mom_y_1_] * ulmh[mom_y_1_] 

                             + ulmh[mom_z_1_] * ulmh[mom_z_1_]) / ulmh[rho_1_] + B_tot_l)) * (gam - 1.0) ; //
total ene - kin ene in x and y

pr_1 = (urmh[ene_1_] - 0.5 * ((urmh[mom_x_1_] * urmh[mom_x_1_] 

                             + urmh[mom_y_1_] * urmh[mom_y_1_] 

                             + urmh[mom_z_1_] * urmh[mom_z_1_]) / urmh[rho_1_] + B_tot_r)) * (gam - 1.0) ; 

//pressure left and right HYDRO

pl_2 =(ulmh[ene_2_] - 0.5 * (ulmh[mom_x_2_] * ulmh[mom_x_2_] 

                           + ulmh[mom_y_2_] * ulmh[mom_y_2_] 

                           + ulmh[mom_z_2_] * ulmh[mom_z_2_]) / ulmh[rho_2_]) * (gam - 1.0); //total ene - 
kin ene in x and y

pr_2 =(urmh[ene_2_] - 0.5 * (urmh[mom_x_2_] * urmh[mom_x_2_] 

                           + urmh[mom_y_2_] * urmh[mom_y_2_] 

                           + urmh[mom_z_2_] * urmh[mom_z_2_]) / urmh[rho_2_]) * (gam - 1.0); // divided 
my rho because mom*mom

//speed of sound left and right MHD

csl_1 = 1.0 * sqrt(gam * pl_1 / ulmh[rho_1_]); 

csr_1 = 1.0 * sqrt(gam * pr_1 / urmh[rho_1_]);

va_l =  sqrt(B_tot_l / (2. * ulmh[rho_1_])); 

va_r =  sqrt(B_tot_r / (2. * urmh[rho_1_]));

csl_1 = sqrt( va_l * va_l + csl_1 * csl_1);

csr_1 = sqrt( va_r * va_r + csr_1 * csr_1); 

//speed of sound left and right HYDRO

csl_2 = 1.0 * sqrt(gam * pl_2 / ulmh[rho_2_]); 

csr_2 = 1.0 * sqrt(gam * pr_2 / urmh[rho_2_]);

// take the absolute values and select the max value = aaa

aaa_1  = fmax(fabs(ulmh[mom_x_1_ + dir] / ulmh[rho_1_] + csl_1), fabs(urmh[mom_x_1_ + dir] / 
urmh[rho_1_] + csr_1)); //max characteristic speed- y component +1

aaa1_1 = fmax(aaa_1, fabs(ulmh[mom_x_1_ + dir] / ulmh[rho_1_] - csl_1));

aaa2_1 = fmax(aaa1_1, fabs(urmh[mom_x_1_+ dir] / urmh[rho_1_] - csr_1));

// take the absolute values and select the max value = aaa HYDRO

aaa_2  = fmax(fabs(ulmh[mom_x_2_ + dir ] / ulmh[rho_2_] + csl_2), fabs(urmh[mom_x_2_ + dir] / 
urmh[rho_2_] + csr_2)); //max characteristic speed- y component +1

aaa1_2 = fmax(aaa_2, fabs(ulmh[mom_x_2_ + dir] / ulmh[rho_2_] - csl_2));

aaa2_2 = fmax(aaa1_2, fabs(urmh[mom_x_2_ + dir] / urmh[rho_2_] - csr_2));
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aaa2 = fmax(aaa2_1, aaa2_2);

//calculate physical flux left and right

get_pflux(dir,urmh,flr);

get_pflux(dir,ulmh,fll);

for (k = 0; k < n_consVar; k++)

    {

        flux[k] = 0.5 * (flr[k] + fll[k] - aaa2 * (urmh[k] - ulmh[k])); 

    }

}
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GET_PFLUX.CPP 
/*

 * calculate physical flux

 */

#include<iostream>

#include<cmath>

#include"constants.h"

void get_pflux(int direction, double* u0, double* fl)

{

   double v_x_1, v_y_1, v_z_1, B_x, B_y, B_z, B_tot, pre_1, vdotB;

   double v_x_2, v_y_2, v_z_2, pre_2;

  

    v_x_1 = u0[mom_x_1_] / u0[rho_1_];

    v_y_1 = u0[mom_y_1_] / u0[rho_1_];

    v_z_1 = u0[mom_z_1_] / u0[rho_1_];

    B_x = u0[b_x_];

    B_y = u0[b_y_];

    B_z = u0[b_z_];

    

    //hydro

    v_x_2 = u0[mom_x_2_] / u0[rho_2_]; 

    v_y_2 = u0[mom_y_2_] / u0[rho_2_];

    v_z_2 = u0[mom_z_2_] / u0[rho_2_];

    

    B_tot = B_x * B_x + B_y * B_y + B_z * B_z; //squared mag field vector = magnitude

    

    pre_1 = (u0[ene_1_] - 0.5 * ((u0[mom_x_1_] * v_x_1

                                + u0[mom_y_1_] * v_y_1

                                + u0[mom_z_1_] * v_z_1) + B_tot )) * (gam - 1.) + 0.5 * B_tot; //total e - ekin + 
emag

    

    pre_2 =  (u0[ene_2_] - 0.5 * (u0[mom_x_2_] * v_x_2 

                                + u0[mom_y_2_] * v_y_2

                                + u0[mom_z_2_] * v_z_2)) * (gam - 1.) ;

    

    vdotB = v_x_1 * B_x + v_y_1 * B_y + v_z_1 * B_z;

    

   

    if (direction == 0) //x-direction

    {

    

    fl[rho_1_] = u0[mom_x_1_];

    fl[mom_x_1_] = u0[mom_x_1_] * v_x_1 - B_x * B_x + pre_1; 

    fl[mom_y_1_] = u0[mom_y_1_] * v_x_1 - B_x * B_y;  

    fl[mom_z_1_] = u0[mom_z_1_] * v_x_1 - B_x * B_z;

    fl[ene_1_] = v_x_1 * (u0[ene_1_]+ pre_1) - B_x * vdotB;

    fl[b_x_] = 0. + u0[psi_];

    fl[b_y_] = (v_x_1 * B_y - v_y_1 * B_x) + u0[psi_];

    fl[b_z_] = -(v_z_1 * B_x - v_x_1 * B_z) + u0[psi_];

    fl[psi_] = (ch*ch) * B_x; //for hyperbolic divergence cleaning Dedner2002
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    //hydro     

    fl[rho_2_] = u0[mom_x_2_]; 

    fl[mom_x_2_] = u0[mom_x_2_] * v_x_2 + pre_2; 

    fl[mom_y_2_] = u0[mom_y_2_] * v_x_2; 

    fl[mom_z_2_] = u0[mom_z_2_] * v_x_2;

    //from energy equation

    fl[ene_2_] = v_x_2 * (u0[ene_2_] + pre_2);

    

    

    }

    

    

    

    

    if (direction == 1) //y-direction

    {

    fl[rho_1_] = u0[mom_y_1_];

    fl[mom_x_1_] = u0[mom_x_1_] * v_y_1 - B_y * B_x;

    fl[mom_y_1_] = u0[mom_y_1_] * v_y_1 - B_y * B_y + pre_1 ;

    fl[mom_z_1_] = u0[mom_z_1_] * v_y_1 - B_y * B_z;

    fl[ene_1_] = v_y_1 *(u0[ene_1_] + pre_1) - B_y * vdotB; 

    fl[b_x_] = -(v_x_1 * B_y - v_y_1 * B_x) + u0[psi_];

    fl[b_y_] = 0. + u0[psi_];

    fl[b_z_] = (v_y_1 * B_z - v_z_1 * B_y) + u0[psi_];

    fl[psi_] = (ch*ch) * B_y;

    

    //hydro

    

    fl[rho_2_] = u0[mom_y_2_];

    fl[mom_x_2_] = u0[mom_x_2_] * v_y_2;

    fl[mom_y_2_] = u0[mom_y_2_] * v_y_2 + pre_2;

    fl[mom_z_2_] = u0[mom_z_2_] * v_y_2;

    fl[ene_2_] = v_y_2 * (u0[ene_2_] + pre_2);

        

    }

    

    

    

    

    

    if (direction == 2) //z-direction

    {

    fl[rho_1_] = u0[mom_z_1_];

    fl[mom_x_1_] = u0[mom_x_1_] * v_z_1 - B_z * B_x;

    fl[mom_y_1_] = u0[mom_y_1_] * v_z_1 - B_z * B_y;

    fl[mom_z_1_] = u0[mom_z_1_] * v_z_1 - B_z * B_z + pre_1 ;

    fl[ene_1_] = v_z_1 *(u0[ene_1_] + pre_1 ) - B_z * vdotB; 

    fl[b_x_] = (v_z_1 * B_x - v_x_1 * B_z) + u0[psi_];

    fl[b_y_] = -(v_y_1 * B_z - v_z_1 * B_y) + u0[psi_];

    fl[b_z_] = 0. + u0[psi_];

    fl[psi_] = (ch*ch) * B_z;

    

    //hydro

    

    fl[rho_2_] = u0[mom_y_2_];

    fl[mom_x_2_] = u0[mom_x_2_] * v_z_2;
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    fl[mom_y_2_] = u0[mom_y_2_] * v_z_2;

    fl[mom_z_2_] = u0[mom_z_2_] * v_z_2 + pre_2;

    fl[ene_2_] = v_z_2 * (u0[ene_2_] + pre_2);

        

        

    }

    

}
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CALC_SOURCES 
#include<iostream>

#include<cmath>

#include"constants.h"

void calc_rates(double ***);

void calc_temperature(double ***);

void calc_sources(double **x, double **y, double** gg, double ***u, double ***res, double timep, 
double dtime)

{

    

    int i, j; 

    double rho_change_1, rho_change_2, mom_x_change, mom_y_change, mom_z_change, 
ene_change, amplitude, period, radius;

    double rho_change;

    double v2_tot_1, v2_tot_2;

    double v_x_1, v_y_1, v_z_1;

    double v_x_2, v_y_2, v_z_2;

    double t0, x0, a_col_0, B_tot;

    

    

    amplitude = 2e3;

    period = 180.;

    t0 = 4. * period;

    x0 = 0.5 * ende_x_global;

   // y0 = 0.;

    

/*

//date: 02.02.2018 added gravity sources (rho*g bzw rho*g.v)

            for (i=n_ghost; i < n_x-n_ghost+1; i++)

            { 

                    for (j =n_ghost; j < n_y-n_ghost+1; j++)

                    {             

                    res[mom_y_1_][i][j] = res[mom_y_1_][i][j] + u[rho_1_][i][j] * gg[i][j];

                    res[ene_1_][i][j] = res[ene_1_][i][j] + u[mom_y_1_][i][j] * gg[i][j];

                    res[mom_y_2_][i][j] = res[mom_y_2_][i][j] + u[rho_2_][i][j] * gg[i][j];

                    res[ene_2_][i][j] = res[ene_2_][i][j] + u[mom_y_2_][i][j] * gg[i][j];

                    }

            }

 */

//first calculate rates for the source terms

    calc_temperature(u);

    calc_rates(u);

            for (i=n_ghost; i < n_x-n_ghost+1; i++)

            { 

                    for (j =n_ghost; j < n_y-n_ghost+1; j++)

                    {
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	 	      v_x_1 = u[mom_x_1_][i][j] / u[rho_1_][i][j];

    	 	      v_y_1 = u[mom_y_1_][i][j] / u[rho_1_][i][j];

    	 	      v_z_1 = u[mom_z_1_][i][j] / u[rho_1_][i][j];

    	 	      //hydro

    	 	      v_x_2 = u[mom_x_2_][i][j] / u[rho_2_][i][j]; 

    	 	      v_y_2 = u[mom_y_2_][i][j] / u[rho_2_][i][j];

    	 	      v_z_2 = u[mom_z_2_][i][j] / u[rho_2_][i][j];

                    v2_tot_1 = v_x_1 * v_x_1 + v_y_1 * v_y_1 + v_z_1 * v_z_1;

                    v2_tot_2 = v_x_2 * v_x_2 + v_y_2 * v_y_2 + v_z_2 * v_z_2;

                    

                  

                    

                    

   

           

            

                    //add hyperbolic Div cleaning Dedner2002

                    

                    double divB, gradPsi_x, gradPsi_y, vdotB;

                    double v_x, v_y, v_z;

                    double rho_1_divB, mom_x_1_divB, mom_y_1_divB, mom_z_1_divB, b_x_1_divB, 
b_y_1_divB, b_z_1_divB, ene_1_divB, psi_divB;

                    divB = 0.5 * ((u[b_x_][i+1][j] - u[b_x_][i-1][j])/(dx) + (u[b_y_][i][j+1] - u[b_y_][i][j-1])/(dy));

                   // divB = ((u[b_x_][i+1][j] + u[b_x_][i][j])/2.- (u[b_x_][i-1][j] +u[b_x_][i][j])/2.)/dx + ((u[b_y_][i]
[j+1] + u[b_y_][i][j])/2.- (u[b_y_][i][j-1] + u[b_y_][i][j])/2.)/dy;

   

                    gradPsi_x = 0.5 * ((u[psi_][i+1][j] - u[psi_][i-1][j])/(dx));

                    gradPsi_y = 0.5 * ((u[psi_][i][j+1] - u[psi_][i][j-1])/(dy));

                    

                    v_x = u[mom_x_1_][i][j] / u[rho_1_][i][j];

                    v_y = u[mom_y_1_][i][j] / u[rho_1_][i][j];

                    v_z = u[mom_z_1_][i][j] / u[rho_1_][i][j];

                  

                    vdotB = v_x * u[b_x_][i][j] + v_y * u[b_y_][i][j] + v_z * u[b_z_][i][j];

                    rho_1_divB = 0.;

                    mom_x_1_divB = -divB * u[b_x_][i][j];

                    mom_y_1_divB = -divB * u[b_y_][i][j];

                    mom_z_1_divB = -divB * u[b_z_][i][j];

                    b_x_1_divB = 0.;

                    b_y_1_divB = 0.;

                    b_z_1_divB = 0.;

                    ene_1_divB = (-u[b_x_][i][j] * gradPsi_x) + (-u[b_y_][i][j] * gradPsi_y);

                    psi_divB = -(ch*ch / cp*cp) * u[psi_][i][j];

                    

              

                    

                    

                    

                    //source terms

                   

                    /*

                    

                    rho_change = 0.;

                    mom_x_change = 0.;

                     mom_y_change = 0.;
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                     mom_z_change = 0.;

                     ene_change = 0.;

                     */

                    

                    

                     

                     

                   rho_change =   u[a_ion_][i][j] * u[rho_2_][i][j] - u[a_rec_][i][j] * u[rho_1_][i][j];                                       

                    

                    mom_x_change = u[f_col_][i][j] * u[rho_1_][i][j] * u[rho_2_][i][j] * (v_x_2 - v_x_1)

                                                                                                     - u[a_rec_][i][j] * u[mom_x_1_][i][j]

                                                                                                     + u[a_ion_][i][j] * u[mom_x_2_][i][j];

                    mom_y_change = u[f_col_][i][j] * u[rho_1_][i][j] * u[rho_2_][i][j] * (v_y_2 - v_y_1) 

                                                                                                     - u[a_rec_][i][j] * u[mom_y_1_][i][j]

                                                                                                     + u[a_ion_][i][j] * u[mom_y_2_][i][j];

                    mom_z_change = u[f_col_][i][j] * u[rho_1_][i][j] * u[rho_2_][i][j] * (v_z_2 - v_z_1) 

                                                                                                     - u[a_rec_][i][j] * u[mom_z_1_][i][j]

                                                                                                     + u[a_ion_][i][j] * u[mom_z_2_][i][j];

                    

                    ene_change = u[f_col_][i][j] * u[rho_1_][i][j] * u[rho_2_][i][j] 

                            * (0.5 * (v2_tot_2 - v2_tot_1) + 3 * Rg * (u[tem_2_][i][j]-u[tem_1_][i][j]))

                                 - 0.5 * u[a_rec_][i][j] * u[rho_1_][i][j] * v2_tot_1 

                                 + 0.5 * u[a_ion_][i][j] * u[rho_2_][i][j] * v2_tot_2; 

                    

                    

                     

                     

                     

                     

                     

                    

                    

                    

                    

                    

                    /*

                    //add an acoustic source

                      

                     radius = sqrt((x[i][j] - x0) * (x[i][j] - x0) + (y[i][j] - y0) * (y[i][j] - y0));

                     

                     

                     mom_x_change = 0.;

                     mom_y_change = 0.;

                     mom_z_change = 0.;

                     ene_change = amplitude * sin((timep * 2. * pi) / period) * exp(-((radius * radius) / 
sigma2));

                                * exp(-((timep - t0) * (timep-t0)) / ((1.*period) * (1.*period)));

                     

                     */

                    

                     

                     

                     

                    // residuals plus source terms

            

                    res[rho_1_][i][j] = res[rho_1_][i][j] + rho_change + rho_1_divB;

                    res[rho_2_][i][j] = res[rho_2_][i][j] - rho_change;
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                    res[mom_x_1_][i][j] = res[mom_x_1_][i][j] + mom_x_change + mom_x_1_divB;

                    res[mom_x_2_][i][j] = res[mom_x_2_][i][j] - mom_x_change;

                    

                    res[mom_y_1_][i][j] = res[mom_y_1_][i][j] + mom_y_change + mom_y_1_divB;

                    res[mom_y_2_][i][j] = res[mom_y_2_][i][j] - mom_y_change;

                    

                    res[mom_z_1_][i][j] = res[mom_z_1_][i][j] + mom_z_change + mom_z_1_divB;

                    res[mom_z_2_][i][j] = res[mom_z_2_][i][j] - mom_z_change;

                    

                    res[ene_1_][i][j] = res[ene_1_][i][j] + ene_change + ene_1_divB;

                    res[ene_2_][i][j] = res[ene_2_][i][j] - ene_change;

                    

                    res[psi_][i][j] = res[psi_][i][j] + psi_divB;

                    

                    }

            }

    

    

    

}

void calc_rates(double ***u)

{

    

    /*

    double T_in, beta, Ionis_coeff, Rec_coeff;

    

    for (i=n_ghost; i < n_x-n_ghost+1; i++)

       { 

            for (j =n_ghost; j < n_y-n_ghost+1; j++)

         

        {

               

	    //new rates from Moore & Fung 1972

	    T_in = (u[tem_1_][i][j] + u[tem_2_][i][j]) * 0.5;       

	    beta = 158000. / T_in; 

	    Ionis_coeff = 2.34e-8 / sqrt(beta) * exp(-beta);

	    Rec_coeff = 5.2e-14 / sqrt(beta) * (0.4288 + 0.5 * log(beta) + 0.4698 /cbrt(beta));

	    u[f_col_][i][j] = 1. / (m_1 + m_2) * Sig_in * sqrt(8 * k_B * T_in / pi * m_in);

	    u[a_ion_][i][j] = u[rho_1_][i][j] / m_2 * Ionis_coeff;

	    u[a_rec_][i][j] = u[rho_1_][i][j] / m_1 * Rec_coeff;  

        

     */          

     

//Hillier

    int i, j;       

    double a_col_0, T_max;

    a_col_0 = 1.;

    T_max = 1.2; //OT
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    calc_temperature(u);

    /*       

        for (i = n_ghost; i < n_x -n_ghost+1; i++)

       { 

            for (j = n_ghost; j < n_y -n_ghost+1; j++)

         

            {   

                //u[f_col_][i][j] = 0.;

                u[f_col_][i][j] = a_col_0 * sqrt((u[tem_2_][i][j] + u[tem_1_][i][j])/ (2. * T0));

	 	 //std::cout << u[f_col_][i][j] << std::endl;

                //u[a_ion_][i][j] = 0.;

                //u[a_rec_][i][j] = 0.;

                

                //add differently calculated rates

                

                 //Hillier

                //u[a_ion_][i][j] = 0.5 * (tanh(u[tem_2_][i][j] - 0.3) / 2. + 0.5);

                //u[a_rec_][i][j] = 0.5 * (1 - u[a_ion_][i][j]);

                

                //Tmax from OT plots:

                u[a_ion_][i][j] = 0.5 * (tanh(u[tem_2_][i][j] - T_max/2.) / 2. + 0.5);

               // u[a_rec_][i][j] = 0.2 * (tanh((1./u[tem_1_][i][j]) - T_max/2.) / 2. + 0.5); 

	 	 u[a_rec_][i][j] = 0.5 * (1 - u[a_ion_][i][j]);

            }

       }

    */

    

    

}
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SAVE_BIN.CPP 
#include<iostream> 

#include<cmath>

#include"constants.h"

#include"mpi.h"

#include <string.h>

#include <cstring>

#include <fstream>

#include <sstream>

void save_binary(int i_t, double*** u0, double** x, double** y )

{  

    

    MPI_File outfile;

    MPI_Status status;

    MPI_Offset offset;  

    MPI_Datatype bufd;

    MPI_Offset filesize;

    

 

    int len, pos;

    

    int i_cpu;

    double *obuffer;

    

    int i,j,k;

    int bufsize;

 

    int glodim[2];

    int locdim[2];

    int start[2];

    

 

if ((i_t % i_t_save == 0) || (i_t == 100000))         

  {

          

          str1 = std::to_string(i_t);

          len = str1.length();

          

          num = std::string(9, '0');

          

          pos = 9. - len;

          

          timestep= num.replace(pos, len, str1);

          

                 

           filename = "./DATA/data_OT"+timestep;

        //create pointer to the char that allocates memory and 

   char * cfilename = new char [filename.length()+1]; //+1 because of the null termination
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	 //char * strcpy ( char * destination, const char * source );

    std::strcpy(cfilename, filename.c_str());

	 //cfilename now contains a c-string copy of filename

        

    MPI_Comm_rank(MPI_COMM_WORLD, &i_cpu); 

        

    glodim[0] = n_x_global;

    glodim[1] = n_y_global;

    locdim[0] = n_x_global/n_cpu_x;

    locdim[1] = n_y_global/n_cpu_y;

    start[0]  = locdim[0] * (i_cpu % n_cpu_x);

    start[1]  = locdim[1] * (i_cpu / n_cpu_x);   

     

    bufsize = (n_x - 2 * n_ghost) * (n_y - 2 * n_ghost);    

    obuffer = new double[bufsize];

    MPI_Type_create_subarray(n_dim, glodim, locdim, start, MPI_ORDER_FORTRAN, 
MPI_DOUBLE, &bufd);

    MPI_Type_commit(&bufd);

    MPI_File_open(MPI_COMM_WORLD, cfilename, MPI_MODE_CREATE | MPI_MODE_WRONLY, 
MPI_INFO_NULL, &outfile);

   // MPI_File_open(MPI_COMM_WORLD, filename.c_str(), MPI_MODE_CREATE | 
MPI_MODE_WRONLY, MPI_INFO_NULL, &outfile);

   

    for (j = n_ghost; j < n_x - n_ghost; j++)

        {

	  for (k = n_ghost; k < n_y - n_ghost; k++) obuffer[(j - n_ghost) + (n_x - 2 * n_ghost) * (k - 
n_ghost)] = x[j][k];

        }

    MPI_File_get_size(outfile, &filesize);

    MPI_File_set_view(outfile, filesize, MPI_DOUBLE, bufd, "native", MPI_INFO_NULL);

    MPI_Barrier(MPI_COMM_WORLD);

    MPI_File_write_all(outfile, obuffer, bufsize, MPI_DOUBLE, &status);

    MPI_Barrier(MPI_COMM_WORLD);

    for (j = n_ghost; j < n_x - n_ghost; j++)

        {

	  for (k = n_ghost; k < n_y - n_ghost; k++) obuffer[(j - n_ghost) + (n_x - 2 * n_ghost) * (k - 
n_ghost)] = y[j][k];

        }

    MPI_File_get_size(outfile, &filesize);

    MPI_File_set_view(outfile, filesize, MPI_DOUBLE, bufd, "native", MPI_INFO_NULL);

    MPI_Barrier(MPI_COMM_WORLD);

    MPI_File_write_all(outfile, obuffer, bufsize, MPI_DOUBLE, &status);

    MPI_Barrier(MPI_COMM_WORLD);

    for (i = 0; i < n_var; i++)

    {

    for (j = n_ghost; j < n_x - n_ghost; j++)

        {
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	  for (k = n_ghost; k < n_y - n_ghost; k++) obuffer[(j - n_ghost) + (n_x - 2 * n_ghost) * (k - 
n_ghost)] = u0[i][j][k];

        }

    MPI_File_get_size(outfile, &filesize);

    MPI_File_set_view(outfile, filesize, MPI_DOUBLE, bufd, "native", MPI_INFO_NULL);

    MPI_Barrier(MPI_COMM_WORLD);

    MPI_File_write_all(outfile, obuffer, bufsize, MPI_DOUBLE, &status);

    MPI_Barrier(MPI_COMM_WORLD);

    }

    MPI_File_close(&outfile);

    MPI_Type_free(&bufd);

   

    delete [] obuffer;

    }

//return 0;

}
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CALC_TEMPERATURE.CPP 
#include<iostream> 

#include<cmath>

#include"constants.h"

void calc_temperature(double ***u0)

{

 int i,j;

    

for (i = n_ghost; i < n_x-n_ghost+1; i++)

   { 

   for (j = n_ghost; j < n_y-n_ghost+1; j++)

       {  

       //u0[tem_1_][i][j] = (u0[pre_1_][i][j] * m_1) / (k_B * u0[rho_1_][i][j]); //temperature MHD / charged 
fluid    

       //u0[tem_2_][i][j] = (u0[pre_2_][i][j] * m_2) / (k_B * u0[rho_2_][i][j]); //temperature HD / neutral 
fluid

       

       u0[tem_1_][i][j] = u0[pre_1_][i][j]/ (2. * Rg * u0[rho_1_][i][j]); //temperature MHD / charged fluid    

       u0[tem_2_][i][j] = u0[pre_2_][i][j] / (Rg * u0[rho_2_][i][j]); //temperature HD / neutral fluid

       }

   }

    

}
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PRIM_TO_CON.CPP 
/*

 * obtain conservative variables (eg momentum, energy) from primitive variables

 * (eg velocity, pressure)

 * convert_primitive_to_conservative

 */

#include<iostream> 

#include<cmath>

#include"constants.h"

    void prim_to_con(double*** u0)

    {

        int i, j;

        double B_tot;

        

        for (i =0; i < n_x; i++)

        {

            for (j = 0; j<n_y; j++)

            {

                 B_tot = u0[b_x_][i][j] * u0[b_x_][i][j] + u0[b_y_][i][j] * u0[b_y_][i][j] + u0[b_z_][i][j] * u0[b_z_][i]
[j];

                //velocity to momentum

                u0[mom_x_1_][i][j] = u0[v_x_1_][i][j] * u0[rho_1_][i][j];

                u0[mom_y_1_][i][j] = u0[v_y_1_][i][j] * u0[rho_1_][i][j];

                u0[mom_z_1_][i][j] = u0[v_z_1_][i][j] * u0[rho_1_][i][j];

    

                //pressure to energy with equation of state

                u0[ene_1_][i][j] = u0[pre_1_][i][j] / (gam - 1.) + 0.5 * (u0[mom_x_1_][i][j] * u0[v_x_1_][i][j] 

                                                                       + u0[mom_y_1_][i][j] * u0[v_y_1_][i][j] 

                                                                       + u0[mom_z_1_][i][j] * u0[v_z_1_][i][j] + B_tot);

                

                

                

                //hydro

                

                u0[mom_x_2_][i][j] = u0[v_x_2_][i][j] * u0[rho_2_][i][j];

                u0[mom_y_2_][i][j] = u0[v_y_2_][i][j] * u0[rho_2_][i][j];

                u0[mom_z_2_][i][j] = u0[v_z_2_][i][j] * u0[rho_2_][i][j];

                u0[ene_2_][i][j] = u0[pre_2_][i][j] / (gam -1.) + 0.5 * (u0[mom_x_2_][i][j] * u0[v_x_2_][i][j] 

                                                                       + u0[mom_y_2_][i][j] * u0[v_y_2_][i][j]

                                                                       + u0[mom_z_2_][i][j] * u0[v_z_2_][i][j]);

            }

        }        

    

    }
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CON_TO_PRIM.CPP 
#include<iostream>

#include<cmath>

#include"constants.h"

void con_to_prim(double*** u0)

{

    int i,j;

    double B_tot;

    

        // get primitive variables (p, v) from conservative variables (e, mom)

    for (i=0; i< n_x;i++)

    { 

        for (j=0; j< n_y; j++)

        {

            

        B_tot = u0[b_x_][i][j] * u0[b_x_][i][j] + u0[b_y_][i][j] * u0[b_y_][i][j] + u0[b_z_][i][j] * u0[b_z_][i][j];

        

	 //MHD

        u0[v_x_1_][i][j] = u0[mom_x_1_][i][j] / u0[rho_1_][i][j];

        u0[v_y_1_][i][j] = u0[mom_y_1_][i][j] / u0[rho_1_][i][j];

        u0[v_z_1_][i][j] = u0[mom_z_1_][i][j] / u0[rho_1_][i][j];

        

//gas pressure

        u0[pre_1_][i][j] = (u0[ene_1_][i][j] - ((u0[v_x_1_][i][j] * u0[mom_x_1_][i][j] 

                                               + u0[v_y_1_][i][j] * u0[mom_y_1_][i][j] 

                                               + u0[v_z_1_][i][j] * u0[mom_z_1_][i][j])  + B_tot) * 0.5 ) * (gam - 1.);

        

        //hydro

        u0[v_x_2_][i][j] = u0[mom_x_2_][i][j] / u0[rho_2_][i][j];

        u0[v_y_2_][i][j] = u0[mom_y_2_][i][j] / u0[rho_2_][i][j];

        u0[v_z_2_][i][j] = u0[mom_z_2_][i][j] / u0[rho_2_][i][j];

        u0[pre_2_][i][j] = (u0[ene_2_][i][j] - 0.5 * (u0[v_x_2_][i][j] * u0[mom_x_2_][i][j] 

                                                    + u0[v_y_2_][i][j] * u0[mom_y_2_][i][j] 

                                                    + u0[v_z_2_][i][j] * u0[mom_z_2_][i][j])) * (gam - 1.); 

        

        }

    } 

192
TIMESTEP.CPP 
/*

 * calculate timestep with CFL condition

 * obtain the maximum velocity by comparing both max velocities

 */

        //calculate timestep with CFL condition dt = 0.2 * dx / v_max

        

        //1. calculate speed of sound

        //2. calculate maximum velocity v_x and v_y

        //3. get the maximum of both

        //dt = 0.2 * dx / v_max

#include <iostream>

#include <cmath>

#include "constants.h"

#include "mpi.h"

double timestep(double***u0)

{

    int i, j;

    double dt, dt_global, d_xy, cs_max, alfven_max, vabs_max, vmax, B_tot, B_x, B_y, B_z;

    double v_x_1, v_y_1, v_z_1, pre_1, v_x_2, v_y_2, v_z_2, pre_2;

    double cs_max_1, cs_max_2, vabs_max_1, vabs_max_2;

    

    

    int ind_cpu;

    

    double v_max_global, cs_1_max_global, cs_2_max_global;

    

    cs_max_1 = 0.0;

    cs_max_2 = 0.0;

    alfven_max = 0.0;

    vabs_max_1 = 0.0;

    vabs_max_2 = 0.0;

    vmax = 0.0;

    

    

    for (i=n_ghost; i <n_x-n_ghost+1; i++)

    {

        for (j=n_ghost; j < n_y-n_ghost+1; j++)

        {

                v_x_1 = u0[mom_x_1_][i][j] / u0[rho_1_][i][j];

                v_y_1 = u0[mom_y_1_][i][j] / u0[rho_1_][i][j];

                v_z_1 = u0[mom_z_1_][i][j] / u0[rho_1_][i][j];

                B_x = u0[b_x_][i][j];

                B_y = u0[b_y_][i][j];

                B_z = u0[b_z_][i][j];

    

                //hydro

                v_x_2 = u0[mom_x_2_][i][j] / u0[rho_2_][i][j]; 

                v_y_2 = u0[mom_y_2_][i][j] / u0[rho_2_][i][j];

                v_z_2 = u0[mom_z_2_][i][j] / u0[rho_2_][i][j];
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            B_tot = B_x * B_x + B_y * B_y + B_z * B_z;

            

            pre_1 = (u0[ene_1_][i][j] - 0.5 * (u0[mom_x_1_][i][j] * v_x_1

                                              + u0[mom_y_1_][i][j] * v_y_1

                                              + u0[mom_z_1_][i][j] * v_z_1) + B_tot ) * (gam - 1.); //total e - (ekin + 
emag)

    

            pre_2 =  (u0[ene_2_][i][j] - 0.5 * (u0[mom_x_2_][i][j] * v_x_2 

                                              + u0[mom_y_2_][i][j] * v_y_2

                                              + u0[mom_z_2_][i][j] * v_z_2)) * (gam - 1.) ;

    

   

            

            cs_max_1 = fmax(cs_max_1, sqrt(gam * pre_1 / u0[rho_1_][i][j])); //max sound speed MHD

            

            cs_max_2 = fmax(cs_max_2, sqrt(gam * pre_2 / u0[rho_2_][i][j])); //max sound speed 
HYDRO

            vabs_max_1 = fmax(vabs_max_1,(sqrt(v_x_1 * v_x_1 + 

                                           v_y_1 * v_y_1 + 

                                           v_z_1 * v_z_1 ))); //maximum flow speed MHD

            

            vabs_max_2 = fmax(vabs_max_2,(sqrt(v_x_2 * v_x_2 + 

                                           v_y_2 * v_y_2 + 

                                           v_z_2 * v_z_2 ))); //maximum flow speed HYDRO

            

            alfven_max = fmax(alfven_max, B_tot / sqrt(2. * u0[rho_1_][i][j]));

            

            

        }

    }

    

cs_max_1 = sqrt(cs_max_1 * cs_max_1 + alfven_max * alfven_max);    

cs_max = fmax(cs_max_1, cs_max_2);

vabs_max = fmax(vabs_max_1, vabs_max_2);

    

vmax = fmax(cs_max,vabs_max);

d_xy = fmin(dx,dy);

dt = CFL * d_xy / vmax; //for regular grid

// dt = 0.00001;

MPI_Allreduce(&dt, &dt_global, 1, MPI_DOUBLE, MPI_MIN, MPI_COMM_WORLD);

MPI_Allreduce(&cs_max_1, &cs_1_max_global, 1, MPI_DOUBLE, MPI_MAX, 
MPI_COMM_WORLD);

MPI_Allreduce(&cs_max_2, &cs_2_max_global, 1, MPI_DOUBLE, MPI_MAX, 
MPI_COMM_WORLD);

MPI_Allreduce(&vabs_max, &v_max_global, 1, MPI_DOUBLE, MPI_MAX, MPI_COMM_WORLD);

    MPI_Comm_rank(MPI_COMM_WORLD, &ind_cpu);

    //if (ind_cpu == 0) std::cout << "IN DT::: CS1=" << cs_1_max_global << " CS2=" << 
cs_2_max_global << " VMAX=" << v_max_global << " DT =" << dt_global << std::endl;
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return dt_global;

}
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ALLOCATE MEMORY 
#include<iostream>

#include<cmath>

#include"constants.h"

void alloc_mem_arr2D(double** &arr2D) 

{

    int i,j,k;

    arr2D = new double*[n_x];

    for (i = 0; i < n_x; i++)

    {

        arr2D[i] = new double[n_y];

    }

}

#include<iostream>

#include<cmath>

#include"constants.h"

void alloc_mem_arr3D(double*** &arr3D) 

{

    int i, j, k;

    

    arr3D = new double**[n_var];

    for (i = 0; i < n_var; ++i)

    {

        arr3D[i] = new double*[n_x];

        for (j =0; j < n_x; j++)

            arr3D[i][j] = new double[n_y];

    }

}

void alloc_mem_arr4D(double**** &arr4D) 

{

    int i,j,k;

    arr4D = new double***[n_dim];

    for (i = 0; i < n_dim; ++i)

    {

        arr4D[i] = new double**[n_var];

        for (j =0; j < n_var; j++)

        	 {arr4D[i][j] = new double*[n_x];

            	 for (k =0; k < n_x; k++)

            	 	 {

	 	 	 arr4D[i][j][k] = new double[n_y];}

        	 	 }   

 

    }

}

196
DEALLOCATE MEMORY 
#include<iostream>

#include<cmath>

#include"constants.h"

void dealloc_mem_arr2D(double** arr2D) 

{

    int i, j, k;

 for (i = 0; i < n_x; i++)

       {

              delete [] arr2D[i];

          }

          delete [] arr2D;

}

#include<iostream>

#include<cmath>

#include"constants.h"

void dealloc_mem_arr3D(double*** arr3D) 

{

    int i, j, k;

    

          for (i = 0; i < n_var; ++i)

        {

            for (j =0; j < n_x; j++)

            {

                delete [] arr3D[i][j];

            }

            delete [] arr3D[i];

        }

          delete [] arr3D;

}

#include<iostream>

#include<cmath>

#include"constants.h"

void dealloc_mem_arr4D(double**** arr4D) 

{

    int i, j, k;

    for (k = 0; k < n_dim; k++)

        {

           for (i = 0; i < n_var; ++i)
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        {

            for (j =0; j < n_x; j++)

            {

                delete [] arr4D[k][i][j];

            }

            delete [] arr4D[k][i];

        }

          delete [] arr4D[k];

            }

        delete [] arr4D;

}
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