This work is devoted to analyze the Generalized Predictive Control (GPC) strategy considering measurable disturbances. This well known control architecture is extended using Double Exponential Smoothing (DES) technique to perform future disturbance estimation. The disturbance models are obtained, validated, and embedded within a GPC controller to compensate for future disturbances. The proposed system is compared with a typical GPC without feedforward action, a GPC with feedforward considering constant disturbances in the future, and a GPC with feedforward taking the original real data in the future. The proposed control scheme was tested by simulation of a greenhouse inside temperature control. The obtained results show that the GPC with disturbance forecasting provide improved behavior that standard techniques.
INTRODUCTION
Disturbances estimation is quite useful from a control point of view to compensate for their future effects on the process variables. Disturbances drive the system away from its desired operating point and require specific control strategies to minimize their influence. Several problems in control systems may be reduced when future disturbance estimations are available to be applied in any predictive control strategy. Nowadays, there exist many systems where disturbance estimation would be needed to improve the overall performance of the control, for instance, the control systems for greenhouses or solar plants where the solar radiation is used as the main energy source. Thus, this paper presents the combination of model predictive control with disturbance estimation techniques for the greenhouse climatic control problem.
The main objective of greenhouses crop production is to increment the economic benefits of the farmer by means of finding a trade-off between the improvement of the product quality and the cost for obtaining adequate climatic conditions using new greenhouse structures and automatic control strategies. As a basic requirement, climate control helps to avoid conditions which can cause damage to the crop (e.g. high temperature or high humidity levels), and to achieve adequate temperature integrals that can accelerate the crop development and its quality while reducing pollution and energy consumption (Rodríguez et al. (2001) ). Due to strong demands over production, diversity, quality and market requirements, the agro-food sector needs to use new technologies, where control engineering plays a decisive role. Modern agriculture is subject to quality and environmental impact regulations and it is a field where control techniques application has raised considerably (Farkas (2005) , King and Sigrimis (2000) , Sigrimis et al. (2001) , Rodríguez (2002 ), van Straten (2007 ).
The diurnal temperature control is the main climate control problem in mediterranean areas. It has been addressed in literature from different points of view, ranging from adaptive control, robust control, predictive control, and nonlinear control ideas (see Sigrimis et al. (2001) , Moreno et al. (2002) , Pinón et al. (2005) as examples). In most of these works, it can be observed the external disturbances strongly influence the air flow (and thus inside temperature and humidity), particularity the wind speed, the external air temperature, and solar radiation. Thus, it is convenient to include a mechanism to compensate for disturbances, and even to cancel non-linearities (the energy balance is of non-linear nature). Feedforward compensators have been successfully used by the authors in previous works (Rodríguez et al. (2001) , Moreno et al. (2002) , Rodríguez et al. (2010) ). On the other hand, Model Predictive Control (MPC) with feedback linearization techniques were used in (Pinón et al. (2005) ) to compensate for disturbances and for the nonlinearities of the process. In (Tap et al. (1996) ), optimal control is applied using a lazy man weather approach for disturbance forecasting. In all of these works, only past and current values of the disturbances were used and no disturbance estimation were considered.
Therefore, this work is focused on the combination of a MPC (Generalized Predictive Control GPC is the algorithm used in this case (Camacho and Bordóns (2004) ) including future feedforward action with disturbance forecasting techniques (see Figure 1 ), in order to regulate the greenhouse inside tempera- ture during the diurnal period. The proposed control scheme uses disturbance forecasting techniques which allow to compensate process disturbances and also uses full advantage of GPC predictive mechanism (Senent et al. (1998) ). Disturbance rejection capabilities can be improved by the estimation of the future disturbance values in the controlled variable prediction model. That is, the current value of the disturbance is known at the sampling time, but also its future evolution along the horizon can be estimated using adequate forecasting methods (Bordóns and Cueli (2004) , Tap et al. (1996) , Rodríguez et al. (2003) ). In this work, the Double Exponential Smoothing (DES) technique (NIST (2006)) is used as disturbance estimation algorithm. This choice is based on previous works developed by the authors (Pawlowski et al. (2010) ) where different forecasting techniques were evaluated. This paper is organized as follows. In section 2, forecasting methods are briefly described focusing on DES technique. In section 3, GPC control strategy with measurable disturbance consideration is presented. Section 3 describes greenhouse process modeling, forecasting results for greenhouse variables and control system simulation results. Finally, section 5 is devoted to summarize some conclusions and future works.
DISTURBANCE FORECASTING METHODS

Forecasting Methods
There are many methods to estimate disturbances and they can be characterized by the prediction horizon length and the selected methodology. The prediction horizon can vary depending on the application and it can be considered as short-term for prediction up to 60 minutes (Reikard (2009) ), or longterm forecast for hourly, daily, and monthly prediction values (Mechlouch and Brahim (2008) ). On the other hand, the disturbance variables are usually represented as time-series structures due mainly to their stochastic behavior. Time-series models are one of the ways to estimate future values of disturbances. These models are obtained using past data and are used to estimate the future behavior along a prediction horizon (Reikard (2009) ). Time-series models are based on the assumption that the modeled data are autocorrelated and characterized by trends and seasonal variations. Thus, well-known autocorrelated models (ARMA, ARIMA, ARMAX, ARIMAX) could be also used for disturbance estimation (Reikard (2009) ). Furthermore, artificial neural networks (ANN) provide also a good solution to perform estimations because its design is based on training and no statistical assumptions are needed for the source data.
In previous works (Pawlowski et al. (2010) ), a study of different forecasting techniques for solar plants and greenhouse control purposes was done. Those analysis considered: Discrete Kalman Filter, Discrete Kalman Filter with Dada Fusion, Exponentially Weighted Moving Average, and Double Exponential Smoothing. The mentioned techniques were applied to forecast the solar radiation time series for different prediction horizons. The obtained results were compared and verified, and the lowest prediction errors were reached using Double Exponential Smoothing technique. Thus, this is the forecasting method which is used in this work.
Double Exponential Smoothing Technique
Double Exponential Smoothing (DES) technique is described by the following equations (NIST (2006)):
(2) where x k is actual signal value, S k is the unadjusted forecast, b k is the estimated trend, α is the smoothing parameter for data, and γ is the smoothing parameter for trend.
Note that the current value of the series is used to calculate its smoothed value replacement in double exponential smoothing.
The one-period-ahead forecast is given by:
and the m−periods-ahead forecast is given by:
There are a variety of schemes to set initial values for S k and b k in double smoothing, but for this paper we have been chosen (2006)). The first smoothing equation adjusts S k directly for the trend of the previous period, b k−1 , by adding it to the last smoothed value, S k−1 . This helps to eliminate the lag and brings S k to the appropriated base of the current value. Then, the second smoothing equation updates the trend, which is expressed as the difference between the last two values. The equation is similar to the basic form of single smoothing, but here it is applied to the updating of the trend. The values for α and γ ∈ (0, 1) can be obtained via optimization techniques as described in (NIST (2006)).
GENERALIZED PREDICTIVE CONTROL WITH MEASURABLE DISTURBANCES
This section briefly describes GPC algorithm with intrinsic feedforward capabilities, that is, when GPC takes explicitly into account the future behavior of the measured disturbances (Camacho and Bordóns (2004) ). As well-known, GPC consists of applying a control sequence that minimizes a multistage cost function of the form
(5) whereŷ(t + j|t) is an optimum j step ahead prediction of the system output on data up to time t , N 1 and N are the minimum and maximum costing horizons, N u is the control horizon, δ(j) and λ(j) are weighting sequences and w(t + j) is the future reference trajectory, Δu is the incremental control sequence. The objective of predictive control is to compute the future control sequence u(t), u(t + 1), ... in such a way that the future plant output y(t + j) is driven close to w(t + j). This is accomplished by minimizing J.In order to optimize the cost function the optimal prediction of y(t + j) for j = N 1 . . . N will be obtained.
Consider the following CARIMA model:
where the variable v(t) is the measured disturbance at time t, e(t) is a zero mean white noise, A,B,C and D are adequate polynomials in the backward shift operator z −1 , and Δ = 1 − z −1 . When using this model to obtain a prediction of the system output in the prediction horizon, the second term of the right hand of Equation (6) will include the effect of future measurable disturbances. In some cases, when are related to the process load, future disturbance are known. In other cases, they can be predicted using trends or other means. If this is the case, the term corresponding to future deterministic disturbance can be computed. If the future load disturbances are supported to be constant and equal to the last measured value (ie., v(t + j) = v(t)), then Δv(t + j) = 0 and the second term of this equation vanishes. Notice that this is not the case of the work presented in this paper, since future behavior of the disturbances will be estimated using the DES technique, such as pointed out above.
Consider a set of N ahead predictions (Camacho and Bordóns (2004) ) with different prediction (N ), control (N u ) and disturbance estimation (N 2 ) horizons:
g 0 . . . g N −1 being the step response coefficients of the system, h 0 . . . h N −N1 the coefficients of the system step response to the disturbance, f 1 . . . f N the free response coefficients of the system and N 2 is the disturbance estimation horizon.
If future disturbances are known or can be estimated, by making f = Hv + f, the prediction equation is now
which has the same shape as the general prediction equation used in the disturbance free case. The future control signal can be found in the same way simply using as free response the process response due to initial condition (including external disturbances) and future "known" disturbances (Camacho and Bordóns (2004) ).
APPLICATION AND RESULTS
Greenhouse process model
The information used in this work was obtained in a real greenhouse located at the Experimental Station of the CA-JAMAR Foundation "Las Palmerillas" in Almería, Spain (http://aer.ual.es/CJPROS/engindex.php). It presents a height average of 3.6 m and covered surface of 877 m 2 . It is provided with natural ventilation. It is also equipped with a measurement system and software adapted to carry out the experiments of identification and to implement different climatic control strategies. All greenhouse climatic variables were measured with a sample period of 1 minute.
The inside temperature greenhouse process is considered as MISO (Multi Input Single Output) system, where soil temperature (v 1 (t)), solar radiation (v 2 (t)), wind velocity (v 3 (t)), outside temperature (v 4 (t)) and vents opening percentage (u(t)) are the input variables and the inside temperature (y(t)) is the output variable (see Figure 2) . In this case, only vents opening variable can be controlled, and the rest of variables are considered measurable disturbances. Notice that wind velocity is characterized by fast changes in its dynamics, solar radiation is a combination of smooth dynamics (solar cycle) and fast dynamics (caused by passing clouds). Soil temperature and outside temperature are characterized by slow changes. As was presented in previous section, GPC scheme can consider measurable disturbances, but to take the full advantage of this feature is necessary to "know" the future disturbances.
Considering all mentioned process properties the CARIMA model can be expressed as follows:
Many experiments have been carried out throughout several days where combination of PRBS and step-based input signals were applied at different operating points. It was observed that the Auto Regressive with External Input (ARX) model using Akaike's Information Criterion (AIC) presents better adjustment to the dynamic behavior of the real system. This fact is confirmed by cross correlation and residuals analysis, 
Forecasting results
To perform the forecasts, such as described in section 2, the DES technique is used. This method has been implemented to estimate the future N 2 values for each measurable disturbance. This action is repeated every sampling period for each disturbance variable obtaining the corresponding future forecast vectors v 1 . . . v 4 . The matrices H 1 . . . H 4 are calculated containing the coefficients of the system step response to the disturbances. Then, these matrices are included in the calculation of the free response f = H + f, where Figure 3 shows the online prediction performed every sampling period for the different disturbances. Notice that a low pass filter is used to filter all the real measurement before the DES processing due to noisy measurements. As it can be observed, variables with lower changing dynamics have been predicted with better accuracy. Wind velocity signal is characterized by a very noisy dynamics, and its prediction performance is worst but still acceptable (Pawlowski et al. (2010) ). It can be observed that future prediction (green line) acts as a filtered version of the real signal and approximates properly the future evaluation for each measurable disturbance (red line).
Control simulation results
Diurnal temperature control is analyzed to test the measurable disturbance prediction. The natural ventilation determines the air exchange and air flow in the greenhouse as a consequence of the differences between outside and inside temperatures. The relationship between vents opening and inside temperature is not linear, and depends on season of the year, but in this case and for comparison purposes, the same model used in the GPC algoritm (9) has been used for simulation purposes, as the main objective of this work is to compare the performance of the algorithm with usual GPC implementations. Future works will study the influence of modelling errors in the closed-loop performance.
Maintaining constant disturbances along prediction horizon is a common practice in many control systems. This solution gives incomplete information about behavior of future disturbances, and does not take the full advantage of GPC potentiality. Future disturbance estimation allows to supply additional information to the GPC controller and obtains better approximation of the real process. This information makes possible that the future control signal take into account the future variation of disturbances compensating in advance for their effects on the process variable.
To show the benefits of GPC control scheme with consideration of measurable disturbances, four control architectures have been simulated in order to compare the results and observe the advantages of the proposed control scheme:
• "GPC" -generic GPC algorithm without consideration of measurable disturbances.
• "GPC + const." -GPC controller with disturbance models (implicit feedforward action) and the disturbance is kept constant along the prediction horizon.
• "GPC + real" -the real future values of the inputs variables (taken from the acquired data at the greenhouse) are provided in order to obtain optimal predictions (implicit feedforward action).
• "GPC + DES" -the GPC controller with disturbance models (implicit feedforward action) where the disturbances are estimated with the DES technique
The simulations have been performed for nineteen days from winter season with different disturbance profiles. Temperature set-point was set to 25 o C for diurnal period. The controller parameters were set to N 1 = 1, N = N 2 = 40, N u = 10, λ = 1, and δ = 1. The GPC parameters have been selected after different simulations to provide good performance and the prediction horizon N = 40 to cover a time window in which disturbances may vary significantly. The DES technique parameters were α = 0.99 and γ = 0.1. Due to physical limitation of actuators, GPC control scheme was implemented with constrains on control signal: 0 < u(t) < 100% ∀t using QP optimization. Figure 4 presents the control results for the fourteenth day. This day is characterized by a moderate wind speed and a clear sky (see Figure 5 ). For this day, as expected, "GPC" scheme obtains the worst performance. "GPC+const." slightly improves the results from generic GPC, but the best performance is obtained for the controllers considering future knowledge of the disturbances. Analyzing the control signals, it can be observed that the controllers using information about the future behavior of disturbances react in advance to those without using future disturbance information. Figure 6 shows the control results for eighteenth day, during this day the solar radiation was highly altered by passing clouds, what had direct influence on greenhouse inside temperature ( Figure 7) . As in the previously analyzed day the controllers with the future disturbance information obtains better results than "GPC" and "GPC+const". Passing clouds produce control signal change, and as can be observed "GPC+DES" reacts faster than other controllers. Also for this simulation day "GPC+DES" controller shows that disturbance rejection can be improved by the estimation of future disturbances.
The control performance along the nineteen simulation days is summarized in Table 1 , where the Integrated Absolute Error (IAE) is used as performance index. In this study, the prediction horizon N = N 2 has been modified in order to observe how this modification affects to the future disturbances estimations and system performance. Notice that as the prediction horizon increases better performance is obtained for those techniques considering future knowledge of the disturbances. Table 1 shows that "GPC+DES" presents the best result even outperforming "GPC+real". This somewhat surprising fact may be related with the future degrees of freedom (control moves) required to account for changes in future values of the fourth disturbances. The filtering effect introduced by the DES technique helps to reduce control variability (the real disturbance signals contain local variations along the prediction horizon requiring more control effort). In Table 1 it can be observed that when N decreases, the performance of GPC+real and "GPC+DES" converge. For N u = N 2 = N = 40, "GPC+real" provides a value of the IAE index of 1068, while "GPC+DES" provides 737. The comparison of both techniques depends on the values of the tuning knobs used in the GPC algorithm.
CONCLUSION
In this paper, a GPC control scheme with future disturbances estimation has been introduced. The results described in this work show that disturbance predictions and its application to GPC with measurable disturbance consideration provides improvements on the control performance for processes affected by measurable disturbances. The combination of GPC with the DES technique allows to improve the performance with respect to basic GPC and GPC with future constant disturbances, reducing the IAE value almost to the half. The methodology developed in this work can be easily adopted to other plants where the input system energy depends on sources that can not be scheduled. Future work will include a nonlinear process model with presented approaches, as well as demonstration on data from an industrial process. Future works will study the influence of modelling errors in the closed-loop performance and the real implementation in agricultural and solar energy processes.
