Introduction
In IR+, Karamata's Abel-Tauber theorem for Laplace transforms is well-known and reads as follows: THEOREM K [4, U(x) -r(1-t-a) x L(x) (x ~ 00) implies the other.
In this paper we generalize theorem K to functions of several variables. To this end we use two types of regular variation in dimension d:2: 2. For convenience we only state and prove the results for functions of two variables. Results of this type may be useful in a variaty of problems. We mention applications in number theory [1] , renewal theory [9, 10, 11] ; generalized renewal theory [11] and in characterizing domains of attraction of multivariate stable laws [6, 7] .
In section 2 we consider two possible generalizations to dimension 2 of the classical definition of one-dimensional regular variation. Then we prove an Abel-Tauber theorem for the Laplace " transform f of f, defined as 00 00
!(u,v)=uv J j e-IIX-VY!(x,y)dxdy
o 0
In section 3 we apply our results to power series of several variables, hereby generalizing some results of Alpar [1, 2] . In section 4 an application to multidimensional renewal theory is given.
Regular variation in dimension 2 and Abel-Tauber theorems
The first class of functions which we consider has been introduced by Omey [11] and De Haan et aI. [7] .
Definition. A measurable function /: R~ -+ R + is regularly varying with auxiliary functions r and s (r, s: R + -+ R +) if for some {X>sitive function h and all x, y > 0,
'--')00
""x. y exists and is finite. Notation/(x, y) E RVF(r, s, h, A).
This class of functions has been useful to characterize domains of attraction of stable laws in JRt (cf. [6] , [7] . If ret) = s (t) = t, the class has been studied by Stam [13}, De Haan, Omey and
Resnick [5] , [6] .
Apart from (2.1) we shall also consider measurable functions / for which I .
/(r(t)x, s(t)y) <
In the theorems below we assume that/is monotone in each variable separately and that the auxi- [7] , [11] .
The second type of regular variation is defined as follows. Definition. [11, 
(ii) First supposef(x, y) E WRV(h). We will prove that there exist positive constants to. ' 
By the choice of n we obtain (2.4). Now by (2.4) and Lebesgues theorem on dominated convergence we obtain 
X Y
Proof. The only if parts of both (i) and (ii) follow from the inequality
The if part of (i) follows in a similar way as the proof of Theorem 2.4 in [7] . The if part of (ii) follows from (2.4) since to obtain (2.4) we only used the boundedness of f~~:::;) and h~~:::;)
as min(a, b) -+ 00.
IJ
Remark. If we replace (2.2) by 
,..
Moreover, if (3.1) holds then <I> = A.
( 
a, only if
Proof.
(i) From Theorem 2.1 it follows that regular variation of S (x, y) is equivalent to the existence of
Since <I> is continuous this implies (3.1). Conversely, if (3.1) holds, then <I> is continuous [7] and (3.2) follows.
(ii) Similar, now using Theorem 2.1 (ii).
o
The previous corollary (ii) generalizes Theorem 1 of Alpar [2] in which h (a, b) = aIXb P • Result (i) generalizes Theorems 1 to 4 of Alpar [1] in which
Remarks.
1.
Note that S (X. y) can be intetpreted as the measure M (.) of the rectangle
where m(L) is measure with distribution function Cxay il . It follows as in Alpar [2, p. 172] that (3.3) remains valid if F is a general Jordan measurable subset of JR;.
Similarly, regular variation of S is equivalent to
where m (. ) is the measure with distribution function A(x, y).
2.
If the sequence {an m} /Nx/N is monotone then regular variation (resp. weak regular varia- In orderto formulate our next result, we define S"(x, y) = L L a n • m and similarly Sb and SC. nS;t; mSy Corollary 3.2
SC(x, y) E RVF(r. s, gh, I.e).
Moreover, both statements
A.c(x, y)= S;S;4(x -u, y -v)A.,,(du, dv).
(
where We now prove that (C, 0,0) summability is equivalent to (C.;, 11.) summability for all ;.11. E IN o. 
. .
-F(s,t» I-F(O,t) I-F(s, O)
Since III < 00 and VI < 00 it follows that lim azK(as. at) = 1 (_1_ + _1_) = 1
a-+O

IlIS+Vlt illS vIt IlIVISt
Since K is monotone, an application of Theorem 2.1 (i) yields the desired result. Assume that W (x. y) is nondecreasing and assume that Ilz + V2 = EXt + EYt < 00. then 
Since by assumption W is monotone, an application of Theorem 2.2 (i) yields Proof.
(i) See Hunter [9, Theorem 3.5].
(ii) Using Laplace transfonns we obtain
I-F(s,t) (l-F(s,t»(l-F(s,O»(I-F(O,t»
Since J.l2 + v2 < 00 it follows that " Cov(X bY 1)
and the result for C follows. The result for p follows from this result and from (4.4).
(iii) First note that by definition
so that 
