Introduction to the special volume on computer vision  by Ahuja, Narendra & Horaud, Radu
Artificial Intelligence 78 (1995) l-3 
Artificial 
Intelligence 
ELSEVIER 
Introduction to the Special Volume on 
Computer Vision 
Narendra Ahujaa,*, Radu Horaud b** 
’ Coordinated Science Laboratory and Beckman Institute, University of Illinois, 405 N. Mathews Avenue, 
Urbana, IL 61801, USA 
h LIFIA-CNRS; 46, avenue F&ix viallet, 38031 Grenoble, France 
A fundamental characteristic of computer vision is its unobvious modularity. In that 
sense it is truly an artificial intelligence discipline. In a recent article (Scientific Ameri- 
can, September 1995, special issue on “Key technologies for the 21st century”), Doug 
Lenat writes: “It is the prerequisite knowledge, not the content of the text” (the article 
is about natural language understanding), “that [has] to be codified”. It is worthwhile 
to note that in computer vision, while it is important to represent the prerequisite knowl- 
edge, an equally major additional issue is what information is available in the sensory 
data (images), which turns out to be as difficult a task as codifying the prerequisite 
knowledge. The representation and use of knowledge and the image signal are inter- 
twined in a complex manner which have been found hard to decouple. 
Recently, world chess champion Garry Kasparov was defeated by a computer program. 
This is clear evidence that a major progress has been made in representing and exploiting 
domain specific knowledge in artificial intelligence. However, a system with broader 
capabilities remains to be a target still under pursuit. Analogously, there have been 
a number of vision programs which could be considered true successes. These have 
addressed basic, theoretical foundations as well as problems in specific, applications 
domains. The former are exemplified by the work on a variety of approaches to three- 
dimensional interpretation and recognition. The latter are the likes of chess programs; 
e.g., a vision program could be written to recognize the pieces of a given chess set. 
However, the achievements of both types notwithstanding, it remains an open problem to 
evolve and test from the basic efforts a theory of computer vision, and similarly, to extend 
the solutions in one specific domain to other domains. One reasonable way is to continue 
efforts in both directions but consciously emphasize extension and generalization. The 
work on increasing the scope of the basic modules of three-dimensional interpretation 
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of images and recognition methods which is characteristic of the vision research of 
recent years is consistent with the above philosophy of extension and generalization. 
The increased emphasis on difficult applications domains represents the other side of 
the coin. 
Much progress has been made along both theory and applications fronts since 1981 
when Mike Brady edited another special volume of Artijcial Intelligence on computer 
vision. In his 1981 preface Brady writes: “Most of AI vision workers have thankfully 
abandoned the idea that visual perception can profitably be studied in the context of 
a priori commitment to a particular program or machine architecture.” This continues 
to be true today as is clear from the papers in this volume which address fundamental 
problems rather than architecture specific issues. The papers in this volume have been 
selected to represent efforts on both theory and applications themes, although the former 
has a larger representation due to its longer history. Two remarkable differences between 
computer vision research in 198 I and 1995 are that (i) “snapshot” vision is not the 
prevailing paradigm anymore and (ii) the fields other than computer science have played 
increasing and beneficial role. These are clear from the papers in this volume which 
are, by and large, concerned with the analysis and interpretation of multiple images, and 
involve the use of a number of new building blocks such as deformable physical models, 
differential geometry, projective geometry, and invariance theory. Another distinction that 
can be drawn between Brady’s special volume and the current one is that this volume 
has a much broader geographic representation. In the 1981 special volume there were 
13 contributions from North America and one from Great Britain. In the current volume 
there are 7 contributions from North America, 6 from Europe, one from Israel and one 
describing joint work done at the University of Oxford and at General Electric Company 
in the USA. 
The papers in this volume can be divided into three broad classes. Several papers are 
representative of the progress in the basic three-dimensional modules such as interpreta- 
tion of stereo pairs and motion sequences, both in the passive sensing and active sensing 
modes. These are compiled at the beginning. They are followed by papers on recent 
work in object recognition. The last set of papers address higher issues, both general 
and applications specific. 
The first two papers address the problems of motion and structure estimation from 
image sequences. Otte and Nagel investigate local differential techniques for estimating 
optical flow and its derivatives based on constraints associated with brightness change. 
The paper by Gupta and Kanal addresses the problem of estimation of three-dimensional 
motion from image plane velocities of pixels. The next two papers are concerned with 
the three-dimensional interpretation of image pairs. Zhang, Deriche, Faugeras and Luong 
present a method for computing the epipolar geometry of an uncalibrated stereo rig using 
robust estimation methods. Yang and Yuille present an approach to stereo matching in 
which matching is treated as a feature detection problem. 
The next two papers are concerned with issues in low level active vision. Kutukalos 
and Dyer describe the problem of controlling the sequence of camera viewpoints so as 
to maximize the information gained about surface geometry. Blake, Isard and Reynard 
describe a method for tracking curves in an image sequence and show how the curve 
tracker can be tuned to desired curve shapes and classes of motions. 
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The four papers that follow involve reconstruction, matching object views for object 
localization and recognition. Mohr, Boufama and Brand describe a method for 3-D 
Euclidean reconstruction and localization from multiple views and with an uncalibrated 
projective camera. The paper by Zisserman, Forsyth, Mundy, Rothwell, Liu and Pillow 
describe a number of techniques for recognizing objects from a single view using an 
uncalibrated camera and projective invariants. Reid and Brady address the problem 
of recognizing classes of 3-D objects using 3-D data, instead of “fixed” 3-D object 
recognition, as it has been the case in the past. Basri and Rivlin use an affine camera 
model and show that 3-D localization can be viewed as a 2-D/2-D matching problem. 
The next set of papers is concerned with issues in active vision in general as well 
as with regard to specific application domains. Park and Kender are concerned with the 
higher level task of modeling navigation using landmarks and qualitative information. 
Reece and Shafer address the use of visual attention for efficient sensing for the task of 
driving. The paper by Buxton and Gong overviews visual surveillance systems where the 
motion of an object has to be interpreted at a high level to determine its behaviour, and 
they suggest an approach based on Bayesian belief networks. Rao and Ballard discuss an 
architecture which allows development of special purpose visual procedures such as for 
object location and identification. Tsotsos, Culhane, Wai, Lai, Davis and Nuflo present 
a model of visual attention that is useful for efficient selection and processing of scene 
information. 
We are pleased to bring to you this special collection of papers which we hope will 
serve as a sampling of the recent research activity in computer vision. We would like 
to thank all the authors for revising their contributions under the tight time constraints, 
the anonymous reviewers for their invaluable help in reviewing and rereviewing, and the 
editors of Arti$cial Intelligence, Daniel Bobrow and Mike Brady, for their support. 
