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näin  pienissä  skaaloissa.  Sekä  deformaationopeuden  että  sen  pituusskaalariippuvuuden  havaittiin
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1 Introduction
Changes in the Arctic sea ice cover over the past decades have been the topic
of numerous studies. The evolution of ice cover is driven by the atmosphere
and ocean, but the response of sea ice to certain forcing depends on several
properties of the ice pack as well as on geographical constraints, and exhibits
large seasonal and regional differences. As the Arctic sea ice cover is changing,
its response to forcing may change from what has been known before. The
contribution of all the mechanisms interplaying in this complex system is not
yet fully understood.
This thesis discusses several aspects of sea ice thermodynamics and dy-
namics, and their contribution to the evolution of the ice pack, and partic-
ularly to changes in the Arctic sea ice cover. The main focus is on the ice
dynamics in different types of ice zones and under different conditions, which
also enables the examination of the impact of thermodynamic forcing on sea
ice dynamics.
The state of the Arctic sea ice cover is most commonly studied in terms
of ice thickness, extent and circulation. All these variables exhibit large
natural variability in seasonal to decadal time scales, and they have also been
showing distinct trends during the recent decades. Interannual variation is
largely driven by large scale atmospheric circulation, which affects the sea ice
circulation patterns, as well as the surface heat balance through the changes in
heat and moisture transport from mid-latitudes. The state of the atmospheric
circulation is commonly described by climate indeces. The Arctic oscillation
(AO) index is related to the magnitude of zonal circulation in the Arctic. The
variation of AO has been found to have a significant impact on variations of
Arctic sea ice circulation, thickness and extent (Rigor et al., 2002). Figure 1.1
shows how years with a high AO index result in a weakened Beaufort Gyre
and a westward-shifted Transpolar Drift (Rigor et al., 2002). Years with a
high AO index are also connected to increased cyclone activity (Serreze et
al., 1997) and warmer air temperature (Thompson et al., 2000). Together all
these factors lead to a decrease in ice volume during high AO index years.
A clear decrease in the Arctic sea ice thickness has been reported in nu-
merous studies since the 1990s. Since then, the thinning has continued and
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even accelerated. Rothrock et al. (2008) found a decline of 36% in the annual
mean thickness from 1975 to 2000. When compared to 2012, the decrease of
annual mean ice thickness is clearly even greater: from 3.6 m in 1975 to 1.3 m
in 2012, resulting in thinning of 65% (Lindsay and Schweiger, 2015). During
the satellite era (from 1979 onwards) the Arctic sea ice extent has decreased
by a trend of -4.1% decade−1 (Cavalieri and Parkinson, 2012). The strongest
decrease, -13.4% decade−1, is found in September, which is the month of the
annual minimum extent (Figure 1.2a) (Perovich et al., 2016). Also, the Arctic
sea ice has become younger and the fraction of multiyear ice (MYI) smaller
(Figure 1.2b) (Perovich et al., 2016). This thinner and younger Arctic sea
ice cover has been found to drift faster and deform at a higher rate (Rampal
et al., 2009; Spreen et al., 2011). Olason and Notz (2014) showed that this
acceleration of ice drift has been strongest in summer (Figure 1.3).
Changes in the ice cover result from, and also cause, changes in the at-
mosphere and ocean. In the Arctic, air temperature has increased at over
double rate when compared to the lower latitudes (Overland et al, 2016).
The melt season in the Arctic has lengthened at a rate of 5 days decade−1,
which has led to an increase in the solar heat stored in the upper ocean by
approximately 752 MJm−2 (Stroeve et al., 2014). This additional heating has
increased the sea surface temperatures by 0.5 to 1.5◦C. Warmer sea surface
temperatures can be a driver of intensified cyclonic activity in the Arctic due
Figure 1.1: The mean circulation of Arctic sea ice during the phases of (a) a
low and (b) a high AO index. Isochrone lines show the number of years re-
quired for a parcel of ice to exit from the Arctic through the Fram Strait. The
dashed line delimits the area in which ice either recirculates in the Beaufort
Gyre (highlighted with red) or is advected through the Fram Strait in the
Transpolar Drift (highlighted with blue). Modified from Rigor et al., 2002.
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to larger heat fluxes from the ocean to the atmosphere in the marginal ice
zones (Inoue and Hori 2011).
During the past decades both the thermodynamics and the dynamics in
the Arctic have changed due to changes in the atmosphere and ocean, but
the role and importance of these different types of forcing mechanisms on
recorded changes of Arctic sea ice cover is not fully understood. The connec-
tion between thermodynamics and sea ice volume is obvious as the increased
heat in the atmosphere and ocean reduces ice growth and enhances melting,
but sea ice dynamics are known to have a significant impact as well. During
winter, dynamics increase sea ice volume notably via both the formation of
thick pressure ridges and the opening of leads. Lead opening results in rapid
ice growth, and seasonal ice production in leads is estimated to account for
25-40 % of the total ice production of the Arctic Ocean (Kwok, 2006). In
summer, leads have the opposite impact to their impact in winter as the pres-
ence of open water increases the absorption of solar heat and enhances the
melting. Even in areas with persistent convergence, and thus very infrequent
lead openings, dynamics are important for ice volume. Kwok and Cunning-
ham (2016) estimated that deformation explaines over 30% of the overall
variance in monthly thickness changes north of the coasts of Greenland and
the Canadian Arctic Archipelago.
The complexity of the system is not limited to the combined impact of
thermodynamics and dynamics on sea ice volume described above. A change
in one forcing mechanism can lead to a change in some ice property, which
can further affect the response that ice pack has to this particular, or some
a) b)
Figure 1.2: a) A time series of the sea ice extent anomaly in March (the
month of maximum extent) and September (the month of minimum extent).
The anomaly value represents the difference (in %) in the ice extent relative
to the mean values for the period 1981-2010. b) A time series of ice age.
From Perovich et al., 2016.
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Figure 1.3: The seasonal cycle (left) and long-time trend (right) of Arctic sea
ice drift speed obtained from drifting buoys. The seasonal cycle is shown as a
monthly mean drift speed with 12 hour interval and with two week interval.
The long-term trend is calculated separately for winter (December-March,
red) and summer (August-October, blue). For winter, drift speed obtained
from satellite images is also shown (green). From Olason and Notz, 2014.
other, forcing. For instance, thermodynamic-driven thinning of ice reduces its
ability to resist dynamic wind forcing and makes it more sensitive to drift and
deform. Another example is the impact of fracturing under dynamic forcing,
which lowers the ice pack strength and makes it more vulnerable to further
deformations. A result of this complexity is shown for instance by Olason and
Notz (2014). They conclude that although the Arctic sea ice drift is wind
driven, the principle drivers of variation and trends in drift speed (Figure 1.3)
are sea ice concentration and thickness, but with seasonal variation in their
contribution. Also, the fracturing of ice cover and localization of deformation
were found to be important drivers of the drift speed variation in spring.
Sea ice fracturing and deformation is known to be a very localized and
intermittent process. Mechanical failure of the ice generates a pattern of
faults. Fracturing events only last a few minutes (Marsan et al., 2011) and
occur along faults in the order of tens of meters (Schulson, 2004). In the
scales above these, the sea ice deformation rate (ǫ) follows the power law
with respect to both length (L) and time scale (τ): ǫ ∼ L−β and ǫ ∼ τ−α.
An important feature of the power law is the invariance of the exponent
with respect to changes in scales. This implies that there is no characteristic
scale, but all the scales are linked. Previous studies on sea ice deformation
have covered length scales ∼ 10-1000 km, and the power law has been found
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for this entire range (e.g. Marsan et al., 2004; Stern and Lindsay, 2009;
Hutchings et al., 2011; Hutchings et al. 2012). The power law describes how
the deformation rate depends on the length or time scale. The downscaling
of the obtained power law has predicted very high deformation rates at small
scales, supporting the view that a substantial part of the deformation is brittle
(Marsan et al., 2004; Stern and Lindsay, 2009). However, previous studies
based on drifting buoys or satellite images have not been able to cover length
scales smaller than ∼10 km or time scales smaller than ∼1 h, and so far
estimations of small scale deformation have been based on downscaling from
larger scales.
In sea ice modelling, a wide variety of different kinds of approaches have
been used in attempts to describe this complex physical system with sev-
eral feedback mechanisms. In general, climate models have not been able to
capture the fast decline in the sea ice extent, although the new generation
climate models (CMIP5 models, used for the Intergovernmental Panel on Cli-
mate Change (IPCC) Fifth Assessment Report in 2013) depict the declining
trend better than the earlier CMIP3 models (used for the IPCC Fourth As-
sessment Report in 2010) (Figure 1.4). Rampal et al. (2011) showed that
b) Arctic sea ice extent in 
September (1900-2012)
a) Arctic sea ice extent (1980-1999)
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Figure 1.4: Arctic sea ice extent obtained from observations and climate
models. a) The annual cycle of the ice extent and b) the September ice
extent during the period 1900-2012. The results from CMIP3 models are
shown in blue (the line shows the mean, the shadowed area mean±standard
deviation) and the results from CMIP5 models are shown in red. The extents
obtained from satellites have been provided by National Snow and Ice Data
Center (NSIDC), National Aeronautics and Space Administration (NASA)
and Hadley Center (HadISST). From Flato et al. (2013).
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climate models underestimate the decrease in ice extent and thickness, as
well as the increase in ice kinematics, partly due to the weak coupling be-
tween ice state (thickness and concentration) and kinematics. This, together
with the studies showing the importance of brittle deformation (Marsan et
al., 2004; Stern and Lindsay, 2009), has driven more attention to model’s
ability to represent the heterogeneity of sea ice deformation. Traditionally
in modelling sea ice has been seen as a continuum, but the importance of
brittle deformation has encouraged the idea that sea ice would be better de-
scribed with fracturing mechanics instead of continuum mechanics (Stern and
Lindsay, 2009; Girard et al., 2011).
Overall, a realistic description of the dynamics and deformation is essential
for models to reproduce the evolution of sea ice cover correctly. This study
deepens the understanding of seasonal and even shorter time scale variations
in the properties of ice cover, and their impact on sea ice drift and deforma-
tion. Also, the examination of sea ice dynamics and the scale dependence
of sea ice deformation is extended to smaller length scales (L > 100 m) and
time scales (τ > 10 min) than previously possible.
The objectives of this study are to:
• determine changes in the Arctic sea ice thickness distribution regionally and
seasonally, and to estimate the impact of thermodynamic and dynamic
forcing on the observed changes.
• improve the understanding of sea ice drift and deformation by studying
them at smaller length and time scales than previously possible.
• examine how sea ice deformation varies in different ice zones.
• study the impact of weather conditions on sea ice drift and deformation.
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2 Theoretical background
2.1 THERMODYNAMICS OF SEA ICE
Ice grows and melts vertically as a response to the imbalance between net heat
fluxes at the upper and lower boundary, and the internal heat conduction.
In general, this can be formulated as a one-dimensional heat equation of ice
(Makshtas, 1998):
ciρi
∂T
∂t
=
∂
∂z
(
ki
∂T
∂z
+ I
)
, (2.1)
where ci is heat capacity and ρi is density of ice, T = T (t, z) is temperature
within ice, t is time and z is vertical distance from the upper surface, ki is
thermal conductivity of ice, and I denotes intensity of internal heating due
to short wave radiation penetrating into the ice at the upper surface.
The boundary conditions of the heat equation (2.1) at the upper surface
are
F0 = ki
∂T
∂z
, T0 < Tf (2.2)
Liρi
∂h
∂t
= −ki∂T
∂z
+ F0 , T0 ≥ Tf (2.3)
where F0 denotes total heat flux at the upper surface and Li is latent heat of
fusion, and T0 and Tf are surface temperature and freezing point. The total
heat flux at the upper surface, F0 is a sum of several components:
F0 = (1− α)FSW − I0 + FLW ⇓ −FLW ⇑ +Fs + Fl. (2.4)
Terms of the net heat flux are incoming shortwave radiation (FSW ), surface
albedo (α), the short wave radiation penetrating into the ice (I0), downward
(FLW ⇓) and upward longwave radiation (FLW ⇑), sensible heat flux (Fs)
and latent heat flux (Fl). The formulation of the different components can
be found in Weeks (2010).
At the lower surface, in the ice-ocean interphase, the boundary condition
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of Equation 2.1 is
Liρi
∂h
∂t
= −ki∂T
∂z
− Fw, (2.5)
where Fw is oceanic heat flux. When ice grows in the ice-ocean interphase,
latent heat is released and has to be conducted through the ice and snow
to the atmosphere. This conductive heat flux, Fc = −ki ∂T∂z , depends on the
thermal conductivity of the ice, ki and the local temperature gradient at the
depth z. The temperature profile through the ice is not linear, which makes
exact thermodynamic calculations difficult. Only in the case of thin ice or
very slow changes in the surface energy balance can the heat conduction be
approximated with linear temperature gradient (Eicken, 2003).
As the latent heat released by freezing is conducted upward through the
ice thickness, the ice growth rate is strongly dependent on the ice thickness.
In the central Arctic, very thin ice can grow over 10 cm per day in winter,
while ice with 1 m thickness grows only about 1 cm per day in similar con-
ditions (Thorndike et al. 1975). In summer, melting occurs both at the top
and the bottom of the ice, and the melting rate is not thickness dependent.
However, ice ridges with deep keels may enhance turbulence and thus increase
oceanic heat flux and bottom melting. Since the annual ice growth decreases
as ice gets older and thicker but the summer melt remains nearly on the same
level, the thickness of MYI approaches so called equilibrium thickness. This
equilibrium thickness depends on the local climate and can be taken as the
maximum thickness of thermodynamically grown sea ice. Maykut and Un-
tersteiner (1971) estimated the equilibrium thickness of Arctic sea ice to vary
from about 3 to 5 m at the end of the growth season.
As Equation 2.5 shows, ice growth depends on the temperature gradient
through the ice thickness. In the case of Fw = 0, ice grows as long as the
temperature gradient exists, that is to say as long as T0 < Tf . Therefore,
the surface air temperature (SAT) is naturally an important factor in ice
mass balance and often used as a proxy for ice growth. In the central Arctic,
oceanic heat flux has typically been very small, about 2 Wm−2 (Barry et
al., 1993), and ice has reached great thicknesses by thermodynamic growth.
Clearly higher values (up to 15 Wm−2) are found in the Pacific sector of the
Arctic and in the marginal ice zones (Krishfield and Perovich, 2005). With
continued decline in sea ice cover, and enhanced coupling of the atmosphere
to the ocean, the impact of oceanic heat flux is likely to also increase in the
central Arctic (Carmack et al., 2015).
Snow on top of the ice has a prominent effect on the heat balance and
ice growth/melt. Snow has low thermal conductivity. It is an insulator that
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lowers the ice growth rate in winter and thus has a decreasing impact on the
ice mass balance. In summer, the impact is the opposite: snow shields the
ice from direct solar radiation and delays the onset of intense ice melt.
2.2 SEA ICE DRIFT AND DEFORMATION
Sea ice drifts as a response to stresses at both the upper and the lower surface
caused by wind and ocean current, respectively. The equation of the motion
of sea ice is (Leppa¨ranta, 2005)
ρh
[
∂u
∂t
+ u · ∇u+ fk × u
]
= ∇ · σ + τa + τw − ρhgβ − h∇pa. (2.6)
The terms in the Equation 2.6, from left to right, are local acceleration, ad-
vective acceleration, Coriolis term, internal ice stress, air stress, water stress,
sea surface tilt and air pressure. Bold symbols denote vectors. In the case of
a compact ice pack, the dominating terms in the equation of motion are wind
and water stresses and internal stress. Air and water stresses are propotional
to the square of wind and water velocity relative to the ice surface (McPhee,
1975):
τa = ρaCaUaUa (2.7)
τw = ρwCw|Uw − u|(Uw − u). (2.8)
ρa and ρw are air and water density, Ca and Cw are drag coefficient of air and
water, Ua and Uw are velocities of surface layer wind and ocean current, and
u is velocity of ice. In the case of air stress (Equation 2.7), ice motion has
been neglected, since Ua ≫ u.
Internal ice stress (σ) represents different types of mechanical interactions
in the ice pack. This includes frictional forces between ice floes and shearing,
as well as crushing during convergent deformation and ridge formation (Weiss,
2013). Internal ice stresses may be caused by differential winds and currents,
and they are generally very difficult to measure and model on the scale of an
ice pack. In the case of a compact ice pack, internal ice stress is one of the
dominating terms in the equation of motion (Equation 2.6), and resolving it
becomes an important question.
Stresses cause deformations of the ice cover. The behaviour of a compact
ice pack under internal stress can be described with rheology, which depicts
the relationship between stresses and strains. The three basic models of
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rheology are the elastic, plastic and viscous models. The maximum strain
(displacement per unit length) that a material, here sea ice, can withstand
and still return to its original shape is called the yield point. When strain
is below the yield point, material deforms under a load but returns to its
original shape if the load is removed. This reversible type of deformation is
called elastic deformation. In the linear-elastic model, stress is propotional
to strain. When strain exceeds the yield point, the original shape cannot be
recovered even if the load is removed. This irreversible type of deformation
causing permanent damage is called plastic deformation. In the third basic
model of rheology, the viscous model, stress depends on the strain rate, and
the material behaves like a viscous fluid.
When strain reaches the end of the elastic and the plastic region of the
stress-strain curve, fracturing of material occurs. A fracture is the separation
of a material into two or more pieces under a stress. There are two types
of fracturing, ductile and brittle, and sea ice has been found to exhibit both
types depending on the strain rate. At low strain rates, sea ice behaves
like a ductile material. As stress increases, a ductile material undergoes
considerable plastic deformation before reaching the fracture point. For sea
ice, strain can exceed 0.1 without a macroscopic failure (Schulson, 2001). At
higher strain rates (& 10−4 s−1), sea ice is a brittle material (Schulson, 2001).
Brittle material fractures rapidly after the end of the elastic region, with fast
crack propagation.
The deformation rate of sea ice pack is usually examined using the strain
rate tensor of the velocity field. The extent of sea ice cover is so large com-
pared to its thickness, that in sea ice geophysics the strain rate tensor is
usually studied in two dimensions on a horizontal plane. This means that
deformation is seen as differential horizontal motion. Elastic deformations of
sea ice are small and therefore on the geophysical scale fractures, leads or
slip lines are usually required for deformation to happen. Elasticity can only
become important in the case of thin ice (thickness . 0.1 m), when buckling
may also occur.
The two principal components of strain rate are the divergence (ǫdiv) and
shear (ǫshear):
ǫdiv =
∂u
∂x
+
∂v
∂y
, (2.9)
ǫshear =
1
2


(
∂u
∂x
− ∂v
∂y
)2
+
(
∂u
∂y
+
∂v
∂x
)2
1
2
(2.10)
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where u and v are velocities in the x and y direction. The total deformation
rate (ǫtot) is a product of shear and divergence:
ǫtot =
√
ǫ2shear + ǫ
2
div. (2.11)
Studies in the Arctic have shown, that shear is typically the dominating
mode of deformation (Stern et al., 1995; Stern and Moritz, 2002), but shear
and divergence are strongly correlated in space (Weiss and Schulson, 2009;
Weiss, 2013). These reflect the typical deformation field where faulting is
shear induced but associated with divergence (Weiss, 2013).
Most of the research on sea ice deformation has been based on data
recorded with drifting buoys (Rampal et al., 2008; Hutchings et al., 2011;
Hutchings et al., 2012) and satellite-derived RADARSAT Geophysical Pro-
cessor System (RGPS) data (Marsan et al., 2004; Kwok, 2006; Stern and
Lindsay, 2009). The strain rate is typically calculated following areas formed
by objects in the ice field. These objects can be buoys or features recognizable
in satellite images, and the areas are obtained by connecting three or more of
the objects. In addition to the strain rate tensor, the sea ice deformation rate
has also been resolved by the dispersion of drifting buoys (Rampal, 2008).
The sea ice deformation rate is found to exhibit a power law with respect
to the length scale L
ǫtot ∼ L−β. (2.12)
This means that the mean deformation rate (ǫtot) is related to the scale (L)
over which it is measured with exponent β. An example of this length scale
dependency of the sea ice deformation rate is shown in Figure 2.1. With
RGPS data, length scales of 10 to 1000 km have been covered with a time
scale of 3 days, while with drifting buoys deformation rates have been resolved
for length scales ranging from few kilometers to 100 km, with a time scale of
1 h. The scaling law has been found to hold for the entire range of length
scales covered. β is reported to be in the range of 0.2 to 0.5, with seasonal and
regional variation. β has been found to be larger in magnitude in summertime
than in wintertime (Marsan et al., 2004), and in the areas with a low MYI
fraction (Stren and Lindsay, 2009).
As the scaling law (Equation 2.12) applies to all length scales up to the
basin scale, there is no characteristic length scale associated with deformation
over the length scales studied (Weiss, 2013). Girard et al. (2009) concluded
that this is an indication of long-range elastic interactions in the ice cover,
which enables stresses to be transmitted over very long distances. The value
of the scaling exponent β can been seen as an indication of over how long
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Figure 2.1: The length scale dependency of the sea ice deformation rate
from RGPS data (with a 3-day time interval). The small black dots are
the deformation rates of RGPS grid cells and grey circles denote the mean
deformation rates of the size groups (separated with vertical dashed lines).
The power law exponent β is the slope of the line fitted to the size group
mean deformation rates in this log-log space. From Marsan et al. (2004).
distances internal stress is transmitted. The smaller in magnitude β is, the
further the internal stresses are transmitted. Thick MYI transmits stresses
further than thinner first year ice (FYI), just as a compact winter ice pack
does when compared to looser summer ice cover, corresponding to the differ-
ences in β found between perennial and seasonal ice pack (Stren and Lindsay,
2009) and between winter and summer (Marsan et al., 2004).
As described earlier, the failure of sea ice depends on the strain rate and
transits from ductile to brittle when ǫtot > 10
−4 s−1 (Schulson, 2001). Based
on the length scale dependency (Equation 2.12), deformation rates can be
predicted for smaller scales than those covered with observations. This type
of downscaling was done by Marsan et al. (2004) and Stern and Lindsay
(2009), who came to the conclusion that the majority of deformation in the
central Arctic is brittle.
In addition to the length scale, the sea ice deformation rate exhibits scaling
with respect to the time scale (τ) as well:
ǫtot ∼ τ−α (2.13)
(Rampal et al., 2008; Hutchings et al., 2011; Weiss and Dansereau, 2016).
Also, the length scale dependence of sea ice deformation rate is found to
depend on the time scale, and the time scale dependence on the length scale,
and thus β = β(τ) and α = α(L) (Rampal et al., 2008).
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Equations 2.12 and 2.13 manifest the localized and intermittent nature of
sea ice deformation: the highest deformation rates are measured with small
length and time scales. This is due to the heterogeneity of sea ice defor-
mation. The fracturing of sea ice generates a pattern of faults, which have
a linear shape (Schulson, 2004). The length of such linear features can ex-
tend from tens of meters to hundreds of kilometers and they can be seen in
aerial photographs and satellite images of the ice pack. Although fractur-
ing events only last a few minutes (Marsan et al., 2011), the formation of a
fault may cause a lead opening also over a clearly longer time scale (hours or
even days). Around the faults, velocity gradients are spatially discontinuous
and thus shear and divergence are concentrated (Schulson, 2004). Therefore,
these zones are often called linear kinematic features (LKF) (Kwok, 2001). In
the sea ice deformation field, they can be best captured on small scales. On
larger scales they abate as a larger grid cell often contains several of LKFs and
within one cell divergence and convergence typically occur simultaneously, for
instance. The impact of scales is enhanced as strain has an inverse propo-
tionality to the length scale and strain rate has an inverse propotionality to
the time scale.
In sea ice modeling, several different types of rheologies have been used.
In the first dynamics models that included rheologies, sea ice was treated
as a viscous fluid or a plastic material. In the 1970s, a non-linear elastic-
plastic rheology was developed (Coon, 1974). The elastic deformation of
sea ice is very small but makes the numerical solution complicated since the
strain history must be stored due to the reversible nature of elasticity. Hibler
(1979) introduced a non-linear viscous-plastic rheology where small elastic
deformation was replaced by viscous behaviour. This made the numerical
solution much simpler and viscous-plastic rheology became a standard in
sea ice dynamics models. This rheology allows the ice pack to diverge with
little or no stress, but resists compression and shearing under convergent
conditions.
In the majority of viscous-plastic models, the ice pack strength has a linear
dependency on ice thickness and exponential dependence on ice concentra-
tion. This approach has some inadequacies in representing the evolution of
sea ice cover. Rampal et al. (2011) showed that the climate models with
viscous-plastic rheology underestimate the decrease in ice extent and thick-
ness, as well as the increase in ice kinematics, partly due to the weak coupling
between ice state and kinematics. On the other hand, the work of Rampal
et al. (2013) considered CMIP3 models, and the next generation models
(CMIP5 models) have shown better ability in capturing the declining trend
as well as the seasonal cycle of the Arctic sea ice extent (Figure 1.4). Recently,
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Hutter et al. (2016) showed that with very high resolution (1 km) a large
scale sea ice model with viscous-plastic rheology reproduces leads in the ice
cover. As the high strain rates are localized along these leads, the modelled
sea ice deformation rate follows the power law with respect to both length
and time scale, contrary to earlier results obtained with coarser resolutions.
The studies suggesting that the sea ice deformation is largely brittle
(Marsan et al., 2004; Stern and Lindsay, 2009) have motivated the devel-
opment of new a rheological framework. Girard et al. (2011) introduced an
elasto-brittle rheology where sea ice is considered as a continuous elastic plate
with progressive damages that simulate cracks and leads (Weiss, 2013). In
the development and validation of this rheology, high importance has been
attatched to the model’s ability to represent the heterogeneity of sea ice de-
formation. Modelled ice deformation fields have been shown to follow similar
strong length scale dependence to that found in nature (Bouillon and Rampal,
2015).
2.3 INTERPLAY BETWEEN THERMODYNAMICS AND DYNAM-
ICS
Typically, an ice pack consists of ice floes of different thicknesses which re-
spond differently to similar forcing. Ice thickness affects the response to both
thermodynamic and dynamic forcing. As described in section 2.1, the ther-
modynamic growth rate depends strongly on ice thickness. Also, the ice pack
strength is impacted by ice thickness since thicker ice cover can resists higher
stresses. Therefore, it is useful to know the relative extent of different ice
thicknesses in the ice pack. This is described by ice thickness distribution
∫ h2
h1
g(h)dh =
1
R
A(h1, h2) (2.14)
where R is total area of the region, A(h1, h2) is the area within R covered by
ice with thickness in the range h1 ≤ h ≤ h2 (Thorndike 1975).
Changes in the ice thickness distribution g(h) can be described by the ice
conservation equation (Thorndike, 1975):
∂g
∂t
= − ∂
∂h
(fg)−∇ · (ug) + Ψ. (2.15)
The first term on the right hand side governs the thermodynamic changes, as
f(h,x, t) = ∂h
∂t
|thermal is thermodynamic ice growth or melt rate of ice with
thickness h at the location x and time t. The second and third term describe
changes due to dynamics. −∇ · (ug) is divergence, and Ψ redistribution
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function, describing how ice changes from one thickness category to another
by mechanical deformations.
Thermodynamic ice growth/melt tends to lead to level ice approaching
the equlibrium thickness, that is to say to the infinitesimally narrow peak
in g(h). The impact of dynamics is the opposite as drift and deformations
create extremes: open water and rafting or ridging. The thickest ice is found
in ridges, where thickness can exceed 40 m (Wadhams, 1998). In winter,
the impact of dynamics also increases the ice volume through the opening of
leads, since the open water areas freez quickly. Seasonal ice production in
leads is even estimated to account for 25-40 % of the total ice production of
the Arctic Ocean (Kwok, 2006). In summer, the impact is the contrary since
open water absorbs more solar radiation which enhances the melting.
In the ice conservation equation 2.15, the redistribution function Ψ is the
least well known term. It depends on ice strength, ice fracturing mechanism
and small scale ice properties. All these are influenced by thermodynamics as
well. The term ice strength can be used for the small scale material property
of ice, a property that could in principal be measured by applying a load to
a block of ice. In this work, this type of strength is called ice mechanical
strength. Ice strength can be used in a much larger scale context as well, as
a property of ice cover. In this sense it describes how high stresses the ice
pack can resist before deformations, seen as differential horizontal motion on
geophysical scale, occur. This type of strength is here referred to as ice pack
strength. Ice pack strength depends on several factors, including ice thickness,
ice concentration, ice mechanical strength, floe size and previous fractures.
Both of these types of ice strength are impacted upon by thermodynamics.
Ice mechanical strength decreases as the temperature of ice increases, which
is mostly seen as a seasonal scale variation. This temperature dependence
of ice mechanical strength is connected to the salinity of sea ice. When
sea ice is formed from saline ocean water, majority of salt is released into
the underlying water column, but some brine is captured in between the ice
crystals, in brine pockets. The volume of brine pockets depends on the ice
temperature, and the colder the ice is the smaller is the brine volume and the
higher is the ice mechanical strength. Regarding the ice pack strength the
connection to thermodynamics is more complex and comes via changes in ice
thickness, ice mechanical strength and concentration. Also, thermodynamics
affect the recovery of ice pack strength after previous damages, so-called
healing process. There is also a feedback loop between dynamics and ice
pack strength. The response of ice cover to dynamic forcing depends on ice
pack strength, and if deformation happens, it lowers the ice pack strength
and makes the ice cover more vulnerable to further deformations.
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During the melt season in summer some new aspects arise in the inter-
play between dynamics and thermodynamics. Arntsen et al. (2015) showed
how the dynamic break up of Arctic sea ice is influenced by meltponds. As
melting accelerates, the breaking pattern of floes is strongly affected by the
distribution of melt ponds as the breaking occurs along the ponds. Also,
the presence of thick ice ridges may enhance melting if the keel of the ridge
enhances turbulence in the ice–ocean boundary layer, leading to an increase
in oceanic heat flux (Yu et al., 2004).
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3 Data and methods
3.1 PAPER I
Paper I is based on upward-looking sonar measurements recorded by sub-
marines of UK Royal Navy and US Navy (National Snow and Ice Data Cen-
ter, 2006). Upward-looking sonar does not measure the whole ice thickness
but the distance from water level to the bottom of the ice, sea ice draft,
which corresponds to approximately 90% of the ice thickness. In Paper I, all
analyses are made and all results are reported in terms of draft instead of
thickness, because an accurate conversion to thickness would require knowl-
edge of sea ice density and ridge geometry, as well as the thickness and the
density of the snow cover.
In this study, data from 31 cruises accomplished during the period 1975–
2000 is used. Data has been recorded partly in analogue format and partly
in digital format. The error in the comparability of these two types of data is
±6 cm (Wensnahan and Rothrock, 2005), which is small compared with draft
values that are typically of several meters. Therefore, data collected in both
formats is used. The standard deviation of submarine sonar measurements
is 25 cm, and measurements are biased by +29 cm compared with the true
draft (Rothrock and Wensnahan, 2007).
Draft distributions are calculated with 0.2 m bin width. Examination
is conducted separately for autumn (September-October) and spring (April-
May), the first including the annual minimum and the latter including the
annual maximun of Arctic ice thickness and extent. The whole area covered
with the submarine sonar data is divided into six regions (Figure 3.1). The
variability of sea ice thickness distribution is studied in seasonal and regional
senses, and changes are determined by comparing the periods 1975–1987 and
1988–2000.
The variability of and changes in the Arctic sea ice cover are examined
also by calculating sea ice volume. The probability density function of sea ice
volume, g(V ), is determined following Yu et al. (2004), but as a function of
draft ,D, in stead of thickness: g(V ) = g(D)D. This function is dimensionless
and describes the fraction of total ice volume with the draft D. It integrates
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to the mean draft
D =
∫
∞
0
V (D)dD (3.1)
and corresponds to a volume over a unit area (Yu et al., 2004).
Paper I presents the evolution of three ice categories, which are classified
by draft. Category 1 includes all the ice with D < 2 m in spring and D < 1
m in autumn, consisting mainly of FYI. Category 2 is dominated by MYI,
and the upper limit is set at D = 5 m. Category 3 consists of ice with a draft
of D > 5 m and is dominated by deformed ice.
The impact of different forcing mechanisms possibly leading to observed
changes is discussed in Paper I. Changes in dynamic forcing are estimated
based on observed ice drift using International Arctic Buoy Programme (IABP)
buoy data (Rigor, 2002). The mean drift patterns are calculated for the pe-
riods 1979–1987 and 1988–2000. IABP operations started in 1979, four years
later than the submarine data, and thus the years of the first period in the
comparison do not fully match with the years included in draft analyses.
Discussion on thermodynamic forcing is based on SAT data in ERA-40 re-
analyses (Uppala et al., 2005). Differences in SAT between the two study
periods (1975–1987 and 1988–2000) are calculated for the entire Arctic and
separately for the preceding months of both seasons considered, in other words
for the growth season in winter (November-March) and the melt season in
summer (June-August).
1975-1987
1988-2000
SPRING AUTUMN
Figure 3.1: The tracks of the submarine cruises accomplished in spring (on
the left) and in autumn (on the right) during the periods 1975-1987 (blue)
and 1988-2000 (red). The whole study area is divided into six regions: North
Pole (1), Canada Basin (2), Beaufort Sea (3), Chukchi Sea (4), Eastern Arctic
(5) and Nansen Basin (6). From Paper I.
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3.2 PAPER II
In Paper II, sea ice velocity spectra are studied with a mathematical model
and observations. Observational data is from the Baltic Sea and the Sea of
Okhotsk. In the Baltic, data was recorded during a field campaign aboard
R/V Aranda in March 2009 in the Bay of Bothnia. Ice motion is obtained
from the positions of the ship when moored to ice. Data from two ice stations
(referred to as S2 and S3) are used. The positions (with an accuracy of 5
m) were recorded every 10 s. Ice velocity is calculated from 5 min average
positions at the same interval.
Sea ice drift in the Sea of Okhotsk is obtained from drifting buoys and an
Accoustic Doppler Current Profiler (ADCP) in winter 2005. Three drifting
buoys (referred as buoys #4, #5 and #6) were deployed on sea ice in the
coastal zone at Hokkaido. The locations of the buoys were recorded every
hour, with positioning accuracy of 10 m. The ADCP was moored in the
proximity of the north coast of Hokkaido (position 44◦28’N, 143◦25’E, depth
48 m). The ADCP used bottom tracking and measured the velocity of ice
drifting over the mooring site with a sampling interval of 15 min. The ADCP
provides Eulerian ice velocity, while drifting buoys represent the Lagrangian
type. Buoy #6 drifted most of the time in the proximity of the ADCP, and the
data that was collected less than 100 km away from the ADCP mooring site
was used for the comparison of Eulerian and Lagrangian frequency spectra.
3.3 PAPER III
Paper III is mainly based on the coastal radar images from Tankar Island
in the Northern Baltic Sea (Figure 3.2). The coastal radar station was es-
tablished for navigational purposes, but the Finnish Meteorological Institute
(FMI) has instrumented it for environmental research. The radar system, as
well as the data collection and transmission, is described in more detail by
Karvonen (2016). A temporal median filter (15-20 seconds) is applied to the
raw data, and in this work these preprocessed images with an interval of two
minutes are used. The radar images cover the area of 40 × 40 kilometers and
have the resolution of 33 meters.
Thanks to the high temporal resolution of the images, the trajectories
of identifiable sea ice objects can be resolved in sub-pixel scale using the
Virtual Buoy (VB) tracking method developed by Karvonen (2016). The
error of 2 min VB positions is approximately 6 m. Both sea ice drift and
the deformation rate are calculated from the hourly averaged positions of
VBs. Hourly averaging redfirst year iceuces the error of VB positions to
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Figure 3.2: In Paper III, sea ice drift and deformation rate are obtained using
coastal radar images recorded on Tankar Island, in the Bothnian Bay. The
area covered with coastal radar images is shown with the red box on the left.
An example of coastal radar images is on the right. In Paper III, coastal sea
ice dynamics are studied considering alongshore and cross-shore component
drift velocity. The positive direction of these is shown with white arrows on
the left (x for cross-shore drift and y for alongshore drift).
approximately 1 m.
Paper III focuses on winter 2011. Coastal radar images from the period
15 February to 15 May are used. Interruptions in data collection caused four
gaps of 1 to 3 days, and one longer break of 12 days in late April and early
May.
The impact of weather conditions on ice drift and deformation rate through-
out the season is discussed in Paper III. This is based on hourly recorded wind
and air temperature data from the weather station located on the same island
as the radar. Ice thickness in the study region was recorded using an air-borne
electro-magnetic instrument (EM) during the field campaign running from 2
to 7 March 2011. Due to several ridging events and colder-than-average tem-
peratures in early winter, the ice was thicker than during a typical winter,
with the mean thickness of 1.05 m in EM-recordings over the study area.
Additional information on ice conditions is obtained from ice charts provided
by the FMI Ice Service.
In order to capture the characteristics of ice drift in the coastal boundary
zone (CBZ), the study area is divided into 2 km wide bands aligned with the
shore. In addition to scalar drift speed, ice drift is examined in alongshore
and cross-shore direction. Coastal ice drift is studied on hourly, daily and
seasonal scales at different distances from the shore.
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The sea ice deformation rate is only calculated for drifting ice pack. For
most of the study period, coastal radar images revealed stable fast ice reaching
band 6 (12 km off the shore). During the last two weeks of the season (30
April to 13 May), the entire ice field was broken up, and no fast ice area
existed anymore. Thereby, the drifting ice pack is defined as the bands > 6
until 30 April, and as the whole area from that date onwards.
For the deformation analyses, triangles are formed from VBs using Delau-
nay triangulation. Due to the highly variable lifetime of VBs, the triangula-
tion is reset at the beginning of each day. In order to study the length scale
dependence of the deformation rate, triangles in six different size groups are
always formed. Length scale is determined as a square root of the triangle’s
area, L =
√
A. The minimum size of triangles is set to L = 200 m, which is
clearly larger than the smallest length scale for which the deformation rate
can be resolved reliably (L ≫ 10 m, detailed error analysis can be found in
the Supporting information of Paper III). The shape criteria of triangles is
applied to avoid erroneous high deformation rate values being caused by dis-
torted cells. The minimum angle of a triangle corner included in the analyses
is set to 15◦ .
Deformation rates are resolved using strain rate tensor (Eq 2.9-2.11). Fol-
lowing Bouillon and Rampal (2015), the spatial derivatives in these equations
are approximated as
∂u
∂x
=
1
A
n∑
i=1
(ui+1 + ui)(yi+1 − yi), (3.2)
∂v
∂y
=
1
A
n∑
i=1
(vi+1 + vi)(xi+1 − xi), (3.3)
∂u
∂y
=
1
A
n∑
i=1
(ui+1 + ui)(xi+1 − xi), (3.4)
∂v
∂x
=
1
A
n∑
i=1
(vi+1 + vi)(yi+1 − yi), (3.5)
where A is the area, i is the index of a corner, n is the number of corner
points (3) and n + 1 = 1. Unfortunately, in Paper III, the term ”deforma-
tion” is used in stead of correct term ”deformation rate”. The strain rate
tensor gives divergence, shear and total deformation rate, and they all are
dimensionally the reciprocal of time, presented with unit h−1 in Paper III.
The length scale dependence of the sea ice deformation rate is examined
by determining the exponent of the power law ǫtot ∼ L−β. β is obtained from
a least square fit to the average deformation rates of the triangle size groups
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in log-log space. The quality of the fit is evaluated by several means: the
square correlation (R2), 95% confidence interval and bootstrap method. The
bootstrap method is used to obtain the error estimate for β, defined as the
standard deviation of β in 10 000 bootstrap repetitions.
In order to study the impact of weather conditions on the deformation rate
and its length scale dependence, power law scaling is repeated for selected
days with specified conditions. The sensitivity to weather conditions is tested
using three different factors: scalar wind speed, cross-shore wind and air
temperature. Each factor is studied by comparing cases when this factor
is below or above the defined cut-off value. The pairs in comparison are
wind speed < 7 m/s versus wind speed > 7 m/s, cross-shore wind < 0 m/s
(wind directed off the coast) versus cross-shore wind > 0 m/s (wind directed
towards the coast) and air temperature < 0◦C versus air temperature > 0◦C.
For each of the three factors, some additional criteria are applied in order to
minimize the effect of other factors.
3.4 PAPER IV
In paper IV, the small scale sea ice deformation rate is calculated using ship
radar images recorded during the N-ICE2015 campaign. During the cam-
paign, R/V Lance was frozen in and drifting with the ice pack north of
Svalbard. The campaign included four drifting stations (named Floe 1 to 4)
and provided data from nearly four months between January and June 2015.
The drift tracks of Floes 1 to 4 are shown in Figure 3.3.
Ship radar images are similar to the coastal radar images used in Paper
III but with different areal coverage and resolution. The images recorded on
board R/V Lance cover an area of 15 km × 15 km with a resolution of 12.5
m, and they are recorded with a 1 min interval. Similar to Paper III, ice
motion is obtained using the VB tracking method (Karvonen, 2016). The
error in 1 min positions is approximately 3 m (Karvonen, 2016).
The sea ice deformation rate is calculated similarly to Paper III: forming
different sized triangles from VBs, approximating velocity gradients by Equa-
tions 3.2-3.5 and calculating deformation rates using Equations 2.9-2.11. In
Paper IV, this is done using five different time intervals: 10 min, 1 h, 3 h, 6 h
and 24 h. For all the time intervals, 10 min average positions of VBs are used
and longer time intervals are obtained through sub-sampling of the 10 min
position time series. Another difference compared to Paper III is the reset of
triangulation: in Paper IV a new set of triangles is formed at the beginning
of each time step. The smallest length scale included in the analyses (the size
of the smallest triangles) is 50 m, which is clearly larger than the minimum
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length scale (L = 9 m) for which the deformation rate can be resolved reliably
with defined accuracy of position.
Since the deformation rate is calculated using six size groups of triangles
and five time intervals, the power law scaling can be conducted with respect
to both length and time scale, ǫtot ∼ L−β and ǫtot ∼ τ−α.
During N-ICE2015, the ship was drifting within the ice pack and the data
covers regions from compact pack ice to the marginal ice zone (MIZ, the part
of the ice cover which is close enough to the open ocean to be affected by its
presence). Figure 3.3 (right hand side) shows how the distance to ice edge (l)
varied from over 300 km to only a few kilometers during the campaign. This
allows the examination of the impact of l on the sea ice deformation rate.
In addition to the distance to ice edge, the impact of drift and wind
speed as well as air temperature is discussed. Wind speed and direction and
air temperature were recorded by a weather station deployed on ice a few
hundred meters away from the ship (Hudson et al., 2015). Drift speed and
direction are calculated from the recorded ship positions.
The localization of deformations is examined in detail. Localization is
evaluated by calculating the fractional area (the percentage of the total area)
that accommodates 15% of the largest deformation rates. This is done sepa-
rately for the total deformation rate, shear and absolute divergence, and for
the different time scales.
Figure 3.3: In Paper IV, data collected during the N-ICE2015 campaign was
used. The drift tracks of four ice stations of N-ICE2015 are shown on the
left. The campaign lasted nearly six months. During that time, the location
of the ice edge altered. Also, the ice floes followed were drifting, generally
towards the ice edge. Therefore, the distance to ice edge varied considerably.
The time series of distance to the ice edge is shown on the right.
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4 Results and discussion
4.1 CHANGES IN THE ARCTIC SEA ICE THICKNESS DISTRI-
BUTION
Submarine sonar data has been used in several earlier studies (Rothrock et
a., 1999; Wadhams and Davis, 2001; Yu et al., 2004; Rothrock and Zhang,
2005; Rothrock et al., 2008; Kwok and Rothrock, 2009) but the approach in
Paper I is different from all of these and reveals a new, more detailed picture
of changing Arctic sea ice cover. Previous work has mostly focused on mean
ice thickness, and the few that show thickness distribution (Wadhams and
Davis, 2001, Yu et al., 2004) are based on a very limited amount of data.
In Paper I, Arctic sea ice draft distributions from the period 1975-1988 are
compared to the period 1988-2000. The comparison is done for two season,
spring and autumn, and for six regions (Figure 3.1), enabling the examination
of seasonal and regional variability and changes.
The results show that the peak of the ice draft distribution has generally
narrowed and shifted towards thinner ice (Figure 4.1). This has led to a
reductions in both mean and modal ice draft. In spring, the modal draft
in the Beaufort and Chukchi Seas shifted from the level MYI draft range
to values of level FYI. In the Beaufort Sea, the Autumn draft distribution
shows a clear change from a bi-modal shape to the dominance of open water
and very thin ice, meaning a shift from the typical shape of distribution in
perennial ice zone (PIZ) to typical shape in seasonal ice zone (SIZ).
The decrease of mean draft is generally stronger in spring than in au-
tumn. In spring, thinning exceeds 0.6 m decade−1 in all other regions ex-
cept the Nansen Basin and the Chukchi Sea, with maximum change of -1.1
m decade−1 in the Eastern Arctic. More modest changes in autumn mean
drafts (maximum -0.6 m decade−1 in the Canada Basin) led to a decrease in
seasonal variability. Regional variability showed a decrease as well since the
overall thinning was the most pronounced in the regions which initially had
the thickest ice.
As Figure 4.2 shows, the decrease in mean draft is largely due to volume
loss in the thickest ice category (ice category 3, D > 5m). In spring, the loss
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Figure 4.2: Regional mean ice draft and its composition. Ice category 1
includes ice with a draft of < 2 m in spring and < 1 m in autumn, ice in
category 2 has a draft of 2-5 m in spring and 1-5 m in autumn, and ice in
category 3 has a draft of > 5 m in both seasons. From Paper I.
of the volume in this category exceeds 35% in all regions except the Nansen
Basin, and the reduction is over 45% in the North Pole region and the Eastern
Arctic. In autumn, the volume of thickest ice category has decreased by over
40% in the Canada Basin, and the reduction is more than 30% in the Beaufort
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and the Chukchi Seas as well.
The Beaufort Sea is a region with remarkable changes. The dominance
of MYI during 1975-1987 changed to a nearly equal contribution of FYI and
MYI in 1988-2000, and the region changed from clearly PIZ towards SIZ.
More recent studies have shown that this new state has endured. Richter-
Menge and Farrel (2013) estimated, that during the years 2009-2013 ice cover
in Beaufort and Chukchi Seas was dominated by FYI, accounting for about
75% of the ice extent.
During the period 1975-2000, the Nansen Basin differed from other regions
with very slight changes. Later, clear thinning was also recorded in Fram
Strait, at the southern edge of the Nansen Basin. Renner et al. (2014)
reported that ice thickness at the end of the melt season decreased by over
50% during 2003–2012.
4.1.1 THE IMPORTANCE OF THERMODYNAMICS AND DY-
NAMICS
The observed notable changes in the ice draft distribution and composition
of Arctic sea ice cover raised a question about the forcing mechanisms behind
them. Therefore, the impact of changes in the thermodynamic and dynamic
forcing are discussed in Paper I.
SAT can be used as a proxy for energy balance changes in wintertime. The
difference in SAT between the two study periods (1975–1987 and 1988–2000)
was calculated from ERA-40 re-analyzed data (Uppala et al., 2005). This
was done separately for the preceding months in both seasons considered, in
other words for the growth season in winter (November-March) and the melt
season in summer (June-August).
The changes in surface energy balance in the winter period appear to have
only had a modest impact. The later period was only significantly warmer
over the land area in Siberia. Over the Arctic Ocean, slight warming (less
than 0.5◦C ) was only observed in the region north of Greenland. In the
summer, changes in SAT were negligible over the entire Arctic Ocean. This
is to be expected since, as long as the ice cover prevails, SAT is bound to the
melting point of ice due to the action of sensible heat flux.
However, the thermodynamic forcing has changed as the length of the melt
season has increased in the entire Arctic Ocean (Belchansky et al., 2004). A
clear change started in 1989 (Belchansky et al., 2004b), right at the beginning
of the later period studied. Therefore, the period 1988-2000 was characterized
by enhanced melt and reduced ice growth when compared to the period 1975-
1987. Snow fall may have a significant impact on thermodynamics. Although
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direct measurements do not exist, it has been estimated that in the regime
dominated by cyclonic circulation, which was the case during most of the
period 1988–2000, precipitation over the Arctic Ocean increases in all seasons.
An increase in snow fall could reduce the ice growth in winter due to insulation
and slow down the ice melt in summer due to increased albedo.
All these thermodynamic factors could explain some level of thinning of
the Arctic ice cover. However, they do not provide any explanation for the
notable regional differences in changes observed from submarine sonar data.
Dynamic forcing was estimated based on the mean drift patterns of IABP
buoys during the periods 1979-1987 and 1988-2000 (Figure 4.3). During the
former period, the Beaufort Gyre was much stronger than during the later
period. Also, there was a westward shift of the Transpolar Drift, and during
the later period, a large fraction of ice entering the Fram Strait drifted over
the North Pole.
As described earlier, the highest thinning rate was found in the Eastern
Arctic (-1.1 m decade−1 in spring). This may be explained by the changes
in the ice circulation patterns. During the former period, ice from the strong
Beaufort Gyre was entering the Eastern Arctic region. During the later pe-
riod, a larger proportion of the ice advected into this region was coming from
the Siberian coast, being thinner FYI. In the western Arctic, the weakening
1979-1987 1988-2000
Figure 4.3: Mean ice drift pattern during the periods 1979-1987 and 1988-
2000. Drift is calculated from IABP buoys. Modified from Figure 7 in Paper
I.
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of the Beaufort Gyre led to a decrease in both the average age of the ice and
the level of compression and deformation, corresponding to changes in the
Beaufort Sea and Canada Basin.
The Nansen Basin showed a very different evolution with nearly unchanged
ice conditions. There, the influence of a change in the advection pattern was
the opposite compared to that of the Eastern Arctic. During the former
period, ice entering the Nansen Basin mostly originated from the SIZ of the
Kara and Laptev Seas, while in the latter period advection over the North
Pole prevailed as stronger and included more thick ice from the central Arctic
and the Beaufort Gyre.
In the Arctic, the large scale ice drift patterns are following changes in the
atmospheric circulation patterns. The major atmospheric circulation patterns
of the Arctic are well described by the modes of AO and DA (Wang et al.,
2009). The AO is related to the magnitude of the zonal circulation. It impacts
the Beaufort Gyre, which is stronger during the negative phase of the AO
(Rigor et al., 2002). The DA is a measure of the strength of atmospheric
meridional circulation from the Pacific sector to the North Atlantic (Wu et
al., 2006; Watanabe et al., 2006). The DA has a particularly strong effect on
ice conditions during its positive phase. Then it strengthens the Transpolar
Drift and ice export through the Fram Strait and enhances the inflow of
Pacific water into the Arctic (Wu et al., 2006).
The two study periods (1975–1987 and 1988-2000) have clearly different
distributions in the AO/DA-space. Negative AO and DA years dominated
the 1975–1987 period. The later period also includes some negative AO and
DA years between 1996–2000 but positive AO and DA years prevailed at the
beginning of this period. As described earlier, the observed changes in the ice
draft distributions were largely related to changes in the ice drift patterns,
which, on the other hand, can be seen as a result of changes in the large scale
atmospheric circulation.
4.2 ICE DYNAMICS IN THE SEASONAL ICE ZONES OF BALTIC
SEA AND SEA OF OKHOTSK
Sea ice dynamics in two SIZs, the Baltic Sea and the Sea of Okhotks, are
studied in Paper II and III. In the Baltic Sea, ice drift is wind driven, while
in the Sea of Okhotsk permanent current system and tides are important
forcing mechanisms in addition to winds. In Paper II, sea ice velocity spectra
is shown for both of these areas. These spectra reflect the differences in the
forcing: in the Baltic Sea spectra are dominated by synoptic frequencies,
while in the Sea of Okhotsk some level of tidal and inertial signals are found.
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The data from the Sea of Okhotsk provided a unique opportunity to com-
pare Lagrangian and Eulerian velocity spectra. As described in Paper II,
the Eulerian spectrum should theoretically be on a higher level than the La-
grangian one, as it should contain the variance due to variations in the floe
characteristics. However, this had not been shown from the observations
before, due to the lack of simultaneous Eulerian and Lagrangian velocity
measurements of the same region. As one of the buoys utilized in Paper II
drifted in the vicinity of the bottom moored ADCP, the comparison between
Lagrangian and Eulerian velocities could be done. The results confirmed the
hypothesis and the Eulerian spectrum was found to be on a higher level than
Lagrangian, with overall fairly similar shape.
Due to the narrow shape of the basins in the Baltic Sea, a substantial
part of the ice covered sea area is impacted by the vicinity of the shore. Ice
dynamics in the coastal boundary zone (CBZ) is discussed in detail in Paper
III. Closest to the shore, where the sea is shallow, CBZ includes an area of
fast ice. The fast ice area was found to be stable nearly the entire study
period of Paper III, and the edge of the fast ice was reaching about 12 km off
the shore. Only during the last couple of weeks of the ice season, the entire
ice cover in the range of coastal radar was broken up and drifting.
Outside of the fast ice area, ice drift speed increases strongly when going
further from the shore. This area with strong velocity gradient is called shear
zone and it is clearly visible in Figure 4.4 (bands 7 to 10, i.e. 12 to 20 km off
the shore). Overall, the drift outside of the fast ice area was anisotropic and
the average magnitude of the alongshore drift was nearly double compared
the to cross-shore drift. As Figure 4.4 shows, this anisotropy was clear in
the shear zone, where alongshore drift speed increased faster than the cross-
shore speed. However, the difference between alongshore and cross-shore
components was nearly equally strong still in the outermost bands (20 to
30 km off the shore). Examination of the wind velocities suggests that this
asymmetry is not wind induced, but a characteristic of the CBZ. An impact
of the coast reaches further than just the shear zone, and this entire area
where the influence of the coast can bee seen is here defined to be part of the
CBZ.
As Figure 4.4 shows, the seasonal average of drift speed is very low in
the CBZ of the Baltic Sea. During the whole study season there were only 8
days when the average drift speed in some of the bands exceeded 0.05 m/s,
and the maximum daily average was 0.12 m/s. However, the study season
included several events when part of the ice pack was drifting at a much
higher velocity. These events were local and short, and they only become
visible in the hourly time series.
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a) b) c)
f)e)d)
Figure 4.4: The whole study season average of (a) ice drift speed and of the
magnitude of (b) cross-shore and (c) alongshore drift component, at different
bands. Bars show the range from upper to lower 2.5 percentile of hourly
velocities. Seasonal averages of velocity gradients are shown in the lower
panel for (d) scalar drift speed and for (e) cross shore and (f) alongshore
drift. Velocity gradients are calculated hourly as the difference between mean
velocity of neighboring bands divided by the width of the bands (2 km). From
Paper III.
4.3 SMALL SCALE SEA ICE DEFORMATION
Previous research on sea ice deformation has mostly been based on drifting
buoy and RGPS data, covering length scales from ∼ 10 km to 1000 km. With
buoys, the deformation rate has been resolved at an hourly time scale, while
the time interval of RGPS data is three days. However, sea ice deformation
is known to be highly a localized and intermittent process. Now, in studies
based on coastal and ship radar images (Papers III and IV) the sea ice defor-
mation rate is resolved over clearly smaller length scales than were previously
possible. Thanks to the high temporal resolution of radar images, ice motion
can be tracked at sub-pixel scale (Karvonen, 2016) and the smallest length
scale covered is 200 m and 50 m for coastal and ship radar data, respectively.
For the coastal radar data, the time interval of the deformation rate calcula-
tion is 1 h. In Paper IV, the analyses are extended to different time scales,
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ranging from 10 min to 24 h. Since the sea ice deformation rate from ship
radar images is studied using five different time scales the impact of the time
scale on both the deformation rate and the localization of the deformation
could be examined.
Previous studies have shown that the sea ice deformation rate exhibits
power law scaling with respect to length scale, ǫtot ∼ L−β, over the length
scales ranging from a few km to 1000 km. In RGPS-based studies in the
Arctic, β has been found to be in the range of 0.2 to 0.5 (τ = 3 days), with
the greatest values in magnitude in summertime (Marsan et al., 2004) and
in regions with a low MYI fraction (Stern and Lindsay, 2009). Hutchings et
al. (2012) also reported similar value of β, 0.2, in an Antarctic study based
on buoy data (τ = 1 h). The time scale dependence of the deformation rate,
ǫtot ∼ τ−α, and the impact of time scale on the length scale dependence,
β = β(τ), have not been discussed much, although Rampal et al. (2008)
showed the importance of the time scale as well.
Papers III and IV show, that sea ice deformation rate follows the power law
scaling ǫtot ∼ L−β even on length scales ranging down to ∼ 100 m and time
scales ranging down to 10 min. For a 1 h time interval, the obtained power
law scaling exponents (0.7 to 0.9) are of greater magnitude than reported in
previous studies for the same time scale (Hutchings et al., 2011; Hutchings
et al., 2012). β is found to have a similar magnitude both in the Baltic Sea
(Paper III) and in the Arctic (Paper IV). The examination of the impact
of time scale in Paper IV shows that β depends strongly on the time scale
considered (Figure 4.5.d). The relation between τ and β in Figure 4.5.d can
be extrapolated to the time scale of RGPS data, τ =3 days. This gives a
prediction of β(τ = 3 days)≈ 0.4. The values in Figure 4.5.d represent thin
first and second year ice, and can be compared to the higher end of the β
range of RGPS studies. Therefore, the magnitudes of β found for τ of 10 min
to 24 h are in good agreement with the results reported for τ = 3 days by
Marsan et al. (2004) and Stern and Lindsay (2009).
In Paper III, the coastal radar images of one ice season (2011) in the Baltic
Sea are used. Paper IV is based on the ship radar images recorded during
the drift of R/V Lance, covering areas from the compact ice pack to the
MIZ and lasting from the coldest winter to the onset of summer melt.These
unique data sets cover a wide range of conditions. Therefore, it was possible
to examine the impact of several factors on sea ice deformation and thereby
improve the understanding about how deformation rates vary under different
weather conditions in different kinds of ice zones.
Both the coastal radar images recorded in the Baltic and the ship radar
images recorded in the Arctic show more intense deformations during warm
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τ=10 min τ=1 h
β = 0.82 β = 0.71
σ
β
= 0.002 σ
β
= 0.002 R2 = 0.99 R2 = 0.99
Figure 4.5: The total deformation rate (h−1) of different-sized triangles with (a) a
10 min time interval and (b) a 1 h time interval. Different triangle size groups are
presented in different colors, and white circles denote the averages of the groups.
Black lines show the least squares fits of the average deformation rates in log-
log space and β is obtained as the slope of the fit. The uncertainty of β, σβ, is
estimated as a standard deviation of 10000 bootstrap repetitions. (c) The least
square fits for all the time intervals (10 min, 1h, 3h, 6 h and 24 h) and (d) the
obtained magnitudes of β. (e) The mean deformation rates of each size group at
different time intervals, and the least square fits (colors of the lines correspond to
the colors in [a] and [b]). (f) The magnitudes of α (slope of the fitted line in [e])
at different length scales. From Paper IV.
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Figure 4.6: Length scale dependency of the sea ice deformation rate under
different weather conditions. The impact of weather conditions is shown for
three pairs of comparisons: wind speed < 7 m/s (a) vs wind speed > 7 m/s
(b), cross-shore wind directed off the coast (d) vs cross-shore wind directed
towards the coast (e), and air temperature T< 0◦C (g) vs T> 0◦C (h). The
hourly total deformation rate of different triangle size groups are shown in
different colors, and white circles denote the mean deformation rate values
of size groups. Black lines (solid and dashed) show the least squares fits of
the average deformation rates in log-log space. The 95% confidence interval
of the fit is shown with white dashed lines. The fitted lines of each pair are
compared in (c), (f) and (i). From Paper III.
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periods. As Figure 4.6 shows, the impact of air temperature is seen in all
the length scales covered, and it is even on a comparable level with the
impact of wind speed in the Baltic Sea. This difference in the deformation
rate does not reflect a seasonal time scale variance, but results from the
temperature alternation in the time scale of days. In this short time scale,
the ice mechanical strength cannot change significantly, and the difference
in the deformation rate has to be due to changes in the ice pack strength.
This result suggests that the ice pack strength responds to the variation of
air temperature clearly faster than previously assumed, and this response is
most likely connected to the effectiveness of the healing process.
During the drift of R/V Lance in N-ICE2015, the distance to the ice edge,
l, was varying from over 300 km to only a few km. In Paper IV, deformation is
studied with respect to l. Deep in the ice pack (l > 200 km) high deformation
rates were connected to high wind and drift speed, while in the MIZ intense
deformations were also observed during calm periods. Also, the length scale
dependence changes with respect to l and the greatest magnitude of β was
found closest to the ice edge.
Previous studies have concluded that the majority of deformation is brittle
in the central Arctic (Marsan et al., 2004; Rampal et al., 2008; Stern and
Lindsay, 2009). The failure of sea ice is found to transit from ductile to
brittle when the strain rate ǫtot > 10 day
−1 (Weiss, 2013). By downscaling
the obtained length scale dependence of the compact ice pack, the mean
deformation rate was found to exceed this limit, when L <∼ 10 m . The
MIZ differs clearly from the compact ice pack. Ship radar data showed that
also in the MIZ deformation rate exhibits scaling, but with an exponent β
of a very high magnitude, indicating that forces are transmitted over shorter
distances. This confirms the theory presented by Weiss (2013) proposing that
the mechanical behaviour of ice pack changes from elasto-brittle to being
more granular-like when moving from the central ice pack to the MIZ. Since
the granular medium, the assembly of floes, can still transmit forces, the
deformation rates follow the power law scaling (Weiss, 2013).
In Paper IV, the localization of deformation was studied in detail. The
results reveal that localization is captured better with smaller time interval.
Overall, divergence is a more local process than shear. Also, the total defor-
mation rate, shear and divergence are all less localized at the times of intense
deformations. This indicates that the increase in the mean deformation rate
results from an increase in the number of cells with significant deformation,
rather than from an increase in the deformation rate of the cells with the
largest deformations.
Ship radar images recorded during the N-ICE2015 campaign captured
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various different types of deformation events and showed the importance of
deformation history. During some periods, deformation rates were closely
following wind and drift speeds, while some deformation events were induced
by swell propagation. Despite the different nature of deformation events,
they all started with a similar kind of fracturing in the previously damaged
areas. These lines of damage (LDs) can be seen in ship radar images as
a lighter color due to higher surface roughness (Figure 4.7). They already
formed a dense and complex matrix at the beginning of each ice station. All
the deformation events were initialized along these LDs, and, during intense
deformation events the matrix of LDs was partly reorganized and new LDs
were formed.
25.01.2015 01:00 08.02.2015 01:00 
a) b)
Figure 4.7: Ship radar image on a) 25 January at 01:00 and b) 8 February
at 01:00. The red line in (a) and (b) shows the line of damage along which
the opening of a wide lead was initiated on 7 February. This line was already
visible on 25 January, but it remained inactive until 7 February. For a better
view of the lead opening, a level ice area that can be clearly identified both
in (a) and (b) is marked a with yellow patch. The images have been cropped
and cover an area of approximately 9 km×9 km. From Paper IV.
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5 Conclusions
The Arctic has always been an area with large seasonal and interannual vari-
ability, which is also seen in the ice cover and results from the interplay
between thermodynamics and dynamics. During past decades there have
been distinct changes in the atmosphere and ocean that affect both thermo-
dynamic and dynamic forcing of the Arctic sea ice. This has led to an ice
cover that responds to forcing in different ways than those known in the past.
Changes in Arctic ice draft distributions, mean and modal draft, and
their regional and seasonal variability under different large scale atmospheric
circulation modes are determined in Paper I. The results show that the shape
of the sea ice draft distribution has changed: the peak of the distribution has
generally narrowed and shifted towards thinner ice. A prevalent feature,
apparent in all regions in both spring and autumn, is the loss of thick, mostly
deformed ice. This had a significant role in the decrease in the mean and
modal ice draft. The results also show a decrease in the seasonal variability
of the mean ice draft but with strong regional differences. Also, the regional
variability of the sea ice draft has decreased, since the thinning has been most
pronounced in regions which formerly had the thickest ice cover.
The significant changes in the regional ice draft distributions cannot be
directly explained by warming of the atmosphere but changes in the ice drift
patterns had an essential impact. The weakening of the Beaufort Gyre and a
shift in the strength and east-west position of the Transpolar Drift correspond
well with the observed strong thinning in the Beaufort Sea, the Canada Basin
and the Eastern Arctic, and also with the unchanged thickness in the Nansen
Basin. These changes in the dynamic forcing are connected to large scale
atmospheric circulation, which can be described with the AO and DA indices.
These results emphasize the importance of the description of sea ice dy-
namics in the models. It has been shown that climate models suffer from an
inability to reproduce the variation and increase in the ice drift speed and de-
formation rate, likely due to weak coupling between ice state and kinematics
(Rampal et al., 2011). The simple, commonly used parameterization of ice
pack strength as a thickness and concentration dependent variable in visco-
plastic models is not sufficient to capture seasonal and regional variations.
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Consequently, the climate models underestimate the decrease of ice thickness
and extent in the Arctic. In the new elasto-brittle rheological framework
much more attention is given to the fracturing of ice cover and to the strong
length scale dependency of the deformation process.
The response that the ice pack has under dynamic forcing is the result of
several factors, including thermodynamic processes. Changes in the Arctic,
including the decrease in the ice thickness, extent and age, have led to an
increase in the drift speed and deformation rate. On the other hand, these
changes in ice kinematics strongly affect the evolution of ice volume and
properties of ice cover. There has still been a need for better understanding
on highly local and intermittent deformation process, as well as its variability
that rises from different types of conditions and regions. Several aspects on
these questions are covered in Papers III and IV.
With coastal and ship radar images, the study of the length scale depen-
dency of the sea ice deformation rate is extended to smaller length and time
scales than those that were previously possible. The sea ice deformation rate
is shown to follow power law scaling, ǫtot ∼ L−β, down to the length scale of
L ∼ 100 m and the time scale of τ =10 min. Both the overall deformation
rate and its the length scale dependence are found to depend strongly on the
time scale considered. This emphasizes that the impact of the time scale has
to be taken into account when comparing the deformation rates or the values
of β obtained in different studies. For τ = 1 h, the values of β (0.7 to 0.9) are
generally of greater magnitude than those reported before for the same time
scale. However, the obtained time scale dependence of β predicts a value of
0.4 for the time scale of RGPS-based studies (τ = 3 days), which is in good
agreement with Marsan et al. (2004) and Stern and Lindsay (2009). Overall,
the results confirm the highly localized and intermittent nature of deforma-
tion, and show that the localization is better captured with small time scales
and that the intermittency is stronger with small length scales.
Small scale deformation is studied in different types of ice regions (coastal
boundary zone, compact Arctic ice pack and marginal ice zone), and un-
der different weather conditions. One of the key findings is the connection
between air temperature and the deformation rate: during warm days defor-
mation rates are generally higher than during cold days. The deformation
rate is found to respond to changes in air temperature on a time scale of
days, which is clearly faster than previously assumed. The ice mechanical
strength cannot change significantly in this short time scale, and the differ-
ence in the deformation rate is assumed to be due to changes in the ice pack
strength. This response is most likely connected to the effectiveness of the
healing process.
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The results emphasize the importance of the healing process. However,
despite the most effective healing occurring during the coldest winter, the
lines of damage, LDs, were found to remain as the weak points of the ice
cover. Ship radar images from the Arctic ice pack revealed, that all the
deformation events were initialized along the LDs. This confirms that the
deformation history is an important factor determining how the ice cover
responds to dynamic forcing.
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Abstract. Changes in the mean sea ice thickness and concen-
tration in the Arctic are well known. However, quantitative
information about changes in the ice thickness distribution
and the composition of the pack ice is lacking. In this pa-
per we determine the ice draft distributions, mean and modal
thicknesses, and their regional and seasonal variability in the
Arctic for the time period 1975–2000. We compare charac-
teristics of the Arctic pack ice for the years 1975–1987 and
1988–2000. These periods represent different large-scale at-
mospheric circulation modes and sea ice circulation patterns,
most evident in clearly weaker Beaufort Gyre and stronger
as well as westward shifted Transpolar Drift during the later
period. The comparison of these two periods reveals that the
peak of sea ice draft distributions has narrowed and shifted
toward thinner ice, with reductions in both mean and modal
ice draft. These noticeable changes are attributed to the loss
of thick, mostly deformed ice. Springtime, loss of ice volume
with draft greater than 5 m exceeds 35 % in all regions except
the Nansen Basin, with as much as 45 % or more at the North
Pole and in the Eastern Arctic. Autumn volume reduction,
mostly of deformed ice, exceeds 40 % in the Canada Basin
only, but is above 30 % also in the Beaufort and Chukchi
Seas. During the later period, the volume of ice category
consisting thin, mostly level first-year ice, is clearly larger
than during the former period, especially in the spring. In the
Beaufort Sea region, changes in the composition of ice cover
have resulted in a shift of modal draft from level multiyear
ice draft range to values of level first-year ice. The regional
and seasonal variability of sea ice draft has decreased, since
the thinning has been most pronounced in regions with the
thickest pack ice (the Western Arctic), and during the spring
(0.6–0.8 m per decade).
Correspondence to: A. Oikkonen
(annu.oikkonen@helsinki.fi)
1 Introduction
The Arctic Ocean exhibits large climate variations on a time
scale of decades. This variability is largely driven by the
large-scale atmospheric circulation, which affects meridional
heat and moisture transport from the mid-latitudes to the Arc-
tic region and, as a consequence, alters the surface heat bal-
ance of the Arctic Ocean. Another, perhaps more significant,
effect is that sea ice and ocean surface circulation patterns
are modified in accordance with the atmospheric changes.
The state of the atmospheric circulation is commonly de-
scribed by the empirical orthogonal function (EOF) of the
surface air pressure field. The first EOF is called the Arc-
tic Oscillation (AO) or Northern Annular Mode (Thompson
and Wallace, 1998). This mode is related to the magnitude of
the zonal circulation (Rigor et al., 2002; Zhang et al., 2000).
The second mode is called the Dipole Anomaly (DA) (Wu
et al., 2006; Watanabe et al., 2006). The DA is a measure of
the strength of an atmospheric meridional circulation from
the Pacific sector to the North Atlantic. Wu et al. (2006)
state that the influence of the DA on winter sea ice motion
is greater than that of the AO, especially in the central Arc-
tic basin, and north of Fram Strait. During its positive phase
the DA has a particularly strong effect on the ice conditions,
since in addition to the strengthening of the transpolar drift,
and export of sea ice from the Arctic Ocean through Fram
Strait, it also enhances an inflow of Pacific water into the
Arctic.
While many papers have focused on sea ice changes and
the relationship between the atmospheric circulation and sea
ice conditions (e.g. Hilmer and Lemke, 2000; Zhang et al.,
2000; Holloway and Sou, 2002; Makshtas et al., 2003; Bitz
and Roe, 2004; Rothrock and Zhang, 2005; Kwok, 2009),
analyses have been mostly limited to considering mean sea
ice thickness, concentration, or drift. However, the state of
the pack ice is best characterized by the sea ice thickness
Published by Copernicus Publications on behalf of the European Geosciences Union.
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distribution g(h), defined as follows∫ h2
h1
g(h)dh=
1
R
A(h1,h2), (1)
where R denotes the total area of the region, and A(h1,h2) is
the area within region R covered by ice with thickness h in
the range h1≤h <h2 (Thorndike et al., 1975).
Pack ice can be understood as being composed of three
main ice types: level first-year ice (FYI), level multi-year ice
(MYI), and deformed ice. In addition, the pack ice may con-
tain areas of open water. Ice types cannot be separated unam-
biguously within an observed ice thickness distribution, since
their thicknesses overlap. However, certain ice thickness cat-
egories are dominated by a particular ice type. FYI has un-
dergone at most one growth/melt season, and on the basis of
the model of Maykut and Untersteiner (1971) it can be as-
sumed to reach a maximum of about 2 m at the end of the
growth season, and about 1 m in the autumn after the sum-
mer melt, providing upper bounds on level FYI thickness at
the time of annual maximum and minimum thickness. In the
sea ice thickness distribution g(h), ice thicker than level FYI
consists of level MYI and deformed ice. The thickness of
level MYI approaches the equilibrium thickness, which can
be set as the upper limit for level MYI, i.e. 3–5 m depending
on climatological conditions. Ice thicker than the equilibrium
thickness is mostly deformed.
Ice thickness distributions in perennial ice zone (PIZ) and
seasonal ice zone (SIZ) have distinct characteristics that vary
seasonally. In the spring, g(h) typically exhibits a pro-
nounced peak corresponding to level FYI in the SIZ and level
MYI in the PIZ. In the autumn, the PIZ thickness distribution
can be bi-modal, if a second maximum is formed in open wa-
ter or very thin ice. In the autumn SIZ, g(h) is dominated by
very thin FYI and open water, with low abundance of thicker
ice types.
The evolution of g(h) depends on the thermodynamic and
dynamic forcing. Changes in those factors have different im-
pacts on the shape of g(h), and in some situations an evalua-
tion of changes in g(h) reveals whether the observed changes
in the pack ice are due to predominantly thermodynamic or
dynamic processes.
Ice growth and melt change the position of the modal
peaks of level FYI and MYI. Pure thermodynamic forcing (in
the case of landfast ice) would result in a single-peak distri-
bution. Kurtosis, i.e. an indication of the peakedness of g(h),
is a measure of the relative contribution of dynamic processes
(opening, redistribution, and advection of pack ice), which
broaden the single-peak distribution. On a regional scale,
changes in the circulation and influx of sea ice could result
in large changes in g(h). Shifts in differential ice drift have
an effect on both ends of g(h). Changes in lead opening
are reflected in the fraction of open water and thin ice, and
changes in ridging are seen in the tail of g(h). However, sea
ice thermodynamic and dynamic processes are strongly cou-
pled, and in some situations it is difficult to separate these
effects. For example, the longer the ice circulates in the Arc-
tic, the more time it has to thicken both thermodynamically
and through deformation. Thus, the change in the drift pat-
tern and average travel time can cause significant changes
both in the modal thickness and in the fraction of ridged ice.
In this study we utilize data from submarine cruises of the
U.S Navy and the Royal Navy from the years 1975–2000.
The data are archived and publicly available at US National
Snow and Ice Data Center. The 26 years covered by the
available data are divided into two periods, 1975–1987 and
1988–2000. The objective of the present paper is to examine
changes of the sea ice draft distribution in detail. The analy-
sis is conducted for spring and autumn, i.e. for the periods of
annual maximum and minimum ice thickness. Particular at-
tention is given to the analysis of changes in the composition
of pack ice, and to the impact of thermodynamics and dy-
namics on the evolution of the Arctic sea ice cover. Changes
in the ice dynamics are studied based on the IABP (Interna-
tional Arctic Buoy Program) ice drift observations.
The submarine sonar data have been examined in several
earlier studies. However, many of these were limited to con-
sider mean sea ice thickness or draft, e.g. Rothrock et al.
(1999), Rothrock and Zhang (2005), Rothrock et al. (2008)
and Kwok and Rothrock (2009). Only few studies (Wadhams
and Davis, 2001; Yu et al., 2004) have presented the ice thick-
ness distributions. In this paper we show ice thickness distri-
butions for six regions, two seasons and two 13-year periods.
Our results are based on the data from 31 submarine cruises,
which is much more than used in previous studies; the num-
ber of cruises analyzed in the work of Wadhams and Davis
(2001) is only 2, and in the work of Yu et al. (2004) the cor-
responding number is 7. In Wadhams and Davis (2001) anal-
yses are regionally limited, covering the Greenland Sea and
the Eurasian Basin. While the work of Tucker et al. (2001) is
also based on submarine sonar measurements, they do not
show changes in ice draft distributions other than relative
fraction of four coarse ice draft classes. Our analysis extends
prior work and provides a more detailed, quantitative view of
changes in the Arctic sea ice thickness distribution.
2 Data and analysis
The US Navy and Royal Navy upward-looking sonar data
set includes sea ice draft measurements from 37 cruises
accomplished during the years 1975–2000, covering over
120 000 km of track in total. Data are archived for public
use at the US National Snow and Ice Data Center (NSIDC).
Data has been recorded partly in analog, and partly in digital
format. The error in the comparability of analog data with
digitally recorded data is ± 6 cm (Wensnahan and Rothrock,
2005), which is very small compared with draft values of
typically several meters, and in this study data collected
in both formats have been used. The standard deviation
of submarine sonar measurements is 25 cm, and the draft
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Fig. 1. Annual Arctic Oscillation index (AO) and Dipole Anomaly
index (DA). Years 1975–1987 are marked with blue and years
1988–2000 with red color. Circles denote the mean values of these
13-year periods.
measurements are biased by +29 cm compared with the true
draft (Rothrock and Wensnahan, 2007). Very recent work of
Rodrigues (2011) states that error of submarine based draft
measurements depend on the measuring depth, beam width
of the sonar and the roughness of ice bottom surface, and
may be higher than reported in earlier studies. Unfortunately
public archive in NSIDC does not include all the information
needed (depth of a submarine, beam width) for data process-
ing suggested by Rodrigues (2011). On the other hand, our
results are now comparable with earlier works (e.g. Rothrock
et al., 1999; Tucker et al., 2001; Yu et al., 2004). This study
focuses on spring (April and May) and autumn (September
and October), providing the highest data density, and the pos-
sibility to track annual maximum and minimum thicknesses
(Rothrock et al., 1999). From here on, Spring refers to April
and May, and Autumn refers to September and October. The
cruises were equally distributed within each season during
the whole study period, and no temporal adjustment is made
for the date of the measurements.
The 26 years covered by the available data are divided into
two periods, 1975–1987 and 1988–2000. Although the divi-
sion is somewhat arbitrary, it coincides with changes in cli-
matologic and oceanographic conditions in the Arctic, e.g. a
decrease of sea level pressure (SLP) in the central Arctic at
the end of the 1980s (Walsh et al., 1996), and a change in
the AO index from a mostly negative to a strongly positive
phase in 1988 (Rigor et al., 2002). As Wang et al. (2009)
showed, the major atmospheric circulation patterns of the
Arctic are well described by the modes of AO and DA. Figure
1 depicts how the individual years of the two periods exam-
ined in this paper are placed in an AO/DA space. It is clear
that the period 1975–1987 was dominated by negative AO
and DA years: average AO and DA values were –0.17 and
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Fig. 2. Cruise tracks of utilized submarine data from periods 1975–
1987 (blue) and 1988–2000 (red) in Spring (on the left) and Autumn
(on the right). The whole study area is divided into 6 regions: 1.
North Pole, 2. Canada Basin, 3. Beaufort Sea, 4. Chukchi Sea, 5.
Eastern Arctic and 6. Nansen Basin.
Table 1. Length of the submarine track in kilometers.
Spring Autumn
Region 1975–1987 1988–2000 1975–1987 1988–2000
1 North Pole 1748 1836 86 1141
2 Canada Basin 5969 5411 296 6991
3 Beaufort Sea 3887 2355 368 4342
4 Chukchi Sea 1617 7128 316 7463
5 Eastern Arctic 376 5420 346 4682
6 Nansen Basin 4475 8593 306 2934
–0.24, respectively. The later period also includes negative
AO and DA years, between 1996–2000, but positive AO and
DA years prevailed at the beginning of the period.
In total, the former half (1975–1987) includes data from
12 cruises, of which 9 were accomplished in Spring and 3
in Autumn, while the later half (1988–2000) includes data
from 11 Spring cruises and 8 Autumn cruises. To examine
potential changes in regional variability, the covered area is
divided into six regions (Fig. 2). As Fig. 2 shows, Spring
cruise tracks provide better and more even coverage of all re-
gions during both periods. In Autumn, especially in Chukchi
Sea (region 4), data from the former period is collected in
lower latitudes than data from latter period.
Analysis is based on profile data that includes all measure-
ments at an interval of about one meter. Regional mean drafts
and draft distributions are calculated from all the point mea-
surements recorded within one region during the period and
season concerned. In total the number of recordings utilized
is over 78 000 000, corresponding to roughly 78 000 km of
submarine track. The length of analyzed submarine track is
listed in Table 1.
All analyses are based on and reported in terms of draft in-
stead of thickness, because an accurate conversion to thick-
ness would require knowledge of sea ice density, as well as
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Fig. 3. Regional Spring draft distributions during periods 1975–
1987 (blue line) and 1988–2000 (red line). Bin width 0.2 m.
the thickness and the density of the snow cover. Mean draft
values also include recordings of open water. The variability
and changes of the Arctic sea ice cover are also examined
through the evolution of three ice categories, classified by
draft (D). Category 1 includes all the ice with D < 2 m in
Spring and D < 1 m in Autumn. Hence, this category con-
sists mainly of level FYI. Category 2 is dominated by level
MYI, and the upper limit is set at D= 5 m. Category 3 con-
sists of ice with draft D > 5 m, and this category is dominated
by deformed ice (Wadhams and Davis, 2001).
3 Results
3.1 Ice draft distribution
Probability density functions of ice draft, i.e. draft distribu-
tions g(D) are calculated with an interval of 20 cm for each
region, for Spring and Autumn in 1975–1987 and 1988–2000
(Figs. 3 and 4). Corresponding modal drafts are listed in Ta-
ble 2. All regional Spring draft distributions from the first
period (Fig. 3, blue line) have a uniform shape with one
wide peak at draft 2–3 m, which falls into ice category 2, and
into the typical range of level MYI. Regional differences are
most pronounced in the fraction of open water and thin ice,
D < 0.5 m. In region 6 the fraction of ice in the thinnest bin
is so high that it results in a second maximum. Compared
to the first period, Spring draft distributions from 1988–2000
(Fig. 3, red line) have much higher and narrower peaks, lo-
cated in thinner ice, D = 1.5−−2.5 m, and their regional
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Fig. 4. Regional Autumn draft distributions during periods 1975–
1987 (blue line) and 1988–2000 (red line). Bin width 0.2 m.
variability is larger. In regions 1, 2, 5 and 6, i.e. in the cen-
tral and eastern Arctic, Spring draft distributions show clear
narrowing and heightening of the peak, due to a noticeable
increase of ice with a draft of 1–3 m and a decrease of other
thicknesses. In regions 1 and 2 modal draft in Spring is in
MYI-dominated category 2 during both periods, despite a
modest thinning (–0.4 m and –0.2 m, respectively, Table 2).
In region 5 Spring modal draft has decreased from 2.5 m to
2.1 m, but the shape of the peak has changed noticeably to
a narrower and higher form. This is caused by an increase
of ice with a draft of 1–3 m, and a clear decrease of ice with
D > 3 m. In the western Arctic, in regions 3 and 4, the modal
draft in Spring has decreased from 2.5 m to 1.7 m, and from
2.5 m to 1.5 m, respectively. In these regions the peak has
shifted from ice category 2 to category 1. Although ice cat-
egory 1 is assumed to be dominated by FYI, the increase in
this category may be partly also due to the thinning of MYI
cover. Eicken et al. (2001) observed in Chukchi Sea during
the spring 1998 that the dominant ice type was level second
year ice with the modal thickness less than 2 m.
Autumn draft distributions from 1975–1987 (Fig. 4, blue
line) differ clearly from Spring cases. The shape of Autumn
draft distributions has a large regional variability. However,
all the distributions, except region 4, have a local minimum
around D= 0.5–1 m, at the boundary between level FYI and
level MYI. Draft distributions from 1988–2000 (Fig. 4, red
line) show a more pronounced bi-modal structure in the cen-
tral Arctic (regions 1 and 2) as the concentration of thin
FYI has increased, and the concentration of thick, mostly
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Table 2. Regional Spring and Autumn mean and modal draft in 1975–1987 and 1988–2000. The difference between regional mean drafts of
these two periods is normalized over a decade.
Mean/modal draft (m)
Region Season 1975–1987 1988–2000 Change (m/decade)
1 North Pole Spring 4.4/2.9 3.6/2.5 –0.6/–0.3
Autumn 3.1/2.7 2.8/2.5 –0.2/–0.2
2 Canada Basin Spring 4.2/2.5 3.4/2.3 –0.6/–0.2
Autumn 3.1/2.1 2.4/2.3 –0.6/+0.2
3 Beaufort Sea Spring 3.5/2.5 2.5/1.7 –0.8/–0.6
Autumn 1.7/1.3 1.5/0.3 –0.2/–0.8
4 Chukchi Sea Spring 3.1/2.5 2.4/1.5 –0.5/–0.8
Autumn 1.2/0.1 1.4/0.3 +0.2/+0.2
5 Eastern Arctic Spring 4.5/2.5 3.1/2.1 –1.1/–0.3
Autumn 2.3/1.9 1.9/1.9 –0.3/0
6 Nansen Basin Spring 3.3/0.1 3.4/2.1 +0.1/+1.5
Autumn 2.7/1.9 2.8/1.9 +0.0/0
deformed ice has decreased. The concentration of very thin
ice (D < 0.4 m) has strongly increased in central Arctic:
roughly doubled in region 1 and tripled in region 2, result-
ing in a clear second maximum at D= 0.3 m. Also ice with
D = 1.5− 2.5 m (mostly thin MYI) has increased in these
two regions, while thicker ice has decreased. In Autumn the
modal draft has remained unchanged in region 5. However,
the shape of the draft distribution has changed from one high
peak to a clearly bi-modal structure, as the fraction of open
water and thin ice with D < 0.4 m has more than doubled,
and the fraction of ice around D= 2 m (mainly level MYI)
has decreased by nearly 40 %. In region 6, in Autumn, the
draft distributions from periods 1975–1987 and 1988–2000
are very similar. In general, changes in the modal draft are
smaller in Autumn than in Spring, and region 3 is the only
region showing a strong decrease (–1.0 m) while in regions
2 and 4 the modal draft has increased by 0.2 m (Table 2). In
Chukchi Sea this increase may be at least partly due to differ-
ence in sampling latitude, as the data from the earlier period
derives from only the southern part of the region (Fig. 2).
Draft distributions can be divided into two groups with
the characteristics of the PIZ and SIZ. In the PIZ the Au-
tumn draft distribution typically has a bi-modal shape, with a
modal draft in MYI and a second maximum in very thin ice
or open water. As Fig. 4 shows, this is the case in regions 1,
2, 5 and 6 during both periods, and in region 3 during the first
period. In these regions the modal draft is around 2–3 m, the
second maximum is in very thin ice (D= 0.3 m), and there is
a local minimum between them at D= 0.7–0.9 m. In the SIZ
the Autumn draft distribution is dominated by open water
and thin FYI, which is the case in region 4 during both peri-
ods and in region 3 during the later period. In these regions
the draft distributions do not show any distinguishable min-
imum between FYI and MYI, since the distribution is high
and fairly even for drafts 0.5–2 m, and the concentration of
ice thicker than D = 2 m decreases rapidly with increasing
draft.
In region 3, the characteristics of the ice cover have clearly
changed. The height and the width of the peak in the Spring
draft distribution have remained the same, but the location
has shifted to much thinner ice, from ice category 2 to cat-
egory 1. As mentioned earlier, this strong increase in ice
category 1 may be at least partly due to the thinning of level
MYI cover. In Autumn, the change is most pronounced in
thin ice (D < 0.6 m), which has increased so much that a lo-
cal minimum around 0.5 m, present in 1975–1987, has disap-
peared. During the first period the shape of the Autumn draft
distribution in region 3 has the characteristics of the PIZ, in
contrast to the later period, when the shape of the Autumn
draft distribution is very representative of the SIZ.
The regional Spring and Autumn mean drafts for the peri-
ods 1975–1987 and 1988–2000 are presented in Table 2. Ta-
ble 2 also shows the difference between regional mean drafts
for these two periods normalized over a decade. In Spring,
in regions 3 and 5 the mean draft has noticeably decreased,
by about 1 m. In regions 1, 2 and 4 the Spring mean draft
also has clearly decreased, by 0.7 m or more. In Autumn,
changes in general are more modest, and region 2 is the only
region where the decline in the Autumn mean draft exceeds
the thinning in Spring. In regions 1, 3 and 5, the decrease
of the Autumn mean draft is only about 30 % of the decrease
observed in Spring. In region 4 the Autumn mean draft has
increased by 0.2 m. In region 6 the mean draft has remained
nearly unchanged in both Spring and Autumn, with a slight
increase of about 0.1 m. However, in view of the accuracy of
the draft measurements, changes with a magnitude of 0.1 m
cannot be regarded as significant.
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Table 3. Difference in the mean ice draft and in the volume of three ice categories between the periods 1975–1987 and 1988–2000. Ice
category 1 consists of ice with draft < 2 m in Spring and < 1 m in Autumn, ice category 2 includes draft range 2–5 m in Spring and 1–5 m in
Autumn, and all ice with draft > 5 m falls into ice category 3.
Region Season Mean draft category 1 category 2 category 3
1 North Pole Spring –18.2 % +17.4 % +27.5 % –46.4 %
Autumn –9.9 % +8.0 % –9.0 % –12.8 %
2 Canada Basin Spring –16.9 % +68.0 % –3.5 % –35.6 %
Autumn –24.1 % +1950.3 % –17.6 % –43.5 %
3 Beaufort Sea Spring –29.3 % +176.4 % –48.8 % –35.7 %
Autumn –16.8 % +44.9 % –19.5 % –35.4 %
4 Chukchi Sea Spring –22.6 % +134.3 % –40.1 % –44.1 %
Autumn +19.0 % –9.8 % +43.6 % –32.8%
5 Eastern Arctic Spring –30.9 % +109 % –27.9 % –47.1 %
Autumn –16.6 % +209.8 % –20.5 % –16.6 %
6 Nansen Basin Spring +3.3 % +21.6 % +10.3 % –7.2 %
Autumn +2.1 % –17.3 % +3.5 % +0.3 %
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Fig. 5. Regional cumulative ice volume distribution in Spring and
Autumn during the periods 1975–1987 and 1988–2000. Bin width
0.2 m. Integration of ice volume distribution results in mean ice
draft, which corresponds to ice volume over unit area.
3.2 Ice volume distribution and composition of ice
volume
The probability density function of ice volume is calculated
after Yu et al. (2004), but as a function of draft D, V (D)=
g(D)D. This function is dimensionless and describes the
fraction of total volume of ice with draft D. It integrates to
the mean draft (Yu et al., 2004)
D=
∫ ∞
0
V (D)dD, (2)
and corresponds to a volume over a unit area. Because they
are defined using draft instead of thickness, the volumes pre-
sented here correspond to the submerged portion of the total
ice volume. As Eq. 2 shows, the total ice volume per unit
area equals the mean draft, but the benefit of this approach
as compared with calculating the mean draft by directly av-
eraging single measurements is that it makes it possible to
determine the composition of the total ice volume.
Cumulative ice volume distributions from the periods
1975–1987 and 1988–2000 in all the regions are shown in
Fig. 5 for Spring and Autumn. The total ice volume per unit
area, i.e. mean ice draft, is determined as the sum of the vol-
umes in each bin, i.e. the cumulative volume in the thickest
ice bin. Percentage changes in the mean ice draft in Spring
and Autumn are listed in Table 3.
Region 6 is the only area where the mean ice draft has
remained nearly unchanged in both seasons; it even shows
a very slight increase. In all other regions the mean Spring
ice draft has decreased by over 15 %, resulting from the loss
of thick ice. The reduction of the mean Spring ice draft is
largest in region 3, where the decline is nearly 30 % due to
a considerable reduction of ice with D > 3 m. At the same
time, the volume of level FYI (D < 2 m) is nearly twice as
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large during the later period. In region 4, the evolution of the
mean ice draft in Spring is very similar to region 3, but in the
central Arctic (regions 1 and 2) the decline is more modest
(–18 % and –17 %, respectively) and has occurred due to the
loss of thicker, mostly deformed ice (with D > 8 m and D >
5 m, respectively).
In Autumn the change in the mean ice draft is largest in re-
gion 2 (–24 %), which is the only region where the decline is
greater in Autumn than in Spring. Evolution in Autumn is ex-
ceptional in region 4, where the mean ice draft has increased
by 19 %, and the increase of ice volume is pronounced in all
ice categories with D > 1 m. However, this may be a result
of the earlier data having been collected further south than
the later data.
In addition to these changes in mean draft, the composi-
tion of the ice volume has also changed, even in region 6.
Figure 6 illustrates the composition of the regional Spring
and Autumn ice volumes of the three ice categories during
both 13-year periods. The percentage change in the volume
of the ice categories is listed in Table 3.
As Table 3 shows, the volume of ice category 1 has in-
creased considerably in most of the regions and in both sea-
sons. The only exceptions with decreasing volume of the
thinnest ice category are regions 4 and 6 in autumn. Despite
the clear increase in volume of ice category 1, this thinnest
ice category comprises less than 10 % of the total ice volume
in the PIZ (regions 1, 2, 5 and 6 during both periods, region
3 during former period). The change from perennial to sea-
sonal ice in region 3 is evident in the remarkable increase of
ice volume in category 1 (+176 % in Spring and +45 % in
Autumn). Because of this large increase, during the later pe-
riod about 25 % of the total Spring ice volume consists of ice
of the thinnest category, while during the former period the
corresponding fraction is only 7 %.
The volume of MYI-dominated category 2 has generally
decreased. The reduction has been strongest in region 3
(–49 % in Spring and –20 % in Autumn) and in region 5
(–28 % and –21 %). In these regions the volume of ice in
categories 1 and 2 (roughly representing the volume of level
ice) has decreased in both seasons despite the increasing vol-
ume of the thinnest ice type (mainly thin FYI). In Spring a
similar evolution, though of smaller magnitude, can be seen
also in region 4. In region 1 the volume of ice in category 2
in Spring has increased by more than 27 %. Even though ice
of category 2 can be assumed to be dominated by level MYI,
this increase does not necessarily mean an increase in level
MYI volume. It can, and most likely does, reflect a decrease
in the thickness of deformed ice, with a greater proportion of
thin deformed ice falling into ice category 2 (D < 5 m). In
Autumn region 4 is the only region where a clear increase
in the volume of ice in category 2 is observed. In region 6
changes are small, but in all other regions the volume of ice
in category 2 in Autumn has decreased by about 10–20 %.
Ice in category 3 consists mostly of thick deformed ice.
Evolution of this ice category is regionally and seasonally
Fig. 6. Regional mean sea ice draft and its composition. Ice cat-
egory 1 consists of ice with draft < 2 m in Spring and < 1 m in
Autumn, ice category 2 includes draft range 2–5 m in Spring and 1–
5 m in Autumn, and all ice with draft > 5 m falls into ice category
3.
the most uniform of all the observed changes. As draft dis-
tributions show, the concentration of thick deformed ice has
decreased in all regions both in Spring and in Autumn. Since
the thickest ice types have a great weight in the total ice vol-
ume, the decrease in the concentration of deformed ice is
largely responsible for the decline in the mean ice draft that
is observed in almost all the regions. In general, the volume
of the thickest ice category has decreased more strongly in
Spring than in Autumn, and only in region 2 we observe a
greater decrease in Autumn than in Spring. In Spring the
loss of category 3 ice volume exceeds 35 % in all regions ex-
cept region 6, and the reduction reaches over 45 % in regions
1 and 5. In Autumn the volume of thick, mostly deformed
ice (category 3) has decreased by more than 40 % in region
2 only, but the reduction is more than 30 % also in regions 3
and 4. In Region 6 changes have been considerably smaller
than in all other regions, –7 % in Spring and no change in
Autumn.
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Figure 6 as well as Fig. 5 confirm that the loss of thick,
deformed ice is largely responsible for the decrease in mean
ice draft. This is most evident during Spring in regions 1
and 2, where the volume of ice categories 1 and 2 (roughly
corresponding to level ice) has even increased, and thus the
decline in the mean ice draft of over 17 % has occurred purely
due to the loss in the thickest ice category dominated by de-
formed ice. However, if the loss of deformed ice volume is
not due to a decrease in the number of ice ridges only, but
also due to a decreasing ridge thickness, then more deformed
ice may fall into ice category 2.
4 Discussion
4.1 Thinning rate
Regional mean drafts (Table 2) have decreased considerably
in most regions, but with large regional and seasonal dif-
ferences. Thinning of the Arctic sea ice cover has been
reported in several studies (e.g. Wadhams, 1990; Rothrock
et al., 1999; Wadhams and Davis, 2000; Tucker et al., 2001;
Rothrock et al., 2003; Yu et al., 2004; Kwok and Rothrock,
2009). These studies are based on submarine sonar measure-
ments, but from different years and seasons as well as from
different areas, so that comparison of results is not straight-
forward. In all previous studies, as well as in our work, the
observed thinning follows a similar regional pattern, with the
largest changes in the central and western Arctic. These re-
gions have been included in most of the past studies and
exhibit the highest data densities. In other regions, results
are more variable between studies and based on more sparse
data.
Rothrock et al. (1999) and Yu et al. (2004) compared
Autumn mean drafts from four historical submarine cruises
(from late 1950s to 1970s) with three more recent voyages
(1993–1997). They both reported pronounced ice thinning
in the central and western Arctic, i.e. in the North Pole re-
gion, the Canada Basin and the Beaufort Sea, with a rate of
approximately –0.4 m per decade. This is about double the
Autumn thinning rate in the North Pole region and the Beau-
fort Sea (regions 1 and 3) that we present in Table 2, but
slightly less than that observed in the Canada Basin (region
2). Rothrock et al. (1999) reported strong thinning also in the
Chukchi Sea, while Yu et al. (2004) did not find any signifi-
cant change in this region. Both of these findings differ from
the changes found in the present study, since for the period
1975–2000 the Chukchi Sea (region 4) shows an increase in
Autumn mean draft with a rate of +0.2 m per decade. In the
Eastern Arctic the thinning rates observed by Rothrock et al.
(1999) and Yu et al. (2004) differ from each other (–0.6 and
–0.1 m per decade, respectively), and the rate observed in the
present study (–0.3 m per decade) lies between them. Com-
parison of the years 1958–1970 and 1993–1997 in (Rothrock
et al., 1999) showed that the Nansen Basin, together with the
Eastern Arctic, is the region of strongest thinning, while the
present study covering the years 1975–2000 does not show
any significant change in the region.
On the other hand, Wadhams (1990) and Wadhams and
Davis (2000) observed strong thinning in the Nansen Basin
also between the years 1976 and 1996. These studies are
based on data not included in the NSIDC archive, and the
cruise tracks extended further south than any of the Autumn
cruises utilized in the present study. Wadhams and Davis
(2000) observed the strongest thinning rates in the southern-
most part, between latitudes 81◦ N–83◦ N, where the mean
draft in 1996 was only about 30 % of the mean in 1976. At
latitudes of better data coverage Wadhams and Davis (2000)
reported thinning rates clearly larger than those presented
here. The explanation for this significant difference is most
likely linked to the spatial and temporal averaging method.
Wadhams and Davis (2000) compared data from two cruises
in a very narrow sector, while the present study considers a
larger area and two 13-year periods. On the basis of ear-
lier observations of thinning in the same region (Wadhams,
1990), Wadhams and Davis (2000) concluded that a substan-
tial part of the thinning took place before 1986, during a pe-
riod not well covered in the Autumn data set of NSIDC.
Tucker et al. (2001) have also examined changes in the
mean draft on the basis of submarine sonar data, but in
contrast to Rothrock et al. (1999), Yu et al. (2004), Wad-
hams (1990) and Wadhams and Davis (2000) they used data
from Spring cruises. For the period 1986–1994 Tucker et al.
(2001) observed substantial thinning in the western Arctic
(about –1 m per decade) but the change in the North Pole re-
gion was insignificant. The longer time period considered
in our analyses reveals smaller thinning rates in the Beaufort
Sea and the Canada Basin (–0.8 and –0.6 m per decade, re-
spectively), but in the North Pole region the situation is the
opposite, and the longer time period shows much stronger
thinning (–0.6 m per decade) than reported by Tucker et al.
(2001).
The pronounced thinning in the western and central Arc-
tic, with high initial ice thickness, has led to a decline in
regional variability, and to a more uniform distribution of sea
ice mass over the Arctic Ocean. A similar spatial pattern
has also been observed in several model studies (e.g. Zhang
et al., 2000; Bitz and Roe, 2004). In addition to the regional
variation, the thinning rates presented in Table 2 also differ
considerably between seasons. The thinning has generally
been larger in Spring than in Autumn, implying a reduction
in net ice growth over the course of the winter. Earlier anal-
yses of submarine sonar measurements have focused on one
season only, and therefore they have excluded the seasonal
aspect of the thinning rate. Changes in the seasonal variabil-
ity have not been much discussed in model studies, either.
However, it must be taken into account that, as Bitz and Roe
(2004) showed, the response of ice to the changing surface
air temperature (SAT) depends on the initial thickness, and
thus a small increase of SAT in the areas, and during the sea-
sons, of thickest ice can cause a large decline in thickness.
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Table 4. Fractional volume of the ice in category 3 defined using two different draft limits, D > 3.5 m and D >5 m, in Spring and in Autumn
during the periods 1975–1987 and 1988–2000, and the percentage change of the volume between the periods.
1975–1987 1988–2000 Change
D > 3.5 m 5 m 3.5 m 5 m 3.5 m 5 m
North Pole Spring 79.4 % 61.2 % 60.0 % 40.1 % –38.2 % –46.4 %
Autumn 50.2 % 28.5 % 44.8 % 27.6 % –19.6 % –12.8 %
Canada Basin Spring 73.9 % 51.9 % 59.9 % 40.2 % –32.7 % –35.7 %
Autumn 55.8 % 32.5 % 40.6 % 24.2 % –44.8 % –43.5 %
Beaufort Sea Spring 60.7 % 37.4 % 50.3 % 34.0 % –41.4 % –35.7 %
Autumn 29.0 % 13.6 % 23.8 % 10.6 % –31.7 % –35.4 %
Chukchi Sea Spring 54.4 % 33.9 % 40.9 % 24.5 % –41.8 % –44.1 %
Autumn 35.9 % 20.7 % 24.4 % 11.7 % –19.1 % –32.8 %
Eastern Arctic Spring 65.6 % 42.6 % 51.1 % 32.6 % –46.2 % –47.1 %
Autumn 30.9 % 16.7 % 30.2 % 16.7 % –18.5 % –16.6 %
Nansen Basin Spring 65.6 % 45.3 % 58.6 % 40.7 % –7.7 % –7.2 %
Autumn 48.6 % 28.0 % 46.6 % 27.5 % –2.1 % 0.3 %
4.2 Composition of the ice cover
In this study the three ice categories are classified by ice draft
limits. The ice types (level FYI, level MYI and deformed ice)
cannot be identified unambiguously by thickness only, be-
cause thickness ranges of different ice types are partly over-
lapping. In Fig. 6 and in Table 3, thickest ice category (cate-
gory 3) consists of the ice with D > 5 m. This limiting draft
was chosen to be this high, near the upper bounce of Arc-
tic equilibrium thickness, in order to ensure that the thickest
category is dominated by deformed ice. Similar criteria have
been applied e.g. in the work of Wadhams and Davis (2001),
while Tucker et al. (2001) defined thickest, deformed ice cat-
egory as D > 3.5 m.
To study the sensitivity to the limiting draft value, we cal-
culated the fractional volume and the volume change for ice
category 3 using both 3.5 m and 5 m as the lower limit of
the category. Table 4 shows that in most of the regions per-
centage changes in the volume of the thickest ice category
do not vary much for different limiting draft values. Further-
more, the difference in the volume change does not exhibit
any uniform pattern, i.e. in half of the regions and seasons the
volume change is more pronounced for a smaller draft limit
(3.5 m), while the opposite holds for the other regions. The
biggest difference between the percentage volume change for
different draft limits is in region 4 in Autumn, where the vol-
ume of ice with D > 3.5 m has decreased 19 % and the vol-
ume of ice with D > 5 m shows a decrease of over 30 %.
Apart from this, in most of the cases differences in ice vol-
ume changes are within 5 percentage points for the two dif-
ferent limiting drafts.
As described in the previous section, the thinning rates es-
timated in different studies vary considerably, even though
many of them are based partly on the same data. However,
all these studies are in close agreement concerning changes
in the composition of ice volume, consistent with the results
presented in this paper. E.g. Wadhams and Davis (2001),
Tucker et al. (2001) and Yu et al. (2004) reported a clear de-
crease in the concentration and fractional volume of thick,
mostly deformed ice. Our study also finds that the most sub-
stantial and seasonally and regionally most uniform of all
changes is the loss of thick ice, evident in the draft distri-
butions (Figs. 3–4) and even more so in the cumulative ice
volume distributions (Fig. 5). From Fig. 5 it is evident that
the decline in mean ice draft occurred due to the loss of thick
ice, with some regional variation in the limiting draft.
Tucker et al. (2001) reported that in the Canada Basin (at
86◦ N) the occurrence of deformed ice, which they defined as
D > 3.5 m, was reduced by 20 % in the 1990s compared to
the 1980s. In the North Pole region, Tucker et al. (2001) did
not find changes that strong, even though the concentration
of FYI showed a slight increase, and the concentration of
deformed ice showed a small decrease. Our analysis covers a
longer time period and a larger area. In the Canada Basin our
results are in very good agreement with Tucker et al. (2001).
However, in the North Pole region the longer time period
presented here reveals much larger changes than reported by
Tucker et al. (2001).
The observation of a shift from a PIZ to a SIZ ice pack in
the Beaufort Sea is supported by e.g. Comiso (2002). They
observed significant year-to-year variation in the location
of the PIZ, depending mostly on ice drift forced by atmo-
spheric circulation, but also a clear reduction in the extent of
perennial ice from 1978 to 2000. This reduction was most
pronounced in the Beaufort and the Chukchi Seas, along
with similar changes in the eastern part of the Arctic Ocean
(Comiso, 2002). The ice volume increase in thin-ice cate-
gories is not necessarily due to FYI volume increases, but
may be at least in part be due to thinning of MYI.
www.the-cryosphere.net/5/917/2011/ The Cryosphere, 5, 917–929, 2011
926 A. Oikkonen and J. Haapala: Variability and changes of Arctic sea ice draft distribution
Changes in the extent of Arctic sea ice, and especially
in the extent of PIZ, have continued and even accelerated
since 2000 (e.g. Maslanik et al., 2007; Comiso et al., 2008).
Maslanik et al. (2007) point out that in addition to the re-
treat of the PIZ as a whole, the amount of the oldest and
thickest ice within the remaining MYI pack has decreased
significantly. In the mid-1980s 35 % of MYI consisted of ice
about 2–3 years old, but by 2007 the corresponding fraction
had increased up to nearly 60 % (Maslanik et al., 2007). The
decrease of the modal draft up to the year 2000 (Table 2),
as well as the reduction of the volume of ice in category 2
(Table 3) reflects a similar change in the average age of the
ice. Even though category 2 ice can be assumed to be domi-
nated by MYI, changes in the ice volume in this category do
not necessarily directly show a change of level MYI volume,
since the thickness ranges of the ice types (FYI, MYI and
deformed ice) are partly overlapping. Therefore, in the case
of decreasing average ice ridge thickness, more and more de-
formed ice may fall into ice category 2. Similarly, decrease
of the level MYI thickness may result in more MYI in ice
category 1.
4.3 Atmospheric forcing
Several studies have pointed out the connection between Arc-
tic sea ice thickness and climate indices. The clear shift in
the AO index from a mostly negative to a strongly positive
phase in the late 1980s caused the weakening of the anticy-
clone around the Beaufort Sea, which was at least partly re-
sponsible for the observed thinning of Arctic Sea ice (Rigor
et al., 2002). On the other hand, Lindsay and Zhang (2005)
observed the strong thinning to continue after the AO index
returned to near-normal conditions in the late 1990s. In ad-
dition to the AO index, variations of the DA index also have
an effect on ice drift patterns, and Wu et al. (2006) state that
the influence of the DA on winter sea ice motion is greater
than that of the AO, especially in the central Arctic basin
and north of Fram Strait. The positive phase of the DA in-
cludes a weakening of the Beaufort Gyre and a strengthen-
ing of the Transpolar Drift, which implies an increase in ice
export through Fram Strait and enhanced ice import from the
Laptev and East Siberian Seas to the central Arctic (Wu et al.,
2006). The DA displays strong interannual variability, but it
does not show any apparent trend. In any case, the time se-
ries of the DA shows several years of very high values from
the late 1980s to the late 1990s (Wu et al., 2006).
Watanabe et al. (2006) studied the effect of different com-
binations AO and DA indices by defining four states: positive
AO and positive DA (state 1), positive AO and negative DA
(state 2), negative AO and positive DA (state 3), negative AO
and negative DA (state 4). Watanabe et al. (2006) observed
that the total sea ice export from the Arctic Ocean reaches a
maximum in state 1, and a minimum in state 4. The record
lows of summer sea ice extent have occurred in states 1 and
3 (Wang et al., 2009).
Fig. 7. Mean sea ice drift during the periods 1979–1987 and 1988–
2000.
As Fig. 1 shows, our study periods 1975–1987 and 1988–
2000 fall largely in different parts of the AO/DA space. Dur-
ing the first period more than half of the years fall in state 4,
which is associated with very low ice export. During the later
period the yearly values vary more, but most of the years are
in state 1 or 2. A notable feature is that all the years of par-
ticularly high DA index values are in the later period (years
1988, 1995 and 1997) while very low DA index values are
observed mostly in the first period. The AO index is more
variable than DA, but as Watanabe et al. (2006) state, due to
its strong meridionality DA seems to have a larger impact on
the sea ice export than AO. This is supported by the varia-
tions in Arctic sea ice outflow through Fram Strait presented
by Kwok (2009). The years of highest DA values (1988,
1995, 1997) show up as peaks in the outflow time series, and
the years of very low DA values (1984, 1986 and 1991) cor-
respond to low ice export.
We use IABP buoy data to study the differences in sea
ice drift during the two periods. Figure 7 shows the average
sea ice motion in the Arctic Ocean during the periods 1979–
1987 and 1988–2000. IABP operations started in 1979, 4
years later than submarine data used in this study and thus
the years 1975–1978 are not included. From Fig. 7 it is ev-
ident that during the former period the Beaufort Gyre was
much stronger and ice in the Transpolar Drift was originated
in clearly more eastern parts of the Arctic than during the
later period. Due to the westward shift of the Transpolar
Drift, a large fraction of the ice entering Fram Strait drifted
over the North Pole, originating from the western Arctic dur-
ing the later period.
The pronounced thinning in the Eastern Arctic (region 5)
can be explained by these changes in ice circulation patterns.
In the later period, a larger proportion of the ice advected into
this region comes from the Siberian coast, being thinner FYI.
A region with a very different evolution, nearly unchanged
ice conditions, is the Nansen Basin (region 6). There the in-
fluence of a change in the advection pattern is opposite, and it
has balanced the effect of increased SAT, the lengthening of
the melt season, and the possible increase of the oceanic heat
flux. During the former period ice entering the Nansen Basin
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originated mostly from the SIZ of the Kara and Laptev Seas,
while in the later period advection over the North Pole pre-
vailed stronger, and included more thick ice from the central
Arctic and the Beaufort Gyre. Since there are no significant
changes in the ice draft distribution in the Nansen Basin, the
increase of ice volume outflow in Fram Strait in the 1990s
reported by Vinje (2001) has been largely due to increases in
ice drift velocity, which is visible also in Fig. 7. In the west-
ern Arctic, the weakening of the Beaufort Gyre changes the
dynamic forcing, resulting in a decrease in both the average
age of the ice and the level of compression.
Comprehensive analysis of how the changes in the surface
energy budget influence the ice thickness distribution is be-
yond the scope of the this paper. However, since the SAT
is a result of the energy balance over sea ice, it can be used
as a proxy of energy balance changes in wintertime. Fig-
ure 8 shows the difference in SAT between our two study
periods, 1975–1987 and 1988–2000, calculated from ERA-
40 re-analyzed data (Uppala et al., 2005). Since our findings
indicate seasonally uneven changes in the ice cover, the ex-
amination of SAT is conducted separately for the preceding
months in both seasons concerned, i.e. for the growth sea-
son in winter (November-March, upper figure) and the melt
season in summer (June-August, lower figure). In the win-
ter, SAT shows substantial warming only over the land area
in Siberia. Over the Arctic ocean, slight warming (less than
0.5 ◦C ) is observed only in the region north of Greenland.
Over the western Arctic, wintertime SAT has even decreased
by 1 ◦C. A simple thermodynamical ice growth model ex-
amination (Lepparanta, 1993) shows that 1 ◦C difference in
SAT during the six months ice growing period would result at
maximum only about 5 cm difference at end of growth sea-
son and thus the surface energy balance changes in winter
period appear to have only a modest impact.
In the summer, changes in SAT are negligible over the
entire Arctic Ocean. This is expected, since as long as the
ice cover prevails, SAT is bound to the melting point of ice
due to an action of sensible heat flux. However, the length
of the melt season has increased in the entire Arctic Ocean,
including also the western parts (Belchansky et al., 2004a).
Belchansky et al. (2004b) found a connection between the
AO index and the length of the melt season. They observed
an increase in melt season duration by up to 2-3 weeks, be-
ginning in year 1989 and concurrent with a strong increase
in the winter AO index. Hence, the second time period an-
alyzed in this study is characterized by enhanced melt and
reduced ice growth. Third important factor influencing the
ice thickness growth rates, is snowfall. Unfortunately accu-
rate measurements of snowfall during the study period are
not available. However, Polyakov et al. (1999) stated that
in the regime dominated by cyclonic circulation, which was
the case during most of the period 1988–2000, precipitation
over the Arctic Ocean is increased in all seasons. As de-
scribed in Sect. 3, changes in the ice cover have been gener-
ally more pronounced in Spring than in Autumn. One possi-
Fig. 8. Difference of surface air temperature between the periods
1975–1987 and 1988–2000. Winter months (November–March) are
shown in the upper figure, and summer months (June–August) in
lower figure.
ble explanation for this seasonality could be increased win-
ter precipitation, since the ice thickness growth rate is effec-
tively decreased by thickening of snow cover. In the summer
the impact of increased precipitation would be opposite. En-
hanced summer precipitation, if assumed to fall mostly as
snow, would increase the surface albedo during the melting
season and thus retard melting.
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5 Conclusions
In this paper we determine changes in Arctic ice draft distri-
butions, mean and modal thicknesses, and their regional and
seasonal variability under different large scale atmospheric
circulation modes. We have compared characteristics of the
Arctic pack ice during the periods 1975–1987 and 1988–
2000, which have different distributions in the AO/DA space
(Fig. 1).
A major finding of this study is that the shape of the sea ice
draft distribution has changed: the peak of the ice draft distri-
bution has generally narrowed and shifted toward thinner ice.
A prevalent feature, apparent in all regions both in Spring
and Autumn, is the loss of thick, mostly deformed ice, which
has had an important impact on the decrease in the mean and
modal ice thicknesses. In Spring the loss of the volume of
ice thicker than 5 m exceeds 35 % in all regions except the
Nansen Basin, and the reduction is as much as 45 % or more
in the North Pole region and the Eastern Arctic. In Autumn
the volume of thick, mostly deformed ice has decreased by
over 40 % in the Canada Basin, with a reduction of more than
30 % in the Beaufort and the Chukchi Seas. Results also re-
veal a decrease in the seasonal variability of the mean ice
thickness, but with strong regional differences. The regional
variability of the sea ice thickness has decreased, since the
thinning has been most pronounced in regions with formerly
the thickest ice cover.
Ice dynamics have an essential impact on ice thickness and
its distribution over the Arctic Ocean. Differences in the av-
erage ice motion during periods 1979–1987 and 1988–2000
clearly show the changes in the dynamic forcing. The shift
in the drift pattern, mostly due to the weakening of the Beau-
fort Gyre, corresponds well with the observed strong thin-
ning in the Beaufort Sea, the Canada Basin and the Eastern
Arctic, and also with the unchanged thickness in the Nansen
Basin. In the western Arctic, thinning due to dynamic forc-
ing results from the decrease in the average ice age, and in
the level of compression, while in the Eastern Arctic thinning
may have been caused by the shift in advected ice source ar-
eas, leading to the dominance of SIZ on the Siberian coast.
In the Nansen Basin, changes in ice advection balanced the
influence of thermodynamics, as the origin of ice entering
the region shifted from the dominance of seasonal ice in the
Kara Sea and the Laptev Sea to a dominance of perennial ice
around the North Pole.
Changes in the Arctic sea ice cover have continued and
even accelerated during the last few years, as shown by the
extreme minimum in ice extent recorded in September 2007
(Comiso et al., 2008). The changes in sea ice thickness
characteristics described here, which occurred in the 1990s,
have preconditioned the observed large decrease in the an-
nual minimum sea ice extent. After year 2000 there have
been a few submarine cruises in the Arctic Ocean, but the
data is not yet freely available. The data collected during
these cruises will probably show even larger changes in the
draft and volume distributions than presented in this study.
Comparison of statistics from the 1990s with the recent mea-
surements of sea ice thickness by an electromagnetic method
(Haas et al., 2008, 2010) show that during the last years the
peak of draft distributions has changed into an even narrower
form, and shifted toward thinner ice in the North Pole region.
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Sea ice dynamics is examined for the frequency spectra of ice velocity using mathematical models and ice
motion data. The data are from the Baltic Sea and Sea of Okhotsk. A general spectrum for linear coupled
ice–ocean free drift is derived and analysed. Interior dynamics shows singularity in the Coriolis (inertial) fre-
quency and asymptotic high frequency power law of−2. In the presence of internal friction the spectrum is
expected to evenly fall to zero with frictional resistance increasing above yield level. In the observations, the
main spectral peak is wide at the synoptic time scales. The Okhotsk Sea spectra show inertial and tidal signals
but they are missing from the Baltic Sea due to very weak tides and shallow depth damping inertial oscilla-
tions. Above semidiurnal frequency ice velocity spectra fall in power law of−5/3, inherited from atmospher-
ic and oceanic dynamics, and at very high frequencies, above 0.5 cph (cycles per hour) the fall seems to slow
down to power law below−1. The Eulerian ice velocity spectrum was higher than the Lagrangian spectrum
throughout the entire obtained spectrum (0.1–5 cpd (cycles per day)). Theoretical spectra show general
agreement with observations except that they have less kinetic energy at very high frequencies and much
stronger inertial peak. Thus Eulerian observations are more variable than Lagrangian observations.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Sea icemotion is forced bywinds and ocean currents. It is a granular
medium. Each ice floe performs its own individual trajectory, indepen-
dently in the absence of internal stress. On scales much larger than the
floe size, a continuum approximation is commonly assumed. Continu-
um parcels consist of a large number of ice floes. This large-scale ice is
a two-dimensional, compressible and non-linear geophysical fluid at
the continuum length scale, and consequently the problem and solu-
tions are of general scientific interest. Wind acts as an independent ex-
ternal force, but the motion of ice is closely coupled with the ocean
boundary layer (OBL). Momentum is transferred from wind to drifting
ice and further to water body, or from geostrophic ocean currents and
tidal currents through OBL to ice. The response of drift ice to forcing is
dictated by its inertia, rheology and re-distribution of its thickness
field. In closely packed fields of ice floes, internal stress is very impor-
tant and can even prevent the ice from moving, while in open packing
the floes drift free with no significant mutual interactions.
The first records of drift ice kinematics are from Nansen (1902). The
motion of Fram, crossing the Eurasian side of the Arctic Ocean,was 2% of
the surface wind speed directing 30° to the right from the wind direc-
tion. In later years, with accumulated database, empirical corrections
for different ice conditions were applied on this relationship (Zubov,
1945), to account for the influence of internal ice stress. Also the varia-
tion of the atmospheric and oceanic drag parameters due to stratifica-
tion of the boundary layers and roughness of sea ice was examined by
Rossby and Montgomery (1935). These results could explain some of
the observed variability in sea ice drift velocity. The presence of internal
stresswas known from the beginning (Nansen, 1902) but only in 1950s
it was first mathematically formulated, then as a linear viscous law
(Laikhtman, 1958). Plastic flow laws, corresponding to the present un-
derstanding of drift ice mechanics, were introduced 15 years later
(Coon et al., 1974).
In free drift, i.e. in the absence of internal stress, atmosphere–ice–
ocean forms a linear system in the first approximation (Leppäranta,
1981; McPhee, 1980; Shuleikin, 1938). Nonlinearities arise due to non-
linear ice–water drag force and momentum advection, which, however,
is a minor term. In contrast, plastic drift of closely packed or compact
ice fields contains highly nonlinear dynamics (Coon et al., 1974; Hibler,
1979; Pritchard, 1975). Plastic yield of drift ice is quite specific, as it
shows no resistance to tension but high, strain-hardening resistance to
compression. In the regime between plastic flow and free drift there is
a state when interactions between ice floes are due to floe collisions
(Shen et al., 1986) but the resulting internal ice stress is then small.
The physics of sea ice drift is fairly well understood (e.g.,
Leppäranta, 2011), but there are still relevant open questions. A par-
ticular problem is scaling of sea ice dynamics and its space–time spec-
trum. Temporal characteristics of ice drift have been treated in papers
about drifter data (e.g., Hibler et al., 1974; Leppäranta, 1981;
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Leppäranta and Omstedt, 1990; Leppäranta et al., 2009; McPhee,
1980; Ono, 1978; Schevchenko et al., 2004; Thorndike and Colony,
1980), where the close connection with wind and the presence of
Coriolis and tidal signals have been recognised. Inertia of the ice itself
shows up only at very high frequencies. Less work has been done on
the spatial characteristics of ice drift, and the present knowledge of
spatial variability of ice motion is still only qualitative. Thorndike
(1986) analysed drift buoy data for correlation structure in longitudi-
nal (along ice motion) and transverse drift directions, and Kheysin
(1978), Sanderson (1988) and Richter-Menge et al. (2002) have ex-
amined internal ice stress in different length scales. Spatial structures
and scales have been discussed by Overland et al. (1995), Marsan et
al. (2004), Hutchings and Hibler (2008), Goldstein et al. (2009),
Rampal et al. (2009), and Stern and Lindsay (2009).
A better knowledge of scaling dynamics processes is required for
research and applications. Comparisons between sea ice velocities
from model simulations and Radarsat data have shown that the pre-
sent models are incapable to produce spatial or temporal scaling
laws that match those observed in nature (e.g., Girard et al., 2009;
Leppäranta et al., 1998). The time co-ordinate presents a more
straightforward problem as it can be approached using the continu-
um theory, but in spatial scaling one needs to go from a continuum
system of ice floes to granular flow and further to interior dynamics
of individual ice floes. GPS techniques are now feasible to monitor
ice velocity at very high accuracy (e.g., MacMahan et al., 2009). Spa-
tial scaling is very important for practical applications, since it is con-
nected to forces that can act on structures. Temporal scaling is
connected to short term (1 day) and very short term (1 hour) local
forecasting problems for ship route planning, oil platforms, oil spills
and ice pressure on ships.
In this work the frequency spectrum of sea ice drift is examined
based on theoretical analysis of the equations of ice dynamics and
on observations. The purpose is to combine theoretical analysis and
ideal models with ice motion data to obtain a better understanding
of the velocity spectrum of drift ice. We consider the structure and
shape of the spectra and spectral response to forcing. First, the theory
of sea ice drift is briefly introduced based on Leppäranta (2011). It is
then extended to examine the ice velocity frequency spectrum. Then
observed spectra, covering frequencies from synoptic time scales up
to more than one cycle per hour, are analysed, and their correspon-
dence with theory is discussed. The shape and level of observed ice
velocity spectra can be well understood with the existing theory
down to frequencies of about 1/3 cph (cycles per hour).
2. Sea ice dynamics theory and models
2.1. General laws
The present knowledge of the structure and mechanics of drift ice
was developed during the twentieth century. The linear theory was
produced by several authors (Doronin and Kheysin, 1975; Ekman,
1902; Laikhtman, 1958; Nansen, 1902; Nikiforov, 1957; Rossby and
Montgomery, 1935; Zubov, 1945), and the nonlinear contribution
was given by the AIDJEX (Arctic Ice Dynamics Joint Experiment) sea
ice team in the 1970s (Coon, 1974; Coon et al., 1974). Since then sat-
ellite remote sensing has brought much new information, in particu-
lar in sea ice kinematics (Agnew et al., 1997; Kwok et al., 1990).
Numerical models have made great progress (Coon et al., 1998;
Girard et al., 2009; Hunke and Dukewicz, 1997), and ice–ocean and
ice–atmosphere interaction have become much better understood
(Andreas, 1998; McPhee, 2008). But the fundamental theory of sea
ice dynamics holds much as it was in the 1970s. It has gained support
from observations and its applicability has been widened, but detail
field and remote sensing observations have also shown deficiencies
in this theory (see Leppäranta, 2011).
The general system of equations of drift ice dynamics consists of
the equation of motion and ice conservation law:
ρh
∂u
∂t
þ u⋅∇uþ fk  u
 
¼ ∇⋅σ þ τa þ τw−ρgh∇ξ ð1aÞ
∂J
∂t
þ u⋅∇J ¼ ψþ ϕ ð1bÞ
Here ρ is ice density, h is mean ice thickness, u is ice velocity, t is
time, f is Coriolis parameter, k is unit vector vertically upward, σ ¼
σ J; ε; _εð Þ is internal ice stress, εis strain and _ε is strain-rate, J is the
ice state containing the relevant material properties of drift ice, τa is
wind stress, τw is water stress, g is acceleration due to Earth's gravity,
ξ is sea surface elevation, ψ is ice state change due to mechanical de-
formation, and ϕ is ice state change due to freezing and melting. In-
ternal stress is related to the deformation of the continuum, while
stress divergence contributes to the momentum balance. In the case
of sea ice these forces are frictional— they consume mechanical ener-
gy in an irrecoverable manner.
Ice state should contain at least ice compactnessA andmean ice thick-
ness, J={A, h}, or a more complete ice thickness distribution (Thorndike
et al., 1975). Free drift (σ≡0) assumption is valid for Ab0.7–0.8, but for
higher compactness, a plastic flow law (Coon et al., 1974; Hibler, 1979)
is employed. Then the strength of drift ice is determined by ice thickness
and compactness. In floe collision models (Shen et al., 1986), valid for
compactness less than about 0.8 or less, the strength depends also on
the floe size, but the resulting internal stress remains low.
Ice–ocean or ice–atmosphere interaction takes place in the bound-
ary layer or Ekman layer of ocean or atmosphere. Assuming that the
ocean depth is more than Ekman depth or the boundary layer thick-
ness, the sea surface pressure gradient term can be determined
using the geostrophic flow law: –g∇ξ= fk×Uwg, where Uwg is the
geostrophic current velocity (e.g., Gill, 1982; McPhee, 2008). Qua-
dratic drag laws are normally employed for the air and water stresses
on ice (Brown, 1980; McPhee, 1980, 2008):
τa ¼ ρaCaUa cosθaUa þ sinθak Uað Þ ð2aÞ
τw ¼ ρwCw Uw−uj j cosθw Uw−uð Þ þ sinθwk Uw−uð Þ½  ð2bÞ
where ρa and ρw are air andwater densities, Ca and Cw are air andwater
drag coefficients, Ua and Uw are air and water velocities, and θa and θw
are air and water turning angles. In exact terms, in Eq. (2a) wind veloc-
ity should be replaced by the relative velocity ofwindwith respect to ice
velocity, Ua−u. But since u≪Ua, the used approximation is good. Pa-
rameterization of these drag laws was thoroughly examined in AIDJEX
programme in the 1970s (Brown, 1980; McPhee, 1980).
The system of equations of sea ice dynamics (Eqs. (1a), (1b)) con-
tains three time scales. The immediate response is determined by the
time scale of ice inertia:
T I ¼
H
CwU
ð3Þ
where H and U are the ice thickness and velocity scales, respectively.
Since H~1 m, U~0.1 m s−1, and Cw~5×10
−3 (McPhee, 1980), we
have TI~1/2 h. The second time scale is given by the pendulum day
2pif−1, which is about 14 h in the Baltic Sea and about 17 h in the Sea
of Okhotsk, and the third time scale is the deformation time scale,
which can be taken as the inverse of strain rate magnitude, in the sea-
sonal sea ice zone _εj j−1∼10 days. Timescale of ice inertia is determined
by the ice–water drag force, pendulumday is determined by the Coriolis
acceleration, and deformation time scale is determined by the ice
strength. Clearly we have
T Ibb2pif
−1
bb _εj j
−1
ð4Þ
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Inertial timescale of very thin ice (less than 10 cm) is down to
5 min, and in the Central Arctic the deformation time scale is up to
100 days. Inertial timescale is proportional to the thickness of ice,
while deformation time scale is related to thickness via ice strength.
The dynamics of sea ice is strongly coupled with the dynamics of
the oceanic boundary layer (OBL) beneath. In the linear theory, ad-
vection is ignored and ocean current velocity can be split into geo-
strophic and Ekman flow parts (e.g., Gill, 1982; McPhee, 2008),
Uw=Uwg+UwE. The former part is obtained from large-scale geo-
strophic dynamics, while the latter part is closely coupled with ice:
∂UwE
∂t
þ fk UwE ¼
∂
∂z
Kv
∂UwE
∂z
 
þ KH∇
2
UwE ð5aÞ
z ¼ 0 : Kv
∂UwE
∂z
¼−
τw
ρw
; z→−∞ : UwE→0 ð5bÞ
where Kv and KH are the vertical and horizontal turbulent viscosities,
and z is the vertical co-ordinate.
2.2. Linear free drift
In free drift, the internal ice stress is ignored. It is easy to see by
scaling analysis that momentum advection is practically always a
small term in sea ice drift (Leppäranta, 2011, Section 5.4). In more
exact terms, the ice–water drag coefficient is larger than 10−3, and
the length scale in free drift is limited from below by the baroclinic
Rossby radius of deformation in the OBL. Assuming H/Lb10−4,
where L is the length scale, the ratio of advection to ice–water stress
can be estimated as
ρU2H=L
ρwCwU^
2
≈
H=Lð ÞU2
CwU^
2
b10
−1

U
U^
 2
ð6Þ
where U is ice velocity scale, and U^ ¼ u−Uwj j is the scale of ice–water
velocity difference. Thus only when U^bbU can advection be impor-
tant; this means that ice must basically follow the surface current,
with insignificant wind stress or internal friction. Sea ice drift is
then solved as part of the ocean dynamics problem, and momentum
advection may be important in intensive dynamics situations.
Ignoring momentum advection, free drift becomes a local prob-
lem, u=u(t). The steady-state free drift equation can be easily solved
for the ice velocity relative to the geostrophic ocean current,
u^g ¼ u−Uwg , showing that ice motion is the sum of pure wind-
driven drift and geostrophic current (e.g., Leppäranta, 2011, Section
6.1). The non-steady situation can be analysed by subtracting the
time derivative of geostrophic current from both sides of the free
drift equation. Eq. (1a), ignoring advection and ice stress, gives:
ρh
du^g
dt
þ f k u^g
 !
¼ τa þ ρwCw UwE−u^g
  UwE−u^g − dUwgdt ð7Þ
The negative time derivative of geostrophic current becomes a
driving force for u^g . However, the inertial time scales of ice velocity
and geostrophic current differ by one order of magnitude: their
ratio is TI f~10
−1. Thus inertial ice processes can be examined with
fixed geostrophic current, while for variable geostrophic current,
quasi-steady ice dynamics can be assumed.
In the linear theory, a linearized drag coefficient is employed:
Cw1 ¼ CwU^ . Integrating Eq. (5a) and (5b) across the OBL, assuming
horizontal homogeneity, ice and oceanic boundary layer dynamics
can be written in general form as:
du^g
dt
¼
ρwCw1
ρh
~Uwe−u^g
 
−fk  u^g þ
τa
ρh
−
dUwg
dt
ð8aÞ
d ~UwE
dt
¼
ρwCw1 u^g−
~UwE
 
ρwD
−fk  ~UwE ð8bÞ
where D is sea depth and ~UwE is the vertically averaged Ekman cur-
rent velocity. We have taken, for simplicity, zero turning angle in
the ice–water stress formula. Forcing of this coupled system is by
wind stress and geostrophic ocean current. Eqs. (8a), (8b) form a
pair of linear equations, and they can be easily solved using the elim-
ination method (Leppäranta, 2011, Section 6.3; also consult basic cal-
culus textbooks, such as Adams, 1995). Briefly, ~UwEis eliminated and
then a second-order equation is obtained for u. The ice velocity is
then is a linear function of the forcing, and the spectrum is directly
obtained from the forcing spectrum (e.g., Jenkins and Watts, 1968).
The resulting spectrum p=p(ω) of the relative sea ice velocity u^g is:
p ωð Þ ¼
λ2i þω
2 þ f 2
λi þ λwð Þ
2 þ ω þ fð Þ2
 
ω þ fð Þ2
pF ωð Þ
λi ¼
ρwCw1
ρih
;λw ¼
Cw1
D
ð9Þ
where ω is frequency, λi and λw are ice and Ekman layer inverse re-
sponse times, respectively, and pF(ω) is the spectrum of the forcing.
The spectrum can be expressed as p=apF, where a=a(ω) is the
spectral modulation factor; a can be taken as the spectral response
to white noise forcing. There is one singularity, at the Coriolis fre-
quencyω=− f. Coriolis acceleration (or “Coriolis force”) acts perpen-
dicular to the direction of ice drift, to the right in the northern
hemisphere, giving rise to clockwise inertial oscillation in the ice
drift (e.g., Gill, 1982).
Fig. 1 shows the rotary spectrum (see Gonella, 1972) of ice drift
based on the coupled ice–ocean model (Eqs. (8a), (8b)). Positive
(negative) frequencies describe counterclockwise (clockwise) cycles.
The modulation factor a is dominated by the ice response, since
λi≫λw, f, and by the singularity at the Coriolis frequency. Asymptot-
ically, a(ω)→constant as ω→0, and a(ω) ∝ω−2 as ω→±∞. At fre-
quencies smaller than 0.016 cph (2.6-day period) the modulation
factor becomes flat, and at frequencies larger than 1 cph the power
law of −2 appears. The spectral density is higher in the negative
side for all frequencies. One may question how the simple drag law
works for high frequencies. Omstedt et al. (1996) showed that the
quadratic drag force differs little from the drag force obtained directly
from a 2nd order turbulence model down to frequency of 0.25 cph
(their analysis did not go to higher frequencies).
The full free drift spectrum can be compared with two specific
cases (Fig. 2): (a) Ice-only, where the ocean is passive (i.e., Eq. (8a)
with Uwg=constant and ~UwE ¼ 0), and (b) Locked ice–ocean
(McPhee, 1978), where together (Eqs. (8a) and (8b) added together):
pi ωð Þ ¼
pF ωð Þ
λ2i þ ω þ fð Þ
2
ð10aÞ
piw ωð Þ ¼
1
ω þ fð Þ2
⋅
ρh
ρhþ ρwD
 2
pF ωð Þ ð10bÞ
respectively. The factor in parenthesis in Eq. (7) is due to that much
larger mass is driven in locked ice–OBL case; it is of the order of
10−3. Both peak at ω=− f, but the peak is very weak in the ice–
only case. They both decay as ω−2 when ω→±∞. The ice response
time dominates the ice–only spectrum, and the red band starts at
the frequency of about 0.3 cph. In the locked ice–OBL case, Coriolis
frequency dominates. The spectrum is similar to the coupled case
but the level of variance is much lower. An ice model with ‘inertial
embedding’was presented by Heil and Hibler (2002). Sea ice velocity
is extracted from the locked ice–ocean velocity by assuming a drag
coefficient and a turning angle. The stationary solution is correct,
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and therefore low frequencies are reproduced very well in the ice ve-
locity spectrum. Also the inertial peak comes out well but at higher
frequencies the spectrum falls off too fast.
The obtained spectra are based on the linear theory. Next we con-
sider how the nonlinearities in free drift may influence on the spec-
trum of ice velocity. The full equation (Eqs. (1a) and (2b)) has two
nonlinear terms: momentum advection and ice–water stress. The for-
mer would transfer energy to higher frequencies — as usually in tur-
bulent flow — but it is a very small term in sea ice dynamics. In free
drift driven by intensive ocean dynamics advection can become im-
portant but then the ice essentially traces ocean currents (see
Eq. (6) and discussion there). Ice–water stress is well approximated
by a quadratic law but the dependency is of the form τw∝ u^j ju^,
which transforms the form of a forced sine wave for sea ice velocity
but does not influence on the frequency (Fig. 3). In the quadratic
case, ice responds faster to changes in forcing than in the linear case.
2.3. Drift in the presence of internal stress
Internal stress in drift ice is due to interaction between ice floes
(see, e.g., Leppäranta, 2011, Chapters 4 and 7). Plasticity of drift ice
is characterized by high compressive strength and low tensile
strength and sensitivity to ice compactness (Coon et al., 1974). Also
drift ice is strain hardening under compression but becomes unstable
in shear.
In general, internal stress ranges from stress-free state to plastic
flow (e.g., Leppäranta, 2011, Section 7.1). The effect on motion there-
fore ranges from zero in free drift to dominant when stress is on the
yield surface. We can examine the range of rheologies by a family of
viscous models:
σ ¼ gn _ε I ; _ε IIð Þ _ε ;n≥−1 ð11Þ
where gn is nth degree homogeneous function (i.e., gn(ax, ay)=a
ng(x,
y)), and _ε Iand _ε II are strain-rate invariants equal to the sum and differ-
ence of the principal strain rates. At compactness ~0.8, stress is trans-
ferred by collisions between ice floes, and the resulting rheology is
super-linear, n=1 (Shen et al., 1986); however, the resulting stresses
are then small. For n=0, a linear viscous law results, while for
−1bnb0 we have sub-linear viscous laws approaching a plastic law
as n→−1. For a harmonic velocity component u=u(x, y)exp(− iωt),
the acceleration has frequency (n+1)ω, and the internal friction is
comparable to the acceleration. If nb0 (n>0), kinetic energy is trans-
ferred toward lower (higher) frequencies, while for n=0 the system
is linear and no cross-frequency energy transfer takes place.
Thus in sub-linear viscous flow, kinetic energy is transferred from
higher to lower frequencies. In the case of drift ice, however, the rhe-
ology possesses asymmetry in that there is strong resistance to com-
pression but very small resistance to tension. Coupling the ice
conservation and momentum equations introduces some interesting
features. Since the ice stress is nonzero only during convergence,
the frequency of an opening/closing cycle is transferred to the ice ve-
locity spectrum. Thus, for any n is the ice moves, its velocity is forced
into the deformation frequency, and deformation frequency follows
the forcing frequency. Summer and winter ice velocity spectra from
the Arctic Ocean illustrate the influence of the internal stress
(Thorndike and Colony, 1980); the summer situation is closer to
free drift while in winter, internal stress is important. The spectra
Fig. 1. Spectral response of free ice drift to white noise forcing based on a coupled ice–
ocean boundary layer model shown by rotary spectrum. Upper curve: negative fre-
quencies; lower curve: positive frequencies. Vertical scale is arbitrary.
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Fig. 2. Sea ice velocity spectra normalized by forcing, from top down ice–ocean coupled
model, ice only model, and locked ice–ocean model: (a) Negative frequencies, (b) Pos-
itive frequencies. Latitude is 60°N, where Coriolis period is 13.9 h.
Fig. 3. Simulated time series of free drift ice velocity for quadratic and linear water drag
forced by a sine wave. Horizontal scale is in seconds, vertical in m s–1. Drag law param-
eters have been tuned to give the same ice velocity amplitude in both cases.
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look similar, and the main differences are that in winter the overall
level of spectral density is one order of magnitude lower and the
semidiurnal peak is weak. There is no indication of cross-frequency
energy transfer due to internal stress.
Consider a one-dimensional channel closed at one end (see
Leppäranta, 2011, Section 7.2). Assume that the wind blows toward
the channel end with small, cyclic variation around the mean. Then
the ice will move toward the closed end but less during each wind
cycle until it finally stops. The steady state situation is a stationary
ice field. The ice velocity spectrum has a peak at the wind frequency
and the height of the peak goes to zero with time due to the strain
hardening of the ice field. In coastal shear flow (see Leppäranta and
Hibler, 1985) a steady oscillating plastic flow solution is possible as
v=a∣Ua∣, where the coefficient a is a non-linear function of the
wind direction. Again, the ice motion follows the wind frequencies.
In both channel flow and shear flow cases, however, the behaviour
of ice motion is unclear at very high frequencies where neither obser-
vations nor detailed model studies are available. Thus we must ask to
how high are frequencies for which the above results are valid.
To examine the spectra of ice velocity in the presence of internal
stress, a series of numerical experiments was performed by
Leppäranta et al. (2009). Ice response was simulated with an oscillat-
ing wind in a rectangular basin. Wind speed was constant but the di-
rection turned clockwise one cycle in a given periods. Different
periods were used in a number of simulations. The Hibler (1979)
viscous-plastic rheology was employed. Phase shift followed the forc-
ing but no change in the frequency space was observed. However,
there was a limitation in these experiments because the momentum
advection term was ignored.
The above more or less heuristic reasoning based on the theory of
sea ice drift suggests that in the presence of internal stress the fre-
quency of ice drift follows the forcing frequencies but amplitude re-
sponse is highly nonlinear. No observational evidence contradicts
this. However, at very high frequencies the situation is unclear due
to lack of accurate observed drift data.
3. Observations
3.1. Data collected
Many observation programmes have been performed on sea ice
kinematics, and, consequently a number of papers have been pub-
lished on ice velocity time series analyses (e.g., Geiger and Perovich,
2008; Hibler et al., 1974; Hutchings and Hibler, 2008; Leppäranta,
1981; McPhee, 1980; Ono, 1978; Schevchenko et al., 2004;
Thorndike and Colony, 1980). Here ice motion data from two differ-
ent kinds of basins are used to extend the empirical knowledge to-
ward higher frequencies and to compare the observed spectra of
ideal models.
Observations of ice motions from the Baltic Sea and Sea of Okhotsk
are used. These basins are located in the seasonal sea ice zone; the
thickness of ice is of the order of half meter. The latitudes of the
sites are close to 65°N in the Baltic Sea site and 45°–50°N in the Sea
of Okhotsk. The data, collected in field experiments in 2005 (Sea of
Okhotsk) and 2009 (Baltic Sea), include both Lagrangian and Eulerian
velocities. They were obtained from drifting stations, drift buoys and
Acoustic Doppler Current Profiler (ADCP). Fig. 4 shows maps of the
drift paths. In the Sea of Okhotsk, one buoy was drifting close to an
ADCP mooring site and consequently simultaneous Eulerian and La-
grangian velocities were obtained.
In the Baltic Sea the ice season lasts on average seven months with
the northern basins freezing over in normal years (Leppäranta and
Myrberg, 2009). The surface area is 0.40×106 km2 and the average
depth of the Baltic Sea is 54 m. Strong winds blowmainly from south-
west to west directions. Water circulation is wind-driven with weak
permanent currents, and consequently sea ice dynamics is primarily
wind-driven. The Sea of Okhotsk is a much larger basin (surface
area 1.5×106 km2 and mean depth 838 m), and the ice season cover-
age is 60–75% of the total area at its annual maximum. Sea ice drift is
driven by wind, permanent current system and tides. The permanent
water circulation contains a basin-wide gyre with warm Soya current
flowing east along the northern coast of Hokkaido. The tides are dom-
inated by the diurnal constituents.
Lagrangian velocities have been obtained by first-order differenc-
ing of positions. Assuming positioning error to be white noise with
variance σe
2, the velocity error becomes blue noise with variance
spectrum
σ
2
ωð Þ ¼
σ2e 1−cos ωδtð Þ½ 
piδt
; 0≤ω≤
pi
δt
ð12Þ
Fig. 4. The drift data. (a) Baltic Sea drifting stations S2 and S3, March 2009. Ice chart is
shown on the background map (width 290 km) and drift paths enlarged in the rectan-
gles (long sides 20 km).(b) Sea of Okhotsk drift buoys #4–6 and ADCP mooring site
(×), winter 2005, shown on map of the southern Sea of Okhotsk.
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whereω is frequency and δt is the observation time interval. Especial-
ly good positioning accuracy is needed to obtain the very high fre-
quency spectra of sea ice velocity. GPS noise decreases at high
frequencies (Hutchings and Hibler, 2008; MacMahan et al., 2009)
and thus the white noise assumption above is a conservative underes-
timate of the GPS accuracy. Eulerian velocities are included in the
ADCP data directly, and their error can be taken as white noise with
variance depending on the instrument.
The Baltic Sea data are from a field campaign aboard R/V Aranda in
March 2009 in the northern basin, the Bay of Bothnia. Ice motion has
been obtained from positions of the ship moored to ice. Furuno Differ-
ential GPS was used for this, its accuracy according to themanufactur-
er is better than 5 m; thus we take 5 m to represent the accuracy as
twice the standard deviation of error. The positions were recorded
at every 10 seconds and averaged over 5-minute intervals, and ice ve-
locity was determined from these average positions at the same inter-
vals. The time series of two drifting stations (S2 and S3) were taken
for the present analysis (see Fig. 4a).
In the Sea of Okhotsk, three GPS buoys (#4, #5 and #6) were
deployed on sea ice on the coastal zone at Hokkaido. The location of
the buoys was recorded every hour, with positioning accuracy of
10 m. Two (#5 and #6) stayed close to each other in the vicinity of
Hokkaido coast, although Buoy #5 drifted south through a strait in
Kuril Islands. Buoy #4 drifted further out from the coast and stayed
in the southeastern part of the Sea of Okhotsk. After drifting nearly
two months it was about 400 km northeast from Hokkaido. Buoys
No. 5 and 6 remained close to the coast of Hokkaido during the entire
time.
During the ice drift experiment an ADCP (RD Instruments WH-
Sentinel 300 kHz) was moored in the proximity of the north coast
of Hokkaido (position 44°28.3'N, 143°25'E, depth 48 m). The ADCP
was, using bottom tracking, measuring the Eulerian velocity of ice
drifting over the mooring site with sampling interval of 15 min. Single
ping standard deviations were 0.7, 1, and 1.5 cm for speeds of 1, 3,
and 5 m s−1. Using the first value and bottom-track ping, the accura-
cy of velocity is 0.22 cm s−1. For the spectral analyses 1 h average ve-
locities were used. ADCP was deployed for over 2.5 months, from 6
January through 25 March 2005; however it provides ice velocity
measurements only when ice is present above the instrument. Since
the ice concentration in the southern Sea of Okhotsk varies greatly
over a few days, continuous ice velocity time series exist only for du-
ration of 3–7 days. Buoy #6 drifted most of the time in the proximity
of the ADCP, and the data that it collected less than 100 km away from
the ADCP mooring site is used for the comparison of Eulerian and La-
grangian frequency spectra.
3.2. Ice velocity spectra from drifter data
The spectral calculations were performed with MatLab software
using the Welch method. In the Baltic Sea case, Hann window was
used on the 5-minute interval data. Segment length was 120 mea-
surements and segment overlap was 75%. In the Sea of Okhotsk
case, the time series were divided into 5 days long overlapping seg-
ments (75% overlap) and the segments were weighted using Kai-
ser–Bessel window. Due to the shortness of the segment needed to
increase the statistical reliability, the low frequency threshold is
0.2 cpd (cycles per day). However, this enables the distinction be-
tween diurnal tidal, Coriolis and semidiurnal tidal responses with pe-
riods of 24 h, 16.9 h (latitude 45ºN) and 12 h, respectively. The
spectral resolution is anyhow insufficient for the separation of main
diurnal tidal constituents, K1 and O1. To have good outcome for con-
fidence intervals, different weighting windows were used because of
the large differences in the lengths of the individual time series. The
confidence intervals plotted in the spectra were provided automati-
cally by MatLab software.
First, consider the basic structure of sea ice velocity spectra. In the
Baltic Sea ice velocity spectra are dominated by synoptic frequencies
(Leppäranta and Omstedt, 1990). Here the focus is on frequencies
higher than one cycle per day. Fig. 5 shows spectra from the Baltic
Sea together with the corresponding wind spectra (wind velocity
has been scaled by the factor of 0.02 to represent linear free drift ap-
proximation). Station S3 represents free drift while in Station S2
strong pressure was observed in the drifting ice (see Fig. 4a). The dif-
ference between the spectra of S2 and S3 is, however, small: S2 has
higher level at frequencies higher than 0.1 cph, while at lower fre-
quencies the situation is opposite. Wind, on the other hand, shows
similar spectral characteristics in both cases.
Coriolis or inertial oscillation (0.075 cph) is not present in these
spectra although the free drift theory includes a singularity at this fre-
quency (see Eq. (9)). This oscillation develops in the ocean boundary
layer and from there it is fed into ice drift. In this basin inertial oscil-
lations are weak in winter because of frictional damping by bottom
friction due to shallow depth and lack of stratification, although in
summer inertial oscillations show up well (Leppäranta and
Omstedt, 1990). Internal friction of ice also damps the Coriolis accel-
eration (Thorndike and Colony, 1980), but the present data support
the bottom friction as the main factor.
The spectra are falling down from the synoptic scales, and through
0.1 to 0.5 cph the fall is steepest with slope quite close to−5/3. This is
inherited from the atmospheric and oceanic boundary layers, and
tells of wind acting as the driving force since the spectral level of
the ice velocity is close to the level of 2%-wind. Interestingly, in the
presence of internal stress (Station S2) ice drift is below 2%-wind up
to 0.15 cph but thereafter above, while the free drift case (Station
S3) is slightly below 2%-wind at high frequencies; however, these fea-
tures are too weak for firm conclusions.
In the Sea of Okhotsk, although the drifting paths of the buoys sep-
arated and the buoys drifted in distinct regions with different ice and
oceanographic conditions (Fig. 4b), their mean velocities varied only
slightly, between 25 and 29 cm/s. In February 2005 all the buoys
Fig. 5. Ice velocity spectra (solid lines) and corresponding wind spectra (dashed lines)
for the drifting stations S2 and S3 in the Baltic Sea, winter 2009. The ice velocities are
based on R/V Aranda moored to ice floe.
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were located in compact ice fields with concentrations of 80–100%.
After a few days, ice concentration decreased and the buoys started
to diverge. Later on, ice concentration varied strongly, but generally
the highest concentrations occurred close to the northeast coast of
Hokkaido and along the north coast of Kuril Islands. During the nearly
2 month period of ice drift, the wind speed was generally weak, ex-
ceeding 8 m/s only twice, although it varied strongly.
Fig. 6 shows ice velocity spectra from the Sea of Okhotsk based on
three drift buoys in winter 2005. The spectral range from 0.1 to 5 cpd
is above the measurement noise. Compared with the Baltic Sea, there
are similarities and differences. In low frequencies there are more
variations in the Sea of Okhotsk due to current and tidal systems.
The spectral slope above synoptic frequencies is similar but in the
Sea of Okhotsk tidal and Coriolis signals are seen. Diurnal tide gives
a strong and wide peak, and inertial (Coriolis) oscillations
(1.41 cpd) can also be identified. The presence of inertial signal in
this region was shown by Ono (1978). Semidiurnal tide is not clear.
In frequencies higher than 1 cpd the spectra fall down at about the
slope of−5/3 up to 5 cpd as in the Baltic Sea. Here higher frequencies
are not available.
3.3. Very high frequencies
In sea ice dynamics it is convenient to define ‘very high frequen-
cies’ by the frequencies where the inertia of ice plays an important
role. Scaling the equation motion, it is seen that the importance of in-
ertia is characterised by the Strouhal number Sr=UT/H (see
Leppäranta, 2011), which provides the inertial time-scale as shown
in Eq. (3), TI=H /(CwU)~1/2 h. We can take the band of very high fre-
quencies to start from somewhat below TI
−1. To examine these fre-
quencies requires excellent measurement accuracy, such as there is
in the present Baltic Sea data. Hourly velocity fluctuations are of the
order of 1 cm s−1, which cause displacements up to 36 m in one
hour. The positioning accuracy should be at least an order of magni-
tude better. With accuracy of 5 m or better in the Baltic Sea drifting
stations, the present work has acceptable accuracy, although still
one order of magnitude better would be desirable. The present accu-
racy is enough to produce spectra up to a little above 1 cph.
Above the frequency of 0.1 cph, the Baltic Sea spectra first fall fol-
lowing the−5/3 power law (Fig. 5). Then the slope changes at about
0.5 cph. At higher frequencies the spectral density is flatter, falling
weaker than power law of −1. The change in the power reflects
changing in the dynamics of ice from quasi-steady drift under air–
ocean forcing to a non-steady ice regime. The measured ice drift spec-
tra reach the measurement noise given by Eq. (12) above 1 cph
(Fig. 5). At 0.5 cph the measured spectra are well above the noise
level. The blue form of the noise spectrum is clearly revealed at higher
frequencies, coming as rising line toward higher frequencies.
In the linear free drift theory, in very high frequencies the spectral
modulation factor (see Eq. (9) and the lines below it) approaches as-
ymptotically a power law of −2 as ω→±∞. This power law comes
from the inertia of ice. The power of ice velocity spectrum is then
equal to the sum of powers of the modulation factor and wind spec-
trum, asymptotically equal to −2–5/3=−11/3 as ω→ ∞. The linear
theory is an idealized case and the results here suggest that features
not present in the linear theory become important in high frequencies.
A remarkable feature is that the fall of ice velocity spectrum be-
comes weaker instead of becoming stronger as predicted by the linear
free drift theory (Eq. (9)). Possible reasons behind this weak slope
above 0.5 cph could be the following: (i) random shifts of ice floes
due to floe–floe interactions, (ii) quadratic ice–water drag law, and
(iii) shallow water waves in the water body. There is a natural varia-
tion in the drift of individual floes due to their different thicknesses
and form drags, since free drift is determined by the drag parameters,
Rossby number U /(Hf), and the inertial time scale. The response time
in ice motion is independent of actual ice speed in the linear drag law
but in the quadratic case it is inversely proportional to ice speed:
T I1 ¼
H
Cw1
¼
H
CwU^
; T I ¼
H
CwU
ð13Þ
where U^ is a fixed scaling speed to determine the linear drag coefficient.
This means that in the quadratic case the response time becomes larger
than in the linear case at very high frequencies resulting in the weaker
fall of the velocity spectrum. The research basin, Bay of Bothnia is weak-
ly stratified in winter, it is shallow (mean depth is 40 m), and its size
100 km×250 km. Transverse and longitudinal shallow water waves
are observed there, providing sources to force very high frequency oscil-
lations in ice velocity; the existence of Kelvin and Poincaré waves has
been hypothesized but not proved.
The band spectral power weakening is, however, rather narrow for
the range it can be seen, and for frequencies higher than about 2 h−1
the spectrum is in the noise and remains unknown. Earlier published
ice velocity spectra do not go into the very high frequencies and do
not show clear indications of this weakening band. Also it is unclear
Fig. 6. Ice velocity spectra for three drift buoys from the Sea of Okhotsk, winter 2005: Buoy #4 (blue), Buoy #5 (red) and Buoy #6 (green). Buoy #4 drifted in southeastern Sea of
Okhotsk and Buoys #5 and #6 were close to Hokkaido coast. Short error bar is for #4 and #5, longer one for #6. The spectra are above the measurement noise up to about 5 cpd.
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whether the present sea ice dynamics theory can explain the
phenomenon.
3.4. Lagrangian and Eulerian spectra
The connection of Lagrangian and Eulerian is non-trivial, and in sea
ice dynamics there is also a very clear distinction in them due to the fi-
nite size of icefloes. Lagrangian dynamics follow a fixed a icefloe, which
responds to forcing by its shape and drag properties, while Eulerian dy-
namics see different icefloes passingfixed points is space. Thus Eulerian
ice velocity spectra should contain the variance due to variations in the
floe characteristics and therefore should be on a higher level than the
Lagrangian spectra. In free drift, the difference in the spectra shows
the influence of floe characteristics exactly, but the stronger is the inter-
nal stress the more individuality of ice floes is merged into large-scale
continuum floe of the ice field.
Most ice kinematics investigations are based in Lagrangian data col-
lected by drifters and alike. Eulerian data have also been analysed (e.g.,
Schevchenko et al., 2004) but no simultaneous Lagrangian and Eulerian
ice velocity analyses are available. The present experimental data from
the Sea of Okhotsk provides both Lagrangian and Eulerian velocities in
the same region and time (Fig. 7). The drifter moved in the region of
the mooring location. This is the first time such simultaneous Lagrang-
ian and Eulerian spectra can be examined in sea ice kinematics. Eulerian
spectra are here well above the measurement noise level (about
1 cm2 s−1/cpd), Lagrangian is good up to the frequency of about 5 cpd.
In the observations, Eulerian spectrum is at higher level than the
Lagrangian spectrum as anticipated. The difference does not show
significant variations across the spectrum, but the slopes of the spec-
tra show indication to differ at high frequencies. In this case the ice
field was not compact and likely not far from free drift, and the differ-
ence in the spectra reflects to a large degree the influence of variabil-
ity of ice floe characteristics. The linear free drift theory presented in
Section 2.2 exactly corresponds to Lagrangian dynamics. Its modifica-
tion into Eulerian dynamics would necessitate a two-dimensional
grid with marked ice floes. In simple approach, a random forcing
could be added into the free drift equation and that would then
raise the Lagrangian spectrum to a higher level.
4. Conclusions
In this work the frequency spectrum of sea ice drift has been exam-
ined based on theoretical analysis of the equations of ice dynamics and
observations. The observations sites are from the Baltic Sea and Sea of
Okhotsk, both in the seasonal sea ice zone. The former basin is shallow
and ice drift is mostly wind-driven, while the latter basin is deeperwith
strong tidal currents. The resulting ice velocity spectra show differences
due to external forcing conditions and basin characteristics but also
similarities due to invariances in ice–ocean dynamics.
Linear free drift forms the basic theoretical model, coupled with the
ocean boundary layer. Ice dynamics modifies the spectrum of forcing,
which is due to wind and tidal and geostrophic ocean currents, deter-
mined by relaxation time scales of ice and oceanic boundary layer and
Coriolis acceleration. Themodulation falls asymptotically with frequen-
cy in the power of−2 at high frequencies and contains a singularity in
the inertial (Coriolis) frequency. Inertia of the ice itself shows up in fre-
quencies higher than about 0.5 cph. Nonlinearities in free drift do not
cause significant transfer in the frequency space. Momentum advection
is a weak factor, and the quadratic ice–water stress modifies the wave-
form of a sine wave forcing but does not influence the frequency. Inter-
nal stress of drift ice is plastic— strongly nonlinear. The plastic rheology
of drift ice is asymmetric in that it gives strong resistance to compres-
sion but weak resistance to tension. Convergence and divergence of
ice tend to follow the forcing and consequently the internal friction
does so, and therefore ice motion inherits the forcing frequency. In
spin-up and spin-down of plastic ice drift the situation becomes more
complicated.
In the observed spectra themain spectral peak is wide at the synoptic
time scales, and toward higher frequencies the spectrum shows red noise
with inertial and tidal signals peaking up from it. In the absence of geo-
strophic currents, wind dominates the ice velocity spectra at frequencies
below one cycle per day. At higher frequencies, the tidal and inertial sig-
nals are commonly observed. In the red noise band, the slope is close to
−5/3 from semidiurnal frequency down to 0.5 cph. In very high frequen-
cies, above 0.5 cph therewas indication that the power of the in the spec-
tral fall was changed from−5/3 to weaker than−1. The reason for this
was suggested to be due to nonlinearity of the ice–water interfacial stress,
mechanical interactions between ice floes, or shallowwater waves in the
basin. One case was presented from the Sea of Okhotsk where Eulerian
velocities were measured with fixed ADCP mooring and simultaneously
Lagrangianmeasurementswere collectedwithdrift buoys in the same re-
gion. Eulerian velocity spectrumwas above Lagrangian velocity spectrum
over all frequencies (0.1–5 cpd). The difference in Lagrangian and Euler-
ian spectra is well covered by the theory.
The linear free drift theory can explain the observed free drift
spectra with their synoptic, inertial and tidal peaks and the power
Fig. 7. Eulerian (blue line) and Lagrangian (red line) ice velocity spectra from the Sea of Okhotsk. Eulerian spectrum was obtained from ADCP mooring site and Lagrangian spectrum
from a drifter in the region of the mooring site.
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law of the spectral density at high frequencies. The very high frequen-
cy remains, however, a major problem. Theory suggests that the spec-
tral power law becomes stronger asymptotically but observations
indicate that the power becomes weaker at least up to 2 cph. To
solve this question needs first of all ice drift velocity observations
with very high accuracy (positioning accuracy better than 1 m).
When internal stress becomes stronger and stronger, the velocity
spectrum goes to zero everywhere as known from observations. An-
other problem is that how this decrease takes place across the
whole spectrum. The existing empirical data does not cover this ques-
tion well. Understanding the very high frequencies in sea ice dynam-
ics is important in development of short-term forecasting method for
ice forces on platforms and ships and for drift and dispersion of oil
spills in ice fields.
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Abstract Small-scale sea ice deformation was studied in the coastal boundary zone (CBZ). Sequences of
coastal radar images from the northern Baltic Sea (13 February to 13 May 2011) were used and trajectories
of identifiable objects calculated. Average drift velocities in CBZ are small (<0.01 m/s), and events of high
drift speeds are short and local. Deformations follow power law scaling but with an exponent of greater
magnitude than in the Arctic. We discovered a connection between air temperature and sea ice deformation
on a short time scale. During warm days, the mean deformation rate was significantly higher in all length
scales than during cold days. This cannot be explained by changes in ice thickness or concentration, which
suggests that the ice pack strength responds to air temperature faster than previously assumed. However,
we cannot quantify how much this response is enhanced by lower ice thickness compared to the Arctic.
1. Introduction
Sea ice deformation has been studied with respect to length and time scales, and the deformation process
has been shown to be intermittent and local [Marsan et al., 2004; Rampal et al., 2008]. Most of the research
on sea ice deformation has been based on drifting buoy data [Rampal et al., 2008; Hutchings et al., 2012]
or satellite-derived RADARSAT Geophysical Processor System (RGPS) data [Kwok, 2006; Stern and Lindsay,
2009], covering length scales from approximately 10 km to 1000 km. A deficiency of the synthetic aperture
radar-derived icemotionfields is the rather long interval between two images,which is seldom less than aday.
Regionally, previous studies on sea ice deformation mostly cover central pack ice or the marginal ice zone. In
addition to these sea ice regimes, the coastal region represents an area of large sea ice deformation. Research
on ice dynamics in coastal region has mostly focused on the occurrence of coastal leads and polynyas [Pärn
and Haapala, 2011], on ice production and water mass formation in polynyas [Cavalier and Martin, 1994;
Krumpen et al., 2011; Tamura and Ohshima, 2011], and on the stability of fast ice [Mahoney et al., 2007]. A
coastal ice regime is usually considered to include fast ice and shear zone. Outside the shear zone, ice veloc-
ity does not have any persistent gradient in the cross-shore direction. However, for some distance further off
the coast the ice drift is still affected by the vicinity of the shore, and we demonstrate that this can be seen
as an anisotropy of ice drift. We define the entire region that is affected by the coast as the coastal boundary
zone (CBZ).
In order to obtain local ice kinematics at a high temporal and spatial resolution, we utilized coastal radar
data from the seasonally ice-covered Baltic Sea. We formed trajectories by tracking individual objects from a
sequence of coastal radar images. Methodologically, our approach is similar to previous contributions based
on buoy data, but the high temporal resolution of the coastal radar data and the subpixel scale tracking
method allow us to study deformations at smaller scale than has previously been possible.
The majority of research on sea ice deformation is based on data from the Arctic, with some data from the
Antarctic as well. Only few studies have consider the ice deformation in other areas. However, a study on a
seasonal ice zone like the Baltic Sea should serve as an interesting example of the dynamic processes of thin-
ner ice in warmer air temperatures. Numerous studies have shown the increase in air temperature [Bekryaev
et al., 2010; Serreze et al., 2009] as well as the decline of ice thickness [Kwok and Rothrock, 2009; Renner et al.,
2014] and sea ice age [Comiso, 2012] in the Arctic. Consequently, themean drift speed has shown an increase
[Rampal et al., 2009; Spreen et al., 2008].
In this paper, we focus on two things: the characteristics of ice drift within the CBZ and the small scale defor-
mation of the drifting ice pack. Neither of these topics has been studied in such a detailed manner before.
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Our data set covers a 3 month period from the coldest winter to the ice breakup in spring. Together with
weather observations, this allowed us to examine the seasonal and even shorter-term impact of the weather
conditions.
2. Data
The FinnishMeteorological Institute (FMI) has instrumented three coastal radars along the Baltic Sea coast for
sea ice monitoring. The echoes from the sea ice features, which normally are treated as noise in marine appli-
cations, are digitized in high resolution. The radar system and the data collection and transmission process
are described in Karvonen [2016].
Here we use the data from the radar station on Tankar island (63.95∘N, 22.84∘E, Figure S1 in the supporting
information). The radar images cover an area of 40 by 40 km at a resolution of 33m. Trajectories of ice objects
are calculated using the virtual buoy (VB) trackingmethod developed by Karvonen [2016]. The tracking algo-
rithm locates objects that canbe identified reliably enough and tracks the VBs in the sequenceof radar images
for as long as possible. The minimum spacing between VBs is approximately 300 m. The VBs are lost when
they drift out off the study area or when their detection is no longer reliable enough. Once the number of VBs
has dropped below the defined cutoff value, the algorithm locates new VBs and adds them to the old ones. In
this way, the number of objects being tracked remains at approximately 150–250. For VB tracking, the opti-
mal time step is 2 min, and we used that always when possible. Time steps varied from 1 to 3 min, apart from
a few first days when images were only available every 10 min. The error in the 2 min position in VB tracking,
approximately 6 m, is comparable to the GPS position error [Karvonen, 2016].
In this study we cover a three month period between 13 February and 13 May 2011, from the cold midwinter
to the ice breakup in the spring. During this period interruptions in data collection caused four gaps of 1 to 3
days and one longer break of 12 days in late April and early May.
We used hourly recorded wind and air temperature data from the weather station located on the same island
as the radar. Ice thickness in the study region was recorded using an airborne EM instrument during the field
campaign 2 to 7 March 2011 (Figures S1 and S3). Due to several ridging events and colder than average tem-
peratures in early winter, the ice was thicker than during a typical winter. In the area of radar images, the
mean ice thickness of EM measurements was 1.05 m. Additional information on ice conditions in the region
throughout the study season was obtained from ice charts provided by FMI Ice Service.
3. Results
3.1. Spatial Variability of Sea Ice Drift
In order to capture the characteristics of the coastal ice drift, we divided the study region into 2 km wide
bands aligned with the coast. Numbering of the bands starts from the shore, so that band 1 covers the area
0–2 km off the coast. We conducted our analyses using alongshore and cross-shore components of ice drift
and wind in addition to scalar speeds. All velocities were calculated from 1 h average positions of VBs. The
averaging reduced the error significantly. For instance, if 30 VB positions are recorded in 1 h, the error of the
hourly average is 1/
√
30 ≈ 0.18 times the error of the 2 min position. The hourly averaging reduces the error
in position from 6 m to 1.1 m and the error in velocity from 0.05 m/s to 0.009 m/s.
Figure 1 shows the average scalar speed as well as average magnitude of the alongshore and cross-shore
components of ice velocity in the different bands for the entire study season. Seasonal averages of velocity are
small, even in thebands farther away from the coast (maximum0.011m/s in band11), but ice drift shows large
variability (shown as the upper and lower 2.5 percentile of hourly velocities). On the seasonal scale, the fast
ice and drifting ice packwith the shear zone can be easily distinguished in Figure 1. The fast icewas stable and
reached band 6 until 21 April, when a longer gap in the data emerged. During the last 2 weeks of the season
(30 April to 13 May), the whole ice field was broken up, and no fast ice area existed anymore. The drifting ice
pack is defined as the bands >6 until 30 April and as the whole area from that date onward.
Daily velocity averages of the drifting ice pack are shown in Figure 2a. The variation in daily average veloci-
ties followed the wind speed only occasionally. Ice concentration in the study area was high (90–100% in ice
charts) until the ice breakup, apart from 2 days in March. As a result, the ice drift was far from the free drift
speed, which can be approximated roughly as 2% of surface wind speed in the Baltic Sea [Leppäranta, 2005].
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Figure 1. The whole study season average of (a) ice drift speed and of the magnitude of (b) cross shore and (c)
alongshore drift component, at different bands. Bars show the range from upper to lower 2.5 percentile of hourly
velocities. Seasonal averages of velocity gradients are shown in the lower panel for (d) scalar drift speed and for (e) cross
shore and (f ) alongshore drift. Velocity gradients are calculated hourly as the difference between mean velocity of
neighboring bands divided by the width of the bands.
In general, the drift was anisotropic and the average magnitude of alongshore drift was nearly double com-
pared to cross-shore drift. This anisotropywas clear in the shear zone, where alongshore drift speed increased
faster than the cross-shore speed, but it was nearly equally strong still in the outermost bands (Figure 1). The
ice response towinddiffered componentwise. Drift towind ratio (wind factor)was 1.9×10−3 in the cross shore
and 3.4×10−3 in the alongshore direction. Thus, the anisotropywas not wind induced; rather, it resulted from
the impact of the coast and is a characteristic of the CBZ.
During the whole study season there were only 8 days when the average drift speed in some of the bands
exceeded 0.05m/s, and themaximumdaily averagewas 0.12m/s. However, the study season included several
events when the ice pack was drifting at a much higher velocity. These events were local and short, and they
only become visible in the hourly time series. Themaximumhourly velocity average of a 2 kmband is 0.34m/s
(band 8). As an example, Figure 2b shows a 36 h time series (13 to 14 March) of ice drift speed in different
bands. Starting at band 7, the drift speed increased as the distance from the shore increased. In some bands,
the drift speed briefly almost reached the free drift estimate. Although the ice concentration was high on the
scales of the radar image and the whole basin, concentration in a 2 km wide band can be temporarily clearly
lower. This reflects the intermittent and local nature of deformation.
3.2. Deformations of a Drifting Ice Pack
Deformations were calculated for the drifting ice pack. For the deformation analyses, we formed triangles
from VBs using Delaunay triangulation. Since the lifespan of VBs varies, depending mostly on ice drift in the
area of the radar image, we formed a new set of triangles at the beginning of each day. In order to study the
length scaledependency,Delaunay triangulationwas appliedusing six different size rangesof triangles. These
groups of triangles of different size were followed for 24 h, until the triangulation was reset at the beginning
of the following day. By daily resetting the triangulation, we maximized the number of triangles throughout
the season. We applied shape criteria to the triangles in order to avoid erroneous high deformation values
caused by distorted cells. The minimum angle of a triangle corner included in the analyses was 15∘.
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Figure 2. (a) Daily average of drift speed (blue) and its cross shore (red) and alongshore (green) components of a drifting
ice pack. The positive direction of the cross shore and alongshore components is toward the coast and up in rotated
images (toward 50∘), respectively. Grey bars show 1% of wind speed. (b) Sea ice drift speed at different bands during a
36 h period (13 to 14 March). The red line with markers shows 2% of wind speed as an estimate of free drift speed.
The shear, divergence, and total deformation are defined following Kwok et al. [2008] and Bouillon and
Rampal [2015a]:
�shear =
√(
ux − vy
)2
+
(
uy + vx
)2
(1)
�div = ux + vy, (2)
�total =
√
�2
shear
+ �2
div
, (3)
where ux , uy, vx , and vy are the spatial derivatives of the displacement. ux is approximated as
ux =
1
A
n∑
i=1
(
ui+1 + ui
) (
yi+1 − yi
)
, (4)
whereA is the area of triangle, i is the index of a corner of triangle, n = 3 and n+1 = 1. A similar approximation
is applied to other derivatives.
Deformation depends on the distances of the corner points of triangles (at time t), their velocities (calculated
from their positions at the times t and t − 1), and the area of the triangle (at time t). This means that each
deformation value is a product of two consecutive time instants only, and it does not have history. Therefore,
resetting the triangulationprocessdoesnot affect the reliability of calculateddeformations. Theerror estimate
of deformation is presented in Text S1.
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Figure 3. (a) Daily average of total deformation (blue), divergence (red), and shear (green). Grey bars show 1% of the wind speed. (b) The total deformation of
different-sized triangles. Deformations are calculated with a 1 h time step. Different triangle size groups are presented with different colors, and white circles
denote the averages of the groups. Black line is the least squares fit of the average deformations in log-log space, and dashed white lines show the 95%
confidence interval. The fit has a gradient of −0.77 and the square correlation R2 = 0.91.
Figure 3a shows the daily average of divergence, shear, and total deformation. Shear was considerably higher
than divergence during the whole study season. On average, shear accounted for 74% of the total deforma-
tion. Shear has also been found to be larger than divergence in Arctic studies [Stern and Moritz, 2002], but
in CBZ the vicinity of the coast and the dominance of alongshore drift most likely amplify the difference.
Deformations showed significant day to day variation, which did not directly follow the variation in wind
speed.
Figure 3b shows the deformations of different-sized triangles with a 1 h time step during the whole study
season. The deformations � follow the power law � ∼ L−� , where L is the length scale. The exponent � is
obtained from a least squares fit of average deformations of different-sized triangles. For the whole study
season, we obtained an exponent of 0.77. The uncertaintywas estimated using the bootstrapmethod (10,000
repetitions), which gave an error of 0.02, determined as standard deviation of � . The deformation rates and
power law scaling presented here cannot be directly compared to the results from studies on the Arctic or
Antarctic, since our data represent CBZ and examine deformations on much smaller scales than did previous
studies. Our largest triangles are comparable to the smallest ones in works by, e.g., Hutchings et al. [2012],
Marsan et al. [2004], and Stern and Lindsay [2009].
However, we can put our results in the context of the results from different areas and conditions. The mean
deformation rate of the largest triangles (0.13 day−1, black in Figure 3b) is comparable to the deformation rate
reported from a buoy experiment on Antarctic sea ice [Hutchings et al., 2012] for a similar length scale. In the
Arctic, the mean deformation rates for the smallest length scales (∼10 km) are generally smaller by a factor
of 10, but they show both seasonal and regional variation. Herman and Glowacki [2012] found a minimum in
the deformation rate inMarch, coincidingwith themaximum ice thickness and extent. The deformation rates
were generally higher at the beginning of the season, when ice thickness was lower, and again from April
onward, after the melt season had started.
� = 0.77 is clearly of greater magnitude than shown in any of the studies on the Arctic [Marsan et al., 2004;
Stern and Lindsay, 2009], or Antarctic [Hutchings et al., 2012], in which the deformation was calculated from
strain rate tensor. In these previous studies, � was found to be in the range of 0.15 to 0.45. � has been shown
to be larger in summertime than inwintertime [Marsan et al., 2004] and in areas with a lowmulti year ice (MYI)
fraction [Stern and Lindsay, 2009]. Rampal et al. [2008] calculated � from buoy dispersions instead of using a
strain rate tensor, and they found � to be greater in the case of small length scales (<10 km). In our case, the
ice was thin and the air temperature high comparedwith the Arctic, and � was calculated from smaller length
scales. Therefore,we can conclude that thehighvalueof � doesnot contradict thefindingsof previous studies.
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3.3. Thermodynamic Effect on Sea Ice Deformations
Finally, we examined the effect of weather conditions on sea ice deformation. We test the impact of three
different factors on the total deformation. These factors were scalar wind speed, cross-shore wind, and air
temperature. The impact ofwind speed is assumed tobe significant, especially in awinddriven system like the
Baltic Sea. However, this has not been quantified before. In CBZ the vicinity of the coastmakes the drift system
anisotropic, and therefore, we wanted to test how the direction of cross-shore wind affects. Ice dynamics and
thermodynamics are coupled. Thermodynamics affects as changes of the ice thickness. Also, air temperature
has a twofold impact on strength. First, icemechanical strength decreases as the temperature of ice increases,
which has been seen as an explanation for the different characteristics of winter and summer pack ice [e.g.,
Kwok, 2006; Stern and Lindsay, 2009]. Second, temperature impacts the overall ice pack strength as refreezing
of leads and recovery of fractures depend on temperature. Recently in sea ice modeling, Bouillon and Rampal
[2015b] introduced the term “healing” to describe this temperature-dependent factor, which determines the
recovery of strength after damage. They supposed that healing is negligible on the time scale of a few days.
Thus, these thermodynamic factors have been assumed to impact significantly on fairly long time scales (from
weekly to seasonal).We looked for amore instantaneous thermodynamic impact. For each of the three factors
studied, we applied some additional criteria in order to minimize the effect of other factors. The end of the
season, when the ice concentration was low (from 30 April onward), was excluded from these analyses.
Sensitivity of deformations to weather conditions is shown in Figure 4. Higher wind speeds showed higher
deformation rates, as expected (Figure 4c). There is no significant difference in length scale dependency
(� = 0.80 and � = 0.81). The size group mean deformation rates deviate notably from the least squares fit in
the cases of wind speed>7m/s. In this pair of comparisons, we included only the cases when air temperature
is in the range −8∘C to 0∘C, and the average temperature was very similar in both data groups, −2.2∘C and
−2.0∘C. The corresponding distributions of temperature are presented in Figure S4.
The direction of cross-shore wind did not affect the mean deformation rate (Figure 4f ). However, cross-shore
wind directed off the coast led to higher � (0.79 with <0 m/s) than cross-shore wind directed toward the
coast (0.72 with >0 m/s). Also the bootstrap method yielded to mean difference in � of 0.07. In over 80% of
repetitions, the differencewas larger than 0.04, whichwas the standard deviation of � in both opposing cases
(Table S1). The greatermagnitude of � indicates that internal stress is transmitted over shorter distanceswhen
the wind is directed off the shore, presumably as a consequence of lead opening. In this pair, the cases of
strong alongshore wind were excluded, and the cases were limited to air temperature in the range of −8∘C
to 0∘C.
The impact of air temperature on the deformation rate (Figure 4i) was comparable to the impact of wind
speed (Figure 4c). During warm days, the deformation rate was higher on all length scales. The difference in
every size group was greater than 50% in all bootstrap repetitions, while the uncertainty of the size group
averages ranged from 1% to 4% of the mean deformation rates. In Figure 4, � was also of greater magnitude
during warm days (0.92) than cold days (0.87). The bootstrap method gave the same mean difference for � .
However, this difference is of the samemagnitude than the error of corresponding values of � (Table S1) and
cannot be regarded as significant. In this pair, only the cases with wind speed in the range 5 to 10 m/s were
included, and the average wind speed was similar of both cold and warm cases, 7.1 and 7.4 m/s, respectively.
Distribution of wind speed and wind components during the cold and warm days are shown in Figures S5
and S6. The data in this comparison are from 13 February to 20 April; during this time the air temperature
alteredbetween cold andwarmperiods of a fewdays until 31March,when thewarm springbegan (Figure S2).
Data in Figure 4h primarily represent the warm days that occurred in between the colder periods. Therefore,
this comparison does not show seasonal behavior but rather a more immediate impact of air temperature.
Limiting the comparison to the period before 31 March led to a similar result (not shown in Figure 4).
In previous studies, the seasonal maximum of deformation rate and � in the summer has been assumed to
result from lower ice concentration, thickness and strength, and a less stable atmospheric boundary layer
during warm summer [Stern and Lindsay, 2009; Kwok, 2006; Herman and Glowacki, 2012]. We discovered a
significant increase in the mean deformation rate on warm days, and � indicated a possible increase as well.
However, these cannot be explained by a change in ice concentration or thickness, since the results do not
represent different seasons, but alternating individual cold and warm days. Therefore, we assume that the
effect of air temperature is related to a decrease in the ice pack strength, as a result of aweaker healingprocess
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Figure 4. The total deformation of different-sized triangles under different weather conditions. The impact of weather conditions is shown by three pairs of
comparisons: (a) wind speed <7 m/s versus (b) wind speed >7 m/s, cross-shore wind directed (d) off the coast versus (e) toward the coast, and air temperature
(g) T < 0∘C versus (h) T > 0∘C. Deformations and power law scaling is calculated as in Figure 3b. The 95% confidence interval of the fit is shown with white
dashed line. The fitted lines of each pair are compared in Figures 4c, 4f, and 4i. For each of three pairs we have applied additional criteria to ensure that they are
comparable. In Figures 4a and 4b and 4d and 4e, only the cases with air temperature −8∘C to 0∘C are included. Mean temperature of included cases is shown in
each figure. In Figure 4d and 4e, also the events of strong alongshore wind (>8 m/s) have been excluded. In Figures 4g and 4h, only the cases with wind speed 5
to 10 m/s have been included, and the average wind speeds are shown.
on warm days, but with a clearly shorter response time than estimated by Bouillon and Rampal [2015b]. This
quick response may be related to low ice thickness and small floe size, compared to the Arctic.
4. Conclusions
The examination of ice drift in CBZ on a small scale revealed an alternating pattern of stationary situations and
local events of high drift speed. The response of ice pack to wind forcing shows strong variation. This reflects
variation in the internal stress, since the sea ice momentum equation in the Baltic Sea is dominated by wind
stress and internal stress [Leppäranta et al., 2001]. During a compressive situation, the internal stress in CBZ
becomes so high that it largely prevents ice motion. On the other hand, the opening of a lead releases the
internal stress quickly, and ice velocity can reach high values locally and temporarily.
With the coastal radar data we can study the deformation at small length scales (∼0.1 to 10 km). The largest
length scales in our study are comparable to the smallest ones in studies based on buoy and RGPS data. We
found somewhathigher averagedeformation rates thanhavebeenobserved in theArctic. Also,wediscovered
stronger dependence on length scale, i.e., greatermagnitudeof � . Partly, this difference canbe a characteristic
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of CBZ, where shear is generally high. Also, the relatively low ice thickness and small floe size of the Baltic Sea
ice have an effect. We also found a temperature dependence in the deformations. During warm days defor-
mation rateswere significantly higher. Our results suggest that a change in air temperature has a faster impact
on deformation than has previously been assumed. However, we cannot quantify howmuch this response is
enhanced by lower ice thickness compared to the Arctic.
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Figure S1. a) Map of the Baltic Sea. Red box is marking the area of the EM-flight map on the right. b)
Mean ice thickness obtained from airborne EM measurements 2 to 7 March 2011. White circle shows the
location of Tankar island with coastal radar. The area covered by coastal radar images is shown with white
box. In the study area the shore line is oriented about 50 degrees clockwise from the North-South direction.
For optimal coverage of the drifting ice area, the radar image area has been shifted about 10 km to the west,
and the images have been rotated 50◦ counterclockwise. In this study, the ice drift and wind are divided into
cross-shore and alongshore components. Arrows are showing the positive direction of these components.
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Figure S2. Weather conditions during the study season. a) Daily average of wind speed (black), and its
cross-shore (blue) and alongshore (red) component. The positive direction of the components is shown in
Figure S1. b) Daily average air temperature.
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Figure S3. Ice thickness distribution obtained from airborne EM measurements in the Tankar coastal radar
coverage area. Values are total thickness including the snow. Snow depth in the area varied from 0 to 50 cm,
with the mean depth of 13 cm and standard deviation of 10 cm. (Haas, C. and Casey, A., 2012: Helicopter-
borne EM ice thickness surveys during SafeWin 2011 field campaign, report available from the authors)
a) b)
Figure S4. Distribution of air temperature when the wind speed is <7 m/s (a) and >7 m/s (b), i.e. during
the cases in the pair of comparison in Figure 4.a and b. In this pair of comparison air temperature is limited to
range of -8◦C to 0◦C. The average air temperature is -2.2◦C on the left and -2.0 ◦C on the right.
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Figure S5. Distribution of wind speed when the air temperature is T<0◦C (a) and T>0◦C (b), i.e. during
the cases in the pair of comparison in Figure 4.e and f. In this pair of comparison wind speed is limited to
range of 5 to 10 m/s. The average wind speed is 7.1 m/s on the left and 7.3 m/s on the right.
Figure S6. Cross-shore and alongshore wind components during the cold (T<0◦C) and warm (T>0◦C)
cases that have been included in the comparison shown in Figure 4. e-f. The wind speed is limited to range 5
to 10 m/s. The average wind speed is 7.1 m/s during cold days and 7.3 m/s during warm days. The average
of absolute values of cross-shore velocities of cold and warm cases are 3.8 and 3.1 m/s, respectively, and the
averages of absolute values of alongshore velocities are 5.4 and 5.6 m/s, respectively.
–5–
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Text S1.
S1.1 Error estimate for deformation
In order to estimate the error of deformation we need to have an estimate of error of the
area of triangles, σA. This can be calculate as
σA = 2
√
2N
√
Aσx (S1)
[Hutchings et al., 2012], where A is the area, N is the number of corners in the array
(N = 3) and σx is the error of position. We use hourly averaged positions for the deforma-
tion calculations, which reduces the error from the error of 2 minute positions, approximately
6 m, to 1.1 m (for the average of 30 observations). The error of area becomes negligible, when
A >> 8N2σ2x [Hutchings et al., 2012]. σx = 1.1 m and N = 3 give us a lower limit of
the area A >>∼ 100 m2 and of the length scale L >> 10 m of the triangles, for which
we can effectively resolve the deformation. In our analysis, we have included only triangles
with L ≥ 200 m. For the size of our smallest triangles (L = 200 m), Equation S1 gives us
the noise to signal ratio of σA
A
= 0.05.
The strain rate error σǫ can be estimated as
σǫ
ǫ
= 2
(
4
σ2x
A
+ 2
σ2x
U2T 2
+
σ2T
T 2
+
σ2A
A2
) 1
2
(S2)
[Hutchings et al., 2012], where U is the velocity and T is the time step (T = 1 h). The
noise to signal ratio is the highest for low drift speed and small triangles. The error in time
is negligible. For our smallest triangles (L = 200 m) and for U = 0.01 m/s, the Equation
S2 gives a noise to signal ratio of σǫ
ǫ
= 0.13. This ratio drops to σǫ
ǫ
< 0.1, when L > 400
m (for U = 0.01 m/s).
When the triangle size increases, the noise to signal ratio σǫ
ǫ
approaches
σǫ
ǫ
= 2
√
2
σx
UT
. (S3)
For U = 0.01 m/s this gives σǫ
ǫ
= 0.086 and this ratio decreases with increasing drift speed.
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S1.2 Error estimate for power law scaling
Sea ice deformation follows power law scaling, D ∼ L−β , where L is the length scale.
The exponent β is obtained from a least squares fit of average deformations of different-sized
triangles, in log-log space.
In the power law scaling we fit a line in the least square sense using the average defor-
mations and length scales of six groups of different-sized triangles. The uncertainty of these
size group average deformations is estimated using bootstrap method with B = 10000 rep-
etitions. The obtained standard deviation of each size group average deformation is consid-
ered as an estimate of error. The largest uncertainty, 4% of the mean deformation, is found
for the group of the largest triangles, i.e. for the group with the lowest number of data. For
all the other size groups, the uncertainty is in the range of 1% to 2% of the mean deforma-
tion.
The overall quality of the least square fit can be evaluated as correlation coefficient R2
R2 =
n∑
i=1
(xi − x¯)(yi − y¯)
n∑
i=1
(xi − x¯)2
n∑
i=1
(yi − y¯)2
(S4)
where x¯ and y¯ are the averages of x and y, and n is the number of points used for the fit [Ac-
ton, 2012]. n corresponds to the number of size groups of triangles, i.e n = 6. The value
of R2 describes the percentage of the variation that is explained by the least square fit. The
values of β and R2 of the fits presented in Figures 3.b and 4 are listed in Table S1.
The uncertainty of the slope of the fit in power law scaling (β) is estimated with boot-
strap method, and the error is defined as the standard deviation of β. The averages and stan-
dard deviations of β obtained with B = 10000 bootstrap repetitions are listed in Table S1.
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Table S1. The power law scaling exponent β and squared correlation coefficient R2 of the cases presented
in Figure 3.b and 4. β is obtained from the least squares fit of average deformations of different-sized trian-
gles, in log-log space. The bootstrap method with 10 000 repetitions is used for estimating the uncertainty
of the fit. The mean and standard deviation of β of all bootstrap repetitions are shown for all the cases. The
standard deviation of β is considered as an estimate of error.
Bootstrap (B=10000)
β R2 Mean(β) Std(β)
Whole Season 0.77 0.91 0.77 0.02
Wind Speed <7 m/s 0.80 0.96 0.80 0.03
>7 m/s 0.81 0.59 0.80 0.06
Cross-shore <0 m/s 0.79 0.87 0.80 0.04
Wind >0 m/s 0.72 0.96 0.72 0.04
Air Temperature <0 ◦C 0.87 0.71 0.87 0.05
>0 ◦C 0.92 0.72 0.92 0.04
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Abstract We studied small-scale (50 m to 5 km) sea ice deformation from ship radar images recorded
during the N-ICE2015 campaign. The campaign consisted of four consecutive drifting ice stations
(Floes 1–4) north of Svalbard, with a total duration of nearly 5 months. Deformation was calculated using
5 different time intervals from 10 min to 24 h, and the deformation rate was found to depend strongly on
the time scale. Floes 1–3 had a mean deformation rate within the range of 0.06–0.07 h21 with the interval
of 10 min, and 0.03–0.04 h21 with the interval of 1 h. Floe 4 represented marginal ice zone (MIZ) with very
high deformation rate, 0.14/0.08 h21 with the interval of 10 min/1 h. Deep in the ice pack, high deformation
rates occurred only with high wind and drift speed, while in MIZ they were found also during calm condi-
tions. The deformation rates were found to follow power law scaling with respect to length and time scale
even on this small scale and in small domain (15 km3 15 km). The length scale dependence of deformation
rate depends on the time scale: the power law scaling exponent b of the whole study period decreases
from 0.82 to 0.52 with the time interval increasing from 10 min to 24 h. Ship radar images reveal the
importance of the deformation history of the ice pack, since the deformation events were initialized along
the lines of previous damages.
1. Introduction
The response of ice pack to wind and ocean stresses depends strongly on its inherent properties including
thickness, concentration, fracturing, floe size and mechanical strength. These properties are variable across
the Arctic Ocean, and they also show seasonal variations. Consequently, a wide range of different types of
motion are found: from a rigid body motion of thick ice in the central Arctic to a complex system of ice floes
in the marginal ice zone (MIZ).
The structure of an ice cover results from the interplay of thermodynamics and dynamics. Thermodynam-
ics changes ice thickness through the ice growth and melt as determined by the heat balance. The heat
balance, on the other hand, depends on the ice thickness. The ice thickness also affects the deformation
of ice cover under atmospheric and oceanic forcing. Deformation results from dynamically driven differ-
ential motion between material ice particles. The term deformation can be used in the context of the hori-
zontal differential motion of the ice pack, which can be determined from buoy arrays or time series of
images. The term deformation can also be used for the vertical processes of ridge formation and rafting.
Here we use the term in its horizontal reference, where also ridging and rafting are seen only as differen-
tial motion.
Horizontal deformation can be associated with concentration changes, including opening of leads as well
as ridging and rafting, but pure shear deformation with no concentration change or thickness increase is
also possible. However, the presence of deformation requires the presence of fractures, leads or sliplines
between the material particles. The opposite does not hold, and a large collections of discrete floes can
move as coherent aggregates.
The intensity of deformation increases with the increasing intensity of driving forcing. When an intense
phase ends and the heat balance is negative, fractures, leads and sliplines refreeze. Bouillon and Rampal
[2015b] introduced a term healing to describe this process which is the more effective the lower the tem-
peratures. In general, the smaller components of the ice cover bond into larger entities, and the floe interfa-
ces become difficult to distinguish.
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Numerous studies have shown changes in the Arctic sea ice cover: air temperature has been increasing
[Serreze et al., 2009; Bekryaev et al., 2010], and both ice thickness [Kwok and Rothrock, 2009; Renner et al.,
2014] and sea ice age have shown a decrease [Comiso, 2012]. As a result, an increase of sea ice drift speed
and strain rates has been observed [Rampal et al., 2009; Spreen et al., 2011]. All these changes suggest more
intense deformations in the future.
In this study we calculated sea ice deformations from the ship radar images recorded on board R/V Lance
during the N-ICE2015 campaign [Haapala et al., 2017]. Ship radar images cover an area of 15 km 315 km
with a very high temporal (1 min) and spatial resolution (12.5 m). Differential ice motion was obtained by
calculating the trajectories of individual, identifiable objects from a sequence of the ship radar images. High
temporal resolution and the subpixel scale tracking method [Karvonen, 2016] allowed us to study deforma-
tions on much smaller length scale (50 m to 5 km) and time scale (10 min to 24 h) than has been possible
in previous studies on Arctic sea ice deformations. They are mainly based on buoy data with a temporal
scale of 1 h [Rampal et al., 2008; Hutchings et al., 2011] or satellite-derived RADARSAT Geophysical Proces-
sor System (RGPS) data with a temporal scale of days [Kwok, 1998; Marsan et al., 2004; Stern and Lindsay,
2009] covering the spatial scales of approximately 10 km to 1000 km.
During the N-ICE2015 campaign, sea ice north of Svalbard was studied in 4 drifting ice stations that lasted
in total nearly 5 months [Granskog et al., 2016]. The data cover the period from the coldest winter to sum-
mer melt and the regions from the compact pack ice to the MIZ. In this paper, we present sea ice deforma-
tions calculated using several time and length scales, and show how the deformation rate depends on
them. The intermittent and localized nature of sea ice deformation is examined by determining the impact
of the time scale on the length scale dependence, as well as the impact of length scale on the time scale
dependence of deformation rate. Also, we examine how the sea ice deformation rate and its length scale
dependence is affected by external factors, air temperature and distance to the ice edge.
2. Data
We studied small-scale sea ice deformations using ship radar images collected during the N-ICE2015 cam-
paign that lasted from January to June in 2015. During the campaign, sea ice north of Svalbard was studied
in 4 consecutive ice stations, referred as Floes 1–4. All the time related references to Floes refer to the mea-
surement periods of these ice stations, not to the life time of any ice floe. In each Floe, R/V Lance was frozen
in and drifting with the surrounding ice pack. The drift tracks of Floes 1–4 are shown in Granskog et al.
[2016]. The duration of Floes varied from about 10–40 days and in total the data cover nearly 5 months.
The ship radar was instrumented with an independent server for the digitization of radar images. The radar
server system and the image processing is described in Karvonen [2016]. Temporal median filter (15–20 s)
was applied to the raw data, and, in this work, we used these preprocessed images with interval of 1 min.
Radar images cover the area of 15 3 15 km with a resolution of 12.5 m. Examples of ship radar images can
be seen in Figure 1.
The orientation of the original ship radar images follows the orientation of the ship in such a way that the
bow of the ship is always pointing to the left in the image (Figure 1). Since the ship was frozen in the sur-
rounding ice pack, the rotation of the ice pack led to the rotation of the ship and thus to the rotation of the
ship radar images. In this study, we are interested in sea ice deformation, defined as shear and divergence,
and the total deformation rate as a product of the two. These are determined by the differential velocities
of ice objects. Therefore, the correction to compensate the rotation of the images is not necessary, but it is
considered as a potential source of additional error. We used the original images without rotation
correction.
We calculated the trajectories of ice objects with the virtual buoy (VB) tracking method developed by
Karvonen [2016]. The algorithm finds objects that can be identified reliably enough. These VBs are followed
in the sequence of radar images as long as possible. VBs are lost when they drift out from the study area or
when their detection is no longer reliable enough. Once the number of VBs has dropped below the defined
cut-off value, the algorithm finds new VBs and adds them to the old ones. As described in Karvonen [2016],
the uncertainty of the VB position is the smallest when the tracking is done with a short time interval
between successive images. For the time interval of 10 min, the error in VB position is approximately 3 m
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[Karvonen, 2016]. For the 1 min time interval used in this study, this error is equal or smaller. There are some
short gaps in the obtained time series. They are due to temporary disturbances in the ship radar images,
and mainly caused by changes in the radar settings or helicopter flights.
We utilized the wind (at 10 m level) and air temperature (2 m level) measured on a meteorological tower
moored on each ice Floe approximately 300–400 m away from the ship [Hudson et al., 2015]. During each
Floe, ice and snow thickness was measured repeatedly [R€osel et al., 2016].
3. Deformation Calculation Method
We calculated deformation rate from 10 min average positions of VBs. We used the Delaunay triangulation
method to form triangles from VBs. In order to study the time and length scale dependency of deformation
rate, we calculated deformation rate using several time intervals and triangle size groups. The time intervals
longer than 10 min (1 h, 3 h, 6 h and 24 h) were obtained as subsampling of the 10 min position time series.
Due to the largely varying lifetime of VBs, we formed a new set of triangles at the beginning of each time
step. Each time, six different size groups of triangles were formed by setting different minimum distance for
the VBs for triangulation. We applied a shape criteria of triangles in order to avoid erroneous high deforma-
tion rates caused by distorted cells. The minimum angle of a triangle corner that we include in the analyses
is 158.
The shear, divergence and total deformation rate are defined following Kwok et al. [2008] and Bouillon and
Rampal [2015a]:
shear5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðux2vyÞ21ðuy1vxÞ2
q
(1)
div5ux1vy ; (2)
total5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2shear1
2
div
q
; (3)
where ux ; uy ; vx and vy are the spatial derivates of the displacement. ux is approximated as
ux5
1
A
Xn
i51
ðui111uiÞðyi112yiÞ; (4)
where A is the area of triangle, i is the index of a corner of triangle, n5 3 and n1151. Similar approximation
is applied to other derivates.
Deformation rate depends on the distances of the corner points of triangles (at the time t), their velocities
(calculated from their positions at times t and t21), and the area of the triangle (at the time t). This means
Figure 1. Ship radar image at (a) 25 January 01:00, (b) 8 February 01:00 and (c) 10 May 01:48. Red line in Figures 1a and 1b shows the line of damage, along which the opening of wide
lead was initiated on 7 February. For better view of the lead opening, a level ice area that can be clearly identified both in Figures 1a and 1b is marked with yellow patch. Red lines in
Figure 1c show the lines of damage that were formed during the deformation period at the beginning of Floe 3 (25–30 April). The breakup of Floe 3 (4 June) occured along the same
lines. In all the images, the ship is located in the center. The images have been cropped and cover an area of approximately 9 km 39 km.
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that each deformation rate value is the product of two consecutive time instants only and does not have a
history. Therefore the reset of triangulation does not affect the reliability of the calculated deformation
rates.
The uncertainty of calculated deformation rate can be estimated as the propagation of position error. First,
we need an estimate of the error of area of triangles, rA. This can be calculated as
rA52
ffiffiffi
2
p
N
ffiffiffi
A
p
rx (5)
[Hutchings et al., 2012], where A is the area, N is the number of corners in the array (N5 3) and rx is the error
of position. The error of area becomes negligible, when A 8N2r2x [Hutchings et al., 2012].
Deformation rates are calculated from 10 min average positions of VBs. For stationary situation, this averag-
ing reduces the error to 1=
ffiffiffiffiffi
10
p  0:32 times the error of 1 min position, i.e., from 3 to 1 m. Since this
does not fully aply to averaged position of moving object, we conduct the error analyses for both rx51 m
and rx53 m. For rx51 m (rx53 m) we get a lower limit of the area A70 m2 (650 m2) and of the length
scale L9 m (25 m), for which we can effectively resolve the deformation rate. In our analysis, we have
included triangles with L  50 m. For the size of our smallest triangles (L5 50 m), equation (5) gives us the
noise to signal ratio of rA
A
50:17 (0.51), and this ration decreases as A increases.
The strain rate error r can be estimated as
r

52 4
r2x
A
12
r2x
U2T2
1
r2T
T2
1
r2A
A2
 1
2
(6)
[Hutchings et al., 2012], where U is the velocity and T is the time step (10 min, 1 h, 3 h, 6 h and 24 h). The
noise to signal ratio is the highest for low drift speed, small triangles and small time step. The error in time
is negligible. For our smallest triangles (L5 50 m) and smallest time step (10 min), and for U5 0.01 m/s,
equation (6) gives a noise to signal ratio of r 50:58 (1.7). This ratio decreases to <0.35 (1.07) as the time
steps increases to  1 h.
When the triangle size increases, the noise to signal ratio r approaches
r

52
ffiffiffi
2
p rx
UT
: (7)
For U5 0.01 m/s this gives r of 0.471, 0.079, 0.026, 0.013 and 0.003 (1.414, 0.236, 0.079, 0.039 and 0.009) for
time steps of 10 min, 1 h, 3 h, 6 h, and 24 h, respectively. All the ratios r decrease with increasing drift
speed.
Increase in the time interval and drift speed lowers the noise to signal ratio r , but the obtained deformation
rate field may be a poorer representation of the real situation. This is due to the small areal coverage of the
ship radar images. The triangulation can be done only for the VBs that remain identifiable and in the radar
range between the two consecutive times considered. During the days when the there is significant defor-
mation near the edge of the radar image, loss of VBs may lead to the incomplete areal coverage of the trian-
gles. This may cause bias in and lower the quality of the deformation fields of the longest time intervals, 6 h
and 24 h, on some days.
4. Results
4.1. Deformation Time Series
The hourly time series of the total deformation rate, shear and divergence of Floes 1–4 are shown in
Figures 2–5. We show both net divergence (average of the divergence of all triangles) and absolute diver-
gence (average of the absolute divergence value of all triangles). Most of the time, the net divergence is
close to zero, as both divergence and convergence occur simultaneously in the area covered by the ship
radar images. In contrast to shear and absolute divergence, significant values of net divergence are found
only as short peaks. The absolute divergence is clearly higher than the net divergence, but still lower than
shear throughout the entire study period. Overall, shear accounts for 73% of the total deformation rate. The
dominance of shear is in agreement with previous studies [Stern and Moritz, 2002].
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Following the storm categorization by Cohen et al. [2017], Floe 1 experienced two major storms (wind
speed> 8 m/s for a period longer than 3 h together with a air pressure drop of 5 hPa in 6 h). During the first
storm, 3–9 February, the deformation rate remained on a high level and followed the variation of wind and
drift speed. The change in the wind direction on 6 February did not cause any distinct signal in the defor-
mation rates. However, the wind blowing from north led to a drift toward the ice edge, and divergence on
a larger scale, observed by simultaneous buoy array [Itkin et al., 2017]. Consequently, in the direction of the
drift, ice concentration decreased, and the distance from R/V Lance to the nearest area with the concentra-
tion of< 90% started to decrease (Figure 2e). During this phase, one wide lead opened in the ship radar
range (Figure 1), with some back and forth motion, resulting in peaks in net divergence on 8–10 February.
From 11 to 15 February the deformation rate stayed very low despite of significant drift, most likely due to
the looser ice pack.
Another storm arrived on 15 February. During the first 2 days, the deformation rate remained low compared
to the wind speed reaching 20 m/s. On 17 February, the deformation rate increased quickly to a very high
level. By this time, the wind speed had already decreased to about 10 m/s, and there was no such change
in the wind or drift direction that could have explained this strong increase in the deformation rates leading
to the breakup of Floe 1. Within approximately 24 h, the entire ice pack in the ship radar range broke into
Figure 2. Hourly time series of (a) wind and drift direction, (b) wind and drift speed, (c) deformation rate, (d) air temperature and
(e) distance to the ice edge during Floe 1. Wind and drift directions show where the wind and drift vectors are pointing. c shows the total
deformation rate, shear, net divergence and absolute divergence. Net divergence is the average of the divergence of all triangles, and
absolute divergence is the average of the absolute values of divergence of all triangles. In e, Dist 1 is the distance to the ice edge, and Dist
2 the distance to the nearest area with concentration <90%.
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small floes and dispersed. This suddenness of the breakup, the resulting small size of floes and the rapid-
ness of dispersion were most likely due to the vicinity of the ice edge, and to the impact of swell.
Previously damaged areas can be seen in the ship radar images as lighter color due to higher surface rough-
ness. These lines of damage (LD) form a dense and complex matrix (Figure 1). All the deformation events
were initialized along these already existing lines, and, during intense deformation events, the matrix of the
LDs was partly reorganized and new LDs were formed. Previous studies have shown that large scale defor-
mations are concentrated along narrow lines, often referred to as linear kinematic features (LKF). LKFs are
large scale features which typically have a spacing of the order of tens of kilometers, remain for a few days
and lengthen into the basin-scale [Hutchings et al., 2005]. LDs that we find in ship radar images differ from
LKFs by clearly smaller spacing, 0.1 to 1 km. Also, LKFs are temporal features of a deformation field, while
LDs are a property of ice pack, seen in surface roughness, and remain, even when they are not active. the
LDs seen in ship radar images remind that all the observed behavior during N-ICE2015 is impacted by the
precampaign deformation history of the ice pack.
For Floe 2 (Figure 3), the deformation rate was generally lower than for Floe 1. The mean deformation rate
of Floe 2 was 0.059 and 0.026 h21 for 10 min and 1 h time intervals, while during Floe 1 it was 0.073 and
0.036 h21 for 10 min and 1 h time intervals. Floe 2 was located much deeper in the ice pack than Floe 1,
and its distance to the ice edge, l, remained greater than 200 km. Even the stormy winds from 2 to 3 March
Figure 3. Hourly time series of (a) wind and drift direction, (b) wind and drift speed, (c) deformation rate, (d) air temperature and
(e) distance to the ice edge during Floe 2. Wind and drift directions show where the wind and drift vectors are pointing. c shows the total
deformation rate, shear, net divergence and absolute divergence. Net divergence is the average of the divergence of all triangles, and
absolute divergence is the average of the absolute values of divergence of all triangles. In e, Dist 1 is the distance to the ice edge, and Dist
2 the distance to the nearest area with concentration <90%.
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caused only a very slight increase in the deformation rates. It was only at the end of the duration of Floe 2,
when an intense storm caused heavy deformations in the entire area of the ship radar range. Contrary to
the ending of Floe 1, breaking occurred far from open water (l  200 km) and the broken ice pack did not
disperse.
Floe 3 lasted the longest, 40 days. During this period, intense deformation occurred only during the first
few days and at the very end when Floe 3 broke (Figure 4). Between these events, the deformations in the
range of the ship radar were largely limited to a lead in the peripheral area of the ship radar images. The
lead remained active during most of the duration of Floe 3. Even the peak in the wind speed (15 m/s) and
drift speed (0.4 m/s) from 21 to 23 March did not produce any significant signal in the deformation rate.
The mean deformation rate of Floe 3 was 0.071 and 0.034 h21 for 10 min and 1 h time intervals.
During the intense deformation at the beginning of Floe 3, the ice field broke into small floes. This occurred
along existing LDs. However, the broken ice field in the ship radar range did not disperse. When the wind
calmed and the intense deformation period ended by 1 May, the resulting ice field was a new composite of
the same ice as before the deformation event. This composition of Floe 3 remained for over 1 month, until
the final breakup in the beginning of June. The ship radar images revealed the breakup to be an inverse
event of the formation of this composition of Floe 3: the breaking occurred along the lines where smaller
floes had been attached together one month earlier (Figure 1c). By the time of the breakup, Floe 3 had
Figure 4. Hourly time series of (a) wind and drift direction, (b) wind and drift speed, (c) deformation rate, (d) air temperature and
(e) distance to the ice edge during Floe 3. Wind and drift directions show where the wind and drift vectors are pointing. c shows the total
deformation rate, shear, net divergence and absolute divergence. Net divergence is the average of the divergence of all triangles, and
absolute divergence is the average of the absolute values of divergence of all triangles. In e, Dist 1 is the distance to the ice edge, and Dist
2 the distance to the nearest area with concentration <90%.
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drifted very close to the ice edge (l  40 km), and contrary to the event at the beginning, the broken ice
field dispersed quickly.
Floe 4 represents conditions very different from those of the other Floes: summer ice undergoing intense
melting and drifting with a high speed close to the ice edge. During the whole duration of Floe 4, the ship
radar showed fast motions in an assembly of floes, and data from Floe 4 clearly represents the MIZ. Conse-
quently, the mean deformation rate was very high: 0.140 and 0.080 h21 for 10 min and 1 h time interval.
Conditions for Floes 1–4 differ from each other, and also varied largely throughout the duration of each
Floe. Wind speed and direction, air temperature and the drift of the Floes, varied in the hourly time scale
(Figures 2–5). The distance to the ice edge and the sea ice concentration showed variation in the time scale
of days. Variation in ice thickness occurred over such a long time scale, that over the duration of each Floe
it can be assumed to have negligible effect on deformations. Only Floe 4 experienced intense melting, but
the duration of that Floe was also very short. The mean ice thickness in the vicinity of R/V Lance was fairly
similar in all the Floes 1–4: 1.5 m, 1.2 m, 1.4 m and 1.4 m, respectively [R€osel et al., 2016]. All these values are
clearly lower than the typical thickness of Arctic sea ice examined in most of the previous deformation stud-
ies. the ice was also young, mostly FYI and SYI.
The distance to the ice edge (l) at the start point of the drift differed from Floe to Floe, and l also varied,
generally decreased throughout the duration of each ice Floe (Figures 2–5). Presumably, this affects the
Figure 5. Hourly time series of (a) wind and drift direction, (b) wind and drift speed, (c) deformation rate, (d) air temperature and
(e) distance to the ice edge during Floe 4. Wind and drift directions show where the wind and drift vectors are pointing. c shows the total
deformation rate, shear, net divergence and absolute divergence. Net divergence is the average of the divergence of all triangles, and
absolute divergence is the average of the absolute values of divergence of all triangles. In e, Dist 1 is the distance to the ice edge, and Dist
2 the distance to the nearest area with concentration <90%.
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deformation process due to lower internal stress and increased impact of swell. Therefore, we found it nec-
essary to consider the distance to the ice edge when we examined the dependence of deformation rates
on wind and drift speed. We divided the data into three clusters with respect to the distance to the ice
edge: l< 100 km, 100 km <l < 200 km and l> 200 km. Figure 6 shows the relation between wind and drift
speed, and the corresponding value of total deformation rate for these three clusters of l. All the values are
daily averages. In all three clusters (0–100 km, 100–200 km and over 200 km), wind and drift speed show
high correlation (0.88, 0.85 and 0.91, respectively). However, the drift to wind ratio, the wind factor,
decreases as the distance to the ice edge increases. The average wind factors of the three clusters are 0.05,
0.04 and 0.03, respectively. These values are high, probably increased by the surface current in the region
[Quadfasel et al., 1987]. Even deepest in the ice pack, l> 200, the obtained wind factor is greater than typical
estimates for free drift (2.5% of surface wind [Lepp€aranta, 2005]). The highest daily deformation rates are
found closest to the ice edge. This cluster with the shortest distance to the ice edge (l< 100 km) differs
from the two others also when we compare the conditions leading to high deformation rates. With 100 km
<l < 200 km and l> 200 km, the high deformation rates were connected to high wind and drift speed, but
with l< 100 km very intense deformation occurred also with low wind and drift speed. This difference may
be enhanced as the data in the cluster with l< 100 km is largely from late spring.
In addition to the wind speed, the wind direction may have a significant impact on sea ice deformation. Fig-
ure 7 shows the daily mean wind speed and direction, and the corresponding net divergence, shear and
total deformation rate. The data are clustered with respect to the distance to the ice edge, similarly to Fig-
ure 6, described above. Overall, there is no prominent connection between wind direction and sea ice
deformation rate. As described earlier, in the cluster closest to the ice edge (l< 100 km) intense deformation
was observed even with low wind speed (Figure 6). Figure 7 shows that these events of intense deformation
occurred also with varying wind directions. In this cluster, we can not see any significant wind direction
dependence, not even in the divergence. Deeper in the ice pack (100 km <l < 200 km and l> 200 km),
some level of dependence on the wind direction appears, as the most intense deformation occurred when
wind was directed from 310 to 20 . These northerly winds mean situations of wind blowing from the
central ice pack toward the open ocean. In the distance of 100–200 km from the ice edge, the majority of
significant divergence occurred during these northerly winds. In the cluster of l> 200 km, the net diver-
gence was generally very low, and the situation was contrary: the only day with significant divergence had
southerly wind, while the highest convergence occurred during northerly wind. However, when interpreting
the results in Figure 7, we have to keep in mind that for the high wind speeds, all wind directions are not
equally represented.
4.2. Length and Time Scale Dependency
Sea ice deformation is known to be a highly localized and intermittent process. The total deformation rate,
tot, follows the power law with respect to both the length (L) and time scale (s): tot  L2b and tot  s2a.
Also, the length scale dependency of sea ice deformation rate depends on the time scale in which it is stud-
ied, and similarly the time scale dependency depends on the length scale considered [Rampal et al., 2008].
Figure 6. Relation between wind and drift speed and corresponding total deformation rate. Circles denote the daily average of wind and drift speed, and the color of the circles shows
the corresponding total deformation rate. The data are divided into three clusters with respect to the distance to the ice edge: (a) l< 100 km, (b) 100 km <l < 200 km, and (c)
l> 200 km.
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Therefore, b5bðsÞ and a5aðLÞ. As we calculated the deformation rate using 6 different size groups of trian-
gles and 5 different time intervals, we can study these dependences.
The majority of previous studies have examined the length scale dependency and determined b, while the
time scale dependency (a) has been discussed less. In the RGPS-based Arctic studies covering length scales
from 10 to 1000 km with 3 day time interval, b was found to be in the range of 0.15–0.45 [Marsan et al.,
2004; Stern and Lindsay, 2009]. b has been shown to follow seasonal and regional variation with the greatest
magnitudes in the summertime [Marsan et al., 2004], and in the areas with a low MYI fraction [Stern and
Lindsay, 2009]. Rampal et al. [2008] studied the deformation from buoy dispersion and covered the length
scales of 1–300 km and the time scales of 1 h to 1 month. They showed, that b increases with decreasing
time scale and a increases with decreasing length scale.
The exponent b was obtained from a least square fit to the average deformation rates of different-sized tri-
angles in log-log space (Figures 8a and 8b). This was done separately for all the time intervals and the
obtained fits of the whole study period are shown in Figure 8c. Both the level of the deformation rate and
the length scale dependency decreases clearly with an increasing time interval. As Figure 8d shows, b drops
from 0.82 to 0.52 as the time interval increases from 10 min to 24 h, and its value for longer time intervals
can be estimated from the line fitted. However, for s5 24 h, bmay be affected by the small size of the study
domain, as described in section 3. Therefore, Figure 8d includes two fits: the black dashed line is obtained
using all the time intervals (10 min to 24 h) and the red dashed line results from the time intervals from 10
min to 6 h. For s5 3 d, the time interval of RGPS data, these two fits give b of 0.38 and 0.43.
Total deformation rate of Floes 1, 2 and 3 show similar length scale dependence, although the mean defor-
mation rate was lower for Floe 2. For Floes 1, 2 and 3 b is 0.83/0.74, 0.82/0.72 and 0.84/0.75 for the time
interval of 10 min/1 h (Table 1). Floe 4 represents very different conditions from those of the other Floes. As
a result, both the deformation rate and the magnitude of b (0.89/0.84 for 10 min/1 h) are greater than for
the other Floes. The greater magnitude of b indicates that the internal stress is transmitted over shorter dis-
tances, which corresponds well with the behavior of weak summer ice close to the ice edge.
Figure 7. The daily mean wind speed and direction, and the corresponding net divergence (color of the circles in Figures 7a–7c), shear (color of the circles in Figures 7d–7f) and total
deformation rate (color of the circles in Figures 7g–7i). The data are divided into three clusters with respect to the distance to the ice edge: (a, d, g) l< 100 km, (b, e, h) 100 km <l < 200
km, and (c, f, i) l> 200 km.
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Figure 8. The total deformation rate (h21) of different-sized triangles with (a) 10 min and (b) 1 h time interval. Different triangle size
groups are presented with different colors, and white circles denote the averages of the groups. Black lines show the least squares fits of
the average deformation rates in log-log space. The uncertainty of b, rb , is estimated using the bootstrap method (with 10,000 repetitions)
as a standard deviation of values obtained by bootstrap repetitions. (c) The obtained least square fits for all the time intervals (10 min, 1 h,
3 h, 6 h, and 24 h) and (d) the magnitudes of b. For all these fits, the square correlation R2  0:97. (e) The mean deformation rates of each
size group at different time intervals, and the least square fits (colors of the lines correspond to the colors in a and b). For all these fits, the
square correlation R2  0:98. (f) The exponents of fitted lines in Figure 8e.
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An impact of distance to the ice edge l was found in the overall deformation rates (Figure 6). We looked for
the impact of l on the length scale dependence as well. As we wanted to estimate the impact of l, we
needed to ensure that other factors are not causing bias in the comparison. Therefore, we chose to use
data from Floe 1 and 2 only. They both clearly represent winter conditions and show similar length scale
dependence. Also, we only included cases when the wind speed was< 8 m/s and the air temperature
below 215C. Data were divided into three clusters with l< 150 km, 150 < l < 200 km and l< 200 km. The
mean wind speeds of the cases in these clusters were similar: 6.0 m/s, 5.8 m/s and 5.5 m/s, respectively. The
corresponding mean air temperatures were231C,233C and 226C.
Both the level and the length scale dependence of deformation rate decrease when going deeper into the
ice pack (Figure 9). The obtained power law scaling exponents have magnitudes of 0.78, 0.74 and 0.69
(s5 1 h). The differences between neighboring clusters, 0.04–0.05 are small, but clearly greater than the
estimated errors (0.003, 0.007 and 0.006). The difference in the deformation rate level between clusters
l< 150 km and 150 < l < 200 km is small, but the cluster with l> 200 km differs from these two as the
overall deformation rate is clearly lower.
In addition to the distance to the ice edge, we wanted to look for the impact of air temperature on defor-
mation rate and length scale dependence. Oikkonen et al. [2016] found a quick response to air temperature
in small-scale deformations of Baltic Sea ice. This quick response was assumed to be connected to weaker
healing of damages during warm days, which lowers the ice pack strength already in a clearly shorter time
than the ice mechanical stress responds to changes in air temperature.
The ship radar data represent a large variety of conditions, and, in order to avoid bias caused by other fac-
tors, we limited the data included in this analyses to Floe 2, for which the distance to the ice edge remained
greater than 200 km. Also, we included only the cases with wind speed of <8 m/s. We conducted power
law scaling for three temperature ranges: T > 210C, 225C<T < 210C and T < 225C. The mean wind
speed of the cases included in these three clusters are 5.5 m/s, 5.4 m/s and 5.0 m/s, respectively. Also, the
mean distance to the ice edge is similar in all three clusters: 226 km, 240 km and 235 km.
The level of deformation rate is clearly lowest during the coldest days with T < 225C (Figure 10). The dif-
ference between two other clusters is small, but again colder days show lower deformation rates. The
power law scaling exponent does not show any trend. The obtained values are 0.77, 0.79 and 0.78 (s5 1 h)
Table 1. The Mean Deformation Rate, tot (h
21), and the Power Law Scaling Exponent b of the Ice Floes 1–4 Period
Floe 1 Floe 2 Floe 3 Floe 4
10 min tot (h
21) 0.073 0.059 0.071 0.140
b/rb 0.83/0.001 0.82/0.004 0.84/0.001 0.89/0.003
1 h tot (h
21) 0.036 0.026 0.034 0.080
b/rb 0.74/0.004 0.72/0.009 0.75/0.004 0.84/0.008
Note: rb is the uncertainty of b.
Figure 9. (a–c) Power law scaling of deformation rate with varying distance to the ice edge l (Floe 1 and 2). The comparison is made for three clusters with different l: l < 150 km, 150
< l < 200 km, and l > 200 km. Deformation rates are calculated with 1 h time step. Different triangle size groups are presented with different colors, and white circles denote the aver-
ages of the size groups. Black lines show the least squares fits of the average deformation rates in log-log space. 95% confidence interval of the fit is shown with white dashed lines. The
uncertainty of b, rb , is estimated using the bootstrap method (with 10,000 repetitions) as a standard deviation of values obtained by bootstrap repetitions. In the analyses, only the cases
with wind speed< 8 m/s and air temperature <215C were included. All the obtained slopes are shown in Figure 9d.
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for the three clusters from the warmest to the coldest. During Floe 2, the air temperature alternated between
235C and 0C (Figure 3). The data in all three temperature clusters consist of 3–4 periods, each of them last-
ing 1–4 days only. Thus, the observed differences in the level of deformation rate (Figure 10d) reflect the
response to air temperature in a time scale of  few days, and, therefore, are more likely connected to the
effectiveness of the healing process rather than to the changes in the ice mechanical strength.
4.3. Localization of Deformations
Power law scaling of the total deformation rate shows how the deformation rate depends on the length
scale (Figures 8–10), reflecting the localized nature of the sea ice deformation. The localization of deforma-
tions can be studied by calculating the fractional area Af (the percentage of the total area) that accommo-
dates a certain percentage of the largest deformation rates. This approach has been used in Stern and
Moritz [2002] and Marsan et al. [2004]. We follow this approach, but in addition the overall mean value of
the fractional area, we look for the connection between localization and intensity of deformations. Also, we
study the localization separately for total deformation rate, shear and absolute divergence, and with several
time intervals.
We conducted the localization analysis only for Floe 1 and 2, which represent fairly similar winter conditions
and show similar length scale dependence (b50:83=0; 74 and b50:82=0:72 for 10 min/1 h, respectively). Af
was calculated for each day from all the triangles with L< 2000 m, separately for all the time intervals from
10 min to 24 h. The mean values of Af of all time intervals are shown with blue circles in Figure 11 for the
Figure 10. (a-c) Power law scaling of deformation with varying air temperature T (Floe 2). The comparison is made for three cluster with different T: T > 210C, 225C<T < 210C and
T < 225C. Deformation rates are calculated with 1 h time step. Different triangle size groups are presented with different colors, and white circles denote the averages of the size
groups. Black lines show the least squares fits of the average deformations in log-log space. 95% confidence interval of the fit is shown with white dashed lines. The uncertainty of b, rb ,
is estimated using the bootstrap method (with 10,000 repetitions) as a standard deviation of values obtained by bootstrap repetitions. In the analyses, only the cases with wind
speed< 10 m/s were included. All the obtained slopes are shown in Figure 10d.
Figure 11. The fractional area that accommodates the largest 15% of (a) overall total deformation rate, (b) absolute divergence and (c) shear. The fractional area is calculated with the
time intervals of 10 min, 1 h, 3 h, 6 h and 24 h. Examination is conducted separately for the whole data of Floes 1 and 2, and for the days of intense deformation (determined as days
when the mean deformation rate was> 1.5 times the whole period mean).
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total deformation rate (a), absolute divergence (b) and shear (c). For all these, the fractional area increase
with increasing time interval, meaning that the localization of the sea ice deformation is captured better
with smaller time intervals. These values are close to the fractional area (1.6%) reported for the length scales
of 13–20 km by Marsan et al. [2004], but clearly larger than their estimation for smaller length scales. How-
ever, their values represent an Arctic-wide average in a time scale of days, while our results reflect very local
conditions.
In addition to the time scale, localization depends also on the level of deformation rate. Red triangles in Fig-
ure 11 denote Af during the days of intense deformation, defined as days when the mean deformation rate
was> 1.5 times the whole period mean. In all the time scales studied, Af is increased during the days of
intense deformation. This is found in the total deformation rate as well as in the shear and divergence.
Deformations are less localized at the times of intense deformations. This indicates that the increase in the
mean deformation rate results from an increase in the number of cells with significant deformation, rather
than from an increase in the deformation rate of the cells with the largest deformations.
The time series in Figures 2 and 3 show how the level of divergence is clearly lower than the level of shear.
Figure 11 reveals that these two types of deformations differ also in terms of localization: divergence is gen-
erally a more localized process than shear.
5. Discussion
Our largest length (5 km) and time scales (24 h) are smaller than covered in RGPS-based studies of Arctic
sea ice deformation [Marsan et al., 2004; Stern and Lindsay, 2009]. However, when we know how total defor-
mation rate depends on the length and time scale, we can compare our results with these previous ones.
When we extrapolate the length scale dependences obtained for 1 h and 24 h interval (Figure 8c) up to L
 10 km, we get a prediction of total deformation rate of 0.12 day21 and 0.05 day21 for these time inter-
vals, respectively. These values are on a comparable level with the ones found in the Weddell Sea from the
buoys with s5 1 h [Hutchings et al., 2012] and in the Arctic from the RGPS data with s5 3 days [Marsan
et al., 2004; Stern and Lindsay, 2009] for the same length scale.
During the N-ICE2015 campaign, also buoy arrays with the length scales from 2 to 100 km were deployed
[Itkin et al., 2015]. R/V Lance and our study area were located in the center of the arrays. The time series of
deformation rate obtained from the buoy arrays cover the duration of Floe 1 and 3. During the duration of
Floe 1, the smallest length scales of the buoy array (L  5–10 km) and the largest scales of the ship radar
data (L  2–5 km, s5 1 h) had a same mean deformation rate, 0.01 h21. During the duration of Floe 3, these
two data sets showed very different results: the mean deformation rate of 0.06 h21 from the buoy array and
0.01 h21 from the ship radar data. Also, the divergence of the buoy array showed a distinct oscillation with
subdaily periodicity, possibly a tidal signal [Itkin et al., 2017], which was not found in the deformation rate
time series from the ship radar. As described in section 4.1, during Floe 3 the drift speed was fairly high, but
the ice pack in the ship radar range was largely drifting coherently. Excluding the intense deformation peri-
ods at the beginning and at the end of Floe 3, the differential motion in the ship radar range was mainly
limited to action at one lead. This peculiar behavior is very likely associated to the vicinity of the ice edge,
since such a long period ( 1 month) with high drift speed but no significant deformation would be unlikely
to occur in the central ice pack. The simultaneous buoy array covered a larger area than the ship radar
images and captured more deformations. Therefore, we believe that during Floe 3 the very local conditions
were dominating, and thus the results differ clearly from the deformation observed with the larger scale
buoy array.
The length scale dependence of deformation rate was found to strongly depend on the time scale (Figure
8d). Similar behavior was reported by Rampal et al. [2008]. From the Arctic RGPS data, b has been found to
be in the range of 0.15–0.45, with the greatest magnitude in the summertime [Marsan et al., 2004], and in
the areas with a low MYI fraction [Stern and Lindsay, 2009]. For s5 3 d, the time interval of RGPS data, the
two fits in Figure 8d give b of 0.38 and 0.43. These values represent thin first and second year ice, and can
be compared to the higher end of the b range of RGPS studies. Thereby, the magnitude of b found for s of
10 min to 24 h is in good agreement with the results reported for s5 3 days in Marsan et al. [2004] and
Stern and Lindsay [2009]. This also indicates, that the length scale dependence that previously has been
found for L  10–1000 km [Marsan et al., 2004; Stern and Lindsay, 2009] extends down to 50 m. On the other
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hand, all the values of bðs51 h) reported here (0.68–0.84) are of clearly greater magnitude than what was
found in the Weddell Sea from the buoy array with 1 h time interval and covering L  5–50 km (b50:21)
[Hutchings et al., 2012].
Simultaneous N-ICE2015 buoy arrays (s5 1 h) showed somewhat smaller values of b (0.37–0.54) [Itkin et al.,
2017] than the ship radar data. Also, the buoy arrays showed a clear seasonal pattern with an increasing
magnitude of b from winter to summer [Itkin et al., 2017], which we cannot find in the small-scale deforma-
tions in the ship radar range. The transition from winter to spring conditions occurred during Floe 3 as the
air temperature showed a clear increase from mid-May onward (Figure 4). However, as described earlier, the
very local conditions were dominating for Floe 3 and the seasonal signal remained thereby hidden.
Previous studies have concluded that the majority of deformation is brittle in the central Arctic [Marsan
et al., 2004; Rampal et al., 2008; Stern and Lindsay, 2009]. The failure of sea ice is found to transit from ductile
to brittle when the strain rate total > 10 day
21 [Weiss, 2013]. By downscaling the obtained length scale
dependence of Floe 2, which represent conditions closest to the central Arctic, we find the mean deforma-
tion rate exceeding 10 day21, the transition from ductile to brittle behavior, when L < 10 m for s5 1 h.
Marsan and Weiss [2010] showed that another feature of brittle deformation is a space/time scaling symme-
try, bðsÞ  2cln ðsÞ and aðLÞ  2cln ðLÞ, where c represents the strength of the coupling. This type of sym-
metry is found also in Figures 8d and 8f, where both black slopes show a trend of c5 0.06 which is close to
value (0.10) presented by Marsan and Weiss [2010] for larger scale buoy disepersion.
The MIZ differs clearly from the central ice pack, and the mechanical behavior changes from elasto-brittle to
more granular-like [Weiss, 2013]. Since the granular medium, the assembly of floes, can still transmit forces,
the deformation rates follow the power law scaling [Weiss, 2013]. This is the case for Floe 4, which clearly
represents the MIZ: the deformation rates are found to exhibit scaling, but with exponent b of high magni-
tude (0.84 for s5 1 h), indicating that forces are transmitted over shorter distances.
6. Conclusions
We studied sea ice deformation using ship radar images recorded onboard R/V Lance during the N-ICE2015
campaign. With the ship radar data we were able to calculate deformation rates on smaller length and time
scales than those previously studied in the Arctic. Also, the ship radar images provide valuable new informa-
tion about the structure and history of the ice pack. The deformation history of an ice floe was found to
have a strong influence on further deformations as the deformation events were initialized along the lines
of previous damages. Despite of the healing process, LDs remained weaker than thermodynamically grown
level ice, even during the coldest winter.
Deformation rate was calculated using 5 different time intervals and 6 different length scales. The sea ice
deformation rate shows strong dependence on both time and length scale. The mean total deformation
rate with 1 h time interval is approximately 50%, and the mean with 24 h time interval approximately 10%,
of the mean total deformation rate obtained with 10 min interval. For Floes 1–3 we obtained mean defor-
mation rates in the range of 0.06–0.07 h21 for interval of 10 min and 0.03–0.04 h21 for interval of 1 h. When
considering the obtained time and length scale dependency of the deformation rate, we can conclude that
these values are on a comparable level with the ones previously reported in the Arctic [Marsan et al., 2004;
Stern and Lindsay, 2009; Rampal et al., 2008] and Antarctic [Hutchings et al., 2012]. Floe 4 differed from other
Floes and represents the MIZ. Consequently, the mean deformation rate was approximately double com-
pared to the other Floes (0.140 h21 and 0.08 h21 with time intervals of 10 min and 1 h). Deep in the winter
ice pack (l> 200 km), high deformation rates occurred only with high wind and drift speed, while in the MIZ
they were found also during calm wind and drift conditions.
Overall, we can conclude that sea ice deformation rate exhibits scaling properties with respect to length
and time scale even on this small length scales ( 50 m to 5 km) and in very local domains (15 km 315
km). Also, the length scale dependence of deformation rate depends strongly on the time scale. For the
entire study period, the power law scaling exponent b was found to drop from 0.82 to 0.52 with the time
interval increasing from 10 min to 24 h. For the time scale of 3 days, which is used in RGPS-based studies,
our results predict b of approximately 0.4, which is in good agreement with results of Marsan et al. [2004]
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and Stern and Lindsay [2009]. This indicates, that the length scale dependence that previously has been
found for L  10–1000 km [Marsan et al., 2004; Stern and Lindsay, 2009] extends down to 50 m.
However, contrary to Stern and Lindsay [2009] and simultaneous buoy array, we did not find a seasonal sig-
nal in the length scale dependence, and b of Floes 1, 2 and 3 was very similar (0.82–0.84 for 10 min interval
and 0.72–0.75 for 1 h interval). We believe this is due to the small size of the sampling area, as the seasonal
signal was hidden under dominating local conditions. For Floe 4 in the MIZ we obtained b of clearly greater
magnitude (0.89 and 0.84 for intervals of 10 min and 1 h).
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