Elliptic optimal control problems with pointwise state gradient constraints are considered. A quadratic penalty approach is employed together with a semismooth Newton iteration. Three different preconditioners are proposed and the ensuing spectral properties of the preconditioned linear Newton saddle-point systems are analyzed in dependence on the penalty parameter. A new bound for the smallest positive eigenvalue is proved. Since the analysis is carried out in function space it will ensure mesh independent convergence behavior of suitable Krylov subspace methods such as MIN-RES also in discretized settings. A path-following strategy with a preconditioned inexact Newton solver is implemented and numerical results are provided.
INTRODUCTION
We consider optimal control problems with pointwise constraints on the gradient of the state variable as follows,
subject to − y = χ c u in Ω y = 0 on Γ = ∂Ω and |∇y| ≤ δ in Ω.
(1.1)
The main purpose of this paper is the analysis of three preconditioners for the iterative solution of (1.1). Our approach is based on a quadratic penalty approximation of the state gradient constraint in a path-following framework. The penalized problems are solved by an inexact semismooth Newton method, which can be interpreted as an inexact sequential quadratic programming (SQP) technique. Our preconditioners are symmetric and positive definite and target the solution of the linear saddle-point systems arising in each Newton step by the minimal residual method (MINRES). Other Krylov subspace methods can be used as well.
Spectral bounds currently available in the literature suggest that the smallest positive eigenvalue will go to zero when the penalty parameter tends to its limit. We provide a new theoretical bound which, at least for one of our preconditioners, shows that in fact the smallest positive eigenvalue is bounded away from zero. This agrees with our numerical observations. This result is applicable to a large class of symmetric saddlepoint matrices arising in penalty or interior-point approximations of constrained optimization problems.
The preconditioning of linear systems arising in PDE-constrained optimization problems is currently a very active field of research. Problems with inequality constraints pose particular difficulties. They inherently lead to nonlinear optimality systems, which are often solved by an outer Newton type iteration. A desirable property of preconditioners is that they perform independently not only of the size of the discretization, but also independently of the current Newton iterate. We refer to Herzog and Sachs [2010] , Rees et al. [2010] , Stoll and Wathen [2012] , Kollmann and Zulehner [2013] for preconditioners applicable to optimal control problems with inequality constraints on the control variable.
The analysis and solution of problems with state constraints is significantly more involved. This can be attributed to the fact that the corresponding Lagrange multiplier is in general only a measure. Therefore, common numerical approaches are based on an approximation of state constrained problems by penalty or interior-point methods, see for instance Ito and Kunisch [2003] , Schiela [2009] . An alternative regularization approach was introduced in Meyer et al. [2005] , the so-called Lavrentiev regularization, which leads to problems with mixed pointwise control-state constraints. Such problems were considered in Porcelli et al. [2014] and two classes of preconditioners proposed and analyzed with improved robustness w.r.t. various problem parameters. We mention that the Lavrentiev regularization approach has not been discussed for state gradient constrained problems.
In the context of penalty methods, we are aware of contributions in Herzog and Sachs [2010] , Pearson et al. [2014] , Schiela and Ulbrich [2014] where preconditioned solvers were proposed. While naturally the approximate problems become more ill-conditioned as the penalty (or interior-point) parameter approaches its limit, it is considered an important aspect of such analyses to reduce as much as possible the dependence on that parameter. This is achieved through the use of parameter dependent norms and preconditioners. Schiela and Ulbrich [2014] make a significant contribution by deriving a condition number estimate for a reduced formulation of penalized state-constrained problems of the order ε −1/2 , or even ε −1/4 in some situations. We refer the reader to Section 5 for more details and a comparison. To our knowledge, the preconditioned solution of problems with state gradient constraints has not been addressed in the literature.
As a motivation to consider (1.1), we mention cooling problems, in which temperature gradients induce internal material stresses. Another motivation involving a potential flow model is given in [Huber, 2013, Section 6.2.3] . The analysis of (1.1) was developed in Casas and Fernández [1993] , and its discretization by mixed finite elements along with an a-priori error analysis was presented in Deckelnick et al. [2009] . The numerical examples in the latter paper were obtained by an unpreconditioned solver on rather coarse meshes. We also mention that alternative formulations and discretization techniques can be found in [Rannacher et al., 2011, p.367] and Hintermüller et al. [2012] . An analysis of barrier (interior-point) methods was carried out in Schiela and Wollner [2011] .
As in Deckelnick et al. [2009] , we employ a mixed conforming discretization of lowestorder Raviart-Thomas and discontinuous finite elements. We further develop an inexact path-following penalty semismooth Newton method. For the development and convergence analysis of the semismooth Newton method, we refer the reader to Bergounioux et al. [1999] , Chen et al. [2000] , Hintermüller et al. [2002] , Ulbrich [2003] and to Ito and Kunisch [2003] as well as [Ulbrich, 2011, Chapter 8] , where it has been applied for the solution of state constrained problems. The ideal preconditioners appearing in the analysis are realized in practice by a spectrally equivalent geometric multigrid method based on Arnold et al. [1997] , or by the algebraic multigrid method AGMG (see Napov and Notay [2012] , Notay [2010 Notay [ , 2012 ). Extensive numerical results are presented.
Our paper is structured as follows. In Section 2, we present the standing assumptions for the optimal control problem and derive some analytical results for the penalized problems. We prove in particular the applicability of a semismooth Newton method. Section 3 addresses the well-posedness of the arising saddle-point systems in function space. We first consider natural norms, which correspond to a certain block-diagonal preconditioner, and trace the dependence of relevant eigenvalue bounds on the penalty parameter. A new bound on the smallest positive eigenvalue is proved. We then also analyze two families of non-standard norms which are parameter dependent but lead to significant improvements in terms of the convergence behavior. While we find it convenient to carry out this analysis in function space, our findings will have immediate implications on preconditioners induced by these norms, also in the discretized setting. In Section 4 we verify that the spectral analysis of Section 3 remains valid in the discrete setting. This gives rise to mesh independent convergence behavior of suitable Krylov subspace methods such as MINRES. The paper concludes with a discussion of the results and a comparison to related work in Section 5.
NOTATION
When V and Q are normed linear spaces, we denote by L(V, Q) the space of bounded linear operators V → Q. By V * we denote the dual space of V. The symbols L 2 and H 1 = W 1,2 denote the usual Lebesgue and Sobolev spaces of square integrable functions (up to their first distributional derivatives in case of H 1 ). Moreover, H 1 0 is the closed subspace of H 1 consisting of functions with zero trace. Vector-valued functions are denoted by bold-face letters. The divergence of v is denoted by ∇ · v. The L 2 -inner product on a set M is denoted by (·, ·) M .
ANALYSIS OF THE PENALIZED PROBLEMS
We begin with the presentation of a penalized version of (1.1) using a quadratic penalty approach with penalty parameter ε > 0:
The unknowns of the problem are y ∈ H 1 0 (Ω) and u ∈ L 2 (Ω c ). All problems are considered under the following standing assumption.
Assumption 2.1. Ω ⊂ R d with d ∈ {2, 3} is a bounded domain with C 1,1 boundary Γ. The observation domain Ω o and control domain Ω c can be arbitrary subsets of Ω, with χ c being the characteristic function of Ω c . The desired state y Ω is in L 2 (Ω o ) and γ and δ are positive constants.
In the sequel, we shall replace the state equation in (2.1) by its (dual) mixed formulation Deckelnick et al. [2009] . The equation v = ∇y is understood in the weak sense. To this end, we introduce the bilinear forms
Then the state system in the weak sense (with general right hand sides) becomes
We recall the following standard result for (2.3), see, e.g., [Brezzi and Fortin, 1991 , § II.1, Theorem 1.1 and Example 1.2]. For the extra regularity result, recall that 1 = 0 implies ∇y = v and thus y ∈ H 1 0 (Ω), see [Brezzi and Fortin, 1991, § I.3, Example 3.5] , and hence − y = 2 ∈ L 2 (Ω). For domains with sufficiently smooth boundary (as covered by our standing Assumption 2.1), y ∈ H 2 (Ω) and consequently v ∈ H 1 (Ω) d follow.
Lemma 2.2 (Well-posedness of (2.3)). For any 1 
In Lemma 3.6 below we provide an explicit a-priori estimate for (2.3).
As was already mentioned, we consider in place of (2.1) the following family of penalized problems in mixed formulation:
Note that the Dirichlet boundary conditions for y have become natural boundary conditions in (2.4) and are imposed in a weak sense.
For each ε > 0, the penalized problem (2.4) is uniformly convex, and it is a standard conclusion that it possesses a unique (global) optimal solution (v ε , y ε ,
Note, however, that Assumption 2.1 is not sufficient to establish the existence of a solution to the original problem (1.1). An additional condition would be needed which ensures the boundedness of a minimizing sequence of controls in the space L r (Ω c ) for some r > d, see Casas and Fernández [1993] . However, we focus here on the penalized problems, and passage to the limit is not a concern.
It is easy to verify that the penalty term F :
is Fréchet differentiable with (directional) derivative .4) is characterized by the following system of necessary and sufficient optimality conditions. This is a standard result and stated without proof.
Lemma 2.3 (Optimality system for (2.4)). The triple (v, y, u) 
As usual, we refer to (2.7a)-(2.7b) as the adjoint system and to (2.7c) as the gradient equation. We refer to the left hand side of (2.7) as the residual of the penalized optimality system. That is, the residual at a point (v, y, u, w, z) is a linear form on
, and it is given by R(v, y, u, w, z), (δv, δy, δu, δw, δz) 
Note that the presence of the penalty term leads to the nonlinear term G(v) in the adjoint equation (2.7a). Although G(v) features a kink in the integrand, it is differentiable in a generalized sense (sometimes called Newton differentiable), see [Ito and Kunisch, 2002, Definition 1.1] . A norm gap is required for this differentiability result. Naturally the generalized derivative exhibits a pointwise structure, depending on which of the two terms inside the max{·} is active. This leads to the definition of the active set
With this definition, we can write the penalty term (2.5) and its derivative (2.6) as
The announced Newton differentiability of G is addressed in the following lemma. Its proof follows along the lines of [Herzog et al., 2012, Lemma 3.2] .
Lemma 2.4 (Newton differentiability of the penalty term
serves as a generalized derivative:
We refer to (2.11) as the (generalized) Hessian of the penalty term. The norm gap required in Lemma 2.4 is compensated by the smoothing properties of the control-to-state map 
The left hand side of (2.13) defines a nonlinear operator
(2.14)
Lemma 2.5 (Newton differentiability of the optimality system). The operator N defined in (2.13)-(2.14) is Newton differentiable everywhere. Its derivative at (w, z, u) is given by the bilinear form
Proof: We only need to consider the one nonlinear term in (2.13a). The mapping properties of S v in (2.12) together with the chain rule imply that
is Newton differentiable everywhere and the derivative is as indicated.
We now revert to the unreduced form of the Newton system for the optimality system (2.7), which is equivalent to the Newton system for (2.13). To this end, we only need to substitute the linearization of (2.12), i.e.,
(δv 1 , δy 1 ) = S δu 1 back into (2.15). The saddle-point system which arises as the generalized linearization of (2.7) at a point (v, y, u, w, z) is governed by the following self-adjoint linear saddlepoint operator M ∈ L(V × Q, V * × Q * ),
where the spaces for primal and dual variables are
The individual blocks are defined as follows:
The operator F is the adjoint of F , i.e., with the arguments in (2.17d) swapped. Note that only the upper left block in (2.16) depends on the point of differentiation. This is due to all terms in the optimality system (2.7) being linear, except for the contribution due to the penalty term.
A generalized Newton step at a point (v n , y n , u n , w n , z n ) requires the determination of the current active set, which enters the term H(v n ), and a solve with the linear saddlepoint operator M(v n ) and the negative residual as defined in (2.8) as the right hand side, i.e., [(δv, δy, δu, δw, δz) δv, δy, δu, δw, δz) .
(2.18c)
It will follow from the analysis in the next section that this generalized Newton method converges locally q-superlinearly for each penalized problem (2.4), see Corollary 3.8.
WELL-POSEDNESS OF THE NEWTON SYSTEMS AND ANALYSIS OF THREE PRECONDITIONERS
In this section, we shall establish the bounded invertibility of the Newton saddle-point systems (2.16) at an arbitrary point v ∈ H div (Ω) and ε > 0. This is done by estimating the relevant constants, see (3.2), which allows us to establish bounds on the positive and negative spectrum of M. We will in particular trace the dependence on the penalty parameter in all of the above. Besides the bounded invertibility, this analysis has further consequences. On the one hand, it provides the local q-superlinear convergence of the generalized (semismooth) Newton method for the solution of (2.4) with ε > 0 fixed. On the other hand, it would allow an upper bound on the speed of convergence of MINRES, although we do not elaborate on this.
Let us briefly recall some known results on saddle-point operators of the form
with building blocks A ∈ L(V, V * ) and B ∈ L(V, Q * ) in (real) Hilbert spaces V and Q.
Assumption 3.1 (Standing Assumption). We assume that A is coercive on ker B, and that B satisfies the inf-sup condition. It is well known from the work of Babuška [1973] and Brezzi [1974] that these assumptions imply the bounded invertibility of (3.1). We further restrict the discussion to the case where A is self-adjoint and positive semidefinite.
Under these assumptions, the following constants are relevant for the spectral analysis:
All of them are non-negative, and moreover α > 0 and β > 0 hold.
We would like to emphasize that the value of these constants, and subsequently the spectral bounds for M, depend on the norms chosen in V and Q. In Section 3.2, we will derive such bounds for our Newton system M(v) in (2.16) when the norms in V and Q are the canonical ones. As expected, a strong dependence on the penalty parameter is found, reflecting the well known fact that the problem (2.4) becomes more and more ill-conditioned as ε 0. In Section 3.3, we repeat the analysis for two families of non-standard norms which depend on the value of ε and the active set and lead to a significant improvement in terms of the spectral bounds. We also recall that for MINRES, choosing the norms in V and Q is equivalent to choosing a block diagonal preconditioner composed of the matrices representing these norms in a discretized setting, see Günnel et al. [2014] , Zulehner [2011] . Therefore, we will speak of 'preconditioning' and 'choosing the norms' interchangeably.
For the rest of Section 3, we work under the additional assumption that V and Q are finite dimensional. This avoids a number of technical details concerning the spectral analysis of self-adjoint operators. In practical terms, we think of V and Q being finite dimensional subspaces of the original spaces. Owing to this assumption, the spectrum of M(v) consists exclusively of eigenvalues, and thus it is enough to consider the eigenvalue problem A B B 0
Here we denote by P : V → V * and R : Q → Q * the inverse Riesz isomorphisms, i.e., P u, v = (u, v) V and R p, q = (p, q) Q . Note that P and Q depend on the chosen scalar products, and thus (3.3) once again reflects the fact that the eigenvalues depend on the preconditioner.
3) under various assumptions has been a recurring topic in the literature, see for instance Rusten and Winther [1992] , Benzi et al. [2005] , Gould and Simoncini [2009] , Krendl et al. [2013] and the references therein. The determination of a sharp lower bound c on the smallest positive eigenvalue has been of particular interest. Recent improvements were achieved in Gould and Simoncini [2009] and Krendl et al. [2013] .
It turns out, however, that the bounds on c available in the literature are not sharp for an important class of saddle-point matrices. This class includes matrices which involve penalty terms, as they arise in optimal control problems with regularized state constraints, as well as state gradient constraints, as considered in this paper. Similarly, matrices which involve terms due to interior-point relaxations are included in this class as well. The reason why the bounds for c obtained for instance in Gould and Simoncini [2009] , Krendl et al. [2013] are not sharp is their dependence on A , which tends to infinity as the penalty parameter ε tends to zero. Therefore, we present in the following subsection a new lower bound on c, which remains bounded even when ε → 0. The remaining bounds a, b and d will be taken from the above references.
A NEW BOUND FOR THE SMALLEST POSITIVE EIGENVALUE
To derive the new bound, we follow Gould and Simoncini [2009] and [Krendl et al., 2013, Section 2] and introduce the direct decomposition
The orthogonality is w.r.t. the scalar product (·, ·) V in V. On these subspaces we define the operators A ij ∈ L(V j , V * i ) with i, j ∈ {0, 1} by restriction, i.e.,
and B 1 ∈ L(V 1 , Q * ) with
That said, we can rewrite (3.3) as
Substituting the third into the second equation, and then testing the first equation with u 0 and the second with u 1 , we are left with
We will exploit the structure of matrices arising in the context of penalty methods and consider, in place of (3.3), the problem
The operator A represents the penalty part. In the context of problem (2.16), we have A = blkdiag ε −1 H(v), 0, 0 . The goal will be to derive a lower bound for the smallest positive eigenvalue in (3.5) which is independent of A . In the sequel, we will continue to use α as in (3.2d), i.e., it is the coercivity constant of the A part, restricted to ker B. A key observation about (3.5) is made in the following lemma. It shows that each eigenvector belonging to a small positive eigenvalue must have a significant V 1 component, independently of A .
Lemma 3.3. Suppose that µ is an eigenvalue of (3.5) which satisfies 0
Consequently, we also have
Proof: Equations (3.2d) and (3.4a), applied to A + A , imply
Using µ ≤ µ < α and (3.4b), we arrive at
We now exploit the semi-definiteness of A and of A 11 to find
which is the same as (3.6). For (3.7), we estimate
We can now state the announced theorem, which provides a new lower bound for all positive eigenvalues of (3.5), independent of A .
Theorem 3.4. Define 0 < µ < α as the unique number satisfying
with C µ as in (3.6). Then all positive eigenvalues of (3.5) will be at least µ.
Proof: As µ runs from 0 to α, the right hand side of (3.8) decreases monotonically from a certain positive constant (depending on α, β and A ) to 0. Hence there exists a unique value µ in that interval where the left and right hand sides in (3.8) are equal. Now let µ be an eigenvalue of (3.5) with corresponding eigenvector (u, p). It is clear from (3.5) that u = 0 must hold. As was shown above, the decomposed primal part
holds, the addition of both equations in (3.4) results in the quadratic equation
with coefficients
By the semi-definiteness of A and A , we have C 1 = − (A + A ) u, u ≤ 0, and from (3.2e), C 0 ≤ −β 2 u 1 2 V follows, compare [Krendl et al., 2013, eq. (28) ]. We will henceforth assume 0 < µ < µ and derive a contradiction. As mentioned above, u = 0 must hold, and hence Lemma 3.3 implies u 1 = 0. A simple monotonicity argument shows that the positive root of ψ will lie to the right to the positive root of the limiting polynomial ψ(µ) := µ 2 − β 2 u 1 2 V . By this and (3.7), we conclude
the desired contradiction. Therefore, µ ≥ µ holds for all positive eigenvalues of (3.5).
Remark 3.5.
1. A straightforward calculation shows that the unique value of µ in (3.8) is the smallest positive root of the fourth-order polynomial
The exact value of this root cannot be easily expressed. It is clear however that µ < α holds since χ(0) = −α 2 β 2 < 0 and χ(α) = α 2 A 2 > 0.
2. We point out again that the lower bound obtained in Theorem 3.4 is independent of A . Therefore it provides a uniform bound in the context of penalty or interiorpoint methods, independently of the respective parameter. It appears that a result parallel to Theorem 3.4 cannot be easily derived from the approaches in Gould and Simoncini [2009] or Krendl et al. [2013] simply by replacing A by A + A .
ANALYSIS OF THE STANDARD PRECONDITIONER
In this section we analyze the spectral properties of M in (2.16) with respect to the canonical norms in
We begin by recalling some results about the forward saddle-point problem
pertaining to the mixed formulation of Poisson's equation with
3). We denote by d Ω the width of the domain Ω, i.e., the minimal distance of two parallel hyperplanes containing Ω.
Lemma 3.6 (Standard norm). We have
3) is uniquely solvable for every 1 ∈ H div (Ω) * and 2 ∈ L 2 (Ω), and the estimate
.
(3.11) holds.
Proof:
The relations E = λ max (E ) = 1, λ min (E ) = 0, F = 1 and α E F = 1 follow from straightforward calculations. The value of β E F can be found in [Braess, 2007, Chapter II, § 1.5 and Chapter III, § 5] . The estimate (3.11) then follows from [Krendl et al., 2013 , Thereom 1, eq. (18)].
We are now in the position to derive bounds on the constants of the Newton system (2.16). To take advantage of the new bound from Theorem 3.4, we set
We are particularly interested in the asymptotic behavior as ε → 0 and recall that a function ε → f (ε) is of asymptotic class Θ(ε α ) if there are constants C 1 > 0, C 2 > 0 and
holds for all 0 < ε < ε 0 . It is of asymptotic class Ω(ε α ) if the lower bound holds but possibly not the upper bound.
Theorem 3.7. Let v ∈ H div (Ω) be arbitrary, such that the active set AS(v) is non-empty. Then the constants for the saddle-point operator in (2.16) w.r.t. the standard norms (3.10) satisfy the following bounds, independently of v and in particular independent of the active set AS(v). 
Lemma 3.6 shows that the triple (δv, δy, δu) ∈ ker B satisfies the a-priori estimates
Inserting these into ( * ) and equilibrating the coefficients yields the estimate for α.
We now address the A (v) block. Concerning its boundedness, we note that the CauchySchwarz inequality, applied to (2.11), implies
We therefore conclude A (v) ≤ max 1, ε −1 . The choice δv = v leads to equality in the estimate above. This shows A (v) = Θ(ε −1 ). For λ min (A (v)), we note first that the generalized Hessian of the penalty term is positive semi-definite. To see this, consider
The first term inside the bracket is ≥ 0, and since on the active set AS(v) the relation 1 − δ/|v| ≥ 0 holds, we obtain the positive semi-definiteness. Therefore, λ min (A (v)) = 0 follows. The estimates on A + A (v) are obtained similarly.
Let us now address the B block. We have by the Cauchy-Schwarz inequality
Since √ 2 is the largest singular value of the matrix in the middle, B ≤ √ 2 holds. Note that the Euclidean norms of the vectors of the left and the right are the canonical norms in Q and V, respectively.
It remains to prove the inf-sup constant. Given (δw, δz) (δw, δz) 
Corollary 3.8. The generalized Newton method (2.18) for the optimality system (2.7) of the penalized problem (2.4) converges locally q-superlinearly in V × Q.
Proof: The estimates in Theorem 3.7 imply that the generalized Newton operator (2.16) is boundedly invertible with a boundedness constant independent of the current iterate. The claim then follows from standard results, see, e.g., [Chen et al., 2000, Theorem 3.4] or [Hintermüller et al., 2002, Theorem 1.1] .
Note that the superlinear convergence result is valid for all ε > 0, but the local convergence domain will shrink as ε 0 due to the deterioration of A (v) in Theorem 3.7.
Next we investigate the spectral bounds based on estimates available in the literature and by our new result in Theorem 3.4. 
Proof: With the boundedness and inf-sup constants from Theorem 3.7 we can obtain from [Rusten and Winther, 1992 , Lemma 2.1] or [Krendl et al., 2013, eq. (30) ] the follow-ing bounds on the extreme points of the spectrum of M(v) as follows:
It is clear that
converges to 0 as ε → 0 since A + A (v) = Θ(ε −1 ). To find the asymptotic rate, we consider
Since lim ε→0 ϕ (ε) = β 2 holds, we get b = Θ(ε) by L'Hôpital's rule. Finally, the new bound from Theorem 3.4 yields a value of c which depends only on A , α and β, see (3.9), but not on A . In particular, this bound is independent of ε.
Remark 3.10. Let us compare the result of Theorem 3.9 with results available in the literature, in which the structure A + A (v) is not exploited.
1. [Gould and Simoncini, 2009, Proposition 2.2] show (in our notation) that the smallest positive root of the cubic polynomial
is a lower bound for all positive eigenvalues. Since χ GS (0) = α β 2 and χ GS (0) is of order ε −2 , the obtained bound will be c = Θ(ε 2 ).
2. [Krendl et al., 2013, Theorem 2] shows that the smallest positive root of the cubic polynomial
is a lower bound for all positive eigenvalues, provided that λ min (A + A (v)) = 0. In this case, we have χ KSZ (0) = α β 2 , χ KSZ (0) = −β 2 and χ KSZ (0) is of order ε. And hence we obtain the improved (still non-optimal) bound c = Θ(ε 1/2 ).
ANALYSIS OF TWO NON-STANDARD PRECONDITIONERS
We now turn to two non-standard norms in the space V, which give rise to better spectral estimates. Both norms are obtained from the canonical norms in (3.10) by adding a contribution inspired by the Hessian of the penalty term, i.e.,
multiplied by 1/ε. In our first choice, we endow
(3.14)
In the second choice, we use
Note that · V,ε,AS(·) and · V,ε,AS(·) depend on the penalty parameter ε as well as the active set, which will be that of the current iterate v n in a Newton step (2.18). With the underlying norm of the space V changing in between iterations, the convergence analysis of Newton's method must be carefully adapted. We do not elaborate on this point in this article but rather restrict the discussion to the implications that these choices of norms (preconditioners) have on the spectral bounds.
In the sequel, we refer to (3.14) as the isotropic norm in V. This norm also appears in Pearson et al. [2014] for an optimal control problem with penalized pointwise state constraints (as opposed to constraints on the gradient of the state). Due to the nonlinearity of the state gradient constraint in our problem, the penalty term does not coincide simply with an L 2 norm on the active set. It rather gives rise to a second non-standard norm (3.15), which we refer to as an anisotropic norm. Note that
, we continue to use the norm
ISOTROPIC PRECONDITIONER
We begin with the isotropic situation. While this will be easier to realize in a spectrally equivalent way in actual computations, the dependence of the spectral bounds on the penalty parameter ε will be less favorable compared to the anisotropic norm. We obtain the following result which parallels Theorem 3.7 for the canonical norms.
Theorem 3.11 (Isotropic non-standard preconditioner). Let v ∈ H div (Ω) be arbitrary, such that the active set AS(v) is non-empty. Then the constants for the saddle-point operator in (2.16) w.r.t. the isotropic norms (3.14), (3.17) satisfy the following bounds, independent of v and in particular independent of the active set AS(v). (δv, δy, δu) 
and equality can be attained. The estimate λ min (A) ≥ 0 follows as in the proof of Theorem 3.7. To estimate α, we use
As in the proof of Theorem 3.7, we obtain from Lemma 3.6 that (δv, δy, δu)
The last inequality together with (3.16) implies
Inserting these estimates into ( * ) and equilibrating the coefficients yields
Since the derivative of this expression tends to 1/β 2 E F as ε 0, we have proved α = Θ(ε).
Let us now address the B block. The estimate B ≤ √ 2 carries over directly from Theorem 3.7 since the isotropic norm in V is stronger than the canonical one, see (3.16). It remains to prove the lower bound for the inf-sup constant. Using again (3.16), we get
Parallel to Theorem 3.9 we obtain bounds on the spectrum w.r.t. to the isotropic preconditioner as follows. 
Proof: The proof is very similar to the proof of Theorem 3.9 so we can be brief. The proof for a remains the same. The bound for d follows directly from d ≤ A + B . It is clear that
has a lower bound which converges to 0 as ε → 0 since β 2 = Ω(ε). To find the asymptotic rate of this lower bound, we consider
Since lim ε→0 ϕ (ε) = 1 4 A holds, we get b = Ω(ε). For the positive lower bound c we use the analysis in Section 3.1 with A = 0. The polynomial (3.9) reads in this case
Its smallest positive root serves as a lower bound for c. We have χ(0) = −α 2 β 2 , χ (0) = 2α β 2 and χ (0) can be bounded independently of ε. And hence we obtain c = Θ(α/2) = Θ(ε).
Remark 3.13 (Concerning Theorem 3.12).
1. The bound for c is sharp for certain matrices, consider for example
with α = ε and β = ε 1/2 and A constant (larger than α). The nomenclature of the entries in this matrix is compatible with (3.2). The eigenvalues are
and hence c = α = Θ(ε) is sharp. However, numerical experiments show that for the saddle-point matrices arising through the discretization of (2.16), the bound c = Θ(ε) is not sharp. By contrast, we observe that the smallest positive eigenvalues are bounded away from zero, see Figure 4 .1. The counter-example above clarifies that further properties satisfied by (2.16) need to be pinpointed and exploited in order to prove that c can be bounded independently of ε. We are however currently unable to provide such a proof.
2. Let us compare the proven bound c = Θ(ε) with results from the literature. The application of [Gould and Simoncini, 2009, Proposition 2.2] gives
Hence we have χ GS (0) = α β 2 = Ω(ε 2 ) and χ GS (0) = − A 2 − β 2 , which can be bounded independently of ε. Consequently, c = Θ(ε 2 ) follows. On the other hand, [Krendl et al., 2013 , Theorem 2] requires λ min (A) ≤ 0, hence it is applicable here only in the marginal case λ min (A) = 0. In this case
holds, and we have χ KSZ (0) = α β 2 , χ KSZ (0) = −β 2 and χ KSZ (0) = −2 A . And hence we obtain the same bound c = Θ(ε) as was shown in Theorem 3.12 for the more general case λ min (A) ≥ 0.
ANISOTROPIC PRECONDITIONER
We turn to the anisotropic norm (3.15) in V.
Theorem 3.14 (Anisotropic non-standard preconditioner). Let v ∈ H div (Ω) be arbitrary, such that the active set AS(v) is non-empty. Then the constants for the saddlepoint operator in (2.16) w.r.t. the isotropic norms (3.14), (3.17) satisfy the following bounds, independent of v and in particular independent of the active set AS(v).
Proof: The proof is very similar to the proof of Theorem 3.11. The estimate for A and λ min (A) is the same. To estimate α, we have as in the proof of Theorem 3.11
A (δv, δy, δu), (δv, δy, δu) 
As in the proof of Theorem 3.7, we need to trade in the last term for v 2
by the a-priori estimate from Lemma 3.6. We thus obtain A (δv, δy, δu), (δv, δy, δu) 
as claimed. The estimate B ≤ √ 2 carries over directly from Theorem 3.7 since the anisotropic norm in V is stronger than the canonical one, see (3.16). In view of (3.16), the anisotropic norm is weaker than the isotropic one, and thus the estimate for β is the same as in Theorem 3.11.
We note that the only difference to the isotropic case (Theorem 3.11) is that the value of the coercivity constant α is now independent of ε. This leads to an improved bound for the smallest positive eigenvalue c. 
Proof: The proof of the eigenvalue bounds a, b and d in Theorem 3.12 does not depend on the value of α, hence it applied here as well. To obtain an lower bound on the positive spectrum we apply again Theorem 3.4 with A = 0. Then (3.9) reads
with χ(0) = −α 2 β 2 , χ (0) = 2α β 2 and χ (0) = 2 A 2 + α 2 − β 2 . We denote by
Its smallest positive root µ ε is given by
Numerical observations in Section 4 confirm the spectral bounds from Theorem 3.9, Theorem 3.12 and Theorem 3.15, with the exception that we observed the smallest positive eigenvalues of the preconditioned matrix P −1 M( v) to remain bounded away from zero in the case of P iso 1 and P aniso 1 . Thus the observed behavior is better than predicted by Theorem 3.12 and Theorem 3.15. An illustration can be found in Figure 4 .1.
DISCRETIZATION AND NUMERICAL EXPERIMENTS
In this chapter, we address a path-following Newton algorithm for the solution of the penalized problems (2.4) with a decreasing sequence of penalty parameters ε 0. Its efficient numerical realization is based on the preconditioned solution of the Newton systems (2.18b).
As in Deckelnick et al. [2009] , we employ a mixed discretization of lowest-order RaviartThomas for H div (Ω), and discontinuous finite elements for the spaces L 2 (Ω) and L 2 (Ω c ). Our starting point is the discretization of the penalized problem (2.4), i.e., we follow a discretize-then optimize approach. The only term worth discussing is the penalty term F(v), see (2.5). Let us denote by T the collection of finite element cells, and by |T| the area (d = 2) or volume (d = 3) of a particular cell T ∈ T . Then we approximate the penalty term ∑ T∈T T max 0, |v| − δ 2 dx by
In other words, we replace the function |v| 2 by its cellwise average. The advantage of this discretization is that the active set will be composed of entire cells only.
We will see that the approximate penalty term F(v) and its derivatives can be evaluated easily. Let us denote by {ϕ i } n i=1 the finite element basis associated with the RaviartThomas space. A function v in that space will be represented by the coefficient vector v. Let E T denote the mass matrix for the cell T, i.e.,
With a slight abuse of notation, allowing F to be applied to the coefficient vector v instead of the function it represents, the discrete penalty term becomes
The bilinear form and corresponding semi-norm
serve as abbreviations. If we denote by
the set of active cells, we can express F( v) and its first-order derivative by
compare (2.9) and (2.10). In the discretized setting, G is Newton differentiable without a norm gap, and its derivative is given by
similarly as in (2.11). Note that H( v) is symmetric and positive semi-definite, just as its continuous counterpart was shown to be in (3.12).
The structure of the residual
and Newton operator
remain the same as in (2.8) and (2.16), with matrices
Herein, denotes {ψ i } m i=1 the finite element basis associated with the piecewise constant functions, and we recall that {ϕ i } n i=1 is the finite element basis associated with the Raviart-Thomas space. Moreover, T o is a rectangular (slim) matrix consisting of those columns of the identity matrix which belong to cells located within the observation subdomain Ω o . Similarly, T c is defined for the control subdomain Ω c .
We next wish to confirm that the stability analysis of Section 3 remains valid in the discrete setting with constants independent of the level of discretization. This will ensure mesh independent convergence behavior of suitable Krylov subspace methods such as MINRES. To this end, we introduce the scalar product matrices for the discrete subspaces V h ⊂ V and Q h ⊂ Q by
Note that E + F D −1 F represents the H div -norm on the lowest-order Raviart-Thomas space since
holds. The saddle-point blocks in M( v), as indicated in (4.7), are
, and the quantities in (3.2) translate into
The standard preconditioner P 0 as well as the isotropic and non-isotropic preconditioners P iso 1 and P aniso 1 are represented by the following matrices:
The two non-standard norms in (3.14) and (3.15) are
Here E AS( v) denotes the mass matrix E from (4.8d) with the integration restricted to the active triangles, i.e.,
and H( v) is the Hessian (4.5) of the discrete penalty term. Just as in (3.16), we easily find that
holds for all δ v. Lemma 3.6 is valid in the discrete setting as well. Lowest order RaviartThomas elements for functions in H div (Ω) combined with piecewise constant elements for L 2 (Ω) lead to a conforming discretization. We assume for the rest of the paper that T h is a shape regular family of meshes. Then it follows from Raviart and Thomas [1977] that the discrete inf-sup constant β EF remains bounded independently of the mesh size h.
By inspection of the proofs, one finds that the results of Theorem 3.7, Theorem 3.9, Theorem 3.11 and Theorem 3.12 remain valid in the discrete setting as well. We only point out that the B block in the proof of Theorem 3.7 is estimated as follows,
From here, the proof proceeds as before, and it uses that E + F D −1 F represents the H div -norm on the lowest-order Raviart-Thomas space.
We are now in the position to numerically verify the dependence of the four extremal eigenvalues of the preconditioned Newton matrix M( v) in (4.7). To this end, we used ideal (literal) realizations of the three preconditioners (4.10) and chose a random active set AS( v) to form M( v). The eigenvalues were obtained by solving a generalized eigenvalue problem for coarse instances of the following example problem, which will also serve as the basis of all further numerical experiments.
Example 4.1. The domain Ω is the unit circle in 2D. The observation and control domains are Ω o = Ω c = Ω. The further problem data is as follows:
We also conducted experiments with restricted control and observation domains Ω c and Ω o , which gave almost identical results.
We report that the (in)dependence of the bounds a, b and d predicted by Theorem 3.9, Theorem 3.12, Theorem 3.15 agrees with our numerical observations, see Figure 4 .1. Moreover, in the case of the standard preconditioner P 0 , the new bound c for the smallest positive eigenvalue (independent of ε) from Theorem 3.9 is confirmed. As was already mention, however, in the case of the non-standard preconditioners the bound c from Theorem 3.12 and Theorem 3.15 is not sharp. In numerical practice, we observe that the smallest positive eigenvalues can be bounded independently of ε.
A comparison of the three plots in Figure 4 .1 also shows that as expected, the distribution of the four extremal eigenvalues is most favorable in case of P aniso 1 , followed by P iso 1 and finally the standard preconditioner P 0 . This conclusion is confirmed by the further numerical experiments which follow below. We argued above that all three preconditioners admit mesh independent spectral estimates on the discrete level. This will also be confirmed by numerical experiments below. Figure 4 .1: Dependence of the four extremal eigenvalues of the preconditioned Newton matrix (4.7) on the penalty parameter ε for ideal realizations of the three preconditioners P 0 (left), P iso 1 (middle), and P aniso 1 (right). The triangle illustrates a quantity of class Θ(ε). Note that for P iso 1 and P aniso 1 , the actual behavior of the smallest positive eigenvalue is better than predicted by Theorem 3.12 and Theorem 3.15.
PRACTICAL REALIZATION OF THE PRECONDITIONERS AND A PATH-FOLLOWING ALGORITHM
We now consider the numerical realization of the application of the inverse of P 0 , P iso 1 and P aniso 1 in (4.10). While the mass matrix type blocks D and D c are diagonal, the blocks involving the discrete H div scalar product E + F D −1 F need to be replaced by (preferably) spectrally equivalent blocks for an efficient application of the preconditioner. In principle, geometric or algebraic multigrid methods are available for this purpose.
In the geometric multigrid approach, we replace E + F D −1 F by our own implementation of the method described in Arnold et al. [1997] . We use node based patch smoothers as in [Arnold et al., 1997, eq. (5. 3)] with a scaling factor η = 0.5. In the two non-standard preconditioners P iso 1 and P aniso 1 , we need to solve also systems with a modified L 2 term, governed by a highly oscillatory and, in case of P aniso 1 , also anisotropic coefficient. It is inherently more difficult to construct robust (w.r.t. the penalty parameter ε as well as the mesh size) multigrid solvers for these operators, and it is beyond the scope of this paper. Therefore, we applied the algebraic multigrid method AGMG (see Napov and Notay [2012] , Notay [2010 Notay [ , 2012 ) to implement P iso 1 and P aniso 1 .
The overall inexact path-following penalty algorithm we implemented is described in Algorithm 4.2. The inexact solution of the Newton system (step 6) by preconditioned MINRES iterations is its core step. We always use a zero initial guess for (δ v, δ y, δ u, δ w, δ z). The (relative) accuracy for the Newton step is required to be
(4.13) The left hand side constitutes the relative residual measured in the norm induced by the preconditioner P * ∈ {P 0 , P iso 1 , P aniso 1 }, a quantity available within MINRES at no additional cost. This choice is sufficient to enable local quadratic convergence of Newton's method by classical arguments, see for instance Eisenstat and Walker [1996] . An upper bound on the number of MINRES iterations is also in place. As the stopping criterion for the semismooth Newton loop (step 4-7), we require in step 8 the coincidence of the active sets in subsequent iterations as well as R( v, y, u, w, z) P holds, so we ensure that we move sufficiently far along the path to ε = 0 before starting the next Newton loop. Finally, we use ε = 2 · 10 −3 as the stopping criterion in the outer loop (step 3-9). Alternatively, an acceptable size of the maximum violation of the constraint |v| = |∇y| ≤ δ, or rather its discrete variant max T∈AS( v) | v| T − δ may be used. decrease ε 9: end while The eigenvalue plots in Figure 4 .1 do not indicate any significant difference between the cases Ω c = Ω and Ω c Ω, in accordance with our analysis. We therefore only report on numerical experiments for Example 4.1 with Ω = Ω c in the sequel. The solution of the penalized problem for ε = 2 · 10 −3 on a grid with approximately 6 200 nodes, 12 300 triangles and 74 000 unknowns total is shown in Figure 4 .2. At this value, the violation of the state gradient constraints amounts to only max{0, |v| − δ} L ∞ (Ω) = 1.25 · 10 −3 , or 0.25% of the value of δ. All subsequent experiments are carried out on this discretization level (termed level 5 in the sequel) as well, unless otherwise stated. The implementation was carried out in MATLAB, using an improved version of the EBmfem code from Bahriawati and Carstensen [2005] for all things related to Raviart-Thomas elements. 
(IDEAL REALIZATIONS)
The first experiment compares the performance of the three preconditioners in their ideal realizations within the path-following algorithm. That is, in every application of a preconditioner, each block in the block-diagonal linear systems in (4.10) is solved by a direct solver. The comparison is made in terms of iteration numbers in our own implementation of MINRES, which uses proper stopping criteria as explained above. Figure 4 .3 shows the iteration numbers in a logarithmic scale. As expected from Figure 4 .1, the performance of P 0 is surpassed by P iso 1 , which in turn is surpassed by P aniso 1 . The differences between them become more pronounced as ε decreases. When using the preconditioner P 0 , MINRES started to hit the imposed upper bound of 2 000 iterations at an intermediate value of the penalty parameters. The ensuing lack of accuracy in (4.13) explains the increased number of Newton steps in these situations.
The experiment shown in Figure 4 .3 also reveals the limitations of the three considered preconditioners. Even P aniso 1 , which exhibits the least dependence on ε, requires close to 1 000 MINRES iterations within our path-following framework. Note, however, that this observation applies to the final value of the penalty parameter, which was chosen as ε = 2 · 10 −3 . A value of ε = 6.25 · 10 −2 was already sufficient to achieve a constraint violation in the order of 10 −2 , or about 2% of the value of δ, and the average MINRES iteration count was then a moderate 118, independently of the level of discretization.
For completeness, a table which illustrates the complete run of the path-following algorithm for the ideal P aniso 1 preconditioner is given in the appendix. We also comment on the numerical effort in applying each of the three preconditioners. For their ideal realization considered here, each application of any of the three preconditioners took approximately 0.05 s (on level 4) or 0.3 s (on level 5), regardless of the value of ε.
VERIFICATION OF MESH INDEPENDENCE
In the second experiment we verify that, as predicted, the preconditioners P 0 , P iso 1 and P aniso 1 give rise to a mesh independent spectral estimates and thus a mesh independent convergence behavior of MINRES. This is nicely reflected in Figure 4 .4. Ideally, the convergence curves for each of the preconditioners should look the same across all levels.
GEOMETRIC MULTIGRID REALIZATION OF P 0
In the two previous experiments we used the ideal realizations of the three preconditioners, i.e., sparse direct solvers for each preconditioner's diagonal blocks. The following experiment is devoted to comparing the ideal realization of P 0 with a geometric multigrid realization for the two blocks pertaining to the H div scalar product E + F D −1 F in V and Q, see (4.9) and (4.10). One V-cycle with one pre-smoothing and one post-smoothing step per preconditioner application is used. The three remaining preconditioner blocks are formed by diagonal mass matrices D and D c so their inverses are applied directly in the preconditioner.
In a symmetric positive definite situation with the conjugate gradient method, standard linear convergence theory predicts an increase from c tol √ κ to c tol √ C κ in the iteration numbers when the practical realization of the preconditioner causes the ideal condition number κ to increase to C κ. The constant c tol depends on the relative stopping tolerance requested, see [Elman et al., 2005, eq. (2.18) ]. This factor √ C would show as a constant displacement of the convergence curve in the logarithmic scale, and it coincides nicely with the actual behavior observed in Figure 4 .5. Since the standard preconditioner is already stretched to its limits we only compare the realizations down to a penalty parameter ε = 1.56 · 10 −2 . In our straightforward implementation of the geometric multigrid method in MATLAB, the cost for applying the preconditioner P 0 increases to 0.2 s, compared to approximately 0.05 s when using the built-in direct solver on mesh level 4. This is in accordance with common knowledge having it that sparse direct solvers are difficult to compete with in 2D and for the problem class and discretization under consideration. As was already mentioned, the efficient practical realization of P iso 1 and P aniso 1 is much more challenging due to the highly oscillatory (for small ε) and, in case of P aniso 1 , also anisotropic coefficients in the scalar product matrices in (4.11). The design, investigation and implementation of, e.g., an appropriate geometric multigrid method for this situation is beyond the scope of this paper, so we resort to the algebraic multigrid method AGMG (as described in Napov and Notay [2012] , Notay [2010 Notay [ , 2012 ) for the practical realization of P iso 1 and P aniso
1
. AGMG was applied in the preconditioner mode (as opposed to solver mode) and one sweep was performed per application of a preconditioner block. Figure 4 .6 shows that AGMG behaves almost identically as the ideal preconditioner even for the most challenging case of P aniso 1 . The picture for P iso 1 is very similar. Note that each application of the preconditioner P iso 1 and P aniso 1 requires one AGMG sweep for two different matrices, namely the first and fourth diagonal blocks. (We recall that the remaining three blocks are diagonal, see (4.9)-(4.11).) In order to avoid the repeated setup of AGMG, we applied the tweak described in Section 4 of AGMG's user's guide.
Moreover the CPU time per MINRES iteration applying AGMG compared to the time needed using direct solvers was reduced from 0.05 s to 0.02 s in the isotropic case and to 0.03 s in the anisotropic case. This led to approximately 60% saving in computational time. The overall CPU time required for our path-following method down to the reasonable value ε = 6.25 · 10 −2 (with an L ∞ -violation of the bound in the order of 2%) on mesh level 4 with the AGMG realization of P aniso 1 is about 47 s. This timing is almost identical when P iso 1 is used, which requires more iterations (see Figure 4 .3) but with slightly cheaper realizations.
FURTHER REMARKS
The purpose of the aforementioned numerical exercises was to examine the practical behavior of the three preconditioners inside an inexact Newton solver for a sequence of penalized problems. To further improve algorithmic efficiency, the spatial discretization should be coupled to the value of the penalty parameter, and adaptive refinements should be employed. This is however, beyond the scope of this paper.
DISCUSSION OF RESULTS AND COMPARISON TO RELATED WORK
In this paper we considered the regularized formulation of state gradient constrained optimal control problems by means of a quadratic penalty approach. The nonlinear optimality system was solved by means of inexact semismooth Newton method, for which the local q-superlinear convergence in function spaces was shown. In each Newton step, a large-scale linear saddle-point system has to be solved. The minimal residual (on mesh level 4). For P iso 1 this plot is very similar.
method (MINRES) is a natural choice for this purpose. For the practical performance of the approach it is important to study and shape the spectrum of the saddle-point operator and its dependence on the penalty parameter ε by an appropriate choice of a norm, or preconditioner.
We provide in this paper a new theorem which can provide novel bounds for the smallest positive eigenvalue of saddle-point systems. This result is based on an additive splitting of the (1,1)-block and it is applicable to a large class of symmetric saddle-point matrices arising in penalty or interior-point approximations of constrained optimization problems. The bounds are therefore different in nature from those obtained recently in Gould and Simoncini [2009] and Krendl et al. [2013] , where such a splitting is not used. By means of this new bound, we are able to prove that the smallest positive eigenvalue can be bounded independently of ε in case of the preconditioner P 0 . Numerical evidence suggests that the same is true for the two non-standard preconditioners, but the proof is currently an open problem, see Table 5 .1.
We are aware of the recent contributions Pearson et al. [2014] and Schiela and Ulbrich [2014] , where the penalized solution of state constrained problems was considered. Our preconditioners P iso 1 and P aniso 1 are based on the idea to include contributions coming from the active penalty terms in the objective into the (1,1)-block of the preconditioner.
The same idea appears in [Pearson et al., 2014, Section 3.2] and in [Schiela and Ulbrich, 2014, Section 4.2.3] . When applied to problems with state gradient constraints, two different possibilities arise due to the nonlinearity of the constraint |v| ≤ δ. The two choices differ in whether the exact Hessian term is used (leading to the preconditioner P aniso 1 ), or its relaxation P iso 1 . The two approaches coincide in the case of state const Ω(ε) Θ(ε) const const Θ(ε) const const P aniso 1 const Ω(ε) Ω(ε 1/2 ) const const Θ(ε) const const Table 5 .1: Overview of spectral bounds proved in Theorem 3.9, Theorem 3.12 and Theorem 3.15, and actual bounds observed in Figure 4 .1.
constrained problems. [Schiela and Ulbrich, 2014, Proposition 5.7 ] make a significant contribution by deriving a condition number estimate for a reduced formulation of penalized state-constrained problems, which is of the order ε −1/4 under appropriate assumptions. Let us point out why the transfer of ideas from Schiela and Ulbrich [2014] to the state gradient constrained problem is not straightforward. Their approach is based on a representation of the linear saddle-point operators in the form
We obtain the same format after an elimination of the control variable from the Newton system (2.16), or (4.7) in the discretized setting. In our situation, the (1,1)-block contains the term (2.11), which leads to complications in the application of the preconditioner since a factorization into M * M is not obvious. A detailed analysis would be required to decide whether the preconditioners in Pearson et al. [2014] , Schiela and Ulbrich [2014] could be adjusted to our class of problems. 
