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BRAIDINGS OF POISSON GROUPS
WITH QUASITRIANGULAR DUAL
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‡ Institut de Recherche Mathe´matique Avance´e, ULP–CNRS – Strasbourg, FRANCE
Abstract. Let g be a quasitriangular Lie bialgebra over a field k of characteristic zero, and
let g∗ be its dual Lie bialgebra. We prove that the formal Poisson group F [[g∗]] is a braided
Hopf algebra. More generally, we prove that if
(
Uh, R
)
is any quasitriangular QUEA, then(
Uh
′, Ad(R)
∣∣
Uh
′⊗Uh
′
)
— where Uh
′ is defined by Drinfeld — is a braided QFSHA. The first
result is then just a consequence of the existence of a quasitriangular quantization (Uh, R) of
U(g) and of the fact that Uh
′ is a quantization of F [[g∗]].
Introduction
Let g be a Lie Lie bialgebra over a field k of characteristic zero; let g∗ be the dual Lie
bialgebra of g; finally denote F [[g∗]] the algebra of functions on the formal Poisson group
associated to g∗ . If g is quasitriangular, endowed with the r–matrix r, this gives g some
additional properties. A question then rises: what new structure one obtains on the dual
bialgebra g∗ ? In this work we shall show that the topological Poisson Hopf algebra F [[g∗]]
is a braided Poisson algebra (we’ll give the definition later on). This was already proved for
g = sl(2, k) by Reshetikhin (cf. [Re]), and generalised to the case where g is Kac-Moody
of finite (cf. [G1]) or affine (cf. [G2]) type by the first author.
In order to prove the result, we shall use quantization of universal enveloping algebras.
After Etingof-Kazhdan (cf. [EK]), each Lie bialgebra admits a quantization Uh(g), namely
a topological Hopf algebra over k[[h]] whose specialisation at h = 0 is isomorphic to U(g)
as a co-Poisson Hopf algebra; in addition, if g is quasitriangular and r is its r–matrix,
then such a Uh(g) exists which is quasitriangular too, as a Hopf algebra, with au R–matrix
Rh (∈ Uh(g) ⊗ Uh(g) ) such that Rh ≡ 1 + r h mod h
2 (where we have identified, as
vector spaces, Uh(g) ∼= U(g)[[h]] ).
Now, after Drinfel’d (cf. [Dr]), for any quantised universal enveloping algebra U one
can define also a certain Hopf subalgebra U ′ such that, if the semiclassical limit of U is
U(g) (with g a Lie bialgebra), then the semiclassical limit of U ′ is F [[g∗]]. In our case,
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when considering Uh(g)
′
one can observe that the R–matrix does not belong, a priori, to
Uh(g)
′
⊗ Uh(g)
′
; nevertheless, we prove that its adjoint action Rh := Ad(Rh) : Uh(g) ⊗
Uh(g) −−→ Uh(g)⊗ Uh(g) , x⊗ y 7→ Rh · (x⊗ y) ·R
−1
h , stabilises Uh(g)
′
⊗ Uh(g)
′
, hence
it induces by specialisation an operator R0 on F [[g
∗]] ⊗ F [[g∗]] . Finally, the properties
which make Rh an R–matrix imply that Rh is a braiding operator, whence the same holds
for R0 : thus the pair
(
F [[g∗]],R0
)
is braided Poisson algebra.
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§ 1. Recallings and definitions
1.1 The classical objects. Let k be a fixed field of characteristic zero. In the following
k will be the ground field of all the objects — Lie algebras and bialgebras, Hopf algebras,
etc. — which we’ll introduce.
Following [CP], §1.3, we call Lie bialgebra a pair (g, δg) where g is a Lie algebra and
δg: g→ g⊗ g is a antisymmetric linear map — called Lie cobracket — such that its dual
δ∗
g
: g∗ ⊗ g∗ → g∗ be Lie bracket and that δg itself be a 1-cocycle of g with values in g⊗ g.
Then it happens that also g∗, the linear dual of g, is a Lie bialgebra on its own. Following
[CP], §2.1.B, we call quasitriangular Lie bialgebra a pair (g, r) such that r ∈ g ⊗ g be a
solution of the classical Yang-Baxter equation (CYBE) [r12, r13]+ [r12, r23]+ [r13, r23] = 0
in g ⊗ g ⊗ g and g be a Lie bialgebra with respect to the cobracket δ = δg defined by
δ(x) = [x, r] ; the element r is then called r–matrix of g.
If g is a Lie algebra, its universal enveloping algebra U(g) is a Hopf algebra; if, in
addition, g is a Lie bialgebra, then U(g) is in fact a co-Poisson Hopf algebra (cf. [CP],
§6.2.A).
Let g be any Lie algebra: then we call function algebra on the formal group associated to
g, or simply formal group associated to g, the space F [[g]] := U(g)
∗
linear dual of U(g).
As U(g) is a Hopf algebra, its dual F [[g]] is on its own a formal Hopf algebra (following
[Di], Ch. 1). Note that, if G is a connected algebraic group whose tangent Lie algebra is g,
letting F [G] be the Hopf algebra of regular functions on G and letting me be the maximal
ideal of F [G] of functions vanishing at the unit point e ∈ G , the formal Hopf algebra
F [[g]] is nothing but the me–adic completion of F [G] (cf. [On], Ch. I). When, in addition,
g is a Lie bialgebra, F [[g]] is in fact a formal Poisson Hopf algebra (cf. [CP], §6.2.A).
1.2 Braidings and quasitriangularity. Let H be a Hopf algebra in a tensor category
(A,⊗) (cf. [CP], §5): H is called braided (cf. [Re], De´finition 2) if there exists an algebra
automorphism R ofH⊗H, called braiding operator ofH, different from the flip σ: H⊗2 →
H⊗2 , a⊗ b 7→ b⊗ a , and such that
R ◦∆ = ∆op
(∆⊗ id) ◦R = R13 ◦R23 ◦ (∆⊗ id) , (id⊗∆) ◦R = R13 ◦R12 ◦ (id⊗∆)
where ∆op is the opposite comultiplication, i. e. ∆op(a) = σ ◦∆(a) , and R12, R13, and
R23 are the automorphisms of H ⊗ H ⊗ H defined by R12 = R ⊗ id , R23 = id ⊗ R ,
R13 = (σ ⊗ id) ◦ (id⊗R) ◦ (σ ⊗ id) .
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Finally, when H is, in addition, a Poisson Hopf algebra, we’ll say that it is braided —
as a Poisson Hopf algebra — if it is braided — as a Hopf algebra — by a braiding which
is also an automorphism of Poisson algebra.
If the pair (H,R) is a braided algebra, it follows from the definition that R satisfies the
quantum Yang-Baxter equation — QYBE in the sequel — in End(H⊗3), that is
R12 ◦R13 ◦R23 = R23 ◦R13 ◦R12
which implies that, for all n ∈ N the braid group Bn acts on H
⊗n, from which one can
also obtain some knot invariants, according to the recipe given in [CP], §15.12.
A Hopf algebra H (in a tensor category) is said to be quasitriangular (cf. [Dr], [CP]) if
there exists an invertible element R ∈ H ⊗H , called the R–matrix of H, such that
R ·∆(a) ·R−1 = Ad(R)(∆(a)) = ∆op(a)
(∆⊗ id)(R) = R13R23 , (id⊗∆)(R) = R13R12
where R12, R13, R23 ∈ H
⊗3, R12 = R ⊗ 1 , R23 = 1 ⊗ R , R13 = (σ ⊗ id)(R23) =
(id⊗σ)(R12) . Then it follows from the identities above that R satisfies the QYBE in H
⊗3
R12R13R23 = R23R13R12 .
Thus, the tensor products of H–modules are endowed with an action of the braid group.
Moreover, it is clear that if (H,R) is quasitriangular, then
(
H,Ad(R)
)
is braided.
1.3 The quantum objects. Let A be the category whose objets are the k[[h]]–modules
which are topologically frees and complete in h–adic sense, and the morphisms are the
k[[h]]–linear continuous maps. For all V , W in A, we define V ⊗W to be the projective
limit of the k[[h]]
/
(hn)–modules
(
V/hnV
)
⊗
k[[h]]
/
(hn)
(
W/hnW
)
: this makes A into a
tensor category (see [CP] for further details). After Drinfel’d (cf. [Dr]), we call quantised
universal enveloping algebra — QUEA in the sequel — any Hopf algebra in the category
A whose semiclassical limit (= specialisation at h = 0 ) is the universal enveloping algebra
of a Lie bialgebra. Similarly, we call quantised formal series Hopf algebra — QFSHA in
the sequel — any Hopf algebra in the category A whose semiclassical limit is the function
algebra of a formal group.
In the sequel, we shall need the following result:
Theorem 1.4. (cf. [EK]) Let g be a Lie bialgebra. Then there exists a QUEA Uh(g)
whose semiclassical limit is isomorphic to U(g) ; furthermore, there exists an isomorphism
of k[[h]]–modules Uh(g) ∼= U(g)[[h]] .
In addition, if g is quasitriangular, with r–matrix r, then there exists a QUEA Uh(g)
as above and an element Rh ∈ Uh(g)⊗ Uh(g) such that
(
Uh(g), Rh
)
be a quasitriangular
Hopf algebra and Rh = 1 + r h+O
(
h2
)
(with O
(
h2
)
∈ h2 ·H ⊗H ). 
1.5 The Drinfeld’s functor. Let H be a Hopf algebra over k[[h]]. For all n ∈ N,
define ∆n: H −→ H⊗n by ∆0 := ǫ, ∆1 := idH , and ∆
n :=
(
∆ ⊗ id⊗(n−2)
H
)
◦ ∆n−1 if
n > 2. For all ordered subset Σ = {i1, . . . , ik} ⊆ {1, . . . , n} with i1 < · · · < ik , define the
homomorphism jΣ: H
⊗k −→ H⊗n by jΣ(a1 ⊗ · · · ⊗ ak) := b1 ⊗ · · · ⊗ bn with bi := 1
if i /∈ Σ and bim := am for 1 ≤ m ≤ k ; then set ∆Σ := jΣ ◦ ∆
k . Finally, define
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δn: H −→ H
⊗n by δn :=
∑
Σ⊆{1,...,n} (−1)
n−|Σ|
∆Σ , for all n ∈ N+ . More in general,
for all Σ = {i1, . . . , ik} ⊆ {1, . . . , n} , with i1 < · · · < ik , define
δΣ :=
∑
Σ′⊆Σ
(−1)
|Σ|−|Σ′|
∆Σ′ ; (1.1)
(in particular, δ{1,...,n} = δn ). Thanks to the inclusion-exclusion principle, this is equiva-
lent to
∆Σ =
∑
Σ′⊆Σ
δΣ′ (1.2)
for all Σ = {i1, . . . , ik} ⊆ {1, . . . , n} with i1 < · · · < ik . Finally, define
H ′ :=
{
a ∈ H
∣∣ δn(a) ∈ hnH⊗n } ,
a subspace of H which we consider endowed with the induced topology. Then we have
Theorem 1.6. (cf. [Dr], §7, ou [G3]) Let H be a Hopf algebra in the category A. Then
H ′ is a QFSHA. Moreover, if H = Uh(g) is a QUEA, with U(g) as semiclassical limit,
then the semiclassical limit of Uh(g)
′
is F [[g∗]] . 
§ 2. The main results
From the technical point of view, the main result of this paper concerns the general
framework of quasitriangular Hopf algebras:
Theorem 2.1. Let H be a quasitriangular Hopf algebra in the category A, and let R be
its R–matrix. Then, the inner automorphism Ad(R): H ⊗ H → H ⊗ H restricts to an
automorphism of H ′⊗H ′, and the pair
(
H ′, Ad(R)
∣∣
H′⊗H′
)
is a braided Hopf algebra in
the category A. 
The proof of this theorem will be given in section 3. Nevertheless, we can already get
out of it as a consequence the main result announced by the title and in the introduction,
which gives us a geometrical interpretation of the classical r–matrix:
Theorem 2.2. Let g be a quasitriangular Lie bialgebra. Then the topological Poisson
Hopf algebra F [[g∗]] is braided. Moreover, there exists a quantisation of F [[g∗]] which is
a braided Hopf algebra whose braiding operator specialises into that of F [[g∗]].
Proof. Let r be the r–matrix of g. By Theorem 1.4, there exists a quasitriangular QUEA(
Uh(g), Rh
)
whose semiclassical limit is exactly
(
U(g), r
)
: that is, Uh(g)
/
hUh(g) ∼= U(g)
and (R−1)
/
h ≡ rmodhUh(g)
⊗2 ; and by Theorem 1.6, the semiclassical limit of Uh(g)
′ is
F [[g∗]]. Let Rh := Ad(Rh) : then Theorem 2.1 ensures that
(
Uh(g)
′
, Rh
∣∣
Uh(g)
′⊗Uh(g)
′
)
is a braided Hopf algebra, hence its semiclassical limit
(
F [[g∗]],
(
Rh
∣∣
Uh(g)
′⊗Uh(g)
′
) ∣∣∣
h=0
)
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is braided as well. Furthermore, asRh is an algebra automorphism and the Poisson bracket
of F [[g∗]] is given by {a, b} =
(
[α, β]
/
h
)∣∣
h=0
for all a, b ∈ F [[g∗]] and α, β ∈ Uh(g)
′
such
that α|h=0 = a , β|h=0 = b , we have that
(
Rh
∣∣
Uh(g)
′⊗Uh(g)
′
) ∣∣∣
h=0
is also an automorphism
of Poisson algebra. 
The theorem above gives a geometrical interpretation of the r–matrix of a quasitrian-
gular Lie bialgebra. This very result had been proved for g = sl(2, k) by Reshetikhin
(cf. [Re]), and generalised to the case when g is Kac-Moody of finite type (cf. [G1], where
a more precise analysis is carried on) or affine type (cf. [G2]) by the first author.
Theorem 2.2 has also an important consequence. Let g and g∗ be as above, let R
be the braiding of F [[g∗]], and let e be the (unique) maximal ideal of F [[g∗ ⊕ g∗]] =
F [[g∗]] ⊗ F [[g∗]] (topological tensor product, following [Di], Ch. 1). Now, R is an alge-
bra automorphism, hence R(e) = e , and R induces an automorphism of vector space
R: e
/
e2 → e
/
e2 ; in addition, e
/
e2 ∼= g⊕ g , and since R is also an automorphism of Pois-
son algebra, one has that R is a Lie algebra automorphism of g ⊕ g = e
/
e2 ; the other
properties of the braiding R make so that R have other corresponding properties. Finally,
the dual R
∗
: g∗ ⊕ g∗ → g∗ ⊕ g∗ is a Lie coalgebra automorphism of g∗ ⊕ g∗, enjoying
many other properties dual of those of R. In particular, R, R and R
∗
are solutions of the
QYBE, whence there is an action of the braid group Bn on F [[g
∗ ⊕ g∗]]
⊗n
, on (g⊕ g)
⊗n
,
and on (g∗ ⊕ g∗)
⊗n
(n ∈ N), and from that one can obtain knot invariants (following [CP],
§15.12). Now, such automorphisms of g⊕g and of g∗⊕g∗ have been introduced in [WX],
§9, related to the so-called ”global R–matrix”, which also yields a geometrical interpreta-
tion of the classical r–matrix: comparing our results with those of [WX], as well as the
functoriality properties of our construction, will be the matter of a forthcoming article.
§ 3. Proof of theorem 2.1
In this section (H,R) will be a quasitriangular Hopf algebra as in the statement of
Theorem 2.1. We want to study the adjoint action of R on H ⊗ H, where the latter is
endowed with ite natural structure of Hopf algebra; we denote by ∆˜ its coproduct, defined
by ∆˜ := s23 ◦(∆⊗ idH⊗ idH)◦(idH⊗∆) where s23 denotes the flip in the positions 2 and
3. We’ll denote also I := 1⊗1 the unit in H⊗H. After our definition of tensor product in
A, we have
(
H ⊗H
)′
= H ′⊗H ′ . Our goal is to show that, although R do not necessarily
belong to
(
H ⊗H
)′
, its adjoint action a 7→ R ·a ·R−1 leaves stable
(
H ⊗H
)′
= H ′⊗H ′ .
First of all set, for Σ = {i1, . . . , ik} ⊆ {1, . . . , n} , always with i1 < · · · < ik ,
RΣ := R2i1−1,2ikR2i1−1,2ik−1 · · ·R2i1−1,2i1R2i2−1,2ik · · ·R2ik−1−1,2ikR2ik−1,2i1 · · ·R2ik−1,2i1
(product of k2 terms) where Ri,j := j{i,j}(R) , defining j{r,s}: H ⊗H −→ H
⊗2n as before.
We shall always write |Σ| for the cardinality of Σ (here |Σ| = k ).
Lemma 3.1. In
(
H ⊗H
)⊗n
, for all Σ ⊆ {1, . . . , n}, we have: ∆˜Σ(R) = RΣ .
Proof. With no loss of generality, we’ll prove the result for Σ={1, . . . , n}, i.e.
∆˜{1,...,n}(R) = R{1,...,n} = R1,2n ·R1,2n−2 · · ·R1,2 ·R3,2n · · ·R2n−3,2 ·R2n−1,2n · · ·R2n−1,2 .
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The result is evident at rank n = 1 . Assume it be true at rank n , and prove it at rank
n+ 1 ; by definition of ∆˜ and by the properties of the R–matrix we have
∆˜{1,...,n+1}(R) =
(
∆˜⊗ idH⊗H
⊗n−1
)(
∆˜{1,...,n}(R)
)
=
(
∆˜⊗ idH⊗H
⊗n−1
)(
R{1,...,n}
)
= s23
(
∆⊗ id⊗2n
H
)(
idH ⊗∆⊗ id
⊗(2n−2)
H
)
(R1,2n · · ·R1,2 · · ·R3,2 · · ·R2n−1,2)
= s23
(
∆⊗ id⊗2n
H
)
(R1,2n+1 · · ·R1,3R1,2 · · ·R4,3R4,2 · · ·R2n,3R2n,2) =
= s23(R1,2n+2R2,2n+2 · · ·R1,4R2,4R1,3R2,3 · · ·R5,4R5,3 · · ·R2n+1,4R2n+1,3)
= R1,2n+2R3,2n+2 · · ·R1,4R3,4 ·R1,2R3,2 · · ·R5,4 ·R5,2 · · ·R2n+1,4R2n+1,2
= R1,2n+2 · · ·R1,4R1,2R3,2n+2 · · ·R3,4R3,2 · · ·R5,4R5,2 · · ·R2n+1,4R2n+1,2
= R{1,...,n+1} , q.e.d. 
From now on we shall use the notation Cab :=
(
b
a
)
for all a, b ∈ N .
Lemma 3.2. For all a ∈
(
H ⊗H
)′
, and for all set Σ such that |Σ| > i , we have
∆˜Σ(a) =
∑
Σ′⊆Σ, |Σ′|≤i
(−1)
i−|Σ′|
C
i−|Σ′|
|Σ|−1−|Σ′| ∆˜Σ′(a) +O
(
hi+1
)
.
Proof. It is enough to prove the claim for Σ = {1, . . . , n}, with n > i . Due to (1.2), we
have
∆˜{1,...,n}(a) =
∑
Σ¯⊆{1,...,n}
δΣ¯(a) =
∑
Σ¯⊆{1,...,n}, |Σ¯|≤i
δΣ¯(a) +O
(
hi+1
)
=
∑
Σ¯⊆{1,...,n}, |Σ¯|≤i
∑
Σ′⊆Σ¯
(−1)
|Σ¯|−|Σ′|
∆˜Σ′(a) +O
(
hi+1
)
=
∑
Σ′⊆{1,...,n}, |Σ′|≤i
∆˜Σ′(a)
∑
Σ′⊆Σ¯, |Σ¯|≤i
(−1)
|Σ¯|−|Σ′|
+O
(
hi+1
)
=
∑
Σ′⊆{1,...,n}, |Σ′|≤i
∆˜Σ′(a) (−1)
i−|Σ′|
C
i−|Σ′|
n−1−|Σ′| +O
(
hi+1
)
, q.e.d. 
Before going on with the main result, we need still another minor technical fact about
the binomial coefficients: one can easily prove it using the formal series expansion of
(1−X)
−(r+1)
, namely (1−X)
−(r+1)
=
∞∑
k=0
Crk+rX
k .
Lemma 3.3. Let r, s, t ∈ N be such that r < t. Then we have the following relations
(where we set Cvu := 0 if v > u ):
(a)
t∑
d=0
(−1)
d
Crd−1 C
d
t = −(−1)
r
, (b)
t∑
d=0
(−1)
d
Crd+s C
d
t = 0 . 
Finally, here is the main result of this section:
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Proposition 3.4. For all a ∈
(
H ⊗H
)′
, we have RaR−1 ∈
(
H ⊗H
)′
.
Proof. As we have to show that RaR−1 belongs to
(
H ⊗H
)′
, we have to consider the
terms δn
(
RaR−1
)
, n ∈ N . For this we go and re-write δ{1,...,n}
(
RaR−1
)
by using Lemma
3.1 and the fact that ∆˜ and more in general ∆˜{i1,...,ik}, for k ≤ n, are algebra morphisms;
then δ{1,...,n}
(
RaR−1
)
=
∑
Σ⊆{1,...,n}
(−1)
n−|Σ|
RΣ ∆˜Σ(a)R
−1
Σ .
We shall prove by induction on i that
δ{1,...,n}
(
RaR−1
)
= O
(
hi+1
)
for all 0 ≤ i ≤ n− 1 . (⋆)
In other words, we’ll see that all the terms of the expansion truncated at the order n− 1
are zero, hence δn
(
RaR−1
)
= O(hn) , whence our claim.
For i = 0 , we have, for each Σ : ∆˜Σ(a) = ǫ(a)I
⊗n + O(h) and RΣ = I
⊗n + O(h) ,
and similarly R−1Σ = I
⊗n +O(h) , whence δ{1,...,n}
(
RaR−1
)
=
n∑
k=1
Ckn(−1)
n−k
ǫ(a) I⊗n+
+O(h) = O(h) , thus the result (⋆) is true for i = 0 .
Let’s assume the result (⋆) proved for all i′ < i . Write the h–adic expansions of RΣ
and R−1Σ in the form RΣ =
∑∞
ℓ=0R
(ℓ)
Σ h
ℓ and R−1Σ =
∑∞
m=0R
(−m)
Σ h
m . By the previous
proposition, we have an approximation of ∆˜Σ(a) at the order j
∆˜Σ(a) =
∑
Σ′⊆Σ, |Σ′|≤j
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′| ∆˜Σ′(a) +O
(
hj+1
)
.
Then we have the following approximation of δ{1,...,n}
(
RaR−1
)
:
δ{1,...,n}
(
RaR−1
)
=
∑
Σ⊆{1,...,n}
∑
ℓ+m≤i
(−1)
n−|Σ|
R
(ℓ)
Σ ∆˜Σ(a)R
(−m)
Σ h
ℓ+m +O
(
hi+1
)
=
=
i∑
j=0
∑
ℓ+m=i−j
( ∑
Σ⊆{1,...,n}
|Σ|>j
∑
Σ′⊆Σ
|Σ′|≤j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′|R
(ℓ)
Σ ∆˜Σ′(a)R
(−m)
Σ +
+
∑
Σ⊆{1,...,n}
|Σ|≤j
(−1)
n−|Σ|
R
(ℓ)
Σ ∆˜Σ(a)R
(−m)
Σ
)
hℓ+m +O
(
hi+1
)
=
=
i∑
j=0
∑
ℓ+m+j=i
∑
Σ′⊆{1,...,n}
|Σ′|≤j
( ∑
Σ⊆{1,...,n}
Σ′⊆Σ, |Σ|>j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′|R
(ℓ)
Σ ∆˜Σ′(a)R
(−m)
Σ +
+ (−1)
n−|Σ′|
R
(ℓ)
Σ′ ∆˜Σ′(a)R
(−m)
Σ′
)
hℓ+m +O
(
hi+1
)
.
We denote (E) the last expression in brackets, and we’ll show that this expression is
zero, whence δn
(
RaR−1
)
= O
(
hi+1
)
.
Let’s look first at the terms corresponding to ℓ +m = 0 , that is j = i . Then we find
back δ{1,...,n}(a), which is in O
(
hi+1
)
by assumption. Therefore, by now on in the sequel
of the computation we assume ℓ+m > 0 .
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Consider first how the terms R
(ℓ)
Σ and R
(−m)
Σ act on
(
H ⊗H
)′ ⊗n
(respectively on the
left and on the right) for ℓ+m fixed (and positive), say ℓ+m = S .
Taking the truncated expansion of each Ri,j which occurs in RΣ , we see that R
(ℓ)
Σ and
R
(−m)
Σ are sums of products of at most ℓ and m terms respectively, each one acting on
at most two tensor of
(
H ⊗H
)′ ⊗n
. We re-write
∑
ℓ+m=S
R
(ℓ)
Σ ∆˜Σ′(a)R
(−m)
Σ by gathering
together the terms of the sum which act on the same factors of
(
H ⊗H
)′ ⊗n
: we’ll denote
the set of positions of this factors by Σ′′.
Now, if i belongs to Σ′′, in the identification (H ⊗H)
⊗n
= H⊗2n (such as we chose it to
define RΣ ) the index i corresponds to the pair (2i−1, 2i) ; but then RΣ and R
−1
Σ , and then
also each R
(ℓ)
Σ and each R
(−m)
Σ , may act non-trivially on the i–th factor of ∆˜Σ′(a) only if
one of 2i−1 and 2i (or even both of them) occurs in the explicit written expression of RΣ
(in H⊗2n ), hence only if i ∈ Σ : thus Σ′′ ⊆ Σ . Then we set
∑
ℓ+m=S
R
(ℓ)
Σ ∆˜Σ′(a)R
(−m)
Σ =∑
Σ′′⊆Σ
A
(S)
Σ′,Σ,Σ′′(a) .
Now consider Σ¯ ⊇ Σ . From the very definition we have RΣ¯ = RΣ+A , where A is a sum
of terms which contain factors R
(s)
2i−1,2j with {i, j} 6⊆ Σ : to see this, it is enough to expand
every factor Ra,b in RΣ¯ as Ra,b = 1
⊗2n+O(h) . Similarly, we have also R
(ℓ)
Σ¯
= R
(ℓ)
Σ +A
′ ,
and similarly R
(−m)
Σ¯
= R
(−m)
Σ + A
′′ . This implies that A
(S)
Σ′′,Σ¯,Σ′
(a) = A
(S)
Σ′′,Σ,Σ′(a) , and
so the A
(S)
Σ′′,Σ,Σ′(a) do not depend on Σ ; then we write∑
ℓ+m=S
R
(ℓ)
Σ ∆˜Σ′(a)R
(−m)
Σ =
∑
Σ′′⊆Σ
A
(S)
Σ′,Σ′′(a) .
In the sequel we re-write (E) using the A
(S)
Σ′,Σ′′(a). In the following we’ll denote by
δΣ′′⊆Σ′ the function whose value is 1 if Σ
′′ ⊆ Σ′ and 0 if not.
Then we obtain a new expression for δ{1,...,n}
(
RaR−1
)
, namely
δ{1,...,n}
(
RaR−1
)
=
i−1∑
j=0
∑
Σ′⊆{1,...,n}
|Σ′|≤j
( ∑
Σ⊆{1,...,n}
Σ′⊆Σ, |Σ|>j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′|×
×
∑
Σ′′⊆Σ
A
(i−j)
Σ′,Σ′′(a) + (−1)
n−|Σ′|
∑
Σ′′⊆Σ′
A
(i−j)
Σ′,Σ′′(a)
)
hi−j +O
(
hi+1
)
=
=
i−1∑
j=0
∑
Σ′⊆{1,...,n}
|Σ′|≤j
hi−j
∑
Σ′′⊆{1,...,n}
A
(i−j)
Σ′,Σ′′(a)×
×
( ∑
Σ⊆{1,...,n}
Σ′⊆Σ, Σ′′⊆Σ, |Σ|>j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′| + (−1)
n−|Σ′|
δΣ′′⊆Σ′
)
+O
(
hi+1
)
.
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We denote
(
E′
)
Σ′,Σ′′
the new expression in brackets; in other words, for fixed Σ′ and
Σ′′, with
∣∣Σ′∣∣ ≤ j , we set
(
E′
)
Σ′,Σ′′
:=
∑
Σ⊆{1,...,n}
Σ′⊆Σ, Σ′′⊆Σ, |Σ|>j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′| + (−1)
n−|Σ′|
δΣ′′⊆Σ′
(by the way, we remark that this is a purely combinatorial expression); we shall show that
this expression is zero when Σ′ and Σ′′ are such that
∣∣Σ′∪Σ′′∣∣ ≤ j− i+ ∣∣Σ′∣∣ and ∣∣Σ′∣∣ ≤ j .
In force of the following lemma, this will be enough to prove Proposition 3.4.
Lemma 3.5.
(a) We have j < i and i ≤ n− 1 , hence j ≤ n− 2 .
(b) For all S > 0 , in the expression
∑
ℓ+m=S
R
(ℓ)
Σ ∆˜Σ′(a)R
(−m)
Σ =
∑
Σ′′⊆Σ
A
(S)
Σ′,Σ′′(a)
we have that A
(S)
Σ′,Σ′′(a) = 0 for all Σ
′, Σ′′ such that
∣∣Σ′ ∪ Σ′′∣∣ > S + ∣∣Σ′∣∣ .
Proof. The first part of the statement is trivial; to prove the second, we study the adjoint
action of RΣ on
(
H ⊗H
)⊗n
.
First of all, on k · I⊗n the action of these elements gives a zero term because one gets
the term at the order S of the h–adic expansion of RΣ ·R
−1
Σ = 1 (for S > 0 ).
Second, let us consider Σ ⊆ {1, . . . , n} , and let us study the action on
(
H ⊗H)
Σ′
:=
jΣ′
((
H ⊗H
)⊗|Σ|)
(⊆
(
H ⊗H
)⊗n
) . We know that RΣ is a product of |Σ|
2
terms of type
Ra,b , with a, b ∈
{
2i−1, 2j
∣∣ i, j ∈ Σ} ; so let’s analyse what happens when one computes
the product P := RΣ · x ·R
−1
Σ if x ∈
(
H ⊗H)
Σ
.
Consider the rightmost factor Ra,b : if a, b 6∈
{
2j−1, 2j
∣∣ j ∈ Σ′ } , then when computing
P one gets P := RΣ xR
−1
Σ = R⋆Ra,b xR
−1
a,b R
−1
⋆ = R⋆ xR
−1
⋆ (where R⋆ := RΣR
−1
a,b ).
Similarly, moving further on from right to left along RΣ one can discard all factors Rc,d
of this type, namely those such that c, d 6∈
{
2j − 1, 2j
∣∣ j ∈ Σ′ } . Thus the first factor
whose adjoint action is non-trivial will be necessarily of type Ra¯,b¯ with one of the two
indices belonging to
{
2j − 1, 2j
∣∣ j ∈ Σ′ } , say for instance a¯. Notice that the new index
a¯ (∈ {1, 2, . . . , 2n − 1, 2n} ) — which ”marks” a tensor factor in H⊗2n — corresponds
to a new index ja¯ (∈ {1, . . . , n} ) — marking a tensor factor of
(
H ⊗H
)⊗n
. So for the
following factors — i.e. on the left of Ra¯,b¯ — one has to repeat the same analysis, but with
the set
{
2j − 1, 2j
∣∣ j ∈ Σ′ ∪ {ja¯}} instead of { 2j − 1, 2j ∣∣ j ∈ Σ′ } ; therefore, as Ra¯,b¯
might act in non-trivial way on at most
∣∣Σ′∣∣ factors of (H ⊗H)⊗n, similarly the factor
which is the closest on its left may act in a non-trivial way on at most
∣∣Σ′∣∣ + 1 factors.
The upset is that the adjoint action of RΣ is non-trivial on at most
∣∣Σ′∣∣ + ∣∣Σ∣∣ factors of(
H ⊗H
)⊗n
.
Now consider the different terms R
(ℓ)
Σ and R
(−m)
Σ , with ℓ + m = S , and study the
products R
(ℓ)
Σ · x · R
(−m)
Σ , with x ∈
(
H ⊗H)
Σ
. We already know that R
(ℓ)
Σ and R
(−m)
Σ
are sums of products, denoted P+ and P− , of at most ℓ and m terms respectively, of type
R
(±k)
i,j ; the terms A
(S)
Σ′,Σ′′(a) then are nothing but sums of terms of type P+ ∆˜Σ′(a)P− ,
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where in addition the products P+ and P− have their ”positions” in Σ
′′. Now, since
each P+ and each P− is a product of at most ℓ and m factors R
(±k)
i,j , one can refine the
previous argument. Consider only the term at the order S of the h–adic expansion of
P := RΣ xR
−1
Σ = R⋆Ra,b xR
−1
a,b R
−1
⋆ = R⋆ xR
−1
⋆ : whenever there are factors of type
R
(k)
a,b or R
(t)
a,b , for fixed a, b — not belonging to
{
2j − 1, 2j
∣∣ j ∈ Σ′ } — which appear
in R
(ℓ)
Σ or R
(−m)
Σ , for some ℓ or m, the total contribution of all these terms in the sum∑
ℓ+m=S
R
(ℓ)
Σ xR
(−m)
Σ will be zero (this follows from the fact that R⋆Ra,b xR
−1
a,b R
−1
⋆ =
R⋆ xR
−1
⋆ ). In addition, since now we are dealing only with S factors in total, we conclude
that A
(S)
Σ′,Σ′′(a) = 0 if
∣∣Σ′ ∪ Σ′′∣∣ > S + ∣∣Σ′∣∣ . 
Now we shall compute
(
E′
)
Σ′,Σ′′
. Thanks to the previous remark, we can limit ourselves
to consider the pairs
(
Σ′,Σ′′
)
such that
∣∣Σ′∪Σ′′∣∣ ≤ i−j+m+∣∣Σ′∣∣ ≤ i−j+j = i ≤ n−1 .
Then one can always find at least two Σ ⊆ {1, . . . , n} such that |Σ| > j and Σ′∪Σ′′ ⊆ Σ ,
which make us sure that there will always be at least two terms in the calculation which is
to follow (such a condition will guarantee the vanishing of the expression
(
E′
)
Σ′,Σ′′
). We
distinguish three cases:
(I) If Σ′′ ⊆ Σ′ , then the expression
(
E′
)
Σ′,Σ′′
becomes(
E′ : 1
)
Σ′,Σ′′
=
∑
Σ⊆{1,...,n}
Σ′⊆Σ, |Σ|>j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′| + (−1)
n−|Σ′|
.
Gathering together the Σ’s which share the same cardinality d, a simple computation gives
(
E′ : 1
)
Σ′,Σ′′
=
n∑
d=j+1
(−1)
n−d
(−1)
j−|Σ′|
C
j−|Σ′|
d−1−|Σ′| C
d−|Σ′|
n−|Σ′| + (−1)
n−|Σ′|
.
Now, this last expression is zero by Lemma 3.3, for it corresponds to a sum of type
t∑
k=r+1
(−1)
t+r−k
Crk−1 C
k
t + (−1)
t
=
t∑
k=0
(−1)
t+r−k
Crk−1 C
k
t + (−1)
t
(where Cvu := 0 if
v > u ) with r, t ∈ N+ and r < t : in our case we set t = n −
∣∣Σ′∣∣ , r = j − ∣∣Σ′∣∣ and
k = d−
∣∣Σ′∣∣ ; one verifies that one has just j − ∣∣Σ′∣∣ < n− ∣∣Σ′∣∣ because j < n .
(II) If Σ′′ 6⊆ Σ′ and
∣∣Σ′ ∪ Σ′′∣∣ > j , then the expression (E′)
Σ′,Σ′′
becomes(
E′ : 2
)
Σ′,Σ′′
=
∑
Σ⊆{1,...,n}
Σ′∪Σ′′⊆Σ
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′| .
Gathering together the Σ’s which share the same cardinality d, a simple computation gives
(
E′ : 2
)
Σ′,Σ′′
=
n∑
d=|Σ′∪Σ′′|
(−1)
n−d
(−1)
j−|Σ′|
C
j−|Σ′|
d−1−|Σ′| C
d−|Σ′∪Σ′′|
n−|Σ′∪Σ′′| .
Again, the last expression is zero thanks to Lemma 3.3, for it corresponds to a sum of
type
t∑
k=0
(−1)
t+r−k
Crk+s C
k
t with r, t, s ∈ N+ and r < t : in our case we set
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t = n−
∣∣Σ′ ∪Σ′′∣∣ , r = j − ∣∣Σ′∣∣ , s = ∣∣Σ′ ∪Σ′′∣∣− ∣∣Σ′∣∣− 1 and k = d− ∣∣Σ′ ∪Σ′′∣∣ ; then one
verifies that j −
∣∣Σ′∣∣ < n− ∣∣Σ′∣∣ for j < n and ∣∣Σ′ ∪ Σ′′∣∣− ∣∣Σ′∣∣− 1 ≥ 0 since Σ′′ 6⊆ Σ′ .
(III) If Σ′′ 6⊆ Σ′ and
∣∣Σ′ ∪ Σ′′∣∣ ≤ j , then the expression (E′)
Σ′,Σ′′
becomes(
E′ : 3
)
Σ′,Σ′′
=
∑
Σ⊆{1,...,n}
Σ′∪Σ′′⊆Σ, |Σ|>j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′| .
Gathering together the Σ’s which share the same cardinality d, a simple computation gives(
E′ : 3
)
Σ′,Σ′′
=
n∑
d=j+1
(−1)
n−d
(−1)
j−|Σ′|
C
j−|Σ′|
d−1−|Σ′| C
d−|Σ′∪Σ′′|
n−|Σ′∪Σ′′| .
But again the last expression is zero because of Lemma 3.3, for it corresponds to a sum
of type
t∑
k=j+1−|Σ′∪Σ′′|
(−1)
t+r−k
Crk+s C
k
t =
t∑
k=0
(−1)
t+r−k
Crk+s C
k
t (where C
v
u := 0 if
v > u ) with r, t, s ∈ N+ and r < t : here again we set t = n −
∣∣Σ′ ∪ Σ′′∣∣ , r = j − ∣∣Σ′∣∣ ,
s =
∣∣Σ′ ∪ Σ′′∣∣ − ∣∣Σ′∣∣ − 1 and k = d − ∣∣Σ′ ∪ Σ′′∣∣ ; one has, always for the same reasons,
j −
∣∣Σ′∣∣ < n− ∣∣Σ′∣∣ and ∣∣Σ′ ∪ Σ′′∣∣− ∣∣Σ′∣∣− 1 ≥ 0 .
Therefore, one has always
(
E′
)
Σ′,Σ′′
= 0, whence (E) = 0 , which ends the proof. 
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TRESSAGES DES GROUPES DE POISSON
A` DUAL QUASITRIANGULAIRE
Fabio Gavarini† , Gilles Halbout‡
†Universita` di Roma “Tor Vergata”, Dipartimento di Matematica – Roma, ITALY
‡ Institut de Recherche Mathe´matique Avance´e, ULP–CNRS – Strasbourg, FRANCE
Abstract. Let g be a quasitriangular Lie bialgebra over a field k of characteristic zero, and
let g∗ be its dual Lie bialgebra. We prove that the formal Poisson group F [[g∗]] is a braided
Hopf algebra. More generally, we prove that if
(
Uh, R
)
is any quasitriangular QUEA, then(
Uh
′, Ad(R)
∣∣
Uh
′⊗Uh
′
)
— where Uh
′ is defined by Drinfeld — is a braided QFSHA. The first
result is then just a consequence of the existence of a quasitriangular quantization (Uh, R) of
U(g) and of the fact that Uh
′ is a quantization of F [[g∗]].
Introduction
Soit g une bige`bre de Lie sur un corps k de caracte´ristique ze´ro; notons g∗ la bige`bre de
Lie duale de g et F [[g∗]] l’alge`bre des fonctions sur le groupe de Poisson formel associe´ a`
g∗ . Si g est quasitriangulaire, munie d’une r–matrice r, cela donne a` g certaines proprie´te´s
additionnelles. Une question se pose alors: quelle nouvelle structure obtient-on sur la
bige`bre duale g∗ ? Dans ce travail, nous allons montrer que l’alge`bre de Hopf-Poisson
topologique F [[g∗]] est une alge`bre tresse´e (nous donnerons la de´finition plus loin). Cela
avait e´te´ de´montre´ pour g = sl(2, k) par Reshetikhin (cf. [Re]), et ge´ne´ralise´ au cas ou` g
est de Kac-Moody de type fini (cf. [G1]) ou de type affine (cf. [G2]) par le premier auteur.
Pour de´montrer le re´sultat, nous allons utiliser les quantifications d’alge`bres envelop-
pantes. D’apre`s Etingof-Kazhdan (cf. [EK]), toute bige`bre de Lie admet une quantification
Uh(g), a` savoir une alge`bre de Hopf (topologique) sur k[[h]] dont la spe´cialisation a` h = 0
est isomorphe a` U(g) comme alge`bre de Hopf co-Poisson; de plus, si g est quasitriangulaire
et r est sa r–matrice, alors il existe une quantification Uh(g) qui est aussi quasitriangu-
laire, en tant qu’alge`bre de Hopf, munie d’une R–matrice Rh ∈ Uh(g) ⊗ Uh(g) telle que
Rh ≡ 1 + r h mod h
2 (ou` l’on identifie les espaces vectoriels Uh(g) et U(g)[[h]] ).
D’apre`s Drinfel’d (cf. [Dr]), pour toute alge`bre enveloppante universelle quantifie´e U , on
peut de´finir une sous-alge`bre de Hopf U ′ telle que, si la limite semi-classique de U est U(g)
(avec g une bige`bre de Lie), alors la limite semi-classique de U ′ est F [[g∗]]. Dans notre cas,
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si l’on conside`re Uh(g)
′
, on peut remarquer que la R–matrice n’appartient pas, a priori,
a` Uh(g)
′
⊗ Uh(g)
′
; ne´anmoins, nous prouvons que son action adjointe Rh := Ad(Rh) :
Uh(g)⊗Uh(g) −−→ Uh(g)⊗Uh(g) , x⊗ y 7→ Rh · (x⊗ y) ·R
−1
h , stabilise Uh(g)
′
⊗Uh(g)
′
,
donc induit par spe´cialisation un ope´rateur R0 sur F [[g
∗]]⊗ F [[g∗]] . Enfin, les proprie´te´s
qui font de Rh une R–matrice font de Rh un ope´rateur de tressage, donc il en est de meˆme
pour R0 : ainsi, la paire
(
F [[g∗]],R0
)
est une alge`bre tresse´e.
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§ 1. De´finitions et rappels
1.1 Les objects classiques. Soit k un corps fixe´ de caracte´ristique zero. Dans la suite
k sera le corps de base de tous les objets — alge`bres et bige`bres de Lie, alge`bres de Hopf,
etc. — que nous introduirons.
Suivant [CP], §1.3, nous appellons bige`bre de Lie une paire (g, δg) ou` g est une alge`bre
de Lie et δg: g → g ⊗ g est une application line´aire antisyme´trique — dite cocrochet de
Lie — telle que son dual δ∗
g
: g∗ ⊗ g∗ → g∗ soit un crochet de Lie et que δg elle meˆme
soit un 1-cocycle de g a` valeurs dans g ⊗ g. Le dual line´aire g∗ de g est alors a` son tour
une bige`bre de Lie. Suivant [CP], §2.1.B, nous appelons bige`bre de Lie quasitriangulaire
une paire (g, r) telle que r ∈ g ⊗ g soit solution de l’e´quation de Yang-Baxter classique
(CYBE) [r12, r13] + [r12, r23] + [r13, r23] = 0 dans g ⊗ g ⊗ g et g soit une bige`bre de Lie
par rapport au cocrochet δ = δg defini par δ(x) = [x, r] ; l’e´le´ment r est alors appele´
r–matrice de g.
Si g est une alge`bre de Lie, son alge`bre enveloppante universelle U(g) est une alge`bre
de Hopf; si de plus g est une bige`bre de Lie, alors U(g) est en fait une alge`bre de Hopf
co-Poisson (cf. [CP], §6.2.A).
Soit g une alge`bre de Lie quelconque: on appelle alge`bre de fonctions sur le groupe formel
associe´ a` g, ou tout simplement groupe formel associe´ a` g, l’espace F [[g]] := U(g)
∗
dual
line´aire de U(g). Comme U(g) est une alge`bre de Hopf, son dual F [[g]] est une alge`bre
de Hopf formelle (suivant [Di], Ch. 1). Remarquons que si G est un groupe alge´brique
connexe d’alge`bre de Lie g, et F [G] est l’alge`bre de Hopf des fonctions regulie`res sur G,
et si me est l’ide´al maximal dans F [G] des fonctions qui s’annulent au point unite´ e ∈ G ,
alors l’alge`bre de Hopf formelle F [[g]] n’est rien d’autre que la comple´tion me–adique de
F [G] (cf. [On], Ch. I). Lorsque, de plus, g est une bige`bre de Lie, F [[g]] est en fait une
alge`bre de Hopf-Poisson (cf. [CP], §6.2.A) formelle.
1.2 Tressages et quasitriangularite´. Soit H une alge`bre de Hopf dans une cate´gorie
tensorielle (A,⊗) (cf. [CP], §5): H est dite tresse´e (cf. [Re], De´finition 2) s’il existe un
automorphisme d’alge`bre R de H ⊗H, appele´ ope´rateur de tressage de H, diffe´rent de la
volte σ: a⊗ b 7→ b⊗ a et ve´rifiant
R ◦∆ = ∆op
(∆⊗ Id) ◦R = R13 ◦R23 ◦ (∆⊗ Id) , (Id⊗∆) ◦R = R13 ◦R12 ◦ (Id⊗∆)
ou` ∆op = σ ◦∆ et R12, R13 et R23 sont les automorphismes de H ⊗H ⊗H de´finis par
R12 = R⊗ Id , R23 = Id⊗R , R13 = (σ ⊗ Id) ◦ (Id⊗R) ◦ (σ ⊗ Id) .
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Enfin, dans le cas ou` H est, de plus, une alge`bre de Hopf Poisson, nous dirons que cette
alge`bre est tresse´e en tant qu’alge`bre de Hopf Poisson si elle est tresse´e en tant qu’alge`bre
de Hopf — par un tressage qui est aussi un automorphisme d’alge`bre de Poisson.
Si la paire (H,R) est une alge`bre tresse´e, il re´sulte de la de´finition que R ve´rifie
l’e´quation de Yang-Baxter quantique — QYBE dans la suite — dans End(H⊗3), a` savoir
R12 ◦R13 ◦R23 = R23 ◦R13 ◦R12
ce qui entraˆıne que pour tout n ∈ N le groupe des tresses Bn agit sur H
⊗n; on peut ensuite
alors obtenir des invariants de noeuds, selon la recette donne´e en [CP], §15.12.
Une alge`bre de Hopf H (dans une categorie tensorielle) est dite quasitriangulaire (cf.
[Dr], [CP]) s’il existe un e´le´ment inversible R ∈ H ⊗H , appele´ R–matrice de H, tel que
R ·∆(a) ·R−1 = Ad(R)(∆(a)) = ∆op(a)
(∆⊗ Id)(R) = R13R23 , (Id⊗∆)(R) = R13R12
ou` R12, R13 et R23 sont des e´le´ments de H
⊗3 de´finis par R12 = R ⊗ 1 , R23 = 1 ⊗ R et
R13 = (σ ⊗ Id)(R23) = (Id⊗ σ)(R12) . Il re´sulte alors des identite´s ci-dessus que R ve´rifie
la QYBE dans H⊗3, i.e.
R12R13R23 = R23R13R12 .
Ainsi, les produits tensoriels de H–modules sont munis d’une action du groupe des tresses.
En outre, il est clair que si (H,R) est quasitriangulaire, alors
(
H,Ad(R)
)
est tresse´e.
1.3 Les objects quantiques. Soit A la cate´gorie dont les objets sont les k[[h]]–
modules topologiquement libres et complets au sens h–adique, et les morphismes sont les
applications k[[h]]–line´aires continues. Pour tous V , W dans A, de´finissons V ⊗W comme
e´tant la limite projective des k[[h]]
/
(hn)–modules
(
V/hnV
)
⊗
k[[h]]
/
(hn)
(
W/hnW
)
: cela
fait de A une cate´gorie tensorielle (voir [CP] pour plus de details). D’apre`s Drinfel’d
(cf. [Dr]), on appelle alge`bre enveloppante universelle quantifie´e — QUEA dans la suite —
toute alge`bre de Hopf dans la cate´gorieA dont la limite semi-classique (i.e. la spe´cialisation
en h = 0 ) est l’alge`bre enveloppante universelle d’une bige`bre de Lie. De meˆme, on appelle
alge`bre de Hopf de se´ries formelles quantiques — QFSHA dans la suite — toute alge`bre
de Hopf dans la cate´gorie A dont la limite semi-classique est l’alge`bre de fonctions sur un
groupe formel.
Dans la suite, nous aurons besoin du re´sultat suivant:
The´ore`me 1.4. (cf. [EK]) Soit g une bige`bre de Lie. Il existe une QUEA Uh(g) dont la
limite semi-classique est isomorphe a` U(g) ; en outre, il existe un isomorphisme de k[[h]]–
modules tel que Uh(g) ∼= U(g)[[h]] .
De plus, si (g, r) est quasitriangulaire, alors il existe une QUEA Uh(g) comme ci-
dessus et un e´le´ment Rh ∈ Uh(g) ⊗ Uh(g) tels que
(
Uh(g), Rh
)
soit une alge`bre de Hopf
quasitriangulaire et Rh = 1 + r h+O
(
h2
)
(avec O
(
h2
)
∈ h2 ·H ⊗H ). 
1.5 Le foncteur de Drinfeld. SoitH une alge`bre de Hopf sur k[[h]]. Pour tout n ∈ N,
on de´finit ∆n: H −→ H⊗n par ∆0 := ǫ, ∆1 := IdH et ∆
n :=
(
∆⊗ Id⊗(n−2)
H
)
◦∆n−1 si
n > 2. Pour tout sous-ensemble ordonne´ Σ = {i1, . . . , ik} ⊆ {1, . . . , n} avec i1 < · · · < ik ,
on de´finit l’homomorphisme jΣ: H
⊗k −→ H⊗n par jΣ(a1 ⊗ · · · ⊗ ak) := b1 ⊗ · · · ⊗ bn
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avec bi := 1 si i /∈ Σ et bim := am pour 1 ≤ m ≤ k ; on pose alors ∆Σ := jΣ ◦∆
k . On
de´finit aussi δn: H −→ H
⊗n par δn :=
∑
Σ⊆{1,...,n} (−1)
n−|Σ|
∆Σ , pour tout n ∈ N+ , et
plus ge´neralement, pour tout Σ = {i1, . . . , ik} ⊆ {1, . . . , n} , avec i1 < · · · < ik , on de´finit
δΣ :=
∑
Σ′⊆Σ
(−1)
|Σ|−|Σ′|
∆Σ′ . (1.1)
En particulier, δ{1,...,n} = δn . Graˆce au principe d’inclusion-exclusion, ceci e´quivaut a`
∆Σ =
∑
Σ′⊆Σ
δΣ′ (1.2)
pour tout Σ = {i1, . . . , ik} ⊆ {1, . . . , n} avec i1 < · · · < ik . Enfin on de´finit le sous-espace
H ′ :=
{
a ∈ H
∣∣ δn(a) ∈ hnH⊗n } ,
de H que nous conside`rerons muni de la topologie induite. Nous avons alors le
The´ore`me 1.6. (cf. [Dr], §7, ou [G3]) Soit H une alge`bre de Hopf dans la cate´gorie A.
Alors H ′ est une QFSHA. De plus, si H = Uh(g) est une QUEA ayant U(g) comme
limite semi-classique, alors la limite semi-classique de Uh(g)
′
est F [[g∗]] . 
§ 2. Les re´sultats principaux
Du point de vue technique, le re´sultat principal de cet article concerne le cadre ge´ne´ral
des alge`bres de Hopf quasitriangulaires:
The´ore`me 2.1. Soit H une alge`bre de Hopf quasitriangulaire dans la cate´gorie A, et soit
R sa R–matrice. Alors, l’automorphisme interieur Ad(R): H ⊗H → H ⊗H se restreint
en un automorphisme de H ′ ⊗H ′. La paire
(
H ′, Ad(R)
∣∣
H′⊗H′
)
est donc une alge`bre de
Hopf tresse´e dans la cate´gorie A. 
La preuve de ce the´ore`me sera donne´e dans le paragraphe 3. Mais nous pouvons de´ja` en
tirer comme conse´quence le re´sultat principal annonce´ par le titre et dans l’introduction,
qui nous donne une interpre´tation ge´ometrique de la r–matrice classique:
The´ore`me 2.2. Soit g une bige`bre de Lie quasitriangulaire. Alors l’alge`bre de Hopf Pois-
son topologique F [[g∗]] est tresse´e. En outre, il existe une quantification de F [[g∗]] qui est
une alge`bre de Hopf tresse´e dont l’ope´rateur de tressage se spe´cialise en celui de F [[g∗]].
Preuve. Soit r la r–matrice de g. D’apre`s le The´ore`me 1.4, il existe une QUEA quasi-
triangulaire
(
Uh(g), Rh
)
dont la limite semi-classique est exactement
(
U(g), r
)
a` savoir,
Uh(g)
/
hUh(g) ∼= U(g) et (R − 1)
/
h ≡ r mod hUh(g)
⊗2 . Par le The´ore`me 1.6, la limite
semi-classique de Uh(g)
′ est F [[g∗]]. Soit Rh := Ad(Rh) ; le The´ore`me 2.1 nous assure que(
Uh(g)
′
, Rh
∣∣
Uh(g)
′⊗Uh(g)
′
)
est une alge`bre de Hopf tresse´e, donc sa limite semi-classique(
F [[g∗]],
(
Rh
∣∣
Uh(g)
′⊗Uh(g)
′
) ∣∣∣
h=0
)
est tresse´e aussi. De plus, comme Rh est un automor-
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phisme d’alge`bre et le crochet de Poisson de F [[g∗]] est donne´ par {a, b} =
(
[α, β]
/
h
)∣∣
h=0
pour tout a, b ∈ F [[g∗]] et α, β ∈ Uh(g)
′
tels que α|h=0 = a , β|h=0 = b , nous avons que(
Rh
∣∣
Uh(g)
′⊗Uh(g)
′
) ∣∣∣
h=0
est aussi un automorphisme d’alge`bre de Poisson. 
Le the´ore`me ci-dessus donne donc une interpre´tation ge´ome´trique de la r–matrice d’une
bige`bre de Lie quasitriangulaire. Ce meˆme re´sultat avait e´te´ de´montre´ pour g = sl(2, k)
par Reshetikhin (cf. [Re]), et ge´ne´ralise´ par le premier auteur au cas ou` g est de Kac-Moody
de type fini (cf. [G1], ou` une analyse plus pre´cise est effectue´e) ou de type affine (cf. [G2]).
Le The´ore`me 2.2 a aussi une conse´quence importante. Soient g et g∗ comme ci-dessus,
soit R le tressage de F [[g∗]], et soit e l’ide´al maximal (unique) de F [[g∗⊕ g∗]] = F [[g∗]]⊗
F [[g∗]] (produit tensoriel topologique, selon [Di], Ch. 1). Puisque R est un automorphisme
d’alge`bre, R(e) = e et R induit un automorphisme d’e´space vectoriel R: e
/
e2 → e
/
e2 ;
or e
/
e2 ∼= g ⊕ g , donc puisque R est aussi un automorphisme d’alge`bre de Poisson, la
restriction R est un automorphisme d’alge`bre de Lie de g⊕ g = e
/
e2 ; l’automorphisme R
he´rite aussi des autres propie´te´s du tressage R. Enfin, le dual R
∗
: g∗⊕g∗ → g∗⊕g∗ est un
automorphisme de coge`bre de Lie de g∗ ⊕ g∗, dote´ lui aussi de plusieurs autres propriete´s
duales de celles de R. En particulier, R, R et R
∗
sont solutions de la QYBE. Il existe donc
une action du groupe des tresses Bn sur F [[g
∗ ⊕ g∗]]
⊗n
, sur (g⊕ g)
⊗n
, et sur (g∗ ⊕ g∗)
⊗n
(n ∈ N), dont on peut tirer des invariants de noeuds (selon [CP], §15.12).
De tels automorphismes de g∗ ⊕ g∗ et de g ⊕ g ont e´te´s introduits dans [WX], §9;
leur construction est lie´e a` la ”R–matrice globale”, qui donne aussi une interpre´tation
ge´ome´trique de la r–matrice classique. Il conviendrait alors de comparer nos re´sultats et
ceux de [WX] et d’e´tudier paralle`lement les propriete´s de fonctorialite´ de notre construc-
tion: tout cela fera l’objet d’un article a` suivre.
§ 3. De´monstration du the´ore`me 2.1
Dans cette section (H,R) sera une alge`bre de Hopf quasitriangulaire comme dans
l’e´nonce´ du The´ore`me 2.1. Nous voulons e´tudier l’action adjointe de R sur H ⊗ H, ou`
cette dernie`re est munie de sa structure naturelle d’alge`bre de Hopf; nous noterons par
∆˜ son coproduit, de´fini par ∆˜ := σ23 ◦ (∆ ⊗ IdH ⊗ IdH) ◦ (IdH ⊗ ∆) ou` σ23 de´signe
la volte dans les positions 2 et 3. Nous noterons aussi I := 1 ⊗ 1 l’unite´ dans H ⊗ H.
Selon notre de´finition du produit tensoriel en A, on a
(
H ⊗H
)′
= H ′⊗H ′ . Notre but est
de montrer que, bien que R n’appartienne pas force´ment a`
(
H ⊗H
)′
, son action adjointe
a 7→ R · a ·R−1 laisse stable
(
H ⊗H
)′
= H ′ ⊗H ′ .
Posons tout d’abord, pour Σ = {i1, . . . , ik} ⊆ {1, . . . , n} , toujours avec i1 < · · · < ik :
RΣ := R2i1−1,2ikR2i1−1,2ik−1 · · ·R2i1−1,2i1R2i2−1,2ik · · ·R2ik−1−1,2ikR2ik−1,2i1 · · ·R2ik−1,2i1
(produit de k2 termes) ou` Rr,s := j{r,s}(R) , en de´finissant j{r,s}: H⊗H −→ H
⊗2n comme
pre´ce´demment. Nous noterons toujours |Σ| pour le cardinal de Σ (ici |Σ| = k ).
Lemme 3.1. Dans
(
H ⊗H
)⊗n
, pour tout Σ ⊆ {1, . . . , n}, on a: ∆˜Σ(R) = RΣ .
Preuve. Sans perdre de ge´ne´ralite´, nous de´montrerons le re´sultat pour Σ={1, . . . , n}, i.e.
∆˜{1,...,n}(R) = R{1,...,n} = R1,2n ·R1,2n−2 · · ·R1,2 ·R3,2n · · ·R2n−3,2 ·R2n−1,2n · · ·R2n−1,2 .
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Le re´sultat est e´vident au rang n = 1 . Supposons le acquis au rang n , et montrons le
au rang n+ 1 ; par de´finition de ∆˜ et par les proprie´te´s de la R–matrice on a
∆˜{1,...,n+1}(R) =
(
∆˜⊗ IdH⊗H
⊗n−1
)(
∆˜{1,...,n}(R)
)
=
(
∆˜⊗ IdH⊗H
⊗n−1
)(
R{1,...,n}
)
= σ23(∆⊗ Id
⊗2n
H
)
(
IdH ⊗∆⊗ Id
⊗2(n−1)
H
)
(R1,2n · · ·R1,2 · · ·R3,2 · · ·R2n−1,2)
= σ23
(
∆⊗ Id⊗2n
H
)
(R1,2n+1 · · ·R1,3R1,2 · · ·R4,3R4,2 · · ·R2n,3R2n,2)
= σ23(R1,2n+2R2,2n+2 · · ·R1,4R2,4R1,3R2,3 · · ·R5,4R5,3 · · ·R2n+1,4R2n+1,3)
= R1,2n+2R3,2n+2 · · ·R1,4R3,4 ·R1,2R3,2 · · ·R5,4 ·R5,2 · · ·R2n+1,4R2n+1,2
= R1,2n+2 · · ·R1,4R1,2R3,2n+2 · · ·R3,4R3,2 · · ·R5,4R5,2 · · ·R2n+1,4R2n+1,2
= R{1,...,n+1} , q.e.d. 
Dore´navant pour tout, a, b ∈ N , nous utiliserons la notation Cab pour de´signer l’entier(
b
a
)
:= b!
a!(b−a)! ∈ N .
Lemme 3.2. Pour tout a ∈
(
H ⊗H
)′
, et pour tout ensemble Σ tel que |Σ| > i , on a
∆˜Σ(a) =
∑
Σ′⊆Σ, |Σ′|≤i
(−1)
i−|Σ′|
C
i−|Σ′|
|Σ|−1−|Σ′| ∆˜Σ′(a) +O
(
hi+1
)
.
Preuve. Il suffit de prouver l’e´nonce´ pour Σ = {1, . . . , n}, avec n > i . Graˆce a` (1.2), on a
∆˜{1,...,n}(a) =
∑
Σ¯⊆{1,...,n}
δΣ¯(a) =
∑
Σ¯⊆{1,...,n}, |Σ¯|≤i
δΣ¯(a) +O
(
hi+1
)
=
∑
Σ¯⊆{1,...,n}, |Σ¯|≤i
∑
Σ′⊆Σ¯
(−1)
|Σ¯|−|Σ′|
∆˜Σ′(a) +O
(
hi+1
)
=
∑
Σ′⊆{1,...,n}, |Σ′|≤i
∆˜Σ′(a)
∑
Σ′⊆Σ¯, |Σ¯|≤i
(−1)
|Σ¯|−|Σ′|
+O
(
hi+1
)
=
∑
Σ′⊆{1,...,n}, |Σ′|≤i
∆˜Σ′(a) (−1)
i−|Σ′|
C
i−|Σ′|
n−1−|Σ′| +O
(
hi+1
)
, q.e.d. 
Avant de nous attaquer au re´sultat principal, il nous faut encore un petit rappel
technique sur les coefficients du binoˆme: on peut le prouver facilement en utilisant le
de´veloppement en se´rie formelle de (1−X)
−(r+1)
, a` savoir (1−X)
−(r+1)
=
∞∑
k=0
Crk+rX
k .
Lemme 3.3. Soient r, s, t ∈ N tels que r < t. On a alors les relations suivantes (ou`
l’on pose Cvu := 0 si v > u ):
(a)
t∑
d=0
(−1)
d
Crd−1 C
d
t = −(−1)
r
, (b)
t∑
d=0
(−1)
d
Crd+s C
d
t = 0 . 
Voici enfin le re´sultat principal de cette section:
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Proposition 3.4. Pour tout a ∈
(
H ⊗H
)′
, nous avons RaR−1 ∈
(
H ⊗H
)′
.
Preuve. Comme nous devons montrer que RaR−1 appartient a`
(
H ⊗H
)′
, nous devons
conside´rer les termes δn
(
RaR−1
)
, n ∈ N . Pour cela re´e´crivons δ{1,...,n}
(
RaR−1
)
en
utilisant le Lemme 3.1 et le fait que ∆˜, et plus ge´ne´ralement ∆˜{i1,...,ik} (pour k ≤ n), est
un morphisme d’alge`bre: δ{1,...,n}
(
RaR−1
)
=
∑
Σ⊆{1,...,n}
(−1)
n−|Σ|
RΣ ∆˜Σ(a)R
−1
Σ .
Nous allons de´montrer par re´currence sur i que
δ{1,...,n}
(
RaR−1
)
= O
(
hi+1
)
pour tout 0 ≤ i ≤ n− 1 . (⋆)
Autrement dit, on verra que tous les termes du de´veloppement limite´ a` l’ordre n− 1 sont
nuls, donc δn
(
RaR−1
)
= O(hn) , d’ou` notre e´nonce´.
Pour i = 0 , on a, pour chaque Σ , ∆˜Σ(a) = ǫ(a)I
⊗n+O(h) , RΣ = I
⊗n+O(h) , et aussi
R−1Σ = I
⊗n + O(h) , d’ou` δ{1,...,n}
(
RaR−1
)
=
n∑
k=1
Ckn(−1)
n−k
ǫ(a) I⊗n + O(h) = O(h) ,
donc le re´sultat (⋆) est vrai pour i = 0 .
Supposons le re´sultat (⋆) acquis pour tout i′ < i . E´crivons les de´veloppements h–
adiques de RΣ et R
−1
Σ sous la forme RΣ =
∑∞
ℓ=0R
(ℓ)
Σ h
ℓ et R−1Σ =
∑∞
m=0R
(−m)
Σ h
m .
Par la proposition pre´ce´dente, nous avons une approximation de ∆˜Σ(a) a` l’ordre j:
∆˜Σ(a) =
∑
Σ′⊆Σ, |Σ′|≤j
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′| ∆˜Σ′(a) +O
(
hj+1
)
.
Nous avons alors l’approximation de δ{1,...,n}
(
RaR−1
)
suivante:
δ{1,...,n}
(
RaR−1
)
=
∑
Σ⊆{1,...,n}
∑
ℓ+m≤i
(−1)
n−|Σ|
R
(ℓ)
Σ ∆˜Σ(a)R
(−m)
Σ h
ℓ+m +O
(
hi+1
)
=
=
i∑
j=0
∑
ℓ+m=i−j
( ∑
Σ⊆{1,...,n}
|Σ|>j
∑
Σ′⊆Σ
|Σ′|≤j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′|R
(ℓ)
Σ ∆˜Σ′(a)R
(−m)
Σ +
+
∑
Σ⊆{1,...,n}
|Σ|≤j
(−1)
n−|Σ|
R
(ℓ)
Σ ∆˜Σ(a)R
(−m)
Σ
)
hℓ+m +O
(
hi+1
)
=
=
i∑
j=0
∑
ℓ+m+j=i
∑
Σ′⊆{1,...,n}
|Σ′|≤j
( ∑
Σ⊆{1,...,n}
Σ′⊆Σ, |Σ|>j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′|R
(ℓ)
Σ ∆˜Σ′(a)R
(−m)
Σ +
+ (−1)
n−|Σ′|
R
(ℓ)
Σ′ ∆˜Σ′(a)R
(−m)
Σ′
)
hℓ+m +O
(
hi+1
)
.
Nous noterons (E) la dernie`re expression entre parenthe`se, et nous montrerons que cette
expression est nulle, d’ou` δn
(
RaR−1
)
= O
(
hi+1
)
.
Regardons d’abord les termes correspondant a` ℓ + m = 0 , c’est-a`-dire j = i . On
retrouve alors δ{1,...,n}(a), qui est dans O
(
hi+1
)
par hypothe`se. Dans la suite du calcul
nous supposerons de´sormais ℓ+m > 0 .
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Regardons maintenant comment les termes R
(ℓ)
Σ et R
(−m)
Σ agissent sur
(
H ⊗H
)′ ⊗n
(respectivement a` gauche et a` droite) pour ℓ + m fixe´ (et positif), disons ℓ + m = S .
En faisant le de´veloppement limite´ de chaque Ri,j qui apparaˆıt dans RΣ , on voit que
R
(ℓ)
Σ et R
(−m)
Σ sont sommes de produits d’au plus ℓ et m termes respectivement, cha-
cun agissant sur au plus deux facteurs tensoriels de
(
H ⊗H
)′ ⊗n
. Nous allons re´e´crire∑
ℓ+m=S
R
(ℓ)
Σ ∆˜Σ′(a)R
(−m)
Σ en regroupant les termes de la somme qui agissent sur les meˆmes
facteurs de
(
H ⊗H
)′ ⊗n
, facteurs dont nous identifierons les positions par Σ′′.
Si i appartient a` Σ′′, dans l’identification (H ⊗H)
⊗n
= H⊗2n (telle qu’on l’a choisie
pour de´finir RΣ ) l’indice i correspond a` la paire (2i − 1, 2i) ; mais alors RΣ et R
−1
Σ , et
donc aussi chaque R
(ℓ)
Σ et chaque R
(−m)
Σ , n’agissent de manie`re non triviale sur le i–e`me
facteur de ∆˜Σ′(a) que si, dans l’e´criture explicite de RΣ, un terme non trivial apparait aux
places 2i− 1 ou 2i, donc seulement si i ∈ Σ : ainsi Σ′′ ⊆ Σ . Nous posons alors∑
ℓ+m=S
R
(ℓ)
Σ ∆˜Σ′(a)R
(−m)
Σ =
∑
Σ′′⊆Σ
A
(S)
Σ′,Σ,Σ′′(a) .
Maintenant conside´rons Σ¯ ⊇ Σ . D’apre`s la de´finition on a RΣ¯ = RΣ+A , ou` A est une
somme de termes qui contiennent des facteurs R
(s)
2i−1,2j avec {i, j} 6⊆ Σ : pour ce voir, il
suffit de de´velopper chaque facteur Ra,b dans RΣ¯ comme Ra,b = 1
⊗2n +O(h) . De meˆme,
on a aussi R
(ℓ)
Σ¯
= R
(ℓ)
Σ +A
′ , et pareillement R
(−m)
Σ¯
= R
(−m)
Σ +A
′′ . Cela implique que
A
(S)
Σ′′,Σ¯,Σ′
(a) = A
(S)
Σ′′,Σ,Σ′(a) , et donc les A
(S)
Σ′′,Σ,Σ′(a) ne de´pendent pas de Σ ; on e´crit alors∑
ℓ+m=S
R
(ℓ)
Σ ∆˜Σ′(a)R
(−m)
Σ =
∑
Σ′′⊆Σ
A
(S)
Σ′,Σ′′(a) .
Nous allons ensuite re´e´crire (E) a` l’aide des A
(S)
Σ′,Σ′′(a). Par commodite´ dans la suite
des calculs, on notera δΣ′′⊆Σ′ la fonction qui vaut 1 si Σ
′′ ⊆ Σ′ et 0 sinon. Nous obtenons
alors une nouvelle expression pour δ{1,...,n}
(
RaR−1
)
, a` savoir
δ{1,...,n}
(
RaR−1
)
=
i−1∑
j=0
∑
Σ′⊆{1,...,n}
|Σ′|≤j
( ∑
Σ⊆{1,...,n}
Σ′⊆Σ, |Σ|>j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′|×
×
∑
Σ′′⊆Σ
A
(i−j)
Σ′,Σ′′(a) + (−1)
n−|Σ′|
∑
Σ′′⊆Σ′
A
(i−j)
Σ′,Σ′′(a)
)
hi−j +O
(
hi+1
)
=
=
i−1∑
j=0
∑
Σ′⊆{1,...,n}
|Σ′|≤j
hi−j
∑
Σ′′⊆{1,...,n}
A
(i−j)
Σ′,Σ′′(a)×
×
( ∑
Σ⊆{1,...,n}
Σ′⊆Σ, Σ′′⊆Σ, |Σ|>j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′| + (−1)
n−|Σ′|
δΣ′′⊆Σ′
)
+O
(
hi+1
)
.
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Notons
(
E′
)
Σ′,Σ′′
la nouvelle expression entre parenthe`se; autrement dit, pour Σ′ et Σ′′
fixe´es, avec
∣∣Σ′∣∣ ≤ j , on pose(
E′
)
Σ′,Σ′′
:=
∑
Σ⊆{1,...,n}
Σ′⊆Σ, Σ′′⊆Σ, |Σ|>j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′| + (−1)
n−|Σ′|
δΣ′′⊆Σ′
(au passage, remarquons que celle-ci est une expression purement combinatoire); nous
allons montrer que cette expression est nulle lorsque Σ′ et Σ′′ sont telles que
∣∣Σ′ ∪ Σ′′∣∣ ≤
j−i+
∣∣Σ′∣∣ et ∣∣Σ′∣∣ ≤ j . En vertu du lemme suivant, ceci suffira pour prouver la proposition.
Lemme 3.5.
(a) On a j < i et i ≤ n− 1 , donc j ≤ n− 2 .
(b) Pour tout S > 0 , dans l’expression
∑
ℓ+m=S
R
(ℓ)
Σ ∆˜Σ′(a)R
(−m)
Σ =
∑
Σ′′⊆Σ
A
(S)
Σ′,Σ′′(a)
on a A
(S)
Σ′,Σ′′(a) = 0 pour tout Σ
′, Σ′′ tels que
∣∣Σ′ ∪ Σ′′∣∣ > S + ∣∣Σ′∣∣ .
Preuve. La premie`re assertion est e´vidente; pour montrer la deuxie`me nous e´tudions
l’action adjointe de RΣ sur
(
H ⊗H
)⊗n
.
Premie`rement, sur k · I⊗n l’action de ces e´le´ments donne un terme nul car on retrouve
le terme a` l’ordre S du de´veloppement h–adique de RΣ ·R
−1
Σ = 1 (pour S > 0 ).
Deuxie`mement, conside´rons Σ ⊆ {1, . . . , n} , et e´tudions l’action sur
(
H ⊗H)
Σ′
:=
jΣ′
((
H ⊗H
)⊗|Σ|)
(⊆
(
H ⊗H
)⊗n
) . On sait que RΣ est un produit de |Σ|
2
termes du
type Ra,b , avec a, b ∈
{
2i− 1, 2j
∣∣ i, j ∈ Σ} ; analysons donc ce qui se passe lorsqu’on fait
le produit P := RΣ · x ·R
−1
Σ si x ∈
(
H ⊗H)
Σ
.
Conside´rons le facteur Ra,b qui apparaˆıt le plus a` droite: si a, b 6∈
{
2j− 1, 2j
∣∣ j ∈ Σ′ } ,
alors en calculant P on trouve P := RΣ xR
−1
Σ = R⋆Ra,b xR
−1
a,b R
−1
⋆ = R⋆ xR
−1
⋆ (ou`
R⋆ := RΣR
−1
a,b ). De meˆme, en avanc¸ant de droite a` gauche le long de RΣ on peut e´carter
tous les facteurs Rc,d de ce type, a` savoir tels que c, d 6∈
{
2j − 1, 2j
∣∣ j ∈ Σ′ } . Ainsi le
premier facteur dont l’action adjointe est non triviale sera ne´cessairement du type Ra¯,b¯
avec l’un des deux indices appartenant a`
{
2j−1, 2j
∣∣ j ∈ Σ′ } , soit par exemple a¯. Notons
que le nouvel indice a¯ (∈ {1, 2, . . . , 2n − 1, 2n} ) , qui agit sur un facteur tensoriel dans
H⊗2n, correspond a` un nouvel indice ja¯ (∈ {1, . . . , n} ) , agissant sur un facteur tensoriel
de
(
H ⊗H
)⊗n
. Ainsi pour les facteurs successifs — i.e. a` gauche de Ra¯,b¯ — il faut
re´pe´ter la meˆme analyse, mais avec l’ensemble
{
2j − 1, 2j
∣∣ j ∈ Σ′ ∪ {ja¯}} a` la place de{
2j − 1, 2j
∣∣ j ∈ Σ′ } ; donc, comme Ra¯,b¯ pouvait agir de manie`re non triviale sur au plus∣∣Σ′∣∣ facteurs de (H ⊗H)⊗n, de meˆme le facteur plus proche a` sa gauche ne peut agir
de manie`re non triviale que sur au plus
∣∣Σ′∣∣ + 1 facteurs. La conclusion est que l’action
adjointe de RΣ est non triviale sur au plus
∣∣Σ′∣∣+ ∣∣Σ∣∣ facteurs de (H ⊗H)⊗n.
Maintenant, conside´rons les diffe´rents termes R
(ℓ)
Σ et R
(−m)
Σ , avec ℓ + m = S , et
e´tudions les produits R
(ℓ)
Σ · x · R
(−m)
Σ , avec x ∈
(
H ⊗H)
Σ
. On sait de´ja` que R
(ℓ)
Σ
et R
(−m)
Σ sont sommes de produits, note´s P+ et P− , d’au plus ℓ et m termes respec-
tivement, du type R
(±k)
i,j ; les termes A
(S)
Σ′,Σ′′(a) ne sont alors que des sommes de ter-
mes du type P+ ∆˜Σ′(a)P− , ou` de plus les “indices” intervenant dans P+ et P− sont
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dans Σ′′. Or, comme chaque P+ et chaque P− est un produit d’au plus ℓ et m facteurs
R
(±k)
i,j , on peut raffiner l’argument pre´ce´dent. Conside´rons seulement le terme a` l’ordre
S du de´veloppement h–adique de P := RΣ xR
−1
Σ = R⋆Ra,b xR
−1
a,b R
−1
⋆ = R⋆ xR
−1
⋆ :
lorsque il y a des facteurs du type R
(k)
a,b ou R
(t)
a,b , pour a, b fixe´s — n’appartenant pas
a`
{
2j − 1, 2j
∣∣ j ∈ Σ′ } — qui apparaˆıssent dans R (ℓ)Σ ou R (−m)Σ , pour certains ℓ ou m,
la contribution totale de tous ces termes dans la somme
∑
ℓ+m=S
R
(ℓ)
Σ xR
(−m)
Σ sera nulle
(cela vient du fait que R⋆Ra,b xR
−1
a,b R
−1
⋆ = R⋆ xR
−1
⋆ ). De plus, comme maintenant on ne
conside`re que S facteurs au total, on conclut que A
(S)
Σ′,Σ′′(a) = 0 si
∣∣Σ′∪Σ′′∣∣ > S+∣∣Σ′∣∣ . 
Calculons maintenant
(
E′
)
Σ′,Σ′′
. Graˆce a` la remarque pre´ce´dente, nous pouvons nous
limiter aux paires
(
Σ′,Σ′′
)
telles que
∣∣Σ′ ∪Σ′′∣∣ ≤ i− j+m+ ∣∣Σ′∣∣ ≤ i− j+ j = i ≤ n− 1 .
On pourra alors toujours trouver au moins deux Σ ⊆ {1, . . . , n} tels que |Σ| > j et
Σ′ ∪ Σ′′ ⊆ Σ , ce qui nous assure qu’il y’aura toujours au moins deux termes dans le
comptage qui va suivre (condition qui assurera la nullite´ de l’expression
(
E′
)
Σ′,Σ′′
). Nous
allons distinguer trois cas:
(I) Si Σ′′ ⊆ Σ′ , alors l’expression
(
E′
)
Σ′,Σ′′
devient(
E′ : 1
)
Σ′,Σ′′
=
∑
Σ⊆{1,...,n}
Σ′⊆Σ, |Σ|>j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′| + (−1)
n−|Σ′|
.
En regroupant les Σ qui ont le meˆme cardinal d, un simple comptage nous donne
(
E′ : 1
)
Σ′,Σ′′
=
n∑
d=j+1
(−1)
n−d
(−1)
j−|Σ′|
C
j−|Σ′|
d−1−|Σ′| C
d−|Σ′|
n−|Σ′| + (−1)
n−|Σ′|
.
Or, cette dernie`re expression est nulle d’apre`s le Lemme 3.3, car elle correspond a` une
somme du type
t∑
k=r+1
(−1)
t+r−k
Crk−1 C
k
t + (−1)
t
=
t∑
k=0
(−1)
t+r−k
Crk−1 C
k
t + (−1)
t
(ou`
Cvu := 0 si v > u ) avec r, t ∈ N+ et r < t : dans notre cas on a pose´ t = n −
∣∣Σ′∣∣ ,
r = j −
∣∣Σ′∣∣ et k = d− ∣∣Σ′∣∣ ; on ve´rifie que l’on a j − ∣∣Σ′∣∣ < n− ∣∣Σ′∣∣ parce que j < n .
(II) Si Σ′′ 6⊆ Σ′ et
∣∣Σ′ ∪ Σ′′∣∣ > j , alors l’expression (E′)
Σ′,Σ′′
devient(
E′ : 2
)
Σ′,Σ′′
=
∑
Σ⊆{1,...,n}
Σ′∪Σ′′⊆Σ
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′| .
En regroupant les Σ qui ont le meˆme cardinal d, un simple comptage nous donne
(
E′ : 2
)
Σ′,Σ′′
=
n∑
d=|Σ′∪Σ′′|
(−1)
n−d
(−1)
j−|Σ′|
C
j−|Σ′|
d−1−|Σ′| C
d−|Σ′∪Σ′′|
n−|Σ′∪Σ′′| .
A` nouveau, cette dernie`re expression est nulle graˆce au Lemme 3.3, car elle correspond
a` une somme du type
t∑
k=0
(−1)
t+r−k
Crk+s C
k
t avec r, t, s ∈ N+ et r < t : dans notre cas
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on a pose´ t = n−
∣∣Σ′∪Σ′′∣∣ , r = j− ∣∣Σ′∣∣ , s = ∣∣Σ′∪Σ′′∣∣− ∣∣Σ′∣∣−1 et k = d− ∣∣Σ′∪Σ′′∣∣ ; on
ve´rifie que l’on a j −
∣∣Σ′∣∣ < n− ∣∣Σ′∣∣ car j < n et ∣∣Σ′ ∪ Σ′′∣∣− ∣∣Σ′∣∣− 1 ≥ 0 car Σ′′ 6⊆ Σ′ .
(III) Si Σ′′ 6⊆ Σ′ et
∣∣Σ′ ∪ Σ′′∣∣ ≤ j , alors l’expression (E′)
Σ′,Σ′′
devient(
E′ : 3
)
Σ′,Σ′′
=
∑
Σ⊆{1,...,n}
Σ′∪Σ′′⊆Σ, |Σ|>j
(−1)
n−|Σ|
(−1)
j−|Σ′|
C
j−|Σ′|
|Σ|−1−|Σ′| .
Si l’on regroupe les Σ qui ont le meˆme cardinal d, un simple comptage nous donne(
E′ : 3
)
Σ′,Σ′′
=
n∑
d=j+1
(−1)
n−d
(−1)
j−|Σ′|
C
j−|Σ′|
d−1−|Σ′| C
d−|Σ′∪Σ′′|
n−|Σ′∪Σ′′| .
Mais encore la dernie`re expression est nulle d’apre`s le Lemme 3.3, car elle correspond
a` une somme du type
t∑
k=j+1−|Σ′∪Σ′′|
(−1)
t+r−k
Crk+s C
k
t =
t∑
k=0
(−1)
t+r−k
Crk+s C
k
t (ou`
Cvu := 0 si v > u ) avec r, t, s ∈ N+ et r < t : ici on a encore pose´ t = n −
∣∣Σ′ ∪ Σ′′∣∣ ,
r = j−
∣∣Σ′∣∣ , s = ∣∣Σ′ ∪Σ′′∣∣− ∣∣Σ′∣∣− 1 et k = d− ∣∣Σ′ ∪Σ′′∣∣ ; on a, toujours pour les meˆmes
raisons, j −
∣∣Σ′∣∣ < n− ∣∣Σ′∣∣ et ∣∣Σ′ ∪ Σ′′∣∣− ∣∣Σ′∣∣− 1 ≥ 0 ).
En conclusion, on a toujours
(
E′
)
Σ′,Σ′′
= 0, d’ou` (E) = 0 , ce qui termine la preuve. 
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