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1Introducción
1.1 Gases de Red
La física de los fluidos ha sido uno de los campos de la Física sobre los que
mas se ha trabajado en los últimos dos siglos. Ello se debe no sólo al gran
numero de problemas tecnológicos con los que está relacionada, sino por
lo fundamental de las cuestiones físicas que suscita. De otro lado, la gran
dificultad de cualquier tratamiento e~acto de las ecuaciones de la dinámica
de fluidos ha supuesto un gran desafí4 a los investigadores más destacados y
a pesar de conocerse un cierto núine4 de resultados queda mucho por hacer
para la total resolución de la física d4 fluidos.
Una de las aproximaciones a este problema que más provechosa ha resu-
ltado ser es intentar sustituir una des4ripción precisa del fluido por medio de
modelos aproximados más sencillos ue retengan las características básicas
de los fluidos. Ello es debido a que la forma de las ecuaciones macroscópicas
de la hidrodinámica no depende d las características microscópicas del
fluido que se trate, sino que sólo e tá especificada por propiedades más
generales; a saber, leyes de conservac ón y simetrías del problema. La única
dependencia de las propiedades mi oscópicas está en los coeficientes de
transporte. Por tanto, dos fluidos d muy diferente composición pero con
coeficientes de transporte similares s comportan de igual forma, tienen las
mismas propiedades y generan el ismo tipo de patrones macroscópicos
en la evolución. Siguiendo esta pa ta uno de los modelos más extensa-
mente usado es el de esferas duras, en el que las moléculas se sustituyen
por esferas rígidas de diámetro u q e colisionan elásticarnente. Este sis-
tema, aún sin interacción realista, e el más extensamente estudiado tanto
en sus propiedades de equilibrio co o de no equilibrio. Un Águiente paso
3
it
4 1. Introducción
en la “esquematización” de estos modelos lo constituyen los modelos discre-
tos. Es sabido que se pueden construir modelos uni, bi y tridimensionales
con un número finito de velocidades que en el límite continuo reproducen it
las características de la dinámica de fluidos [Gati~ol]. Estos modelos son
discretos sólo en las velocidades, pero no en el espacio y en el tiempo. Si-
guiendo este camino de “esquematizachin” de los modelos de fluidos, en
1986 se propuso un modelo donde sólo se consideraban los ingredientes más
básicos posibles. Este modelo se denominó “Autómatas Celulares de Gases
de Red” o simplemente “Gases de Red”. De forma general (no para fluih-
dos) fueron introducidos por von Neumann y Ulam en 1966 para modelar
sistemas biológicos [Neumann 66]. Constan de una red, en la que cada sitio
puede tener un número finito de estados. La evolución se produce a pasos it
de tiempo discretos, y los nodos se actualizan simultáneamente de acuerdo
con determinadas reglas, que pueden ser deterministas o estocásticas, pero
típicamente para actualizar un nodo sólo intervienen un número pequeño it
de nodos adyacentes. Un ejemplo muy popular es el Juego de la Vida de
Conway [Berlenkamp et al 84].
El primer modelo de gas de red para la modelación de fluidos fue pro-
puesto por Hardy, de Pazzis y Pomeau en 1973 [Hardy a al 731~ Consta de
una red cuadrada bidimensional en la que puede haber hasta 4 partículas
por nodo, con velocidades dirigidas a lo largo de los enlaces de la red. La
actualización de cada nodo se produce en dos pasos (hablaremos con más
detalle de ellos en el capítulo 2). Primeramente se realiza una colisión en
la que dos partículas con velocidades opuestas colisionan girando cada una
un ángulo de ir/2. Posteriormente, las partículas se propagan al nodo hacia
el que apuntan. Este proceso se repite a lo largo del tiempo, generando
así la evolución. Este modelo tan sencillo fue originalmente introducido
para estudiar cuestiones fundamentales de la Mecánica Estadística como
la ergodicidad, la existencia de un estado de equilibrio, o de coeficientes de
transporte en dos dimensiones. Sin embargo, la red cuadrada no tiene la
simetría suficiente para que en su comportamiento macroscópico obedezca
las ecuaciones de Navier—Stokes.
Para resolver este problema, en 1986 Frisch, Hasslacher y Pomeau pro-
pusieron un modelo definido sobre la red triangular [Frisch et al 86]. Este
modelo sí que presenta un comportamiento macroscópico de acuerdo a las
ecuaciones de Navier—Stokes y es el modelo más empleado actualmente. Una
vez demostrado el éxito de este modelo, se crearon otros para dimensiones
superiores y con otras características.
Aunque como hemos explicado los gases de red surgieron co,io mode-
ir
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los aproximados para la descripción de fluidos, nosotros los estudiaremos
también desde otro punto de vista. Los consideraremos como sistemas objeto
de estudio en sí mismos, y no por ser modelizaciones de los fluidos. Los ga-
ses de red tienen una riqueza en su comportamiento que los hace objetos
interesantes en sí mismos, independientemente de los fluidos. En el limite
macroscópico se comportan como fluidos, pero hasta llegar a él hay muchas
peculiaridades de estos modelos que han de ser estudiadas.
¿Cuáles son las ventajas de los gases de red que los han hecho tan relevan-
tes en la física de fluidos? La primera y más importante es su facilidad para
ser implementados en ordenadores vectoriales y paralelos. La descripción
de un estado de un gas de red se hace en términos de un conjunto números
n(r,c,,t) con valores O (si en la velocidad e1 del nodo y en el tiempo t no
hay partícula) y 1 (en el caso contrario). La propagación no es más que
una serie de operaciones lógicas (AND, OR, XOR) con este conjunto de
bytes. La colisión se puede representar como una asignación dentro de una
matriz [Stauffer 91]. Así, el programa de ordenador que simula la evolución
río consta más que de unas pocas líneas donde se realizan únicamente ope-
raciones lógicas o de asignación [Brosa y Stauffer 89]. Estas características
(basadas grandemente en la “localidad” de las reglas de colisión) hace que
los superordenadores sean enormemente eficientes en la simulación, de estos
modelos. Asimismo, su descripción Booleana en términos de los números O
y 1 los libera de los errores de redondeo, que es uno de los problemas más
grandes que presentan las simulaciones de los sistemas continuos. Además
ordenadores especiales multiprocesadores (hasta 65000 procesadores en pa-
raído) se están construyendo cuya potencia de cálculo se incrementa un
factor 10 cada año [Despain et al 90][Doolen 89].
Desde el punto de vista de la teoría cinética, los gases de red ciertamente
ofrecen algunas ventajas sobre los fluidos continuos. La mayoría de los resul-
tados de la Mecánica Estadística del no equilibrio se aplican a los gases de
red con modificaciones mínimas [Ernst 91a]. Sin embargo, la complejidad de
las ecuaciones cinéticas para fluidos continuos se reduce a un mero cálculo
matricial en los gases de red, lo que permite obtener más resultados que en
teoría cinética continua. Con el hecho añadido de que las propiedades de
sistemas continuos y los gases de red son iguales, estos últimos nos permiten
avanzar en la comprensión de la teoría cinética, en particular en el entendi-
miento de cómo las propiedades macroscópicas emergen de las microscópicas
subyacentes.
En cuanto a las desventajas de los gases de red, casi todas provienen
de su estructura discreta y de ello hablaremos a lo largo de esta memoria.
it
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Citaremos aquí dos de ellas. La primera es la falta de invariancia Galileo
[Frisch et al 86], que trae como consecuencia la aparición de un coeficiente
0(p) en el término de Euler, de la forma V . G(p)puu. El efecto de este ir,
factor se puede eliminar de la dinámica a costa de modelar un fluido imcom-
presible. con V -u = 0. En este caso, con una redefinición del tiempo
y de las viscosidades, este factor se absorbe y las ecuaciones de la hidro-
dinámica recuperan su forma clásica. Otro efecto es la aparición de can-
tidades conservadas espúreas que añaden nuevas ecuaciones al conjunto de
ecuaciones hidrodinámicas y que también modifican la forma de las ecua-
ciones de Navier—Stokes [Kadanoff et al]. Su efecto en ciertas propiedades
de la dinámica se puede eliminar sin más que considerar estados en los <lije
estas cantidades conservadas son nulas en el dato inicial.
it
Desde el punto de vista computacional, la ventaja de ser discreto de
la que hablábamos antes, es también un inconveniente. Para obtener valo-
res “suaves” de los campos macroscópicos de densidad y velocidad, hemos
de promediar, bien sobre regiones espaciales bien sobre un gran numero
de simulaciones. Cualquiera de estas alternativas ralentiza la obtención de
resultados. Sin embargo, el efecto neto de la rapidez debida a su carácter Bo-
oleano y de la lentitud debida al promedio resulta ser positiva: es mas rápido
simular fluidos con gases de red que con discretizaciones de las ecuaciones
de Navier—Stokes. Ello es especialmente así en sistemas con geometrías irre-
gulares, como los medios porosos [Chen el a4.
Uno de los grandes éxitos de los gases de red ha sido la observacion
numérica del decaimiento algebraico de la función de autocorrelación de la
velocidad, que ha sido medida con una precisión sin precedentes por Eren-
kel y sus colaboradores. Ello mejora en varios órdenes de magnitud las
mejores medidas que existían hasta el momento para discos y esferas duras
[Erpenbeck y Wood]. Con el método por ellos desarrollado no sólo se han
medido los exponentes sino también la amplitud de las colas algebraicas, y
con ello ha sido posible dar la mejor confirmación existente de la teoría del
acoplamiento de los modos. Sin embargo, no sólo las simulaciones numerícas
han corroborado la validez de la teoría del acoplamiento de los modos, sino
que dicha teoría ha sido derivada analíticamente en el límite de tiempos
largos en todo el rango de densidades. Asimismo, dentro del contexto de los
gases de red ha sido posible evaluar las correciones debidas al tamaño finito
del sistema, en perfecto acuerdo con las simulaciones [Naitoh el al 91b].
Más allá de los decaimientos algebraicos de las funciones de correlación
existen decaimientos como (t,/lL~i)’1 en dos dimensiones, que son de una
importancia conceptual enorme, porque permiten dar una base sólida a la
st’
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12. Introducción a la 1-lidrodinámica Clásica
teoría del acoplamiento de los modos autoconsistente [van der Hoef y Eren-
kel 91b}, [Leegwater 911. Estos decaimientos más rápidos han sido obte-
nidos teóricamente, y lo que es mucho más importante, han sido observa-
dos numéricamente [van der Iloef y Frenkel 91bj. Hay que señalar que pa-
rece muy improbable que en los pro~mos años nadie sea capaz de observar
numéricamente este decaimiento en sistemas continuos.
Por todo ello, los gases de red juegan un papel muy relevante en el avance
de la física de fluidos en general y de la teoría cinética en particular.
1.2 Introducción a la Hidrodinámica Clásica
En esta capítulo daremos una breve introducción a la hidrodinámica de los
fluidos continuos, para tener una base sobre la que desarrollar la teoría de
los gases de red. Seguiremos la referencia [Ernst 91a]. Obtendremos las
ecuaciones de Euler y de Navier--Stokes y las fórmulas de Green—Nubo.
Las variables básicas para la descripción macroscópica de los fluidos son
aquellas que satisfacen leyes de conservación a nive[ microscópico, esto es,
la densidad p(r, t) y el momento, g(r, t) = p(r, t)u(r, 1), donde u(r, t) es el
campo de velocidad. Igualmente, en fluidos continuos existe otra cantidad
conservada, la energía 4v. t), que no consideraremos aquí puesto que en los
gases de red más estudiados la energía no es conservada en absoluto o bien su
conservacion equivale a la ley de conservación de la densidad. Sin embargo,
ocasionalmente trataremos modelos en los que la energía sí se conserva.
La relajación de un fluido al equilibrio global atraviesa dos estados. Un
estado cinético, muy rápido, en el que se alcanza un equilibrio local, en el
que se supone que las relaciones termodinámicas se satisfacen localmente.
Posteriormente sigue un relajamiento más lento, hidrodinámico en el que se
llega a un estado de equilibrio global, en el que las variables macroscópicas
no varian en el tiempo.
Volvamos a las variables conservadas, que satisfacen ecuaciones de ba-
lance de la forma:
(lía)
(lÁb)
donde r(r,t) es el promedio del tensor de flujo de momento. Dichas ecua-
ciones pueden obtenerse promediando las definiciones micruscópicas de la
ir
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densidad y del momento en un sistema de N partículas,
dv
p(r) = Zmt(r: r) it
t~ ¡
dv
g(r) = Zmví¿(rí — (1.2)
‘=1
sobre una colectividad inicial de no equilibrio, y definiendo p(r, t) =
y g(r,t) = <9(r)>ne. Para obtener (1.1) derivamos parcialmente respecto al ir
tiempo en (1.2) y aplicamos la regla de la cadena:
= —V~r, (1.3)
con la expresión microscópica del tensor r(r, t) =
ir
E[mn¡v¡ + ~ jt(rt—r). (lA)
Estas leyes de conservación han sido escritas en un cierto sistema de refe-
rencia ¡nercial. Sin embargo, las leyes de conservación deben ser invariantes
bajo transformaciones a diferentes sistemas de referencia inerciales; deben
ser invariantes Galileo. Supongamos dos sistemas de referencia inerciales,
O y O’, que se mueven con velocidad relativa iv. La posición y velocidad en
el sistema O’ (denotadas con primas) se relacionan con las magnitudes en el
sistema O a través de: Y = y — tU y y’ = y — iv. Por tanto, las variables
mícroscopicas se transforman ante el cambio de coordenadas como:
st
p’(r’,t) = p(r,t)
g’(r’,t) = gQr,t) — p(r,t)w
u’(r’,t) = u(r, t) — iv, (1.5)
donde u(r,t) es la velocidad macroscópica del fluido. En consecuencia, la
velocidad de una partícula en un sistema localmente en reposo se transforma
como: = — <~, t). Si definimos el tensor de presiones P(r) como
el tensor de flujo de momento en un sistema localmente en reposo (por
tanto es diagonal, P(r) = p(r)1l) y sustituimos las transformaciones (1.5) st
en la expresión microscópica del tensor de flujo de momento, obtenemos la
relación:
r(r, t) = p(r, t)ii + p(r, t)-u(’r, t)’u(r, t). (1.6)
it
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La ley de balance (1.1) queda finalmente:
thpu + V . pun = —Vp. (1.7)
Esta es la llamada Ecuación de Euler. Nótese que el término en ita va
multiplicado por un factor p. En los gases de red, debido a la pérdida de
invariancia Galileo, dicho factor es diferente. Volveremos sobre ello en la
sección 3.2
Hasta el momento hemos considerado un fluido ideal en el que no hay
disipación. Por tanto, las ecuaciones de balance son reversibles, esto es,
invariantes bajo el cambio t—* — t. Sin embargo, en un fluido real aparece
disipación debida al propio movimiento del fluido, que da lugar a la irreversi-
bilidad de las ecuaciones del movimiento. Los mecanismos de la disipación
son la viscosidad y la conducción térmica (que no aparecerá en los fluidos
que consideramos aquí) y para considerarlos tenemos que incluir algunos
terminos adicionales en la ecuación de Euler (la ecuación de continuidad
es válida para cualquier fluido, sea viscoso o no). Ello se hace añadiendo
al tensor de presiones una parte disipativa pV que, por argumentos de si-
metría (ver [Landau el al 59]) sólo depende de la velocidad a través de sus
gradientes. Su forma más general es:
= —?7~$-,sV~us, (1.8)
donde ~ es el tensor de viscosidades. A partir de ahora, utilizaremos
la convención de Einstein: hay una suma implícita sobre índices griegos
repetidos. La forma más general de dicho tensor es (ver apéndice A):
r~ + to5~0-y — ~óc~0¿-x¿J+ (¿cyj
3b-y6 (1.9)
donde los coeficientes r¡ y ( son las viscosidades de cizaUa (‘shear’) y de
volumen (‘bulk’). Incluyendo este término en la ecuación de Euler, llegamos
a la ecuación de Navier—Stokes:
O~pu+Vpuu+Vp= ijV
2u+~VV.u, (1.10)
con = ~(l — 2/d) + (. liemos escrito en el miembro de la izquierda la
ecuación de un fluido ideal, y en el de la derecha los términos responsables
del amortiguamiento viscoso. Cuando en un fluido domina la parte viscosa
frente al término convectivo V ¡mu y podemos ignorar este último, las
ecuaciones se convierten en lineales. Cuando ocurre lo contrario, y es la parte
no lineal la que domina, nos encontramos en el régimen de flujo no lineal
y donde aparecen las inestabilidades hidrodinámicas, turbulencias, vórtices,
e10 1. Introduccmon
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fenomenología que no será tratada en esta memoria. La importancia
de los términos convectivos no lineales frente a los viscosos viene dada por
un coeficiente adimensional, el número de Reynolds, Re. Sea L la longitud
característica de variación del campo de velocidades, entonces el número de
Reynolds es:
[V.guu] _ puL
Re— [jV2u] (1.11)
Para valores grandes del número de Reynolds el comportamiento no Ii-
neal domina, mientras que si Re es pequeño el fluido se comporta hidro-
dinámicamente. En este último régimen, el decaimiento de las excitaciones
está descrito por la ecuación de Navier—Stokes lineal, que puede ser diagona-
lizada en el espacio de Fourier, siendo sus autovectores los llamados modos
normales. Para obtenerlos, definimos un estado de equilibrio caracterizado
por una densidad constante p y por el valor medio de la velocidad igual a
cero. Posteriormente definimos las fluctuaciones alrededor de este estado
de equilibrio en la densidad como: ¿p(r, 1) p(r, 1) — p y en la velocidad:
u(r, 1). Si asumimos la hipótesis de equilibrio loca], podemos escribir que la
presión depende únicamente de la densidad p (en fluidos con energía conser-
vada depende de p y e), y por tanto las fluctuaciones de presión se pueden
escribir como:
p = (~) 6p = c~6p. (1.12)
La cantidad c
0 es la velocidad del sonido del fluido. Si ahora transformamos
Fourier las ecuaciones de balance, (l.la,l.l0) obtenemos:
O~6p(k, t) + ipk u(k, 1) = O st
pOtu(k,t) + ikc~¿5p(k,t) + rjk
2u(k,t) + YICk . u(k,t) = 0. (1.13)
Si descomponemos la velocidad en su parte paralela al vector k, u¡(k, t) = e
u(k, t) . k/IkI y en su parte transversal, u±(k,t) (en un fluido d-dimensional
hay (d -.- 1) u
1 vectores independientes), las ecuaciones de balance lineali-
zadas quedan: it
O
pui j =0, (1.14)( ik4 O~+v¡k2 OO 0< + vk2 PU
1)
donde el coeficiente y1 se define como [2(l—d
1)n+~]¡p. Transformando La-
place la ecuación (1.14) se reemplazan las derivadas temporales por —w. El —
a
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determinante de la matriz (1.14) es un polinomio de grado (d+ 1) en w, cuya
resolución nos da las frecuencias hidrodinámicas w(k). Dicho determinante
se factoriza en:
(2 — vjk2w + k2c¿)(w — uk2)d1 = 0. (1.15)
La primera parte de este polinomio da la relación de dispersión de las ondas
sonoras, mientras que el segundo término es la de los (d— 1) modos de cizalla.
Con cretamente:
w±(k) = ±icok+ ~Fk2
wn(k) = %/p)k2 = vk2, (1.16)
con z-’ la viscosidad cinemática y la constante amortiguadora del sonido, E
vale:
F=vj= [2(ádí)7,+jIp (1.17)
Los correspondientes autovectores son los modos hidrodinámicos:
A±(Ic) = coóp(k)±pk.u(k)
A~í(k) = 1c
1, •-u(k). (1.18)
Los vectores unitarios {k, k±~}con k = k/IkI forman un conjunto orto-
normal. Los dos primeros modos, etiquetados con + representan las ondas
sonoras, con velocidad c0 y constante de amortiguamiento F = vj. La estruc-
tura de dichos modos es similar a la de fluidos con conservación de energía:
fluctuaciones de presión y momento longitudinal. La diferencia radica en
que en modelos sin conservación de energía las fluctuaciones de presión son
sólo fluctuaciones de densidad, mientras que en modelos con conservaclon
contiene las fluctuaciones de densidad y energía (Resibois 77]. El resto de
los modos, con subíndice i7i son puramente difusivos, modos de cizalla, con
difusividad u. En fluidos con conservación de energía existe un modo adi-
cional, el de las fluctuaciones de entropía, combinación lineal entre densidad
y energía, y es también puramente difusivo.
En las ecuaciones de evolución para las cantidades conservadas apare-
cen los coeficientes de transporte, que se pueden relacionar con magnitudes
microscópicas a través de las fómulas de Green-Kubo. Para ello hemos de in-
traducir la hipótesis de Onsager, que supone que la matriz de las flllctuacio-
nes de equilibrio <ÓA(k, t)
6A(k,O)>eq obedece asintóticamente la ecuación
hidrodinámica para <&4>ne [McLennan 89]. Para ilustrar la forma de las
ir
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expresiones de Green—Kubo, derivaremos la ecuación para el coeficiente de
difusión D para un caminante aleatorio. Por supuesto, los gases de red no
se parecen a caminantes aleatorios, pero la expresión final que resulta es u,
igual en ambos casos. El propósito aquí es meramente ilustrativo. Comen-
zamos por la relación de Eintein entre el despazamiento cuadrático medio-y
el coeficiente de difusión:
— r~(0))2> = 2Dt (t — c~) (1.19)
donde r~(t) es la posición del caminante aleatorio. Tomando la derivada
temporal y utilizando que los promedios temporales son estacionarios, obte
nemos la relación de Green—Kubo:
e,
D = Hm J dr<vz(r)vr(0)>. (1.20)
El integrando es la función de autocorrelación temporal. Vemos la forma u
esencial de las expresiones de Green—Kubo: una integración temporal de
una función de correlación, supuesto que esta integral existe, lo que no es
el caso para sistemas bidimensionales. Volveremos sobre ello a lo largo de
esta tesis. En el capítulo 3 derivaremos fórmulas de Green—Kubo para los
coeficientes de transporte de los gases de red.
Hasta aquí la introducción de los conceptos más basicos de la hidro
dinámica clásica. Pasamos ya a desarrollar el cuerpo es esta tesis, la Teoría
Cinética de Gases de Red.
“y
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2Modelos de gases de red
2.1 Generalidades
La idea fundamental de los gases de red consiste en sustituir la descripción
molecular tradicional por otra en términos de partículas puntuales que se
desplazan sobre una red regular y cuyas velocidades pertenecen a un con-
junto discreto, que usualmente coincide con enlaces de la red. El tiempo
es también discreto, de tal forma que las partículas siempre se encuentran
en nodos de la red. Para ser más precisos, los ingredientes básicos en la
definición de un gas de red son los siguientes:
• La geometría de la red, que ha de ser regular. Las partículas sólo
pueden estar en los nodos de la red. Posteriormente veremos que tanto
la dinámica como las consideraciones de simetría imponen restricciones
al tipo de red.
• La dinámica, que incluye la definición de las velocidades permitidas
así corno de reglas de interacción de las partículas que han de verificar
las leyes de conservación requeridas.
• Por último, introducimos el principio de exclusión, que impide la pre-
sencia simultánea de dos o más partículas en el mismo nodo con la
misma velocidad.
La red, d-dimensional, se define a través de una base propia {ei ed},
de tal forma que todo punto de la red viene dado por una combinación lineal
de dichos vectores,
v=nlel±...±nded, (2.1)
13
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con u1
71d enteros en el rango O L~ — 1. El número total de puntos
de la red lo denotamos por y y es igual a x L
2 x . -. x L~. En cada nodo
existen b velocidades permitidas (b es llamado número de bits), etiqueta-
das {c1 cb }, conectando el nodo con otros nodos cercanos, usualmente
los próximos vecinos, aunque ocasionalmente se extiende también a nuevos
próximos vecinos. Partículas en reposo, con cl 0, también son permitidas —-
en ciertos modelos. El espacio de fases consta de Év puntos.
Podemos definir ahora las variables básicas en la descripción de los gases
de red: los números de ocupación, denotados por n(r,c~,t> 6 n~(r,t). Estas —
variables sólo pueden tomar dos valores. O ó 1 (recuérdese que las partículas
obedecen el principio de exclusión). Su valor es 1 si hay partícula en el nodo
y con velocidad c~ en el tiempo t y O en otro caso. El estado del gas de red
está especificado por el conjunto de bit numeros n(.) = {n(r, c,, 1); Vr.c¿}.
En función de los números de ocupación, la densidad de partículas y de
momento se escriben:
p(r,t) = Zn(r,c,,t)
g(r,t) = Zc¿n(r,c,.t). (2.2)
st
Más generalmente, si denotamos por {a(r, t)} al conjunto de cantidades
conservadas, a(r,t) = ~, a(c, )n(r, c¿, t) con a(c) = {1,c}. Su suma sobre
toda la red y da el número total de partículas N y momento P.
La dinámica de un gas de red consta de dos etapas: colisión y propa-
gación. Discutiremos separadamente el efecto de cada uno de estos pasos en
las ecuaciones de movimiento de los números de ocupaciórn
colisión: Primeramente se realizan las colisiones, que son locales, esto es,
sólo involucran a partículas en el mismo nodo (modelos con interaccion
no loca] están siendo considerados por [Rothman et al]). Su efecto es
un cambio instantáneo de las velocidades de algunas de las partículas
presentes en el nodo. Las reglas de colisión han de elegirse de tal
forma que soporten las leyes de conservación requeridas, en general
número de partículas y momento
1. Impondremos también que tengan
la simetría de la red subyacente: rotaciones e inversiones. Para formali-
zarlo, definamos n(r,c¿, 1) y n’(v,c¡,t) como los números de ocupación
inmediatamente antes y después de la colisión, respectivamente. El
‘Como ya se dijo en eí capítulo 1, excluiremos la ley de conservación de la energía, “y
aunque muchos desarrollos serán válidos para modelos térmicos.
e’-
0
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paso de colisión se describe como:
n’(rc¿,t) = u(r,c~,t) + f(c~Jn) (2.3)
donde I(c¿In), describe el cambio en los números de ocupación debido
a la colisión. En general, será un polinomio de grado b en dichos
números, que toma valores —1,0, +1, dependiendo de que la población
del estado i disminuya (—1), permanezca invariante (0) o aumente
(±1)debido a la colisión (ver la ecuación (2.8) para un ejemplo de
I(c~[n)).
propagación: Posteriormente se realiza la propagación, en la que las partí-
culas se mueven según su velocidad c, durante un intervalo temporal
hasta alcanzar otro nodo de la red. Por ejemplo, una partícula en el
nodo rse moverá con velocidad e, hasta el nodo y’ = r+c~. El cambio
en los números de ocupación debido a la etapa de propagacion es:
n’(v,c~,t) = n(r + c,,c,,t + 1) S¿n(r,c1,t + 1), (2.4)
donde S1 es un operador desplazamiento, que actúa sobre la variable
de posición r. y la reemplaza por y + c~.
La dinámica es la composición de colisión y propagación, que nos da:
n(r+c.,c,,t+ 1) = n(r,c1,t)+I(c1jní (2.5)
Esta es la ecuación de evolución de los números de ocupación de los gases de
red. Como hemos mencionado anteriormente, hemos impuesto a la dinámica
la existencia de unas determinadas cantidades conservadas, denotadas por
{a(cW}. Puesto que las colisiones son locales, al multiplicar (2.3) por a(c~)
y sumar sobre i se tiene:
Za(ct)J(c¿¡n) = 0, (2.6)
y se sigue de (2.5) que:
>Za(c,)[n(r+cí,c1,t+ 1)—n(r,c~,t)] = 0. (2.7)
Hasta aquí las generalidades acerca de la dinámica de los gases de red.
Pasaremos ahora a describir los más frecuentemente utilizados en este tra-
bajo.
“y
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2.2 Modelo HPP
Este modelo fue el primero utilizado en la simulación de fluidos. Fue in
troducido en los años 70 por l-Iardy, de Pazzis y Pomeau [Hardy el al 73,
Hardy el al 763, de cuyas iniciales toma el nombre, y con él se trataron
de estudiar problemas fundamentales de la Mecánica Estadística, como er-
godicidad, relajación al equilibrio, el comportamiento de las funciones de
correlación y la divergencia de coeficientes de transporte.
El modelo IIPP está definido sobre la red cuadrada bidimensional con
“y
6 = 4 partículas por nodo, dirigidas a lo largo de los enlaces de la red, con
¡ c¿J = 1, Vi (ver figura tía). Es el modelo más sencillo que se puede cons-
truir, aunque luego veremos que presenta tantos inconvenientes que en la
práctica se ha abandonado. Aquí lo utilizaremos con un propósito ihistra-
tivo sólamente. En virtud del principio de exclusión el número posible de
configuraciones diferentes en un nodo es 2~ = 16. Sin embargo, sólo una
configuración da lugar a colisiones activas, la ilustrada en la figura 2.Ib. Es
una configuracion en la que dos partículas chocan frontalmente, dando lugar
a un estado de salida rotado 900 respecto al inicial. Ninguna otra colisión es
posible si queremos conservar el número de partículas y el momento lineal
y si tenemos en cuenta el principio de exclusión. El operador de colisión
asociado se escribe:
I(c1jn) = ~ + nj-1-¡n~-~1n1n~-1-2. (2.8)
La notación utilizada es u- n(r,c¿,t) y W 1 — n(r,c¿,t). El primer ir
término expresa la pérdida de partícula en el canal i, que sólo se puede dar
si tenemos partículas en los canales i y i ±2 y huecos en los canales de
salida i ±1y i — 1 en virtud del principio de exclusión. El segundo término
representa la ganancia en el canal i debido a la colisión inversa. La ecuacion
(2.8) tiene la misma estructura que el término de colisión de la ecuacion
de Boltzmann continua, [Resibois 77]. Asimismo, se verifican fácilmente las
leyes de conservación (2.6) con a(c,) = I,c,.
Numerosas simulaciones se han hecho sobre este modelo, siendo las mas
precisas las realizadas en el MIT [Margolus el al 86], donde se construyó un
ordenador especializado para la simulación de gases de red: el CAM (Cellular
Autornata Machine)[Toffoli y Margolus 89]. Sin embargo, el model HPP no
es válido para la simulación de las ecuaciones de Navier—Stokes. En efecto,
si la dinámica microscópica continua es isótropa, las ecuaciones de Navier—
Stokes resultantes han de serlo. Este no es el caso del modelo 11??, que
conduce a ecuaciones anisotrópas, debido a que la red sobre la que está ir
st
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Figura 2.1: Modelo HPP. Es un modelo definido sobre la red cuadrada. En (a)
pueden verse las etiquetas de los canales, mientras que en (b) se representa la única
colisión activa de este modelo.
definido el modelo sólo posee como simetrías las reflexiones y rotaciones
de ángulo 7<2, que no son suficientes para garantizar la isotropía de los
tensores de cuarto orden que aparece eií las ecuaciones de Navier—Stokes
(ver Apéndice A). La simetría que se ha de imponer a la red para tener
dicho comportamiento isótropo es de rotaciones de ángulo K/3 o menores.
Otro problema que presenta el modelo ¡-[PP es la aparición de múltiples
cantidades conservadas nuevas, sin análogo físico. Son los llamados ‘inva-
riantes de línea’. Consideremos una línea horizontal o vertical. El momento
paralelo a dicha linea es conservado para cada línea independientemente,
puesto que las unícas colisiones que cambian el número de partículas en
las líneas son aquellas con momento 0. 51 el comportamiento macroscópico
está determinado por las cantidades conservadas, este modelo presenta tan-
tas que difícilmente será apropiado para la caracterización de fluidos reales.
Por tanto han de buscarse otros más sofisticados.
2.3 Modelo FHP
Para solventar el problema de la isotropía ya mencionado, en dos dimensio-
nes la red ha de ser invariante bajo, al menos, rotaciones de ángulo ir/3. La
única red que satisface dicho requerimiento es la red triangular. Sobre dicha
red, Frisch, Hasslacher y Pomeau construyeron en 1986 el modelo llamado
FHP fFrisch el al 86], que ha resultado ser el más (y prácticamente el único)
utilizado para la simulación de gas de red en dos dimensiones.
El modelo EHP original cuenta con b = 6 partículas por nodo en una
red triangular, con velocidades dirigidas a lo largo de los enlaces de la red y
numeradas en el sentido contrario al de las agujas del reloj comenzando por
el eje X (ver figura 4.1>. El número posible de estados por nodo es 26 = 64,
17
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cuatro veces mayor que en el modelo HPP, lo que permitirá muchas más coli-
siones efectivas. Consideremos primeramente las posibles colisiones binarias,
que nos servirán para introducir el concepto de colisiones deterministas o
estocásticos. De entre todos los estados con dos partículas, sólo aquellos con
momento total nulo dan lugar a colisiones activas, que han sido representa-
das en la figura 2.2a. Son colisiones frontales, como las del modelo HPP. Sin
embargo, en el modelo FHP hay dos posibles estados de salida; uno girado
w/3 respecto al de entrada y otro girado 2<3. Para decidir cuál se elige,
se introducen dos criterios distintos. En las reglas de colisión estocásticas. “y
se genera una variable aleatoria a cada paso de tiempo que selecciona uno
de ellos. En las reglas deterministas, se elige de acuerdo con la paridad del
tiempo; en los pasos de tiempo par se va a una de ellas y en los impares a e’
la otra alternativamente. Esto se puede ilustrar escribiendo el operador de
colisión asociado a la figura 2.2a:
J(a) (e, ¡u) &{ -flji2j}3flj~I ~t+2’h+42¾+5 + ~i+1 fli+4~Yi+2~t+3Ui+5}
±¡3{ fli71i+3 Li-4-l fli+
2fli+4fl1+s + ‘t+2~¾#5~¾’¾+i~i±3~i-f-4 }, (2.9)
con a +/3 = 1, y el superíndice (a) indica que se trata de colisiones binarías it
representadas en la figura 2.2a. En la versión estocástica del modelo, cx es
una variable aleatoria que toma valores O ó 1 con probabilidad 1~. En la
versión determinista a depende del tiempo según: a = ~[1 + (—ir]. Es
de esperar que ambas versiones del modelo se comporten de manera similar
para tiempos suficientemente grandes y suficiente número de realizaciones.
Cuando se toman promedios de la ecuación (2.9) sobre muchas realizaciones e”
de la dinámica, a y 13 se pueden reemplazar por <a> = <O> = ~. Sin embargo,
es importante señalar que la sustitución de a y ¡3 por sus valores medios sólo
tiene sentido bajo un gran número de realizaciones.
Como sucedía en el modelo IIPP, las colisiones binarias frontales son
“patológicas”, porque introducen leyes de conservación del momento en las
direcciones de propagación—-invariantes de línea. Una manera de eliminar- ir
las es incluyendo las colisiones ternarias, también con momento total cero,
ilustradas en la figura 2.2b. Aquí no hay ambigúedad en cuanto al estado de
salida, con lo que no cabe hablar de colisiones estocásticas o deterministas, e”
El término correspondiente en el operador de cobsion es:
= ~‘~I%+2fli+4fli*ifli+sfli+s + fl~~1 ~i+3~i+5
22d~i+27t+4 (2.10)
El modelo original FMI’, incluye sólo estos dos tipos de colisiones. Pos-
teriormente, debido a la introducción de más reglas de colisión así como
partículas en reposo, cambió su nombre a FHP-I. Este modelo no es auto e’
“y
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Figura 2 2 Modelo FHP. Reglas de colisión binarias (a) y ternarias (b).
dual, esto es, no es invariante bajo el cambio partícu]ase-~’huecos, puesto que
las colisiones no son auto duales. La manera más simple de hacerlo auto
dual es incluyendo colisiones cuaternarias con momento total nulo, además
de las binarias y ternarias ya descritas (las colisiones cuaternarias presentan
la misma ambigliedad que las binarias en cuanto a la elección del estado
de salida y se aplican los mismos argumentos). El resultado es el modelo
llamado FIIP-I’. Otras posibles colisiones no son incluidas.
Los dos modelos expuestos anteriormente, FHP-I y 1’, tienen b = 6
partículas por nodo con velocidades a lo largo de los enlaces de la red. Sin
embargo nada nos impide incluir una séptima partícula por nodo, con ¡c7¡ =
0. El número de posibles estados asciende hasta 2r = 128. Tradicionalmente
se utilizan dos conjuntos de colisiones, que dan lugar a los modelos Llamados
FHP-I1 y FI-IP-II!. Se han definido otros modelos con varias partículas en
reposo, pero no nos ocuparemos de ellos aquí [d’Humiéresy La.llemand 871.
Las colisiones de ambos FI-IP-U y III están dibujadas en la figura 2.3. El pri-
mero de ellos incluye las colisiones a, b, c, d y la colisión d con una partícula
en reposo presente, mientras que el FHP-III las incluye todas y sus duales.
Este último modelo es el que más se ha estudiado.
Podemos preguntarnos ahora por las ventajas e inconvenientes de incluir
más colisiones. La primera ventaja, de la que ya hemos hablado, es que se
eliminan posibles cantidades conservadas no físicas, como sucede con la co-
lisiones binarias frontales, que conservan el momento a lo largo de líneas.
Ninguna de las otras colisiones, excepto las cuaternarias obtenidas como
superposición de dos binarias lo hacen. Otra razón es la eficiencia: si, por
ejemplo, sólo incluimos las colisiones binarias, a altas densidades será muy
improbable que las partículas interaccionen y e] modelo se comportará como
un gas de red sin colisiones. Por último, mayor número de colisiones activas
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Figura 2.3: Modelo FHP con partícula en reposo Sólo las colisiones con menos
de 4 partículas se presentan. El resto pueden ser obtenidas sustituyendo partículas
por huecos y viceversa.
implica normalmente una viscosidad menor que conduce a números de Rey-
nolds (ecuación (1.11)) mayores. Por tanto, es más atractivo si queremos
simular vórtices, inestabilidades,...
Hasta ahora no hemos hablado de la conservación de la energía en las
reglas de colisión. Si asociamos una energía cinética por partícula igual a
12
resulta que para los modelos FHP-I y 1’ es indistinguible de la con-
servación de la masa, y, por tanto, no juega ningún papel en la dinamica.
Sin embargo, las partículas en reposo tienen una energía cinética igual a
cero, y una simple observación de las reglas de colisión b y e de la figura
2.3 nos muestra que no es conservada en absoluto. Por tanto, si estamos
interesados en la modelación de problemas con flujo de energía, los modelos
20
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Figura 2.4: Reglas de colisión de los colisión (b) no está
presente en el modelo 8-bits.
FHP no cumplirán nuestros propósitos, pero silos modelos que siguen.
2.4 Modelos 8 y 9 bits
El modelo 8-bits fue introducido por [Chopardy Droz 88] y el 9-bits por
d’Humiéres, Lallemand y Frisch [d’Humiéreset al 86]. Consisten en la su-
perposición de dos modelos IIPP, girados ir/4, uno de ellos con velocidades
veces mayor que el otro. En el modelo 8-bits hay b = 8 (de ahí su nom-
bre) partículas por nodo: cuatro lentas (o “frías”), conectando con próximos
vecinos con velocidades (±1,0)y (0,11) y cuatro rápidas (o “calientes”) con
velocidades (±1,11)a nuevos proximos vecinos. El modelo 9-bits incluye
además una partícula en reposo. Las reglas de colisión se eligen de tal forma
que conserven el número de partículas, el momento y la energía, como se
ilustra en la figura 2.4.
Estos modelos son invariantes bajo rotaciones de ángulo w/2, y por tanto,
los tensores de cuarto orden que aparecen no son isótropos. Pero aquí éste es
un problema menor, porque estos modelos se introducen únicamente para es-
tudiar problemas de conducción de calor. Sin embargo, existe un mecanismo
introducido por [d’Humiéres et al 86] y estudiado por [Ernst y Das 92] que
permite, en ciertos casos, recuperar la isotropía. En los modelos térmicos el
estado de equilibrio está caracterizado por dos parámetros termodinámicos,
el potencial químico (o la densidad) y la temperatura (o energía). La aniso-
(c) (d)
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tropía se manifiesta por la presencia de términos proporcionales a ¿<4) en los
tensores de cuarto orden de las ecuaciones de Navier—Stokes (ver apéndice
A), uno de ellos en la parte viscosa, (VV) y otro en la parte convectiva
no lineal (S7wu). El coeficiente que acompaña a dichos términos ~ es
función de la densidad y la energía del modelo. En consecuencia podemos
igualar dicho coeficiente a cero en uno de los dos tensores, obteniendo una
relación entre la densidad y la energía. Si queremos que ambos tensores sean
isótropos, obtenemos dos relaciones entre estas magnitudes, lo que nos lleva
a que sólo en un conjunto limitado de puntos del espacio (densidad, energía) u,
el modelo es completamente isótropo [Ernst y Das 921. Obviamente con
este mecanismo perdemos las propiedades térmicas de nuestro gas de red.
Este modelo no es un buen candidato para estudiar problemas térmicos e
isótropos a la vez. Sin embargo, recientemente [Grosflís et al 92] se ha in-
troducido un modelo que conjuga ambas propiedades: la conservación de
energía y la correcta simetría de tensores. Está definido en la red triangu- —
lar, con 19 partículas por nodo, que enlazan con próximos, nuevos próximos
y nuevos-nuevos proximos vecinos, y parece el modelo idóneo para la simu-
lación de problemas donde el flujo de energía sea importante. Sin embargo, u,-.
desde un punto de vista computacional, sus 19 partículas por nodo parece
ser un número demasiado grande para un modelo bidimensional.
Ocupémonos por un momento del modelo 8-bits, que posee sólo las reglas
a, £ y d de la figura 2.4. Podemos observar que el número de partículas
lentas y rápidas se conserva independientemente y pueden ser escritas como
combinación lineal del número de partículas y de la energía. Si las denotamos e’-
por N¡ y N~ respectivamente, y por N el número total de partículas y E la
energía total, tendremos
ir
N = Ni+Nr
E = ~N¡+ Nr. (2.1 i)
Podemos usar equivalentemente ambos conjuntos de cantidades conserva
das, bien {N, E} o {N1, ~‘41~La interpretación es, sin embargo, diferente
En el primer caso se trata de un modelo térmico de un gas de red mono- a’
componente, con temperatura y conductividad térmica. En el segundo el
modelo se trata como un gas de red que describe una mezcla binaria con
potenciales químicos independientes para cada tipo de partículas y con un
coeficiente de difusión. En este sentido el modelo 9-bits es el único modelo
térmico, porque la colisión tipo b cambia las poblaciones de partículas en
reposo, lentas y rápidas.
ir
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2.5 Modelo FCHC
Aunque los modelos anteriormente presentados son bidimensionales, lo natu-
ral es modelar el comportamiento de un fluido tridimensional. Sin embargo
no hay ninguna red regular simple suficientemente isótropa en tres dimensio-
nes. Las redes tridimensionales más simétricas son las cúbicas (cúbica sim-
ple, cúbica centrada y cúbica centrada en las caras) y la hexagonal simple,
pero ninguna de ellas da tensores de cuarto orden isótropos. Otros polie-
dros más complejos como icosaedros o dodecaedros sí dan tensores isótropos
hasta orden 5 [Wolfram 86]. Sin embargo, no puede teselarse el espacio 11$
con dichos poliedros.
Dos posibles soluciones a este problema han sido propuestas por [d’Hu-
mieres y Lallemand 87]. La primera consiste en utilizar un red cúbica simple,
sobre la que se define un modelo térmico, con partículas con velocidades 0, 1
y ‘v’~~ correspondientes a partículas en reposo, partículas que saltan a los 6
próximos vecinos y a los 12 nuevos próximos vecinos. Un mecanismo similar
al expuesto en el apartado anterior nos permite recuperar la isotropía de
alguno de los dos tensores, pero no de ambos simultáneamente [Noullez 90].
La segunda solución propuesta para construir un gas de red en tres di-
mensiones se basa en el hecho de que en cuatro dimensiones hay varias redes
regulares con la simetría requerida. La red más simple de ellas es la carac-
terizada por el símbolo de Schláfii {3,4,3} [Coxester63], bautizada FCHC
(‘Face Centered Hyper-Cubic’). Contiene b = 24 partículas por nodo, con
velocidades dadas por:
(±1,±l,0,0) (±1,0,±1,0) (±l,0,0,+1)
(0,±l,±l,0) (0,±l,0,±l) (0,0,±l,±1). (2.12)
La red consta de todos los puntos que se pueden alcanzar con estos vectores,
esto es, puntos y con r~ + T~, + r~ + fl~ =par
La etapa de propagación en este modelo se realiza de la forma habitual,
transferencia a los nodos adyacentes. Las colisiones se eligen de forma que
conserven el número de partículas y el momento en las cuatro direcciones
z,y,z y u. Como el número de bits es 24, tenemos 224=16.777.216 estados
diferentes por nodo. La especificación detallada de las reglas de colisión es
imposible, y se recurre a soluciones algorítmicas para realizar las simulacio-
nes [llénon 87,Hénon 92].
Para emplear este modelo en la simulación de fluidos tridimensionales,
hemos de desarrollar un procedimiento que haga desaparecer la cuarta di-
mensión. Para ello imponemos condiciones periódicas en la cuarta dimensión
u,
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Figura 2.5: Proyección tridimensional del modelo FCHC. Los canales a los seis
próximc~ vecinos están doblemente ocupados (fuente: [Noullez90]).
haciendo la longitud de la red en esta dimensión muy pequeña; de hecho sólo
permitimos dos espaciados de la red en la dirección u. Además, proyectamos
el conjunto de velocidades (2.12) a tres dimensiones. Obtenemos entonces
un modelo tridimensional definido sobre la red cúbica, con partículas sal-
tando a los próximos vecinos, (±1,0,0), (0,11,0), (0,0,11) y a los nuevos
próximos vecinos, (±1,11,0), (±1,0,11), (0,11,11) (ver figura 2.5). Los
canales dirigidos hacia los próximos vecinos están doblemente ocupados, y
ello garantiza la isotropía del modelo.
En cuanto a la cuarta componente del momento, g~., se desacopla de
la ecuación de Navier—Stokes, y se comporta como un escalar pasivo, sin
intervenir en la dinámica {Frisch el al 85]. Sinembargo,xeremos má& tarde
que el mecanismo de proyección produce correlaciones de origen geométrico,
que serán evaluadas en esta memoria.
ir,
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2.6 Ecuación de Liouville y variables dinámicas
Las definiciones operacionales de los gases de red en las secciones previas ne-
cesitan ser formalizadas para aplicar los métodos de la mecánica estadística
de equilibrio y no equilibrio a estos modelos.
Con este propósito definimos algunos conceptos que utilizaremos en esta
tesis. Un estado es el conjunto de los b números de ocupación en un nodo
y, esto es: n(y, t) E {n(r,c¿,t>; i = 1,2,.... b}. Un rnicroestado o configv-
ración es: n() a {n(y); r E £} con £ la red que estudiamos; un punto en
el espacio r.
La dinámica puede ser determinista o estocástica. Tratamos la primera
como un caso especial de la segunda, y describimos las colisiones por medio
de una matriz 2bV >< 2bV que da la probabilidad de transición del estado n(y)
al rn(y) como: A(n(r) —‘ rn(y)), que puede ser construida explícitamente
a partir de las reglas de colisión definidas en las secciones previas. Está
normalizada como:
Z A{n(y) —* m(y)) = 1. (2.13)
m(r)
Las leyes de conservación (2.6) para toda cantidad a(r) conservada bajo las
colisiones es:
A(n(y) — m(y))a(n(y)) A(n(r) —~ m(y))a(m(y)), (2.14)
donde a(.) puede ser el número de partículas o el momento en el nodo r.
El estado de equilibrio de un gas de red puede ser descrito por una colec-
tividad de no equilibrio con densidad p(n(.),0). La ecuación de Liouville—
realmente una ecuacion de Chapman-Kolmogorov para dinámica estocás-
tica—-describe la evolución temporal de p(n(.), 1). Como se explicó en la
sección 2.1 la dinámica consiste en el paso de colisión seguido de la propa-
gación. La distribución p(n(),t) cambia a p’(m(.),t) por las colisiones como
[Frisch et al 86]:
p’(n(.),t) = >3 [flA<m(y) —. n(y))] p(m(.),t)
mo Lr JN3 )¿V(n(.)Im(.))p(m(.), t) = (YQp(t)) (n(.)), (2.15)
donde el operador de colisión VV actúa sobre funciones de n(.). La propa-
gacion o movimiento libre se representa por:
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p’(n(.),t) = p(S-‘n(.),t + 1) Se s-‘p(n(.),t + 1). (2.16) 
El operador de propagación S y su inverso S-’ actúan sobre funciones de 
n(.) como operadores de sustitución, esto es: 
(Sn)(r,c;) = S;n(T,c;) = n(T + c;,c;), (2.17) 
donde el operador Si, definido en (2.4) actúa sobre el argumento T. La 
combinación de (2.15) y (2.17) nos da la ecuación de Liouville: 
p(t + 1) = SWp(l) = (1 + L)p(t), (2.18) 
donde L es el operador de Liouville. Su solución formal es: 
p(t) = (SW)‘p(O) = (l+ L)‘/?(O). (2.19) 
La dependencia temporal del promedio de no equilibrio puede ser también 
expresada por medio de la dinámica adjunta, aplicada sobre variables diná- 
micas: 
(YLl. = c Y(n(~)M”(.)?t) 
4.) 
= c Y(“(.),t)P(4~)3 0). (2.20) 
4) 
Entonces, podemos deducir de esta definición y de la ecuación (2.19) que la 
dinámica de las variables satisface la ecuación adjunta: 
y(t + 1) = W+S+y(t) = W’S-‘y(t). (2.21) 
La normalización dei operador de colisión, (2.15). se escribe en términos 
de W como: 
c W4~)ld.)) = 1 (2.22) 
43 
y las cantidades a(n(.)), conservadas en las colisiones, son autofunciones de 
w  con autovalor 1, 
Wh)(n(.)) = c W4.)l4.))44.)) 
4.1 
= 44.)) c Wn(.)lm(.)) = 44.)). (2.23) 
4.) 
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En el capítulo siguiente estudiaremos soluciones estacionarias de la ecuación 
de Liouville, así como soluciones que describen pequeñas desviaciones del 
equilibrio total. 
Como ilustración, derivaremos la ecuación microdinámica, (2.5) a partir 
de (2.21) con y(n(.)) = n(r,c;, t). Con ayuda de (2.17) puede ser escrita 
COlllO: 
n(r,c;,t + 1) = c nA(n(r’) + m(~‘))n(r - ci,c;,t). (2.24) 
m(.) r’ 
Todos las variables m(.) con T’ # T - c; se pueden sumar empleando (2.13) 
para dar: 
n(~,c;,t+l) = xqA(n(r-c;,t)+u) 
= SI:’ xo;A(n(t) - o) 
=_ s;‘[n(r,ci,t) + I(cijn(T,t))], (2.25) 
con o = m(r - ci, t). En la última igualdad el operador de colisión no lineal 
de Boltzmann I(c;ln) en (2.3) está expresado explícitamente en términos de 
las probabilidades de transición A: 
I(c;]TL) = C(Ui - ni)A(n * U) 
D 
= C(oi-s¡)A(s~~)n.í’(l-~~)‘-“~. (2.26) 
0.8 3=1 
En la derivación de la última igualdad hemos hecho uso de la identidad, 
válida para variables Booleanas si, 
S(gj,Sj) = gj’(l -gj)‘-3J, (2.27) 
donde 6(a,b) es la delta de Kronecker. Debe tenerse en cuenta que para 
modelos con dinámica estocástica la ecuación microdinámica (2.25) así como 
(2.21) sólo representan igualdades cuando se usan bajo signos de promedio, 
como en (2.20). El término de colisión (2.9) para el modelo FHP estocástico 
con (CY) = (fl) = 1/2 es sólo un caso especial de (2.25). 
La expresión general (2.26) del término de colisión no lineal será utilizada 
frecuentemente en los capítulos siguientes. 
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Ecuaciones de la dinámica de 
fluidos 
En el capítulo anterior se han introducido los modelos más comunes de 
gases de red, pero no se ha hecho ningún comentario acerca de cómo pueden 
servir para la modelación de fluidos. Este es el objetivo del presente capítulo, 
que está organizado como sigue: primeramente consideraremos la mecánica 
estadística del equilibrio, para pasar al cálculo del término convectivo no 
lineal de las ecuaciones reversibles (no disipativas) de Navier-Stokes, donde, 
debido a la no invariancia Galileo de los gases de red, aparece un término 
diferente de los fluidos continuos. Finalizaremos con la deducción de la 
parte disipativa de las ecuaciones de Navier-Stokes, donde aparecen los coe- 
ficientes de transporte. Estos coeficientes de transporte se expresan como 
fórmulas de Green-Kubo a través del formalismo de los proyectores. 
3.1 Mecánica Estadística de equilibrio 
Para describir la Mecánica Estadística del equilibrio de los gases de red, su- 
ponemos la existencia de un estado de equilibrio único basado en el principio 
de Gibbs de igual probabilidad a priori para todos los microestados en el 
espacio r. Para sistemas aislados lleva a una distribución uniforme sobre 
todos los microestados localizados en la intersección de las hipersuperficies 
determinadas por el conjunto de las cantidades conservadas, esto es, la co- 
lectividad microcanónica. Para un sistema abierto en contacto con un foco, 
lleva a la colectividad macrocanónica, que será la utilizada en este capítulo. 
La prueba de la existencia de un estado de equilibrio como el descrito no es 
independiente del tipo de reglas de colisión elegido. Para reglas que satisfa- 
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cen el principio de balance semidetollndo [Frisch et al 861, puede probarse 
un teorema H que lleva a la existencia de dicho estado de equilibrio (ver 
[Frisch et al 861, apéndice F). 
Consideremos un sistema general en el que existe un conjunto de canti- 
dades conservadas, A = {N, P, H, . .} con variables termodinámicas conju- 
gadas b = {v,y, -4,. .}, con 
A = ~+;)“(r,ci,t), (3.1) 
7.2 
y los invariantes de colisión, II( son: 
a(q) = { I,c;, c(q), .}. (3.2) 
Aqui Qc;) es la energía de una partícula en el canal i. Puede ser pura- 
mente cinética, c(ci) = $c:, o parte cinética y parte interna. En vista de 
futuras aplicaciones, es conveniente incluir en la presente discusión los mo- 
delos térmicos, con conservación de la energía. El caso atérmico, esto es, 
sin conservación de la energía, está contenido como el caso límite en el que 
la temperatura tiende a infinito, (p + 0). La probabilidad de encontrar al 
sistema en una configuración en el espacio de las fases r viene dada por: 
p(r) = 27’ exp[b. A], (3.3) 
donde 2 es la constante de normalización, y consideramos A y b como vec- 
tores. La colectividad de equilibrio de un gas de red tiene la misma forma 
funcional. Las cantidades conservadas son el número de partículas, N, el 
momento P y la energía H, con multiplicadores de Lagrange asociados V, y 
y -/3. Por el momento consideraremos estados de equilibrio con velocidad 
nula, P = Nu = 0, puesto que y = 0. A la colectividad de estados con 
velocidad nula la denotaremos por equilibrio básico, que se escribe: 
p(n(-)) = 2-l exp[vN - PH], (3.4) 
siendo n( ,) la configuración global del gas de red. La distribución de equi- 
librio, (3.4) satisface la ecuación de Liouville (2.18) de la sección 2.6. El 
factor de normalización 2 puede calcularse trivialmente, puesto que las can- 
tidades conservadas se escriben como A = C,,; a(c;)n(r, ci) y las variables 
se factorizan sobre posiciones y velocidades, obteniéndose: 
Z = xx’exp Cb.a(+(r,c;) 
N n(.) [ r,i 1 
= c 5’ nexo ib. 4+(~, 41. 
n r,i 
(3.5) 
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El asterisco denota que la suma está restringida a configuraciones i4) con
N partículas. La doble suma en (3.5) se puede reescribir como Zn(.) sin
restricción, con lo que finalmente resulta:
p(n(.)) = g eb.a(ci )n(r,c,) - (3.6)
r,t ~ + 6ba(c.)
Una vez obtenida p(n(.)), podemos calcular la densidad media por enlace
como:
1 1
= 1 + e~.’~(~í) = 1 + eu+
0«Cd (3.7)
En particular, para modelos atérmicos, (/3 = 0), f es independiente de la
dirección y se reduce a:
1 (3.8)
=
l+ew b’
donde p es la densidad por nodo. La expresión para f, tiene la misma forma
que la distribución de un gas ideal de Fermi, debido al principio de exclusión
que rige para las partículas en el gas de red. Otras cantidades que seran
usadas constantemente son las fluctuaciones de los números de ocupación,
definidas como:
6n(y,c~) = n(y,c~) — fi (3.9)
y cuyos valores medios son:
<bn(r,c¿)> = O
= f~(1 —
3 (3)
<(6n(r, ci))> = = f,(1 — f~)(1 — 2f~). (3.10)
Puesto que la distribución de equilibrio (3.6) está factorizada en los nodos
r y velocidades i, no hay correlaciones de partículas en diferentes posiciones
o velocidades:
(6n(y, e
1)bn(r’,c1)> = *‘c,6(r, r’)6~~
<6nQr, c¿)ón(r’, c> )ón(r”, q)> = >~~3)fi(y, r’)6(r’, r”)óIgk. (3.11)
Pasemos ahora a analizar distribuciones de equilibrio en la que la veloci-
dad media del fluido es no nula, esto es, -y ~ 0, denotadas por py(n(.)). Su
expresión es:
U elv+~ctÚc(cí)]n(r.cpy(n()) = Z
1 exp[vN + -y P — /3H] = 1 ev+rc~ú?<(c;) , (3.12)
con lo que la densidad por enlace depende de la dirección, siendo su valor:
ir
u,
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a’—
1f.~(c¿) = <n(r,cI)»~ = ~ + +0(1~ (3.13)
Los valores medios del número de partículas, momento y energía por nodo
son simplemente,
II-y = >3Í(c,)
e’,
= >3c,f)}c,)
e-y = >3c(c1)f4c~). (31’l)
En la siguiente sección, dedicada a la ecuación de Euler, aparecerá la
presión, definida en la ecuación (1.6) y que para gases de red se escribe: e’
p= ~>3c~<n(r,c~)> = ~>34fí, (3.15)
1 1
e’
que está calculada en un estado de equilibrio con valor medio del momento
nulo y que se reduce a p = cgp para modelos atérmicos, liemos definido la
velocidad del sonido para modelos atérmicos, c0, como cg = Z,c~/bd.
Consideremos ahora el caso de un estado de equilibrio no uniforme, en el
que las variables conjugadas t’(r) = {v(r), -y(r),.. .} dependen de la posícion.
La distribución de equilibrio se obtiene reemplazando la expresión en (3.3)
por:
= exp {Z{v(r)P(r) + y(y). g(r) — . (3.16)
Esta colectividad conduce a que las variables macroscópicas no son uniformes
sino que dependen de la posición, aunque localmente siguen verificando las
relaciones termodinámicas. Por ejemplo, la densidad por canal se escribe de ir
acuerdo con (3.13):
1
f¡(y,c¿) = <n(r,c1)>¡ 1 + ev(r)v(r)c,+
0(r)<(c.) , (3.17)
y las ecuaciones (3.14) son válidas localmente,
= >3f¡(r,cí)
= >3c,f,(r,c~) = <p(r)>pu(y)
e
— >3c(c.)Í4r,ci)
(3.18) ir
ir
u,
ni
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Las ecuaciones (3.18) relacionan las variables {p(y),g(y), e(r)} con los mul-
tiplicadores de Lagrange {v(r),y(r),—-13(r)}. El equilibrio loca] nos propor-
ciona un método para definir variables termodinámicas conjugadas {v(r, t).
-y(r,t) . .} fuera del equilibrio [McLennan 89]. Consideremos un sistema
fuera del equilibrio descrito por una distribución de no equilibrio p(n(.),t).
en la que el valor medio de las densidades conservadas es:
ane(r,t) = {pn4y,t),g~~(r,t),en~(r,t). .4. (3.19)
Definamos también el estado de equilibrio local,
p4u(.)) = exp bneQr, t)a(r)] (3.20)
Las variables conjugadas de no equilibrio, bnc(r,t) no están determinadas y
se fijan con el requerimiento de que el promedio de las densidades conserva-
das sobre el no equilibrio calculadas con (3.20), sean iguales a sus valores
medios en todos los instantes de tiempo, esto es,
= a~~(r,t). (3.21)
Esta ecuación define los parámetros termodinamicos conjugados, bne(r, t) —
{vne(r, t),-y~~(r. t), —¡3~~(r, t),.. .} fuera del equilibrio térmico en función de
las densidades ane(r,t).
La distribución de no equilibrio puede ser representada como:
p(n(.),t) = p,(n(.)) + PD(n(),t). (3.22)
Esta ecuación describe la parte disipativa p¡~ de la distribución que repre-
senta las desviaciones del equilibrio local.
Como consecuencia de (2.14), sección 2.6, p1(n(.)) es invariante bajo el
paso de colisión, así que sólo cambia bajo la propagación, esto es, por despla-
zamiento real de las partículas. Para largos tiempos y largas separaciones
espaciales tales desviaciones son proporcionales a los gradientes en el sis-
tema, y dan lugar al amortiguamiento viscoso y la conductividad calorífica
y por ello el nombre de parte disipatita.
Para pequeños gradientes y pequeñas desviaciones del equilibrio total,
PD(nOtt) puede ser resuelta perturbativamente a partir de la ecuación de
Liouville (2.18), dando las fórmulas de Green—Kubo para los coeficientes de
transporte y las ecuaciones de Navier—Stokes de la hidrodinámica (sección
3.3>. En la sección siguiente consideraremos la distribución de equilibrio lo-
cal sin disipación, que da lugar a las ecuaciones de Euler de la hidrodinámica.
e’
ir’
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3.2 Ecuación de Euler
Una derivación sistemática de las ecuaciones de la dinámica de fluidos para
a’grandes escalas espaciales y temporales se basa en el método de Chapman
y Enskog [Chapman y Cowling 70] o en un formalismo multiescala equiva-
lente. Las ecuaciones resultantes se escriben en forma de un desarrollo en
e’
potencias de gradientes. Reescribimos aquí la ecuación de Navier—Stokes
para fluidos continuos, (1.10)
5tpu+S7’puuR-Vp=7)V2u+[7l{l---~)-1-41VV.u. (3.23) *2
El miembro de la izquierda constituye la ecuación de Euler no disipativa,
que es de orden 0(V). El resto es el termino disipativo de Navier—Stokes, u,
que es de orden 0(V2).
La idea esencial del método de Chapman—Enskog es que las soluciones de
la ecuación de Liouville a grandes escalas (y, t) dependen explícitamente de y ir
y t sólo a través de las cantidades conservadas locales, que varían lentamente.
Las derivadas temporales son, por tanto, también pequeñas. Un parámetro
formal para medir esas variaciones lentas en el espacio es el gradiente (S7).
También el gradiente es válido para medir variaciones temporales, puesto que
las derivadas temporales de las cantidades conservadas se pueden eliminar
utilizando las leyes de conservación 8~ -‘~ 0(V).
Aunque los gradientes sean pequeños, las desviaciones totales del equili-
brio en un sistema macroscópico, ¿ = {¡u¡,Ap,Ae .. 4 con Aa = a~~(y,t) —
(a(r)>, pueden ser todavía grandes. Esto introduce un desarrollo en un se-
gundo parámetro 6. El termino 0(6) en (3.23) corresponde a la ecuacion
linealizada de la dinámica de fluidos, y contiene tanto los términos de Euler
no disipativos, 0(Vp) ‘—~ O(6,V), como el término de Navier--Stokes disipa-
Para derivar la ecuación no lineal de la dinámica de fluidos, el término
convectivo no lineal, V•puu 0(6t V) también debe ser incluido. La meta u,
de este capítulo será la derivación de las ecuaciones macroscópicas para un
fluido de gas de red, incluyendo términos 0(6, y), 0(62, V) y 0(6, y2).
En esta seccion queremos derivar la ecuación de Euler para gases de red,
0(V) similar a (í.lb). Para ello, consideraremos la ecuación de conservacion
microscópica del momento, (2.7) con densidad a(c
1) = e¡ y la desarrollamos
hasta primer orden en gradientes (V), se tiene: a’
8~g(y) = —V . r(r) + 0(V
2)
r(y) = ZCíC.n(r,c¿), (3.24)
it
a’-
u,
ir,
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donde órdenes más altos en derivadas temporales son 0(V2). Su promedio
sobre la colectividad de equilibrio local, (3.16), nos lleva a la ecuación de
Euler. Los términos en V2 contribuirán a la ecuación de Navier--Stokes y
serán tratados en la sección siguiente.
A diferencia de los fluidos continuos, los estados de equilibrio con ‘y o
y -y ~ O no están relacionados por una transformación de Galileo, puesto
que los gases de red no son invariantes Galileo. Por tanto, la forma de
la ecuación de Euler no será la escrita en la ecuación (1.7), sino que tendrá
factores y términos adicionales. El propósito del presente capítulo es obtener
la ecuación de Euler, y en particular los términos no invariantes Galileo.
Para derivar la ecuación de Euler no lineal necesitamos calcular <y>’ y
sólo se necesita considerar explícitamente el parámetro ‘y. conjugado del
momento g. Por tanto, podemos reemplazar p¿ en (3.16) por p-y con y ~ 0,
pÁ~(O) = Z’ exp(vN + y~ P — /311) — p(n~)exp(’y ~ (3.25)
<exp(’y
donde <...> denota un promedio sobre el estado de equilibrio básico (aquél
con -y = 0). Desarrollando p alrededor del estado de equilibrio básico p,
obtenemos:
pÁn(.)) = p(n(.)) { 1 + ‘y~ P + ¼~: [PP — <~~>] +
= p(n(.)) {i + ‘y~P~ + <YgYv [ÓPMPV]+ 0(y3)} , (3.26)
donde se han introducido las fluctuaciones ¿A = A — <A>. Utilizaremos el
convenio de Einstein de suma sobre subíndices repetidos. La ecuación (3.26)
nos permite relacionar valores medios con y = O y con y ~ 0:
VAp <N».~ — <N> = ~y2<P26N>
V~u <Pk — _
VzXe E <E»~ — <E> = &
7
2<P26E>, (3.27)
donde hemos sustituido <p~p~~> por k<P26,~,>, puesto que los tensores de
segundo orden son isótropos en todas las redes estudiadas.
Para obtener la ecuación de Euler hemos de promediar el tensor de flujo
de momento, (3.25), sobre la colectividad descrita por (3.26). Previamente
descomponemos T en su parte de traza nula, Q, más su traza T =
T =
Q = >3(c,c. — ~c~1)n(y,c,). (3.28)
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El promedio de la ecuación (3.28) con la colectividad (3.26) nos da:
= <Tao> + ~ + 0(y3)
= <Tbk + ~‘ypy~<PgP~¿Q
00>+ ~
1yy2<P26T>6
0g+ Q(y3). (3.29) e’
El término <T00> evaluado en un sistema en reposo es diagonal y el coeficiente
escalar no es mas que la presión, definida como el flujo de momento por e’
unidad de volumen en un sistema de referencia en reposo. Depende de los
parámetros termodinámicos que caracterizan el estado de equilibrio, p, e
y u así que Po = po(p,,e,,u). Para pequeñas desviaciones del equilibrio, Po ir’
puede ser determinada como un desarrollo perturbativo en potencias de 6.
La ecuación (3.29) queda entonces:
“2
tt {Vpu + ~y
2<P26T>}6
0o + ~Y«Yv<PMPv¿Qas>. (3.30)
El valor del parámetro conjugado -y es proporcional a u, como se ve en (3.27).
Por tanto <~~»-~ recuerda a la expresión (1.6), excepto que el coeficiente de
un no es un escalar sino un tensor de cuarto orden.
Sin embargo, la presión Po en la expresión (3.30) está expresada en
función de las variables de estado p, e calculadas en el equilibrio básico. a”
Sus valores cuando ‘y ~ O han sido obtenidos en (3.27). Un desarrollo de
Taylor de la presión nos permite escribir:
ir
po(p,e)=po(p,e)— (?á?2)Ap (ro) Ae, (3.31)
0’que, sustituido en la ecuación (3.30) nos lleva a:
= {Vpo(p.~,e) + ~y
2<P26T>}6
00 + ~ (3.32)
*2
En esta ecuación hemos englobado en ÓT las derivadas de la presión:
De ir= ¿T — (OPo) ¿=v (OPo ¿E, (3.33)
donde el circunflejo indica que se trata de una cantidad “sustraída”, esto es,
eliminamos de ÓT la proyección sobre el espacio de las cantidades conserva-
das ¿SN y ¿SE. Este tipo de proyecciones volverá a aparecer en el cálculo de
la fórmulas de Green—Kubo, sección 3.3.
Nos queda por analizar el último término de (3.32), <P,~P~6Q0o>. Es un
tensor de cuarto orden de traza nula en {o/3}. Si el gas de red está definido
en una red suficientemente isótropa (FHP o FCHC), toma la forma:
<PgPu¿Q00> = A{6gabv0 + ~va~~~t0— ~ ¿aol (3.34)
ni
ir
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con el coeficiente A dado por:
1
A (d— l)(d+2)<POPR¿QaÁ (3.35)
Por último, podemos utilizar (3.27b) para reemplazar las variables conjuga-
das ‘y por la velocidad u, obteniendo:
= y {Po — ~Gdp)Ím2} 1 + VG(p)puu, (3.36)
con los llamados ‘factores no galileanos’ G(p) y Gi(p) dados por:
d
2pV
— (d — í)e¡±2) <‘~2>2
O 1(p) G(p) — ~d2pV <p26~t
>
<P2>2 (3.37)
La ecuación (3.36) es muy diferente a su análoga continua, (1.6), debido a
la presencia de ay G~. La parte proporcional a ~o0 puede ser interpretada
como la ecuación de estado para un gas de red en un sistema que se mueve
con velocidad u: po(p.y,ey) = p(p,e,u), que se reduce a la ecuación de es-
tado usual cuando u = 0. El factor O en la parte un puede englobarse en
si reescalamos el tiempo con O [Frisch el al 86]. Para ello, es necesario que
tanto p como e sean constantes. La primera condición II =cte, implica que
V . u = 0, esto es, fluidos incompresibles. En cualquier caso, ninguno de
los dos factores no galileanos aparecen en el régimen lineal, porque ambos
multiplican a términos u2. Si el gas de red considerado no posee tensores
de cuarto orden isótropos, aparecen más factores no galileano, 02, multipli-
cando a (ua)2¿,~. También factores adicionales no galileanos aparecen en
la ecuación de flujo de calor.
La definicón de G~ contiene la cantidad sustraída ¿T, que se obtiene
restando de 6T su proyección sobre las cantidades conservadas, (3.33). Esta
cantidad puede ser nula en dos casos:
• modelos con una sola velocidad, como HPP, FHP-I o FCHC. Entonces
c~ =cte, con lo que ¿ST es proporcional a ¿N.
• modelos térmicos en los que la energía es puramente cinética; 4 =2e,
y ¿T es simplemente ¿SE.
En ambos casos = O.
a’
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En lo que sigue vamos a evaluar (3.37) en detalle. Primeramente obte-
nemos
= >3>3c. .c1<n(yc,)n(r’c~)> (3.38)
r,r’ Ii
Hacemos uso de las ecuaciones (3.10) para escribir: a’
= V>3c~Ñ (3.39)
a’
(para modelos atérmicos K(c¿) tc). Análogamente:
d— 1 (3)
= y >3<K¿, (3.40)
d
con lo que:
& ,C~>
térmicos{ kt=}~yt=&K;; (Eí= (3.41) u,1 atérmicos.
Por último, calcularemos el factor G~ para modelos atérmicos con par- ‘e’-
tículas con diferentes velocidades (EHP-II y III), puesto que para modelos
térmicos o con una única velocidad, ya se vió que .ST = O y G~ = 0. Para
dichos modelos, Po = f~ Z~<~ y dpo/dp l¡bd 31c~ = c¿. Por tanto,
______ E1c~(< —dcg) (3.42)
‘kí—f) 2bdc¿
Las expresiones más generales para los factores no galileanos son las
(3.37), y son válidas incluso para modelos que violan el balance semideta-
liado, y en los que el estado de equilibrio no tiene la forma (3.3) (y como
consecuencia no hay factorización sobre diferentes velocidades (3.7)). Desde
un punto de vista computacional, este método tiene la ventaja de que las
medidas de los factores no galileanos se hacen en el equilibrio básico, esto
es, un una colectividad en el que el momento fluctúa alrededor del estado
con u = 0. Los métodos usados tradicionalmente se basaban en medidas
sobre un sistema fuera del equilibrio utilizando como definición de 0:
0(p) = Hm pV <T~~> (3.43) —
<Pr)y<Py~’
‘e’
ni
o
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donde el tensor de tensiones y el momento se miden en un sistema con valor
medio de la velocidad u muy pequeño [d’llumiéres el al 87].
Si el gas de red tiene invariantes adicionales, como los invariantes que
serán discutidos en el capítulo 4, deben ser incluidos en (3.20) y (3.25) y
producen términos adicionales de órdenes 0(b) y 0(b2) en (3.26) y en (3.36)
[Zanetti 89,Ernst 91a1.
El resultado hasta el momento en la derivación de las ecuaciones de
fluidos puede obtenerse combinando (3.36) con (3.24):
d,pu = —~~po — ~0
1(p)pu
2] + y . 0(p)puu + 0(63V), (3.44)
esto es, términos 0(V) lineales en los gradientes (término de Euler) y han
sido calculados hasta orden 0(¿21V) inclusive.
3.3 Ecuaciones de Navier—Stokes disipativas
Lo que queda por hacer para la obtención de las ecuaciones no lineales
de Navier—Stokes es la derivación de la parte disipativa. Inspección de la
ecuación (3.23) muestra que podemos determinar los términos O(6,V2) co-
rrectamente de la teoría linealizada alrededor del equilibrio total, esto es,
0(6). Dicha teoría de la respuesta lineal contiene los términos de Euler linea-
lizados, 0(6, V), los de Navier—Stokes linealizados, 0(6, V2), los de Burnett,
0(6, V3), etc. Por tanto, es suficiente emplear la teoría de la respuesta li-
neal para obtener la parte disipativa del término de Navier—Stokes de orden
0(6, V2), que completará la derivación de las ecuaciones de la dinámica de
fluidos para gases de red hasta los órdenes deseados en 6 y V.
En esta sección resolveremos la ecuación de Liouville (2.15) [inealizada
alrededor del equilibrio total, y buscaremos soluciones en la forma (3.22),
donde p¡(n(.)) 0(V0) = 0(1) y pD(fl(.),t) “~ 0(V).
Supondremos que el estado inicial está especificado por el estado de
equilibrio local,
p(n(.),0) = p4n(.)) = exp [Zbne(r~0)a(r)] , (3.45)
que, de acuerdo con (3.21), queda determinado por los valores iniciales de las
cantidades conservadas locales, ane(r,0) en (3.19). Resolveremos la ecuación
de Liouville con esta condición inicial.
e’-
a’
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En la sección previa hemos discutido los términos de Euler, 0(6, V)
y 0(62 V). Para obtener la parte disipativa de la ecuación de Navíer—
Stokes, hasta 0(6,V2), sólo es necesario considerar desviaciones lineales del
equilibrio.
El objetivo de la presente sección es derivarías ecuaciones linealizadas de
la hidrodinámica para los gases de red, análogas a (1.13), en particular los
coeficientes de transporte en forma de relaciones de Green—Kubo. Para ello
utilizaremos los métodos de la teoría de la respuesta lineal y el formalismo
de los operadores de proyección.
Supongamos en (3.45) que ¿bn~(y,0) = b~~(y,0) — b son las desviaciones
iniciales del equilibrio. Entonces, podemos linealizar la distribución inicial
(3.45) alrededor del equilibrio, que en el instante inicial vale:
e’-
p(n(.),O) = p(n(.)) {1 + Z6bne(r~0)6a(r)} , (3.46)
donde p(n(.)) está dado en (3.4)y 6a(r) = a(r)—<a(r)> son las fluctuaciones
mícroscopicas alrededor de equilibrio. La evolución de estas desviaciones del
equilibrio se obtiene promediándolas con (3.46): e’
<6afl(y, t)>ne = >3<6an(y,t)6am(r~,0)>6b(r/,O). (3.47)
‘a
Esta expresión es la hipótesis de Onsager, que relaciona el decaimiento de
pequeñas desviaciones macroscópicas, <6a(t)>~~, con el decaimiento de las
fluctuaciones microscópicas, descritas por <San(t)bam(0)>. Como consecuen-
cia, es equivalente calcular las ecuaciones de evolución para las cantidades
en no equilibrio que para las correlaciones en equilibrio. La ventaja
de calcular las últimas es que no es necesaria ninguna consideración sobre
estados de no equilibrio.
En lo que resta de la sección obtendremos las ecuaciones de evolución
de las correlaciones como un desarrollo en vectores de onda k (o en gradien- ir.
tes) para k pequeño hasta orden k2. Ello nos conducirá a las ecuaciones
linealizadas de la hidrodinámica, ecuación (1.13). Previamente hemos de
introducir algunos conceptos.
Definimos la transformada de Fourier como:
F(k) = Fk = >3~—íkróF(y) (3.48)
a”
r
y el producto escalar
<FIO> — V1<F(k)G(k)> — V’’<F(k)G(—k)>. (3.49) ni
a’
a’
ir,
a’
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Las densidades de las cantidades conservadas se escriben en el espacio de
Fourier: f pk(t) = 21n(k,c1,t)
a
m(k) z~ gk(t) = 2¿ 4n(k, c~ 1) (3.50)
1. ek(t) = 2~ c(c
1)n(k, c1,
donde n(k,c.) = zreíkr¿n(r,ci)
Definimos ahora las fluctuaciones microscópicas recíprocas, bW a través
de la relación:
ajt = <a~Ia
m)b~”, (3.51)
(donde el convenio de sumación sobre índices repetidos está implícito) que
satisfacen las relaciones
<a~Ibm) = 6nm
<a¡Lam><bmlbn> = 6¡~. (3.52)
Los promedios de no equilibrio de las fluctuaciones de las densidades locales
y de sus recíprocas están relacionadas, en virtud de (3.47) por:
¿a~~(k,t) = <a~Iam>6b(k,t). (3.53)
Definimos el proyector hermítico P sobre el espacio de las variables hi-
drodinámicas como: P = Ia><bl = Ib><aI. Su acción sobre cualquier variable
dinámica h es (pero no sobre densidades de probabilidad en el espacio de
fases):
Ph = <hlam>bW = <hlbm>ar. (3.54)
Puesto que 1’ proyecta sobre las variables hidrodinámicas, el operador Q E
1 — P lo hace sobre el subespacio complementario. Denotaremos por un
circunflejo la actuación de 42 sobre funciones, Qh = h, o sobre operadores,
QFQ = F, y las llamaremos “cantidades sustraídas”. Precisamente, en la
derivación de los factores no galileanos (sección 3.2) ya apareció la acción
de Q sobre ¿ST en (3.33).
Vamos ahora a derivar una ecuación para la proyección de la densidad
de probabilidad (3.20) en el subespacio hidrodinámico (en esta sección eli-
minaremos el subíndice de no equilibrio ne). La evolución de la densidad
p(t) está dada por (2.18) como:
p(t + 1) = (SVV)p(t) = (1 + L)p(t) (3.55)
ir
ir
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Introducimos las desviaciones del equilibrio, «n(.),t) definidas a través
de p(n(.),t) = pdn(-))[l + ‘P(n(.),t)] con condición inicial (3.46) como
= Er¿Sbne(r,0)óa(r). La ecuación de Liouville da entonces:
= L~(t), (3.56)
donde po(n(.)) conmuta con SW y At44t) = «t + 1) — 14t). La actuación
de 7’ y 42 sobre A~ da:
AtPddt) = PLP«t> + PLQ«t)
AtQ«z) = QLP«í) + QLQÚ4t). (3.57)
Resolvamos formalmente la segunda de estas ecuaciones con condición inicial
(3.46) (Q~d0) = 0) para insertaría en la primera:
1—1
A,P~’(t) = PL7Nt4t) + >3 PL 2(1 + ÉyQLP~k(t — r — 1). (3.58) e’
r0
Esta ecuación se puede escribir en componentes, a~:
~~6a~~(k,t) = {a~ILam>6b(k,t)
t—1
+ >3<a’NLQ(í + LYQLam>bb;(k,t — r — 1), (3.59) fe’
,-=0
El último término en (3.59) no local en el tiempo, 3~..., dará la parte
irreversible de las ecuaciones (término de Navier—Stokes), mientras que el
primer término, <aILa> lleva en fluidos continuos ala parte de Euler linea-
lizada (9(6, y). Analicemos cada término separadamente.
El operador L se define en (2.18) como 81V — 1. Las cantidades conser- ir
vadas, am, son invariantes de colisión, VVam = a”’ (ver (2.23), sección 2.6).
La acción del operador de traslación 8 se ha definido en (2.16):
ir
<a”ILa”’> = V’<a” >3am(cí)[eíkcI — l]n(k,cí)>
— V1<a” >3am(e¿)[~-~ik . c~ + ~(ik . e,)2 + . . jliV(k,c,». (3.60>
Si definimos la corriente asociada a a” como
a”
JZ(t) = >3c
1a”(cí)n(k,c1,t) (3.61)
obtenemos: ni
ir
a
uf
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<a”ILam> = —ik0<j~Iam> — ~kak0<jg¡j~>, (3.62)
donde hemos omitido el subíndice Á de la corriente 5”. Las funciones de
correlación en (3.59), que involucran la evolución temporal proyectada (t +
L)~ decaen rápidamente en las escalas macroscópicas. Podemos entonces
apronmar:
bZ(t — r — 1) b~(t). (3.63)
Consideremos el término <anILQ(1+ÉyQLam>. Hacemos que L actúe sobre
a” como Lt:
<a~LLQ(1 + LYQLa
m> = <Lta”IQ(1 + 1)T QLam>. (3.64)
La actuación de L sobre Q es (LaW) = Lamk = —ik . J’>’k’ según (3.62).
Para, ISa” se tiene:
>VÍSta~ = 1Vt>3 eíkCafl(c¿)n(k, c~) = VVt [a” — ik .5” + 0(Ú)]
(3.65)
donde hemos escrito que WV” — j”(1), (el argumento indica r = 1), que
es válido en el límite ¡e —~ 0.
En consecuencia, en el orden más bajo de k:
<a”ILQ(1 + flTQLm> = kako<i~(I)I(1 + L)’5~’>
- k
0k0<2(r + l)Ii~> (3.66)
donde hemos hecho actuar 42 sobre las corrientes j para dar las corrientes
sustraídas 3. Asimismo, hemos eliminado el cicunflejo del operador L puesto
que actúa sobre variables microscópicas con ¡e —. 0:
LPh0 = Lao<bolho> = (8W — Il)ao<bolho> = 0, (3.67)
y por lo tanto
Lh0 = QL(1 — P)ho = QLh0. (3.68)
Pasamos a analizar át6a~e(k,t). Un desarrollo en serie de Taylor da:
¿t¿S’4e(& t) = b,6a~~(k, t) + ~O?6a~~(k,t) + (3.69)
ir-
e’
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El término en la derivada primera tiene la forma deseada de las ecuaciones
de la hidrodinámica (1.1). El término O~ es de orden k2, como puede verse
en (3.62):
O~6a~~(k,t) = —ik
0<j~Ia
m>6b(k,t) = —ik
0<jIb
m>6a~(k,t)
= ~
— —k kg<fNPI2>6b~(k, t), (3.70)
donde hemos utilizado la definición de 7’ (3.54).
Reuniendo todos estos resultados, ecuaciones (3.62), (3.66) y (3.70), lle-
gamos a
[a±+ ikfl + k2A] <a~(t)>~~ = 0, (3.71)
donde las matrices 32 (Euler) y A (Navier—Stokes) son:
= <iIaW’
A = (Hm Z<Xt)~i> — ~<~i~>)~1, (3.72a)
r=O
y la matriz de susceptibilidades:
= <atmla”>. (3.73)
La ecuación (3.71) con las matrices 12 y A definidas en (3.72) son los
resultados más importantes de esta sección. La matriz A expresa los coefi-
cientes de transporte a través de fórmulas de Green—Kubo, cumpliendo uno
de los objetivos más importantes de la Mecánica Estadística del no equili-
brio: relacionar la dinámica microscópica con los coeficientes macroscópicos
(coeficientes de transporte).
La ventaja del método aquí expuesto es que la dinámica subyacente
(red, reglas de colisión o cantidades conservadas) no entra en absoluto en la
derivación de las ecuaciones (3.71). Las principales diferencias con el caso
continuo son la suma discreta en lugar de la integral y la presencia de la
llamada porte propagante de los coeficientes de transporte:
(3.74)
que es una consecuencia de que el espacio y el tiempo son discretos.
Las corrientes sustraídas, 3 = QJ, se pueden expresar con ayuda de e-
(3.54), (3.51) y (3.72a) como:
3 = j<ji&n>bmj(jiam><uiu<an
= j—Qa, (3.75)
ir
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que son ortogonales a las variables hidrodinámicas, <ila> = 0.
En la obtención de la ecuación de Navier—Stokes (3.71) hemos tomado
el límite t—t~, suponiendo que dicho límite existe- Este no es el caso en
dimensión d = 2, donde (1(t)!]> decae como l/t, como se verá en la parte
lib de esta memoria. En este caso, la hidrodinámica no existe puesto que
los coeficientes de transporte divergen logarítmicamente.
La matriz A da cuenta de la parte irreversible; la disipación. Para
que sea así. A ha de ser definida positiva. Esto ha sido probado por
[Schmitz y Dufty 90] para gases de red. En particular. implica que el ope-
rador de colisión linealizado, del que hablaremos extensamente más tarde
tiene autovalores entre O y 2.
Para acabar este capítulo, obtendremos las fórmulas de Creen--hubo del
tensor de viscosidades en modelos atérmicos isótropos (nos restringiremos
a sistemas bidimensionales). Los invariantes de colisión son el número de
partículas y el momento:
am(cí) = k.c=c¿ (3.76)
t a~ =
donde hemos separado el momento en la dirección paralela a le, ¡e¡¡, y perpen-
dicular, ¡ej> En este caso la matriz de susceptibilidades, x es diagonal, no
así la matriz de Euler O. Tras un sencillo cálculo obtenemos las corrientes
sustraídas, como:
= o
= e¡—c¿ (3.77)
donde hemos definido 3(c¿) como:
Xk,t) = >3i(ci)n(¡e,c,,). (3.78)
Podemos englobar las corrientes relacionadas con el momento en (3.77) en
un único tensor (que no es de traza nula), definido como:
%,~(k, 1) = >3(c0c2 — 600c~)n(k,c~,t), (3.79)
El tensor de viscosidades, (1.8), se escribe entonces:
e”
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me
= cSrc ¿ir~>3 <YaíÁr)Líys>, (3.80)
donde el asterisco indica que el término r = O va afectado por un factor 1/2 ir
Para redes isótropas, hay como máximo dos viscosidades, (1.9), llamadas de
cizalla (ij) y de volumen (o y sus fórmulas de Creen—Kubo son:
me
— bc3n »&>3 <i~~(r)Ii~~>
O r=O
e
_____ hm >3 <3aa(~)Ii¡rní (3.81)d2bcgK t—.co r0
me
En la expresión de la viscosidad de volumen, (,la corriente que aparece ~
es la misma que en el factor no galileano 0~, ecuaciones (3.32) y (3.37). Por
tanto, ( se anula en los casos allí descritos: modelos monovelocidad o con
e’
energía conservada puramente cinética, en los que .j~
0(c~) coincide con una
cantidad conservada. Por otra parte, la viscosidad de cizalla se anula en
sistemas unidimensionales, donde no tiene sentido hablar de ella.
me
me
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4Leyes de conservación espúreas
La gran ventaja de los gases de red es que son modelos muy simples útiles
para la modelación de fluidos continuos. Su simplicidad se basa en que
tanto el espacio como el tiempo son discretos. Sin embargo, este hecho tiene
consecuencias no deseadas. Una de ellas es la presencia de factores no ga-
lileanos, que fueron descritos extensamente en la sección 3.2. Otro efecto
inesperado debido también a la estructura discreta es la aparición de nuevas
cantidades conservadas, que no tienen análogo en el caso de los fluidos con-
tinuos. Las denotaremos generalmente como “invariantes espúreos”, “leyes
de conservación espúreas” o “leyes de conservación no físicas”. Ya hemos co-
mentado algunas de ellas en las secciones 2.2 y 2.3, aunque aquí trataremos
otro tipo. Alli hablamos de los invariantes de línea, que aparecen cuando
sólo se incluyen reglas de colisión frontales. En el modelo HPP la única
colisión posible es la binaria frontal, luego los invariantes de línea siempre
están presentes. En el modelo FHP se pueden eliminar incluyendo colisiones
ternarias (no frontales).
El conocimiento de todas las cantidades conservadas de un sistema como
el estudiado es de gran importancia. De un lado, la distribución de equi-
librio (3.3) se modifica con la presencia de nuevas cantidades conservadas
y, por tanto, muchas propiedades de equilibrio cambian. Por otro lado, al
conjunto de las ecuaciones de evolución de las variables hidrodinámicas hay
que añadir las ecuaciones de evolución de las cantidades espúreas, así somo
los acoplamientos entre cantidades físicas y no físicas. La influencia de los
invariantes espúreos puede minimizarse en la dinámica igualando a cero los
multiplicadores de Lagrange asociados, esto es, trabajando con colectivida-
des con valor medio nulo de dichas cantidades [Kadanoff a al]. Pero incluso
adoptando este mecanismo, su efecto se aprecia porque modifican propie-
47
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Figura 4.1: Modelo FHP. (a): Etiquetas de los canales. (b): División de la red en
subredes según el vector 6, de la red recíproca con la propiedad O c, = 0, ±1.
dades macroscópicas como el decaimiento de las funciones de correlación
[Naitoh el al 90].
En este capítulo introduciremos dichos invariantes, ilustrándolo en deta- a’-
líe con el modelo FHP, calculando sus ecuaciones de evolución, las fórmulas
de Green—Kubo y los términos de Euler.
4.1 Invariantes espúreos en el modelo FHP
me
Consideremos el modelo FHP definido en la sección 2.3, sin particula en
reposo por el momento. Está definido sobre una red triangular, con seis ve-
locidades por nodo, etiquetadas 1, 2 6 comenzando por el eje X positivo
y numeradas en sentido antihorario, como se puede ver en 4.la. llagamos
una división de la red triangular en capas horizontales alternadas, la subred
• y la o, como se ilustra en la figura 4.lb. Están determinadas porque la me
componente Y de la posición es un múltiplo par o impar del espaciado de
la red en la dirección y, esto es, 0 r = par o impar, con O = (0,2/Vi).
Puesto que Br es un entero para todo r de la red, O es un vector de la red —
recíproca excepto por un factor 2w. Estudiemos la evolución del momento
paralelo a O que se encuentra en el instante t en la subred o, esto es,
a
P(t)= >3 (O.c,)n(r,c,,t). (4.1)
irE{o}
Las únicas partículas que tienen momento en la dirección O son las dirigidas uf
a lo largo de los canales 2, 3, 5 y 6. El paso de colisión mantiene invariante el
momento total, luego también el momento a lo largo de la dirección O. Por
ni
tanto, P~ es invariante bajo las colisiones. El paso de propagación mueve
Nr
a
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las partículas que llevan momento en la dirección O de la subred o a la . y
viceversa. Por tanto, la evolución temporal de las cantidades Fe es:
P(t) = Ppt+ 1)
rUt) = Pg(t±1). (‘1.2)
Esto es, el momento en la dirección O salta de la red o a la • y viceversa.
La suma de ambas cantidades no es más que la conservación del momento
total a lo largo de la dirección O y su diferencia se escribe como:
Pg(t + 1)— P(t + 1) = — (Prt) — PUI)). (4.3)
que varia en el tiempo como ~ 1 Y. Por tanto, si definimos la cantidad
global:
H~(t) = (~ 1 ~ [r~(t) — I%Y)] = >3(— 1 j’2~(O . e,) n(r, e,, t), (4.4)
Ir
resulta ser conservada e independiente de las cantidades conservadas físicas.
Son denominadas staggered (escalonadas) en la literatura.
La estructura de la cantidad conservada espúrea presentada en (4.4)
es la típica de las que serán tratadas en este capítulo. De una parte, un
factor (~l)Or+¿ con O~ r entero que cambia de signo de nodo a nodo de
la red. A continuación una combinación lineal de invariantes de colisión,
en este caso el momento a lo largo de la dirección 0. Es precisamente la
presencia del factor (~~l)er la que hace que estas cantidades sean típicas
de sistemas discretos. hacemos notar también que el número de nodos en
cualquier dirección del sistema debe ser par a causa de las condiciones de
contorno. Estas cantidades aparecen tanto en gases de red como en gases
de Lorentz de red y en teorías gauge en el retículo [Nielsen y Ninorniya].
Su presencia ha sido observada muy claramente en gases de Lorerítz de red
jFrenkel y Binder 90,Binder y Ernst], en los que el decaimiento de las fun-
dones de correlación presenta dos regímenes asintóticos, uno para tiempos
pares y otro para impares.
El invariante presentado en la ecuación (4.4) está caracterizado por el
vector O = (0,2/vi) que es un vector paralelo a uno de la red recíproca,
puesto que O~ i- es entero y que divide la red en capas paralelas horizontales.
Otros vectores de la red recíproca que dan diferentes divisiones de la red
son: 02 = (—l,—1/vi) y 03 = (1,—l¡Vi), que dividen la red triangular
en capas paralelas a las direcciones de propagación rotadas 600 entre sí. La
presencia de partículas en reposo (e7 = 0) es irrelevante en (4.4), puesto que
ni
e-
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e.
O . = O y el paso de propagación las deja invariantes. Por tanto, estas
leyes de conservación espúreas están presentes en todos los modelos FHP.
Un mecanismo para eliminar estos invariantes es introducir partículas que e-
salten a nuevos próximos vecinos. Sin embargo, no parece fácil probar que
cualquier tipo de cantidades espúreas haya sido eliminada.
Resumiendo, el modelo FI{P presenta tres cantidades conservadas nue me
vas, con densidades dadas por:
h9(r.t) = >3(~~~l)8r+t(~.cí)n(r,ci,t)
ir’
9 1 1
= (0,—a), 02 = (—l,—~--) 03— (1 —--——), (4.5)
vi, --‘Vi
e
donde O es un vector unitario en la dirección de 0. Estas cantidades con-
servadas se han obtenido mediante pura inspección de la dinámica y del
modelo. Sin embargo, existe un método sistemático para buscar cantidades
conservadas espúreas con la forma funcional descrita, que pasamos a explicar
ahora.
Escribamos una cantidad conservada espúrea general, caracterizada por e-
un vector O y un parámetro entero a, definida por
A(t) = >3a(c110, a)(~~1)at+o.rn(r,cí, 1), (4.6)
r,1
siendo a(c1jO,a) una combinación lineal de invariantes de colisión, esto es:
e->3 a(c~¡0, a)I(c~¡n) zs 0. (4.7)
Podemos insertar la ecuación de evolución, (2.5) para obtener: me
>3 a(c~I0,o)(~~l)út+~r rn(r + c,,c1,t + 1)— n(r,cí,t)] 0. (4.8)
e-
Puesto que buscamos cantidades A(t) conservadas, A(t + 1) = A(t), y por
tanto, la ecuación (4.8) queda, tras sumar sobre r:
e
>3a(cí¡O,a)(-1yxt+orn(r,cí,t)k~ly2+6c — i] = 0. (4.9)
rl
Esta condición ha de satisfacerse para toda configuración {n(r,c¡,t)}. Por
tanto el sumando se tiene que anular:
~ a) — a(c1¡O, a) = 0. (4.10) e.
a
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Consecuentemente, a(c¿¡O. a) define una cantidad conservada si:
• es combinación lineal de invariantes de colisión.
• es autovector de la matriz (~~i)a±oct5~1 con autovalor 1.
La condición (4.10) es un método útil para buscar cantidades conservadas
espúreas de la forma (4.6), aunque en la práctica no da ninguna información
sobre los posibles valores del vector O (en cuanto a los posibles valores de o,
éstos son a = 1 ——cantidades espúrea.s dinámicas— y o = O —geométricas).
Sin embargo, sabemos que Or=entero, y que tiene que ser par para algunos
valores de r e impar para otros, para que (~í)Or no se reduzca a un valor
trivial. Ello da indicaciones sobre los posibles valores de O. La aplicación
del criterio (4.10) al modelo FHP da soluciones no nulas para 6 vectores O,
los tres indicadas en (4.5) más los mismos vectores cambiados de signo, que
llevan a idénticas cantidades conservadas excepto un signo globál
4.2 Evolución de los invariantes espúreos en el
modelo FHP
En esta sección derivaremos las ecuaciones de evolución de los invariantes
espúreos, siguiendo los métodos del capítulo 3. Obtendremos primero la
ecuación de Navier—Stokes linealizada y posteriormente la ecuación de Euler
no lineal.
Para derivar las ecuaciones de evolución lineales de los invariantes es-
púreos podemos aplicar el método de la sección 3.3 al conjunto de las 6
variables {p(k, t), g( ¡e, t), h~(k, t)}. La transformada de Fourier de las nuevas
cantidades conservadas espúreas es:
h9(k, t) = >3 e”~ ~( 1 )G.r+t(0 . c~) n(r, c~, t)
rl
= >3(~l)t(ó . c,)n(k + wO,c1,t), (4.11)
donde hemos utilizado que (—1 )6r = e~t1re.r y por tanto, la transformada de
Fourier de h0 no está evaluada en ¡e, sino en ¡e + ,rO. Sin embargo, debido
a la invariancia traslacional, el producto escalar <.1.> definido en (3.49) sólo
acopla componentes de Fourier con el mismo vector de ondas:
c ¿(¡e, ¡e’), (4.12)
me
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me
y, como consecuencia, las cantidades físicas (¡e —. 0) no se acoplan con
las espúreas (k — irO¿) ni éstas entre sí al nivel lineal. Las matrices de
susceptibilidades, x, (3.73), de Euler 32 y de Navier—Stokes A (3.72) se
descomponen en cajas, cada una asociada con un valor de ¡e; la caja ‘física’,
con ¡e — 0, y las cajas con ¡e —* wO~,i = 1,2,3. Por otro lado, la matriz de
Euler es nula en las cajas relacionadas con modos espúreos por argumentos
de simetría, puesto que la densidad conservada a y su corriente asociada ji
para una misma cantidad conservada tienen diferente carácter tensorial, y
por tanto su producto escalar <al]> es nulo. Ello siempre sucede en cajas a’
unidimensionales por los argumentos de simetría expuestos. En general, la
matriz de Euler podrá tener elementos no nulos si hay dos o más cantidades
conservadas con diferente paridad en su carácter tensorial y asociadas al
mismo valor de le. Esto sucede en la ‘caja física’ con le —~ 0, donde existen
la densidad (escalar), el momento (vector) y, en determinados modelos, la
energía (escalar). e-
Como consecuencia del último razonamiento, la ecuación de evolución
linealizada para las cantidades espúreas en el modelo FHP no tiene término
en 0(k), reduciéndose a:
[a~+ k2A6(k)] <h0(¡e, t)>ne = 0, (4.13)
con difusividad Ao(k) dada por la fórmula de Green—Kubo (3.72) (nótese me
que jo = ja puesto que el elemento ~~ae= 0):
1 ( t
A6(k) — hm 1 —
1’~k’’~k’~~ me
jo(k,r) = kaAo >3(—1)~c¿
0cIfln(k,c.,t). (4.14)
me
Podemos trabajar un poco más con esta ecuación, como se hizo en 3.4 para
la viscosidad. La difusividad Ag(k) se puede escribir en función de un tensor
de segundo orden, D00(O) que no depende de ¡e, pero sí de O, e-
Aa(k) = k,k0D,0(O), (4.15)
y cuya forma más general es: me
Da0(O) = D±Oic.610+ D116000
— D±(600—OoÚa)+D¡¡6060, (4.16) e-
donde O~ es un vector -un~tar¡o nerpenAicnlar a fi. (?nntiene dns escalares
independientes, la difusividad transversal, D1 y la longitudinal, D1¡. La
medifusividad A’¡e~ es por tanto:
Nr
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A9(k) = D1 + (D11 — D±)(¡e.0)2 (4.17)
Los coeficientes D1 y D¡1 están dados por una fórmula de Green—Kubo (4.14)
con corrientes:
iD±(¡e,t) = (..i)t >3(ó .c¿)(0±. c,)r¿(k,c~,t)
jn~1(k, t) = (—1) >3(0. c~)
2 n(¡e,c~,t). (4.18)
Por último, la susceptibilidad <hoIho> es:
<hoIho> = >3(0. c~)tc = bcgic, (4.19)
donde cg y c se han definido en la sección 3.1.
La ecuación (4.13) da la evolución linealizada (0(¿S, y2)) de las cantida-
des espúreas, análogo a la parte disipativa de la ecuación de Navier—Stokes,
ecuación (3.71). Muestra un comportamiento puramente difusivo, así como
un coeficiente de difusión anisótropo, dependiendo del vector ¡e. Ello se debe
a que en los modos h
9 aparece explícitamente el vector de la red recíproca
O, esto es, están íntimamente ligados a la estructura discreta de la red. Un
efecto de anisotropía similar se puede ver en la ecuación no lineal de Euler,
que se obtiene desarrollando la ley de conservación de las cantidades espúreas
hasta orden 0(V) o hasta orden 0(k) en variable de Fourier (sección 3.2):
t4pw0 + ik~ <j6» = 0, (4.20)
con
pw0(¡e, t) = <ho(k, t)>¡
«l)t<>3c.(o . c¿)n(¡e + wO,c¿,t»,. (4.21)
El promedio <~>¡ se toma sobre la colectividad de equilibrio local, ecuación
(3.16) que, a causa de la presencia de las leyes de conservación espúreas
ha de modificarse para incluir las cantidades h0 con sus multiplicadores
de Lagrange asociados, ~. Su desarrollo alrededor del equilibrio básico,
definido ahora como -y = 0, ~o = 0, nos da:
= P(i#.)){1 ±rP-i- >3~eH» + .P+ >3Eo,Hoj2}, (4.22)
o o’
ir
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Al promediar (4.21) con la densidad (4.22) observamos que J0 no se acopla
linealmente con P ni con H6 por tener diferente carácter tensorial: Jo es
un tensor de orden dos mientras que P y H0 tienen carácter vectorial. El
Nr
único acoplo posible en orden 0(62) es con el término cruzado Ph0, puesto
que (utilizando (3.11)):
>3 <(—l)~ tn(r, c1)n(r’, c})n(r”, ck)> = O ir
<JaPHo’> >3 <(— í)~ r+o’.r”n(r c,)n(r’, c1 )n(-r”, ck)> 6oo’ e
<JoHot Ho”> ..~ >3 <(— í)Úr#er’+or”n(r, e, )n(r’, c
1)n(r”, ck)>. (4.23)
0’
El último acoplo es no nulo si la suma de los tres vectores 0, 0’ y O” es
igual a cero. Sin embargo, incluso este caso es nulo, debido a argumentos
de simetría. Por tanto el único término que sobrevive es el producto con P
y H6:
= <Jq(—y . P)& Ho> = y~fiu
8gEo >3c¿ci
0c¿uciprcV. (4.24)
Los multiplicadores de Lagrange y y .% son proporcionales a pu y pwq, como
se puede comprobar a partir de (4.22), y pueden ser reemplazados por ellos
Así, tenemos que:
(Jo»~¿ = fu + 2Qu . Q} pwo2G(p), (4.25)
con 0(p) el factor no galileano introducido en la sección 3.2. Señalemos aquí
que también este término es anisótropo, por la presencia de O.
Reuniendo las ecuaciones de Euler no lineal, (4.20) con <Je>~,¿ dado por
(4.25) y la de Navier—Stokes, (4.13), obtenemos la ecuación de evolución
para las cantidades conservadas espúreas h6 a órdenes 0(¿,S7
2), 0(¿2V)~
¿9tpwo + V . {[(u + 20(u. O))pw
020(p)]jJ.
= {DiVI + DííV~}pwa, (4.26)
donde V11 = o• V y V1 = 0± V. La ecuación (4.26) con O = 01,02,03
para las cantidades espúreas wo en los modelos atérmicos FHP de 6 y 7 bits e-’
constituyen tres ecuaciones macroscópicas adicionales. Estas ecuaciones son
lineales en w0. El término convectivo de orden (9(62) en taq acopla estas
ecuaciones a las ecuaciones de Navier—Stokes no lineales.
ni
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Por último, el término de Euler de la ecuación de evolución del mo-
mento, (3.36), también se modifica debido a la presencia de 1z~, puesto que
p¡ cambia. No incluiremos aquí su derivación, que se obtiene siguiendo el
método presentado en 3.2 teniendo en cuenta (4.23). El resultado se obtiene
cambiando u0 u0 por u0 u0 + 0000W¡
= V{vo — ~Gl(p)p[u2 + >3w~] }
o
+ VG(p)p[uu+>3O&41. (4.27)
o
Esta ecuación contiene junto con la presión y la convección de momento,
un, un término (no isótropo) que depende sólo de las cantidades w6.
La inspección de la ecuación de evolución de las cantidades conservadas
espúreas, (4.26), muestra que no hay producción de w9 a no ser que se intro-
duzca en el dato inical: si wo(r, 0) = 0, resulta que wo(r, t) = 0, Vt. Además
sí insertamos esta solución, w6(r, t) = 0, en (4.27), restauramos el tensor de
flujo de momento <T> a su expresión original (3.36) como si no hubiera
cantidades conservadas espúreas. En este caso las soluciones de las ecua-
ciones hidrodínamícas de gases de red lo son también de las ecuaciones de
Navier—Stokes de fluidos continuos. Por tanto, si las densidades conservadas
espúreas no están presentes en las condiciones iniciales, es posible utilizar
los gases de red para obtener soluciones de las ecuaciones de Navier—Stokes.
Este es el mecanismo utilizado en las simulaciones numéricas. Sin embargo,
pueden tomarse condiciones iniciales ‘patológicas’ de tal forma que el campo
de velocidades obtenido sea completamente diferente al real [Zanetti 89]. La
forma de minimizar el efecto de los invariantes espúreos en las ecuaciones
de evolución es utilizar colectividades con el multiplicador de Lagrange aso-
ciado, ~ igual a cero. Aun así, hay funciones que “recuerdan” la existencia
de modos espúreos, como son las funciones de correlación. El comporta-
miento a tiempos largos de dichas funciones se obtiene usualmente con la
teoría del acoplamiento de los modos [Ernstel al 71]. La idea fundamental
es que a largos tiempos, las funciones de correlación decrecen acoplándose
a pares de modos. Cada par de modos aporta un decaimiento proporcional
a td/2. Los modos de viscosidad y sonoros dan, respectivamente, l/vtd/2 y
1¡1’1d/2~ La existencia de los modos espúreos contribuye con 1/tv’D±D¡¡ en
sistemas bidimensionales [Naitohet al 90,Ernst 91b].
Se han propuesto varios métodos sistemáticos para la determinación de
las cantidades conservadas. Algunos [d’Humi&esel al 89] generan la evo-
lución global del gas de red y buscan sus invariantes mientras que otros
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buscan los puntos fijos del operador de evolución LZanetti 91]. La aplicación
de ambos al modelo FHP ha dado únicamente los invariantes: el námero de
partículas, el momento y las cantidades espúreas aquí presentadas.
La estructura de los invariantes espúreos presentada es bastante general:
un factor (~l)or+¿ más un invariante de colisión. Ello hace que estén pre-
sentes en todos los modelos de la sección 2. En el modelo FCI{C aparecen
12 invariantes espúreos de tipo momento (O~ . c,), como los de la ecuacion
(4.5), con 2wO~ (u = 1,2,...,12) los vectores a los próximos vecinos de la
red recíproca de la red FCHC. En el modelo de 9 bits hay sólo dos inva-
riantes, de tipo momento, con vectores (0,1) y (1,0). Por último, el modelo
de 8 bits es el que presenta mayor riqueza. Hay 6 cantidades conservadas,
asociadas con (0,1), (1,0) y (1,1), de tipo momento y número de partículas,
acoplándose entre ellas para dar modos propagantes. El último modelo,
junto con el HPP no se utilizan en la practica, por estar demasiado lejos
de los fluidos reales. Todo el análisis del presente capítulo se aplica a los
modelos FCIIC y 9 bits con modificaciones triviales.
En cuanto a la eliminación de cantidades conservadas espiíreas, puede
hacerse introduciendo eíí el modelo partículas con velocidades níayores que
1; esto es, que saltan dentro de la misma subred en la figura 4.lb. El paso de
propagación, descrito bajo la ecuación (4.1), rompe la conservación del tipo
(4.2) y los invariantes espúreos desaparecen. Ello se ha hecho en el modelo
FHP introduciendo partículas que saltan a los nuevos próximos el = vi y
a los siguientes nuevos próximos vecinos, ¡el = 2 [Grosflls et al 92].
Para finalizar, y como resumen de este capítulo, diremos que aunque en
los gases de red existen invariantes espureos sin análogo físico, el comporta-
miento macroscópico de los gases de red es igual al de los fluidos continuos,
siempre que se tomen condiciones iniciales apropiadas, corno ha sido com-
probado extensamente en las simulaciones numéricas [Doolen 90].
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5Aproximación de Boltzmann
5.1 Introducción
Para gases diluidos la ecuación de Boltzmann proporciona la base fundamen-
tal para la descripción cinética de las propiedades de no equilibrio del sis-
tema. Es una ecuación que describe la evolución de la función de distribución
de una partícula, fi(r, ti, t) en un gas diluido, donde sólo ocurren colisiones
binarias. Esta función describe el número medio de moléculas en la posición
r con velocidad ti en el tiempo 1. Los cambios en fi(r, ti, t) se producen de-
bido a dos mecanismos, el movimiento libre y las colisiones entre partículas.
Si el gas es lo suficientemente diluido estos mecanismos están claramente di-
ferenciados y contribuyen aditivamente a la evolución de f~, dando lugar a
la ecuación de Boltzmann. La ecuación de Boltzmann es una ecuación inte-
grodiferencial muy compleja, y sólo soluciones en casos muy particulares se
conocen. En el estado de equilibrio global su solución f
1(r,v,t) se factoriza
en posiciones y velocidades, dando fi(r,v,t)Ieq = p~(v), donde ~(v) es la
distribución maxwelliana de velocidades, (2wmkBT)>’
12 exp( —mv2/2kBT).
En estados de no equilibrio, la función fiQr,v,t) relaja a la distribución de
equilibrio, como prueba el teorema H.
En la derivación de la ecuación de Boltzmann se admite el stosszahlansatz
o hipótesis del caos molecular, que supone la ausencia total de correlacio-
nes (tanto en posiciones como en velocidades) para dos partículas que van
a colisionar. En otras palabras, las moléculas que intervienen en una co-
lisión no han colisionado nunca ni lo harán en el futuro. Si designamos por
f2(rr’,vv’,t) el número medio de pares de moléculas, una de las cuales está
en {r, v} mientras que la otra está en {r’, v’}, la hipótesis de Boltzmann (o
de campo medio) consiste en la igualdad a todo tiempo:
61
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fdrr’, vv’, t) = f1(r, ti, t)fi(r’, ti’, t>. (5.1) 0’
Mientras que 12 contiene las correlaciones entre las moléculas en distintas
posiciones y velocidades, el producto fui las ha suprimido por completo, ni
porque en el último caso la probabilidad de encontrar partículas en {r, vi
y {r’,v’} está dada por el producto de las probabilidades individuales: los
sucesos son estadísticarnente independientes. Uno de los objetivos de la st
teoría cinética es el desarrollo de una aproximación que tenga en cuenta las
correlaciones que existen en fluidos a densidades medias y altas que no están
incluidas en la aproximación de Boltzmann. ni
La hipótesis del caos molecular es la aproximación más drástica que se
hace en la derivación de la ecuación de Boltzmann [Balescu 75] porque el
término de colisión en dicha ecuación, denotado por J(f1,fi), se escribe
únicamente en función de productos fui:
J(f1,f1) = Jdc2f df?a(cu2—~c2)jcisaj {fdcflfdc) — .fu(cu)fí(c2)},(S.2) 0’
cuando lo que debía aparecer es la función 12 (en esta ecuación, las veloci-
dades con asterisco denotan las velocidades después de la colisión). Como
consecuencia, las c9lisiones correlacionadas no están incluidas en la ecuación
de Boltzmann y por tanto no es un punto de partida adecuado cuando se
quieren estudiar propiedades del sistema en las que las correlaciones juegan
un papel fundamental, como el comportamiento a largos tiempos de las fun-
ciones de correlación. Como ya se ha apuntado, las correlaciones que hacen
que 12 # f~fj vienen provocadas por colisiones previas de las partículas a,
directamente o por colisiones indirectas mediadas por otras partículas, en
resumen, encuentros previos de las moléculas.
¿Cómo se implementa la aproximación de Boltzmann en los gases de red?
En este caso la función de distribución en el espacio de las fases fi(r,c~,t)
viene dada por:
fi(r,c1,t) = <n(r,cí,t)>ne (53) a”
con el promedio tomado sobre una distribución de no equilibrio. La ecuacton
de evolución microscópica, descrita en (2.5) se promedia con <~»~ para dar: a,
fu(r + ~ + 1) = fu(r,c1,t) + <I(cíin)>ne. (5.4)
En <f(cíIn)>ne aparecen promedios dedos, tres, ... , b números de ocupación, ir
debido a la forma polinómica del operador de colisión I(c1¡r¿), (2.26). Esto
es, en el promedio del operador de colisión aparecen las funciones de distri-
bución 12,13,..., fb~ De hecho, la ecuación (5.4) es la primera ecuación de ni
Nr
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una jerarquía para los gases de red similar a la BBGKY. Expresa la evolución
de fi en términos de las funciones de distribución superiores, 12,13 Ib,
y, por tanto no es una ecuación cerrada para la función f~. La aproximacion
de Boltzmann permite escribir las funciones de distribución de p partículas
como producto de p funciones de distribución de una partícula:
c~, t) . . . n(r’,c1, t)>~~ = <n(r,c,, t)>~~ . . <n(r%c1, t)>ne. (5.5)
El efecto de esta aproximación en el operador de colisión es:
<!(cíIn)>ne T(ciI<n>ne), (5.6)
esto es, obtenemos una ecuacion cerrada no lineal para la función de distri-
bución de una partícula:
fi(r + e¿, c¿, t + 1) = fí(r,c~,t) + I(c¿¡fi), (5.7)
que es la llamada ecuación de !ioltzmann de red.
5.2 Ecuación de Boltzmann de red
En el desarrollo de la hidrodinámica se pueden seguir dos caminos, que lla-
maremos ruta A y ruta B que llevan a resultados similares pero que son
conceptualmente diferentes. La ruta A es la que seguimos en esta tesis. En
ella se parte de la ecuación de Liouville y se aplica el formalismo desarro-
llado en el capítulo 3 u otro similar para llegar a las ecuaciones de Navier—
Stokes y las fórmulas de Green—Kubo, tal como se expuso en la sección
3.3, desarrollo que es exacto en el marco de la teoría de la respuesta lineal.
Posteriormente, y con las fórmulas de Green—Kubo como elemento básico,
se utilizan diferentes aproximaciones. Una de ellas es la aproximación de
Boltzmann (colisiones descorrelacionadas) presentada en la sección anterior,
que será desarrollada a lo largo de la parte Ha de esta tesis y que nos permi-
tirá obtener explícitamente de manera sencilla los coeficientes de transporte
(capitulo 6), vn,(B,DB.
Un primer intento para mejorar la ecuación de Boltzmann en los fluidos
continuos y en gases de red es tener en cuenta un conjunto de colisiones
correlaciondas, las llamadas colisiones de anillo. En la teoría de gases con-
tinuos moderadamente densos se ha mostrado [Dorfman y van Beijeren 77]
que las colisiones de anillo son las únicas responsables de las correcciones
(9(p) a los resultados de Holtzmann de baja densidad. El uso de la ecuación
de Boltzmann así como la ecuación de anillo a densidades finitas es una
0’
Nr
64 5. Aproximación de Boltzmarín
ir
aproximación ad hoc que puede ser justificada sólo a posteriori por los resul
tados obtenidos en la parte lía a partir de la ecuación de Boltzmann y en la
parte lib por aquellos obtenidos por la ecuación de anillo. La teoría cinética
u
de anillo incluye no sólo las colisiones descorrelacionadas sino las colisiones
correlacionadas más sencillas. Esta teoría también se desarrollará tomando
como base las fórmulas de Green—Kubo.
u
La ruta B parte también de la ecuación de Liouville como punto funda
mental, pero sobre ella se realizan las diferentes aproximaciones. En parti-
cular, la misma aproximación de Boltzmann de la ruta A, cuando se aplica e.’
primeramente sobre la ecuación de evolución, nos lleva a la ecuación de
Boltzmann de red, (5.7). A esta ecuación se puede aplicar un formalismo
multiescala tipo Chapman—Enskog para derivar las ecuaciones de Navier--
Stokes y los coeficientes de transporte en la aproximacion de Boltzmann.
Ambos coinciden con los obtenidos siguiendo la ruta A en la aproximacion
de Boltzmann. La ruta B es la seguida por la mayoría de los autores Ecua-
clones cinéticas generalizadas, que serían el análogo de la teoría cinética de
anillo en la ruta A, no han sido desarrolladas todavía para gases de red.
Consecuentemente, hasta el presente las explicaciones cualitativas y cuanti-
tativas del comportamiento a tiempos largos y las correcciones a los coefi-
cientes de transporte de Boltzmann se han obtenido únicamente a través de
la ruta A.
La ventaja de la ruta A es que permite obtener propiedades que son
independientes de la aproximación de Boltzmann. Por ejemplo, la forma
de las ecuaciones de Navier—Stokes, los factores no galileanos, las partes
propagantes de los coeficientes de transporte los invariantes espúreos han
sido obtenidos sin la aproximación de Boltzmann.
En resumen, tanto la ruta A como la 13 consideran la ecuación de Boltz- u
mann de red (5.7) como una primera aproximación dentro de una teoría
mucho más general. Sin embargo, un desarrollo diferente ha ocurrido, al
que llamaremos simular la ecuación de Boltzmann. En este formalismo uno a’
no se preocupa por la existencia de un modelo microscópico subyacente siem-
pre que la ecuación de Boltzmann de red dé las ecuaciones de Navier—Stokes
en los límites apropiados. En esta línea, la ecuacion de Boltzmann de red es a,
por definición exacta. Así pues no existen correcciones a los coeficientes de
transporte debido a las colisiones correlacionadas, ni tampoco el decaimiento
algebraico de las funciones de correlación. u’
El método de simular la ecuación de Boltzmann ha sido seguida por va-
nos grupos de autores para la simulación de las ecuaciones de fluidos no
lineales [Migueraet al,McNamara y Zanetti 88,Succi et al]. Aquí no se está a’
ir’
e’
st
u’
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interesado en describir la historia de cada partícula individualmente, sino
el promedio de los números de ocupación donde toda la información con-
cerniente a correlaciones se ha eliminado, en contraposición al tratamiento
hecho en el capítulo 3. En el presente contexto, se sustituye la descripción
de los gases de red en términos de variables booleanas n(r,c1,t) por una des-
cripción en términos de variables reales sobre el intervalo [0,1], fí(r,c,, t).
Desde un punto de vista computacional, al ser fi una función real sobre
el intervalo [0,1], se pierde las descripción booleana tan conveniente en la
simulación numérica, pasándose al cálculo en coma flotante, más lento en
cada operación y con posibilidad de errores de redondeo. Además, alma-
cenar las poblaciones booleanas economiza memoria en comparación con
las funciones fi, puesto que cada variable booleana ocupa 1 bit mientras
que cada f~ ocupa 32 bits en precísion sencilla. Por el contrario, la simu-
lación con la ecuación de Boltzmann discreta lleva implícito un promedio
automáticamente, mientras que con variables booleanas hay que tomar un
promedio estadístico posterior, para pasar de las variables {0,l} a la función
continua fi(r,c¿, t), lo que conlíeva sucesivas simulaciones con diferentes
condiciones iniciales con la consecuente ralentización. Un análisis de la efi-
ciencia numérica de los gases de red frente a la ecuación de I3oltzmann
discreta se ha presentado en [McNamara y Zanetti 88], donde se llega a la
conclusión de que existe un número de Reynolds, Re, tal que para números
de Reynolds menores que Re,, la ecuación de Boltzrnann discreta es más efi-
ciente que los gases de red, y viceversa. Para números de Reynolds mucho
mayores que Re, y en geometrías simples los métodos tradicionales son, sin
embargo, los dominantes.
5.3 Propagador cinético
Volvamos en esta sección al formalismo desarrollado en el capítulo 3, a la
ruta A descrita en la sección anterior, en particular a las fórmulas de Green—
Kubo. En ellas la función fundamental es la correlación en el equilibrio de
los números de ocupación a diferentes tiempos:
f~(r, t)rc~ <6n(r,cí,t)6n(0,cg,0)>eq
1 + r,cj,0)ón(r’,cj,0)>eq (5.8)
~ >3<Sn(r’
donde hemos utilizado la invariancia bajo traslaciones para escribir la se-
gunda igualdad. Llamaremos a 1’ propagador cinético. Los coeficientes de
e0’
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transporte se escriben en función de 1% a través de las fórmulas de Creen
Kubo, ecuaciones (3.81):
st
= hm >3 >3c.~cí~ [r¿,(r,r)— ~&j] cgc~,Pc~
x _
hm >3>3(14 — cg) [F¿Ár, r) — ~6ij (14 — cg».c5, (5.9) a’
X r0
donde c0 es la velocidad del sonido, y x = 21 se
2 con = fft 1 —
f)g. En modelos atérmicos, como los considerados aquí, n
1 = = 1(1 —
1) y x = rcbc¿. Por tanto, los factores tz se cancelan en el numerador
y denominador de (5.9). Igualmente la función de correlación densidad-
densidad, o función de Van Hove, que aparece como ingrediente fundamental
en la teoría de Landau—Placzeck (sección 7.3) se escribe en términos del
propagador cinético. También la teoría cinética de anillo (part lib de esta
memoria) se hará en base al propagador cinético.
Veamos cuál es el efecto de la aproximación de Boltzmann en el propa-
gador cinético. Consideremos de nuevo la ecuación de evolución para las —
variables booleanas (2.5), en particular el operador de colisión I(c~¡n). Po-
demos hacer un desarrollo en función de las fluctuaciones en los números de
ocupación, definidos en (3.9) como:
I(c~In) = >3 ~!~~-4,Qí~ón(r,c¿1 , t) . . 6n(r, c,~ , 1), (5.10)
que define los coeficientes f?~”> y donde se ha utilizado la relación de eqiíili
brio I(cí¡<n>eq) = 0. Los coeficientes Q(A) se pueden reescribir como:
/oAr/¡~ \ a
= (~ÓxÍ1111’g~~~) fl,~fl>eq (5.11)
udonde u
1 denota n(r,c1,t). Las leyes de conservación (2.6) se escriben en
función de ~(~) como:
>3 ~ ~ = 0, A — 1 2 _ . . ,b. (5.12)
Si insertamos la ecuación de evolución de los números de ocupación n(r, c¿,
definida en (2.5), con el operador de colisión escrito como (5.10), obtenemos
la expresión exacta para el número de ocupación 6n(r,c~,t} expresado como
una suma de productos de án(r’,ck,O). Su forma concreta es muy compleja
y no relevante para la discusión que nos ocupa. La escribimos como: 0’
e-
u
st
0’
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>3 Q(NI) . -. Q(Ák){¿n .. . 6n¡}. (5.13)
El número de factores bn dentro del paréntesis, 1, varía desde 1 hasta
y todos están evaluados en 1 = 0. El mecanismo por el cual apare-
cen correlaciones tiene lugar cuando en la expresión (5.13) hay dos o más
numeros de ocupación con las mismas variables {r,c,}. De acuerdo con la
ecuación (5.8) esta expresión debe ser multiplicada por 6n(r’~j) y prome-
diada sobre una colectividad de equilibrio. Los términos en (5.13) lineales
en ¿u dan una contribución no nula, porque al contraer con ¿n(r~,¿j) dan:
Z<6n(r,c1)6n(r’,c3)> = Z=g¿~16(r,r’)~ 0. Para obtener una contribución
no nula de un término no lineal como bn(r,cJ¿nJ(r”ck), las condiciones
r = y ~ Ss Ck deben ser satisfechas, para que al contraer con bn(r’,¿j)
y sumar sobre r’ dé una contribución no nula, de acuerdo con (3.10). Las
igualdades = y c, st ck implican que una colisión correlacionada ha
debido ocurrir. Tales colisiones han sido ignoradas en la ecuación de floltz-
mann, y no van a aparecer en la teoría cinética al nivel de Boltzmann. Por
tanto, los únicos términos que sobreviven en (5.13) son los lineales en ¿u.
Si volvemos a la expresión (5.10) vemos que los términos con un único ¿u
sólo pueden provenir de Q(i) y la parte de propagación libre. Por tanto,
la aproximación de Boltzmann en las funciones de correlación se obtiene
formalmente partiendo de la ecuación de evolución:
¿mr + c~,c1,t +1) ¿n(r,c;,t) + £24) óv(r,c2,t)
= (1 + Q(í))¿3¿v(r e1, t), (5.14)
que río es mas que la ecuación de evolución (2.5) linealizada alrededor del
estado de equilibrio <u> st f. Por tanto, la aproximación de Boltzmann
en el propagador cinético se obtiene suponiendo una evolución lineal de los
números de ocupación.
5.4 Operador de colisión linealizado
Esta sección está dedicada al cálculo de los operadores de colisión 32(A) en
función de las probabilidades de transición A(.s —# a) definidas en la sección
2.6. Para ello, recordemos la definición del operador de colisión no lineal en
función de la matriz A(s —~ a) (ecuación (2.26)):
b
I(c1¡n) st >jja, — s1)A(s .—# a) jJjJ nj’(l — n3-)’”, (5.15)
6,3 3=1
Nr
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u
donde u2 denota n(r,c1,t). Los coeficientes flt~) se obtienen desarrollando
el operador de colisión en potencias de 6n~ = n¿—f, según la ecuación (5.10)
Puesto que s~ es una variable booleana, se verifica la siguiente identidad: a,
n7(1— ns)’” = f~’(1 — f)
1” {1 + ~ } , (5.16)
u’
con tc st 1(1 — f). Llevando esta identidad a la expresión de I(c~)n) (5.15),
obtenemos:
t. LX.•~ a
f(c
1¡n) = >3(a¿ — s1)A(s — o$lfP(S)(i — f)b—P(’) Jjlj {í + , (5.17)
a,s
Nr
con p(s) st ~ s, el número de partículas del estado s. El desarrollo del
producto en (5.17) nos da una suma de productos en las variables ¿u3, cuya
identificación con (5.10) permite obtener los coeficientes 9(A) según:
0’
= 11(1> _ 1 >3(6 — 6s¡)A(s ~ ~ hb—P(3)Bc
a,
— 6 + 1 >36a¿A(s —4 a)f~<’>(1 — f)bP(S)¿s
K
a,
1
— A >3 6a~A(s —* a)f~~’>(1 — 1 )5~(’)¿s1, 6s12... ¿s~~,(S.íS)
a,
y donde se ha utilizado la relación:
a,
>3 6s.¿sfP(’l(1 — f)b—PÓ) = <~fl~~fl~> = tcby. (5.19)
3
En la segunda igualdad de la ecuación (5.18) hemos utilizado la condición
de normalización (2.13), Za A(s —~ a) = 1.
Hemos obtenido también las expresiones para con ~\ > 2 porque,
aunque no intervienen en la aproximación de Boltzmann, serán utilizadas en Nr
la parte lIb de esta memoria, cuando se desarrolle una teoría cinética para
los gases de red más allá de la aproximación de Boltzmann.
a
a’
u
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6Coeficientes de transporte en la
aproximación de Boltzmann
El objetivo de este capítulo es doble: de un lado pretendemos obtener una
expresión para el propagador cinético, definido en (5.8), que será utilizado
con frecuencia en el resto de esta tesis, y por otro lado queremos evaluar las
fórmulas de Green—Kubo para los coeficientes de transporte, tanto los físicos
(viscosidades, ecuaciones (3.81)), como los no físicos (ecuación (4.14)). Todo
ello lo haremos en la aproximación de Boltzmann y en la que, debido a que
se ignoran las colisiones correlacionadas, la evolución pasa a ser descrita
por una ecuación lineal en los números de ocupación, en lugar de por un
polinomio de grado b~ como sucede con la evolución exacta. Dicha linealidad
permite obtener expresiones simples tanto para el propagador cinético como
para los coeficientes de transporte. En la literatura, prácticamente todo el
desarrollo analitico de las ecuaciones de evolución y de tos coeficientes de
transporte se ha realizado en esta aproximación, salvo contadas excepciones
[Taylory Boghosian 91,Kirkpatrick y Ernst 91].
6.1 Propagador cinético en la aproximación de
Boltzmann
Como ya hemos señalado, el propagador cinético juega un papel fundamen-
tal dentro de la teoría cinética. Nos da los coeficientes de transporte, (5.9),
y sobre él desarrollaremos la teoría cinética incluyendo colisiones correlacio-
nadas (parte lib). El propagador se escribe como
69
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I’¿,(r,t)tci = ?j >3<Sn(r + r’,ct,t)>Sn(rtc,,0»eq (6.1)
,4
esto es, es la función de correlación de los números de ocupación en diferentes —
tiempos y posiciones. Describe como, tras t pasos de tiempo, la población en
el nodo Y + r con velocidad i está influida por partículas en el nodo r’ con
velocidad j. Cuando E1, es positivo, la presencia (ausencia) de partículas a’
en {r’,j) incrementa (disminuye) la población en {r + Y, i} después de
pasos temporales. l’~, negativo significa que un incremento del número de
u
partículas en {r’,j} disminuye el número en {r’ +r, i} y viceversa. El factor
= f,(í — jj) hace que a t = 0 es propagador esté normalizado a
F~~(r,0) = S¿1¿(r,0), (6.2) a’
donde hemos utilizado las propiedades de equilibrio de los números de ocu-
pación, ecuaciones (3.10). a’.
A la vista de la expresión de las viscosidades en función del propagador
cinético, (5.9), donde aparece una suma sobre 1 y sobre y, parece conveniente
trabajar en transformada de Fourier para la variable r y de Laplace para t,
y definir
00
F,i(k,z) = >3e~ >3e.Ákrfq(r, t), (6.3)
t=O r
con lo que las viscosidades se escriben como limites de I’¿g(k,z) cuando z y
k tienden a cero
1. Empleando (6.1) y la definición del producto escalar <.1.> e
(3.49), podemos escribir
Co 1
F,,(k, z)n
3 st >3CzÉ >3e~kr0<¿n(r + Y, cj,t)»5n(r’.cj,0)>eq —‘
t=O
st <ii(k,c,,z)In(k,c1,0)>, (6.4)
u
donde i4k, e1, z) denota la transformada de Fourier y Laplace de los números
de ocupación bn(r,c1,t) que pasamos a obtener ahora. Escribamos la ecua-
ción de evolución de los números de ocupación en la aproximación de Boltz-
mann como (5.14):
_________________ e
‘En aproximacion de Boltzmann dichos límites existen. Sin embargo, un desarrollo
exacto [Frenkel y Ernst] predice un decaimiento de F como U
412, y para dimensión d < 2
FIJ(k, z = O) —~ 00, mostrando la mnenstencio de la hidrodinámica en dos dimensiones.
u:Volveremos sobre este punto posteriormente
a’
a’
e
Nr
6.1. Propagador cinético en la aproximación de Boltzrnann
Transformando Fourier obtenemos:
n(k, e,, 1 + 1) st eíkC(É + IOón(k, e2, 1). (6.6)
El factor eíkc no es más que el inverso de la transformada de Fourier del
operador de traslación S~, definido en (2.4) y que desplaza el argumento r
a y + c¿. Podemos ahora iterar la ecuación (6.6) 1 veces para obtener la
solución:
n(k, e,, 1) st [e1kC(Í + ~)1n(k,c,, 0), (6.7)
donde hemos considerado e —ikc como una matriz diagonal con elementos
= e ,kc ¿t~~ (6.8)
Realizamos ahora la transformada de Laplace de la ecuación (6.7):
CC 00
ii(k,c¡, z) st >3 eZtn(k. e,, 1) = >3 ~e~kCZ(l + £2)] k T4k, e3, 0)
t=o t=o
( 1 ikc+z”\
KeíkC+z — — Qe ) n(k,e,,0). (6.9)
Por último, insertamos esta expresión en la ecuación (6.4) para obtener:
1
17k. z~ 1 —1— £2
. (6.10)
Esta es la expresión para el propagador cinético en la aproximación de Boltz-
mann. El término eíkC+z ~11 proviene de la parte de evolución libre, mientras
que la contribución de las colisiones se encuentra en la matriz £2. Corno po-
demos observar en (6.7) es la aproximación de Boltzmann la que nos permite
resolver la ecuación de evolución por su carácter lineal y, como consecuen-
na, hemos encontrado una expresión sencilla y cerrada para el propagador
cinético. En la parte lIb veremos que la ecuación (6.10) es el primer término
de un desarrollo más complejo.
Los coeficientes de transporte, en particular las viscosidades, se obtienen
en función del propagador cinético en el límite k —# 0, z —~ 0, ecuaciones
(5.9). En este caso, y puesto que limk~Olim~...O eíkc+z u, resulta una
expresión particularmente simple para 1’:
— 1
hm hm r(k, z) st —
k—.Oz---.O £2 (6.11)
st
a’
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En este limite la expresión para la matriz de Navier-Stokes A (3.72) resulta
ser:
Amn st — >3r (k + <(x14. (6.12) Nr
3
Las etiquetas {m, It, 8,.. .} denotan el conjunto (p, 1, t), segun se definio en
(3.77), y 3” y Xmn son corrientes y susceptibilidades, definidas en (3.73) Nr
y (3.75) respectivamente. Además, hemos introducido las matrices b x 6
M st {A’f,
3, 2,) = 1,2 b} (por ejemplo, ~o y n,, st tcj¿13), 6-vectores
A st {A,} = {A(c1)} ( por ejemplo 57 st 57(c1)) y el producto escalar a’
real AB st 5 A,B, y AMB st
5~ A
1 M~B3. Esta notación será utilizada
extensamente en los siguientes capítulos. El resto de este capítulo estará
dedicado a la evaluación de (6.12). a’
6.2 Diagonalizacién del operador de colisión ti- e,
nealizado
Como se ve en la ecuación (6.12) el cálculo de los coeficientes de transporte
en la aproximación de Boltzmann requiere la inversión del operador de co-
lisión linealizado. Un problema equivalente al de la inversión de una matriz
es su diagonalización, esto es, encontrar una base de vectores propios con a’
sus valores propios asociados. En esta seccion construiremos dicha base de
autovectores de £2 y veremos que es independiente de las reglas de colisión
utilizadas, siempre que éstas sean invariantes bajo el grupo de simetría de
la red.
A partir de ahora y hasta el final de esta memoria nos restringiremos a
modelos atérmicos, aunque todos los resultados se pueden extender a mode u
los térmicos sin mucha dificultad. flustraremos las propiedades de simetría
de £2 y en particular el mecanismo de diagonalización para el modelo FIIP de
siete bits, con las etiquetas de los canales como se ven en la figura 4.1 y con la st
partícula en reposo etiquetada con el número 7. Primeramente, supongamos
que las reglas de colisión satisfacen el principio de balance detallado,
A(s —* a) = A(o — s) (6.13) a’
que implica que la probabilidad de transición entre una configuración y
otra es igual a la probabilidad inversa. Entonces, se sigue inmediatamente a’
de (5.18) que £2 es una matriz simétrica. Además, incluso si el modelo
no verifica el principio de balance detallado, los coeficientes £2k>I\ son
simétricos en los índices i1 . . i~. a’
a’
a”
a’
a’
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En el caso que nos ocupa, FI-IP, las operaciones de simetría, 2, son las
soportadas por la red triangular: rotaciones de ángulo w/3, denotadas
y reflexiones alrededor de los ejes X e Y, E1, R~. Consideremos por el
momento sólo las partículas en movimiento. Si interpretamos £2~ como una
cantidad proporcional a la probabilidad de salto entre los canales i y j, como
consecuencia inmediata de la simetría de rotación, el elemento {ij} de £2 sólo
depende del ángulo relativo entre los canales i y j, representado por i — j.
Por tanto £2 es una matrix circulante:
£213 =£2 ii—, (6.14)
con ‘-. j tomado módulo 6. Lo mismo sucede para todos los coeficientes
QQ> = 0(A) (6.15)
Como consecuencia todos los elementos de £2 están dados en cualquiera de
sus filas o columnas. Además, la aplicación de la simetría R~ implica que
£212 £216, £213 Ss ~ (6.16)
La ecuación (6.14), o más generalmente (6.15), no se aplica si uno de los
indices presentes se refiere a la partícula en reposo. En tal caso la simetría
bajo rotaciones implica que £27j es independiente de i (si i # 7).
Como consecuencia de estas propiedades de simetría el modelo FHP
con 7 bits sólo tiene 6 elementos independientes, dados por los pares (77),
(17), (11), (12), (13) y (14). Las tres leyes de conservación (5.12) imponen
tres ligaduras (la conservación del número de partículas impone dos y la
conservación del momento a lo largo de y no impone ninguna), por lo que el
numero total de elementos independientes se reduce a 3. De forma similar
en el modelo FI-IP con 6 bits hay 2 elementos independientes y en el modelo
FCHC sólo 3.
Para encontrar una base de autovectores del operador £2 en el modelo
FHP con 7 bits, construiremos previamente una base ortogonal, que proba-
remos posteriormente que es la base propia de £2. Denotaremos los vectores
de la base por u1, i = 1 6. Los vectores asociados con las leyes de
conservacion (5.12) se escriben como:
u1 st 1 st (1,1,1,1,1,1,1)
u2 st c1 st ~(2,1,—l,—2,—l,l,0)
u3 st c~ st ~v§(0,l,l,0,—l,—1,0), (6.17)
a’
e
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que son autovectores de £2 con autovalor nulo en función de (5.12). La forma
de completar la base será ortogonailzando los polinomios cocac~r.., (a,¡3,
x,y). El vector u1 es el único polinomio disponible de grado 0, y 112 y
113 de grado 1. Los polinomios de grado 2 son 4, c~ y ~ De estos tres c~c~
es ortogonal a ti, u2, u3 y a 4 y c~. Por tanto, asignamos u4 st ~ Con 4
y c~ construimos dos combinaciones lineales, 115 st 4— c~, que es ortogonal a —
los vectores existentes, y 4+4 que ortogonalizamos restando su proyección
sobre los otros vectores (procedimiento de Gram-Schmidt), resultando un
vector que etiquetamos
2 como u
7, y que vale: u7 st ~c
2—c¿con d st 2 en estos
modelos bidimensionales. El factor ~ lo introducimos para que u
7 sea igual
a la corriente de la viscosidad de volumen en modelos atérmicos, como se
verá en (6.20). Por último, para completar la base, buscamos un polinomio —
de grado tres ortogonal a los anteriores, que puede ser u6= (4c~—3)c~, o,
escrito de manera más simétrica en c~ y c~, 116 st 4 + 4— 3cfr~, — 3c~c~. En
resumen, la base se compone de los vectores descritos en (6.17) junto con:
114= c~c~ kv§(0,lcl,0,1,—l,0)
2 2us= c~ C!/ st ~(2,—l,—l,2,—1,—1,0)
u6 st (44 3)c~ st (1, —1, l,—1, 1,—l,0)
12 2 1
117= ~c —e0 =~(i,i,i,í, 1,1, —6). (6.18)
a’
Esta base de vectores es asimismo la base propia de £2. Para probarlo es-
tudiamos como varían los vectores u~ con las operaciones bajo las que £2
es invariante: rotaciones y reflexiones, así que S£2S’ st £2. Entonces 1?
y S conmutan y tienen autovectores comunes. Por ejemplo una reflexión
en el eje X, R~, cambia el signo de cr, y deja invariantes u1, u~, 11~ y
u7, mientras que cambia el signo de 112, u4 y ug. El efecto de es un
desplazamiento en las componente 1 6 de los vectores it. La actuación
de todas las operaciones de simetría se muestra en la tabla 6.1. Los signos
+ y — indican que los vectores respectivos son autovalores de la operación
de simetría con autovalores +1 y —1 respectivamente. La doble flecha in-
dica que los dos vectores implicados forman un subespacio invariante bajo
la operación de simetría. Los subespacios propios de £2 están constituidos
por vectores con la misma paridad bajo las operaciones de simetría. Ya sa-
bemos que u1, ~2 y u3 son autovectores de £2 con autovalor nulo y por tanto
no los consideraremos en la siguiente discusión. Analicemos las reflexiones
en en eje Y (primera fila de la tabla 6.1). Los subespacios invariantes son
2Etiquetamos este vector como u~ porque en el caso de modelos de 6 bits este vector
desaparece, quedando la base como ~‘ ... ¶5
u
e’
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111 112 113 114 u5 116 117
ReflexiónY 14 + - + - + - +
ReflexiónX R~ + + - + + +
Rotación ir/3 Rna + —~ — +
Rotación 2,i73 R
2
,r/3 + 4~
IlE
E
EJJJE
+ +
Rotacion ir + — +
Tabla 6.1: Propiedades de simetría de la base de autofunciones de £2
{ 114, 116> (autovectores de 14 con autovalor —1) y {u
5,u7> (autovalor ±1).
Los subespacios invariantes de R~ (segunda fila de la tabla 6.1) son {114} y
{ 115,11~, 117>. Puesto que R~, 14 y £2 conmutan, los subespacios {114}, {116}
y {11s, u4 son subespacios propios de estas tres matrices. La rotación de
ángulo ir/3, ~ descompone el subespacio {us, 11v>, puesto que 117 tiene
paridad bien definida (es autovalor) pero 11~ no. Como consecuencia, 11~ es
también un autovalor de £2. Por tanto, la acción conjunta de R~, 14 y Rr1a
descompone el espacio en subespacios invariantes unidimensionales y, como
consecuencia, autovectores ~ de £2.
Podemos extraer más información útil de la tabla 6.1, en particular de
las rotaciones de ángulo w/3. La aplicación de R~¡3 sobre 114 da una combi-
nación lineal de 114 y 11~. Puesto que 114 y u~ son autovectores, se sigue que
sus autovalores son iguales.
Para modelos FHP sin partícula en reposo el procedimiento es el mismo.
Sólo hay que quitar la séptima componente de los vectores 111 . . .116 y elimi-
12
nar el vector 117, puesto que ~c — cg st O para modelos FIIP de 6 bits. La
tabla 6.1 permanece válida tras la exclusión de 11v, y de nuevo u~, i st 1,.. .6
diagonalizan £2.
Este procedimiento de diagonalización de £2 puede aplicarse con cambios
níenores a los modelos descritos en el capítulo 2. El punto importante es que
al ortogonalizar los vectores caco ... hay que tratar que sean autovectores
de las operaciones de simetría de la red. La utilidad de esta base radica en
que la inversión de 1? se realiza independientemente de las reglas de colisión.
Incluso en modelos en los que no existe una forma sencilla del operador
de colisión linealizado éste método se aplica y permite obtener expresiones
3Los autovectores u, son el equivalente de los polinomios de Sonine para las moléculas
de Maxwell [Balescu 75].
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116 117
FIIP-I 0 31(1 — f)3 612(1 — f)2 —
FIIP-I’ O 3,41 + 2n)
FHP-II 0 1(1 — f)3x
(7—41)
31(1 — f)2x
(3f2—4f±3)
7f(1 —
FHP-UI O n(7 — Sn) 3t«3 — 4tc) 7,41 — 2n)
Tabla 6.2: Autovalores
FHP. Los modelos 1’ y
de gv = 1(1 — f). Ver en
mr
del operador de colisión £2 para los diferentes modelos
III son autoduales, y en ellos los autovalores dependen
la referencia [d’Humiéres y Lallemand 87] o en la seccion
a’
2.3 las definiciones de los modelos FHP-l, 1’, II y III.
ir
compactas para los coeficientes de transporte.
Los autovalores para los modelos FHP se dan en la tabla 6.2, definidos
como:
£2 u_ —--4_u,~.
-a’
(6.19)
Se han encontrado cotas para los autovalores O =t. =2 fSchmitz y Dufty
90] independientemente de las reglas de colisión. Estas cotas garantizan la
existencia de la hidrodinámica en la aproximación de Boltzmann, puesto
que implica la existencia y positividad de los coeficientes de transporte y
por tanto el decaimiento de las excitaciones del fluido, como sucede en la
realidad.
Una vez que hemos construido la base propia de £2, pasamos al cálculo
de los coeficientes de transporte.
6.3 Coeficientes de transporte en la aproximación
de Boltzmann
6.3.1 Viscosidades
En esta subsección obtendremos la expresión de las viscosidades en función
de los autovalores de £2. Sus expresiones se pueden obtener de (5.9) susti-
Nr
a’
Nr
e’
u
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e’
a’
a’,
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tuyendo el propagador cinético por —l/£2, como se obtuvo en (6.11), para
obtener:
~1 = tcc(i+!)cc
4 = ~ (6.20)
donde c~c~ y ~&—~gson considerados como vectores con elementos (c~c~)~ st
c~~cI~ y (~c2 — cg» = kc~ — cg respectivamente que corresponden a las
corrientes ¡(ci) definidas en la sección 3.3, ecuación (3.77) (d st 2 para los
modelos en esta sección). Observemos que ambas corrientes son autovectores
del operador de colisión £2, con autovalores —~ y —>~ respectivamente. Por
tanto, la viscosidad de cizalla en la aproximación de Boltzmann resulta
rl 4(1..IÁ, (6.21)
mientras que la viscosidad de volumen es nula para los modelos FHP-I y
1’ (d 2) y FCHC (d st 4). Estos modelos tienen sólo una velocidad,
¡ c¿¡ st c, y la corrientes asociada a la viscosidad de volumen en (6.20) se
anula idénticamente. Por otro lado
p
para los modelos FHP-II y III, con los autovalores ..\. dados en la tabla
6.2. Hemos utilizado el valor de la velocidad del sonido para modelos FHP,
cg st 3/6.
En la figura 6.3.1 hemos representado la viscosidad de cizalla frente a la
densidad reducida 1, para los modelos FHP-I, II y III (de arriba a abajo).
Como ya mencionamos, al incrementar el número de colisiones activas se
disminuye la viscosidad. Como se aprecia, la viscosidad es mínima en el
modelo FHP-1U, puesto que es el modelo que mayor número de colisiones
incluye. Este efecto es particularmente claro cuando se compara el modelo
FHP-I con el III a altas densidades; es una situación en la que casi no hay
colisiones activas en el modelo FHP-I, siendo su comportamiento el de un
gas ideal, con viscosidad tendiendo a infinito. Asimismo la viscosidad de
cizalla también tiene el comportamiento de un gas diluido cuando la densi-
dad tiende a cero, u —~ 1/1. Por último, comentar que en el caso de gases
de red en la aproximación de Boltzmann, la llamada primera aproximación
de Enskog [Resibois 77] es exacta, porque las corrientes crcv y ~c2 — cg son
mr
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0.0
Figura 6.1:
abajo).
f
1.0
3
¶5
2
a’
Nr1
•5~
o
e
Viscosidades de cizalla para los modelos FHP-I II y III (de arriba a
¶5
autofunciones del operador de colisión. Sin embargo, en el modelo unidi-
mensional de 3 velocidades con 5 bits [Ernst 90a] o en el modelo térmico de
19 bits con cuatro velocidades en la red triangular [Boon et al] éste ya no es
el caso.
6.3.2 Difusividades espúreas
En este caso el cálculo es algo más elaborado porque el grupo de simetría
queda restringido al depender las difusividades de las direcciones externas
o.
Comenzamos reescribiendo la fórmula para las difusividades espúreas
(4.14) en función del propagador cinético,
A6(k) = ~i~cec¿{f(irO,ir) — ~}ceci, (6.23)
donde hemos utilizado que <he ¡he> = ¡‘cbcg con h6 y O, definidos en (4.5).
Aquí el propagador cinético ha de ser evaluado en k = ,rO y z st ir. Ello
es debido a la presencia de los factores (~l)O.r y (....í)t que pueden escri-
birse como ere.r y etlr±respectivamente y que desplazan el argumento de
mr
Nr
0.2 0.4 0.6 0.8
¶5
¶5
a’
a’
a’
e
Nr
a’
ir
e
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la transformada de Fourier en irO y el de Laplace en ir. Empleando (6.10)
obtenemos
F(ir6,iw)= 1 (6.24)(LS—li),
LS±£2
donde la níatriz LS se ha definido como
jrO.e Oc
LS = e +1= (—1) +~, (6.25)
que, como consecuencia de que O e, st ±1,0,Vi, es una matriz diagonal
con elementos 0 y +2. Aunque la difusividad Ae(k) (6.23) depende de la
dirección de O. los coeficientes escalares D1 y ~hh’ definidos en (4.18), no.
Evaluamos dichos coeficientes para el vector 01 st (0,2/VI) para el que los
argumentos de simetría se pueden aplicar de manera más simple. Para este
vector, LS resulta:
A1, = (2,0,0,2,0,0,2), (6.26)
y las corrientes de IiJ±y Li11 son tomando O st ~ y 0±st
VI
4
3
jD~(cj) = c~ st —(0,1,1,0,1,1,0). (6.27)
4
Ambas corrientes son autovectores nulos del operador LS, con lo que puede
eliminarse del numerador de (6.24). Asimismo, jDj(cj) es autovector simul-
táneo de LS y £2,
(£2 + A)u4 st £2114 st —A4U4, (6.28)
y como consecuencia
= y (6.29)
esto es, la viscosidad de cizalla y el coeficiente D1 son iguales para todos
los modelos FHP.
El cálculo de es más complicado porque c~ no es autofunción de £2.
Asimismo, la base que diagonaliza £2 no diagonaliza LS + £2, puesto que LS
y £2 no conmutan. Los argumentos de simetría aplicados en la sección (7.2)
ya no son válidos, puesto que LS no es invariante bajo rotaciones, aunque
si bajo reflexiones en ambos ejes. Dichas simetrías nos permiten dividir el
conjunto {uí Ub} en subespacios invariantes de A + £2, a la vista de las
mr
mr
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dos primeras filas de la tabla 6.1. Son {113}, {114>, {~2, 1161 y {u1,us> para el
modelo FIIP-l y {113}, {~4>, {112, 116> y {uí, 115,117> para el FHP-ll y III. El
vector c2~ pertenece a los subespacios {111, 115> y {ui,u5,uv} respectivamente. ~5
El problema de cálculo de (LS+£2Sic~ se reduce a la inversión de una matriz
2 x 2 y 3 x 3 según el modelo, con resultados
st $j——~) =9v (FHP—l)
D 63 (2— .\s)(2 —>17) v(/pst 441
8 l4>1~ + 4>17 — 9>1~>1~ 49(/p + 4v (FHP-II, III). (6.30) e’
La primera aproximación de Enskog para Li±coincide con el valor exacto
(6.25) puesto que la corriente crcv es autovector de LS + £2. No sucede así
en D¡¡, porque 6% ya no es autovector de LS + £2. Cuando la densidad tiende
a cero el valor (6.30) y la primera aproximacion de Enskog coinciden, pero
no a densidades medias, donde puede llegar a ser 80% mayor que el valor mr
(6.30).
Las simulaciones numéricas [Zanetti 89] parecen concluir que fuera de la
aproximación de l3oltzmann, la igualdad entre D±y y deja de ser válida.
La aproximación de Boltzmann para los coeficientes de transporte pro
porciona valores bastante buenos para los coeficientes de transporte, con
diferencias menores del 20% en todo el rango de densidades jd’Humiéres y a’
Lallemand 87][Zanetti 89][Gerits]. Para el coeficiente de difusión, los resul-
tados son incluso mejores, con discrepancias menores del 1% Ivan der Hoef y
Frenkel 91a] La razón básica es que las funciones de correlación temporales mr
en (5.9) están dadas hasta t = 3 de manera exacta por la aproximación de
Boltzmann que predice un rápido decaimiento exponencial. Por tanto los co-
eficientes de transporte están dominados por la contribución de Boltzmann ¶5
y ello hace que su predicción cuantitativa esté muy aproximada a los valores
obtenidos numéricamente. Sin embargo, como se vera mas adelante, la apro-
ximación de Boltzmann es cualitativamente errónea. Sin embargo en otros mr
modelos de red como los gases de Lorentz, la aproximación de Boltzmann no
predice correctamente los coeficientes de transporte a ninguna densidad si
se permite el retroceso de las partículas [vanVelzen 90]. En la parte lib de e’
esta memoria desarrollaremos una teoría que cubrirá prácticamente toda la
diferencia que existe entre los coeficientes de transporte en la aproximación
de Boltzmann y los valores obtenidos por simulación.
ir’
‘mr
$5
e’
7Factor de estructura
En el capítulo anterior hemos estudiado las propiedades del propagador
cinetico F(k, z) en los límites de grandes separaciones espaciales k —* O
y grandes tiempos z —~ 0, régimen en el que aparece el comportamiento
hidrodinámico. Alli fuimos capaces de diagonalizar l’(0,0) independiente-
mente de las reglas de colisión, basándonos únicamente en las propiedades
de simetría de la red y de expresar los coeficientes de transporte como au-
tovalores de F(0,0). En este capítulo pretendemos obtener propiedades de
F(k, z) cuando k y z son no nulos, lo que nos permitirá pasar de una escala
puramente macroscópica o hidrodinámica (k —. 0) a una escala donde la
estructura microscópica juega un papel importante (k # 0). Entraremos así
en el terreno de la hidrodindmica generalizada, donde se supone que las ecua-
ciones de la hidrodinámica siguen teniendo la misma forma pero en donde
los coeficientes de transporte dependen de le (ver [Alder y Alley 84] para una
introducción al tema o [Resibois 77,Boon y Yip 80,Hansen y McDonald 86]
para un tratamiento formal).
En particular este capítulo estará centrado en el estudio de la función de
correlación densidad—densidad para valores finitos de k y z que se expresa
en términos del propagador cinético F(k,z). La función de correlación
densidad—densidad es una de las funciones más importantes en el estudio
de las propiedades de no equilibrio de un fluido, porque contiene toda la
información relevante sobre la dinámica del sistema. A partir de ella se
pueden extraer propiedades termodinámicas, así como coeficientes de trans-
porte. Asimismo, en fluidos reales puede ser medida experimentalmente
utilizando técnicas de scattering inelástico de neutrones o scattering de luz.
Para ello se incide con un haz de neutrones o fotones sobre el sistema y se
estudia la energía depositada ¡1w en función del cambio en su vector de on-
81
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das le. Puesto que tal cambio depende de las fluctuaciones de la densidad,
podemos obtener información de la función de correlación de la densidad
y de las relaciones de dispersión w(k). El análogo de los experimentos de
ir
scattering en sistemas reales son las simulaciones numéricas en los gases
de red. Ellas nos permiten obtener el factor de estructura y las relacio-
nes de dispersión. Nosotros obtendremos el comportamiento analítico de
a
las fluctuaciones densidad—densidad a le, z pequeño en la aproximación de
Boltzmann como un desarrollo perturbativo.
Nr
7.1 Teoría de perturbaciones
Como paso previo al estudio de la función de correlación densidad—densidad,
diagonalizaremos el propagador cinético 1’(k, z) desarrollando los autovec-
tores y autovalores en serie de potencias alrededor del punto le st 0, z st O
lo que fue tratado extensamente en el capítulo anterior.
La aproximación de Boltzmann desarrollada en los capítulos anteriores
nos permite escribir el propagador cinético en el tiempo t como el producto
de sí mismo t veces:
[(le, 1) = [e~kc(1 + £2)] = [iF(k, 1)] . (7.1)
Denotaremos por 4~/k,c) (un b-vector con componentes 4’~.(k) = ~b~(k,c~)
(ji st 1 6)) a los autovectores normalizados de F(le, t st 1) a los que
llamaremos modos y por ek~(k> sus correspondientes autovalores. Por tanto,
e ¿k ~ + £2)<,(k) st eZs(k>g’,~(k). (7.2)
La matriz r(k,t) en (7.1) y (7.2) no es simétrica, aunque exp(—ik . e) y
£2 son simétricas (ver ecuación (6.13)). La razón es que exp(—ik e) y £2
no conmutan. Los autovectores 4~(k) son llamados autovectores por la
derecha, y los autovectores ~5(k) de la ecuación traspuesta
(1± £2)e~kC~~(k) st ezÁ~)~(k), (7.3)
son llamados autovectores por la izquierda. Comparando las ecauciones (7.2)
y (7.3) obtenemos que —
~t~(le) — etkCV~p(k). (7.4)
Las funciones {~,4t,~} con ji st 1,2,... ,b forman un conjunto biortonormal
completo, normalizado según:
st Zekc4.y(k)Iks~j(k) st <, (7.5)
ir
e’
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donde hemos utilizado el producto escalar definido bajo la ecuación (6.12).
Por tanto, el propagador cinético en la aproximación de Boltzmann resulta
ser,
r~4k, t) — >3 eziÁ(k)t~,,~í(k)4t~j(k)elkC~ (7.6)
5
donde la suma sobre ji se extiende sobre todos los modos. Esta ecuación
es la descomposición espectral de 1’, similar a la empleada en muchas ra-
mas de la Física, incluyendo la Mecánica Cuántica. En ella podemos ver
explícitamente el decaimiento exponencial de las funciones de correlación,
que es consecuencia de la aproximación de Boltzmann. A partir de ahora
utilizaremos una representación equivalente de (7.2):
[eíkC+ZIk) — ¡1 — £2] 05(le) st 0. (7.7)
La comparación con la ecuación (6.10) muestra que [eíkc+z~(k) — — 9] es
proporcional a 1/r(k,z), y que los autovalores z5(k) son los polos de r(k, z)
en el plano complejo z.
El siguiente paso consiste en encontrar z55(k) y z4(le). En el capítulo
anterior obtuvimos los valores de 4t~ y z5 cuando le = 0, puesto que en este
caso el factor ekc en la ecuación (7.1) es igual a 1 y el análisis espectral de 1’
se reduce al de £2. Por tanto, tenemos que <~(0) = u,~ dados en la expresiones
(6.17) y (6.18) y z5(0) = log(1 — A,~) con los valores de >1~, i =1 bde
la tabla 6.2. En dicha tabla podemos ver que hay dos tipos de autovectores
de £2, aquellos con autovalor nulo y el resto que tienen autovalor positivo
(0 < ¾< 2, ver ecuación (6.19)). Agruparemos los modos atendiendo a
este criterio, su valor z5(0), puesto que según sea éste, su comportamiento
es cualitativamente diferente para valores pequeños de le.
• Si Re(z5(0)) st O cuando le —* 0. El factor e
2’ _ 1 así que los mo-
dos con este autovalor casi no se amortiguan en la evolución. Sólo
decaen más lentamente con órdenes superiores de le. Corresponden a
cantidades conservadas en la evolución y son, por tanto, modos que so-
breviven a largos tiempos. Estos serán los modos en los que estaremos
principalmente interesados, puesto que son ellos los que dan el compor-
tamiento hidrodinámico. Debido a sus características los llamaremos
modos lentos o hidrodinámicos.
• Si Re(z
5(O)) ~ O cuando le —~ 0. En este caso el modo corresponde a
una excitación que decae rapidamente con un tiempo medio (z5(0))’,
ae’
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a’
por lo que en pocos pasos temporales su amplitud es despreciable. Los
llamaremos modos rdpidos o cinéticos.
ir
Existe otro tipo de modos, los modos espr¿reos, tratados en el capítulo
4, que corresponden a Re(z~(le)) —~ O pero no cuando le —‘ 0, sino cuando
le —~ ir0. Como corresponden a modos muy rápidamente oscilantes, verifican
que Im(z4(le)) —+ ir cuando le —# ir0. No los trateremos en detalle, pero
volveremos sobre ellos más adelante.
A continuación obtendremos Q(le) y z4(le) para los modos hidrodiná-
micos como un desarrollo en serie alrededor de le st 0. A causa de que el
(O)
autovalor z4(O) st Oes (d+ 1) veces degenerado, <‘,. st {l,c}, tenemos
que utilizar teoría de perturbaciones para valores degenerados. Por tanto, mr
escribimos Q(le) y z4(le) como:
zg(le) st ikzfj) + (ik)
2z§2> + . .. —
<‘Ák) = <4) + ik4j’> + (ik)2 <47> + (7.8)
(n) (n) adonde cada vector <‘AL es un vector de componentes ~ . El orden cero de
V’~(le), Wf) es igual a <‘dO), y coincide con los vectores u~ definidos en (6.17)
y (6.18). Modos con Im(z
5(le)) # O (o bien, 4’> ~ O en la ecuación (7.8)) a.
representan modos amortiguados propagantes con velocidad de propagación
¡ Im(z~(le))I, mientras que si lm(z~(k)) st O los modos son puramente difu-
sivos. El coeficiente Re(z4(le)) (o 42> en (7.8)) es la difusividad del modo o
constante de amortiguamiento. Tal como se ha escrito en (7.8) 42> tiene que
ser positiva, para que la amplitud del modo decrezca, o bien Re(z5(le)) < 0.
El método de obtener 4’> y 42 consiste en incluir las expresiones (7.8) a’
en la ecuación (7.7) y diagonalizar la ecuación resultante orden por orden en
k, multiplicando donde sea necesario por las (d + 1) autofunciones nulas de
(1)
£2, <‘AL(O). La ecuación en orden 0 permite obtener zAL y 441>. A partir de e’
ellas y con la ecuación en orden 0+1 se puede obtener zfi+¡> que dependerá
de 47’> con m < 1. Este desarrollo es formalmente igual a la teoría de
perturbaciones en Mecánica Cuántica [Schiffl y permite obtener t4(le) y
zM(k) hasta el orden deseado en k.
Como ejemplo, aplicaremos el método a uno de los modos hidrodinámi-
cos, el modo de cizalla o de densidad de momento transversal (ji st t). En
este caso la ecuación (7.7) con las sustituciones (7.8) da en orden 0(1):
£24/0) — 0 (7.9)
AL
e’
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como ya sabíamos, puesto que estamos haciendo el desarrollo alrededor del
punto le = O, donde conocemos el espectro de 1’. A partir de la teoría de
perturbaciones en primer orden determinamos los (d+ 1) autovalores z~(k) y
las combinaciones lineales adecuadas de los (d+ 1) autovectores nulos, <1.c}.
(1>
De esta forma encontramos z~ O y para el modo de cizalla basta orden
0(1) <‘(0) — ct E c, donde k± representa el vector unitario ortogonal
al vector le, obtenemos la ecuación
(1) (0) (1)(z~ + ci)4’~ — — 0 (7.10)
con c¡ E le . e. Por tanto, la función hasta orden k resulta sin normalizar:
1<4’) — <‘(0) ik~jcuukt st ct + —ikc¡c~
+ (O> £2 - (7.11)
(1)
El hecho <le que z~ st O implica que el modo de cizalla es puramente
difusivo, como ya se obtuvo en el capítulo 3. El siguiente orden, 0(k2) es:
12’~(O) (1)(42) + ~c¿}<’~ + c¿<’~ — £2&> — 0 (7.12)
(0)Multiplicando de nuevo por ~ , tenemos para la difusividad:
E 2] ~
st —c¡i/>~ + — e, ¡
1 (¿.4)
— —~--jc¡ct c,ct. (7.13)
o
Pero sabemos que, de acuerdo a (6.20) y (6.21), la difusividad del modo de
cizalla es precisamente la viscosidad y. Por tanto, obtenemos de nuevo la
fórmula de para la viscosidad (6.20) en la aproximación de Boltzmann: la
corriente asociada a la cantidad conservada, sobre la que actúa el inverso del
operador de colisión £2 1 que multiplica de nuevo a la corriente. El factor
1/2 es la parte propagante y el factor (O> (O) = bcg en el denominador no4,t <‘t
es más que el elemento de la matriz de susceptibilidades x de la ecuación
(3.73).
Para los modos sonoros obtenemos similarrnente,
<‘~(le) = (ej + aco) + ~ik(4 — cg)
Za(le) = —iac
0k — 4k
2
2
(7.14)
a’-
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En este caso c0 es la velocidad del sonido y 1’ es la constante amortiguadora
del sonido (no confundir con el propagador cinético), que en el caso de
modelos atérmicos valen
= 3/5
F st 2(4 —cg)[~ — ~1(c7c¿)/44t<’~0) — v±(/p, (7.15)
donde hemos usado que x
06 — </0>4/o) — 2&2 El procedimiento presen
tado se puede aplicar igualmente a los modos cinéticos. También se pueden ir
obtener los modos espúreos, cambiando el límite le —* O por le —* irA. Ello
lleva esencialmente a reemplazar la matriz £2 por LS + £2, como se describió
en la sección 6.3.2. a’-
El análisis aquí presentado es muy atractivo desde el punto de vista
teórico porque permite obtener el comportamiento cualitativo de los modos
(oscilantes, puramente difusivos,... ) así como las constantes de amortigua-
miento y la velocidad del sonido. En la práctica, el cálculo de órdenes
elevados en k resulta muy tedioso y es más sencillo recurrir a la obtencion
numeríca de los autovalores y autovectores de (7.1). Además, como ya vere- a’
mos, las funciones z~(le) no son funciones analíticas de le, y un esquema corno
el descrito nunca dará valores correctos más allá del límite de analiticidad.
Los resultados perturbativos hasta orden k
2 se muestran en (7.13) y ir
(7.14). Los autovalores hasta 0(k2) son isótropos, esto es, z~(le) st zAL(¡le¡)
en la red triangular, pero no en una red con simetría cubica. Las correccio-
nes en órdenes superiores dependen de la dirección de le. Dibujamos en la
figura 7.1 la parte real (a) e imaginaria (b) de los polos zM(le) para el modo
de cizalla ji = t (superior) y los modos sonoros ji = ±(inferior) para el mo-
delo FHP-I a densidad 1 0.4 cuando le forma un ángulo 0k <12 (ver a’
discusión posterior acerca de la dependencia angular). Las líneas de trazos
corresponden a los resultados perturbativos (7.13) y (7.14), mientras que las
líneas continuas son los resultados numéricos de (7.1). Como era de esperar a’
el acuerdo se produce cuando le es pequeño, mientras que cuando le crece los
órdenes superiores en le desvían el comportamiento de las parábolas (7.13)
y (7.14). a’
Otro efecto observable es el de la dependencia del espectro con la di-
rección del vector de ondas le, caracterizado por un ángulo 9k’ Se produce
debido a la estructura anisótropa de la red, en particular cuando se estudia
a valores finitos de k. La isotropía está garantizada sólo hasta orden 0(k2)
cuando se consideran grandes regiones espaciales, que implican le — 0, pero
no a valores finitos de le. Como consecuencia, para cada valor del ángulo 0k e’
e’
ir
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Figura 7.1: Espectro de los modos hidrodinámicos del modelo FHP-I a densidad
1 = 0.4, en la dirección de k con Ok = <12 en función de k. La figura (a)
muestra la parte real de z~(k) cambiada de signo para el modo de cizalla (ji st
líneas superiores) y para los modos sonoros (ji = a, lineas inferiores). La figura
(b) muestra la parte imaginaria. Las líneas discontinuas corresponden al análisis
perturbativo, mientras que las continuas a la resolución numerica.
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Figura 7.2: Espectro de los modos hidrodinámicos como función de k para diferentes
direcciones de k en el modelo FHP-I a densidad 1 = 0.25. La parte real se muestra
en (a) y la imginaria en (b). La banda superior en la figura (a) se refiere al modo
de cizalla y el inferior a los modos sonoros.
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existe un espectro, y los autovalores varían dentro de una banda. Ello se ha
dibujado en la figura 7.2, para el modelo FHP-I con 1 = 0.25. La línea de tra-
zos representa los valores obtenidos mediante teoría de perturbaciones (7.13)
y (7.14), mientras que las zonas rayadas son las bandas a las que pertenecen
los autovalores de los modos hidrodinámicos. La superior está asociado al
modo de cizalla, que es más anisótropo que el modo sonoro (curva inferior).
El efecto de la anisotropía es poco importante para los valores de le en los que
estamos interesados (le —+ 0), aunque cuando le es moderado modifica cuali-
tativamente el espectro. Si mantenemos válidas las fórmulas de Green—Kubo
para las viscosidades en términos de >1~, ecuaciones (6.21) y (6.22), la depen-
dencia en el ángulo 6k de >1 se transmite a las viscosidades, obteniendo ahora
la dependencia v(k) y ((le). Así entramos en el régimen de la hidrodinámica
generalizada, donde los coeficientes de transporte dependen del módulo y,
para gases de red, del ángulo de le. El efecto de anisotropía es típico de los
gases de red, que se definen sobre una malla discreta. En fluidos continuos
e isótropos la dependencia en 0k del espectro desaparece. A la vista de esta
gráfica, podemos dar una explicación [Das et al 92] a un resultado encon-
trado en las simulaciones [d’Humiéres y Lallemand 87] [Rivet y Frisclí 903,
la aparición de una viscosidad de volumen negativa en el modelo FHP-I.
Dicha negatividad es imposible porque se ha probado [Schmitz y Dufty 90]
que los coeficientes de transporte son positivos o nulos. Las simulaciones
se han realizado para vectores de ondas con módulo del orden de 0.3. Para
estos valores, las desviaciones entre los valores perturbativos y los exactos
(numéricos) son apreciables. Si la dirección del vector de ondas es paralela
a uno de las direcciones de la red (que es la dirección más comunmente
utilizada), resulta que la viscosidad de cizalla exacta es mayor que la pertu-
rbativa. Sin embargo, la constante amortiguadora del sonido exacta es mas
cercana a la perturbativa. La viscosidad de volumen, (, se obtiene como
diferencia de ambas. Por tanto, como el valor perturbativo de la viscosidad
de volumen es nulo, el exacto resulta ser negativo. Pero todo ello es un
efecto del tamaño finito del vector de ondas utilizado en las simulaciones.
En la figura siguiente 7.3 representamos el espectro del modelo FHP-I
a densidad 1 = 0.5 y dirección de le, 0k = <12, incluyendo modos hi-
drodinámicos y cinéticos. El espectro tiene un comportamiento bastante
complejo, puesto que los modos se acoplan para dar pares de modos propa-
gantes y más tarde se desacoplan de nuevo. Con la vista puesta en la figura
7.3 podemos distinguir varias regiones. Cuando Iv es muy pequeño (Iv < 0.1)
existe una clara separación entre modos lentos y rápidos. Estamos en las
cercanías de ir st O y los modos están bien descritos por la aproximación
o’
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Figura 7.3: Espectro del propagador cinético para el modelo FLHP-l a densidad
1 = 0.5 y ángulo 0k = <12. Los diferentes regímenes, hidrodinámico, cinético y
partícula libre (ver texto) se observan claramente. Nótese que Imz~(k) está definido
módulo 2,r.
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perturbativa hasta orden k2, ecuaciones (7.13) y (7.14). Es el régimen de la
hidrodinámica clásica. Para valores de Iv mayores que 0.1 pero menores que
0.2 todavía existe distinción entre modos lentos y rápidos, pero los autova-
lores dejan de coincidir con los obtenidos con la teoría de perturbaciones.
Entramos en la hidrodinámica generalizada, que supone que las densidades
conservadas son todavía los modos lentos. Aquí se asume que la forma fun-
cional de las ecuaciones hidrodinámicas se conserva, pero que sus coeficientes
(1)
ZAL (le) y 42>(k) son funciones que varían lentamente con el vector de ondas
le [Luo et al 91]. En el rango que nos ocupa (0.1 < Iv <0.2) estamos dentro
de los límites de aplicabilidad de dicha teoría. Si seguimos incrementando
Iv, cuando llegamos a Iv 0.21 dos modos cinéticos se mezclan’ formando
un par de modos complejos conjugados propagantes, como se ve en la figura
7.3b, donde aparece un modo con lmzAL(k) # O. Asimismo, cuando Iv 2.3
el modo cinético restante se mezcla con el modo de cizalla2 para dar otro
par de modos propagantes. En este momento deja de tener sentido hablar
de los modos hidrodinámicos o cinéticos, e incluso la hidrodinámica gene-
ralizada ya no es válida. Estos puntos definen el radio de convergencia de
los desarrollos perturbativos en Iv, puesto que en ellos los autovalores cruzan
por un punto de no analiticidad. A partir de ese punto los autovalores se
acercan a un único valor, descrito en buena aproximación por £2~, (ver dis-
cusión en la sección 7.4), que aproximadamente alcanzan cuando Iv 1.5. A
partir de ahí el espectro está dominado por el factor eíkc, que corresponde
a la propagación libre. Los autovalores casi no varían, hasta que se llega a
Iv z 3 7 Iv _ 5.1 y Iv 6.5, donde los modos se separan momentáneamente,
volviéndose a unir posteriormente [Das et al 92].
La forma del espectro que se ilustra en la figura 7.3 no es universal, sino
que varia con la densidad y el ángulo del vector le. A densidades mayores que
1/3 los dos modos cinéticos degenerados a Iv st O se localizan entrelos modos
hidrodinámicos y el modo cinético no degenerado. Para densidades menores
que 1/3 este orden se altera, aunque la descripción dada sigue siendo válida.
Respecto a la dependencia angular, el espectro presentado corresponde a
st r/12, cuando sólo existe la simetría le —, —le. Hay otras elecciones de
que poseen más simetrías, que son cuando k se dirige a lo largo de los
enlaces de la red (Ok st n,r/3, u = 0,..., 5) o bien cuando se dirige a lo largo
‘Son íos que corresponden a = c~c~ y = 4 — 4. Aunque los considerado-
nes de simetría del capítulo 6 ya no son válidas porque k $ O, si tenemos la simetría
z, vi -‘- {—r, —y>, y las dos funciones anteriores forman un subespacio invariante. Dicho
suhespacio se mantiene invariante para todo k.
flos modos que se mezclan ahora son los relacionados con g¿f) = c, y 40) — (4c2 —3)c~.
e’
o’
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de la bisectriz de dos enlaces (Ok nir/3 + nG, u st O,.. .,5). En el primer
caso, una vez que los modos se acoplan por pares, estos no se agrupan,
sino que tienden a tres valores independientes dados aproximadamente por
—£2ii + £213 y ~ [Das et al 92]. El segundo caso es el de mayor simetría,
y en él el modo de cizalla y el cinético no se acoplan, sino que tienden a 4
valores diferentes. e
El espectro también depende del modelo. En el modelo FHP-lll, con
muchas más colisiones activas, el régimen hidrodinámico es más amplio
y prácticamente no hay regiones de partícula libre (excepto a densidades
extremas), que corresponden a modelos con pocas colisiones activas, donde
la propagación libre es relevante a densidades medias.
7.2 Factor de Estructura
*
En la sección anterior hemos analizado el espectro de F(le, t). Ahora traba-
jaremos con el llamado factor de estructura, transformada de Fourier de la
función de correlación densidad—densidad. La importancia de esta funcion
radica en que se puede medir experimentalmente o mediante simulación
numérica, y a partir de ella obtener propiedades termodinámicas y de trans-
porte de forma experimental. Permite realizar el paso de la microdinamica
a la macrodinámica, puesto que a partir de mediciones de las fluctuaciones
de la densidad (microscópico) podemos obtener parámetros termodinamicos
y coeficientes de transporte (macroscópicos).
El factor de estructura se define como la doble transformada de Fourier
en posiciones y tiempos [Resibois 77]:
00
pS(le,w) = >3 >3 e~Wttkr<6p(r, t)óp(O,0)>, (7.16)
r t=—oc
¶5
donde p es la densidad total, p = bí y ¿p(r, t) es la fluctuación de la densidad
local definida como:
¿5p(r,t) st Zbn(r,c¿,t), (7.17)
Así pues el factor de estructura es (utilizando (5.8)):
00
pS(k,w) = >3 >5 e”~’”~ >3r,,(r,t)n. (7.18)
r t=z—co 1)
e
o’
o’
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(recordemos que para modelos atérmicos Ñ = t¿). La transformada de Fou-
rier de la función de correlación a igual tiempo define el factor de estructura
estático,
pS(k) st >3cík.r Zrér,0)K = (7.19)
r
donde hemos utilizado las propiedades a tiempo cero del propagador cinético
(6.2). Si empleamos ahora la simetría del propagador cinético3 F(le,t) =f(k, —1), podemos escribir el factor de estructura como
00
pS(le,w) st >55eflk r(e~twt + etw~)>3F¡,(r,t),v — p.S(le), (720)
t=O r
donde el factor pS(le) aparece para compensar la presencia de dos términos
en t st O en esta ecuación. Por tanto,
pS(k,w) st 2Re>3F~,(le,iw)K — pS(Ic)
‘3
2Re >j (iw+íkc’ £2) euv±¡kc,tc — pS(le). (721)
ti ti
En esta última ecuación hemos sustituido el propagador cinético por su
apro~macíon de Boltzmann, ecuación (6.10). Podemos reemplazar a conti-
nuación el factor ew+kc en el numerador de (7.21) por (ew4kC — 1 — £2 +
1 + £2), para obtener:
pS(le.w) st 2Re>3 (=W+Ík.i-.~ — Q)je —1—
‘JI
+ (iw+ik.c’ w. — £2))’ + £2)¡
5tc — pS(le). (722)
Recordamos que el operador £2 satisface que E. £2~, = 3., £2¿~ st 0, como
consecuencia de la conservación del número de partículas, (5.12) y de la
simetría £2~., st £2.,~ si se verifica (6.13). Por tanto, el factor de estructura se
reduce a:
pS(le,w) st 2Re3 (+k’ ¿ i’c + pS(le). (7.23)
‘3
‘Para gases de red con dinámica estocá.stica tenemos únicamente evolución temporal
hacia adelante. Entonces definimos para < o, F(k, t) = F(k, ti)
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Esta será la expresión que utilizaremos para la evaluación numérica del factor
de estructura.
En fluidos continuos, y debido a la total isotropía, S(le, w) no depende de o’
la dirección de le, no siendo así en gases de red. Podemos estudiar S(le,w)
con su dependencia angular o bien hacer un promedio sobre 6k•
o’
7.3 Método de Landau—Placzeck
La inversión analítica de (7.1) es muy compleja para todo valor de le y w o’
Nosotros lo haremos numericamente exponiendo los resultados en la seccion
7.4. Sin embargo, existe un método debido a Landau y Placzeck que permite
evaluar S(le,w) en el régimen hidrodinámico, pequeño vector de ondas y pe- o’
queña frecuencia. Su argumento se basa en que en el régimen hidrodinámico
sólo los modos lentos son relevantes en el factor de estructura. Hacemos esta
idea más precisa partiendo de la ecuación (7.18), donde realizamos sólo la o’
transformada de Fourier en la variable r, obteniendo,
CC
pS(le,w) st >3 e~’~ >3 F
0(k, t)tc. (7.24) o’
t—0O tj
Insertamos ahora la descomposición espectral de r15 dada en la ecuación
(7.6), que nos lleva a o’
CC
pS(le,w) >3 >3e~Á~ >3<’iioppjeík½c, (7.25)
t—00 AL ti a
donde la suma sobre ji se extiende tanto sobre modos hidrodinámicos como
sobre modos cinéticos. En el régimen hidrodinámico, en el que estamos
interesados, los modos lentos tienen autovalores que se comportan como o’
¡ Rez4(k)¡ st 0(k
2) mucho menores que 1, mientras que para los cinéticos
como ¡Rez,~(le)¡ st 0(1). Por tanto los modos cinéticos se amortiguan
rápidamente y son despreciables tras pocos pasos temporales, en contra- o’
posición a los hidrodinámicos que decaen muy lentamente. La aproxi-
mación de Landau—Placzeck consiste precisamente en ignorar los modos
rápidos o cinéticos, restringiendo la suma en ji en (7.25) a los modos hidro-
dinámicos únicamente. Esta aproximación está perfectamente justificada
cuando ¡Rezhj~
0(le)¡ < IRezcínet(k)¡. Aun dentro del grupo de modos len-
tos, el modo transversal o de cizalla no contribuye, puesto que verifica que
Zí <‘ti st O y, por tanto, no se acopla con la densidad. Así pues sólo queda
el par de modos sonoros, y st ±. Por tanto, el factor de estructura en la
aproximación de Landau—Placzeck resulta:
o’
o’
o’
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CC
pS(le,w) >jj] e~”’~ >3 eZAL<k)t >3 <‘4’ QMJ~~~ (7.26)
AL± tJ
Podernos realizar la transformada de Fourier en t, obteniendo,
pS(le,w) st 2Re E [1 — e¾w+zÁk) — 1] E <‘ALI 4%fle iv. (7.27)
u
Si empleamos las expresiones válidas hasta orden Iv2 de z±(k)obtenidas en(714) y (7.15), y recordamos que estamos en el régimen hidrodinámico (k,w
pequeños), obtenemos que:
pS(le,w) st b >3 F¡2k2
az± (~ akco)2 + (f’/2)2Iv4 (7.28)
donde hemos utilizado que Z~ <§~> — b/2 (propiamente normalizado). La
ecuación (7.28) es la famosa fórmula de Landau—Placzeck. Un ejemplo típico
de S(k,w) se da en la figura 7.4. La ecuacion (7.28) muestra que en el límite
hidrodinámico el factor de estructura tiene dos picos, llamados picos de
Brillovin, lorentzianas centradas alrededor de w st +c
0Iv, que se asocian al
decaimiento de las ondas sonoras. La constante de amortiguamiento, rIv
2,
viene dada por la anchura de la lorentziana en su semialtura.
En fluidos en los que la energía es conservada aparece un tercer pico,
llamado pico de Rayleigh, que corresponde al modo térmico o fluctuaciones
de entropía. Como es un modo puramente difusivo está localizado en w st 0.
En el modelo FHP que nos ocupa no aparece puesto que no hay conducción
termica ya que no se conserva la energía. En modelos térmicos tal pico ha
sido observado en la simulaciones numéricas [Crosflís et al 92] en acuerdo
con los resultados que se obtienen al hacer la teoría de Landau--Placzeck
con modos térmicos. En ellos, tanto la anchura de los picos de Brillouin
como el de Rayleigh y la velocidad del sonido dependen de la densidad y de
la temperatura.
En lo que resta de capítulo compararemos el resultad del método de
Landau—Placzeck con la resolución numérica de S(le,w) obtenida a partir de
(7.17).
7.4 Análisis de diferentes regímenes del factor de
estructura
Esta sección estará dedicada al análisis del factor de estructura S(k,w) en
diferentes regímenes de (le,w), con w ~ 0(k). Nos limitaremos al modelo
e’
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Figura 7.4: Factor de estructura en el límite hidrodinámico. Los picos de Brillouin
se localizan en +c0k con anchura FIv
2.
FHP-I, por ser el más sencillo y el que presenta todas las características
esenciales. Asimismo nos concentraremos en los modos sonoros, puesto que
los modos de cizalla no contribuyen a S(k,w). Hemos encontrado tres tipos
de comportamiento, relacionados con la estructura del espectro discutida en
la sección 7.1. Los llamaremos régimen hidrodinámico, régimen de partícula
libre y régimen cinético, caracterizados por diferentes valores de Iv. Pasamos
a analizar cada uno separadamente.
7.4.1 Régimen hidrodinámico
¶5
e’
e
e
o’
Este régimen se obtiene cuando k es pequeño. En él se recupera la hidro-
dinámica clásica, y la fórmula de Landau—Placzeck es válida. Sucede cuando
hay una clara separación de escalas entre modos hidrodinámicos y cinéticos
(corresponde, para hacernos una idea, a Iv < 0.1 en la figura (7.3)), esto es,
o’
‘e’(7.29)
En el orden más bajo en Iv reemplazamos la parte real de los poíos de los mo-
dos hidrodinámicos por su expresión perturbativa, Re(zl~ácfro(k)) =—rk2/2,
es
-c
0k c0k
u
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Figura 7.5: Factor de estructura para el modelo FHP-I
Iv st 0.05 y 0k = <12. La línea continua es la evaluación
discontinua (superpuesta) la fórmula de Landau—Placzeck
3
2
1
o
0.06
a densidad f st 0.5 con
numérica de S(k,w) y la
con 1’ st U Y 1/A
4 (ver ecuación (6.21)) y los cinéticos por log(1 — A,) —A~.
Así pues, si suponemos que todos los autovalores son aproximadamente igua-
les (lo que sucede en un amplio rango central de densidades), obtenemos la
condición que se satisface en el régimen hidrodinámico:
Iv « A4,A6. (7.30)
Esto es, Iv ha de ser mucho menor que un elemento típico de £2, y por tanto,
i(k e + w) se puede considerar como una pequeña perturbación de £2 en
la ecuación (7.23). En el modelo FHP-I a densidad f = 0.5 los autovalores
valen (ver tabla 6.2) A4 st 0.1875 y A6 st 0.375. Así pues el rango de validez
del régimen hidrodinámico es Iv ~< 0.2, como se obtuvo analizando el espectro
dibujado en la figura 7.3.
Una vez que se ha fijado la condición (7.29), el método de Landau—
Placzeck está perfectamente justificado, y sus resultados se ajustan muy
bien a la evaluación numérica de S(k,w). Ello se puede ver en la figura 7.5,
donde se ha representado k
2pS(le,w) a densidad f st 0.5, con Iv st 0.05 y
con 6k ir/12. El factor de escala k2 se introduce porque en los máximos la
función de estructura es de orden -~ (rk2<1. La línea continua muestra la
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Figura 7.6: Igual que en la figura 7.5 pero con le =0.1
evaluación numérica de S(le,w) a partir de (7.23) mientras que la de trazos
corresponde a la fórmula de Landau—Placzeck, ecuación (7.28). El acuerdo
es magnífico, superponiéndose ambas curvas. Para valores más pequeños el
resultado es aún mejor, como cabe esperar. Asimismo, en este régimen la
isotropía está garantizada, como se observa en las figuras 7.2. Según incre-
mentamos Iv, nos alejamos del rango de validez del régimen hidrodinamico.
En la figura 7.6 se representa el factor de estructura para la misma densidad
y 6k, pero con vector de ondas Iv = 0.1. Aquí se empiezan a notar pequeñas
diferencias entre el resultado exacto y la fórmula de Landau—Placzeck, aun-
que el acuerdo todavía es muy bueno.
¶5
¶5
a
e
e’
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7.4.2 Régimen de partícula libre
El régimen opuesto al hidrodinámico es el llamado régimen de partícula libre
o de alta frecuencia, que se obtiene cuando la desigualdad (7.30) cambia de
sentido, esto es, cuando
Iv» A
4,A6,
o’
(7.31)
pero manteniendo Iv pequeño. Este régimen se obtiene a densidades extre-
mas, porque en ambos autovalores hay factores f y 1 — f, que hacen los e.-
¶5
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0
el
7.4. .‘4ndlisis de diferentes regímenes del factor de estructura 99
a
(Ji
ci.cg
—0.150 —0.075 0.000
a>
Figura 7.7: Factor de estructura para el modelo
Iv = 0.1 ilustrando el régimen de partícula libre.
anchura £2~ = 0.001.
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FHP-I a densidad f = 0001 y con
Los picos se localizan en Iv - e1, con
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Figura 7.8; Igual que en la figura 7.5 pero con Iv st 3
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autovalores muy pequeños. En este caso £2 se puede considerar como una
pequeña perturbación de «le.c+w) en (7.23). Podemos hacer un desarrollo
perturbativo alrededor de f st Oo f st 1 (£2 st 0> [Das et al 921, para obtener
que los poíos se localizan en:
z4(k) ile •c4 + f?gg, ji st 1,...,6, (7.32)
el
con lo que la función de estructura resulta
6 e
pS(le,w) = 2Re>3 le. e1) + £2~
•=~ ~G (7.33a)
es
st 2Z(le)2£22t~
(7.33b)
En el límite de densidad nula (f —~ O) podemos podemos aplicar el resultado:
1 1 el
hm st Pr + irS(w — wo), (7.34)
2W
(donde P denota la parte principal) a la ecuación (7.33a) para concluir que
en este régimen aparecen picos con forma de 6. localizados en le . c~. Ello
se ilustra en la figura 7.7 a densidad f st 0.001, Iv = 0.1 y = <12. En
ella se aprecian los picos localizados en k . c~, en este caso en los valores
±0.26,+0.707, ±0.966. Igualmente la anchura y la altura de los picos es
similar para todos ellos, dada en buena aproximación por 2£2~~ y
respectivamente, como se obtiene de (7.33b). Por supuesto, en este régimen e’
la aproximación de Landau—Placzeck es completamente erronea.
Si se analizara el espectro para el caso representado en la figura 7.7, a
densidad f st 0.001, se observaría que los autovalores z4(k) convergen a e
un valor constante para valores muy pequeños de Iv (Iv ~ 0.005). Es un
espectro muy similar al presentado en la figura 7.3 pero la convergencia de
los autovalores se produce para Iv 0.005. A partir de ahí se entra en e’
el régimen de partícula libre. En este sentido, también existe régimen de
partícula libre a densidades más altas cuando los autovalores han convergido
a uno solo. Por ejemplo, a densidad f st 0.5 (figura 7.3) para Iv > 1.5 los re’
autovalores han convergido a uno único, dado en buena aproximación por
£2jí. En la figura 7.8 se ha ilustrado este efecto para Iv st 3 y densidad
f st 0.5, donde se aprecian los picos centrados en ±0.78,+2.12,±2.90y con O’
anchura aproximadamente igual a 0.29 mientras oue £2~ st Q95
Cuanto menor es la probabilidad de que ocurra una colisión antes se
alcanza la transición al régimen de partícula libre. Ello se puede hacer e’
e
e-
e
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Figura 7.9: Igual que en la figura 7.5 pero con k 025
de dos maneras: disminuyendo (o aumentando) la. densidad hasta valores
extremos (figura 7.7) o bien trabajando con modelos con pocas colisiones
efectivas, como el modelo que nos ocupa, el FHP-I (figura 7.8). En un mo-
delo con muchas más colisiones activas como el modelo FHP-lII el régimen
de partícula libre no se alcanza sino para valores extremos de la densidad
[Das U al 92~.
7.4.3 Régimen cinético
Es un régimen intermedio entre los dos anteriores. Los modos cinéticos e
hidrodinámicos no están claramente diferenciados, pero todavía no se han
fundido en un único valor. La teoría de Landau—Placzeck ya no es válida,
porque su hipótesis de separación entre autovalores faila. Ello se ve en la
figura 7.9, a densidad f = 0.5 y Iv = 0.25. El cociente entre Zcinet y Zb.id~ro
es del orden de 15, y aunque la teoría de Landau—Placzeck da todavía un
acuerdo cualitativo, es cuantitativamente diferente4. Cuando aumentamos
el vector de ondas hasta Iv st 0.75 (figura 7.10) el cociente entre autovalores
4La teoría de Landau—Placzeck daría resultados mejores si se utilizaran en (725> los
valores co(k) y F(k) obtenidos tras resolver numéricamente la ecuación (77>.
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Figura 7.10: Igual que en la figura 7.5 pero con k = 0.75
cinéticos e hidrodinámicos decrece hasta 3 y la teoría de Landau—Placzeck
ya no es ni cualtitativamente correcta. En la línea sólida de 7.10 se empieza
a vislumbrar un comportamiento de partícula libre, con dos picos centrales
y dos laterales que se descompondrán en dos picos tipo 6 cada uno para dar
un espectro como el de la figura 7.8. Obsérvese la variación del factor de
estructura según se incrementa Iv (compárese las figuras 7.5, 7.6, 7.9. 7.10 y
7.8).
Una vez acabado el análisis de los diferentes regímenes del factor de es-
tructura, algunos comentados son necesarios. La dependencia del factor de
estructura con el ángulo es importante cuando estamos fuera del limite hi-
drodinámico. Por ejemplo, para la densidad a la que estamos trabajando,
f st 0.5 la localización de los picos de Hrillouin varía menos de un 0.2%
cuando el módulo de Iv vale 0.1. Cuando Iv crece hasta 0.2 (ya fuera del
que hemos llamado régimen hidrodinámico) la variación es del 2%. Para
la constante de amortiguamiento la dependencia es mayor, como se puede
intuir comparando la dependencia del espectro con la dirección, figura 7.2.
Por ello en el régimen hidrodinámcio podemos prescindir de la dependencia
del ángulo en S(k,w), y suponer que S(k,w) st S(Iv,w). Cuando se está
interesado en otros regímenes de Iv, S(k,w) depende del ángulo fuertemente,
e’
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en particular en el régimen de partícula libre. Por ello es importante espe-
cificar con que ángulo se trabaja. Ello es decisivo si queremos comparar la
teoría con las simulaciones numerícas.
Para el modelo FHP-lIl, como ya hemos comentado a lo largo del capí-
tulo, las cosas son algo diferentes. El resultado más importante es que el
régimen de partícula libre no se alcanza para muchas densidades, extendién-
dose el régimen hidrodinámico (clásico o generalizado) hasta valores muy
altos de Iv. Ello es muy bueno puesto que estamos interesados en los gases
de red para modelar las ecuaciones de la hidrodinámica. y cuanto mayor
sean estos rangos, mayor será la aplicabilidad del modelo.
liemos así analizado el espectro y el factor de estructura para gases de
red. Ambos proporcionan información muy importante acerca del compor-
tamiento hidrodinámico de dichos modelos. En particular, hemos estudiado
la isotropía y las regiones en las que son validas la hidrodinámica clásica y
la generalizada.
Hasta aquí se ha desarrollado la teoría cinética en la aproximación de
Boltzmann, donde debido a la simplicidad de la evoluación hemos sido ca-
paces de obtener muchas propiedades de la cinética de los gases de red.
En la parte siguiente de esta memoria nos dedicaremos a un tema mucho
más difícil: elaborar una teoría para estudiar cómo las secuencias de colisio-
nes correlacionadas modifican las propiedades del sistema. Será mucho más
compleja que la aquí presentada, pero seremos capaces de obtener resultados
muy importantes y que se ajustan muy bien a los resultados obtenidos por
simulación.
ee
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8Desarrollo de la Teoría
8.1 Introducción
En esta última parte de la tesis vamos a continuar desarrollando la teoría
cinetica de gases de red. En la parte anterior hicimos un estudio exhaustivo
de la teoría cinética en la aproximación de Boltzmann, cuya suposición fun-
damental es la ausencia de colisiones correlacionadas, esto es, las partículas
colisionan en un punto pero no se vuelven a encontrar nunca ni lo hicie-
ron antes. Esta aproximación es muy buena cuando la densidad es muy
baja (o también muy alta), porque entonces es muy improbable que se pro-
duzcan secuencias de colisiones correlaciondas, que requieren al menos tres
partículas. Las contribuciones de tales eventos son de orden relativo 0(p)
cuando se comparan con colisiones descorrelacionadas binarias, que son las
tenidas en cuenta en la ecuación de Boltzmann. Sin embargo, a densidades
medias la probabilidad de que tal evento ocurra no es despreciable y a esas
densidades la descripción de las propiedades cinéticas del gas de red en la
aproximacion de Boltzmann no es correcta.
En particular, la aproximación de Boltzmann predice una evolución de
las fluctuaciones de los números de ocupación (ecuación (5.14)) que lleva a
que el propagador cinético (y con él todas las correlaciones a dos cuerpos)
decaiga temporalmente de manera exponencial, según obtuvimos en (7.1), o
mas explícitamente en (7.6). Sin embargo sabemos que tanto en fluidos con-
tinuos [Alder y Wainwright 70] como en gases de red [Frenkel y Ernst] las
funciones de correlación, tanto las de fluidos como las de partícula marcada,
muestran decaimientos temporales algebraicos, las llamadas colas a largos
tiempos. Estas funciones de correlación decrecen como tsd/2, donde d es la
dimensión del sistema. La deducción de este resultado se hace a partir de la
107
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Figura 8.1: Ejemplos de colisiones correlacionadas. Fuente: [llansen y McDonald
86].
teoría del acoplamiento de los modos, desarrollada para fenómenos críticos
[Kadanoff y Swift 68] y aplicada posteriormente a fluidos [Ernst et cl 761.
En ella se supone que las fluctuaciones de densidad no decaen como una
e
combinación lineal de modos, como se escribió en (7.6), sino que lo hacen
acoplándose a pares de modos con diferentes vectores de onda [Ernst 91b].
Físicamente representa que las recolisiones, que son responsables de las co-
las a largos tiempos, se producen por el movimiento de vórtices o modos de
cizalla, ilustrados en [Alder y Alley 84]. Este mecanismo se extiende sobre
distancias mucho mayores que el recorrido libre medio (distancia media entre
colisiones), y por ello la teoría del acoplamiento de los modos es válida para
tiempos largos. Este argumento puramente fenomenológico está en excelente
acuerdo con los resultados obtenidos por simulación numérica. Para las im-
plicaciones de la existencia de colas a largos tiempos, referimos a [Ernst 91b].
Aquí sólo citaremos la no existencia de hidrodiudmica en dos dimensiones.
Como ya vimos en capítulos anteriores, los coeficientes de transporte vienen
dados por sumas temporales de las funciones de correlación. Para sistemas
bidimensionales el sumando es una función que decae como t1, y la suma
diverge como logt. Por tanto los coeficientes de transporte en dos dimensio-
nes no existen, ni tampoco la hidrodinámica. En sistemas unidimensionales
tal divergencia es aun mayor. Sólo para sistemas con d > 2 los coeficientes
de transporte y la hidrodinámica clásica existen.
En esta parte de la tesis desarrollaremos una teoría que tenga en cuenta
las recolisiones más sencillas que se pueden producir, las del tipo descrito en
la figura 8.1. En ellas tenemos dos partículas que colisionan en el punto A,
e,
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evolucionan cada una separadamente, realizando colisiones descorrelaciona-
das, tipo Boltzmann, y al final colisionan de nuevo en el punto 13. Por su
estructura las llamaremos colisiones de anillo y a la teoría cinética resultante
teoria cinética de anillo. Sólo teniendo en cuenta este tipo de colisiones y
en el límite de tiempos mucho mayores que el tiempo libre medio seremos
capaces de obtener la teoría del acoplamiento de los modos y por tanto el
decaimiento algebraico de las funciones de correlación descrito. Mostrare-
mos como se produce la transición del decaimiento exponencial predicho por
Boltzmann al algebraico.
Estrictamente hablando los coeficientes de transporte no existen en sis-
temas bidimensionales: son divergentes como log t. Sin embargo se miden en
las simulaciones numericas con bastante precisión y resultan ser finitos. Esta
aparente paradoja es debida a que en las simulaciones tanto los tamaños del
sistema como los tiempos simulados son finitos. La divergencia como logt
se puede escribir asimismo como una divergencia log L, con L el tamaño
lineal del sistema. Sin embargo, las contribuciones de A log t o de B log L a
los coeficientes de transporte en gases de red es pequeña a tiempos finitos
comparada con los valores de l3oltzmann de los coeficientes de transporte.
Pero si queremos comparar los resultados numéricos con los obtenidos me-
diante las fórmulas de Green—Rubo, hemos de sumar dichas fórmulas sólo
hasta el tiempo en el que se realizan las simulaciones. Ello no era de im-
portancia en la aproximación de Boltzmann, puesto que alli el decaimiento
exponencial daba unos coeficientes de transporte finitos. Sin embargo, en
nuestra teoría, que predice el comportamiento correcto a largos tiempos, el
truncamiento de la suma es de vital importancia. Cuando se trabaja así
la teoría cinética de anillo reduce en más del 60% la diferencia entre los
valores dados por la aproximación de Boltzmann y los valores obtenidos por
simulación. La débil dependencia temporal de los coeficientes de transporte,
como log t cuando t » 1, hace que dichos coeficientes no sean muy sensibles
a la extensión temporal de la simulación. Así, cálculos detallados que seran
expuestos, muestran que al pasar de 150 a 500 pasos temporales las sumas en
las fórmulas de Green—Kubo se incrementan en menos del 4%. Por tanto, la
divergencia de los coeficientes de transporte es extremadamente débil. Igual
sucede con el coeficiente de difusión.
La teoría cinética de anillo nos permitirá también explicar de forma
exacta un fenómeno observado en las simulaciones numéricas de los siste-
mas tridimensionales, como son las desviaciones de la aproximación de floltz-
mann tras dos pasos temporales [van der 1-1oef y Frenke] 90]. En sistemas
discretos el tiempo mínimo para que se produzca una colisión correlacio-
e,
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nada es t = 3 [Kirkpatrick y Ernst 91]. Ello es debido a que las partículas
necesitan al menos dos pasos de tiempo para ir al nodo vecino y volver.
Así pues, para tiempo t = 1,2 las funciones de correlación están descri- e,
tas de manera exacta por la aproximación de Boltzmann. Sin embargo,
en sistemas tridimensionales aparecen desviaciones de la aproximación de
Boltzmann tras sólo dos pasos temporales, no así en sistemas en una, dos e,
[Naitoh ej al 91b] y cuatro dimensiones [Dijkstra et al 92). ¿Qué es lo que
hace a los sistemas tridimensionales comportarse de forma distinta? Como
ya expusimos, no hay red tridimensional regular con isotropía de tensores e,
de cuarto orden. La forma de simular redes en tres dimensiones es a partir
de una red cuatridimensional (FCHC) en la que una de las dimensiones se
ha hecho periódica tras sólo dos intervalos espaciales [Frisch et al 86]. A
través de dicha condición periódica las partículas pueden encontrarse tras
sólo dos pasos temporales y producir colisiones correlacionadas. Por tanto
es un efecto puramente geométrico que la teoría aquí presentada explicará
cuantitativamente. Este, junto con la deducción de la teoría del acopla-
miento de los modos y las correcciones de los coeficientes de transporte, son
los principales resultados de la teoría cinética de anillo. e,
8.2 Difusión de una partícula marcada
En este capítulo y en el siguiente no estudiaremos los coeficientes de trans
porte de fluidos, las viscosidades, sino que estaremos interesados en el coeficiente de difusión. Para la determinación de este coeficiente existen inag-
níficas simulaciones numéricas [van der Roel y Frenkel 90], con errores me-
nores del Q.i%, que permiten comprobar la validez de la teoría y que han
corroborado con excelente precisión la teoría del acoplamiento de los modos
[Frenkel y Ernst].
Para estudiar procesos de difusión en fluidos hemos de registrar la tra-
yectoria de una partícula del fluido. Sin embargo, en gases de red nos en-
contramos con el problema de que las partículas son indistinguibles. Su
identidad se pierde en cada colisión y tras ella nos es imposible decir cuál
es la partícula que estábamos siguiendo. Por ello, no nos es posible definir
la trayectoria de una partícula del fluido. Para solventar este problema se
toma una partícula del fluido y se hace distinta al testo: se marca. Para que
no perturbe al fluido, se impone que la dinámica de la partícula marcada sea
igual a la de cualquier particula del fluido. Así pues, el paso de colisión se
realiza de acuerdo a las reglas de colisión del fluido, independientemente de
e,
e
e,
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la presencia o ausencia de la partícula marcada. Una vez que se ha realizado
la colisión, la marca se distribuye entre las particulas presentes según unas
reglas especificadas.
Ray muchas formas de elegir las reglas de distribución de la marca entre
las partículas [Ernst y Naitoh 91]. Nosotros sólo consideraremos las llama-
das reglas de colisión máximamente aleatorias, MAxRCR, introducidas por
Erenkel y colaboradores en sus simulaciones numéricas. En ellas la marca
se asocia aleatoriamente a cualquiera de las partículas presentes en un nodo
tras la colisión, independientemente de que se haya producido una colisión
activa o no. Con estas reglas de colisión la partícula marcada tiene un mo-
vimiento balistico (línea recta) cuando la red está vacía (densidad f —~ 0), y
por tanto un coeficiente de difusión D infinito, y realiza un camino aleatorio
cuando la red está completamente llena (f — 1). Con estas reglas de colisión
de la partícula marcada se pueden obtener muchos resultados sin especificar
las reglas de colisión de las partículas del fluido, sino sólo sabiendo las ca-
racterísticas básicas del modelo: número de bits y tipo de red. Volveremos
sobre ello más adelante.
Una vez definida la dinámica de la partícula marcada, el coeficiente de
difusión D viene dado por la relación de Einstein [Einstein 65] entre el des-
plazamiento cuadrático medio y el tiempo transcurrido (supuesto t » 1):
— rx(0))2>= 2Dt, (8.1)
con rr(t) la coordenada x de la partícula marcada en el instante t. Si
tomamos la derivada temporal discreta, Ae, definida como:
v(t) = Atr(t) E r(t + 1) — r(t), (8.2)
y utilizamos el carácter estacionario del promedio en (8.1), llegamos a un
fórmula de Green—Kubo para el coeficiente de difusión [Ernst 9 la]:
hm Z<vr(r)v~(0)> — ~<v~(0)2>, (8.3)
r0
similar a las fórmulas de Green—Rubo para los coeficientes de transporte
obtenidas en el capítulo 3. Al sumando se le llamafunción de autocorrelacion
de la velocidad, abreviada de su nombre anglosajón como VACF, &(t):
&(t) = <v~(t)v~(0)>. (8.4)
Este será el objeto de estudio de este capítulo y el siguiente. Su comporta-
miento cualitativo es similar a cualquiera de las funciones de correlación del
fluido.
ae
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8.3 Ecuaciones de evolución de la partícula mar-
cada
e,
Una vez que hemos dado las reglas de colisión de la partícula marcada po-
demos efectivamente conocer su trayectoria, que será en general de tipo
estocástico, puesto que las reglas de colisión empleadas, las MAXRCR, así e
lo son. De manera similar a como se hizo para las partículas del fluido,
definimos un número de ocupación de la partícula marcada como v(r.c.,t),
cuyo valor es 1 si hay partícula marcada en el nodo r con velocidad c~ en e
el tiempo t y O en el caso contrario. Sus propiedades de equilibrio son muy
sencillas. Puesto que sólo hay una partícula en todo el sistema, el valor
medio de ves: e,
= <u> = ~, (8.5)
e
con y en numero de nodos en la red. Asimismo, las correlaciones a igual
tiempo son:
= 6~36(r,r’)<v>
<u(r’,c5)ón(r,c,)> = 6í56(r,r’)<u> (1 —1)
<u(r, c¿)u(r’,cd)bn(r”,ck) = ¿iJ¿Iké(r, r96(r’,r”)<v>(1 — 1). (8.6)
Las correlaciones a dos y tres puntos diferentes se anulan a no ser que todas
las posiciones y velocidades sean iguales. Estas propiedades se obtienen te-
niendo en cuenta que si v(r, e1) es igual a 1, necesariamente n(r, e1) también
es 1, puesto que la partícula marcada es una partícula del fluido que traus-
porta la marca.
e
En cuanto a la ecuación de evolución de la partícula marcada, es exacta-
mente igual a la de una particula del fluido, pero reemplazando los números
de ocupación del fluido n por números de ocupación de la partícula marcada
a
u, y con la salvedad de que ahora el operador de colisión depende tanto de
n como de u. Lo denotamos por 1. La ecuación de evolución se escribe:
v(r + ~ + 1) = u(r,c¿,t) +t(VECcíIn(t),v(t)). (8.7) e
Esta es una ecuación de evolución hacia adelante, porque expresa el número
de ocupación en t+1 en términos de números de ocupación en 1. así que define
la dinámica usual del sistema. Sin embargo, para el desarrollo de la teoría
necesitaremos también una ecuación de evolución hacia atrás, que partiendo
de 1 = O exprese los números de ocupación en --1 — 1 en función de los
a
e.
u
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números de ocupación en —t. La dinámica es ahora la inversa: composición
de propagación inversa y colisión inversa. Cada paso descrito se escribe
como (sólo para < 0):
v(r,c., —t) = v’(r,c¿, —t) + I(ciln’(—t),v’(—t))
v’(r,c1, —t) = v(r + c1,c~,—t + 1) = S1v(r,c1, —t + 1). (8.8)
La combinación de ambas expresiones nos da la ecuación de evolución hacia
atrás, que resulta ser:
v(r, c~, —t — 1) = S~u(r, c~, —t) + i(c~Sn(—t). Sv(—t)) , (8.9)
donde el operador S actúa según:
(Su)5 = S5v(r,c5,t) = v(r +cg,c5,t). (8.10)
En esta ecuación, a diferencia de las ecuaciones de evolución hacia adelante
ecuaciones (2.5) y (8.7), los números de ocupación en el operador de colisión
no están evaluados en el nodo r, sino en los nodos adyacentes al nodo r.
Algunos comentarios surgen aquí. Los argumentos anteriores para cons-
truir una ecuación de evolución hacia atrás son sólo válidas para gases de
red con dinámica determinista e invertible, donde la ecuación dinamíca mi-
croscópica es invariante bajo inversión temporal. Este es el caso para el
modelo HPP y para el modelo determinista FHP en el que las reglas de
colisión se alternan en el tiempo (ver capítulo 2). Sin embargo, la mayoría
de los modelos de gases de red tienen reglas de colisión estocásticas, donde
sólo dinámica hacia adelante puede ser definida, esto es, v(t) = G(C)v(0). la
dinámica hacia atrás se drfine formalmente a través de:
<v(t)v(0)> =
= <v(0)Q(t)v(0)> <v(0)v(—t)>. (8.11)
En estos casos el nombre de dinámica hacia atrás, v(—t) = Q(t)v(0) sen-
cillamente significa la dinámica adjunta en el sentido del producto escalar
(promedio de equilibrio) en la ecuación (8.11). Si la ecuación microdinámica
es invariante bajo inversión temporal, la dinámica adjunta se reduce a la
dinámica hacia atrás.
El operador de colisión para la partícula marcada, 1, requiere también
algunos comentarios. Como hay una única partícula marcada en el sistema,
el operador 1 ha de ser lineal en u, manteniendo su no linealidad en los
números de ocupación de las partículas del fluido, u. El operador de colisión
e.
e.
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se puede desarrollar en fluctuaciones alrededor del equilibrio, como se hizo
en (5.10):
I(c,¡n,v) = Z(.x Li! ~;Qíx vi, 6n~2 . .. (8.12)
E tfl5 v+ Q4vn... u].
En la obtención de esta ecuación hemos usado la relación de equilibrio
I(c11<v>, <a>) = 0. También se utiliza el convenio de suma y la notación e,
abreviada y1 = v(r,c1,t), ¿u1 = ¿n(r,c1,t). El segundo subíndice de WA)
siempre está asociado con un número de ocupación de partícula marcada,
mientras que el tercero, cuarto, - . . (si existen) se refieren a partículas de
fluido. En lo que sigue utilizaremos frecuentemente la notación definida en
(8.12) IZ[-.] para denotar todos los términos en la ecuación de evolución no
lineales, que son los que nos darán las secuencias de colisiones correlaciona-
das. Algunas propiedades de los coeficientes Q son:
(Pl) !4,ñ~{2 ~ es simétrico en los índices (i2 .. . i~) de las particulas de fluido e.
(P2) ~ se anula si al menos un par del conjunto (i1 . . z~) son iguales.
e(P3) O¿ — It_ es el operador de colisión linealizado, que nos da la aproxi-
mación de Boltzmann. Además, ~ es simétrico en i y j.
8.4 Teoría cinética de anillo
Una vez obtenidas las propiedades más importantes de la dinámica de la
partícula marcada desarrollaremos la teoría cinética propiamente. Se hará
en base al propagador cinético para la partícula marcada, definido como:
e.
F,,(r,t) = bV<v(r,c¿,t)v(0,c1,0)>, (8.13)
con la normalización f11(r, 0) = ~ ¿(y, 0), teniendo en cuenta las propieda-
des (8.5). En este sentido, el factor bV juega el mismo papel en el propa-
gador cinético para la partícula marcada que el inverso del factor >c en el
propagador cinético normal. Su transformada de Fourier se define como:
mt
T’11(k, t) = Ze~k
tr,
3(r, 1) = b<v(k,c., t)vt(k,c2,0)>, (8.14)
r
y en función del propagador, la VACF se escribe en notación vectorial como: e,
a
e.
e
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=
1Zc
1F(r.t)c1 = 1 (8.15);c~F(k = 0,t)c1.
La teoría cinética de anillo que desarrollaremos es bastante complicada
y la notación bastante compleja. Conlíeva asimismo un número de aproxi-
maciones. Por ello antes de continuar vamos a dar una descripción del plan
que seguiremos. Hemos hecho un esquema que se representa en la figura
82. En él se representan por líneas continuas los desarrollos exactos y por
discontinuas las diferentes aproximaciones. Se parte del propagador cinético
defnido en (8.13), sobre el que se desarrollará toda la teoría. En él se in-
sertan las ecuaciones de evolución hacia adelante ~ hacia atrás expresadas
en (8.7) y (8.9). respectivamente. Ello nos lleva a una ecuacion no cerrada
para F, que expresa 1’ en términos de funciones de correlación a más de
dos cuerpos y que por tanto no puede ser resuelta. Sin embargo, a partir
de ella podernos obtener el comportamiento exacto para el propagador a
tiempo t = 2 en los sistemas tridimensionales explicados anteriormente. En
particular podemos calcular las correlaciones de tipo geométrico que des-
cribíamos y que tienen su origen en las condiciones de contorno. Para cerrar
la ecuación que obtuvimos anteriormente introducimos el llamado esquema
de desacoplamiento Gaussiano. El resultado es una ecuación integral para
F cerrada. De entre todos los términos que aparecen en ella nos quedaremos
únicamente con aquellos que provienen del desarrollo del operador de colisión
hasta orden cuadrático, esto es, los afectados por ~<2) con lo que obtenemos
la ecuación cinética de anillo para 1’. Esta es todavía una ecuación integral
de la fornía £ fI’F que continene recolisiones dentro de las recolisiones
y que se puede resolver de forma exacta para t = 3. Por último, realiza-
remos la aproximación de Boltzmann en los propagadores del integrando,
con lo que ignoramos las colisiones correlacionadas que se puedan produ-
cir después de la primera y antes de la última colisión correlacionada. Así
deduciremos la ecuación cinética de anillo simple, que será la que evaluare-
mos numéricamente y de la que obtendremos su comportamiento a tiempo
largos, y, a partir de ella la teoría del acoplamiento de los modos. En este
capítulo desarrollaremos la columna de la izquierda de la figura 8.2, dejando
para el capítulo siguiente el análisis de los diferentes tiempo, t = 2, t = 3 y
—
Comenzamos escribiendo la ecuación de evolución hacia adelante como:
t’1(t + 1) = S’( il + Q)~1vftt) + S’111[v(t) . . . n(t)], (8.16)
donde hemos suprimido la dependencia espacial r. De hecho, esta ecuación
es válida tanto en el espacio real como en el espacio de Fourier. En el último
e,
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Figura 8.2: Esquema de la teoría cinética de anillo. Se parte de la definición del pro-
pagador para concluir en la llamada ecuación de anillo simple. Las flechas continuas
representan desarrollos exactos mientras que las discontinuas son aproximaciones
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v1(t) representa v(k, c~, t) y el término K~[.. .] es:
A=2 -
Además, frecuentemente eliminaremos el subíndice i de y, y lo considera-
remos un vector de b componentes. Procedemos ahora con la solución de
la ecuación (8.17). Para resolverla formalmente, reemplazamos v(t) en la
parte lineal de la ecuación (8.16) por su expresión en términos de r’(t — 1) y
u(t — 1) dada por la propia expresión. Así, obtenemos que:
v(t ±1) = S
1(t+ fl){S1(t ±K~)u(t—l)+ S~~1~[vn1(t1)}
+S’fl[v..nj(t)
= + ti)] v(t — í)+ [S—’(t + S ‘~i[v . . . n](t— [)
+t’Q[v. . .nj(t). (8.18)
Repetimos esta operación t veces, para obtener la solución formal de (8.16)
como:
¿‘(1) = Wv(0) + ® S’?i[v. . . u], (8.19)
donde el operador t es el propagador cinético de la partícula marcada en
la aproximación de Boltzmann, similar al dado en (7.1):
t (k, t) = [eikC(l ~ ~)], (8.20)
y la convolución se define a la vista de (8.18) como
t—1
(f0q)(t) = >3f(t— 1 — r)g(r). (8.21)
7=0
La sustitución de la ecuación (8.19) en la definición del propagador, (8.13),
nos da:
£(k, É) = b(u(k, t)ut(k, ~»= r + bW ~1 ® (Q4v... n)vt(0)>, (8.22)
donde el vector vt(k, 0) con componentes z<(k, 0), denota el hermítico de
¡4k, 1). Remos usado la relación de equilibrio (8.6) b<v(k, 0)vt(k, 0)> =
1. En la ecuación (8.22) fl[v. . .n] contiene productos de A números de
ocupación. Por tanto, dicha ecuación no es una ecuación cerrada para r,
porque expresa una función de correlación (1,1) (1’) en términos de funciones
mt
e
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de correlación (A,1), <vi(t) . . . nA(t)v7(0)). Estas funciones de correlación se
pueden escribir, utilizando la propiedad de que los promedios de equilibrio
son estacionarios, como:
e.
<vi(t) . . nA(t)v;(o)> = <~‘(0) . . - nA(0ft1(—fl>. (8.23)
Ahora entra en juego la ecuación de evolución hacia atras (8.9), escrita como: e,
— 1) = (1 + j~’))Sy(~t) + fl[Sv(—t) .. . Sn(—tfl, (8.24)
que resolvemos en términos del propagador de floltzmann adjunto, = e.
[(1 +~V)>sit como se hizo anteriormente con la ecuación de evolución hacia
adelante. La solución es:
e.
v
tQt) = vt(o)t(t) + Z~iStva(~~r)... ~ —o(—r)]I’ (t — — 1). (8.25)
r=O
e,
Definamos ahora el adjunto actuando sobre fl[...] como:
(W[sv.. . Su]) ?~4S1v . . S1n~]. (8.26) e,
Podemos sustituir la expresión para el número de ocupación de la partícula
marcada en el tiempo —e, (8.25), en el promedio (8.23), lo que nos lleva a
una expresión para el propagador:
= + bWS’ o (u... n]Iit [Su... Sn]> 0Y0, (8.27)
e,
donde hemos utilizado la relación <Ki[v(0). . . n(0)]vt(0)> = O (consecuencia
-o
de la propiedad (P2)) para eliminar los productos cruzados .. .31’ . La
ecuación (8.27) expresa la función de correlación (1,1) como suma de la mr
parte de Boltzmann dada por W más términos que contienen funciones de
correlación de órdenes más altos (pi, A) con pi, A = 2 b — 1,
e
= (ui(t)6n
2(i). . . 6nA(t)[Sjj?¡4(O)S’6n~.(0).. . S~’6n(O)]> (8.28)
e.
y por tanto la ecuación (8.27) no es una ecuación cerrada para 1’. El me
canismo de cierre lo da el llamado esquema de desacoplamiento Gaussiano
[Kirkpatrick y Ernst 91], cuya idea básica es que las componentes de Fourier e
de los números de ocupación se distribuyen de manera gaussiana, al menos
cuando el vector de ondas es pequeño, como consecuencia del teorema del
límite central [Van Kampen]. Con esta aproximación todos los cumulantes e.
e.
e
a
e
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de orden mayor que dos son despreciados, y las funciones de correlación
de orden mayor que dos se factorizan en términos de funciones de orden
dos. Como consecuencia de esta aproximación, necesariamente la contri-
bución (Á,p) es no nula sólo si ~ = pi. En el caso contrario el promedio
sería nulo en virtud de las propiedades de equilibrio de los números de ocu-
pación, ecuaciones (3.10) y (8.6). Además, siempre hemos de acoplar vx(t)
and i{(O) en un único promedio <vi(t)r<,(0)>; otros acoplamientos como
<ui(t)6n.(O)>, dan contribuciones que son de orden 0(11V), en virtud de
(8.6). Los números de ocupación de las partículas de fluido se pueden aco-
plar en todos los pares posibles <¿nk(t)6n40)), donde el índice k pertenece
al conjunto {12. .. >4 y el índice 1 a {1’2’ . . . pit}, de (Á — 1)! formas posibles.
Acoplamientos de tu dentro del mismo conjunto se anulan inmediatamente
en virtud de la propiedad (P2) y de los promedios (3.10). Nótese que la
aplicación del esquema de desacoplamiento Gaussiano a (8.22) nos hubiera
dado un resultado nulo. Remos tenido que insertar la ecuación de evolución
hacia atrás para poder aplicarlo.
Así pues, el esquema de desacoplamiento Gaussiano da para el término
más simple en (8.27), aquel con .X = pi = 2 (recuérdese que A = pi = 1 está
incluido en la aproximación de Boltzmann),
= <v
1(k, t)u(k’, 0)><n,(ki, t)n?(kl, 0))
= <v>V¿(k, k’)nV¿(ki , k’~ )f1¡(k1 , t)l’,k(k, t). (8.29)
Si sólo consideramos este término dentro de todos los posibles en (8.27),
llegamos a la ecuación cinética de anillo:
Fis(t)=fl.+Ú?m S¡®tie2)R ~lJ,J2 ®Ét, (8.30)
donde R1,~2 5~ 52 es la integral de anillo, que se obtiene multiplicando dos
ecuaciones (8.17), considerando sólo los términos A = 2, tomando el prome-
dio y factorizando según se escribió en (8.29):
= ~ >3I’~1s1(q,r)S~’(q)1’~212(k — q, ,-)S7
1(k — q). (8.31)
rl
Nótese que sólo los términos con i
1 ~ i2 y Ji # h aparecen en (8.31)
a causa de la propiedad (P2) de los elementos de ti. La estructura del
término de anillo en la ecuación (8.30) es un propagador de Boitzmann,
una colisión (en este caso descrita por 11(2)), seguida por dos partículas
que se propagan independientemente, una marcada (descrita por L’5
1) >
ee.
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—(2)
una del fluido (rs—1), para acabar con una recolisión (fi ) seguida por
una propagación de Boltzmann. Esta es la estructura normal del termino
de colisión en fluidos continuos [Ernst y Dorfman 79]. Obsérvese que en a
la integral de anillo está el propio progadador de la partícula marcada 1’.
Por tanto, la ecuación (8.30) es una ecuación integral para 1’. Asimismo, en
(8.31) también aparece el propagador de las partículas de fluido, que obedece e,
una ecuación similar a (8.30), con ambos propagadores reemplazados por
propagadores de partículas de fluido. Por tanto, las partículas de fluido
realizan recolisiones descritas de la misma forma. e,
Cada factor en la convolución de (8.30) implica un paso temporal, de
acuerdo con (8.21), esto es, en la evaluación de Be) sólo necesitamos la
integral de anillo hasta t — 2. Por tanto, para t = 1 no hay términos en ‘e,
la convolución y el propagador está dado exactamente por la expresión de
Boltzmann. Para t = 2 necesitamos la integral de anillo en r = O, que es
nula excepto en redes con sólo dos espaciados de ancho. Volveremos sobre e,
ello en detalle en el capítulo siguiente.
Si hubiéramos tomado en la ecuación (8.28) todos los términos en A
y pi, tras aplicar el esquema de desacoplamiento Caussiano hubiérmamos e.
obtenido:
b—1
-o -o
ris(t)=ri.+1”imS;’®Z 1 IP>~> R~~>
e’
A2 (A— 1)! ynl2..A 12..A,1’2’..A’ l1’2’..A’ ® fl>
5,(8.32)
donde la integral R(A) es una extensión de la integral de anillo, y lleva el
producto de (A —1) propagadores 1’ de partículas de fluido y un propagador
de partícula marcada. 1’,
~, ( k, t) = (tc¡
x >3 6(k, 2~k~)J’ii¡(ki , t)e”” ci~ x fi [r11~(k~,t)e~kJCV] . (8.33)
kl...kX 5=2 e,
Los términos con A > 2 no contribuyen a tiempos cortos (t =2) en geo-
metrías regulares (sin correlaciones geométricas) ni a tiempos largos, aunque
pueden ser relevantes a tiempos intermedios. El término dominante cuando
—. ~ es aquél con A = 2, que es el que da el comportamiento algebraico
rd/
2 que predice la teoría del acoplamiento de los modos.
Una vez obtenida la expresión del propagador para la partícula marcada,
vamos a estudiar la VACE en el marco de esta teoría. Para ello, recordamos
la ecuación (8.15), en la que la VACF se escribe como 1’(k = O,t) multi-
plicado por la componente x de la velocidad. En la expresión (8.30) para
e.,
e
e,
e,
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el propagador, tenemos la parte de Boltzmann más las contribuciones de la
integral de anillo, que llevan en ambos extremos los propagadores de Boltz-
mann, (8.19), a vector de ondas k = 0. Para la mayoría de los modelos
estudiados, FHP, 8 y 9 bits, FCHC, el vector c resulta ser un autovector de
= O) por las razones de simetría expuetas en el capítulo 6’. El cálculo
del autovalor, al que llamaremos 1 — iv está expuesto en el apéndice 13.
Para las reglas de colisión MAxRCR, es independiente del modelo, de la di-
mensión y de las reglas de colisión del gas de red subyacente. La explicación
[Ernst y Naitoh 91] se basa en la conservación del momento en cualquier
colisión. Sean {c} y {cj el conjunto de [p] velocidades inciales y finales,
respectivamente en una colisión con p partículas. La velocidad esperada
tras la colisión es (l/p)~¿c~, de acuerdo a las MAxRCR. Sin embargo, a
causa de la conservación del momento, es también igual a (l/p) >11 c1, in-
dependientemente de las reglas de colisión del finido. Ello es cierto incluso
para un fluido en el que las partículas del fluido no interaccionan y sólo
la marca salta de una partícula a otra. Por tanto, podemos “apagar” las
colisiones y calcular iv para un fluido no interaccionante. El resultado es un
polinomio cuyos coeficientes son numeros combinatorios que se suman para
dar (apéndice 13):
1—f bl1— iv = (6— I)f[’ —(1--- (8.34)
Por tanto la parte de Boltzmann de la VACE y del coeficiente de difusión
vienen dadas por:
~B(t) = kc1 (x + c~ = cg(i — w)t
DB = c~(±—±). (8.35)
donde c0 es la velocidad del sonido, definida bajo la ecuación (3.15). Como
ya comentamos, aunque la aproximación de Boltzmann predice el compor-
tamiento a largos tiempos de forma incorrecta, su valor para el coeficiente
de difusión es muy bueno, con discrepancias con el valor simulado menores
del 1% [van der Hoef y Frenkel 91a]. En particular, el valor de Boltzmann
para ~ es exacto para t = 1,2.
Definamos ahora la cantidad A~,k¡ como la componente x de:
‘Para ‘adinámica de la partícula marcada eno es un autovector nulo del operador de
colisión, puesto que la velocidad de la partícula marcada no es un invariante de colisión.
ee,
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Ak, = Zciitt (8.36) nr
que asimismo sólo depende del número de bits del modelo y de su densidad e>
para MAxRCR, pero no de la red ni de las reglas de colisión del fluido.
Su cálculo se ha hecho explícitamente en el apéndice 13 y será utilizado en
detalle en el capítulo siguiente. Sustituimos ahora el propagador actuando
sobre c~, por P(q = 0,t)c go(t)c = (1 — w)tc y llegamos a:
= c¿g0 + tc’g~ ® A1.¿sRIs,k¡(O)A~k, ® go. (8.37) e.
Podemos ahora sumar una de las convoluciones. utilizando que (go®go)(t) =
t(1 — w)É1, para obtener la VACE en la aproximación de anillo, e,
t—2
&(t) = ~B(t) + b—’>3 ~ l)A1k¡. (8.38)
r1 e,
Para resolver esta ecuación, hemos de obtener primero los propagadores para
la partícula marcada, dado por (8.30), y otro similar para al propagador de
la partícula de fluido [Kirkpatrick y Ernst 91]. Una vez calculados, se llevan
a la ecuación (8.38) para así determinar la VACF.
Como consecuencia de la estructura de la ecuación (8.30), en la que el
epropagador aparece dentro de la integral, tenemos una ecuación implícita
para 1’, y por tanto, tenemos colisiones de anillo dentro de las colisiones de
anillo. Ello la hace muy difícil de resolver. Una aproximación posible es
e,
considerar que las colisiones intermedias no están correlacionadas, sino que
son de tipo l3oltzmann. Ello nos lleva a sustituir los propagadores en la
expresión de la integral de anillo por sus valores de l3oltzmann, obteniendo
a’
la llamada integral de anillo simple,
~ (k, r) = -~- >3it’,,,(q, r)551
1 (q)I’7
25jk — q,’r)S;’(k — q), (8.39)
y
rl
y a la teoría cinética resultante la llamaremos teoría cinética de anillo sim-
ple. La ventaja de esta aproximación es que la ecuación para ~ y para 1’ e
se convierten en explícitas, puesto que sólo necesitamos I’0 y P
0, que están
dados en (7.1) y (8.13). Como ya veremos en el capítulo siguiente, esta
teoría nos da el comportamiento exacto a largos tiempos, permitiéndonos e.
justificar la teoría del acoplamiento de los modos. Asimismo, las evalua-
ciones numéricas para estudiar la transición del decaimiento exponencial de
Boltzmann al algebraico td/2 se harán en base a esta teoría (capítulo 10). e
mt
0’
e
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¡¡asta aquí el desarrollo de la teoría. En los dos próximos capítulos estu-
diaremos sus implicaciones y los resultados principales. Concretamente, los
límites a cortos y largos tiempos se darán en el capítulo siguiente, mientras
que la evaluación numérica de los coeficientes de transporte se analizará en
el capítulo 10.
e.
a
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9Análisis de la teoría cinética de
anillo
Una vez desarrollada la teoría cinética de anillo vamos a estudiar sus con-
secuencias. Primeramente analizaremos el caso de tiempos cortos, con el
objetivo de explicar las correlaciones geométricas observadas en sistemas
tridimensionales a t = 2. Posteriormente estudiaremos la estructura de las
colisiones correlacionadas presentes en la teoría, evaluando la integral de
anillo para = 3. Finalmente y mucho más interesante es el caso de tiem-
pos largos, t —* ~, puesto que derivaremos la teoría del acoplamiento de
los modos (abreviada MCT). En este capítulo seguiremos trabajando con
problemas de difusión, con una partícula marcada sumergida en un fluido.
9.1 Tiempos cortos, correlaciones geométricas
Como ya explicamos, la simulación de sistemas tridimensionales se rea-
liza tomando una red en cuatro dimensiones, la red FCHC, con los pun-
tos (±1,±1,0,0), (±1,0,±1,0), (±1,0,0,±1),(0,±1,±1,0), (0, ±1,0,11),
(0,0,11,11), proyectándola a tres dimensiones e imponiendo condiciones
periódicas en la cuarta dimensión, u, tras dos espaciados de la red. Visto
como un sistema tridimensional, consta de partículas con velocidades (±1,
±1,0),(±1,0,11), (0,11,11), (±1,0,0), (0,11,0) y (0,0,11). Los canales
con Id = 1 están doblemente ocupados, pero son distinguibles de acuerdo a
su componente u (u = ±1).Nosotros mantendremos la imagen cuatridimen-
sional. Un ejemplo similar con el que se puede comprender esta construcción
se obtiene a partir de la red triangular FHP, haciéndola periódica en la di-
rección y tras dos espaciados. Lo ilustramos en la figura 9.1, donde, con las
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Figura 9.1: Geometría del modelo FHP con condiciones de contorno periódicas tras
2 espaciados en la dirección y. Los puntos 1 y 1’, 2 y 2’, r y 9 están identificados.
condiciones periódicas expuestas, se identifican los puntos 1 y 1’, 2 y 2’, o, e.
en general puntos que satisfagan
y’ rmod(ca—cb). (9.1) o
La proyección de los vectores de esta red a un sistema unidimensional nos
da partículas cuyas velocidades son 1, 1/2, —1 y —1/2. Los canales con
e
velocidades ±1/2están doblemente ocupados, porque tanto las partículas
con c~ = ‘ñ/2 como aquéllas con c~, = —x/S/2 van a parar a esos canales.
Con esta geometría podemos explicar la existencia de correlaciones tras a
dos pasos de tiempo. Supongamos que dos partículas, una de ellas marcada,
se encuentran el punto r = A en el tiempo t = 0, con direcciones c2 y
c6. La evolución consiste en una colisión seguida de la propagación. Por e,
tanto las partículas colisionan (intercambian la marca) en el tiempo t =
O’ = O + e con (e — O). Posteriormente se propagan hasta los puntos 1’
y 1 respectivamente. Pero estos puntos están identificados a causa de las e,
condiciones de contorno, por lo que las partículas se vuelven a encontrar
en t = 1. La dinámica continúa, y las partículas chocan de nuevo en t =
1’. La evolución se completa con una nueva propagación, que nos lleva a —
= 2. Por tanto, se han producido recolisiones en dos pasos temporales.
Si el sistema no fuera periódico tras dos espaciados de la red, las partículas
habrían de colisionar en 1 y 1’ con terceras partículas para volver al punto e.
B, donde se produciría la recolisión. En tiempo invertido en este caso seria
= 3. El mecanismo de recolisiones a través de la frontera es el que crea
las correlaciones. Son de tipo geométrico, no dinámico, puesto que son las 0’
condiciones de contorno las que las producen. En la visión unidimensional
del modelo (o tridimensional, para el modelo FCIIC) estas colisiones se
deben a la doble ocupación de ciertos canales. a
e.
e,
a’
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El exceso sobre el valor de Boltzmann de la función de correlación de-
bido a las recolisiones a t = 2 fue encontrado numéricamente en la VACE
por Frenkel y colaboradores en las simulaciones de sistemas tridimensionales
[van der Roef y Frenkel 91a]. No tenían lugar en sistemas cuatridimensio-
nales puros y por ello su presencia se achacó a las condiciones de contorno.
Ellos realizaron simulaciones numerícas muy precisas de la función de co-
rrelación a tiempo t = 2. Nosotros obtendremos exactamente tal función de
correlación y la compararemos con sus resultados numericos.
Comenzaremos escribiendo la VACF tras dos pasos temporales, (8.15),
utilizando el carácter estacionario del estado de equilibrio:
&(2) = V>3circsx<ví(r,l)vs(O~—l)>. (9.2)
ru
Observemos que sí escribimos la VACF en función de v1(r, 2) e insertamos
dos veces la ecuación de evolución hacia adelante, obtenemos un número
enorme de términos, del orden de 6b, í0~ y l0~ para los modelos FHP de 6 y
7 bits respectivamente. Utilizando las ecuaciones de evolución hacia adelante
y hacia atrás generamos únicamente del orden de 62 términos, muchos de los
cuales, además, serán nulos. Por tanto, utilizamos la ecuación de evolución
(8.7) para v1(r, 1) y la ecuación de evolución hacia atrás (8.9) para ¿¡g(0, —1),
con lo que la ecuación (9.2) resulta,
~r(2) = VZc&csr{(bík +
tlik)(65¡
rdJ
+ b _______________ pt~)
Aqs=2 (A— 1)!(pi — 1)! “1~A Jfl...5P
con todos los números de ocupación evaluados en t = 0. Si tenemos en
cuenta la propiedad (P2), definida en el capitulo 9 y los promedios de los
numeros de ocupación a igual tiempo, (8.6), concluimos que los términos
en (9.3) con A # y son nulos. Por tanto, podemos sustituir y por A y
sumar únicamente sobre A = 2 6. Asimismo, hemos separado la parte
de Boltzmann, (1 + 9), que, puesto que e es autovector de ti con autovalor
—iv, nos da:
= 4(1 — w)2. (9.4)
e.
e’
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Consideremos a continuación el término A = 2 en el desarrollo (9.3) donde, a’
de acuerdo con la propiedad (P2) se ha de verificar que i1 ~ i2 y j1 # 12.
Contiene el promedio
a
— c~)6n~2(r — c~)vy1(c51)6n52(c5j>
= {tc<v>6I,516i252 + <v>~(1 — f)
26~,
5~ ~Í25í }6(r,c¿ + e5, )¿(T,c1 + e52), (9.5) e,
que se ha evaluado de acuerdo a los valores medios dados en (8.6). Esta
igualdad es exacta. El término que contiene <¿‘>2 es de orden 1/V respecto
al que contiene <y>, y será despreciado. Las deltas de Kronecker espaciales 0’
en (9.5) se pueden escribir como 6(r,c, + c~, )6(c51,c5), que implica que
= e52 para sistemas mayores de dos espaciados en todas las dimensiones.
Sin embargo, de acuerdo con la propiedad (P2), ~ es cero. El mismo
argumento se aplica a todos los términos con A > 2. Por tanto, la aproxi-
mación de l3oltzmann, la única superviviente en (9.3) es exacta para t = 2
en sistemas mayores que 2 espaciados. ‘4
Supongamos ahora que se consideran los sistemas antes expuestos, con
dos espaciados de ancho en una de las dimensiones. Entonces, la condición
de las deltas de Kronecker en (9.5), ¿(e,,, e52), se puede satisfacer a través 0’
de la condición periódica. En el ejemplo ilustrado en la figura 9.1, la delta
es no nula con vectores dirigidos verticalmente. Por ejemplo, si considera-
mos e5, = e2 y e12 = e6, puesto que los puntos 1 y 1’ están identificados, ‘a
tenemos que 6(c2,c6) = 1. Los pares posibles que dan contribución no nula
son: (c2,ce),(co,c2),(c3,c5) y (c5,ca), y, en general, todos aquellos que
satisfagan la condición
e3, =ch mod (2<, (9.6)
e.
donde 2e es el periodo espacial (2e — eb en el caso representado en la
figura 9.1). Si definimos la VACF de exceso como
e,
= ~0(t) —
4’B(t), (o = x, y, z, u) (9.7)
la contribución de todos los pares (c
51,c52) que satisfacen (9.6) es:
e
6&(2) = ~Z(ZcirK~ks2 ) ~ ,cgj, (9.8)
3112
e
que resulta ser siempre positiva.
Los términos con A > 2 en (9.3) se pueden analizar de manera similar, con
el resultado: ¿(e5, ,e,2). . . ¿(e5,, CSX )t5(r, e1 + cg,). Este conjunto de deltas e
mt
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no puede ser satisfecho a la vez puesto que ello implicaría tres vectores e3
distintos llevando al mismo punto. Consecuentemente la ecuación (9.8) se
convierte en una expresión exacta para la VACF de exceso. Como se ha visto
claramente en su derivación, el origen de 6~ no es dinámico, sino un puro
efecto geométrico de las particulares condiciones de contorno de nuestra red.
Para el modelo FCHC proyectado a tres dimensiones, definido en una red
x, y, z, u de tamaño L x L x L x 2 existen 12 pares de vectores que satisfacen
la relación (9.6), todos aquellos con las mismas componentes x, y. z, y que
—(2)
difieren en la componente u. La cantidad >; ¿2~0
ti
1~ .52 que aparece en (9.8) es
la componente a de la cantidad A5152 definid a en <8.36), que se ha calculado
en el apéndice 13 con el resultado
Ak¡ = ~(ck + c¡)g(f,b) + 4(ck — c¡)h(f,b), Ir ~ 1
Ak¡ = O, Ir = 1, (9.9)
con g y ti dados en términos de a y ¡3, definidos en (1317) (g = o± ¡3 y
h = o — ¡3), siendo su valor
g(f, 6) = — [(6 — i)(b —
x{2 — bf — 6(1 — f)b—l + (6— 2)(l — f)b}
h(f,6) = — [(6—l)f7’{1 —(1— f)b
1J, (9.10)
que sólo dependen de la densidad y del número de bits. Podemos ahora
realizar la suma en (9.8), obteniendo el resultado exacto para la VACE de
exceso en el modelo FCHC,
1
= —1(1 — f)[g(f,24)]2 (a = x,y,z), (9.11)
6
para las dimensiones no periódicas x,y,z y obteniendo
1
6&(2) = —1(1 — f)[h(f,24)]22
para la dirección periódica u.
En la figura 9.2 hemos dibujado la VACF de exceso sobre Boltzniann nor-
malizada, ¿~~(2)/cg frente ala densidad 1. Los círculos son las simulaciones
numéricas [van der Hoef y Frenkel 91a], y los cuadrados son simulaciones
numéricas a las densidades 1 = 0.1 y f = 0.2 con muy alta precisión. La
línea de puntos muestra el valor de Boltzmann, ~fi(2)/cg = (1 — w)2. Para
densidades bajas (1 ~ 0.4) la contribución de Boltzmann es mucho ma-
yor que las correcciones, ~B(2) >~ 6&(2). Para densidades intermedias
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Figura 9.2: VACF de exceso para el modelo FCIIC. La línea de puntos representa
la aproximación de Eoltzmann, la línea continua es la YACE de exceso tras dos
pasos temporales, mientras que los puntos son los datos experimentales.
0.5 < f c 0.9 ambas contribuciones son del mismo orden. A densidades a’
altas, ¡ Z 0.95 la correción ¿&(2) excede el valor de Boltzmann al menos
en un factor 10.
La ecuación (9.12) nos da la VACF para la dirección periódica. Es dife- a’
rente a la YACE en cualquiera de las otras direcciones z,y,z, porque la geo-
metría impuesta rompe la isotropía del tensor de segundo orden <va(2)v0(0)>
con (a4) = {x,y,z,u}, aunque como objeto tridimensional (a,¡3) = {x,y,z} ‘4
es todavía isótropo. Como consecuencia, el coeficiente de difusión en la
cuarta dimensión (no física), D~, es diferente del coeficiente de difusión
e
físico Dr = O.. = D_ si se tienen en cuenta las cnlisinnes ,-nrrpl~cmnr~cl,~
También hemos analizado los términos en (9.3) con A > 2, y hemos
visto que son nulos. Sin embargo, si consideramos una geometría con dos e
direcciones periódicas tras dos pasos, esto es, sistemas con L x L x 2 x 2, el
término que involucra a It3> también aparece.
En conclusión, la geometría usual para simular sistemas tridimensionales a
isótropos induce pequeñas correcciones tanto en las funciones de correlación
como en los coeficientes de transporte, aunque cuantitativamente son efectos
minúsculos. Son de tipo geométrico (efectos de tamaño finito) debidos a la —
‘a
e
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pequeña anchura del sistema en la cuarta dimension.
9.2 Tiempos intermedios
En esta sección pretendemos analizar la estructura general de la integral de
anillo simple, (8.39). En ella los propagadores de la partícula marcada, 1’,
y de la partícula de fluido, U, han sido sustituidos por sus aproximaciones
de Boltzmann. Ello simplifica la forma de la teoría de anillo a una colisión
seguida por una evolución de las partículas tipo Boltzmann, esto es, desco-
rrelacionadas, para acabar con otra colisión (ver figura 8.1). La integral de
anillo simple, R0, para vector de ondas nulo, se escribe como:
= ~ >3 (e~~(n + ~É>)~ e~~%í (e’Q~úi + ti)) e~’n ,(9.13)
‘íji 232
rl
con ayuda de las expresiones de los propagadores y0 y r dadas en (7.1) y
(8.19) respectivamente. Podemos extraer los operadores (11 + 1?) y (1 + ti)
y realizar la suma en q, teniendo en cuenta que
V1 >3 e<~c’~ — ¿(c, c’) (9.14)
k
obteniendo:
= tc(il + Q)¿,k, (1±ti)k,k
2 . - (i +
ti)kr~i5,
X¿(C
1, + Q, + + c11,c¿2 + c¡, + . + c,j. (9.15)
La función delta que aquí aparece es no nula si
C,1 + ck~ + Ck2 + + e1, = ej2 + e1, + e¡2 + .. . + e,2, (9.16)
esto es, si el conjunto de velocidades forma un polígono cerrado. Esta es
la condición de anillo, que expresa que las dos partículas que se conside-
ran han de estar en el mismo nodo en el tiempo inicial (y = 0) y en el
tiempo final, r aunque entre medias lleven trayectorias independientes. El
numero de maneras de elegir las 2r velocidades que aparecen en (9.16) de
entre b elecciones cada una es 621 y por tanto, ese es el número de sumas a
realizar. Sin embargo sólo aquellos que satisfacen (9.16) han de tenerse en
cuenta. Aquí analizaremos la integral de anillo cuando r = 0, r = 1, que
corresponden a «t) con t = 2 y t = 3 respectivamente.
Cuando r = O, la aplicación de (9.15) da:
‘a
mt
132 9. Anóli.ñs de la teoría cinética de anillo
ci’
e52 a’
~51 C,,) e,1
%zzzzz~t a
C52 e,2
(a) (b) (c)
mt’
Figura 9.3: Posibles caminos que dan contribución no nula a los diagramas de anillo.
Para c~, fijado, hay dos posibles diagramas <a), dos (b) y cinco (c)
= Kb~,j,ói252¿(c11,c52), (9.17)
que es precisamente la condición que se estudió en la sección 9.1. Así pues la ‘4
integral de anillo también describe las correlaciones geométricas en sistemas
con periodicidad 2.
El análisis cuando ~- = 1 es ligeramente más complicado. Reescribamos a’
de nuevo la integral de anillo simple, (9.15) para r = 1:
= <1 + ~ + tit. e,
x¿(c,, ±c11,c,2+ e,2). (9.18)
Para tener una contribución no nula, hemos de garantizar que i1 ~ i2 y
Ji # 12, porque R~,~2~,52(1) va contraída con y de acuerdo con (P2) mt“Ii2,
sería nula en caso contrario. La condición de polígono cerrado, (9.16) es
para este caso e,, + e,, = e,2 + e,.2. En la figura 9.3 se muestran los posibles
0’
casos para el modelo FHP con 6 bits. Los casos (a) y (b) se expresan como
~‘1j2~jIi2, mientras que el (c) es ói,,j,+3¿12,h+3. Por tanto, la condición de
polígono cerrado es
0’
¿(e1, + e1, ,e,2 + e,2) = ~Ó52~5,i2 +
6i,,.5,+361
2,52+3 — ‘1.320243,51+3’ (9.19)
donde el símbolo ¿(4) es igual a 1 si todos sus índices son iguales y O en caso
mt
contrario. Corrige del conteo doble de ciertas trayectorias que acaban en el
origen. Si introducimos (9.19) en (9.18) y recordamos la expresión para la
VACF, dada en (8.38), llegamos a que el exceso sobre el valor Boltzmann
de la VACF es:
PC Ii.—~
= I2~Ar,tjAr,it Ilj5Uij
6i~ a’
— >3(A~.ÍS)2)]. (9.20)
0’
mt
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Para continuar necesitamos la expresión explícita tanto de los coeficientes
A como de t? y ti. Las expresiones de A se han dado en (9.9) y resultan ser
independientes del modelo si se consideran las reglas de colisión MAxRCR.
Los operadores de colisión linealizados sí dependen de las reglas de colisión
del fluido, aunque se tomen reglas MAxRCR para las partículas marcadas.
No evaluaremos aquí la expresión (9.20) porque nuestro objetivo no era dar
un valor cuantitativo para ~(3), sino ver como las recolisiones aparecen en
la teoría y ello ha quedado reflejado en (9.18).
9.3 Tiempos largos: teoría del acoplamiento de
los modos
La última sección de este capítulo es sin duda una de las más interesantes.
En ella vamos a derivar la teoría del acoplamiento de los modos (MCI), de
la que sólo se tenía una argumentación puramente fenomenológica, aunque
(laba muy buenos resultados a la vista de las simulaciones numerícas. A
partir de la MCT mostraremos que las funciones de correlación decaen con
y que en dos dimensiones los coeficientes de transporte divergen como
logt.
Partimos de la expresión para la VACE dada por la teoría de anillo
simple, ecuación (8.38) en la que reemplazamos la integral de anillo por
su aproximación de Boltzmann, a la que llamaremos R0, que se obtiene
sustituyendo los propagadores por sus valores de lloltzmann:
t—2
&(t) = ~s(t) + 6’>3 r(1 ln)ílAr,iiR~jkl(O,tr l)A~kt. (9.21)
r=I
Como mostraremos mas adelante la integral de anillo tiene un decaimiento
temporal de tipo algebraico, mientras que (1 — w)É decrece rápidamente con
un tiempo de relajación del orden de to 1/~log(1 — w)I (del orden de 1
para densidades mayores que f = 0.5 en los modelos FHP y FCIIC). Por
tanto, para t » t
0 la integral de anillo R
0(O,l — y — 1) se puede aproximar
por R0(0,t) y la suma sobre y de r(l —w)’ se realiza, dando nC2. Por tanto,
el comportamiento de la YACE a tiempos largos está dado por:
(bw2f1AxÓR~k,(0,t)AXk,. (9.22)
Analicemos ahora sólo la integral de anillo simple, dada por (8.39) como:
R?sk4k, r) = ~ >3f?k(q, r)S((q)F~¡(k — q, r)Sp1(k — q). (9.23)
rl
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En ella podemos sustituir los propagadores por su descomposición espec
tral. La descomposición espectral de U0 se ha estudiado en el capítulo 7.
Se escribió explícitamente en (7.6) y contenía (6— d — 1) modos cinéticos y ‘a
d ±1 hidrodinámicos, de ellos dos sonoros y d — 1 modos de cizalla, con las
características expuestas en la sección 7.1. La descomposición espectral de
W incluye un único modo lento, relacionado con la conservación del número
de partículas marcadas, única cantidad conservada en la dinámica. Lo es
(O» __
cribimos como ~ (k) — 6 1/2 debidamente normalizado, con difusividad
z’(k) = —Dic2 cuando k —* 0, siendo D el coeficiente de autodifusión dado --
en la ecuación (8.35). Hay también (6—1) modos cinéticos que decaen en un
tiempo medio igual al tiempo medio entre colisiones sufridas por partículas
marcadas. 0.
Como ya hicimos en el capítulo 7, para determinar el comportamiento
a tiempos largos de la integral de anillo, en la descomposición espectral de
U0 y r sólo consideraremos los modos lentos, etiquetados por ji para el e,
propagador del fluido U0 y por s para t. En esta aproximación podemos
escribir la integral de anillo a partir de (8.30) con las descomposiciones
espectrales de U0 y como:
R?sk¡(k, 1) = ~ >3>3 «(q»bj,’(k — q)
rl
mt
x exp[z,(k)t + z~(k — q)t]4~(k)4<(k — q). (9.24)
Para continuar con el análisis, volvamos a escribir la expresión del propa-
gador de la partícula marcada 1’, dado en la ecuación (8.30), en el límite a e.
largos tiempos y pequeños vectores de ondas:
f
15(k = 0,1) (l/Q~’~)11~Q~Q R?,,, (0, t>ti~2,52 (í/fl~’~ ~ (9.25)
donde se ha seguido la misma línea de razonamiento que en la obtención de
(9.22). El término de Boltzmann, dado en (8.30>, ha sido ignorado porque es
exponencialmente decreciente. Hemos de notar aquí que la ecuación (9.25) —
es sólo válida en el subespacio ortogonal al modo conservado «(O) = 4Á0» —
Irí/’2, el análogo para el propagador de la partícula marcada al definido en
la ecuación (7.8) para el propagador cinético. De otro modo, (9.25) sería
divergente. Si insertamos la descomposición espectral de R
0, ecuación (9.24)
en la expresión de 1’ (9.25), obtenemos productos del tipo ti4]~4o»<4Ó>~. En
el apéndice C se ha probado la relación al orden más bajo en Ir,
1 ~
0O)s~,(Oh¿
= f ti , (9.26) e,
e
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que es válida siempre que Wo» y ~~(O>g sean inxariantes de colisión de la
dinámica de la partícula marcada y del fluido respectivamente. Esta identi-
dad es válida para cualquier gas de red, independientemente de su geometría
o sus reglas de colisión siempre que el momento y el número de partículas
sean conservadas.
Podemos combinar (9.5) con (9.25) para eliminar los factores ti en el de-
nominador de (9.25) y llegar a la expresión a largos tiempos del propagador:
qq’
x exp[z3(q)t + z~(q)t]~O)J(q)4Q)M(~q), (9.27)
donde la suma sobre ji se ha restringido a modos hidrodinámicos al orden
mas bajo en Ir. Si lo aplicamos a la obtención de la yACE, obtenemos:
~(t) = ~ >3>3 ¡A”(q )¡2 jz.(q)+z~(~)lt
1~ rl
1—f
A~(q) = (9.28)
Los coeficientes A~(q) tienen la forma estandar de los de la teoría del acopla-
miento de los modos: la proyección de una corriente, c~, sobre un producto
de modos con vector de ondas opuesto. Un cálculo explícito para las am-
plitudes de la MCT nos da, utilizando las expresiones (7.13), (7.14) de los
modos al orden más bajo,
1—f
A«(q) = 26f acoqx
A’(q) = 1—1 (9.29)
6f coq±¡r
con lo que la YACE a largos tiempos es:
(1— f)cg ____
= i
bfV ~Lkd 1
+~ cos(coqt)e~D+ iF)~2t] (9.30)
El primer término representa la contribución del acoplo de los d —. 1 modos
de cizalla con el modo de difusión de la partícula marcada, mientras que el
e’
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segundo es el acoplamiento con el par de modos sonoros, cuya parte imagina-
ria compleja conjugada se suma para dar el cos(coqt). Consideremos primero
la contribución del modo de cizalla a (9.30). En el límite termodinámico,
cuando el número de modos y — ~, la suma de q sobre la primera zona de
Brillouin (1BZ) puede ser reemplazada por una integral, esto es,
1)
_____ 1 dqe~Yrl2t vo(4irat) —d/2 (9.31)V1>3 (2ir)d Jisz
donde yo es el volumen de la celda unidad de la red directa (yo = «1/2 para —
la red triangular). Para tiempos largos, sólo una pequeña región alrededor
de q = 0 contribuye, y la cola a largos tiempos dominante en la VACF en
(9.30) es: ‘a
= (1 — f)ú
0vo td/2 (1 —* c<, (9.32)
bf[4ir(v + Dfld/2
y particularizando para la red triangular bidimensional, tenemos,
(1—f)c¿vI 1 0’
= __________ — (t — oo). (9.33)
l6bfir(v + D) t
Para sistemas pequeños la diferencia entre la suma en q y la integral en q e
representa una corrección de tamaño finito que ha sido analizado analítica
y numéricamente para fluidos continuos [Erpenbeck y Woodl como en gases
de red ~ et al 9lb).
A continuación consideremos la contribución de los modos sonoros a
(9.30). En el límite termodinámico la integral sobre q que contiene al co-
seno da una función hipergeométrica confluente [Naitoh et al 90], que decae —
de forma exponencial en dimensiones impares (d = 1,3,...) mientras que
para dimensiones pares (d = 2,4,...) decae algebraicamente como O(td).
Representa un término asintótico subdominante, y da una contribución des- e.
preciable para todos los tiempos de interés. Sin embargo, en sistemas pe-
queños (del orden de 1000 nodos), las dos sumas discretas en q en (9.30), y
en particular el término del modo sonoro, dan grandes desviaciones de los nr
resultados de sistemas infinitos. Las predicciones teóricas para estos efec-
tos de tamaño finitos están en muy buen acuerdo con las simulaciones en
sistemas pequeños [Naitoh ci al 91a]. 0’
Antes de ver las implicaciones físicas de esta ecuación hemos de hacer
una serie de comentarios. Para las funciones de correlación que determinan
los coeficientes de transporte del fluido (las viscosidades), la descomposición e
e;
e
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espectral de la integral de anillo simple, (9.24), se escribe únicamente en
función de los modos del fluido: los de cizalla y los sonoros. Entonces, los
exponentes de la ecuación (9.30) pasan a ser 2vq2 y 2fq2, por lo que los
coeficientes son (vt)’ y (Ft)’ [Naitoh et al 90]. Escribiremos su expresión
explícita en el capítulo siguiente, cuando lo comparemos con el resultado de
la integración numérica de la integral de anillo. Por otro lado, también los
modos espúreos dan contribución a las colas a largos tiempos. En los fluidos
no se acoplan a los modos hidrodinámicos por estar evaluados en diferentes
vectores de ondas, aunque si se acoplan entre sí, dando una contribución
3/ D±D
11a la cola a tiempos largos (el factor 3 proviene de la existencia
de tres modos espúreos mientras que D±y D¡1 son las componentes de la
difusividad espúrea, dadas en (6.29) y (6.30)). En la VACF estos modos no
contribuyen, porque el modo de difusión de partícula marcada y el modo
espúreo tienen diferente simetría y la amplitud resultante, (9.29), es nula.
La ecuación (9.33) para la VACF muestra la cola l/t a largos tiempos.
Ello implica que los coeficientes de transporte, en este caso el coeficiente de
difusión, son divergentes:
e—.”,
o
Cuando se trabaja con sistemas finitos y a tiempos finitos el problema de-
saparece porque entonces sólo es necesario integrar hasta 1 = ~ obte-
niéndose una dependencia temporal del coeficiente de difusión D(i) logí.
Esta divergencia es muy lenta, como se verá en el capítulo siguiente. Para
solventar estos problemas se ha recurrido a una teoría autoconsistente en la
que los coeficientes de transporte se expresan como [Naitoh el al 90]
D(t) = j~ dr(D() v(i-yy¡-’ (9.35)
donde 1~o es una límite temporal inferior. Así se obtiene que las funcio-
nes de correlación decaen algo más rápidamente, como l/tvt~(F/i5. Este
régimen es el llamado de tiempos superlargos, y se alcanza cuando 1 Z t,.
El tiempo característico t, ha sido estimado en lOlOtmj, donde tmf es del
orden del tiempo libre medio (del orden de 1 a densidades típicas). El
régimen de tiempos superlargos se ha observado numéricamente [van der
Hoef y Frenkel 91b]. Por tanto, la forma de ~(t) dada en (9.33) es sólo
válida para tiempos largos. Existe finalmente, otro régimen [Leegwater 91]
[Leegwater y Szamel 91], llamado tiempos extremadamente largos, en el que
e’
e’
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la dependencia con t es también 1/t og(t/t~) pero en el que los coeficien
tes varían respecto a los del régimen de tiempos superlargos. Se alcanza no
antes de 1Oi«~~~tmi. —
Aunque la forma de ~(t) dada por la ecuación (9.33) es válida sólo
para tiempos largos, resultados de simulación muestran que el comporta-
miento t~~’2 se alcanza tras muy pocos pasos temporales. En particu-
lar, para el modelo FCHC proyectado a tres dimensiones, «t) se ajusta
aparentemente a t3/2 tras sólo 4 pasos temporales a densidad f = 0.75
[van der Hoef y Frenkel 91a]. Lo mismo ocurre en el modelo EHP-III a la
densidad f = 0.75 donde el decaimiento l/t aparece para t =5 [Frenkel
y Ernst], y para el modelo FCHC en cuatro dimensiones donde se alcanza
para t = 4 cuando f = 0.80 fDijkstra 91]. Recordamos que la aproximación
de Boltzmann es exacta hasta t = 2, y por ello no parece quedar mucho sitio
para un régimen intermedio entre el exponencial de Boltzmann y el algebra-
ico t~’2. Tan sólo a densidades bajas el régimen asintótico se alcanza mas
lentamente. Paraf = 0.1 en el modelo FCHC se tardan 10 pasos temporales
en alcanzar el régimen t3/2 [van der Hoef y Frenkel 90].
En cuanto a la amplitud de la cola a tiempos largos, la ecuación (9.33),
cuando se evalúa con los coeficientes de transporte dados por la aproxi-
mación de Boltzmann, coincide perfectamente con los valores obtenidos en
las simulaciones en 1,2 y 3 dimensiones [Naitoh et al 91bj, [Frenkel y Ernst],
[van der Hoef y Frenkel 91a~. Sin embargo, para el modelo FCI-IC en cuatro
dimensiones las discrepancias pueden ser hasta del 60% en el coeficiente de
aunque el régimen 1/t2 se alcanza clara y rápidamente [Dijkstra et al —.
92].
e’
e.
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Análisis numérico de la teoría
cinética de anillo
10.1 Introducción
Este capítulo completa de forma natural los dos anteriores. En el capítulo
8 desarrollamos la teoría cinética de anillo y en el 9 obtuvimos los limites a
cortos (t = 2,3) y largos (t —~ ~) tiempos. Queda por analizar e] régimen
intermedio, en particular como se produce la transición entre el decaimiento
exponencial a tiempos cortos y el algebraico a tiempos largos. La teoría
cinetica de anillo da una expresión para el régimen intermedio, aunque es
tan complicada que no se puede resolver de manera analítica, ni siquiera en
la aproximación de anillo simple. Ello se debe a que el número de términos
que se han de analizar crece como
62t~ Una evaluación numérica parece
entonces inevitable, con el objeto de obtener la función de correlación en el
régimen de tiempos intermedios para posteriormente sumaría y calcular los
coeficientes de transporte.
Volveremos aquí al estudio de las funciones de correlación densidad—
densidad de fluido, que han sido el objeto de estudio de esta tesis excepto
en los dos capítulos anteriores. A partir de ella obtendremos los valores
de las viscosidades predichos por la teoría de anillo simple. Aunque no
hay disponibles en la literatura cálculos precisos para la función de co-
rrelación densidad—densidad, sí existen para sus integrales, las viscosida-
des [d’Humiées y Lallemand 87],[Kadanoff et al] y especialmente [Geritsl.
Compararemos los resultados de nuestra teoría con los resultados numéricos,
y veremos que la teoría cinética de anillo da cuenta de más del 60% de la
diferencia entre los coeficientes de transporte en la aproximación de Boltz-
139
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mann y los obtenidos por simulación. Por los razonamientos expuestos al
final del capítulo 9 hemos de tener en cuenta la longitud de las simulaciones,
y sumaremos las funciones de correlación sólo hasta el tiempo de simulación.
a’
De otra forma la comparación entre la teoría y los resultados numéricos no
tendría ningún sentido.
En los dos capítulos anteriores hemos desarrollado la teoría cinética para
problemas de difusión. Como hemos dicho, en este capítulo volveremos al
propagador cinético, F(k, t7j: estudiaremos fluctuaciones densidad—densidad
del fluido. La teoría cinética presentada se adapta con pequeñas modifica-
ciones al caso de fluidos. Daremos un resumen de ella en la sección 10.2. En
particular, obtendremos la ecuación integral de anillo simple para el fluido,
similar a (9.23), con el propagador r sustituido por Fo. Esta ecuación será Wc
integrada numericamente, reemplazando la suma sobre q por una integral.
Los detalles serán expuestos en la sección 10.3. Por último, en la seccion
10.4 mostraremos y discutiremos los resultados numéricos obtenidos.
10.2 Teoría cinética de anillo para fluidos
0’
Como ya vimos en el capítulo 3 donde derivamos las ecuaciones de evo-
lución, los coeficientes de transporte se escriben en términos de la funcion
de correlación E, que para modelos atérmicos (5.8) es: e;
F¿5(r,t)tc = <¿n(r,c~,t)6n(0,cs,0)>. (10.1)
El objeto de estudio de este capítulo son ciertos elementos de F~,, las fun- 0’
clones de correlación, definidas como:
= ,C’ >3J~’<¿n(r,c¿,t)6n(O,cs,0)>J’ = Ja1~(k = 0,t)J
4, (10.2)
r
donde las corrientes J~ dependen de la función de correlación (o análoga-
mente, del coeficiente de transporte) a estudiar. Por conveniencia norma-
lizaremos las corrientes J” como JaJO = 1, de forma que se verifique que
= 1, de acuerdo con la propiedad de normalización de 17(6.2). Para
a’
la función de correlación relacionada con la viscosidad de cizalla, a = u, y
la de volumen a = ( (ecuaciones (3.77)), tenemos las corrientes:
2 a’
1< — i(~c2c~), (10.3)
0’
0’
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que difieren de las dadas en (3.77) en los factores de normalización (nótese
que para modelos con una única velocidad —FIIP 6bits— tenemos e0 =
y por tanto J( = O y $(t) = 0). A partir de las expresiones (10.3)
podemos definir los coeficientes de transporte dependientes del tiempo:
v(t) =
r=1
1 i~
C(t) = j~+~>3 ~~(r). (10.4)
i-=1
En cuanto a la teoría cinética para F(k,t) [Kirkpatrick y Ernst 91], par-
timos de su definición, (10.1). Insertamos la ecuación de evolución para
c~, t), (2.5), en la que ya no aparecen los operadores para la partícula
marcada 1?, sino los operadores para el fluido ti. Posteriormente utilizamos
la estacionaridad y la ecuación de evolución hacia atrás, similar a (8.9), para
llegar a una expresión equivalente a (8.27), relacionando 17 con funciones de
correlación de orden superior. El esquema de desacoplamiento Gaussiano
para Á = ji = 2 nos da ahora el análogo de (8.29):
<n¿(k, t)n5(ki , t)n(k’, 0)nT(k ,
= V
2>&FÍk(k, t)F,,(k
1 ,í)8(k, k’)6(k1, k’1)
+V2>r3171¡(k, t)Fsk(kL, t)6(k, kl )6(k1, k’) (10.5)
que nos lleva a una ecuación cinética de anillo para I’15(k, 1) como:
_ — 17% + r%, SQ ® ~ R.,.,,,i,2ti~?52 ®F5’~, (10.6)
donde 170 es el propagador cinético en la aproximación de Boltzmann y la
convolución se define en (8.21). La integral de anillo, R, se diferencia de la
dada en (8.31) en que ambos propagadores son ahora del fluido,
R15 k¿(k,r) = $~¡>3rík(q,r)SC(q)1Á¡(k —q,r)S
1(k — q), (10.7)
rl
aunque la estructura general es la misma. Para prácticamente todos los
modelos, incluyendo el EHP, las corrientes fi’ definidas en (10.3) son auto-
valores de 170(0, t) con autovalor .\~, como se probó para los modelos FHP
en el capítulo 6. Por tanto, la sustitución de (10.6) en (10.2) nos da:
t—1
= tpg(t) + >3 r(l — A~)~’A~jRis,kI(0,t — r —
r=1
(10.8)
-z
0.
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donde Aa,o es una generalización de (8.36) definida como:
(10.9)
0.
con el convenio de suma, y ~(t) es el valor de Boltzmann de la función de
correlación normalizada:
e
í,b~(t) = (1 — Aa)t (10.10)
cuya suma nos da los coeficientes de transporte del capítulo 6. Por último,
hacemos en (10.8) la simplificación del anillo simple, reemplazando 17 en
la integral de anillo R por su aproximación de Boltzmann, lA. La ecuación
(10.7) con 170 en lugar de 17 es el punto de partida para la evaluación numerica
de la teoría cinética de anillo. Posponemos los detalles de la integracion a
la sección 10.4. Antes analizaremos los regímenes a cortos y largos tiempos.
El análisis para t = 3 que corresponde a la integral de anillo en r 1 se
0.
hace igual que en la sección 9.2. En particular, la ecuación (9.19) es válida
aunque (9.20) no lo es, porque se han aplicado propiedades de simetría de
los coeficientes A,, que no verifican los coeficientes A~ ni A~. Los coeficientes
ti y ti<2~ se pueden obtener a partir de la ecuación (5.18) con el resultado
para el operador de colisión linealizado
ti
11 = (—2c — d,c+ d,c — d,—2c + d,c — d,c + d) (10.11) e’
y A~ para la función de correlación de cizalla,
0’
O a -4
O
—a O a — (10.12)
con los elementos:
a=~f(1~~f)2, b~~(1~f)2(1~2f) ‘a
Recordamos que I21~ es una matriz cíclica, (6.14), ti0 = ti1~..5. Los coefi- o
cientes e y d son las contribuciones a ti de las colisiones binarias y ternarias
respectivamente. La sustitución de (9.19) en (9.18) con la utilización de los
coeficientes dados en (10.11) nos da:
0.
e”
e
e’
10.2. Teoría cinética de anillo para fluidos 143
12 .21
~V(3) = $(3) + 8K Ia’(5c’ + 2d2 — 4dc) + —b (2c—a>i . (10.14)L 4 1
Un análisis similar para el modelo FIIP-III, donde hay que contar algunos
diagramas mas que los representados en la figura 9.3 debido a la presencia
de partículas en reposo, muestra que,
12
= ~(3)+~~’c(1~2f)24
>422240 — 4620ic4 + 35950 — 1340,0 + 246sc — 16]
— ~~(3)+ —sc (1 — 21)2
4
x[1264tc5 — 2304sc4 + 14980 — 458,0 + 69K — 4]. (10.15)
Es importante notar la presencia del factor (1—21) tanto en ~‘(3) como en
que las anula a densidad f = 0.5. Aparece en estos modelos por ser
autoduales, esto es, invariantes bajo la transformación partículast~==~huecos.
Este factor aparece a todo tiempo en las funciones de correlación, porque se
extrae como factor común de ~$2), y por lo tanto de Aa. Volveremos sobre
ello tras el análisis a largos tiempos. La contribución de anillo a tiempo t 3
representa un 1% como máximo del valor de Boltzmann para el modelo FHP-
1. Sin embargo, para el modelo FHP-III las correlaciones de anillo, ~(3) de
la función de correlación de cizalla pueden llegar a ser mucho mayores que
el propio valor de Boltzmann, ~(3). Todo ello se aprecia en la figura 10.1
donde hemos dibujado las contribuciones de Boltzmann (línea continua) y
de anillo (discontinua) a la función de correlación de cizalla. En un intervalo
grande de densidades, fo < f < 1 — fo con fo 0.23, el autovalor Á~. es
negativo, y el factor (1 — Á~)t oscila alrededor de cero. Exactamente a las
densidades f = fo y 1 = 1 — fo la función de correlación ~(t) = O para
todos los tiempos t =1. Por tanto el coeficiente de transporte viene dado
en la aproximación de Boltzmann por «0). En ese punto y sus cercanías la
contribución de anillo es mucho mayor que el término de Boltzmann, aunque
esto no tiene efecto en el coeficiente de transporte que está dominado por
la parte propagante, igual a 1/2 con la normalización utilizada. Para la
función de correlación de la viscosidad de volumen ~C(
3) este efecto no es
tan fuerte, porque 4(3) no se llega a anular nunca, aunque a densidades
1 0.35 y 0.65 tenemos que 4(3)/4(3) 1.2.
El análisis a tiempos largos de la integral de anillo simple es bastante
sencillo a la vista de la sección 9.3. Partimos del análogo de la ecuación
(9.22), que se obtiene a partir de (10.8) para tiempos grandes comparados
con el tiempo medio entre colisiones, tmf,
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Figura 10.1: Funciones de correlación de cizallaparat = 3en el modelo FI-IP-hl. La
linea continua es la aproximación de Boltzmann, ~(3) mientras que la discontinua
es aproximación de anillo, ~(3). Para densidad f 0.23 la parte de Boltzmann
es nula.
‘ka(t) 1jAa,iIR%,k¡(0,t)Aa,ki.
Wa
(10.16)
La descomposición espectral de R0 se hace únicamente en términos de modos
del fluido y no de modos de la partícula marcada. Entonces los modos ~b’
en (9.27) se reemplazan por modos hidrodinámicos ,p(OVk’. El equivalente de
(9.26) es ahora:
1 —
= ~, ,
PC
(10.17)
que nos lleva al resultado de la teoría del acoplamiento de los modos para
‘ka:
‘k”( t)
e
— A~zz A0 ,(qfl2elídQ)+zhArl>lt
rl
Ag’(q) 1 — 2f1(1 — 1) ~J94y¶O)M(q)4~O)$¿(~q) (10.18)
La integración sobre q nos da la parte dominante de la función de correlación
[Naitoh et al 90],
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‘k%t) = ~ Í(’Í) ~ (10.19)
y ‘k~(~) = 4’k”(t)/7. El resultado de la ecuación (10.19) es independiente del
modelo utilizado (dentro de la familia FHP). Presenta el decaimiento l/t
que lleva a la divergencia de los coeficientes de transporte. Muestra también
que para f = 0.5, la cola a largos tiempos es nula, debido a la presencia
del factor (1 — 2f). Este resultado ha sido deducido para largos tiempos.
Sin embargo, para el modelo FHP-III la contribución de anillo a f = 0.5 es
nula para todo tiempo, puesto que se puede extraer como factor común de
ti<2>, estando presente a todo tiempo. Como consecuencia, a f = 0.5 la cola
a largos tiempos es exactamente nula y las desviaciones erspecto al valor
de Boltzmann están dadas por secuencias de colisiones correlacionadas más
complicadas que el anillo simple. Aquí los términos que provienen de ti<’~)
con A > 3 son los dominantes.
En los resultados numéricos de la sección siguiente veremos como la
función de correlación se aproxima al resultado de MCI, ecuación (10.19)
cuando el tiempo crece.
10.3 Esquema numérico
En la sección 9.2 ya adelantamos un posible método para la evaluación
numérica de la integral de anillo. Consiste en generar por pares todos los
caminos posibles que comienzan en el mismo punto de longitud r + 1. En
número de tales pares es
42(r+I)• Aquellos que no acaban en el mismo punto
hacen no nula la delta de Kronecker en (9.15) y dan contribución a la integral
de anillo. Este esquema es computacionalmente muy costoso, y para 1 Z 7
se hace impracticable. Sin embargo, lo utilizaremos para tiempos pequeños
para comprobar que los resultados obtenidos con el esquema numerico son
correctos.
Siguiendo una estrategia diferente hemos desarrollado un esquema nu-
mérico que crece con el tiempo sólo linealmente con t, o incluso con logt.
Para ello, primeramente reemplazamos la suma sobre los vectores q por
una integral sobre la primera zona de Brillouin: jz — (2ir< fiBZ dq.’
Ahora tenemos que realizar esta integral. Nosotros seguiremos una fórmula
de integración Caussiana [Press et al 89], en la que se eligen una serie de
‘Esta sustitución es sólo válida cuando It —. t~. Para sitemas pequeños, la suma finita
toma en consideración de forma muy precisa los efectos de tamaño finito [Naitoh ct al 9 ib].
ex’
u’
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0’
puntos en el espacio k, se evalúa el integrando en esos puntos y se suman con
determinados pesos Gaussianos. Para cada punto del espacio ¡e calculamos la
matriz b x b [S’ (fl + ti)), que es multiplicada r veces para dar el propagador
de l3oltzmann, 17%(k, r-) que entra en la integral de anillo simple. Lo mismo
se hace para el vector —¡e. A continuacion se multiplican los propagadores
177/k, T)172
1( k,r) y se suman con su correspondiente peso Gaussiano al
valor de la integral. Se repite esta operación para todos los vectores ¡e en la
primera zona de I3rillouin, con lo que obtenemos la integral de anillo simple,
R?k JI~ una matriz de b x b x b x ti elementos. A continuación se contrae con
los operadores ti~
2~ y con las corrientes J~. Finalmente la convolución con
— nos da la función de correlación en el tiempo t, ‘k~(t). Su suma
con la parte de Boltzmann, ‘k~(t) da la función total @‘W.
Este procedimiento es claramente de orden t en el tiempo, puesto que
implica el producto de 2t matrices. Sin embargo, para tiempos muy largos,
podemos utilizar otro esquema que nos da el valor de la integral de anillo nr’
para tiempos de la forma
2r, con r entero. Se obtiene simplemente multipli-
cando la matriz 17(r) consigo misma para obtener 17(2w) y así sucesivamente.
El costo computacional de este procedimiento es log2 t. Sólo tiene el inconve- e’
niente de que da la integral de anillo a tiempos que son potencias de 2, y la
convolución en (10.8) no se puede realizar. Sin embargo, este procedimiento
nos da naturalmente valores muy altos de r. Podemos utilizar entonces la Mt
ecuación (10.16), válida a tiempos largos, para obtener la función de co-
rrelación. Los huecos entre 2~ y 21.l se pueden llenar de manera eficiente
con resultados de 17(r) para valores menores de y. Nosotros en la práctica nr
utilizaremos ambos métodos, el lineal en t para tiempos cortos, y así poder
hacer la convolución, y el logarítmico para alcanzar tiempos muy largos.
La forma de la región de integración, la primera zona de Brillouin, es ‘a
un hexágono con la misma orientación que el hexágono que generan los
vectores c1,.. . , e6. Está compuesto por seis triángulos, delimitados por
c,, c~1, 2 = 1,..., 6. Debido a la simetría rotacional de los operadores
de colisión ti, la integral sobre cada uno de ellos es igual. Nosotros no
utilizaremos esta simetría. Si que utilizaremos la invariancia de la integral
bajo reflexiones en los ejes x e y para escribir que la integral total es cuatro —
veces la parte real de la integral sobre el primer cuadrante y sólo calcular la
integral en dicho cuadrante. Esto ahorra un factor 4 en el tiempo de cálculo.
Puesto que los modos hidrodinámicos decaen tipicamente como exp(—k
2t), e’
para largos tiempos las contribuciones más importantes provienen de los
puntos cercanos al centro de la primera zona de Brilícuin, ¡e s~ 0. Para tener
0.’
en cuenta propiamente estos puntos, dividimos la región de integración en
e,
‘a
0.
e’
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tres partes, con los órdenes de integración indicados:
JiBZ 11(k) = J J 11(k) dk~ dIr,,
rku,rky/v§
+JJ R(k)dk1 dk~
r2kxir2kvi—kx~ñ
+ JI R(k)dk~dk1, (10.20)
que corresponden a las zonas A, B y C de la figura 10.2. Los puntos k,,1 y k~1
corresponden a Ir,,1 = ~ir, k~í = ~zrx/~. Inspeccionemos el primer término
a La vista de la figura 10.2. Para cada valor de k,, tomamos N puntos de
integración Gaussianos en la dirección k~, desde O hasta k~ = k,,vI. Una
vez hecha la integral para este valor de ½,la coordenada k,, varía desde O
hasta Ir,,~, tomando también N valores en ese intervalo. Por tanto, cerca del
origen la densidad de puntos es mayor, porque el número de puntos en cada
línea vertical es N, independiente de Ir,,. La integral sobre la región B tiene
también más densidad cerca del origen. No nos preocupamos por la integral
sobre C, porque está lejos del origen y no contribuye a largos tiempos. La
integral sobre cada región se evalúa con N x N puntos. Para aumentar aún
mas la precisión, dividimos la región A en dos subregiones, una de las cuales
está muy cerca del origen, desde O hasta Ir,,2. En esta subregión pequeña se
integra también con N >< N puntos. Hacemos lo mismo en la región B. El
tamaño de la región cerca del origen se varía para estabilizar la integración.
Nosotros utilizamos k,,2/k,,1 = IrV2/kví 0.15. En la figura 10.2 mostramos
la distribución de los puntos de integración con 20>< 20 puntos en cada una
de las cinco regiones mencionadas. Se observa que en la zona cercana al
origen la densidad de puntos crece. La zona completamente oscura muy
cerca del origen corresponde a la subdivisión de las regiones A y B. En
nuestras simulaciones utilizamos lOOx 100 puntos de integración en cada una
de las cinco regiones. Este es el método de integración usado. Puede ser
que haya métodos más precisos que el presentado para el tipo de problemas
estudiados. Sin embargo éste nos proporciona la precisón deseada, aunque
necesitamos más densidad de puntos en la integración cuando t crece.
Una vez obtenida la integral de anillo se contrae con A,1h. A
continuación se efectúa la convolución en (10.6), con la que obtenemos las
funciones de correlación. Por último, se efectúa la suma de las fórmulas de
Green—Rubo para obtener los coeficientes de transporte.
Como comprobación, no sólo calculamos las contracciones de 17 con las
mt
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Figura 10.2: Densidad de puntos en la integración numeríca
de Brillouin. Las regiones A, B y C en que se ha dividido la
observa la mayor densidad de puntos cerca del origen.
e.,de la primera zona
integral (10.20). Se
corrientes (10.3), sino también las funciones de correlación: j~17(0,t)j~,
Jvr(o,flJY y j~17(0,t)JL’ con J = c,,c,,, y JY = ~ Están relacionadas
linealmente con las funciones de correlación de las viscosidades, como se
puede deducir de (3.79). Asimismo comparamos con los resultados obteni-
dos sumando todos los caminos posibles en la ecuación (9.15) para 1 K 7.
Todas las comparaciones hechas confirman la precisión de nuestros cálculos.
10.4 Resultados
El primer resultado que presentamos (figura 10.3) ilustra el comportamiento
típico de la función de correlación «1) con el tiempo. Es para el modelo
FHP-I, a densidad f = 0.25. Para esta densidad el autovalor relacionado
con la viscosidad es = 31(1 — f)
2 0.316 alcanza el valor máximo,
y por tanto el tiempo libre medio (o recorrido libre medio) es mínimo,
tmf í/.\~ s~ 3.16. En esta figura podemos ver claramente la transición del
comportamiento exponencial al algebraico. Para tiempos cortos, del orden
de 1 $ StmJ la contribución de Boltzmann a la función de correlacion es
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Figura 103: Función de correlación total (~w(t) = ~(t) + ~(t)) para el modelo
FHP-l a f = 0.25. La línea discontú,ua — — es el valor de Boltzmann y la línea - -
es el resultado MCT.
la parte dominante. Para tiempos intermedios (St,,,j $ t $ lStmj) obser-
vamos una separación del valor de Boltzmann. El efecto de las colisiones
correlaciondas se empieza a manifestar. Por último, para tiempos largos
(t Zi 2Otmj) la función de correlación está completamente dominada por
las colisiones correlacionadas de anillo, y ‘ku(t) se aproxima al resultado de
la teoría del acoplamiento de los modos.
En la figura siguiente 10.4 mostramos las contribuciones de Boltzmann.
‘kh(’), y de anillo ‘k~(t) para las funciones de correlación de cizalla (a = y)
y de volumen (a = C) para el modelo FHP-II1 a densidad 1 = 117 _ 0 143.
En este caso el tiempo libre medio es del orden de tmj 1.4, más del
doble que en el modelo FI-IP-I a más alta densidad. Ello es debido a que
el modelo FHP-IIí tiene muchas más colisiones activas, y el tiempo medio
entre colisiones es, por tanto, menor. El análisis aquí es prácticamente
igual al del apartado anterior: para tiempos menores que 4tmÍ la parte
de floltzmann es mucho mayor que la de anillo. La transición entre al
decaimiento exponencial y el algebraico se produce entre St,,,j y Stmf. Más
allá de lStmf las funciones de correlación están completamente dominadas
por las colisiones correlacionadas de anillo. Como puede verse en ambas
E’
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Figura 10.4: Funciones de correlación de cizalla u y volumen ( para el modelo
FHP-III a f = 1/7. Se comparan las contribuciones de anillo (línea sólida) con las
de Boltzmann (discontinua larga) y MCi’ (discontinua corta). ~n(3) es negativa.
figuras y en la discusión, el tiempo libre medio tmj parece el parámetro
correcto para definir los regímenes de comportamiento en las funciones de
correlación. En la figura 10.3 también observamos que la contribución de
anillo es nula para t = 0,1,2, como se explicó en los capítulos 8 y 9, y que
para t = 3 es negativa (razón por la que se dibuja de forma discontinua).
A continuación crece hasta t = 6 y a partir de ahí decae acercándose al
resultado de la teoría del acoplamiento de los modos, por debajo para la
función de cizalla y por arriba para la de volumen.
Como puede verse en las dos figuras anteriores, la función de correlación
se comporta como l/t a tiempos moderadamente largos. Ello conduce a la
inexistencia de hidrodinámica en dos dimensiones, puesto que los coeficientes
de transporte no están acotados y crecen sin límite. Los coeficientes de
transporte dependientes del tiempo han sido dibujados en las dos figuras
siguientes, 10.5 y 10.6. La primera es para el modelo FHP-I a densidad f =
0.25. La línea discontinua es la contribución de ]3oltzmann a la viscosidad
dividida por 10, que alcanza su valor asintótico finito exponencialmente
rápido. En línea continua está la contribución de anillo que presenta un
crecimiento muy débil como log 1, y a tiempo t = 150 representa tan sólo
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Figura 10.5: Viscosidad dependiente del tiempo para el modelo FIzIP-[ a densidadf = 0.25. Se observa la lenta divergencia de la viscosidad con log 1.
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Figura 10.6: Igual que la figura 10.5 para el modelo FHP-III a densidad f = 1/7.
Las líneas superiores dentro de cada grupo pertenecen a la viscosidad de cizalla y
las inferiores a la de volumen.
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Figura 10.7: Viscosidad de cizalla para el modelo FHP-III. La línea continua os
la predicción de Boltzmann, los círculos abiertos son las simulaciones numerícas e,
[Gerits] y los círculos cerrados son los resultados de la teoría cinética de anillo.
‘a
un 5% de la de Boltzmann. La segunda (figura 10.6) es para el modelo
FI-IP-hl a densidad baja, f = 1/7. El criterio en las lineas es el mismo
que en la-figura anterior, pero aquí-hay- que-distinguir entreviscosidad -de
volumen y de cizalla. La aportación de la parte de anillo a tiempo 1 = 150
es del 14% para la viscosidad de cizalla y del 10% para la de volumen. A
muy largos tiempos se debe verificar que v(t) = 16<(t)/98 6.l((t), de e,
acuerdo con la ecuación (10.4) y la relación dada bajo la ecuación (10.19), y
al tiempo máximo que se representa en la figura 10.6 dicho comportamiento
casi se ha alcanzado, puesto que el cociente entre ambas es del orden de 5.
La diferencia se debe al valor de Boltzmann y a los valores intermedios de
la función de correlación que se aproxima a las colas a largos tiempos por
debajo para la viscosidad de cizalla y por arriba para la de volumen, como e,.
se aprecia en la figura 10.4.
Por último vamos a comparar con los resultados numéricos existentes.
Desafortunadamente, no existen simulaciones directas para las funciones de
correlación. Sin einbarga sí oue existen simulan nne~ niin4riras para 1a~ vi~
cosidades [d’Humiées y Lallemaud 871, y recientemente se han medido con
bastante precisión por [Cerits]. Estos autores miden la relajación de una a’
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Figura 108: Igual que la figura 10.7 para la viscosidad de volumen. En este caso
las simulaciones son mucho más imprecisas y se representan las barras de error.
perturbación transversal sinusoidal en el modelo FHP-III, que decae como
exp(—uk2t). También miden el decaimiento de una onda sonora y con ello
obtienen la viscosidad de volumen ( a través de la relación 17 = u + (/p,
aunque aquí la precisión es mucho menor. En particular, para el caso de
la viscosidad de cizalla fijan una perturbación con vector ¡e dirigido a lo
largo de la dirección Y con módulo Ir = 2ir-.,/~/(2L) con L = 250 el tamaño
del sistema. A continuación miden su decaimiento durante no más de 300
pasos temporales y ajustan los resultados a una función exp(—vIr2t) y asi
obtienen la viscosidad. Los valores utilizados por ellos se enmarcan dentro
de el régimen de la hidrodinámica clásica, no de la generalizada. Por tanto,
los coeficientes de transporte para estos valores no dependen del módulo de
¡e ni de su ángulo. Nótese que las simulaciones se realizan en el modelo
FIIP—flI, en el que los autovalores son: = 0.64,0.79,0.92 a la densidad
f = 1/7, frente al valor de Ir = 0.022. Por tanto, Ir < y estamos en el
régimen de la hidrodinámica clásica. Así que las desviaciones observadas
de la aproximación de Boltzmann no se deben a efectos del tamaño finito
del vector ¡e de la simulación, sino que son efectos reales del sistema. Noso-
tros compararemos los valores de la simulación con la suma de las funciones
de correlación hasta t = 150, VB + UR(150) y (~ + (¡«150). Corno hemos
0.1 0.2 0.3 0.4
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apuntado, la lenta divergencia de los coeficientes de transporte como log
hace poco relevante el número de términos que se suman para obtenerlos,
siempre que se mantegan en límites razonables. Por ejemplo, la diferencia
entre VB + vn(150) y >‘B + vn(500) es de tan sólo 3 ó 4%. En la figura 10.7 —
hemos representado los valores de la viscosidad de cizalla para el modelo
FHP-III frente a la densidad. La línea continua representa el valor de Boltz-
mann y los círculos abiertos las simulaciones numéricas descritas en {Cerits].
Las desviaciones son del orden del 20 al 25%, en acuerdo cualitativo con los
resultados presentados en [d’llumiéres y Lallemand 87] y [Kadanoffet al].
Por último, los círculos negros son los resultados de la teoría cinética de
anillo aquí presentada sumados hasta t = 150. Puede observarse que dicha
teoría da cuenta de más del 60% de la diferencia entre los valores de Boltz-
mann y los simulados. Como vemos, la única consideración de las colisiones a’
mas sencillas, las de anillo simple, acerca mucho los valores teóricos a los de
simulación. Igual sucede para la viscosidad de volumen, presentada en la
afigura 10.8. En este caso las simulaciones son más difíciles de realizar y como
resultado la estadística es peor, así que hemos incluido las barras de error.
Como puede verse, excepto el último punto, a f = 5/14, la predicción de la
teoría cinética de anillo describe bien los valores obtenidos en la simulación. a’
La diferencia remanente entre los valores de las viscosidades simulados
y los de la teoría cinética de anillo simple proviene de colisiones más com-
plicadas, anillos dentro de anillos y diagramas superiores. Todavía no existe a’
una teoría sistemática que las describa, que es muy interesante per se de-
sde un punto de vista teórico, aunque desde un punto de vista práctico la
aproximación de Boltzmann con las correciones de anillo aquí presentadas
proporciona una precs¡on suficiente en la descripción de los gases de red.
0’
st
e,’
e
mt
0’
Mt
‘a
‘JI
Conclusiones
amt
‘a
e’
o
e’
e’.
a,
0’
a,
Mt,
e
Mt’
e’
e’?
Mt
a,
e’
e.-
a
11
Conclusiones y cuestiones abiertas
11.1 Conclusiones
Para acabar pasamos a resumir el trabajo original desarrollado en esta tesis
y las conclusiones a las que se ha llegado, aunque muchas de ellas ya se
hayan plasmado a lo largo del texto.
En el capítulo 3 hemos derivado las ecuaciones de evolución ¡nacrosco-
picas para los gases de red, tanto los términos de Euler no lineales como la
parte de Navier—Sotkes disipativa lineal.
• La parte de Euler se ha obtenido promediando el tensor de flujo de
momento en una colectividad de equilibrio local. El desarrollo de la
colectividad en torno al equilibrio básico (con valor medio del momento
nulo), nos ha permitido obtener el término pt + G(p)p-uu, ecuación
(3.36), donde G(p) es el llamado factor no galileano, y su aparición
es debida a la no invariancia Galileo de los gases de red. El método
desarrollado expresa G(p) como un promedio en el equilibrio de tres
números de ocupación, ecuaciones (3.37), que proporcionan un método
sencillo para calcular G(p) tanto analítica como numerícamente.
• Los términos de Navier—Stokes lineales han sido obtenidos a través de
un formalismo de proyectores que es análogo al de los sistemas conti-
nuos. Con él hemos deducido las expresiones de Green—Kubo para los
coeficientes de transporte, ecuación (3.72). Las principales diferencias
con las fórmulas de Green—Kubo de los fluidos continuos son conse-
cuencia de la estructura discreta de la red, y son: una suma temporal
en lugar de un integral, y la presencia de la llamada parte propagante,
ecuación (3.74), que sustrae la mitad de la contribución a t = O a la
157
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suma temporal. Asimismo, hemos demostrado que la viscosidad de ‘a
volumen, ~, es nula para modelos monovelocidad o modelo térmicos
con energía puramente cinética.
Mt?
El capítulo 4 ha tratado sobre las cantidades conservadas espúreas in
troducidas en [Zanetti 89], que aparecen como consecuencia de la estructura
discreta de los gases de red, y que están caracterizadas por una dirección e
externa O. Aplicando el formalismo desarrollado en el capítulo 3, hemos
obtenido las ecuaciones de evolución de estas cantidades conservadas, w0
(ecuación (4.21)), de las que cabe señalar que: a’
• en orden lineal son puramente difusivas. Hemos obtenido también las
fórmulas de Green—Kubo para las difusividades de estos modos, que
resultan ser anisótropas como consecuencia de la dependencia de la di- U’
rección de las cantidades espúreas. La difusividad se puede escribir en
función de dos coeficientes D1 y D¡¡, que no dependen de la direccion
ecuación (4.16).
• En la parte no lineal de las ecuaciones aparecen los productos -t¿w9,
ecuación (4.25), esto es, hay un acoplamiento entre el momento y Mt
la cantidad conservada espúrea. El coeficiente de acoplamiento es
también anisótropo y está relacionado con el factor no galileano.
mt
• Asimismo, la ecuación de Euler no lineal se modifica con la presencia
de un término c4, ecuación (4.27).
Todo el efecto de estas cantidades conservadas adicionales se elimina de las ‘a
ecuaciones de evolución si se igualan a cero en la condición inicial, y así
recuperamos las ecuaciones de la dinámica de fluidos. En la sección 4.1 se
propone un método para encontrarlas de forma sistemática, siempre que 0.
tengan una forma funcional como (~í)OT+at.
En la parte ¡la hemos desarrollado la teoría cinética basada en la apro-
ximacion de Boltzmann, en la que el ingrediente básico es el operador de ‘a
colisión linealizado, ti.
En el capítulo 6 hemos obtenido las fórmulas de Green—Kubo y los coefi-
cientes de transporte en la aproximación de Boltzmann, con los resultados: ‘a
• Hemos encontrado la base en la que ti es diagonal, ecuaciones (6.17)
y (6.18), basándonos únicamente en las propiedades de simetría del o
modelo, y no en las reglas de colisión. La dependencia de las reglas de
colisión se encuentra en los autovalores, que se listan para los modelos
FI-IP en la tabla 6.2. a,
‘a
ej
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• Los coeficientes de transporte se han expresado en función de los au-
tovalores de ti, tanto los físicos (viscosidades) como las difusividades
espúreas.
• Hemos encontrado que una de las difusividades espúreas, D1, es siem-
pre igual a la viscosidad de cizalla, u, y que para los modelos mono-
velocidad, también es proporcional a u. Para modelos con mas
de una velocidad, D11 es una función no lineal de las viscosidades de
cizalla y de volumen.
A continuación, en el capitulo 7 estudiamos el espectro del propagador
cínetico 17 en función del vector de ondas ¡e como un desarrollo perturbativo
alrededor de ¡e = 0, obteniendo los modos hidrodinámicos y cinéticos, que
corresponden a los autovalores nulos y no nulos cuando Ir —* O respectiva-
mente. Comparamos con el cálculo numérico exacto de 17 y obtuvimos los
regímenes:
• Para k pequeño estamos en el régimen de la hidrodinámica clásica.
El resultado perturbativo y el numérico coinciden. Los coeficientes de
transporte vienen dados por la aproximación de Boltzmann.
• Cuando Ir crece, todavía hay separación entre modos hidrodinámicos
y cinéticos, pero los resultados perturbativos y numericos comienzan
a discrepar. Los coeficientes de transporte y la velocidad del sonido
dependen de ¡e, no sólo a través del módulo, como en fluidos continuos,
sino también del ángulo, como se aprecia en la figura 7.2. Estamos en
el régimen de la hidrodinámica generalizada.
• Para valores grandes de Ir (Irlo Z¿ 1, con
1o el recorrido libre medio)
los modos hidrodinámicos y cinéticos son del mismo orden. Estamos
en el régimen cinético, en el que ambos tipos de modos corritenzan a
asociarse en pares de modos propagantes. La hidrodinámica deja de
ser válida.
• A continuación se entra en el régimen de partícula libre. Las partes
reales de los autovalores se funden en un único valor. Este régimen no
se alcanza siempre. Depende del modelo y de la densidad.
Todos estos regímenes se ven reflejados en el factor de estructura S, trans-
formada de Fourier en el espacio y el tiempo de la función de correlación
ea
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densidad—densidad, sección 7.2. Hemos desarrollado el método de Landau
Placzeck para el factor de estructura, que considera sólo los modos hi-
drodinámicos, sección 7.4. Comparamos el factor de estructura obtenido
mt
numencamente y la predicción de la teoría de Landau—Placzeck en los dife-
rentes regímenes anteriores.
• Régimen hidrodinámico. Observamos dos picos, relacionados con on U’
das sonoras, localizados en ±coIry con anchura proporcional a FIr2.
La teoría de Landau—Placzeck es válida en este régimen.
U’
• Régimen hidrodinámico generalizado. Seguimos observando los dos
picos anteriores, pero como los coeficientes de transporte dependen de
¡e y en la teoría de Landau—Placzeck se utilizan los valores de Boltz- a’
mann, la predicción de Lar¡dau—Placzeck no es del todo correcta. El
uso de co(¡e) y 17(k) en la teoría de Landau—Placzeck mejoraría los
resultados,
• Tanto en el régimen cinético como en el de partícula libre la aproxi
mación de Landau—Placzeck falla de manera clara, porque su hipótesis
fundamental de separación de escalas entre modos cinéticos e hidro- mt
dinámicos deja de ser válida. En el régimen cinético la forma del factor
de estructura ya no es la explicada. Comienzan a aparecer picos inter-
-a
medios, que corresponden a modos que se hacen lentos a esos valores
de Ir. Por último, cuando se llega al régimen de partícula libre el valor
de Ir es tan grande que en la resolución que estudiamos el sistema,
u,
dada por Ir’, los modos cinéticos no han decaído. Por tanto aparecen
como lentos o hidrodinámicos y se crea un pico por cada modo.
Hasta aquí hemos estudiado la teoría cinética en la aproximación de e
Boltzmann. En la parte LIb hemos querido elaborar una teoría que corrija
algunos defectos de la teoría de Boltzmann. En particular, todas las con-
secuencias de las colisiones correlacionadas no pueden estar bien predichas a
por la aproximación de Boltzmann, porque no las tiene en cuenta. La teoría
cinética aquí presentada—la teoría cinética de anillo—considera las recoli-
sionas más sencillas posibles. Hemos considerado la difusión de partículas a
marcadas y el desarrollo lo hemos hecho en base al propagador cinético para
la partícula marcada.
En la figura 8.1 se observan esquemáticamente los pasos seguidos, que Mt’
comienzan con la expresión del propagador cinético donde se insertan las
ecuaciones de evolución, se pasa por una ecuación no cerrada, que se cierra
para llegar una ecuación integral. Con una última aproximación se acaba
e
‘a
a,
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en una ecuación explícita. Esta ecuación describe secuencias del tipo: dos
partículas colisionan, a continuación se propagan independientemente, rea-
lizando colisiones tipo Boltzmann, para recolisionar de nuevo. A partir de
esta teoría cinética de anillo hemos deducido analíticamente (capítulo 9):
• Las correlaciones de tipo geométrico que se habían encontrado numé-
ricamente en sistemas tridimensionales, ecuación (9.11). Estos sitemas
se obtienen como proyección de una red cuatridimensional a una red
tridimensional, y las correlaciones son el efecto de la proyección. Los
resultados numericos coinciden de forma muy precisa con nuestro re-
sultado exacto (figura 9.2).
• La teoría del acoplamiento de los modos, obtenida como el limite a
largos tiempos de la teoría cinética de anillo. Con ello deducimos el
comportamiento rd/2 de las funciones de correlación a largos tiem-
pos, ecuación 9.29, con coeficiente l/(v + D). Como consecuencia los
coeficientes de transporte son divergentes en sistemas bidimensionales
y la hidrodinámica no existe en el límite termodinámico.
Para concluir, en el capítulo 10 hemos presentado la evaluación numérica
de la teoría cinética de anillo en modelo bidimensionales, con los resultados:
• Para 1 = 3 hemos obtenido analíticamente la contribución de la teoría
de anillo, que puede ser mucho mayor que la contribución de Boltz-
mann para ciertos modelos y densidades, figura 10.1.
• En las figuras 10.3 y 10.4 hemos presentado el comportamiento de las
funciones de correlación para dos modelos diferentes. Las escalas de
tiempo están caracterizadas por el tiempo medio entre colisiones
Para tiempos cortos (t < Stmj) su comportamiento está dado por el
valor de Boltzmann, y alcanza el valor asintótico dado por la teoría
del acoplamiento de los modos tras 2OtmÍ.
• Como consecuencia de la divergencia l/t, los coeficientes de transporte
divergen lentamente con logí, lo que se ha mostrado en las figuras 10.5
y 10.6.
• Por último hemos comparado con las simulaciones numéricas de [Ge-
rits], sumando las funciones de correlación hasta el tiempo que se si-
muía. Los resultados se presentan en la figura 10.7 para la viscosidad
de cizalta. Vemos corno la teoría cinética descrita da cuenta de más del
60% de la diferencia entre los valores de Boltzmann y los obtenidos por
ea,
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simulación. Para algunos puntos las correcciones son incluso mayores
Lo mismo se hace para las ondas sonoras, con el fin de obtener (. Aquí
los errores son mayores y los resultados no tan concluyentes, aunque
el comportamiento general es muy bueno (todos los puntos están de
acuerdo dentro de un error de 2u).
Como consecuencia la teoría cinética de anillo corrige muy bien los valores a’
de Boltzmann. la diferencia que permanece se debe a recolisiones mas
complicadas.
U’
11.2 Cuestiones abiertas
a’
Hay muchas cuestiones abiertas y temas de interés en los gases de red. Men
cionaremos unas cuantas relacionadas con este trabajo.
Prácticamente toda esta memoria se ocupa de gases de red atérmicos, e
sin temperatura, pero todos los desarrollos se pueden generalizar a mode-
los térmicos sin mucho esfuerzo. Aunque los gases de red surgieron para
estudiar problemas de flujo, nuevas y numerosas aplicaciones a problemas —
térmicos están apareciendo [Ernst y Das 92], [Retchman y Salcido 91], [Ber-
nadin el al 9lJ4Grosfils et al 92]. El único modelo presentado hasta ahora
con temperatura e isotropía de tensores de cuarto orden es el definido sobre e
la red triangular con 19 velocidades por nodo. Hasta el momento sólo exis-
ten simulaciones de este modelo, en particular del factor de estructura, S,
que muestran un tercer pico central (pico de Rayleigh). Un profundo estu- ej
dio teórico debe ser hecho para conocer la aplicabilidad de estos modelos a
problemas térmicos reales.
Otro campo abierto y sobre el que no hamos hablado es el de los mode- a’
los que no satisfacen el principio de balance semidetallado, que se crearon
con el objetivo de minimizar la viscosidad. Su estudio está comenzando y
presentan mucho aspectos que los hacen muy atractivos. Por ejemplo, para a’
ciertas densidades pueden desarrollar estructuras, o separaciones de fase.
La existencia de un estado de equilibrio todavía no está bien establecida
[Bussemnaker y Ernst 92). ‘a
Dentro de la teoría cinética de anillo, sería muy interesante realizar la
misma integración numérica de la ecuación de anillo simple que se hizo en
el capítulo 10 para la función de autocorrelación de la velocidad, VACF. 0.
Ello es debido a que existen simulaciones muy precisas de la VACF a todo
tiempo, y no sólo de sus integrales, como sucede con las funciones de corre-
lación del fluido, de las que sólo se conocen sus sumas, los coeficientes de
u
SI
0.
e-
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transporte. La comparación con las simulaciones nos permitiría analizar la
validez de la teoría cinética de anillo no sólo en sus regímenes de cortos y
largos tiempos, sino a tiempos intermedios donde los efectos de las recolisio-
nes comienzan a observarse. La realización de este proyecto es unos de los
objetivos inmediatos de nuestro grupo.
Otra cuestión fundamental que queda abierta es la generalización de la
teoría cinética de la parte lib a secuencias de recolisiones más complejas,
con el fin de estudiar su decaimiento temporal. En particular seria muy
importante considerar recolisiones en las que las partículas 1 y 2 colisionan,
posteriormente la 1 colisiona con una tercera partícula 3, que colisiona de
nuevo con la 2, y finalmente la 1 y la 2 colisionan de nuevo. Estos diagramas
han sido analizados en fluidos continuos son la siguiente contribución en
importancia al decaimiento l/t. Hasta el momento no existe una teoría
que tenga en cuenta ésta y otras secuencias de colisiones. Para estudiar
decaimientos más rápidos que l/t sería interesante realizar simulaciones de
la función de correlación para densidad f = 1/2, donde la cola l/t tiene una
amplitud nula, de acuerdo con la ecuación (9.30). Asi podríamos observar
contribuciones subdominantes a las colas a largos tiempos.
e’
‘a
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ATensores
Consideremos un tensor de ti índices Tai..a~ en un espacio d—dimensional,
o;, ¿ = 1,..-, d. Bajo una transformación de coordenadas R cambia según:
donde 1? es una representación d—dimensional de la transformación dada. El
tensor T es invariante bajo la simetría R si
(A.2)
Un tensor T se llama isótropo si es invariante bajo el grupo continuo de
rotaciones e inversiones. Los únicos tensores isótropos son las deltas de
Kronecker ó~g y sus productos. Si es invariante bajo un grupo de simetrías
de una red discreta, se dice que tiene simetría cúbica, triangular de
acuerdo con el grupo discreto correspondiente.
Consideremos ahora una red discreta regular, con velocidades c,, i =
b, y estudiemos los tensores completamente simétricos de rango ti:
= z~cac2...cyJk¡clJ. (A.3)
e
donde la suma sobre c se extiende sobre el conjunto de vectores {cí} donde
los vectores de igual longitud se transfonnan de uno a otro bajo el grupo
de simetrías discreto de la red. Todas las redes consideradas tienen si-
metría bajo inversiones, y por tanto los tensores con u impar son au-
tomáticamente nulos. La misma simetría implica que para n=par todos
los indices de los tensores tienen que aparecer de dos en dos, cuatro en
167
e’
u,
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cuatro~.., asi que:
(2)
~ =a¿,,
0
U’
= a[¿~&.~s + ~a5~0S+ ¿a56~yj + (A.4)
donde ¿(4) es la delta de Kronecker de cuatro índices, con valores
a’
titó{ ¿ ~ (A.5)
a-
(4)
Se puede verificar directamente usando (A.2) que ~ no es un tensor
isótropo. Por tanto un tensor de cuarto orden es isótropo sólo si b = O. La
fórmula anterior da la forma general de un tensor completamente simétrico e
de rangos n = 2 y n = 4 en d dimensiones, (d = 2,3,4...). Si hay una
simetría adicional (como rotaciones de ángulo w/3 en la red triangular, o
la simetría S definida en el modelo FCHC [H~non 87]), entonces existe una es
relación adicional entre las componentes del tensor, que sólo puede ser sa-
tisfecha igualando b = 0. Consecuentemente un tensor de cuarto orden en
una red triangular o FCHC es isótropo. Por supuesto, un tensor de sexto a
orden en estas redes ya no es isótropo.
Para una red triangular en dos dimensiones obtenemos que el tensor
vale:
(2)
E00 =a¿00
= b{6cwa&ys + bay¿26 + 6~8~}. (A.6) Mt’
En general los tensores simétricos que son isótropos son proporcionales
a todos los productos posibles de n/2 deltas con los indices permutados,
como se ilustra en (A.6). Se verifica [Wolfram 861 que E(2n) es isótropo para
grupos con simetría de ángulo r/(n± 1) (esto es, polígonos de 2(n±1) lados)
o menores. —‘
Un tensor general de cuarto orden no tiene la forma dada en (A.3). Su
forma más general es
= A6006~5 + B60-~¿05 + C60660.~ + ~~<
4) (A.7) ‘a
que tiene cuatro coeficientes independientes A, B, C, D para la red cúbica
o cuadrada. Para una red hexagonal la componente en 6<~> desaparece, así e”
que D = 0.
El tensor de cuarto orden de viscosidades, ~ en (3.80) es simétrico en
los índices {o/3}, porque el tensor de presiones P que lo define es simétrico ‘a
a
e
u,
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en equilibrio y por tanto B = C. Consecuentemente, para un tensor general
simetrico en {a¡3} la ecuación (A.7) se puede escribir como:
Ta¡iys = A{¿asóg.y + &y~08 — ¿6~a óyS} + B600613 + (A.8)
Si este tensor es isótropo o de traza nula en el par de índices {c43}, satisface
que:
D=0
B=D=0
si T es isótropo (hexagonal en 2-d)
si T es de traza nula en cfi e isótropo. (A.9)
Todas estas consideraciones sobre tensores han sido utilizadas a lo largo del
texto de esta memoria.
a’
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Expresiones para cQ y
Este apéndice está dedicado al cálculo de la suma:
A(n,u} = Zcjdn,v), (13.1)
y en particular a los dos primeros términos del desarrollo en serie de 1,
ecuación (8.12). Los hemos necesitado en los tres últimos capítulos para
desarrollar la teoría cinética de anillo. Consideraremos un fluido no interac-
cionante con reglas de colisión máximamente aleatorias, MAXRCR.
Consideremos una colisión con [p] partículas (p =2) en un fluido no in-
teraccionante. Hay dos contribuciones al operador it un término de pérdida
en el que una partícula marcada en el canal i va a parar a cualquier otro
canal, y un término de ganancia, en el que partículas en otros canales van a
parar al canal i. Se pueden escribir como:
y) = {—v~n({p1 i) + ±E ~‘ n([p] — i)}ií([b] — [pfl, (B.2)
¡E [rl
donde njp]) B El factor ii([b] — [pl) garantiza que los canales
[b]— [p]están yacios, así que realmente es una colisión con [p] partículas. El
factor 1/p es una consecuencia directa de las reglas de colisión MAxRCR,
y expresa que, en media, una fracción l/p de las partículas marcadas se
dispersa a cualquier otro de los canales en el conjunto [p]. Si consideramos
todas las colisiones, obtenemos que:
= >1 >3 *{([»] — i) + 1 ~ vjn([p] — i)}ii([b] — [pL>,(8.3)
pp=2[rlclsI
171
a,
e,
172 8. Expresiones para cl? y cfl<2)
e’;
donde la suma en [pj contiene todas las formas posibles de elegir p partículas
de un conjunto de b canales posibles. El asterisco indica la ligadura i C [p]
Multiplicamos ahora (B.3) por e, y sumamos sobre i. A continuacion u,
intercambiamos el orden de las sumas y hacemos la suma en i la más interna,
para obtener:
e”
A(n,v) = >3 >3 >3 ¡j1 >3 c~ — c.]v;n([p] — i)íí([b] — [p]). (13.4)
P=2[p]C[bbe[p] JE[p]
e”
Intercambiamos de nuevo las sumas para hacer la suma en i la más externa,
con lo que obtenemos que,
A(n,v) E ZA4n>v. e”
5—1 í í ~
A;(n) = >3 >3 [í+ ~ — 1~
1c~}n([l])ñ7(Lb1— [lJ—i). (8.5) 0.
¡=1 [l]c{b—’] gEl!)
Un desarrollo en fluctuaciones de los números de ocupación u; = 1 + tu,,
a’
define los coeficientes A1, A,,, etc,
A(n, u) = Á1¿’, + Áqv1bn, + ..., (B .6)
e,
donde suma sobre índices repetidos es asumida. Al comparar con (13.1) con
it dado por (8.12) se tiene:
A, = >3CJUJI, A1, = >3cdt. (13.7) e”
3 k
El primer coeficiente A1 se obtiene sustituyendo u1 en la ecuación (13.5) por es
1~
lzi [flc[b—1J JEII]
Si utilizamos que 5c; = 0, podemos reemplazar Eí¡íc~1l 4~T 2, e1 por Sr
E[¡—1lc(b—21 ¡#ÁCi, obteniendo:
A, = —Ci ZI’@ — f)b~1 {U]c[b—ll 1+1 + lI—I]C[b—21 ¡ } . (13.9)
Las sumas en el interior del corchete se pueden realizar con ayuda de ‘a
0.
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>3
[aIG151
1
con lo que la ecuación (B.9) queda:
1+1
(B.ll)
A, = , — f)5’-I—1 {
¡set
5— 1
—c,b>3 f’(1 — f)b—l—1
¡5t1
y por tanto c es autovector de ti con autovalor
5—I
w = b>3f’(l —
—w dado por
f)5~4~¿ ( ~ (8.12)
¡¡rl
cuya suma nos da el resultado presentado en (8.34).
Para obtener los coeficientes A
11, desarrollarnos (B .5) hasta orden lineal
en ¿u:
5—I
4>3
ya Efil
>3
1=1 lflc[5—í]
Sumf’’(l —
— le;]
>3 6flmf~(1 — 1)5—1—2],
mElbl—lfl—i
donde el primer término proviene de n([l]) y el último de ~([b] — ~l]— i) en
la ecuación (B.5). Si hacemos la suma sobre m la más externa, obtenemos
que,
A;,,.
— >3 kíKc.±em¡=1 [1—1]Ctb—21 1 E{1J
5—1
—~ [llC[b~~2lí+1K[ll
— le;]
í
f’( 1 — (13.14)
Volvemos a utilizar la relación >1. e; = 0, para reemplazar las sumas sobre
e1 por e; + Cya, para llegar a:
5—1
— >3 >3
¡=1 [I—2]cfb—3]
(ci + cm)pf’’(1 — f)b~4—1
(13.10)
( b
>3 A,»,¿um >3
mt
(B13)
u,
e
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>3
LI— lJclb—3J
(e; + Cn»1’(l — f)bt2
1+1
>3 c;—1---fu —
[4c[b—2] ¡ + ‘1
Si agrupamos los términos con c~ y Cm y definimos las variables a y ¡3 según:
A:m = ÚC; + ¡?Cm,
a’
(BiS)
obtenemos, utilizando de nuevo (13.10) que
5—3
o = (1 f)52Z l)(l±2)
— (1— f)b-2
1 (by3)~1
con x = f/(1 — 1). Esta sumas se pueden realizar con el resultado,
1—1
a = — ________(b— i)(b—
¡3 1
2)12 [1 — (b — l)(1 — f)S~2 + (b — 2)(1 — f)bl]
— (1 —
(b— 1)(b~.~2)f2L’ —(b— 1
ecuaciones que han sido utilizadas en el capítulo 9.
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[1—1]c[b—2]¡=1
(cm — le;) 1 <—‘(1 —
1+1
4
4
1=1
0.
e,
(B.16)
0.
¡=1 1 (~z~)x’ (B.17)
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cRelación entre
Este apéndice está dedicado a la obtención de la ecuación (9.26). Considere-
mos una colisión múltiple que involucra a la partícula marcada. El conjunto
de [p] partículas iniciales, tomadas de entre las [b]posibles, da lugar al con-
junto [pfl tras la colisión, En particular, la partícula marcada comienza en
E [p) y acaba en ? E [pfl. Entonces podemos escribir el operador de
colisión como:
5
Idu, u) = >5 33 [—v;u([p] —i»I([b]— [p1)+u;.n([p~] — i*)lr([b] — [pfl)].(C.1)
p2 ~p]C[b]
Desarrollo hasta orden lineal en fin nos da las expresiones para -~ y ~(2)
que son independientes de las reglas de colisión:
(u,v) = KV) vi + KV»vj¿ut +
5
>3 {~v;+v;.}fP1(l~f)bP
p2 [p]c~bl
5
+>3 >3 {[—v, >3óum+v,. >3 ótimj(1f)
p
2 [p]c[b] mE[p]—
+Lv, >3 Sn,,. — v;• >3 ¿nm<f}1P2(1 — f)b’P1. (C.2)
mElb]—{p] ‘nE[b]—Vl
En la ecuación (9.26) queremos relacionar los operadores ~ con ac-
tuando sobre productos de invariantes de colisión. Por ello, reemplazamos
175
U’
e
176 C. Relación entre ~<2) ~j
0.,
y; por a = 1 y ¿n, por a, = {i,c;} con el resultado:
ti;5a = ~ >3 { — a; + eg}fP’(i — f)bP
p
2 [p]C¡bJ
?4~aaz = ~ >3 {[— >3am+ >3 a~j(1—f) Sfr
p=2[p]C[b] me[rJ—. mC[p~—í
+[ >3 a,,, — >3 a~,if}ff2(1 — f)b-P-l. (C.3) u,
mE[b]—[p] mE(bJ—[pj
Como flya es conservada en cualquier colisión, verifica que:
u,
>jfIm= >3 <4,. (C.4)
‘nE[pJ mE[pfl
Entonces el segundo término en (C.3) se cancela exactamente, dando: e’
5
= >3 >3 fP?(i — f)~~~[a; — al. (C.5) u,
P2 lp]C[b]
Comparando con la primera línea de (C.3) obtenemos la igualdad deseada:
w
= —jn;saa~~ (C.6)
que ha sido empleada en la deducción de la teoría del acoplamiento de los 0.
modos en el capítulo 9.
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