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a b s t r a c t
We consider the Robin boundary conditions on irregular domains where the usual Sobolev
embeddings fail. We present a functional framework permitting superhomogeneous
growth of the nonlinearity and prove the existence of positive, bounded, and smooth
solutions of the p-Laplacian equation.
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1. Introduction
It is well known that for an unbounded domain Ω ⊂ RN ,N > 1, with finite measure |Ω| < ∞,W 1,p(Ω) ⊄ Lq(Ω)
for all q > p [1, Theorem 5.30]. The same holds also for bounded domains with a sufficiently sharp outward pointing
cusp [1, Theorem 5.32]. These facts make the study of nonlinear problems with Robin boundary conditions (on such
domains)−∆pu+ b|u|p−2u = f (·, u) inΩ,
Ru = 0 on ∂Ω, (1.1)
Ru = |∇u|p−2 ∂u
∂ν
+ b0|u|p−2u, different from the study of problems with homogeneous Dirichlet boundary conditions.
Indeed, if we replace the Robin boundary conditions with u = 0 on ∂Ω , then the usual functional setting is based on the
Sobolev embedding W 1,p0 (Ω) ↩→ Lp∗(Ω), p∗ def= NpN−p , 1 < p < N . The critical Sobolev exponent p∗ then determines the
growth conditions laid on f in order to obtain existence results, cf. [2].
Mathematical models described by quasilinear partial differential equations have become more common recently. In
particular, the p-Laplacian operator appears in subjects such as glaciology, nonlinear diffusion, filtration problem, power-low
materials, non-Newtonian fluids, reaction–diffusion problems, flow through porous media, nonlinear elasticity, petroleum
extraction, torsional creep problems, etc. See, e.g., [3]. The nonlinear boundary condition describes the flux through the
boundary ∂Ω which depends on the solution itself. It is natural that the flux across the boundary should be outwards if there
is a positive concentration at the boundary. This motivates the fact that the sign of b0 is positive. For a physical motivation
of such conditions, see for example [4].
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The purpose of this work is to introduce a suitable functional framework for the Robin problem (1.1), where the
nonlinearity f has ‘‘superlinear’’ (or ‘‘superhomogeneous’’) growth with respect to u. We prove the maximum principle
for such problems as well as an existence result for the superlinear problem. In this paper we deal with the case: 1 < p < N ,
for which no embedding into continuous functions is available. We assume thatΩ is a so called admissible irregular domain
for whichW 1,p(Ω) ⊄ Lq(Ω) for all q > p andwith properties specified in Section 2.We also define there a suitable function
space Vp for weak solutions of (1.1) and in Section 3 proceed to prove the following results.
The maximum principle is formulated as follows.
Theorem 1.1. Let Ω be an admissible irregular domain. Let b ∈ L∞(Ω), b0 ∈ L∞(∂Ω), b0 ≥ 0 a.e. on ∂Ω . Let f = f (x, s) be a
Carathéodory function satisfying
|f (x, s)| ≤ g(x)+ c|s|β (1.2)
for a.e. x ∈ Ω and all s ∈ R. Here g : Ω → [0,∞) is a measurable function in Lr(Ω) Lp#/β(Ω), r > N, c ≥ 0 is a constant
and p− 1 < β < p# − 1, where p# def= NpN−1 , 1 < p < N. Let u be a non negative weak solution, u ≢ 0 and f (·, u(·)) ≥ 0 a.e. in
Ω . Then u ∈ L∞(Ω) C1,α(Ω) for some α ∈ (0, 1), and u > 0 inΩ .
As an application of the maximum principle, we prove the existence of positive solutions to the superlinear problem.
Theorem 1.2. Let Ω be an admissible irregular domain. Let 1 < p, q <∞, p < q < p#, 1 < p < N, b0 ≡ 1 a.e. on ∂Ω . Then−∆pu = |u|q−2u inΩ,
Ru = 0 on ∂Ω (1.3)
has at least one positive weak solution u ∈ L∞(Ω) C1,α(Ω) for some α ∈ (0, 1).
Corollary 1.1. The best constant for the embedding Vp ↩→ Lq(Ω), 1 < p < N, 1 < p, q < ∞, p < q < p# is achieved by a
functionw ∈ L∞(Ω) C1,α(Ω) for some α ∈ (0, 1), wherew > 0 everywhere inΩ .
Corollary 1.2. Let u be a positive solution from Theorem 1.2 and u ∈ C1(Ω ∪ {x0}), where x0 ∈ ∂Ω satisfies the interior sphere
condition. Then u(x0) > 0 and
∂u(x0)
∂ν
< 0.
2. Functional setting
We assume that the domainΩ ⊂ RN ,N > 1, is such that |Ω| <∞. In particular,Ω may be unbounded. We set
‖u‖1,p def=
∫
Ω
|∇u|pdx
1/p
(2.1)
and write ‖ · ‖p for the usual Lp(Ω) norm. We define the space Vp as a completion ofW 1,p(Ω) C(Ω) with respect to the
norm
‖u‖Vp def=

‖u‖p1,p + ‖u|∂Ω‖pLp(∂Ω)
1/p
, (2.2)
where
‖u|∂Ω‖Lp(∂Ω) def=
∫
∂Ω
|u|pds
1/p
.
Here, ‘‘ds’’ denotes the (N − 1)-dimensional Hausdorff measure which coincides with the usual surface Lebesgue measure
if ∂Ω is Lipschitz.
The spaces equivalent to Vp were introduced in [5, Section 3.6]. In particular, Vp is a uniformly convex (and hence a
reflexive) Banach space,Vp ↩→ Lq(Ω) continuously for 1 ≤ q ≤ p# andVp ↩→↩→ Lq(Ω) compactly for 1 ≤ q < p# [5, Section
4.11]. It is shown there that the value p# is optimal (critical) in the sense that Vp ⊄ Lq(Ω)with q > p# and Vp ↩→ Lp#(Ω) is
not compact. Clearly, p# < p∗ and the difference p∗ − p# is the price to be paid for the irregularity of the domain.
We define a weak solution to (1.1) as follows:
Definition 2.1. We say that u ∈ Vp is a weak solution to (1.1) if for all φ ∈ Vp we have∫
Ω
|∇u|p−2∇u · ∇φ dx+
∫
Ω
b|u|p−2uφ dx+
∫
∂Ω
b0|u|p−2uφ ds =
∫
Ω
f (·, u)φ dx. (2.3)
Note that the right hand side of (2.3)makes sense forφ ∈ Vp due to the growth condition (1.2) on f (ifβ < p#−1). In order
to make our methods work, we used some slight restrictions on the boundary ∂Ω . In fact there are domains Ω for which
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the embedding Vp ↩→ Lp(Ω) is not injective. This is due to the influence of the ‘‘wildness’’ of the boundary ∂Ω , [6–8]. The
domains for which the above embedding is injective are then called admissible. This notion covers a wide class of domains
for which the trace of a function in Vp is locally well defined (cf. [9]) up to a set of (N − 1)-Hausdorff measure zero. In
particular, the planar domains
Ω
def= {(x, y) ∈ R2 : 0 < x < 1, 0 < y < e xx−1 } (2.4)
and
Ω
def= {(x, y) ∈ R2 : −∞ < x <∞, 0 < y < e−x2} (2.5)
are admissible. Domain (2.4) is bounded with an exponential cusp at the point (1, 0), while domain (2.5) is unbounded with
finite measure and with a locally smooth boundary. Similar examples exist in higher dimensions. Note that in both cases,
we haveW 1,p(Ω) ⊄ Lq(Ω), q > p.
3. Proofs of main results
Proof of Theorem 1.1. Let u ∈ Vp be a non negative, non trivial weak solution of (1.1).We apply [10, Corollary 6.5], werewe
put d = Np, and conclude u ∈ L∞(Ω). The regularity results due to [11,12] then imply that u ∈ C1,α(Ω) for some α ∈ (0, 1).
Now, assume that there exists x0 ∈ Ω such that u(x0) = 0. Then due to our assumption f (·, u(·)) ≥ 0 a.e. inΩ, u is a non
trivial, non negative and bounded supersolution of−∆pu+b|u|p−2u = 0 in a certain cube K(3ρ) ⊂ Ω of side 3ρ and center
x0, satisfying minx∈K(ρ) u(x) = 0, u ≢ 0 in K(2ρ). But this contradicts [13, Thm 1.2]. Hence u > 0 everywhere inΩ . 
Proof of Theorem 1.2. We apply a variational method. To that purpose, we introduce the C1-functionals
I(u) def=
∫
Ω
|∇u|pdx+
∫
∂Ω
|u|pds (3.1)
and
J(u) def=
∫
Ω
|u|qdx. (3.2)
If w ∈ Vp were a global minimizer of I subject to the constraint J(w) = 1, then the Lagrange multiplier method yields
a λ ∈ R such that I′(w) = λJ′(w), i.e.
p
∫
Ω
|∇w|p−2∇w · ∇φ dx+ p
∫
∂Ω
|w|p−2wφ ds = λq
∫
Ω
|w|q−2wφ dx
holds for any φ ∈ Vp. Setting µ def= qpλ, we see thatw is a weak solution of−∆pw = µ|w|q−2w inΩ,
Rw = 0 on ∂Ω. (3.3)
Rescaling u def= µ 1q−pw then is a weak solution to (1.3). Clearly, u is non trivial and non negative if and only if w is, and we
may assumew ≥ 0 a.e. inΩ . Indeed, if w is a global minimum of I subject to J(w) = 1, then |w| ∈ Vp, so we may replace
w with |w|.
The existence of a minimizer follows from the fact that I(u) is bounded from below on the manifoldM def= {u ∈ Vp :
J(u) = 1} and from the Palais–Smale condition satisfied by the functional I onM. The former fact is obvious and the latter
is a direct consequence of the compact embedding Vp ↩→↩→ Lq(Ω).
Now we apply Theorem 1.1 to u ∈ Vp with b ≡ 0, b0 ≡ 1f (·, u) = |u|q−2u and prove that u ∈ L∞(Ω) C1,α(Ω) and
u > 0 everywhere inΩ . 
Proof of Corollary 1.1. The best constant for the embedding Vp ↩→ Lq(Ω) is the least possible c > 0 for which
‖u‖q ≤ c‖u‖Vp
holds for all u ∈ Vp. Equivalently, such a constant is characterized by
1
c
p
= inf
u∈M I(u).
It follows from the proof of Theorem 1.2 that the infimum is achieved at a function w ∈ L∞(Ω) C1,α(Ω) with some
α ∈ (0, 1), w > 0 inΩ . 
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Proof of Corollary 1.2. Notice first that u ≥ 0 a.e. on ∂Ω (in the sense of Hausdorff measure). Indeed, we have∫
Ω
|∇u|p−2∇u · ∇φ dx+
∫
∂Ω
|u|p−2uφ ds =
∫
Ω
|u|q−2uφ dx
for any φ ∈ Vp. Setting φ = u− (where u = u+ − u− with u+ and u− the positive and negative parts of u; we have u± ∈ Vp
for any u ∈ Vp by the definition of Vp) and using the fact that u− ≡ 0 inΩ , we arrive at∫
∂Ω
|u−|pds = 0. (3.4)
By the assumptions both u(x0) and
∂u(x0)
∂ν
are well defined. Since u(x0) ≥ 0, the boundary conditions force ∂u(x0)∂ν ≤ 0.
Furthermore, u(x0) = 0 implies ∂u(x0)∂ν = 0, which contradicts the maximum principle from [14, Theorem 5]. 
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