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Abstract 
An adaptive program can be understood as an object-oriented program where the class graph 
is a parameter, and hence the class graph may be changed without changing the program. The 
problem of compiling an adaptive program and a class graph into an object-oriented program 
was studied by Palsberg et al. (1995 ). Their compiler is efficient but works only in special cases. 
In this paper we present and prove the correctness of a compiler that handles the general cast. 
The compiler first computes a finite-state automaton and then uses it to generate efficient code. 
0 1997 Elsevier Science B.V. 
1. Introduction 
Object orientation has demonstrated that properties such as encapsulation, inheri- 
tance, late binding, etc., are useful in the discipline of software engineering. How- 
ever, object-oriented languages suffer from a certain inherent “rigidity” which makes 
software re-use sometimes awkward and laborious. This property can be intuitively 
explained as follows. The key feature of most object-oriented languages is that the 
description of actions (usually called “methods” in this context) is attached to the de- 
scription of types (“classes”). While this characteristic property is useful in many 
cases, it has been observed (see, e.g., 121) that changes in the structure of data 
(i.e., class definitions) may necessitate rewriting large portions of the action code 
(i.e, method definitions), even if essentially the underlying algorithm remains the 
same. 
Let us illustrate this point with a simple example. Consider the following two sce- 
narios. In one scenario, we are given a data structure named conzpq~ which describes 
fully a commercial firm, and our task is to write a function szm~Suluq, which computes 
* Corresponding author. E-mail: palsberg@theory.lcs. mlt.edu. 
’ A preliminary version of this paper appears in the Proceedings of the European Symposium on 
Programming. April 1996 (Springer Lecture Notes on Computer Science). 
0167-6423/97/$17.Oll @ 1997 Elsevier Science B.V. All rights reserved 
PII SO l67-6423( 97)00004-X 
the total sum of salaries on ~onzpan~,‘s payroll. In the second scenario, we are given 
a data structure called airplane which describes the current state of an airplane, and our 
task is to write a function sllnr Weight which finds the current total cargo weight. Nat- 
urally, the conzpan~~ and uirplune structures are different, and it seems that there is no 
escape from writing each of the two functions sw~rSuh~~* and SLU?~ Weight from scratch. 
However, after a second thought (or perhaps after writing dozens of functions.. .) one 
sees that sunrS&r~~ and SUIPI Weight are doing essentially the same thing. Loosely 
speaking, the algorithm for both SU~KSL&Z~JJ and szlrll Wright is as follows: “given an 
object, scan all its sub-objects of a certain kind, and apply a (commutative and associa- 
tive) combining operation to these subobjects to obtain the final result”. The difference 
between the code for s~mSabr_~~ and sul?r Weight is due solely to the difference in 
the specific structure of the input, and not to differences in the underlying algorithms. 
Moreover, the detailed description of the data structures (which contributes most of 
the complexity in the code in the examples above) is, in fact, readily provided to the 
programmer! It would be desirable to enable programmers to specify a generic algo- 
rithm which could be automatically tailored to fit the application at hand according to 
a given description of the structure of the application. 
Scenarios such as the one sketched above (which are quite common in the practice of 
software development) constitute the main motivation for uduptivr programs [7, 10.61. 
Informally (a formal description is given in Section 2), an adaptive program is a pro- 
gram where the complete description of its data structures is a parameter. Employing 
the idea of object orientation, actions are associated with types, and in adaptive pro- 
grams this means that action code is associuted with purtiuII~~-sprcijied dutu stmcturrs. 
Of course, an adaptive program cannot be executed. To get an executable program, 
an adaptive program has to be sprriulixl, in the sense of partial evaluation [5], with 
a complete description of the actual data structures to be used. 
Let us outline the way adaptive programs can be used in our example from above. 
The basic concepts of adaptive programs will be informally introduced as we proceed. 
Adaptive programs consist of traversul specifications and co& Irrapprrs. Traversal 
specifications select objects according to their classes, and code wrappers associate 
actions with the selected objects. For example, a traversal specification of the form 
[il,B] is interpreted as “all objects of class B which are subobjects of an object of 
class A”. With the proper code wrapper attached to class B, the interpretation of the 
adaptive program could be “for each object of class B contained in the class A object, 
add its value to a SWH variable”. 
In Fig. 1 we give a complete description of the adaptive program informally sketched 
above, which illustrates the concise nature of this language. The advantage of adap- 
tive programs is that they adapt automatically to changes in the class structure. For 
each particular application, we just need to provide a class graph that describes it and 
a renaming which maps adaptive-program identifiers to class names from the graph. 
A class graph is a labeled directed graph which expresses the “has-a” and “is-a” re- 
lations among the classes. The combination of an adaptive program and a class graph 
contains all the details required for execution: the operations that are to be applied to 




cm total = total + value; (D) 
Fig. I. Top: an adaptive program. Bottom: renamings for t\vo scenarios 
objects are fully defined, and the desired traversals (in the co~~lpnrr~~ example. finding 
all subobjects of type sula~_ts) can be automatically generated from the class graph. 
Adaptive programming is related to functional programming with iterators and fold- 
ers. Instead of writing a traversal specification, one might first use a traversal routino 
to extract a list of the relevant objects, and then do a fold on that list. The advan- 
tage of adaptive programming is that the traversal routine is succinctly specified and 
automatically generated from the traversal specification. This is particularly convenient 
when we want to change the class graph but not the traversal specification. An ad- 
vantage of typed functional programming is that iterators and folders can be defined 
at a meta-level as type-dependent functions. This. however. requires the set of types 
to be smaller than the untyped set of class graphs that vve use in this paper. If the 
advantages of adaptive and functional programming were to be combined, a useful tirst 
step would be to define a typed universe of class graphs. where the types provide more 
information than. say, meta-classes. We leave such developments to future work. 
Syntax for traversal specifications, etc., can easily be added to an existing object- 
oriented language. See [6] for numerous examples of adaptive programming in an 
extension of C++. 
Systems which support adaptive programming have been available since 199 I. and 
are being successfully used at Northeastern University. Xerox PARC, and other places 
[I]. The core of the compiler provided by these tools was presented and proved correct 
in [lo]. The current compiler, despite being quite useful in many practical cases, is not 
general in the sense that there are certain combinations of adaptive programs and class 
graphs which the compiler rejects. If a program and a class graph cannot be compiled, 
then the program has to be rewritten (as discussed in [lo] ). This defeats the original 
motivation of adaptive programs, namely the automation of adaptiveness. 
In this paper. we present a new compiler which is applicable to combinations of 
adaptive program and class graph which could not be dealt with by the old compiler. 
Informally, the main idea is as follows. While the old compilation algorithm uses the 
class graph directly to generate traversal code, the new compiler uses the class graph to 
construct a tinite automaton which is used to generate the traversal code. The concept 
of intermediate automaton enables us to apply standard minimization techniques to 
ensure that the size of the traversal code is optimal. We give two variants of the basic 
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compiler, which differ in the way the automaton is computed. One variant is gtwral, 
i.e., it works for any combination of adaptive program and class graph; unfortunately, 
this variant may require exponential running time to compute. The second variant works 
for an important subclass of the adaptive programs (including programs which could 
not be compiled by the old compiler), and for these programs it generates efficient 
code in polynowziul time. 
We prove the correctness of the compiler with respect to the original semantics for 
adaptive programs, as described in [ 10,6]. Our proof consists of two stages. First, we 
define a variant of the original semantics, and prove that it is equivalent to the original 
one. Then we show how to construct automata which implement the new semantics. 
Informally, the purpose of defining the new semantics is to help us to deal with the 
subclass relation in the construction. 
The remainder of this paper is organized as follows. In Section 2 we define basic 
notions and recall the original semantics of adaptive programs. In Section 3 we give 
a new semantics of adaptive programs and prove that it is equivalent to the old one, 
and in Section 4 we give a compilation algorithm for adaptive programs and prove it 
correct with respect to the new semantics. 
2. The semantics of adaptive programs 
In this section we recall from [lo] the definitions of class graphs, object graphs, 
paths, traversal specifications, wrappers, and the semantics of adaptive programs. We 
also define the semantics of an object-oriented target language. The target language is 
slightly different from the one used in [lo]. 
As a running example throughout the paper we consider the adaptive program, the 
class graph, and the object graph in Fig. 2. 
2.1. Cluss and object gruphs 
A labeled directed graph is a triple (V, E, L) where V is a set of nodes, L is a set 
of labels, and E is a set of edges where EC: V x L x V. If (u, I, c) E E, then u is the 
source, I is the label, and v is the target of (u, 1, v). We will write (u, 1, c) as u L c‘. 
OPERATION m 
TRAVERSE 
[Exp, Compl [Camp, Nun1 
WRAPPER Nun 
((D some wrapper code here Cp) 
il: Ccmp 
arg1 arg2 
i2:Num !?I lil:N”!ll “Ed”e 13:Add value 
5: const 7: const 
Fig. 2. Left: an adaptive program. Middle: a class graph. Right: an object graph. 
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In this paper we will be interested in special kinds of graphs, called class graphs and 
object graphs, defined as follows. (The present definitions are akin to those of [8,9].) 
Fix a set ClassName, the set of class names which can be used in class graphs. 
The predicate Abstract is true for names of abstract classes, and it is false otherwise. 
If a class is not abstract, it is said to be concrete. 
A class graph is a finite labeled directed graph, intended to represent the (static) 
class structure of a program. Formally, it is defined as follows. The node set is a subset 
of ClassName. Each edge is labeled by an element of L = N U {o}, where o $ N. We 
assume that (N, < ) is a totally ordered set of labels. If 1 EN, then the edge u A u 
indicates that the class u has an instance variable with name 1 and with type v. Such 
an edge is called a construction edge. We require that the construction edges outgoing 
from a node are labeled with distinct labels. 
The edges u % v are called subclass edges; they represent the fact that v is a subclass 
of U. In a class graph, only abstract classes have outgoing subclass edges. A class graph 
is jlat if for every node u where Abstract(u), all outgoing edges are subclass edges. 
Following [lo] we henceforth assume that all class graphs are flat. 
For example, in the class graph of Fig. 2, Exp is an abstract class (indicated by 
a hexagon), and the other four classes are concrete (indicated by rectangles). The 
edges from Exp to Num and Comp are subclass edges (indicated by double arrows), and 
the other four edges are construction edges (indicated by regular arrows). Clearly, the 
class graph is flat. 
An object graph is a finite labeled directed graph, intended to represent a run-time 
object structure. Formally, it is defined as follows. Each node represents an object, and 
the function Class maps each node to “its class”, that is, the name of a concrete class. 
Each edge is labeled by an element of N. The edge u 5 z) indicates that the object 
represented by u has a component object represented by v. For each node u and each 
label 1 EN, there is at most one outgoing edge from u with label 1. Foi example, the 
object graph in Fig. 2 contains six nodes, each representing an object. 
2.2. Paths 
Given a graph G = (V, E, L), a path is a sequence veli vi 12 . . . l,,v, where vg, . . . , c,, E C’, 
and for all 0 d i <n we have that Vi ‘3 Vi+1 E E, and Ii,. . . , I, E L. We call vg and c, 
the source and target of the path, respectively. If p1 = vo . . , vi and p: --: v, . v,, then 
we define the concatenation pi . p2 =vg. ..I+. ..v,. Notice that p1 . pz contains only 
one copy of the meeting point vi. Let PI and P2 be sets of paths such that all paths 
in PI have target v, and all paths of P2 have source v. Then we define 
PI .P~={pIp=pl.p~ where PIEPI and pz~P1). 
For the remainder of this subsection, let R denote an arbitrary set of paths of a given 
class graph. We are mainly interested in the paths obtained by removing a prefix con- 
taining only o-labeled edges. First, we define an auxiliary function Reduce: intuitively, 
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Reduce(R) is the set of paths obtained by removing all partial o prefixes from each 
path in R. Formally, for a path set R we define 
Reduce(R) = {L’,, . . v,+,, ) 3t0, ~‘1 . . v,,_l such that @O o q o . o v, . I‘,,+,, E R}. 
Using Reduce, we define Select(R,u) to be the set of suffixes of paths in R that start 
with a given node I[ after skipping a leading o-labeled prefix. Formally, 
Select(R, II) = (~1~. . v,? / vo.. vn E Reduce(R), co = u}. 
Using Select, we define Car(R, U) to be the set of the first edges in Select(R, u), and 
for a given label I, we define Cdr(I, R, u) to be the set of tails of Select(R, u) where 
the head has label 1. Formally, 
Car(R, u) = (~1~ 5 vI ) v~I~cI~ . . z!,, E Select(R,u)}, 
Cdr(l.R,u) = {L’, . . c,, 1 co/, ul . . c, E Select(R, zl), 1, = I}. 
2.3. Traversal spe~ljications 
Fix a class graph G = (V, E,N U (0)). A tratlersul spec$cution denotes a set of 
paths. Formally. it is an expression generated by the grammar 
D::=[A,B]ID.DID+D 
where A,B E V. 
The semantics of traversal specifications is summarized in Table 1. 
For a traversal specification to be meaningful, it has to be ~vell_fbnned A traversal 
specification is well formed if (1) it determines a SOWW node and a target node, 
(2) each concatenation has a “meeting point”, and (3) each union of a set of paths 
preserves the source and the target. Formally, the predicate WF is defined in terms of 
the two functions Source and Target given in Table 1, and the following recursive 
definition: 
WF([A,BI) = 
WF(D, . ~2) = 
WF(D, + 02) = 
true 
WF(D, ) A WF(D2) A Target(D, ) ‘nodes Source(D2) 
WF(D, ) A WF(D2) 
A (Source(D,) ‘no&s Source(Dz)) 
A (Target ‘nodes Target( 
Table 1 
Specification D PathSet Source(D) Target(D) 
All paths from A to B 
PathSet(D, ) PathSet(D, ) 







If G is a class graph and D is a well-formed traversal specification, then PathSet,;( D) 
is a set of paths in G from Source(D) to Target(D). as defined in the table above. 
We usually omit the subscript G when it is clear from the context. 
The following basic lemma is taken from [lo]. 
Lemma 2.1. I/’ WF(D). fkn (i) PathSet is I\v// tk$nctl ~/rd (ii) ~YK/I p’/~ ill 
PathSet( D) sr~rrts in Source(D) LIIZL/ c~~t/s irl Target(D). 
WC henceforth assume that all traversal specifications are well formed. We shall use 
traversal specifications to denote path sets in class graphs and object graphs. 
We can represent a path by the string of its (node and edge) labels. Viewing path 
sets as sets of strings, we may represent path sets by regular expressions over the 
alphabet ClassName U N U (o}. For example, let D be the traversal specification of 
the adaptive program in Fig. 3, and let G be the class graph from Fig. 3. Employing 
standard notation for regular expressions [3], and denoting by L(E) the language defined 
by a regular expression E, we have that 
PathSet(,( D) = L(Exp (o Comp (argl + arg2 1 Exp)- “ Num) 
Following [lo], we define adaptive programs as follows. First. define a I~VY~JI~BY UU/,LI 
to be a mapping of class names to code segments called wrappers (the idea is that 
when an object is visited during the traversal of an adaptive program, the appropriate 
wrapper code will be executed). Now. an oduptirc poyrtr~~~ is a pair (D. II. 1. where II 
is a traversal specification, and W is a wrapper map. Intuitively, given an object gruph 
Q and a node o in Q, the interpretation of an adaptive program (D, I,Z’) is roughly “for 
the subgraph of .Q reachable from o: traverse the objects on paths induced by n in 
depth-first order, and execute the wrapper code specified by CP’ for each object Lislted”. 
Formally. the semantics is given by the function Run defined as follows: 
Run(D. IV)(G,Q.o) = ExecuterrjTraverse(PathSet,;(D), Q.0)) 
where 
Traverse( R. R, o) = 
H if Q t, o : R D H. for some H 
_L otherwive 
If Q is an object graph, o a node in L2, R a path set over G. and H a sequence oi‘ 
objects, then the judgment 
L’i-, o:R D H 
means that when traversing the object graph Q starting in o. and guided by the path 
set R. then H is the r~trr~~.rcrl histoq., that is, the sequence of objects that are traversed. 
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Formally, this holds when the judgment is derivable using the following rule: 
Q k-s oi : Cdr(Zi,R,Class(o)) D Hi Vi E I..n 
Qt,o:RDo+H,~..:H, 
if Car(R,Class(o)) = {Class(o) 4 Wi 1 i E I..n},o 5 o, is in Q, i E IA, 
and b<Ik for l<j<k<n. 
The label s of the turnstile indicates “semantics”. Notice that for n = 0, the rule is an 
axiom; it is then simply 
SZt,o:RDo 
if Car(R. Class(o)) = 8. 
Notice that Traverse is well defined: if both Q IS o:R D H1 and Q t, o: R D Hz, 
then HI = Hz. This can be proved by induction on the structure of the derivation of 
Qt,o:RDH,. 
The call Execute&H) executes in sequence the wrappers for the class of each of 
the objects in H. We leave ExecuteIF unspecified, since its definition depends on the 
language in which the code wrappers are written. 
Example. Let 
R = Exp (o Comp (argl + arg2) Exp)+ o Num. 
We get 
Car(R, Class(i1)) = Car(R, Comp) 
= {Comp aF1 Exp, Comp 
arg2 
--f EXP} 
Cdr(arg1, R, Class(i1)) = L (Exp (o Comp (argi + arg2) Exp)” o Num) 
Cdr(arg2, R, Class(i1)) = L (Exp (o Comp (argl + arg2) Exp)” o Num) 
Let R’ denote Cdr(argl,R, Class(il)) = Cdr(arg2,R, Class(i1)). Clearly, Car(R’, 
Class(i2))= 8 and Car(R’, Class(i4)) = 0. Let Q be the object graph in Fig. 2. As- 
suming argl < arg:! in the total order of the labels, we get the following derivation: 
L?F,i2:R’Di2 Q Is i4 : R’ D i4 
.Q Fs il :R D il i2 i4 
Thus, the traversal history is il i2 i4. 
2.5. The turget bnguuge 
We will compile adaptive programs into an object-oriented target language with- 
out inheritance. A program in the target language is a partial function which maps 
a pair of a class name and a method name to a method. A method is a tuple of the 
form (l,.m I,..., ln.mn), where 11,. , . , I, EN and ml,. . , m,, are method names. When 
invoked, such a method executes by invoking li.mi in order. 
If R is an object graph, o a node in L’, HZ a method name. P a program in the target 
language. and H a sequence of objects, then the judgment 
Q t, o:nz:P D H 
means that when sending the message IH to o. we get a traversal of the object graph R 
starting in o so that H is the traversal history. Formally, this holds when the judgment 
is derivable using the following rule: 
c2 t, o, : 117, : P D Hi Vi E 1 ../I 
Q t, o : 111 : I’ D o H, . H,, 
if P(Class(o),nz)= (/,.HI~ . . . 1,,.~2,, 1) and o ‘- o, is in S2, i E 1 ..)I. 
The label c of the turnstile indicates “code”. Intuitively, the rule says that when sending 
the message ttl to o, we check if o understands the message, and if so. we invoke the 
method. Notice that for 17 = 0, the rule is an axiom: it is then simply 
i-2 t, o : tt1 : P D o 
if P(Class(0). uf) := ( ). 
Given a program in the target language. it is straightforward to generate, for example. 
a C++ program. 
3. A simplified semantics of adaptive programs 
In this section we specify a new semantics of adaptive programs. and prove that it is 
equivalent to the one given in Section 2. The main difference between the new and the 
old semantics is the way they treat the subclass relation. To emphasize the differcnco, 
we use the term “words” for paths without subclass edges. Informally. the idea is as 
follows. 
The semantics of adaptive programs which was given in Section 2 has the following 
property. When a path set is used to guide a trav.ersal, o-labels are skipped along the 
way by the operations Car and Cdr. In this section, we define a simpler semantics 
which has the property that all a-labels are removed before the traversal begins. The 
new semantics greatly simplifies the compiling algorithm presented in Section 4. Our 
notion of word is related to that of “calling path” in [4], 
Our first step is to define the functions transforming path sets into strings (words ). 
while deleting abstract classes. Define a lr~~rtl to be a sequence L.,~II ~11: I‘,, where 
I’(), . zl,,_ 1 are names of concrete classes. It. , /,,-, E N, and L’,, is the name of tither 
an abstract or a concrete class. Next. we define the function SimplifyPath which 
maps paths to words as follows. Given a path p, the function SimplifyPath is the 
string obtained from p by removing all o labels and abstract class names. except 
for the last class name in p. Observe that if p is a path in a flat class graph, then 
SimplifyPath( p) is a word. To see that, recall that in flat class graph, every outgoing 
edge of an abstract class is a subclass edge, and every outgoing edge of a concrete 
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class is a construction edge. Thus, in a path, except for the last class, a class is 
abstract if and only if the following label is o. Finally, for a path set R, we define 
Simplify(R) = {SimplifyPath 1 p E R}. 
Example. Let D be the traversal specification of the adaptive program in Fig. 2, and 
let G be the class graph from Fig. 2. We have 
Simplify(PathSetc(D)) = L((Comp(arg1 + arg2))+Num). 
Next, we define traversal of objects in terms of strings. Let R denote a set of strings. 
We use the functions First and Chop, defined as follows: 
First(R) = {x 1 3a.(xa E R)} 
Chop(R,x) = {cx / XCI E R}. 
If Q is an object graph, o a node in Q, R a word set, and H a sequence of objects, 
then the judgment 
Qt,o:RDH 
means that when traversing the object graph Q starting in o, and guided by the word 
set R, then H is the traversal history. Formally, this holds when the judgment is 
derivable using the following rule: 
Sz t, oi : ChOp(Chop(R, Class(o)), li) D Hi Vi E l..n 
SZt,o:RDo.HI...:H, 
if First(Chop(R, Class(o))) = {Zi 1 i E 1.x}, o & oi is in s2,i E l..n, and 
l/<I,+ for l<j<k<n. 
The label n of the turnstile indicates “new semantics”. 
For example, let 
S =L((Comp (argl + arg2))+ Num). 
Notice that S is a set of words now. We get 
First(Chop(S, Class(i1))) = First(Chop(S, Comp)) 
= {argl, arg2) 
Chop(Chop(S,Class(il)), argi) =L((Comp (argl + arg2))* Num) 
Chop(Chop(S, Class(il)), arg2) =L((comp (argl + arg2))* NLID). 
Let S’ denote Chop(Chop(S, Class(il)), argi) = Chop(Chop(S, Class(il)), arg2). 
Clearly, we have that First(Chop(S, Class(i2))) = 0 and First(Chop(,S, Class(i4))) 
= 0. Let D be the object graph in Fig. 2. Carrying on our assumption that argi < arg2, 
we get the following derivation: 
Q t,, i2 : S’ D i2 Q En i4 : S’ D i4 
L’ t, il :S D il i2 i4 
Thus, in this case, the new semantics gives the same traversal history as the old 
semantics. We now prove that the new semantics is equivalent to the one given in 
Section 2. We start with two lemmas. 
Lemma 3.1. For u puth set R cd II cntwetr cl~css u. 
{I / (11 d+ r) E Car(R.21) jar SOI?ZL’ ~3) = First(Chop(Simplify(R),u)) 
Proof. Suppose first (U 1, t’) E Car(R. U) for some r. Then there is a path ~lr c 
Select(R, u) for some X, and hence ~lr E? Reduce(R). Thus. we can find I-~, , I’,, 
for some II 30 such that ~1 II . . ~,~i~u/a E R and I, = o for i E 1 ..?I. Moreover, since u 
is concrete. there exists a’ such that ulx’ = SimplifyPath( v1 I, . r,,I,z~Ix), so u/x’ t 
Simplify(R), and hence 1~’ E Chop(Simplify(R),Lo. We conclude that I E First 
(Chop(Simplify(R),u)). 
Suppose then that 1 E First(Chop(Simplify(R),u)). Now we can find a word Y 
such that 111~ E Simplify(R), and since II is concrete there tnust be I’~.. _, I’,, for some 
tt > 0 such that ~‘111 ~:,,I,,dx E R and 1; = ,o for i E I... Moreover, ~1% E Reduce(R) so 
~rlr. E Select(R,u), and hence there is some L‘ such that (II L r) E Car(R.70. I? 
Lemma 3.2. For (I path set R. (I cot~crrte clus,s II, ~17(l LI l&l 1 E N, 
Proof. Suppose first that p E Simplify(Cdr( 1, R, u)). We can then find p’ t Cdr( 1. R. II) 
such that p = SimplifyPath( Hence, dp’ t Select(R, u), so UQI’ E Reduce( R ). 
Thus, we can find ~1,. . . P,, for some tt 30 such that ~‘1 I, ~,,l,,ulp’ E R and I, = o 
for i E 1 ..n. Moreover. since 11 is concrete, and p = SimplifyPath( p’), we have U/JI = 
SimplifyPath(r, 11 . 1:,1,,dp’), so ulp E Simplify(R). We conclude that JI EChop 
(Chop(Simplify(R),u).l). 
Suppose then that p E Chop(Chop(Simplify(R), u ). 1). Clearly, ulp E Simplify(R), 
so since 11 is concrete, we can find a path p’ and P,, . r,, for some n >o such 
that p = SimplifyPath( p’) and ~1111 . r,,I,,u/p’ E R where I, = o for i E 1 ..tt. Hence, 
ulp’ E Select(R. u), so p’ E Cdr( 1. R. 70. We conclude that p c Simplify(Cdr( 1. R. zr )). 
?.. 
L-l 
Theorem 3.3. 0 1, o: R D H ifund orzly if Q k,, o: Simplify(R) D H 
Proof. Suppose first that L’ t, D : R D H is derivable. We proceed by induction on the 
structure of the derivation of Q t-, o : R D H. Since Q t, o : R D H is derivable, wt 
have that 
H = o . HI . . . . H,, 
Car(R,Class(o)) = {Class(o) L wi 1 i E l..rl) 
0 4 0; is in Q, i E 1 ..?I 
I,<lk for 1 <j<k,<n 
Q t, o1 : Cdr( li,R, Class(o)) D H; is derivable for all i E 1.~ 
From the induction hypothesis we get that 
52 t-, o, : Simplify(Cdr(li,R, Class(o))) D H, 
is derivable for all i E 1 ..n. From Lemma 3.2 we then get that 
Q En oi : Chop(Chop(Simplify(R), Class(o)), li) D H; 
is derivable for all iE 1.~. From Lemma 3.1 we get that First(Chop(Simplify(R), 
Class(o))) = {li ) i E I..II}, so the side condition of the rule for kn is satisfied. We 
conclude that Q k,, o: Simplify(R) D H is derivable. 
The converse is proved similarly. q 
4. Compiling adaptive programs 
The compiler of [IO] will reject the adaptive program and class graph of Fig. 2, 
as discussed in [lo]. The reason is that the code that would be generated looks as 
follows: 
CLASS Comp CLASS Num 
VAR argi, arg2: Exp 
METHOD m METHOD m 
argl .m; arg2.m - Wrapper code here 
END END 
END END 
This code does not correctly handle objects that are simply Nums, such as i2 in 
Fig. 2. When the message m is sent directly to i2, it executes the wrapper code even 
though the execution has not processed any Comp object first. 
In this section we present a compiling algorithm which can compile all combinations 
of adaptive programs and class graphs. The algorithm consists of two steps: first, given 
a class graph G and a traversal specification D, we represent Simplify(PathSetc(D)) 
by a finite-state deterministic automaton. Then, using the automaton, code is gener- 
ated. We give two algorithms to compute the intermediate automaton: the first one is 
a polynomial-time algorithm which applies only to a special kind of traversal specifica- 
tions (“product specifications”). The second algorithm applies to all traversal 
specifications, but its running time may be exponential. 
Fig. 3. The autwnnton Auto(Comp,Num) correspondln g to the class graph uf Fig. 2 and the spcclficatlon 
LComp ,Numl The single final state is indicated by a boldface wcle. 
We start with the basic construction for specifications of the form [,+I.B]. For the 
remainder of this subsection, we fix a class graph G = ( I’> E) where I’ C ClassName, 
and alphabet I= I’ U N U {o}. 
We now show how, given a traversal specification of the form [il.B] and a class 
graph c’, to compute an automaton which accepts PathSetG([A,B]). We use the no- 
tation of [3]. The basic structure of the automaton does not depend on A and B: only 
the start and the final states are defined by them. Specifically, define FA( G) to be the 
set of non-deterministic automata where 
l the states set is Q = V x {in, out}, 
l the transition function is defined by 
ii((C.ifz),C)= {(C,out)} for all Ct TL 
d( (C. olrt), l) = {(C’. in)} for each C L C’ E E, 
4q.u) = G? otherwise. 
An example of the construction is given in Fig. 3. 
Computations of automata in FA(G ) are closely related to paths in the class graph. 
Given an automaton with state set Q, alphabet Lr and transition function 0, define a 
(partial) computation to be an alternating sequence of states and symbols (T = (c[‘u’ y’tr’ 
cl2 u”q”j, where q’ E Q, d E C. and for all 0 <i < II, q’+’ E ii(q’, a’ ). Given a com- 
putation (T = (q”a’q’u’q’. .d’q”), define String(a) to be the sequence of symbols 
U’U’ . a”. From the definition of FA( G ). we have the following immediate property. 
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Lemma 4.1. Let g be any computation of an automaton in FA(G). Then String(a) 
is u path in the class graph G. 
Given class names A,B E V, we define Auto(A,B) to be the automaton in FA(G) 
with start state (A, in) and a single final state (B, out). 
Let L(M) denote the language accepted by an automaton M. We state the following 
straightforward fact for later reference. 
Lemma 4.2. Let A,B be tM)o classes in a class graph G. Then 
(I) Auto(A,B) ~UII be constructed in time po&nomiul in ICI. 
(2) L(Auto(A, B)) = PathSet(A, B). 
This simple construction is subsequently used in Sections 4.2 and 4.3. 
4.2. Automuta _fk product specijications 
A traversal specification is said to be product spec$cation if it is generated by the 
grammar 
D ::= [A,B]jD.D 
where A and B are class names such that A #B. In this subsection we show how to 
efficiently compute deterministic automata for product specifications, assuming that all 
class names referenced in the specification are concrete. 
Our construction consists of two stages: first we show how to create a deterministic 
version for an automaton in FA(G), and then we show how to combine such automata 
into a single deterministic automaton which accepts the paths generated by a product 
specification. 
We start with the observation that an automaton in FA(G) has only the following 
two potential sources for non-determinism: 
(1) “dead-ends”, i.e., for some states q E Q and symbols a EC we may have that 
6(q, a) = 0, or 
(2) o-transitions, i.e., if f (q) = (C, out) for some abstract C, then possibly l&q, o)j > 1. 
This special structure allows us to get deterministic versions of automata in FA(G) 
in polynomial time. Given an automaton M E FA(G), we show how to obtain a de- 
terministic automaton Determinize(M) which accepts the same set. Our description 
is given in steps: dead-ends are easy to deal with, but it is more convenient to defer 
their treatment to a later point. We start by addressing o-transitions. 
The idea is to contract path segments whose labels are abstract class names and 0’s. 
We use the following definitions extensively. 
Definition 4.1. (1) A symbol a E C is transparent if either a = o or a =A for an 
abstract class A E V. 
3 I 7 
(Exp, in) 
Fig. 4. The automaton Determinize(Auto(comp,Num)) corresponding to the class graph of Fig. 7 and the 
specification [Camp , Nun11 
(2) A computation cr=q’a’ql . . .a”q” IS a”-shritzkuble .fionl q’ to q” if 
0 a’,a2...cI +’ are transparent and a” is not transparent, and 
l b(q”. a) = 8 for all transparent symbols a E 1. 
Let M E FA(G) with M = (Q, C, 6, yo. F) such that F = {(C. out)} for a concrete 
class name C. We define Determinize(M) to be the finite automaton over Z with 
state set Q, start state 40. and final states in F, where all its transitions are ‘contractions’ 
of shrinkable computations of M. Formally, the transition function of Determinize(M ) 
is ii*, defined for all states q E Q and non-transparent symbols a by 
(i*(q,u) = {q’ / there exists an a-shrinkable computation from q to q’) 
An example of the construction is given in Fig. 4. 
We describe the properties of Determinize(M ) in the following lemma 
Lemma 4.3. Let M be un autotttutott in FA(G). Th: 
( 1 ) Determinize(M) CLUI be computed in polynmiul time. 
(2) Tlzr tvctnsitiotz f tnction 6* sf’ Determinize(M ) sutisfirs 16”(q, a)1 < 1 ,fbr c/l/ y. LI. 
(3) L(Determinize(M)) = Simplify(L(M 1). 
Proof. (1 ) is obvious. We now prove (2). Suppose, for the sake of contradiction, that 
16*(q.a)i > 1. If q = (C,out) for some class C, then it must be the case that C is 
concrete, since there is no shrinkable computation of M which ends at (C. out) for an 
abstract C. Moreover, since all edges outgoing from C in G are reference edges, we 
have that all non-shrinkable computations from q are of the form ((C. out ). (I, (C. itz )). 
where all the a’s are distinct labels from N. and hence 16*( q, a)1 < 1 and this case is 
ruled out. 
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If q = (C, in) for some class C, we need to consider two cases. If C is concrete, then 
the only shrinkable computation from q is ((C, in). C, (C,aut)) and this case is ruled 
out too. If C is abstract, we argue that if 0 is an a-shrinkable computation from q, 
then a = C’ for some non-abstract class C’: this follows from fact that a-shrinkable 
computations with a E N must start with a state (C”, out) where C” is a concrete class 
name. Now, any C/-shrinkable computation where C’ is a concrete class name must 
be to the state (C’, our). It follows that if q = (C, in) for an abstract class C. we have 
that 6*(q,a) C: {(C’, olct)} if a= C’, and d*(q,u)=0 otherwise. In any case, we have 
a contradiction. 
To see that (3) holds, consider a path p E L(M), and let op be an accepting compu- 
tation of A4 on input p. Consider the sequence 0,’ obtained from q, by omitting all sub- 
sequences of the form q’+‘u’+’ a’+“, where the symbols a’+’ a’+” are transparent, 
and the symbols a’ and a’+“+’ are non-transparent. Since F = {(C, out)} for a concrete 
class name C, we have that the last symbol in Stt-ing(o,) is non-transparent, and hence 
String($) = SimplifyPath( and that ai is a computation of Determinize(M). The 
other containment is proved by essentially the same argument. 0 
To complete the determinization of automata in FA(G), introduce a fresh state dead, 
and define 6*(q,u) = dead for all states q E Q u {dead} and symbols a E Z such that 
ii*(q,u)=0. 
Combining Lemmas 4.2 and 4.3, we obtain the following result. 
Theorem 4.4. Let [A,B] be u truzlersul specification und let G be u class gruph. Then 
there esists u deterministic finite uutomuton MLA,BI, constructible in time polynomiul 
in 1GI. such that L(A4 [A,Bl) = Simplify(PathSet,([A,B])). 
We now describe the second stage of the construction: given deterministic automata 
accepting PathSet and PathSet( combine them into a deterministic automa- 
ton accepting PathSet(D, .Dz). Our construction relies on the invariant that in all the 
automata we construct, there is a single final state (C,o~t), and a single state of the 
form (C, in) such that 6((C, in), C) = (C, out). It is easy to see that this property holds 
for any automaton M= Determinize(Auto(A,B)) where A and B are class names. 
We will also show that the invariant is maintained throughout the construction. 
The idea is that given two automata A4 and N, such that the final state of A4 
is (C,OZQ)~ and the initial state on N is (C, in)‘” for the same class name C, we 
“identify” the states (C, in)h’ with (C, in)N and (C, out)M with (C, out)N. We show 
that due to a special property of traversal specifications, it suffices to retain only the 
transitions from (C, OU~)~. 
Formally, let M = (Q”‘, C. S”, qf , FM ) and N = (Q”‘, Z‘, SN, qt, FN ) be two automata, 
such that FM = {(J, ozd)“} for some class name J, and qt = (J, in)N for the same J. 
If sN(qf,J) E FN (i.e., N accepts the string ‘J’, define M . N =M. Otherwise, let 
(J, in)*’ E Q” be the unique state in A4 of the form (J, in) such that 6”((J, in)h’, C) = 
(C, out)” E F“‘[. The existence of such a state is guaranteed by the invariant. Assume, 
(b) 
Fig. 5. Construction of the automaton Determinize(Auto(Exp,Comp)) Determinize(Auto(Comp,Num)). 
Top: the automata Determinize(Auto(Exp,Comp)) and ,Determinize(Auto(Comp,Num)) with unreachable 
states removed. Bottom: the product automaton, with the new transitions given in dashed arrows. 
without loss of generality, that the states are named so that QM fQ” = @. The automaton 
A4 N = (Q, C. d, qo,F) is defined as follows (see Fig. 5 ). 
0 Q = p”’ u p’b \ { (.I, ozrt)‘+‘, (J, Dz)* } 
l Yo = Y;:’ 
. F=FtL 
. 
(i(q,0) = d”l(q.0) for all (7 E C and q E Q”. q # (J, out Y”. 
@‘(q. a) f (.I. out Y 
ii(q,a) = d”(q,a) for all LZ E C and q E Q” . q # (J. in)“, 5’” (q, a ) # (J, in )’ 
h(q.J) = cY”(qa,J)” for all y E Qnr such that ci”(q,J) = (J, out)“’ 
4q.a) = (J,it7Y’ for all y E Q” such that cV2’(q,cI)=(J,itz)~I’. 
We wish to prove that L(A4. N) = L(M). L(N ). We start with a general property ot 
traversal specifications. For a node A E C’, define CJ& fl-ore A to A to be a path whose 
source and target are both A. The following lemma holds true for tnl~’ specification 
(not necessarily product specifications). 
Lemma 4.5. Supposr tht p E PathSet f br LI trure~sul sprri@crtion D LIHLI tllui 
p = sAr_ jiu som7e paths s, P ar7d (I duss r7an1r A E V. Tlzm fir ur7_1’ cvclc c fior77 .4 to 
.4. .F c I^ E PathSet( 
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Proof. By induction on the structure of D. 0 
We now prove the main property of automata for product specifications. 
Lemma 4.6. Consider M and N automata such that M N is defined, and assume 
that L(M) = PathSet(Di ) and L(N) = PathSet for some traversal specljications 
D1, D2. Then, for M ’ N dejned as above ule have that 
1. M . N is a deterministic jinite automaton constructible in time polynomial in /MI 
and INI. 
2. L(M . N) = PathSet(DI . Dz). 
3. The final states of M . N are {(C,out)} and there exists a single state (C, in) in 
M . N such that 6((C, in), C) = (C, out). 
Proof. Claim ( 1) follows immediately from the construction. To see that (3) 
holds, observe that the only transitions of N affected by the construction are tran- 
sitions into qf. However, since sN(qt,J) $ F, it follows that the transitions into 
the single accepting state of N are not changed in the product automaton, and since 
F =FN by construction, the invariant property is inherited from N. In the remain- 
der of this proof we show that (2) is true, using the notations of the construction 
above. 
First we prove that PathSet(Di .D2) C L(M.N). Consider a path p E PathSet(Di 
D2), and suppose that p =s . r, where s is the shortest prefix of p such that s E 
PathSet( Using the definition of path concatenation, let s end with J and let I 
start with J. Note that by assumption, s EL(M). Consider the computation 0” of M on 
s: the last state in a”’ is (J,o~t)~, since it is the only accepting state in M; moreover, 
by our choice of s, (J,out) ‘* is visited only once in c?. 
Consider the string r. Since S,Y E PathSet(Di .D2), there must be a decomposition 
p= ~1.~2 such that pi E PathSet and p2 E PathSet( Since s is the shortest 
prefix of p in PathSet( it must be the case that pi is a suffix of 7; since both 
r and p2 start with the same symbol J, we have that I’ consists of a cycle from 
J to J followed by a path in PathSet(D2). Hence, by Lemma 4.5, we have that 
r E PathSet(D2). 
Consider now a computation crN of N on the input string r. Since Y E PathSet( 
we have that I’ E L(N). Consider the computation obtained from concatenating gM and 
aN, after deleting the last symbol in @ (which is (J,o~t)~) and the first two symbols 
in oN (which are (J, in)N and J). The resulting sequence is an accepting computation 
of M.N for p = sr, and hence p E L(M. N). 
To prove that PathSet(Di Dz) > L(M. N), consider a string p E L(M .N), and 
let Ok be its corresponding accepting computation. First, observe that op contains 
(. . , (J, in)“, J, (J, out)N,. .), since the start state of Ml.M? is in Q”, the only accept- 
ing state of M.N is in QN, and the only transition from QM to QN is 6((J. in)“, J) = 
(J, o~t)~. Let oI, = O, JO,., where o, is the prefix of op up to the last occurrence of 
(J, in)“. Decompose p =SY, where s = String(o,). 
Since ~7~ consists solely of states in Q,‘, it is obvious that ((J, in)‘\‘,J. g,.) is an 
accepting computation of N, and hence I’ E L(N), which means that F E PathSet(D2 ). 
The situation with a, is a little more complicated, since it may contain states from 
both Q”’ and Q”. To deal with that. we decompose further (T, J = cr1 J 02. where ul is 
the maximal prefix of u). which consists solely of states of Qj”. By our choice, both 
~1 and CT? must end with (J, in)“‘, ~1 starts with yi’. and r~l starts with (J, out )j’. Let 
SI = String(al 1 and .SZ = String(o2). By construction. the string s,J corresponds to 
an accepting computation of A4 (ol,J,(J. out)“‘). and hence .sI J E PathSet ). Nest. 
note that the string J.szJ starts with .I, ends with J, and corresponds to some path 
in the class graph. Therefore, by Lemma 4.5. SJ =sI Js2J E PathSet(D, ). and hence. 
(, = sI J.s, J.r c PathSet(D, .D,). ä i 
We summarize the results of this subsection in the following theorem. 
Remark. Our construction works in the case where 
Simplify(PathSet(D, ).PathSet(&)) 
= L(Determinize(Auto(D, )).Determinize(Auto(D2))) 
This holds if we assume that all class names used in D, and 02 (in particular, their 
join point) are concrete. The construction given in Section 4.3 below does not require 
this assumption. 
4.3. Gmerd .spt@icutions 
We now turn to general specifications. It turns out that the construction for this case 
is conceptually much simpler then the specialized one given in Section 4.2, as it relies 
on standard automata-theoretic techniques. However, the running time of the algorithm 
may be exponential, since it contains the subset-construction determinization as one of 
the steps. 
We start by defining three operations on nondeterministic automata. 
l If Ml, M2 are automata, then Ml @Mz is the automaton such that L( Ml I+ Mz )=L( Ml )i- 
L(Mz). MI +Ml can be computed by introducing a fresh start state with :: transitions 
to the start states of Ml and h/r, [3]. 
l If Ml,hil, are automata, then Ml [?Mz is the automaton defined as follows. The states 
of M, ‘; 1 Mz are the disjoint union of the states of A41 and the states of M?. together 
with a fresh state m. The start state of MI :i Mz is the start state of MI. The final 
states of MI in Mz are the final states of Mz. The transitions of Ml 8.8 1~2 are the 
union of the transitions of Ml and the transitions of Mz, together with I:-transitions, 
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Fig. 6, The automaton Auto(Exp,Comp) 3 Auto(Comp,Num). The new transitions and the new SW? ~1 are 
indicated by dashed lines. 
Fig. 7. The automaton Solidify(Auto(Exp,Comp) 13 Auto(Comp,Num)). 
from each final state of Ml to m, and e-transitions from nz to each state in A42 which 
can be reached from the start state of A42 by a sequence of E-transitions followed 
by one non-i-:-transition. For an example of this construction, see Fig. 6. 
If M is an automaton which accepts only paths in some class graph, then 
Solidify(M) is the automaton defined as follows. The states of Solidify(M) are 
those of M together with a fresh state S. The start state of Solidify(M) is that 
of M. The only final state of Solidify(M) is S. The transitions of Solidify(M) are 
defined as follows: 
I: 
U -+ 1’ if u A L’ is a transition of M 
u 5 L’ if II 5 1’ is a transition of M where a EN U {u / lAbstract( 
II 5 ~1 if u 5 c is a transition of M where a E {o} U {u 1 Abstract(u)} 
u L s if there is a path in M from ZL to a final state of M which consist 
of one l-transition followed by a sequence of E-transitions. 
For an example of this construction. see Fig. 7. 
The important properties of the constructions are given in the following lemma. 
Proof. For ( I ). see [3]. To see (7). first consider a string s accepted by !111 ‘. Mu. 
Note that the start state is a state of Afl, all the final states are states of !\I?. and the 
only transitions between states of Ml and states of Ml are the i:-transitions through ;I 
final state of Ml and the fresh state RI. It follows that an accepting computation c of 
h/l . ICI: on .Y may be decomposed o = 61 i: 111 t: cr?, where 01 is an accepting computation 
of Ml. Note that ~2 starts with the start state of Mz. followed by an {:-transition to 
some state of 11’~~. Denote the last symbol in 01 by ./. By assumption that L(iZI, ).f.(;\I? ) 
is defined, we have that the first symbol in any string accepted by ML must be the last 
symbol in any string accepted by MI. Hence, it follows from the construction that b> 
replacing the first :: in crz with J, the result is an accepting computation of 121~. and 
we may conclude that L(M, . M,) C L(hfl ).L(hf2 ). The reversed containment is proven 
similarly. 
The proof of (3) is similar to the proof of Part (3) of Lemma 4.3 and is therefore 
omitted. U 
Finally, for a traversal specification D and a class graph G. define .4(;(D) recursi\,ely 
as follows: 
.4~([14.B])=Auto&I,B) 
.4(;(Ol.D?)=*ilG(D,) i &(D:) 
.Ac;(D, + Dz) =Ac(D,) c- .+I,;(@) 
Clearly. .4(;(O) accepts precisely PathSetG(D). and it can be computed in O(lDl IG ) 
steps. Hence. we can compute an automaton which accepts Simplify(PathSet,,(D)) 
in polynomial time. However, the resulting automaton is non-deterministic. and thus 
cannot be used directly to guide traversals. The next step in our construction is therefore 
to determinize the automaton accepting Simplify( PathSetc;( D)) using the standard 
subset construction. This crucial step may take exponential time. 
Example. In Fig. 3 we give an illustration of Auto(Comp. Num). The automaton 
Auto(Exp. Conp) differs in having (Exp, in) as start state and (Comp. out ) as final state. 
In Fig. 6 we show the automaton Auto(Exp,Comp) .’ Auto(Comp,Num). In Fig. 7 we 
show the automaton Solidify(Auto(Exp, Comp) . Auto(Comp. Num)). 
In this subsection we explain how, given a deterministic finite automaton accepting 
simplified paths in a class graph, to generate code that will traverse objects accordingly. 




Fig. 8. The minilnal automaton accepting Simplify(Exp( o Comp(arg1 + arg2)Exp)+ c) Nud 
Before we start generating code, we apply the standard state minimization algorithm 
to the given deterministic automaton. This step takes time which is polynomial in the 
size of the automaton, and its effect is to guarantee that the code we generate has 
optimal size. The final automaton of our running example is given in Fig. 8. 
We are now in a position to explain how to generate code. We use the following 
notation. Given an automaton M and a state s, let Outgoing,(s) denote the set of all 
transitions s 3 s’. Let SM be the set of states of A4 with an outgoing transition s 2 s’ 
for some class name C. 
For an automaton M, we define PM to be a program in the target language by the 
following rule. The method names in et, are the elements of Shl. defined as follows. 
c 
1. If s ---f s’, where C is a class name, and Outgoing,, = {s’ L m;li E I .A}, then 
P~~(C,s)=(I1.m1 . ..l.,.m,,), where I,<Ik for l<j<k<n. 
2. Otherwise, if C is a class name used in M and s E 5’~, then P~(c,s) = ( ). 
If we in case (2) have access to the class graph from which the automaton M was 
generated, then we can avoid the generation of many unreachable methods. In a target 
language with inheritance, the empty methods can be placed in superclasses, thus re- 
ducing code size further. The wrapper code would by an implementation be inserted 
into the methods generated from case (1). 
Example. Given the deterministic automaton shown above, the compiling algorithm 
emits the following code (written in a programming language-like notation). 
CLASS Comp 
VAR argl, arg2: Exp 
METHOD m case (1) 
arg1.n; arg2.n 
END 





METHOD m case (2) 
-No code here 
END 
METHOD n case (1) 
--Wrapper code here 
END 
END 
Notice that two method names are needed to distinguish if a Num object is reached 
via a Comp object or not. In the former case (method n), the wrapper code should be 
executed. in the latter case (method m), it should not. 
The example indicates the consequence of the potentially large size of the determin- 
istic automaton which accepts Simplify(PathSetG(D)): massive wrapper code dupli- 
cation, in the worst case. Notice that if we change the class graph of the example such 
that class Num can be reached from several classes, say Cornpi, Camp,, etc. then each 
class Comp, gets two methods m and II. 
We conclude this paper with a proof that the compiling algorithm is correct. 
Theorem 4.9. [f’ M, is u deterministic uutomaton which accepts a lewd set, t/w 
Proof. Suppose first that Q 1, a : L(M,) D H is derivable. We proceed by induction 
on the structure of the derivation of Q k,, o : L(M,) D H. Since Q t, o : L(M,) D H 
is derivable, we have that 
H=o,H,,..:H,, 
First(Chop(L(M,), Class(o))) = {I, / i E l..?z} 
0 A 0, is in !2. i E 1 ..?I, 
1,<11, for l<j<k<n, and that 
Q t, 0; : Chop(Chop(L(M,,),Class(o)), 1,) D H, is derivable for all iE 1.~ 
There are two cases. If Chop(L(M,). Class(o)) = 0, then First(Chop(L(A4,). 
Class(o))) = 0. so n = 0, and H =o. Moreover, there is no II such that s 
Classc,, I 
+ II 
is in M, so &(Class(o),s) = (). and hence Q t, o : .F : P,$, D o is derivable, which 
is the desired conclusion. 
If Chop(L(M,), Class(o)) # 0, then s 
Claz(0) 
II is in M, for some II, and 
First(Chop(L(M,),Class(o))) = {li / u A s; is in Outgoing,i,(zd)}. 
Thus, the side condition of the rule for k-c is satisfied. By the induction hypothesis, 
52 kc (1; : s, : Ph, D H, is derivable for all i E 1.~. We conclude that Q t, o : s : Phf D H 
is derivable. 
The converse is proved similarly. 0 
By combining Theorems 3.3 and 4.9, we obtain our compiler correctness result. 
Corollary 4.10. For u cluss graph G, a traversal .spec$cation D, u tieterr~linistic 
autonzuton M, ,vhich uccepts Simplify( PathSetG(D)), UII object qruph Q. u node o 
in !2 and u trwersul history H, ,ve have 
Q t, o : PathSetc(D) D H if and only if Q t, o : s : tit D H 
In summary, compilation of an adaptive program proceeds by first computing an 
automaton A4 which accepts Simplify(PathSetG(o)) and then generating the pro- 
gram Phf. 
5. Conclusion 
We have presented two new compiling algorithm for a core language of adaptive 
programs, based on automata constructions. Both algorithms generate efficient code for 
programs which could not be compiled by previous algorithms [lo]. One algorithm 
works in the important special case of product specifications, and runs in polynomial 
time. The second algorithm works for any specification, but may require exponential 
time to compute. In future work, we will attempt to find polynomial-time algorithms 
that generate efficient code and work for all instances. 
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