Abstract. We construct a quotient ring of the ring of diagonal coinvariants of the complex reflection group W = G(m, 1, n) and determine its graded character. This generalises a result of Gordon for Coxeter groups. The proof uses a study of category O for the rational Cherednik algebra of W , including a shift isomorphism which is proved in Appendix 1.
1. Introduction 1.1. Let h be a finite-dimensional complex vector space. An element s ∈ End(h) is called a complex reflection if rank h (1 − s) = 1 and s has finite order. A finite group generated by complex reflections is called a complex reflection group. If W is a complex reflection group then the ring of invariants C [h] W is a polynomial ring by the Shepherd-Todd theorem [Ben93, Theorem 7.
2.1] and if C[h]
W + denotes the elements with zero constant term then it is well-known that the ring of coinvariants
C[h] C[h]
W + is a finite-dimensional algebra isomorphic to CW as a W -module. There is interest in analogues of this construction with the representation h ⊕ h * in place of h, see for example [Hai03] . The ring 1.2. In [Gor03] , a method for generalising this result to the groups W = Z m ≀ S n is outlined.
It is the aim of the present paper to carry this out. The following result will be proved:
Theorem. Let W = Z m ≀ S n where m > 1 and let h be the reflection representation of W .
Then there exists a W -stable quotient ring S W of D W with the properties:
(1) dim(S W ) = (mn + 1) 1.3. Theorem 1.1 is proved by obtaining R W as the associated graded module of a finitedimensional module over the rational Cherednik algebra of W . The properties of this module are derived by studying the category O for the rational Cherednik algebra. This is also the method that will be used to prove Theorem 1.2.
1.4. The structure of the paper is as follows. In Sections 2 and 3, the rational Cherednik algebra H κ is introduced for W = G(m, 1, n). This is a certain deformation of the skew group algebra C[h ⊕ h * ] * W which depends on parameters κ ∈ C m . Next, in Section 4, we recall some important properties of category O for H κ . Then, in Section 5, we use the KnizhnikZamolodchikov functor KZ to relate category O to the category of modules over an ArikiKoike algebra. This enables us to prove that, for suitable choices of the parameters, there is only one finite-dimensional simple object L(triv) in category O (Theorem 6.4). We then define, in Section 7, a one-dimensional H κ ′ -module Λ ψ for "shifted" values of the parameters κ ′ , and, using a shift isomorphism proved in Appendix 1, we construct the shifted module
where e ε is a certain idempotent in CW . The associated graded module grL is, up to tensoring by a one-dimensional W -module, naturally a quotient of the ring of diagonal coinvariants. But L is also a finite-dimensional object of category O, and we are able to use our results on category O to show that it is isomorphic to L(triv). By results of Chmutova and Etingof, L(triv) is well-understood, and this enables us to compute the Hilbert series and character of L and hence of grL, proving Theorem 1.2. These calculations are given in Section 8.
1.5. The main difference between our proof and the proof of Theorem 1.1 is that for some of the Coxeter groups considered in [Gor03] , the rational Cherednik algebra depends on only one parameter, and there is only one choice of parameter for which the proof will work.
In the G(m, 1, n) case, there is greater freedom to choose the parameters, and hence it is possible to have more control over the simple modules in category O, by considering what happens when the parameters are chosen generically. However, we show that in the case of Weyl groups of type B n , i.e. complex reflection groups of type G(2, 1, n), the ring S W which we construct coincides with Gordon's ring R W .
1.6. It may appear that, in the case m = 1, the Hilbert series of S W should be t
n , which does not generalise Theorem 1.1 in type A. However, in order to make Theorem 1.2 and Theorem 1.1 agree in this case, we should write the Hilbert series of S W as t
. Note that the type A case of Theorem 1.1 does not follow from Theorem 1.2 because we will assume throughout that m > 1.
1.7. It is expected that the main result of this paper will generalise, at least in part, to some of the other complex reflection groups G(m, p, n). This is the current topic of the author's research.
1.8. Acknowledgements. The research described here will form part of the author's PhD thesis at the University of Glasgow. The author thanks K. A. Brown and I. Gordon for suggesting this problem and for their advice and encouragement. The author also wishes to thank Y. Berest and O. Chalykh for allowing us to look at a preliminary version of their paper [BC] , and for a useful discussion.
2. The rational Cherednik algebra 2.1. Let W be an irreducible complex reflection group with reflection representation h of dimension n. We will assume throughout that h is equipped with a W -invariant sesquilinear inner product. Let S be the set of complex reflections of W and let c be a conjugationinvariant complex function on S. The rational Cherednik algebra
is the algebra generated by h, h * , W with defining relations:
where α Hs is a nonzero linear functional on h vanishing on the reflection hyperplane H s of s, and α ∨ Hs is a nonzero linear functional on h * vanishing on the reflection hyperplane of the dual map s * : h * → h * , such that α Hs , α ∨ Hs = 2. Here, −, − denotes the evaluation pairing h × h * → C.
The rational Cherednik algebra defined above is a special case of the symplectic reflection algebra H t,c at t = 1 (see [EG02] 
be a family of scalars such that k H,i = k H ′ ,i whenever H, H ′ are in the same W -orbit, and
2.3. For w ∈ S = ∪ H∈A W H \ {1}, define parameters c w which are related to the k H,i by the formula
where H is the reflection hyperplane of w.
2.4. Then the commutation relations become: 
If h reg = h \ ∪ H∈A H then the Dunkl representation defines an injective homomorphism
3. The group G(m, 1, n)
3.1. The complex reflection group G(m, 1, n) is the group of n × n matrices with exactly one nonzero entry in each row and column, with the nonzero entries being m th roots of unity. It is isomorphic to the wreath product Z m ≀ S n and has order m n n!. In particular, G(1, 1, n) = S n and G(2, 1, n) is the Coxeter group of type B n . The defining representation h = C n of W is irreducible provided m > 1. From now on, we will assume m > 1. We choose a W -invariant inner product −, − on h that will be fixed throughout. Let ε := e 
.2], we denote the parameters by k H ijp ,1 = κ 0 for all i, j, p and
Then the Dunkl operator associated to y i is
3.4. We will denote the rational Cherednik algebra with these parameters by H κ . The corresponding parameters c used in [CE03] are given by formula (1) of Section 2.3. They are:
for all i, j, p, and c(s
where, by convention, κ m = 0.
Category O
4.1. Following [BEG03a] , let O be the abelian category of finitely-generated H κ -modules
the set of isoclasses of simple W -modules. Given τ ∈ Irrep(W ), define the standard module M(τ ) by:
where for p ∈ C[h * ], w ∈ W and v ∈ τ , pw · v := p(0)wv.
In [DO03]
, it is proved that M(τ ) has a unique simple quotient L(τ ), and [GGOR03] prove that {L(τ )|τ ∈ Irrep(W )} is a complete set of nonisomorphic simple objects of O, and that every object of O has finite length. 
for H ∈ A, s ∈ W the reflection around H with nontrivial eigenvalue e 2πi/e H , and T an sgenerator of the monodromy around H. The parameters differ from those given in [GGOR03] because the idempotent ε j (H) of [BMR98] is the ε −j,H of [GGOR03] . 
We see that H is the Ariki-Koike algebra of [AK94] with parameters q = e 2πiκ 0 , u 1 = 1 and . If x is a node in column j(x) and row i(x) of λ (k) , we define the residue res(x) = u k q j(x)−i(x) . We say y / ∈ λ is an addable a-node if λ ∪ {y} is a multipartition and res(y) = q a . We say y ∈ λ is a removable a-node if λ \ {y} is a multipartition and res(y) = q a . A node x ∈ λ (i) is said to be below a node y ∈ λ (j) if either i > j or else i = j and x is in a lower row than y. A removable node x is called a normal a-mode if whenever y is an addable a-node which is below x then there are more removable a-nodes between x and y than there are addable a-nodes. A removable a-node is called good if it is the highest normal a-node of λ. The set of Kleshchev multipartitions is defined inductively by declaring that the empty multipartition is Kleshchev, and that a multipartition λ is Kleshchev if and only if there is a good a-node, for some a, such that λ \ {a} is Kleshchev. A more detailed exposition, including examples, may be found in the introduction to the paper [AM00]. Proof. Let us choose the κ i such that q = e 2πiκ 0 is not a root of unity and u i = ε −(m−i+1) e −2πiκ m−i+1 / ∈ q Z u j for all 2 ≤ i ≤ m−1 and all j. We will also identify τ ∈ Irrep(W ) with the corresponding multipartition. First, we will show that D triv = 0. The corresponding multipartition is: ) is a nonzero module for the Ariki-Koike algebra of Z 2 ≀ S n , with parameters q and u 1 = 1, u 2 = q n−1 . This is the case if and only if the
is Kleshchev. This is a straightforward induction argument: if µ = Ø then the rightmost node of the bottom row of µ is a good node and so may be removed. This reduces us to the case where µ = Ø. But then the same procedure may be applied to λ, proving that (λ, µ) is Kleshchev. 
n . Note that by 3.4:
Lemma. For generic values of the parameters
Proof. If S is a simple H-module, then there exists A ∈ O with KZ(A) = S. Exactness of KZ shows that we may take A to be simple. Let N = |Irrep(W )|. Since there are N − 1 simple H-modules, there must be N − 1 simple objects of O which have nonzero image under KZ.
But the set of simple objects of O is {L(σ)|σ ∈ Irrep(W )}, and KZ(L(triv)) = 0, so we must have KZ(L(σ)) = 0 for all σ = triv.
It is immediate from the previous result that
7. Shifting 7.1. For Coxeter groups W , in the papers [BEG03a] , [BEG03b] , an isomorphism eH c e→e ε H c+1 e ε is constructed, where e is the trivial idempotent of W and e ε is the sign idempotent. The following theorem, proved in Appendix 1, generalises this shift isomorphism to W = G(m, 1, n).
Note that Berest and Chalykh in [BC] have recently proved a shift isomorphism for all complex reflection groups.
there exists an algebra isomorphism
where e = Proof. Define a 1-dimensional vector space Λ on which h, h * act by 0 and W acts trivially.
This will give an H κ -module provided that the action of all the commutators [y, x] for y ∈ h, x ∈ h * is well-defined. So it suffices to check that, whenever κ satisfies the given condition, the right hand side of Equation (2.4) vanishes when all the w are set equal to 1.
It is enough to check this for [y k , x ℓ ] for all k, ℓ where y k are elements of an orthonormal basis of h and {x ℓ } is the dual basis of h * . The relations of Section 2.4 become:
If k = ℓ then the above equation becomes
Recalling the definition of the κ i from Section 3.3, we have k H k ,j = κ j for j ≥ 1, and
Recalling that k H i ,0 = κ m = 0, by definition, this does vanish if mκ 1 + m(n − 1)κ 0 = −1.
Similarly, it is easy to check that for k = ℓ, the right hand side of equation (2) vanishes when all the w ∈ W are set equal to 1.
7.3. Assume that mκ 1 +m(n−1)κ 0 = −1. The module Λ is an eH κ e-module by restriction, and so the isomorphism ψ makes it into a e ε H κ ′ e ε -module which we call
Then, because H κ ′ e ε is a finite e ε H κ ′ e ε -module (this follows by considering the associated graded modules, for instance), L is finite-dimensional, and L belongs to the category O of H κ ′ -modules. To check this, it suffices to check that P − P (0) acts locally nilpotently on Section 9.9, the shift isomorphism ψ maps eP e to e ε P e ε , and so P e ε ⊗ Λ ψ = e ε P e ε ⊗ Λ ψ =
Then F is exact and
So to show that L is simple, it suffices to prove that e ε L(triv) = 0. But L(triv) is the only composition factor of L and e ε L = 0. Hence, e ε L(triv) = 0.
Theorem. For generic κ such that mκ 1 +m(n−1)
then F L F A 1 0 which contradicts the fact that F L ∼ = Λ ψ is simple.
8. A quotient ring of the diagonal coinvariants 8.1. We follow the proof of [Gor03, Section 5] to obtain the desired ring S W of Theorem 1.2. Choose generic κ with mκ 1 + m(n − 1)κ 0 = −1, let κ ′ be defined as above, and define
and deg(W ) = 0, and the associated graded module grL. As in [Gor03] , one obtains a 
Lemma. z acts on ∧ i h * by the scalar i(mκ
.
. Substituting these values into the expression for z gives the result. 
Theorem. The graded character of grL = S
Proof. Recall the element eu κ ′ ∈ H κ ′ from Section 4.3. By Lemma 8.2, z acts by 0 on the trivial representation triv = ∧ 0 h * of W and hence eu κ ′ also acts by 0 on the trivial representation triv. Hence, the eigenvalue of eu κ ′ on the subspace . Hence,
We define h = eu κ ′ −n−m n 2 ∈ H κ ′ . We now calculate the graded character of L = L(triv) with respect to the h-eigenspaces. By [CE03, Thm 2.3], L(triv) admits a BGG-resolution:
Now, by Lemma 8.2, z acts by −i(mn + 1) on ∧ i h * , and hence, by Section 4.3, the lowest
. Therefore, the graded character of
follows readily from diagonalising w) which gives the graded character of L(triv) with respect to the h-eigenspaces as
By the definition of the diagonal coinvariant ring D W , there is a unique copy of the trivial representation in D W , which lies in in degree 0, and hence a unique copy of ∧ n h * in S W ⊗∧ n h * , and hence a unique copy of ∧ n h * in L(triv) (since S W ⊗ ∧ n h * = grL, which is isomorphic to L as a W -module). The unique copy of ∧ n h * in L(triv) must be spanned by v. But hv = 0 and hence, by Theorem 7.4, h must act by 0 on the element e ε ⊗ 1 ∈ L which affords the unique copy of ∧ n h * in L. But because the grading induced by h on L gives e ε ⊗ 1 degree 0 and x ∈ h * degree 1, and y ∈ h degree −1, we see that grL has the same graded character as L(triv), which proves the theorem. mn(n+1)−n . Thus qe ε ⊗ Λ ψ is non-zero and 9. Appendix 1: A shift relation 9.1. The aim of this section is to generalise the proof of the shift relation for Coxeter groups to the groups G(m, 1, n). The proof will be heavily modelled on the proof of [BEG03a] , [BEG03b] . We emphasise that nearly all the arguments of this Section are due to Berest, Etingof and Ginzburg, and we have simply written them out in detail for the convenience of the reader.
Proof of Theorem 1.2 (3). This is similar to a proof in [Gor03
9.2. We aim to prove Theorem 7.1 for all values of the parameters κ. We say that κ ∈ C m is regular if the associated Ariki-Koike algebra is semisimple. We will prove Theorem 7.1 for all κ by first proving it for regular κ, and then extending it by a continuity argument.
Lemma. If κ is regular then M(τ ) is simple for all τ ∈ Irrep(W ).
Proof. First, if κ is regular then for all τ ∈ Irrep(W ), the Specht module S τ for H is simple, and so H has N = |Irrep(W )| simple modules. Each of these is the image of some L(τ ) under KZ and hence we must have KZ(L(τ )) = 0 for all τ .
Next, it follows from [GGOR03, Proposition 5.9] that for any N ∈ O, the natural map
is 
Since KZ is exact, this gives an exact sequence of H-modules, which splits since H is semisim- shows that it has a submodule isomorphic to M(µ 1 , σ 1 ) for some µ 1 ∈ h * , σ 1 ∈ Irrep(W µ 1 ).
Continuing in this fashion gives a chain
of submodules of M, with simple factors. Since M is Noetherian, this must terminate and so M has finite length.
9.5. With Lemma 9.4 proved, Proposition 3.5 and Lemma 3.6 of [BEG03a] go through without change for W a complex reflection group, which proves that H κ is a simple ring for regular κ.
Lemma. If κ is regular then H κ is a simple ring.
Proof.
We say an H κ -bimodule (equivalently, a left
Harish-Chandra H κ -bimodule. Let I be a nonzero two-sided ideal of H κ . Then V := H κ /I is also a Harish-Chandra H κ -bimodule. Furthermore, the PBW theorem shows that is a finitely-generated
We wish to show that V is a projective
W , the fibres V /kV all have the same dimension over
Suppose we can show that V /mV is always a projective (hence free) C[h * ] W -module and that V /V n is always a projective (hence free) C[h] W -module. Then it follows that for all m, n,
which is independent of m and n. Hence, it suffices to show that V /mV and V /V n are projective modules over the appropriate subalgebras, of finite rank. We prove that V /V n is
The maximal ideal n corresponds to a point
acts on V /V n as ad(P − P (λ)). Hence, P − P (λ) acts locally nilpotently on V /V n and so V /V n ∈ O(λ). Hence, by Lemma 9.4, V /V n has a composition series of finite length with factors isomorphic to various M(µ, σ). But, by the PBW theorem for H κ , each M(µ, σ) is a finitely-generated projective C[h] W -module, and therefore so is V /V n.
Reversing the roles of h and h * in the whole argument shows that V /mV is also a projective 
and V is a free (but not finitely generated) C[h] W -module. So V = 0 and I = H κ . Hence, H κ is a simple ring.
9.6. Now apply [BEG03a, Lemma 4.1] to obtain
Lemma. If κ is regular then eH κ e and e ε H κ e ε are simple rings.
9.7. We now come to the part of the proof which differs from the proof of [BEG03a] .
However, the strategy of [BEG03a] still works. We wish to prove that eH κ e is generated as
There is a natural Poisson bracket on
C[h × h * ] with {y i , x j } = δ ij . This Poisson bracket restricts to C[h × h * ] W ,
hence gives a Poisson bracket on its localisation
Note that if H κ is given the filtration F of Section 2.5, with h in degree 1 and h * , W in degree 0, then gr Recall that if R is a Poisson algebra and S is a subset of R, then the Poisson subalgebra of R Poisson-generated by S is defined to be the smallest subalgebra of R containing S and closed under the Poisson bracket.
Proof. Let A be the Poisson subalgebra of R : Choose z ∈ h * such that the inner products z, gp are distinct for distinct gp. With respect to an orthonormal basis x 1 , . . . , x n of h * , write z = z i x i and gp = (gp) i x i , so that z, gp = z i (gp) i . Now, since h reg ⊂ {(a 1 , . . . , a n ) ∈ C n |a i = 0 for all i}, we have q i = 0 for all i (where q i are the coordinates of q with respect to the dual basis of {x i }).
Therefore, there is a well-defined linear functional
Now we show that df is injective on tangent spaces. Let a 1 , . . . , a n ∈ C[h reg ] W be chosen
and, for 1 ≤ k, i ≤ n, there exist scalars α ki such that Let R ⊂ S be two Noetherian domains such that S is simple and is a finite left and right R-module. Suppose R and S have the same division ring of fractions. Then R = S.
Let us apply this when S = e ε H κ e ε and R is the subalgebra of S generated by C[h] W e ε and C[h * ] W e ε . Then, with respect to the filtration on H κ that gives h, h * degree 1, we get gr(S) =
module, and therefore is finitely-generated over gr(R) (which contains
S is a finite left and right R-module. Furthermore, R and S are Noetherian domains and S is simple. It remains to check that the field of fractions of R and S coincide.
We now use the second filtration on H κ , where h is given degree 1 and h Similarly, define θ κ
First, let κ be regular. The map ψ will be well-defined provided δ(imθ
Any such f is a symmetric function in the variables y So we get eδ −1 θ (κ 0 −1,κ 1 −1,...,κ m−1 ) (f )δe = eθ (κ 0 ,κ 1 ,...,κ m−1 ) (f )e and hence, since δe = e ε δ, δ −1 e ε θ (κ 0 −1,κ 1 −1,...,κ m−1 ) (f )e ε δ = eθ (κ 0 ,κ 1 ,...,κ m−1 ) (f )e, from which it follows that We now give a detailed version of the argument that was sketched in the previous para-
Then we know that for regular κ, imΘ κ = imΘ Proof. Since C m is the union of the lines through the origin, we may restrict to an arbitrary line through the origin, and so it suffices to prove the theorem when m = 1 and R, S, F are C[x]-modules. There is an exact sequence 0 → R → R + S → R + S R → 0.
Since R+S ⊂ F , it is torsionfree, hence flat (and even free). Therefore, Tor
1 (R+S, B) = 0 for all C[x]-modules B. The long exact sequence for Tor gives an exact sequence 0 → Tor
mC [x] corresponds to the natural map = 0. Then we will get R = S and the lemma will be proved.
So we need to show that the rank of R+S R is 0. As above, tensoring with
gives an exact 
