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Wind generation has become one of the most popular choices of technology for adding new 
generation capacity to power systems worldwide. Several factors have contributed to the 
increased integration of wind generation, including e vironmental concerns and the continual 
increase in fossil fuel prices. As well, recent regulations have moved toward limitations on 
greenhouse gases, especially in the European Union (EU). Similar laws are currently under 
consideration in the US and other parts of the world. Other factors have also promoted the 
use of wind energy, such as advances in manufacturing and control technology and the 
attractiveness of wind as a “green” source of energy. 
The large-scale integration of wind power into an electricity system introduces planning 
and operational challenges because of the intermittent nature of wind speed and the difficulty 
involved in predicting it. For these reasons, wind energy is often considered an unreliable 
energy source. Additional problems are associated with the integration of large-scale wind 
farms into an electrical grid, among which wind power fluctuation is the most challenging. 
To maximize the penetration level of wind energy in a grid, a reliable technology must be 
developed in order to eliminate or at least decrease wind power fluctuation. 
The primary goal of this thesis was to develop methods of maximizing the penetration 
level of wind energy conversion systems (WECSs) into a grid, which requires mitigating 
wind power fluctuation.  A robust control technique has therefore been developed for 
mitigating wind power fluctuation. This control technique exploits historical environmental 
data collected over a number of years in order to evaluate the profile of the output power of a 
variety of wind energy conversion systems (WECSs). The developed control technique was 
applied to Types A and C WECSs modifying the pitch angle controller of Type A WECS and 
the back-to-back converter control of Type C WECS. The Attachment of a storage device to 
the WECSs after the control technique is applied was investigated from both an economic 
and a technical point of view. The optimum sizing and siting of the wind energy conversion 
system equipped with the proposed control technique was also studied. 
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This research is expected to contribute to the advancement of WECS technology by 
presenting a feasible solution to the problems associated with the integration of large-scale 
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The approaching depletion of fossil fuels, environme tal regulations due to the increase in 
the greenhouse effect, the rapid advancement of control and power electronics technology, 
and the new deregulated electricity market structures are the main factors that have led to an 
increasingly widespread use of renewable energy sources, which include wind, photo-voltaic, 
tidal, and geothermal. When these types of renewable energy are used as electrical energy 
sources in distribution systems, they are known as distributed generation (DG) [1-5]. In 
addition to renewable energy, micro-turbines, fuel-cel s, and conventional diesel generators 
are also used in DG systems (DGs). DGs can relieve transmission congestion, reduce power 
losses, and maintain voltage levels within acceptable ranges. In addition, renewable energy 
DGs have the advantage of providing customers with clean energy. 
Of the previously mentioned types of renewable energy systems, wind energy conversion 
systems have become the most popular choice for new generation installations in power 
systems worldwide. At the beginning of 2006, the estimated capacity of installed wind 
generation reached 60,000 MW, which corresponds to energy generation of 120 TWh per 
year [6]. Since large wind farms are now connected to transmission systems, wind energy is 
considered “utility scale” and can affect utility sstem planning and operations for both 
distribution and transmission systems. Wind energy has therefore received considerable 
public attention and has become the fastest-growing energy source in the last decade. The 
global installed wind capacity is expected to increase rapidly over the next decade because 
many governmental regulators around the world have implemented or are in the process of 
implementing policies to encourage this growth. 
The operational difficulties introduced because of the stochastic nature of wind power 
have been recognized for some time and have been th subject of a number of studies that 
address this topic. However, the impact on power systems the uncertainty associated with 
 
 2 
will become more fundamental when wind generation ctributes a more significant portion 
of the total power generated. 
1.2 Motivations 
One of the problems associated with the large-scale integration of wind energy is the 
intermittent nature of wind and its effects on the operation of a power system and on the 
electricity market. The intermittency of the wind is defined as continuous variations in wind 
speed that result in lower power controllability and predictability and higher power 
variability compared to those associated with conventional power generation. The integration 
of intermittent wind power into existing power systems may affect the technical operation of 
the system. Hence, utility managers might become more reluctant to increase the integration 
of wind energy into a grid over time [7]. The following subsections introduce the most 
common challenges that are created by the intermittent nature of wind power and that are 
encountered during its integration into electrical grids. 
1.2.1 Power Fluctuations 
Wind power is proportional to the cube of the wind speed which is stochastic in nature, i.e., 
continuously changing from minute to minute, hour to hour, and even from season to season. 
Small variations in wind speed result in large wind power fluctuations, which are considered 
the main problem associated with wind power generation and the main barrier to increasing 
the integration of wind power into an electrical grid [8-15]. 
The undesirable effects of wind power fluctuations  power systems can be divided into 
their technical and economic impact. From a technical prospective, wind power fluctuations 
cause frequency deviation [9, 16-18] and, especially in remote areas, bus voltage fluctuations 
[13-15]. They also influence the stability and security of the power system [19]. Economic 
factors include the impact on the required spinning reserve capacity [15], the unit 
commitment and dispatch [20], and the market price of lectricity [21-23]. 
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1.2.2 Penetration Level 
The determination of the penetration level, which is the amount of wind power that can be 
connected to a grid without violating the grid codes, is one of the most difficult challenges 
facing a power system operator. Grid codes are defined as the rules, standards, and guidelines 
that are set by national agencies or associations and that must be followed by power system 
participants [24, 25]. The difficulty in determining the penetration level results from its 
dependence on many factors, such as the total system losses, the voltage profile, the reactive 
power support, and the protective device settings. The stiffness ratio of a system, which is the 
short circuit capacity of the grid divided by the summation of the short circuit capacities of 
the wind farm and the grid at the point of common cupling [26], is considered another 
important factor that can be used to determine the maximum capacity of the wind power that 
is integrated into a grid at a specific point. 
1.2.3 Storage Devices 
Because wind energy is not dispatchable, a number of storage systems have been introduced 
in order to convert the wind energy into dispatchable energy. DC batteries, hydrogen, and 
hydro-storage are examples of storage systems employed in conjunction with wind power 
generation. Using one of these storage systems helps stabilize the output power of wind 
generation, i.e., reduce power fluctuation [27]. During periods of high generation and low 
consumption, the storage device is charged, and when consumption increases and/or wind 
generation decreases, the storage device boosts the pow r in the electric grid. Storage 
systems are classified according to their storage capa ity, i.e., long term or short term, or 
according to their design technology, i.e., chemical, electromechanical, etc.  
Selecting the appropriate type and choosing the optimum size of the storage device are 
important considerations in addressing the challenges of increasing the penetration level of 
wind energy. Technical and economic studies are key factors in such decisions [28, 29]. 
1.2.4 Trading Wind Power in a Liberalized Electrici ty Market 
Due to the uncertainty and uncontrollability of wind speed as well as the difficulty of 
predicting it, forecasting generated power is a challenge for both the wind farm owner and 
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the system operator. Even with state-of-the-art forecasting methods, the short-term 
generation produced by wind farms cannot be predict with a high degree of accuracy. In a 
liberalized market situation, forecasting errors lead to commercial risk because of imbalance 
costs imposed on wind power generation through in-advance contracting [23]. In addition, in 
order to increase the penetration level of wind energy, the system operator is forced to 
allocate greater spinning and supplemental energy reserves in order to keep the system 
balanced, which causes the total price of electricity to rise [15].  
A variety of pricing schemes for generated wind power have been introduced for 
different utilities. In some markets, such as the United Kingdom [21], this type of power is 
treated in the same manner as traditional power; however, in others, more flexibility is 
employed in pricing wind generation in order to encourage this type of clean renewable 
energy, as happens in North American markets [30].
1.3 Research Objectives 
This research focuses on the development of a comprehensive study for the purpose of 
enabling high wind penetration levels in electrical grids, and hence, improving system 
performance. This study has addressed the challenges mentioned and developed new and 
effective solutions for addressing them. 
The main objectives of the research can be summarized as follows: 
1) Model Type A and Type C wind energy conversion systems (WECSs) and simulate 
their output power based on real-time data. 
2) Introduce a new control technique for overcoming the power fluctuation problem, 
and hence, maximizing the penetration level of wind energy and improving the 
performance of power systems. 
3) Apply this new control technique to fixed-speed wind generation (Type A WECS) 
by modifying the existing pitch-angle controller in order to enable the dispatching 
of the wind energy. 
 
 5 
4) Apply an optimization technique for selecting an adequate type and optimum size 
of storage device to be connected to Type A WECS. The purpose of this storage 
device is to compensate for the energy lost due to the application of the control 
technique mentioned. The application of this technique will increase the overall 
efficiency of a wind farm. 
5) Develop a new wind energy conversion system configuration based on variable-
speed wind generation with a doubly fed induction generator (Type C). The 
developed system introduces a storage system connected between two back-to-back 
converters with a novel control technique based on artificial intelligence. This 
system will increase the market share of this type of wind energy in the grid.  
6) Apply an optimization technique for selecting an adequate type and optimum size 
of storage device associated with the proposed Type C wind energy conversion 
system configuration. This technique will increase system efficiency.  
7) Conduct technical and economic studies in order to validate the improvements 
gained by applying the developed control methodology. 
8) Apply an optimization technique for selecting the optimum size and site of a large 
wind energy conversion system after the new control technique has been applied. 
1.4 Thesis Outline 
The research based on the objectives listed is present d in this thesis, which is organized as 
follows: 
1. Chapter 2 presents an overview of the types of wind e ergy conversion systems. This 
chapter focuses on Type A and Type C WECSs because of the popularity and the 
high market shares of these two types. The overview is supported by models and 
governing equations for each type of WECS and the associated control strategies. 
2. Chapter 3 discusses the technical and economic impact of connecting large-scale 
wind energy conversion systems to the grid. This chapter concentrates on wind power 
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fluctuations because they are considered to be the main challenge in and barrier to 
increasing wind power penetration into electric networks. 
3. Chapter 4 presents the new control technique to be applied in a WECS in order to 
reduce wind power fluctuations. The proposed control technique relies on wind power 
leveling. The power levels were calculated using data clustering and wind energy 
maximization.  
4. The application of the developed control technique to a Type A wind energy 
conversion system is described in Chapter 5. The applic tion was achieved by 
modifying the pitch angle controller associated with Type A WECS. An optimization 
technique was also applied for selecting an adequat type and optimum size of 
storage device to be connected to Type A WECS. The purpose of this storage device 
is to compensate for the energy lost due to the application of the control technique. 
5. In Chapter 6, the application of the control technique presented in Chapter 4 to Type 
C WECS is explained. The application required the developed of a new configuration 
of Type C WECS with a storage device connected betwe n the two back-to-back 
converters and the converter controller modified to accommodate the new 
configuration. 
6. Chapter 7 presents the investigation of the optimum size and site of large-scale wind-
based distributed generation (WBDG) to be connected to the grid. The optimization 
process considers that the WBCS runs under the developed control technique 
described in Chapter 4. An IEEE 24-bus meshed system used for reliability test 
assessment was also used in this research to test the new method. 







Wind Energy Conversion Systems: An Overview 
2.1 General 
In recent decades, grid-connected wind turbines have gradually been enhanced until they 
have become MW-size power generation units. These units are usually accompanied by 
advanced control systems. Wind farms are generally equipped with two types of control 
systems: wind turbine and central automatic [31]. A wind turbine control system performs 
several control actions, such as turbine operation and grid connectivity, based on the 
information received about wind speed, generator voltage, and utility operating conditions. A 
central control and monitoring system that uses a supervisory control and data acquisition 
(SCADA) system is also required for wind farms, particularly large farms with a large 
number of wind turbines. A central control system monitors and sends control signals to each 
turbine in order to fully control the entire wind farm operation. 
This chapter presents brief background information about wind energy conversion 
systems (WECSs) and a detailed survey of the literature related to the control techniques 
applied to a variety of types of WECSs. 
2.2 Wind Turbine Characteristics 
Wind turbine output power is proportional to the cube of the input wind speed. Fig. 2.1 
shows typical wind turbine characteristics [32]. Aswind speed increases, turbine output 
power also increases. Unfortunately, the peaks of different wind speed curves are not 
coincident. Therefore, to obtain the maximum allowable output power for every wind speed 
level, the rotor speed should track the peaks of the wind speed levels. This process is called 




















Fig. 2.1: Wind turbine characteristics [32] 
 
The power output from a wind turbine can be expressed according to its rated power (
ratedP ), cut-in speed ( incutV − ), rated speed (ratedV ), and cut-out speed ( outcutV − ). Fig. 2.2 depicts 




























The mathematical function that relates the power output from a wind turbine to wind 

































                               
(2.1) 
where 
           )(VPout       is the power output from a wind turbine, 
           V                 is the wind speed in m/s, 
           candba ,,  are constants, and 
            ratedP           is the turbine rated output power. 
The constants candba ,, can be expressed by incutV −  and ratedV  in order to represent the 
cubic relation between the wind power output and the wind speed and can be obtained from 
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2.3 Wind Turbine Generators 
Wind energy conversion systems (WECSs) are divided into four categories according to their 
construction: Type A, B, C, and D. Type A WECS belongs to the fixed-speed class of wind 
turbine generators, and Types B, C, and D are variable-speed wind turbine generators. In 
fixed-speed wind turbine generators, the generator is connected directly to the grid, and 
hence, the frequency of both the grid and the machine are coupled; i.e., the machine rotates at 
a constant speed regardless of the wind speed. On the other hand, the power converter in 
variable-speed wind generators enables the system fr quency and the rotating speed of the 
machine to be decoupled. Figs. 2.3.a to 2.3.d show t e configuration of fixed- and variable-
speed wind turbine generators. In this research, only Types A and C wind energy conversion 
systems were considered because of the high market share of these two types: approximately 
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2.4 Fixed-Speed Wind Energy Conversion System 
Type A wind power generation consists of a wind turbine, a gearbox, and a squirrel cage 
induction generator (SCIG) whose terminals are connected directly to the grid. The direct 
connection of the SCIG terminals to the grid causes th  rotor to be coupled with the grid 
frequency so that it operates at a fixed speed. Fig. 2.4 shows the characteristics of a fixed-
speed WECS. The rotor speed is selected so that it aligns with the peaks of commonly 
occurring wind speeds. Observation of the power curve of a fixed-speed generator reveals 
that as wind speed increases, output power also increases until the generator reaches its rated 
output power. An increase in the supplied output power appears as an increase in the 
generator torque because the rotor speed is always fixed. After the rated generator output 
power is reached, the pitch angle control starts to increase the pitch angle, i.e., the angle of 
attack of the wind to the blades, in order to reduc any extra increase in the effective wind 
speed. If the wind speed reaches the cut-out speed, i. ., the maximum allowable wind speed, 
the stall control applies the brakes to the blades while the pitch angle control increases the 



































Fig. 2.4.b: Power curve for a fixed-speed generator 
 
2.4.1 Pitch Angle Control 
Employing blade pitch angle control is considered the most effective and reliable method of 
controlling the mechanical input power of a wind turbine. A blade pitch is similar to the 
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throttle valve in conventional steam turbines; however, a pitch angle control is much faster 
than a governor control in a steam turbine [27, 36, 37]. This kind of control methodology is 
implemented in medium-sized and large wind energy conversion systems in order to regulate 
the mechanical input power and hence the electrical power output of the wind turbine 
generator. A blade pitch angle control is also the usual method for controlling the output 
power at wind speeds above the rated wind speed [13, 38-40]. A description of a pitch angle 
control and the associated equations are as follows: 


























                                                                                  (2.6) 
 
where 2412 aa − are constants; v  is the wind speed; and P∆ and β∆  are small-signal state 
variables of the generator output power (gP ) and the pitch angle (β ), respectively. 
As shown in Fig. 2.5, )(βG  in Equation (2.5) depends on the wind speed (v ), which 
varies from the cut-off wind speed to the rated wind speed. A pitch angle control follows the 
turbine output power curve, as shown in Fig. 2.6. For example, in region (a) in Fig. 2.6, the 
wind speed is lower than the cut-in speed, and the available power is minimal ( 0=P  p.u.) 
therefore, the pitch angle controller sets the pitch angleβ  to o90 , i.e., zero output power.  In 
region (b), however, where the output power varies from 0=P  p.u. to 1=P  p.u., the blade 
angle is set to its minimum value, typically o5  to o10 . In region (c), the pitch angle varies 
 
 13 
between its minimum and o90  in order to keep the output turbine power at 1=P  p.u. Finally, 
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(d), for safety reasons, the pitch angle β  is set at o90  in order to keep the output power at 
0=P  p.u.. Fig. 2.7 shows a block diagram for the pitch angle controller that resolves the 
pitch angle output outputβ , where the output power error e is used as input into the lead-lag 
controller. The pitch angle variable β∆  is obtained by multiplying the output power signal
P∆  of the PD controller and )(βG  of (3.1). Then, from the addition of β∆  andβ , the pitch 
angle output outputβ  can be obtained, as shown in Fig. 2.7. 
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Fig. 2.7: Pitch angle control system 
 
2.4.2 Stall Control 
Two basic types of stall control are used to control and protect a wind turbine: passive and 
active. In passive stall-controlled turbines, the inherent aerodynamic properties of the blade 
determine the power output without any change in blade geometry. The twist and thickness 
of the rotor blade vary along its length in such a way that turbulence occurs behind the blade 
when the wind speed becomes too high. This turbulence means that less of the energy in the 
air is transferred, minimizing power output at higher speeds. On a passive stall-regulated 
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wind turbine, the process is very similar to the operation of a pitch angle controller except 
that the blades move in the opposite direction. Rather than decreasing the angle of attack of 
the wind on the blades, the stall controller increases the angle of attack in order to send the 
blades into a deeper stall, thus wasting the excess energy in the wind. An important 
advantage of active stall control over pitch angle control is that the blade remains essentially 
stalled at wind speeds above the rated wind speed, so that wind gusts result in much smaller 
cyclic fluctuations in blade loads and power output. 
2.5 Variable Speed Wind Energy Conversion Systems 
2.5.1 Type B WECS 
Type B wind power generation consists of a wind turbine, a gearbox, a wound rotor 
induction generator (WRIG), a soft starter, a capacitor bank, and an interface transformer. 
The WRIG is equipped with a resistor controlled via a power electronics circuit that consists 
of a diode bridge and a DC chopper. Both the resistor and the power electronics circuit are 
connected to the rotor winding and are usually mounted on the rotor to eliminate the slip 
rings and hence minimize the maintenance cost. The duty ratio of the DC chopper is 
controlled to adjust the effective value of the resistor which allows the rotor to vary its 
rotational speed up to ± 10% of its rated speed in order to enhance the power quality and 
reduce the mechanical loading of the turbine components. This type of control is known as 
OptiSlip. In addition to the OptiSlip, the wind turbines of Type B WECS are equipped with 
an active blade pitch control system as well as passive stall control. The generator is 
connected directly to the grid. A capacitor bank provides the reactive power compensation. A 
smoother grid connection is achieved through the use of a soft-starter. 
The wind turbine generates power when the rotor speed xceeds the generator’s 
synchronous speed. As the wind speed increases, the pow r input to the generator increases, 
the rotor slip increases, and hence the electrical output power increases. As long as the input 
power from the wind turbine is below the rated power, the external rotor resistors are short 
circuited (duty ratio = 1). However, when the input ower to the generator begins to exceed 
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the rated power, the external rotor resistance is adjusted to keep the output of the turbine 
constant. Analysis of Type B WECS is beyond the scope f this research. 
2.5.2 Type C WECS 
Type C wind power generation consists of a wind turbine, a gearbox, and a doubly fed 
induction generator (DFIG) with its stator terminals connected directly to the grid. The DFIG 
rotor terminals are also connected to the grid through an AC/DC/AC converter which allows 
a complete decoupling between the rotor speed and the grid frequency; i.e., the rotor speed 
can be easily changed without being affected by the grid frequency. Fig. 2.8.a and Fig. 2.8.b 
show the characteristics of a variable-speed WECS. As the wind speed increases, the output 
power increases, and the rotor speed also increases in order to keep tracking the peak points 
of the wind speed curves. When either the rated power or the cut-out speed is reached, the 
same procedures described for a Type A WECS are take effect in a Type C WECS; i.e., the 




































Fig. 2.8.b Power curve for a variable speed turbine 
 
Type C WECS has two modes of operation: sub-synchroous and super-synchronous. In 
sub-synchronous mode, when the wind speed is low, the generator speed is lower than the 
synchronous speed, and most of the power is transmitted through the stator while part of the 
power is circulated in the rotor circuit. On the other hand, in super-synchronous mode, when 
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the wind speed is high, the generator speed exceeds th  synchronous speed, and the power is 
transmitted through both generator circuits. The converter in the rotor circuit allows the 
distribution of power between the two circuits. 
2.5.2.1 Doubly Fed Induction Generator Control 
Doubly fed induction generators (DFIGs) were successfully used in the wind energy 
conversion systems in the early 1990s. To control both the mechanical parameters (torque 
and speed) and the electrical parameters (active and reactive power delivered to the grid) of 
the machine, two back-to-back voltage source converters are connected in the rotor circuit. 
The machine-side converter, which is connected directly to the rotor's terminals, is 
responsible for controlling the DFIG parameters, such as DFIG speed, torque, and currents. 
On the other hand, the grid-side converter, which is connected to the grid's terminals, is 
responsible for controlling the active and the reactive power delivered from the rotor to the 
grid. The machine-and grid-side converters are discus ed in the next subsections. 
DFIG-based wind energy conversion systems are variable-speed wind generators in which 
the speed is controlled mainly to maximize the amount of power captured from the wind 
(maximum power tracking) [41]. The DFIG stator and rotor voltage equations are as follows: 
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Transforming Equations (2.7) and (2.8) to the synchronously rotating reference frame 
allow them to be written as [42, 43] 
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where ωs is the angular speed of the synchronous dq reference frame, and ωr is the angular 
speed of the rotor. The stator and rotor flux linkages are given by 
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where Ls = Lls + Lm and Lr = Llr + Lm are the stator and rotor inductances, and Lls, Llr and Lm 
are the stator leakage, rotor leakage, and mutual inductances, respectively. The 
electromagnetic torque can be written as 
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where p is the number of pole pairs. 
 
The typical stator and rotor resistances, especially in arge induction machines, are very 
small and could be neglected. Hence, the stator active and reactive powers can be expressed 
as follows [43]: 
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Similarly, the active and reactive rotor powers are expressed as follows: 
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The following subsections briefly describe the two voltage source converters connected in 
the rotor circuit. 
2.5.2.2 Machine-Side Converter 
Three control loops in the machine-side converter control four parameters in the DFIG: rotor 
current, output torque, rotor speed, and stator DFIG reactive power. With respect to the 
current controller, the rotor current is decoupled into d and q components; the q component 
of the rotor current largely determines the torque produced while the d component can be 
used to control the reactive power at the stator terminals. The governing equations of the 
controller of the machine-side converter are explained in Chapter 6. 
Since the stator flux ψs is almost fixed to the stator voltage, torque can be controlled by 
the q component of the rotor current, Irq. Since it is difficult to measure torque, it is most 
often controlled in an open-loop manner. Therefore, th  q component of the reference current 
can be determined from the reference torque, Tref. 
However, the current dynamics should be set to be much faster than the speed dynamics 
so that the speed can be controlled in cascade with the current.  
Finally, since the flux for a DFIG system can be considered to be constant, the 
relationship between the reactive power and the d component of the rotor current is static. 
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The d component of the rotor current can therefore be used to control the reactive power of 
the DFIG, which is usually set to operate the machine at a unity power factor. 
2.5.2.3 Grid-Side Converter 
The main purpose of a grid-side converter is to control the dc-link voltage. Control of the 
grid-side converter consists of a fast inner current control loop, which controls the current 
through the grid, and an outer, slower, control loop that controls the dc-link voltage. The 
reference frame of the inner current control loop is al gned with the grid flux, which means 
that the q component of the grid current controls the active power delivered from the 
converter and that the d component of the grid current, accordingly, controls the reactive 
power. This arrangement implies that the outer dc-link voltage control loop must act on the q 
component of the grid current. The governing equations of the controller of the grid-side 
converter are included in Chapter 6. The block diagram of the DFIG controller is shown in 
Fig. 2.9. 
2.5.3 Type D WECS 
Type D wind turbine generator, in its simplest form, consists of a gearbox, a generator, and 
an AC-to-AC full power converter. Various types of generators are being used, such as 
synchronous generators, permanent magnet generators, and squirrel cage induction 
generators. Because it is completely decoupled fromthe grid, it can provide a wider range of 
operating speeds than the Type C and has a larger range of reactive power and voltage 
control capacities. Its main disadvantage is the cost of the full-size power converter. 
However, recent advances and the relatively lower cost of power electronics components 
make it feasible to build variable-speed wind turbines with power converters that have the 
same rating as the turbines. The control strategy for a Type D WECS is very similar to that of 
a Type C WECS. The examination of a Type D WECS is beyond the scope of this research. 
Many studies have compared different types of generators used in wind energy conversion 
systems with respect to performance, cost, power quality issues, and control complexity [44, 
45]. These studies showed that although a constant-peed SCIG is more rigid and easier to 
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Fig.2.9 Block diagram of the DFIG controller 
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constant-speed and full-converter SCIGs, the extra cost of the slip rings in a DFIG are 
compensated for by the smaller converter and the enrgy captured during the super-
synchronous mode. Regarding power quality issues, the performance of a DFIG is much 
better than that of the SCIG during 80 % of the symmetrical and asymmetrical voltage sags 
[45]. 
2.6 Storage Systems 
The variability in and difficulty of predicting genrated wind power has created significant 
interest in adding a storage system to wind generation. Energy storage systems, such as DC 
batteries, compressed air, hydro-storage, hydrogen-based systems, and flywheels, can offer 
sufficient flexibility for operation in connection with the stochastic generation of wind 
energy [46]. In areas where expansion of the transmission capacity is undesirable due to 
environmental, economic, or technical restrictions, energy storage connected to wind 
generation terminals can increase the exploitation of the energy source in order to supply 
local loads with constant power. 
Generally, storage systems can be classified either according to their technology, as 
electrical and electromechanical, or according to their conducting period, as short or long 
term. The following subsections introduce energy storage systems that are classified as short 
or long term. 
2.6.1 Short-Term Energy Storage Systems 
Short-term storage systems are characterized by their ability to supply the required level of 
energy for a short period of time, i.e., for seconds or perhaps a few minutes, and by their 
corresponding relatively low prices compared to long-term storage systems. Short-term 
storage systems are integrated into wind energy conversion systems mainly to mitigate high-
frequency variations in wind power, i.e., flickers. They can also be used to enhance the low-
voltage ride-through capability of wind generators. The ride-through capability of a WECS is 
defined as the ability of a power source to deliver usable power for a limited time during a 
power loss [47]. 
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2.6.1.1 Flywheel Energy Storage 
One of the oldest and most reliable energy storage devices is the flywheel. It is often 
employed in small wind energy conversion system applications and can be used to eliminate 
short-term (seconds to minutes) power fluctuations [48]. 
In previous studies, flywheel energy storage (FES) has been integrated into wind energy 
conversion systems (WECSs) in order to enhance power quality [49-51]. The problem of 
voltage sags and sudden changes in load demand in a stand-alone system has been 
investigated with respect to constant- and variable-speed WECSs. FES has been proven to 
enhance the power smoothing of a constant-speed WECS [50, 51]; however, in variable-
speed WECSs, FES allows control of the DC-link voltage of the grid-side power converter 
and hence the power flow from the variable-speed WECS to the grid [49]. The main 
drawbacks of FES are its extra size and weight, and the limited durability of the stored 
energy. From an economic point of view, a case study has shown that for a 1 MW capacity 
wind turbine, connection with a 15.9 KWhr FES that c n store energy for a maximum of 10 
min produces a gain of about $30,000 per year [52].
2.6.1.2 Super-Capacitor Energy Storage 
In addition to flywheel storage devices, super-capaitor storage is considered one of the most 
promising short-term energy storage systems. Super-capacitor storage has recently been 
shown to have higher efficiency and a longer life cycle than batteries [53]. 
Super-capacitor energy storage has recently become ne of the most attractive 
alternatives for enhancing the performance of wind e ergy conversion systems through the 
mitigation of high-frequency wind power fluctuations [53, 54]. A super-capacitor is applied 
in a constant-speed WECS through a DC-DC converter in o der to control active and reactive 
power, thus compensating for power fluctuations [54]; however, super-capacitors fail in the 
case of low-frequency fluctuations. They have also been integrated into a doubly fed WECS 
at the DC-link in order to compensate for rapid power variations and to enhance the fault ride 
through capability of the wind turbine [53]. 
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2.6.2 Long Term Energy Storage Systems 
Unlike short-term energy storage systems, long-term storage systems are characterized by 
their ability to store energy for very long periods, which might reach several months in the 
case of pumped hydro storage. However, they have the disadvantage of higher capital 
investment and running costs. For example, building a reservoir for pumped hydro storage 
with a 2100 MW generating capacity costs about $ 1.7 billion [55]. 
Long-term energy storage systems were implemented i power systems even before the 
integration of renewable resources into the networks. They are used in substations in order to 
enhance the stability, reliability, security, and power quality of the power system. However, 
when they are attached to a renewable energy resource, they are used to convert a stochastic 
renewable energy source into a dispatchable one. The use of storage systems is consequently 
included in power system planning operations as well as in daily power scheduling. 
2.6.2.1 Battery Energy Storage 
Compared to other types of storage systems, a battery s orage device has a number of 
attractive features. They are able to store a large quantity of energy, and they can deliver this 
energy in the form of transferred power at either slow or extremely high rates without being 
damaged. They are also rugged and reliable and provide a source of constant power. For 
these reasons, a battery storage system is a well-proven storage technique for wind energy 
conversion systems [56-58]. 
Connecting battery storage to a wind turbine generator enhances the combined system’s 
participation in unit commitment and scheduling. Studies have included the considerations of 
wind speed and load uncertainties but have not addressed real-time wind speed or load data 
[57]. Nevertheless, actual wind speed and irradiance data have been applied in order to 
investigate a wind/photovoltaic system combined with battery storage [58]. To increase the 
penetration level of wind energy, to address power quality issues, and to improve stability 
margins, a combination of battery storage and a reactive power support device such as a 
static Var compensator or a static synchronous compensator has been proposed in several 
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studies in the literature [59, 60]. However, the cost f combined systems is impractically 
high. 
2.6.2.2 Pumped Hydro Energy Storage 
Pumped hydro storage is the process of pumping water into large barriers constructed at a 
higher level and then retrieving it later. This type of storage system is considered the most 
reliable but also the most expensive. Some areas, however, have natural reservoirs, in which 
case, this solution can be both economical and enviro mentally friendly. The recovery of the 
stored energy is controlled by the release of the requi ed amount of pumped water through a 
turbine [61, 62]. 
Since cost is the main different to the use of pumped hydro as a storage system, the 
literature examines the effect of attaching a pumped hydro storage system to a wind energy 
conversion system with respect to operating costs, ptimum sizing, and spinning reserve [15, 
61]. One method of reducing the total operational cost is to minimize the share of 
conventional generators in the delivered power [61], but this method might also affect the 
system reliability. Another method is to minimize the spinning reserve and hence the use of 
must-run generators, which are usually characterized by low no-load efficiency [15]. The 
optimum sizing of various types of storage systems is discussed in later subsections. 
2.6.2.3 Compressed Air Energy Storage 
As with pumped hydro storage, a compressed air storage system stores energy in mechanical 
form but with greater system flexibility and lower system costs. Implementing a compressed 
air storage system in a power system has had limited us  thus far. Few studies of this topic 
have been conducted, and most address only the economic aspects. In [63], the author 
proposed an electricity market model for investigating the economics of a compressed air 
energy storage system in a system with a high level of wind energy penetration. A variety of 
parameters were included in the study, such as loadcharacteristics, wind power plant 
characteristics, energy prices, and generation/transmission system capabilities. 
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2.6.2.4 Hydrogen Energy Storage 
While wind energy can be stored in mechanical form, it is also possible to store it in chemical 
form by using the electrical output of the wind turbine generator to produce hydrogen and 
oxygen in an electrolytic cell [62, 64]. The oxygen is traded directly in the oxygen market, 
while hydrogen can either be traded in the market or used to produce electric power through 
fuel cells [65].  
Both technical and economic studies have been carried out in order to investigate the 
viability of introducing hydrogen as a storage system and as an end product [65-67]. The 
technical studies have examined the optimum operation l planning for a system consisting of 
wind generation and a hydrogen storage system that generates hydrogen as a fuel and as 
electric power through stationary fuel cells. A day-ahead electricity market was selected as a 
mean of examining the proposed strategy [67]. The disadvantages of the proposed scheme 
are its exclusion of the consideration of load uncertainty, its use of a dump load, and the fact 
that the capital cost of the system is ignored. Energy storage in the form of hydrogen 
combined with renewable energy sources that have diff rent voltage/current characteristics 
was assessed in order to test the reliability of a system that uses the proposed control 
methodology. The simulation results indicated that s fe and reliable operation is possible 
with enhanced energy management [66]. The proposed configuration was tested for a stand-
alone system without any indication of the consequences of applying it in a grid-connected 
system. 
The economic studies, however, led to different conclusions. On one hand, the studies 
show that buying electricity from the market at low prices during the off load periods and 
converting it into hydrogen to either sell or convert back to electricity has been proven to be 
a source of considerable profit [67]. On the other and, those who consider wind their only 
energy source found hydrogen to be an infeasible system [65]. 
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2.6.3 Thermal Energy Storage 
Thermal energy storage is the latest development in s orage system technology. The basic 
concept is either to store energy in thermal reservoirs or to use it in a different application. 
The thermal reservoir may be maintained at a temperature above or below that of the ambient 
environment. The topology proposed in the literature is to combine a wind energy conversion 
system with thermal energy storage. During periods of low power demand, the unused wind 
energy is converted to thermal energy that is then used to convert a hydrocarbon fuel to a 
liquid or gas fuel [68]. The proposed strategy showed very low efficiency; however, the 
author’s opinion was that wind energy is free energy. 
2.6.4 Combined Energy Storage 
Several studies have proposed a combination of two or more storage devices; in most cases, 
short-and long-term energy storage systems are combined. Short-term storage is exploited in 
order to mitigate rapid (high-frequency) power variations. However, a long-term storage 
system is utilized for low-frequency power variations in order to convert a renewable energy 
source into a dispatchable one, which could help enhance system reliability and increase the 
participation of renewable energy sources in the electricity market. 
The first combination proposed consisted of a flywheel and a battery storage device, 
which were applied to an autonomous system [69]. The goal of the proposed configuration is 
to investigate the deviations in frequency when a renewable energy source supplies a stand-
alone system. The simulation results proved that the frequency deviation is very small and 
that the system can perform adequately. If the proposed system were connected to a grid, 
however, the control strategy might be completely different. 
Another study combined compressed air and super-capacitor energy storage devices [70] 
in order to ensure a smooth power transition between power levels in a maximum power 
tracking based on fixed speed wind energy conversion ystem. This solution seems to require 
an uneconomical investment. 
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2.6.5 Sizing of Storage Devices 
Economic studies can determine the optimum size of storage device that can be attached to a 
renewable energy source [28, 29, 64, 65]. The main goal of these studies was to enhance the 
energy management of the renewable energy source in order to develop better performance 
and to allow suppliers to bid more flexibly in the energy and ancillary service markets. 
Different criteria have been used to determine the optimum size of a storage device. These 
criteria depend on the type of storage device, the typ  of system (autonomous or grid 
connected), and the variables included in the optimization function, such as capital cost. The 
global optimization function of all the studies is either to minimize the total cost [28, 29] or 
to maximize the system profit [64, 65]. 
In [28], the optimum size of a pumped hydro storage device combined with a renewable 
energy source was determined from the identification of the expected price of energy, the 
costs of the storage unit (fixed and running costs), and the round-trip efficiency of the storage 
technology. The objective function to be minimized was the expected daily cost of operation 
and amortization. The capacity of a battery storage device is normally specified in terms of 
power and energy capacity [46]. The energy capacity describes the amount of energy that can 
be drawn from or stored in the battery. The power rating determines the power that can be 
supplied or stored by the battery under the rated discharge/charge time interval. The capital 
cost of a battery is also determined based on its power and energy capacities [71]. The main 
drawback of this methodology is that the author assumed that the capital cost of the wind 
turbine and the power converters are constant [29].
The storage system that causes the most debate with respect to its economic effect is 
hydrogen energy storage because many alternatives can be taken into account in the 
optimization function, such as whether to trade hydrogen in the hydrogen market, whether to 
import (buy) electricity from the market in off-peak periods in order to develop hydrogen for 
later use, and whether to develop power from the hydrogen using a low-efficiency (maximum 
of 45 %) fuel cell or to sell all the hydrogen production directly. To investigate the 
implementation of hydrogen storage systems in a power system, consideration should be 
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given to the costs of the plant, including the storage system, as well as the additional margins 
obtainable from the sale of the stored energy [64]. Combining a hydrogen storage system 
with a base power generator, e.g., a nuclear power generator, has been recently discussed in 
the literature [65]. The main purpose of the base power was to assure a high level of 
reliability and continuity of supply; however, the r ason for selecting nuclear power 
specifically was the emerging nuclear electrolyzer t chnology which has increased 
efficiency. The results show that for the given realistic assumptions, hydrogen is not a viable 
option for electricity storage for the current electricity market and pricing. The drawback of 
this study is the omission of the fixed cost of the proposed system. 
2.7 Summary 
This chapter has presented brief background information about the components of the wind 
energy conversion systems (WECSs) and a detailed survey of the literature related to about 
the control techniques applied to a number of types of WECSs. As previously mentioned, the 
following chapters will consider only Types A and C wind energy conversion systems 
because of the high market share of these two types. 
Attaching storage devices to wind energy conversion systems has recently received a 
considerable attention. These devices can be used to reduce fluctuations in the output power 
of WECSs; to shift the overnight peak wind generation to match the load peaks; and to 
provide reactive power support. However, the main challenge still involved in the use of 
storage devices is the high cost associated with their installation. Thus, studying the 
economic aspect of installing these devices is of great importance. The investigation of this 





Impact of WECSs on Electrical Grids 
3.1 General 
A typical problem with wind energy conversion systems is the continual variations in the 
power they produce that result from the direct relationship between the generated power from 
wind and wind speed, which is random in nature. Themain aim of this chapter is to explain 
the process used to accurately evaluate the technical and economic impact on the 
performance of the grid that results from the installation of wind energy conversion systems. 
This chapter also presents a detailed description of the specific power fluctuation problem, its 
technical and economic impact on power systems, and the solutions proposed in the 
literature. 
3.2 Technical and Economic Impact of WECSs 
Wind power fluctuates over time, mainly as a result of changes in meteorological conditions. 
These power variations occur for all time scales: sconds, minutes, hours, days, months, and 
seasons. Understanding these variations and the level of their predictability is a critical step 
in any attempt to increase the penetration of wind generation into and the optimal operation 
of power systems. Electric power systems are inherently variable because of continual 
variations in the load and supply but they are well d signed to deal efficiently with these 
changes. The system operator must manage both predictable and unpredictable events in the 
grid, including scheduled equipment maintenance; line contingencies; sudden loss of a large 
load/generation; load variations; and, of course, wind power fluctuations. 
The short-term variability of wind power (in the orde  of minutes to hours) is important 
because it affects the operational scheduling of the generation units, the balancing of 
demand/load power, and the determination of the amount f reserves needed. Many models 
have been developed as a means of predicting short-term variations in wind power such as 
time series models and geographical spreading models.  
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The long-term variability of wind power (months and years) which is determined by 
seasonal meteorological patterns and by inter-annual variations in wind speed [31] affects 
operational and long-term planning for power system. However, long-term variations can be 
predicted more accurately than short-term variability. 
The ability to obtain power from wind energy sources over the long term is called wind 
power capacity factor, which is defined as the yearl  verage wind power divided by the 
rated power of the wind turbine/farm. A typical value of the wind power capacity factor is 35 
%. This capacity factor greatly affects the economics of the wind industry. For example, 
some countries (e.g., Canada) provide substantial incentives to wind generation so that 
utilities are obliged to buy all generated power at a high price. On the other hand, countries 
such as the United Kingdom force wind generators to bid in the market in the same way as 
conventional generators, and penalties are applied for forecasting errors. 
In general, the technical difficulties associated with the integration of wind energy 
conversion systems into electrical grids are largely due to but not limited to power 
fluctuations, voltage fluctuations/flickers, the operation and scheduling of generators, system 
security, and errors in the prediction of wind power g neration. On the other hand, the 
economic difficulties include the high cost of wind turbine generators compared to the annual 
developed energy, the cost of reserves, storage device costs, and the costs associated with 
prediction errors. 
3.3 Wind Power Fluctuations 
It is obvious that the main challenge with integrating wind power in electrical grids is the 
wind power fluctuations, which sometimes also cause other wind integration difficulties. 
Wind power fluctuations have other possible causes other than variations in wind speed, such 
as a blade passing in front of the tower, an imbalance in the rotor turbine, and rotational 
sampling, and these types of power fluctuations are more severe when the power is delivered 
by an asynchronous generator coupled directly to the electric grid. The remainder of this 
chapter therefore focuses mainly on this problem. 
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Two terms are commonly associated with wind power variations: power fluctuations and 
flickers. Power fluctuations are slow power variations, in the range of 0.01 Hz; flickers, 
however, have higher frequency variations, in the range of a few hertz. A flicker is defined as 
“the impression of fluctuating brightness or color, ccurring when the frequency of observed 
variation lies between a few hertz and the fusion frequency of images, according to the IEEE 
standard dictionary of electrical and electronic terms” [72]. 
The difference between flickers and fluctuations is explained in the following 
descriptions: “Flicker and voltage changes are due to rapid changes in the load, generation 
output or to the switching operations in the network.” “Fluctuations of active and/or reactive 
power of wind turbines are due to the effects of random wind fluctuation, tower shadow, yaw 
error, misalignment, wind gusting and wind shear, which cause flickers” [10]. 
3.3.1 Impact of Power Fluctuations on Power Systems  
The fluctuating nature of wind speed and, hence, wind-generated power imposes a number of 
technical and economical restrictions on a power system. In weak networks as well as strong 
networks that have large wind energy penetration levels, continuous variations in wind power 
cause the system voltage to fluctuate, the system fr quency to deviate from the nominal 
frequency, and the generation to be insufficient to feed the loads. With respect to the 
economic difficulties, the inability of wind farms to supply the power scheduled in a contract 
results in the imposition of specific penalties, which increases the gross cost of wind 
generation. 
3.3.1.1 Technical Impact 
The following subsections explain the technical impact on the operation of the power system 
of the fluctuations in power produced by wind energy sources. 
3.3.1.1.1 Voltage Fluctuations 
Some problems, such as small voltage variations and flicker might arise from individual wind 
turbines or wind farm generation, when variations i w nd speed produce mechanical power 
fluctuations, which cause speed changes in the turbine rotor, leading in turn to variations in 
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current and voltage in the generators. Voltage flicker can become a factor that discourages 
utilities from allowing wind turbines to be connectd to weak networks, and even prevents 
integration with relatively strong networks in the case of large amount of wind power being 
connected [72].  
It has been shown that flicker emission from variable-speed turbines is relatively low [7, 
10, 14, 73, 74], which means that studying flicker emission from constant-speed turbines has 
greater value. In variable speed wind energy conversion systems, incoming power 
fluctuations can be reduced by changing the turbine rotor speed slightly, and the power 
electronic converters in the wind turbine systems provide the possibility of reducing dynamic 
voltage fluctuations. Rather than maintaining the reactive power at zero, i.e., unity power 
factor operation, the reactive power can also be controlled in order to minimize voltage 
fluctuations caused by wind power fluctuation. 
3.3.1.1.2 Frequency Deviation 
Only the probabilistically firm component of wind power is traded in the hourly electricity 
markets [18]. The system operator deducts the forecast d firm component of wind power 
from the forecasted demand. However, the power requir d in order to cap the difference 
between the demand and the wind power is scheduled ev ry hour from conventional power 
plants in order to maintain a balance between the power supply and the forecasted demand. 
Power plants handle deviations between actual and forecasted demand and actual and 
forecasted wind generation by means of an automatic governor control (AGC), which 
continuously adjust their real power references in order to regulate the system frequency.  
Variations in wind speed cause the turbo alternators in power plants to accelerate and 
decelerate, and consequently, cause the system frequency to deviate from the 50 Hz or 60 Hz 
standard [16]. Since the under/over frequency relays protect the system against large 
frequency swings and sustained frequency errors, the frequency deviation caused by wind 
power fluctuations can falsely trip the frequency protection relays. Tripping of the protective 
relays of a large wind farm in order to isolate it from the network can apply more stress on 
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the power system, consequently causing the system operator either to shed some loads or to 
introduce expensive power generators to the network. 
3.3.1.1.3 Power System Stability 
There are two types of power system stability: transie t and steady state, also called dynamic 
stability. A fault on a high-voltage transmission network or the loss of a major generating 
unit is considered a major impact on the power system and might lead to system instability. 
During such a period, the study of the system dynamics is defined as a transient stability 
study. Stability depends strongly on the magnitude and location of the disturbance and to a 
lesser extent on the initial state or operating condition of the system. However, the problem 
of studying the stability of power systems that are undergoing small load/generation changes 
has been called a steady-state or dynamic stability problem. Since wind power is known to 
fluctuate continually, studying system stability with wind generation imbedded in the system 
is always a dynamic stability problem. 
A major issue related to the control and stability of electric power systems is the 
maintenance of the balance between generated and cosumed power. Because of the 
fluctuating nature of wind speeds, the continual growth of wind power generation in power 
systems has caused the system operator to focus more on the fluctuations in the power 
production of wind turbines, especially when the wind turbines are concentrated 
geographically in large wind farms. 
3.3.1.1.4 Power System Security 
Power system security analysis is the process of detecting whether the power system is in a 
secure or an alert state. A secure state implies that the load is satisfied and that no limit 
violations will occur under present operating conditions or in the presence of unforeseen 
contingencies. The alert state implies that particular limits have been violated and/or that the 
load demand cannot be met and that corrective actions must be taken in order to bring the 
power system back to a secure state. 
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On small island power systems, wind power fluctuations may have even more severe 
consequences for the operation and security of the system [19]. An example of such a system 
is the one on the island of Hawaii, which is not connected to other systems. The ability to 
integrate wind power into the system on the island is also limited by the generation mix, 
which includes a relatively large number of non-regulated generating units [75]. Wind power 
fluctuations are also considered to be a security issue in networks with very weak 
interconnections. The island of Ireland has a good example of such a system, which has only 
a very weak connection to the system in Scotland. 
3.3.1.1.5 Unit Commitment and Dispatch 
The optimal selection of on-line units (unit commitent) and optimal output levels of 
committed units (dispatch procedures) for conventional generation is considered a serious 
problem for the system operator and needs to be continually to compensate for any 
integration of large amounts of wind energy into the electrical networks [20].  
Since unit commitment deals with the balance between generated power and loads, wind 
power fluctuations should be combined with load variations when a unit commitment 
problem is considered. In other words, the total regulated power from conventional 
generators at any moment depends on the sum of the wind power and load variations. Wind 
power fluctuations could counterbalance [76] or amplify load variations [77]. 
3.3.1.2 Economic Impact 
The following subsections explain the economic impact on the operation of power systems 
due to the fluctuations in power caused by wind energy sources. 
3.3.1.2.1 Spinning Reserves 
The power generated from wind energy conversion system  is intermittent, which increases 
the consideration of uncertainty with respect to system reserve. Reserve is defined as the 
regulated power generators allocated to meet imbalances between the predicted and actual 
demand. The scale of the wind forecast times is important for determining reserve 
requirements. For times from several seconds to a few minutes, the overall output fluctuation 
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in wind generation is small, given the considerable diversity of the output from individual 
wind farms. Reserve requirements deal with the uncertainty in wind forecasts over periods of 
minutes to hours.  
If wind fluctuations were perfectly predictable, system operating costs would be relatively 
small for systems with considerable wind power, provided that their conventional power 
generation has enough flexibility to handle the changes. In reality, forecasting wind power 
generation is strongly related to the forecasting of multiple atmospheric variables, e.g., wind 
speed and direction, air density, and spatial scale of atmospheric motion. These difficult 
wind forecasting uncertainties are considered an additional balancing requirement which can 
be fairly significant. Wind fluctuations generally follow a normal distribution but with longer 
tails, which indicate a need for more reserve in order to capture the majority of the 
imbalances [15]. On the other hand, the reserve alloc tion affects the system’s ability to 
accept wind generation. A high spinning reserve alloc tion requires the running of a large 
number of partly loaded generators; therefore, the total system energy is accompanied by 
reserve provisions. This “must-run” reserve generation leaves less room for wind power 
generation. 
3.3.1.2.2 Unit Scheduling 
Unit scheduling is somewhat similar to unit commitment but is related to an economic 
perspective. Current short-term power markets are designed for trading conventional 
(dispatchable) generation. The time span from aftermarket clearing until delivery can be up 
to 36 h (Scandinavia) or up to 38 h (Spain); any deviations from the submitted production 
plan are penalized. The penalty associated with imbalances due to wind power is termed the 
imbalance cost, and it increases the cost of running a wind energy conversion system. At 
wind penetrations of up to 20 % of the peak demand of a system, it has been also found that 
the increase in system operating costs that results from wind variability and uncertainty has 





3.3.1.2.3 Liberalized Electricity Market 
The structure of most deregulated electricity markets is either day-ahead or hour-ahead. In 
both structures, generators may have to buy or sell energy to cover deviations due to 
prediction errors. To increase the penetration of wind energy conversion systems (WECSs) in 
the grid, the large prediction errors that occur with most prediction methods must first be 
reduced. 
An additional point of concern is that in the presence of imbalance costs and uncertain 
wind generation, a method is required for determining the optimum level of contracted 
energy that should be sold on the advance markets. To maximize the profits produced by 
wind power that is traded in a deregulated electricity market, several factors must be 
considered, e.g., wind power forecasting, wind generation modeling, and optimization. 
3.3.2 Proposed Solutions in the literature for the Fluctuation Problem 
Many solutions have been proposed for solving the fluctuation problem. One is to keep a 
minimum level of thermal plant generation in order to maintain an adequate operating 
reserve and to keep system-control capabilities at about 30 % to 50 % of the capacity of the 
utility [76]. Below this range, problems begin to arise; however, lower ranges could probably 
be achieved if the design were modified. This soluti n is completely specific to the system 
configuration and parameters and does not take into acc unt the required system reserve. 
Another solution [79] is to reduce the bus voltage fluctuation in a variable-speed wind 
energy conversion system if wind farm converters are used to enhance the reactive power 
compensation, i.e., to generate reactive power during low system voltage and absorb reactive 
power during high system voltage. However, this method reduces the amount of active power 
generated and complicates converter control.  It has also been proven that a wind turbine 
should be connected to a grid with a short-circuit apacity of 50 times the rating of the 




Another solution to power fluctuation was proposed in [9], in which it was shown that the 
generator rotating shafts in thermal and hydro power plants could be modified to make use of 
inherent inertia and to act as energy storage devices. This solution could provide significant 
help with the filtering of power fluctuations produced by the wind turbines; however, the 
dynamic behaviour of the network might be affected. 
As previously mentioned in Section 3.3.4.1.2, wind power fluctuation could force the 
frequency relays to trip, and it has been estimated that if the under/over frequency relay 
allows a deviation of 1 % of 60 Hz, the peak power fluctuation produced by a single wind 
frequency could reach 5 % of the total power ratings of thermal plants [14, 16]. This 
recommendation relates only to grid codes and is not a real solution for wind power 
fluctuation.  
The most common solution to power fluctuation is to a tach a type of storage system to 
either each individual wind turbine or to the aggregat d wind turbines at a wind farm [15, 48, 
56-59, 61, 63, 64]. Storage is the only device thathas the ability to stock generated excesses 
during high-wind/low-demand periods and then subsequently discharge this energy as 
needed. Since wind power fluctuations are expected to become more pronounced due to the 
increase in the wind capacity connected to a grid, the value of storage systems has become 
more obvious because of the amount of wind energy installed and the inelasticity of some 
generation systems. From a technical point of view, this solution is almost perfect. However, 
from an economic perspective, adding a storage systm to wind power generation imposes an 
extra cost, which reduces the gross revenue.  
To reduce the output power fluctuations of wind farms, [11, 12] have presented a control 
strategy of leveling the output power from wind farms. Based on both the average output 
power of the wind farm and its standard deviation, a control strategy and pitch angle control 
that uses a generalized predictive controller in all operating regions were implemented. In the 
proposed strategy, the wind speed is first measured, and the corresponding available average 
wind farm output power and its standard deviation are then calculated. Next, according to the 
system operator’s power command, the output power of ach wind turbine generator at the 
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farm is determined, depending on the available (ready) number of wind turbine generators. 
This solution would affect the amount of energy produced by the wind farm, which might be 
an economic disincentive. 
In [73], the design of an electrical filter suitable for avoiding the flicker effect was 
proposed. The main problem was the low frequency of the torque oscillation of the wind 
turbine, which may reach 1 Hz at low rotational speeds. This very low frequency could not 
be filtered by either the turbine or electrical generator inertia, which causes an oscillation in 
the generator current. Filtering the flicker is difficult because of its very low frequency, and 
the technical implementation of this control strategy could be impractical. 
3.4 Summary 
This chapter has presented a literature survey of the technical and economic impact on the 
performance of the grid when wind energy conversion systems are installed. Particular 
emphasis is on the power fluctuation problem associated with wind power generation. The 
main finding revealed by this survey is the lack of a technically and economically 
comprehensive solution for power fluctuation. Addressing this issue is the main motivation 









The Leveling Technique 
4.1 General 
The main objective of this chapter is to present a ovel control technique that can overcome 
the main problem associated with the integration of a wind energy conversion system, which 
is power fluctuation, and hence reduce the associated negative impact discussed in the 
previous chapter. The general concept of the control technique is presented in the following 
section, and the application of the stages involved in the method is discussed in detail in the 
sections that follow. 
4.2 The Leveling Technique 
The main goal of the developed leveling control technique is to mitigate the power 
fluctuation that occurs due to the continual variations in wind speed and hence in wind output 
power. The proposed control methodology relies on wi d speed (power) leveling, i.e., 
selecting a fixed number of wind power levels for a specific time period (day, season, or 
year) at which the wind turbine will operate. If the wind power is between any two levels, the 
wind energy conversion system (WECS) controller adjusts the output power to ensure that 
the effective wind power generated is held steady at the lower level selected.  
The scheme for selecting power levels is as follows:  first, wind speed data are collected 
from a candidate site for a specific period of time; the more data collected, the better the 
control efficiency. Second, the wind speed data are input into a suitable clustering technique 
which will determine the number of speed levels (clusters) and their values (centroids). 
Third, the values of the speed levels (power levels) are adjusted in order to maximize the 
total energy captured based on the number of speed lev ls and the wind speed data. Finally, 
the corresponding speeds (power levels) that maximize the total energy captured are applied 
to the controller of Type A and Type C wind energy conversion systems. 
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For example, let the output of the clustering technique and the optimization algorithm, for 
the wind speed curve shown in Fig. 4.1, be three optimum speeds of 6 m/s, 8 m/s, and 10.5 
m/s. If the wind speed is lower than 6 m/s, the wind turbine generator produces power 
corresponding to the cut-in speed. If the wind speed is greater than 6 m/s but lower than 8 
m/s, the controller adjusts the WECS to produce power that corresponds to a wind speed of 6 
m/s. The same procedure is applied to the other two levels. Fig. 4.2 shows a sample power 
output of WECS after the leveling technique has been applied. 
 
 
Fig. 4.1: Wind speed before the leveling technique is applied 
 




















Fig. 4.2: Generated power after the leveling technique is applied 
4.3 Wind Speed Data 
Many mathematical representations of wind speed were proposed in the literature, two of 
which have attracted the most attention due to their accuracy and suitability for simulation 
techniques: probabilistic and chronological representation. The following subsections present 
a brief description of these mathematical representations of wind speed data. 
4.3.1 Probabilistic Wind Data 
A typical expression often recommended for modeling the behaviour of wind speed is the 
Weibull probability density function (pdf), which is a Gaussian density function with a 
longer tail. This representation uses the Weibull pdf to compare the actual wind speed profile 






























               Weibull pdf                                                  (4.1) 
 



















where k is called the shape index and c is called the scale index. As the shape index k 
changes, the shape of the pdf changes accordingly, as shown in Fig. 4.3.a. However, 
Fig.4.3.b shows the effect on the pdf of changing the scale index C. When the shape index k 
equals 2, the pdf is known as a Rayleigh pdf, which mimics most wind speed profiles. 






























vf                      Rayleigh pdf                                                     (4.2) 
 
where mVc 128.1≈  and mV  is the mean wind speed. 
Fig. 4.3.a: Weibull probability density functions with 
different values of shape index k 
Fig. 4.3.b: Rayleigh probability density functions 
with different values of scale index c 
 
4.3.2 Chronological Wind Data 
Estimating the profile of the output power of the wind energy conversion systems using long 
historical time series of wind speed and wind direct on data is known as chronological 
simulation. The main advantage of chronological simulations is their ability to include 
temporal information in the analysis, i.e., time-to-time variations. However, the main 
drawback of these simulations is that they should be carried out over extensive periods of 
time in order to provide an accurate evaluation of the performance of the system by including 






































all possible patterns that can be extracted from the WECSs. Such a study requires collecting 
historical time series wind speed and direction data at the location where the WECSs are to 
be installed. The time resolution of the data collected should be suitable for taking into 
account short-term, i.e., minute-to minute, variations in the wind speed and hence in the 
generated wind power. 
In summary, since the main goal of this thesis is to determine a method of reducing the 
power fluctuations generated from WECSs and because these power fluctuations involve 
time-to-time wind speed variations, a chronological representation of the wind speed data 
was the method considered for this research, and the iscussion in the remainder of the thesis 
is based on this consideration. 
4.4 Wind Speed Clustering 
Wind speed is stochastic in nature and is closely rated to a number of atmospheric 
variables, such as wind direction, air density, andto spatial/temporal scales of atmospheric 
motion. For this research, a clustering technique was chosen as the method of determining 
the most likely wind speed that can occur in a given s t of wind data. These most likely wind 
speeds represents the centroids of the clusters of data and in the developed algorithm these 
centroids were utilized to minimize fluctuations in the output power. 
Cluster analysis is the organization of a collection of patterns, or data points, into clusters 
based on similarity. Patterns within any given cluster are more similar to each other than they 
are to a pattern belonging to a different cluster. A simple distance measure such as the 
Euclidean distance can often be used to reflect the dissimilarity between two patterns [80]. 
The clustering output can be hard (the data is partitioned into groups) or fuzzy (each pattern 
has a variable degree of membership in each of the output clusters). 
4.4.1 Clustering Techniques 
Clustering techniques can be divided into two major categories: supervised and unsupervised. 
In supervised clustering, the number of clusters as well as the data to be clustered are 
provided as an input to the clustering algorithm, which assigns each unit of the data entered 
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to the cluster that has the best fit. On the other hand, unsupervised clustering techniques do 
not require the number of clusters as input. The number of clusters is determined by the 
clustering algorithm which makes the clustering algorithm, a longer complicated and requires 

















Fig. 4.4: Clustering techniques 
4.4.1.1 Supervised Clustering Techniques 
Supervised clustering techniques, which require in addition to the number of clusters (i.e., the 
number of levels) the data entry (i.e., the wind speed data), can be classified as hierarchical, 
partitional, k-means, graph-theoretic, Gaussian mixture model, or fuzzy.  
4.4.1.1.1 Hierarchical Techniques 
Most hierarchical clustering algorithms are either single-link [81] or complete-link [82]. 
These two algorithms differ in the way they characterize the similarities between a pair of 
clusters. In the single-link method, the distance between two clusters is the minimum of the 
distances between all pairs of patterns drawn from the two clusters (one pattern from the first 
cluster, the other from the second). In the complete-link algorithm, the distance between two 
clusters is the maximum of all pair distances betwen patterns in the two clusters. In both 
cases, two clusters are merged to form a larger cluster based on minimum distance criteria. 
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The clusters obtained by the complete-link algorithm are more compact than those obtained 
by the single-link algorithm. 
4.4.1.1.2 Partitional Techniques 
Partitional methods have advantages in applications nvolving large data sets. The main 
problem accompanying the use of a partitional algorithm is the need to verify the number of 
desired output clusters. Reference [83] provides guidance with respect to this key design 
decision. Partitional techniques usually produce clusters by optimizing a criterion function, 
such as distance function, defined either locally, based on a subset of the patterns, or 
globally, defined over all of the patterns. In practice, the algorithm is typically run multiple 
random times with different starting states, and the best configuration obtained from all of 
the runs is used as the output clustering. 
4.4.1.1.3 K-Means Clustering Technique 
The K-means is the simplest and most commonly used algorithm and employs a squared 
error criterion [84]. It starts with a random initial partition and keeps reassigning the patterns 
to clusters based on the similarity between the pattern and the cluster centres until the 
squared error stops decreasing significantly after  number of iterations. The objective it tries 
to achieve is to minimize the total variance: 
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where k is the number of clusters; kSi ...,,2,1= ; and iµ  is the centroid (mean point) of all the 
points.  
A major problem with this algorithm is that it is sensitive to the selection of the initial 
partition and may converge to a local minimum of the function value of the criterion if the 
initial partition is not chosen accurately.  
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4.4.1.1.4 Graph-Theoretic Clustering Technique 
The best-known graph-theoretic clustering algorithm is based on the construction of a 
minimal spanning tree (MST) of the data [85], followed by the deletion of the MST edges 
with the largest lengths in order to generate clusters. 
4.4.1.1.5 Gaussian Mixture Model Clustering Technique 
The basic assumption in the Gaussian mixture model technique is that the patterns to be 
clustered are drawn from one of several distributions, and the goal is to identify the 
parameters of each distribution (means and variance). Most of the work in this area has 
assumed that the individual components of the mixture density are Gaussian, and if so, the 
parameters of the individual Gaussians are to be estimated.  
The procedure for this clustering technique is as follows: after the number of clusters is 
determined, the initial Gaussian means and variances for each cluster are initialized using the 
K-means algorithm and the distance to the nearest clu er, respectively. The probability of 
each pattern (data point) belonging to each cluster is then calculated. Based on the 
probability calculated in the previous step, each point is assigned to the appropriate cluster. 
All the data points within each cluster are then used to construct new Gaussian probability 
density functions with new means and variances. If there are major changes in the means and 
variances, the whole process is repeated; otherwise, the means are considered the optimum 
centres of the clusters. 
4.4.1.1.6 Fuzzy Clustering Technique 
Traditional clustering approaches generate partitions; in a partition, each pattern belongs to 
one and only one cluster. Hence, the clusters in a hard clustering are disjointed. Fuzzy 
clustering extends this concept to associate each pattern with every cluster using a 
membership function [86]. 
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4.4.1.2 Unsupervised Clustering Techniques 
As previously mentioned, unsupervised clustering techniques do not require the number of 
clusters to be entered as input. These kinds of clustering algorithms are therefore able to 
determine the number of clusters (i.e., power levels) as well as the centre of these clusters 
(i.e., the initial values of the power levels).  
The affinity propagation technique and the x-means tecnique are the most popular two 
types of unsupervised clustering technique and are discussed in the next subsections.  
4.4.1.2.1 Affinity Propagation Technique 
Affinity propagation is a new technique that takes as input measures of similarity between 
pairs of data entries and simultaneously considers all data entries as potential exemplars (i.e., 
number of clusters). Real-value messages are exchanged between data entries until a high-
quality set of exemplars and corresponding clusters gradually emerges. Rather than requiring 
that the number of clusters be entered into the algorithm, affinity propagation takes as input a 
real number x(k, k) for each data entry k so that data entries with larger values of x(k, k) are 
more likely to be chosen as exemplars. These values are referred to as “preferences.” The 
number of identified exemplars (number of clusters) is subjected to the values of the input 
preferences, but it also emerges from the message-pssing procedure. 
4.4.1.2.2 X-Means Clustering Technique 
K-means is a very popular technique for general clustering. However, it suffers from three 
major drawbacks: it scales poorly computationally; it might stick in a local minimum; and 
because it is a supervised clustering technique, the number of clusters must be entered into 
the algorithm. Recently, a more accurate and efficint technique has been developed. It is 
based on the k-means but has the ability to self-guess the number of clusters. X-means is a 
new algorithm that efficiently searches the space of cluster locations and the number of 
clusters in order to optimize the Bayesian information criterion (BIC) or the Akaike 
information criterion (AIC) measure.   
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The x-means algorithm works in the following way. Initially, the lower and upper 
boundaries of the number of clusters are provided as input to the algorithm. The x-means 
process begins with the application of a k-means algorithm to the data points with number of 
clusters is equal to the lower boundary. It then increases the number of clusters by splitting 
each cluster into halves. The quality of each half is then evaluated against the original cluster 
by computing the BIC of the split relative to that of the original cluster. If the BIC score 
increases after splitting, the cluster is replaced by its halves; otherwise, the split is ignored. 
The splitting process continues until either the upper boundary is reached or no more splits 
are available. A flowchart of an x-means algorithm is shown in Fig. 4.5. Experiments show 
that this technique reveals the true number of clusters in the fundamental distribution and that 
it is much faster than repeatedly using an accelerat d k-means for different values of K. 
In summary, the main disadvantage of supervised clustering algorithms is that the number 
of clusters is known initially; i.e., the number of clusters is an input value required by the 
clustering algorithm. However, unsupervised clustering algorithms can cluster the data into 
initially unknown clusters. Unsupervised clustering al orithms were determined to be more 
suitable for this research and were used in the developed control technique. The x-means 
clustering algorithm is a good unsupervised clustering technique that is efficient and 
produces reliable results for highly scattered types of data sets[87, 88]. The x-means 
clustering algorithm was therefore used in this study in order to determine the number of 
wind speeds (power levels) and the values of these wind speeds (centroids). 
The main author of the x-means clustering technique provided an online executable file 
that includes the code of the algorithm free of charge for users. This code requires as input 
the data points along with the upper and lower boundaries of the number of clusters, and it 
has been used in this thesis in order to determine the optimum number of clusters. 
4.5 Values of Power Levels 
For this research historical wind speed data were used and the number of wind speed levels 




Fig. 4.5: The x-means algorithm 
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obtained from the x-means clustering algorithm and the wind speed data were applied to the 
optimization model on an hourly basis in order to determine the values of the power output 
levels that corresponded to that set of wind speed data records. The objective function of the 
optimization model is to maximize the energy captured from the available wind speed data 
by selecting the appropriate speed values; the more data collected, the better the model 
efficiency. The formulation of the objective function for selecting the appropriate values of 
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where N is the number of available wind speed data points, K is the number of power levels 
obtained by the x-means; ( )iV  represents wind speed data points, kααα ,...,, 21  are binary 
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variables, m is a number greater than the cut-out speed, t∆  is the sampling time, and 
kVVV ,...,, 21  are the optimum values of the speed levels, i.e., th  output of the optimization 
model.  
The non-linear objective function and the binary variables kααα ,...,, 21  make this model a 
mixed integer non-linear programming (MINLP) model. Equation (4.4) activates only one 
part of the objective function per wind speed data point; i.e., if the data point lies between 1V
and 2V , then 1α will be equal to one in order to activate the first part only ( )211 VcVba ++ , 
and the rest of the objective function will be equal to zero; hence, the energy will be 
calculated assuming ( ) 1ViV = , and so on. Equations (4.5) to (4.7) describe the constraints 
used for determining which level the data point belongs to. Finally, (4.8) and (4.9) set the 
minimum and maximum levels for the cut-in speed and rated speed, respectively. 
4.6 Summary 
This chapter has introduced the idea of the novel control technique for reducing wind power 
fluctuations and hence decreasing the negative impact of large wind energy conversion 
systems on the performance of the electric network. One of the advantages of the new control 
technique is its ability to use a long historical time series of data in an efficient and intelligent 
way in order to maintain temporal information in the wind speed data. The main concept of 
the developed method is to 1) collect wind speed data from the candidate site; 2) to apply the 
x-means clustering technique to this wind speed data in order to determine the number of 
clusters (power levels) and the initial values of these power levels; 3) to use the estimated 
number of levels, the wind speed data, the cut-in speed, and the rated speed in  the 
optimization algorithm in order to determine the exact values for the power levels that 
maximize the energy captured from the wind generation. 
The following chapters describe the application of the new leveling technique to Types A 
and C wind energy conversion systems. The existing controllers of both types were modified 




Applying the Leveling Technique in Type A WECS 
5.1 General 
This chapter explains how the new leveling technique was applied to Type A wind energy 
conversion system through the modification of the main controller, which is a pitch angle 
controller. A classical pitch angle controller basically adjusts the pitch angle to its minimum 
position when the wind speed lies in the interval between the cut-in speed and the rated 
speed. When the wind speed exceeds the rated speed, th  controller varies the pitch angle to 
generate an effective power equivalent to the rated power. Since, most of the yearly wind 
speed belongs to the interval between the cut-in speed and the rated speed, at which point the 
pitch angle controller is inactive, and because wind power is proportional to the cube of the 
wind speed, wind power generation is considered one f the major sources of power 
fluctuation. 
Based on the control technique explained in Chapter 4, the classical pitch angle control 
was extended to cover the interval between the cut-in speed and the rated speed. This interval 
was divided into small segments, each having upper and lower boundaries (the power levels). 
Within the segment boundaries, the pitch angle controller was used to control the pitch angle 
in order to develop a constant level of output power that corresponds to that segment. 
The concept of extending the active region of the pitch angle control is not new. In [11, 
12], the pitch angle control was extended to all operating regions. Based on both the average 
output power of the wind farm and its standard deviation, the master controller of the wind 
farm varies the set points of the pitch angles of each individual wind turbine in order to 
develop an aggregated power level that matches the power level required by the system 
operator, i.e., the system operator determines the value of the level at a certain instant and it 
can vary every dispatch interval. However, in the leve ing technique developed in this 
research, the values of the levels are constant all over the year. The levels are based on the 
on-site wind speed data, they have optimum number, and they have optimum values. 
 
 54 
5.2 Modification of the Pitch Angle Controller 
As previously mentioned, the new algorithm was applied to Type A wind energy conversion 
system which has blade pitch angle controller as the main controller. As shown in Section 
2.4.1, the pitch angle controller is effective only when the wind speed reaches or exceeds the 
rated value. However, in the developed control methodology, the pitch angle controller was 
modified so that it is active for all wind speeds. Two major modifications were applied to the 
controller in order to facilitate the application of the leveling methodology to a Type A 
WECS. These modifications were made in the two lookup tables circled in Fig. 5.1. 
1+ Tb S













Fig. 5.1: Modified pitch angle control system 
 
The first lookup table that provides the reference power (Pref) is now fed only by the 
number of levels selected and their corresponding values. If the wind speed lies between any 
of the wind levels selected, the lookup table automatically selects the lower level, as 
previously mentioned. The reference power signal therefore always corresponds to one of the 
power levels selected. 
On the other hand, the second lookup table, responsible for developing the control 
quantity signal, was modified to include all the available wind speeds, which covers the 
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whole range between the cut-in speed and the cut-out speed. Fig. 5.2 and Fig. 5.3 show the 












































































Fig. 5.3: Control quantity after the application of the leveling technique 
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Fig. 5.4 shows the wind turbine power curve after the application of the modifications to 
the reference power signal, i.e., after the application of the leveling technique. The region 
from the cut-in speed to the rated speed is now divided into sub-regions of constant power 
output. Fig. 5.4 also shows that the pitch angle control law has been extended to cover the 
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Fig. 5.4: Modifications to the reference power signal of the pitch angle controller 
 
5.3 Simulation Results 
Wind speed data for entire year were selected in order to include the seasonal effect. The 
wind speed data were collected from two sites for their consecutive years so that 
chronological simulations could be performed in order to verify the wind power leveling 
technique. Wind speed data were collected from Site A for 2005 and 2006, and data for year 
2007 was collected from Site B. Two consecutive years were selected for Site A in order to 
compare the number of levels and the values in eachyear as a means of investigating the 
feasibility of using the levels of the current year in the next year. Wind speed for the whole 
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year data were recorded and tabulated on an hourly basis in order to increase the accuracy of 
the choice of levels. Figs. 5.5, 5.6, and 5.7 show the wind speed data collected from Site A 
for 2005 and 2006, and from Site B for 2007, respectiv ly. 
 
 
Fig. 5.5: Wind speed data for 2005 (Site A) 
 
 
Fig. 5.6: Wind speed data for 2006 (Site A) 









































Fig. 5.7: Wind speed data for 2007 (Site B) 
 
The technical specifications of the 2.0 MW wind turbine are listed in Table 5.1 and were 
used in the simulation. 
 
TABLE 5.1: SPECIFICATION OF 2.0 MW WIND TURBINE 
 
Rotor 
Diameter 80 m 
Area swept 5027 m2 
Nominal revolution 16.7 rpm 
Operational interval 9-19 rpm 
Number of blades 3 
Tower Hub height 60-100 m 
Operational 
Data 
Cut-in speed 4 m/s 
Rated speed 15 m/s 
Cut-out speed 25 m/s 
Generator 
Type Asynchronous 
Nominal output 2000 KW 
Operational data 50/60 Hz, 690 v 






















Table 5.1 shows that the cut-in speed, rated speed, and cut-out speed are 4 m/s, 15 m/s, 
and 25 m/s, respectively. Hence, the first step before the wind speed data were applied to the 
clustering technique was to exclude all data less than 4 m/s and greater than 15 m/s. The 
following subsections present the simulation results of the clustering and optimization 
techniques for the Site A data of 2005 and 2006. 
5.3.1 Simulation Results for Years 2005 and 2006 (S ite A) 
The wind speed data for 2005 and 2006 were applied to the x-means clustering technique in 
order to determine the number of power (speed) levels. The lower bound of the number of 
clusters was set to one cluster, while the upper limit was set to 15 clusters. The output 
number of clusters of the x-means for the wind speed data provided for the two years was six 
clusters for each year. Table 5.2 shows the mean of each cluster, i.e., the magnitude of each 
level, and the energy that would be captured if these values were applied directly to the 
controller of the WECS as a percentage of the case in which no power leveling is used. 
 





1 4.907 m/s 4.787 m/s 
2 6.612 m/s 6.802 m/s 
3  8.361 m/s 8.178 m/s 
4 10.168 m/s 9.863 m/s 
5 12.24 m/s 11.897 m/s 
6 14.607 m/s 14.721 m/s 
ENERGY CAPTURED 80.8 % 81.34 % 
 
The energy output by the clustering technique represents only the mean value for each 
cluster. The means of the clusters are the centres of the clusters, but they are not necessarily 
the wind speed values that can capture the maximum energy from the wind speed. To 
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determine the wind speeds that can capture the maximum energy, the optimization technique 
discussed below was used. Since the x-means clustering shows that there are six levels, the 
objective function and the constraints of the optimization model (Equations (4.4) to (4.9)) 
were modified to reflect the six levels, as follows: 
( ) ( )
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Constants a, b, and c in (5.3) can be calculated using Equations (2.2) to (2.4), the cut-in 
speed, and the rated speed. The values of the constants are as follows: 
 










                                                                    (5.9) 
 
When (5.9) is substituted in (5.3) and the optimization model is run the values for the 
power (speed) levels that maximize the output power can be found. The platform used to run 
the optimization model is GAMS, and the solver select d is Baron which is able to solve 
mixed integer non-linear problems. Table 5.3 shows the values for the optimum levels as 
well as the percentage of energy captured after the lev ling technique was applied to the 
wind speed data for 2005 and 2006. The percentage of energy captured was calculated by 
dividing the total annual energy capture after the application of the leveling technique by the 
total energy capture without the application of the leveling technique. 
 
TABLE 5.3: OPTIMAL LEVEL VALUES AND ASSOCIATED PERCENTAGE OF ENERGY CAPTURED 
FOR 2005 AND 2006 
 
LEVEL VALUE (2005) VALUE (2006) 
1 4 m/s 4 m/s 
2 6.6 m/s 6.4 m/s 
3  8.51 m/s 8.2 m/s 
4 9.9 m/s 10.5 m/s 
5 12.3 m/s 12.2 m/s 
6 15 m/s 15 m/s 
ENERGY 
CAPTURED 
91.3 % 90.6 % 
 
It is interesting to note that the output of the x-mean clustering technique, i.e., the number of 
power levels, for 2006 is very close to that for 2005. This result proves that the wind speed 
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probability density functions generated from the wind speed data for the same site for two 
consecutive years are almost identical [89]. However, the level values differ slightly from 
those for 2005. 
5.3.2 Simulation Results for Year 2007 (Site B) 
The same procedure was applied to the wind speed data for 2007 that were collected from a 
different site. The optimum number of clusters output by the x-means for 2007 was five. The 
number of levels and the wind speed data were applied in the previously described 
optimization model. Equations (5.3) to (5.5) were adjusted to accommodate five levels. Table 
5.4 shows 1) the optimum number of clusters; 2) the centroid of each cluster, i.e. the 
magnitude of each level; 3) the energy captured if these values are applied directly to the 
controller of the WECS; 4) the optimum level values as well as the percentage of energy 
captured after the leveling technique was applied to the wind speed data for 2007. 
 








1 5.33 m/s 4 m/s 
2 6.82 m/s 7.156 m/s 
3 11.14 m/s 10.04 m/s 
4 12.79 m/s 12.44 m/s 
5 15.93 m/s 15 m/s 
ENERGY CAPTURED 79.89 % 87.64 % 
 
 
It is interesting to note that since the number of levels (clusters) for Site B is less than for 
Site A, the percentage energy capture is also less. However, the power fluctuation at Site B is 
less than at Site A. 
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The results in Tables 5.2, 5.3, and 5.4 show an energy r duction of about 10 % due to the 
application of the power leveling technique to a Type A WECS. Operating wind farms at 
fixed levels for the entire year has several advantages. First, the error in the prediction of the 
output power will certainly be reduced because wind speed predictions will be made within 
the speed band. Second, with the power leveling technique, energy scheduling will allow the 
system operator to easily schedule the output power f the wind farm. The system operator 
will know the specific number of power levels generat d from the wind farm which can then 
be used for scheduling the wind farm into the system; i.e., the wind farm can be semi-
dispatchable. Finally, the power fluctuation and hence the voltage fluctuation, which is 
considered the main challenge in increasing the penetration level of wind power, will 
definitely be reduced. All of these advantages are believed to outweigh the cost of the loss of 
energy generation. Fig. 5.8, Fig. 5.9, and Fig. 5.10 show the wind power before and after the 
application of the leveling technique for the first day of 2005, 2006, and 2007, respectively. 
 
 
Fig. 5.8: Wind power before/after the application of the leveling technique for the first day of 2005 




























Fig. 5.9: Wind power before/after the application of the leveling technique for the first day of 2006 
 
Fig. 5.10: Wind power before/after the application of the leveling technique for the first day of 2007 



















































It is important to note here that the number of power levels that must be scheduled every 
day may be less than the number of clusters predicted by the solution, which makes the wind 
energy output more constant and more suitable for power system scheduling. The maximum 
number of levels in any given day is, of course, th number of clusters. The percentage of 
energy captured per day using the optimized power levels was calculated, and the average 
energy for the 365 days was found to be similar to the results listed in Tables 5.3 and 5.4 for 
the data from Sites A and B. 
It is evident from Fig. 5.8, Fig. 5.9, and Fig. 5.10 that the continual variations in the output 
wind power have been greatly eliminated and that the output power is constant over a long 
period of time. The developed leveling technique reduces the wind power fluctuation and 
hence the voltage fluctuations. In order to prove the voltage fluctuation reduction due to the 
application of the leveling technique, a 100 MW wind farm is tested in a large mesh 24-bus 
transmission system (will be explicitly explained in Chapter 7) pre and post the utilization of 
the leveling technique. The wind power profile shown in Fig. 5.10 is used in the simulations 
and the voltage profile at the closest bus to the wind turbine generator is recorded. Fig. 5.11 
and Fig. 5.12 show the voltage profile at the closest bus to the point of connection of the 
wind generator before and after the application of the leveling technique. It can be noted that 
there is continuous voltage variations before the application of the leveling technique which 
require continuous operational action to keep the voltage within the permissible range. 
However, after the application of the leveling technique very less frequent actions are 
required over time. For example, if a voltage regulator is used to control the voltage, it will 
adjust the taps less frequent after the application of the leveling technique compared to the 




Fig. 5.11: Wind voltage fluctuations before the application of the leveling technique 
 
Fig. 5.12: Wind voltage fluctuations after the application of the leveling technique 
 


































5.4 Storage Device 
This section explains the addition of a storage device to the terminal of the SCIG of Type A 
WECS. 
5.4.1 System Description and Modeling 
As explained in Chapter 2, the developed control technique was applied to Type A wind 
energy conversion system that consisted of a wind turbine, a gearbox, and a squirrel cage 
induction generator (SCIG) whose terminals were connected directly to the grid. The new 
component introduced in this section is the storage device whose terminal was connected 
across the SCIG’s terminals. Fig. 5.13 shows the new system configuration with the old 







Fig. 5.13: Proposed system configuration 
 
As discussed in Chapter 2, the characteristics of the energy storage device vary 
significantly as a function of the principal technology. For example, magnetic energy storage 
and the flywheel, which are both short-term energy storage solutions, are characterized by 
high efficiency (in the order of 90 %), a very high life cycle of charge and discharge 
operations, and fast access to the stored energy. However, their cost per unit of energy is 
relatively high [90]. On the other hand, battery storage systems (BSS) facilitate the storage of 
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energy at a low cost per unit of energy, especially the new BSS technologies. They are also 
able to store a large quantity of energy and can deliver this energy in the form of transferred 
power at either slow or extremely high rates without being damaged. They are also rugged 
and reliable and provide a source of constant power. Fo  these reasons, a battery storage 
system is a well-proven storage technique for wind e ergy conversion systems [56-58]. For 
these reasons, a BSS was chosen as an appropriate type of storage device for this study. 
The components of a BSS are a storage element (battery bank), a converter, a controller, 
and a transformer. Fig. 5.14 shows a schematic diagram of a BSS. The following subsections 
















Fig. 5.14: Battery storage system (BSS) 
 
5.4.1.1 Voltage Source Converter Model 
In the developed model, it was assumed that the converter switches are ideal, and that the 
converter is fed from a balanced sinusoidal three-phase supply. The mathematical model of 
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Where Sd and Sq are the constants of d-axis and q-axis dependent voltage sources. 
5.4.1.2 Battery Model 
The battery model selected is a double-layer capacitor model, which can be represented by 














Fig. 5.15: Battery equivalent circuit 
 
In the equivalent circuit shown, VBOC is the open circuit voltage of the battery, VB is the 
overvoltage of the battery, rBT is the connecting resistance, rBS is the internal resistance, IB is 
the DC current flowing into the battery, rB is the overvoltage resistance, rBP is the self-
discharge resistance, CB is the overvoltage capacitance, and CBP is the equivalent capacitance 
of the battery.  
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The power transmitted from the grid to the battery storage and vice versa is given by 
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where X is the leakage reactance of the transformer, VC is the terminal voltage of the 
converter, and VG is the grid voltage. 
The real and reactive power can be thus controlled through the adjustment of the phase 
angle between the grid voltage and the magnitude of the converter output voltage. 
5.4.1.3 Controller Design 
The developed controller provides an active and a reactive power signal in order to elicit the 
required system response. The controller converts the e active and reactive signals into PWM 
switching signals that modulate the modulating index and the phase angle. The goal of good 
controller design is to achieve an independent active and reactive power control. The d-
component of the current vector in a steady state is he active current component (d-current), 




To achieve this objective, a decoupled PI controlle was developed, which produces the 
desired switching signals from independent active and reactive power signals. A schematic 
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Fig. 5.16: BSS controller 
 
In this simulation, the reactive power reference signal was set to zero so that reactive 
power is neither absorbed nor transmitted to the grid. The active power reference signal was 
set to the difference between the generated output power and the desired power level. The 
active power reference signal could be positive or negative, depending on the desired power 
level. If the desired power level is lower than thegenerated power, the active power signal is 
set to the positive absolute value of the difference between the desired level and the 
generated power (charging mode), and vice versa when the desired level is greater than the 
generated power (discharging mode). 
5.4.2 Methodology 
As previously mentioned, a storage device, i.e., the battery storage system (BSS), was 
utilized in order to maintain the power levels for l nger periods and thus increase the benefits 
of the power leveling technique. In this study, theBSS was therefore not used as a backup 
energy source when there is no wind power nor was it u ed to generate constant power along 
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the WECS. This scenario led to the use of a smaller BSS, i.e., one with a fraction of the rated 
output power of the wind generator. 
The modification to the pitch angle controller explained in Section 5.2 was not appropriate 
for this case because the pitch angle controller is applied to the WECS only when the 
available wind power is greater than the rated power of the wind turbine.  
There are two modes of operation for a WECS when a BSS has been added to its 
terminals. In Mode I, the power generated from the WECS is divided into two parts: the 
power level transferred to the grid, and the difference between the generated power and the 
power level, which is transferred to the BSS. In this mode, the active power reference signal 
is set to the difference between the generated power and the transmitted power level (positive 
value).  
In Mode II, all of the power generated from the WECS is transferred to the grid and the 
difference between the generated power and the next power level is supplied by the BSS. In 
this mode, the active power reference frame is adjusted to the negative of the difference 
between the generated power and the next power level. Fig. 5.17 shows the schematic for the 
two modes of operation: Mode I is drawn in solid lines and Mode II is drawn in dotted lines. 
The reactive power reference signal is always set to zero in order to ensure that zero reactive 
power is transferred to/from the grid. 
The following three criteria were used to obtain the optimum size of the storage device. 
First, the size of the storage device was set to infinity and the simulations were performed on 
a yearly basis. Second, the storage device is allowed to accumulate energy in the batteries as 
long as the power level of the previous time sample is qual to or higher than that of the 
current time sample. Once the generated power leveldecreases, the BSS is discharged so that 
the power level is maintained at its previous (higher) value. In this case, the power levels are 
thus maintained for a longer period. Third, the maxi um size of the storage device (upper 
boundary) that is required in order to store all the energy lost due to leveling was set at the 
maximum energy level that the storage device attained  the entire year. Fig. 5.18 illustrates 
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these three criteria. The solid lines show the leveling technique before the storage device was 
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Fig. 5.18: Criteria for selecting the optimum size of the storage device 
The size of the storage device was also evaluated relative to available BSS technologies 
and their corresponding costs so that the benefits to the ownerts can be maximized, as 
discussed below.  
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The objective function for maximizing the owner’s benefits is given by 
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where Ei(x) is the hourly energy captured for a given storage siz x in KWhr, Ce is the energy 
price in $/KWhr, Cf(x) is the fixed costs of the storage for a given size x in $, Cv(x) is the 
variable costs of the storage for a given size x in $, and Emax is the maximum size of the BSS 
that is required in order to store the power loss due to leveling. 
5.4.3 Energy Storage Costs 
Energy capital (initial) storage costs are divided into two main categories: energy cost and 
power cost. The energy cost, expressed in $/KWhr, is the cost of the equipment used to store 
the energy, e.g., batteries, and it can be charged and discharged a number of times. The rated 
KWhr of a storage device is the total amount of energy that can be stored in the device. On 
the other hand, the power cost, expressed in $/KW, is the cost of the auxiliary equipment 
attached to the storage unit, e.g., the power electroni  converter in a battery storage system. 
The rated KW of the storage device represents the amount of power that can be stored in the 
storage unit. 
In addition to the capital storage costs, two other costs are time-dependent: the operation 
and maintenance cost, and the replacement cost. This section presents a method for 
calculating the annual cost of a storage device attached to a wind energy conversion system. 
Based on the previous discussion, the total annual cost of a storage device includes three 
costs: the annual capital cost (ACC), the operation and maintenance cost (OMC), and the 
replacement cost (RC). The ACC is the summation of three costs [93, 94]: 
 
• The total cost of the power electronics components (PEC): 
   




• The total cost of the storage units (SUC): 
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• The total cost of the balance of plant (BPC): 
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where PSD, ESD, and ηSD are the rated power of the storage device, the rated energy, and the 
efficiency, respectively, while PECU, SUCU, and BPCU are the unit cost of the power 
electronics in $/KW, the unit cost of the storage unit in $/KWhr, and the unit cost of the 
balance of the plant in $/KWhr, respectively. 
The total capital cost (TCC) is thus expressed by 
  #--  &B- 	 ,P- 	 U&-                                                                                        (5.22) 
 
and the annualized total capital cost (ATCC) is given by 
 
 V#--  #-- A -W                                                                                                 (5.23) 
 
where CRF [94] is the capital recovery factor, which is expressed by 
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where ( 	>\
	] are the interest rate and the planning horizon, respectively. 
When batteries are used in a storage device, they sould be replaced one or more times 
during the life of the storage device. This cost is annualized as follows: 
  




where F and r are the future value of the replacement cost in $/KWhr, and the battery 
replacement period, respectively. 
Each type of battery has a limited number of charging/discharging cycles. The 
replacement period in years is calculated as follows [93]: 
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where C is the number of charge/discharge cycles in the life of a battery storage, and D is the 
annual operating days of the storage device. 
The annual replacement cost (ARC) of a battery is therefore 
 V-  V A QRSTRS                                                                                                        (5.27) 
 
The annual operation and maintenance cost can be found through multiplication of the 
fixed operation and maintenance cost in $/KW (OM) by the rated power of the storage 
device: 
  c=-  c= A &4*                                                                                                  (5.28) 
Finally, the total annual cost of the storage devic (TAC) is given by [93, 94]: 
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The most promising commercial and near-commercial BSS technologies were considered 
for use in our study: lead-acid (LA), valve-regulated lead-acid (VRLA), sodium sulfur 
(Na/S), zinc bromine (Zn/Br), and vanadium redox (VRB) [94]. These storage technologies 
are all commercially available. In 2007, the manufacturers of each type provided price quotes 
and performance information for bulk storage applications [95, 96]. The 2007 prices are 




 TABLE 5.5: BSS PARAMETERS FOR TRANSMISSION AND DISTRIBUTION APPLICATIONS 
 
Parameters LA VRLA Na/S Zn/Br VRB 
Round-trip energy efficiency 0.75 0.75 0.77 0.7 0.7 
Unit cost for power electronics 
($/KW) 
175 175 1000 175 0 
Unit cost for storage unit ($/KWhr) 305 360 500 225 740 
Unit cost for balance of plant 
($/KWhr) 
50 50 0 0 30 
Fixed O&M cost ($/KW) 15 5 20 20 20 
Future amount of replacement cost 
($/KWhr) 
305 360 500 225 222 
Number of charge/discharge cycles 
in life 
3200 1000 2500 10000 10000 
 
5.4.4 Simulation Results after the Addition of the Storage Device 
Wind speed data were collected from two sites for consecutive years, so that chronological 
simulations could be performed as a means of verifying the wind power leveling technique 
after the installation of the BSS. The technical specifications of the 2.0 MW wind turbine 
were also selected for the simulations. The values isted in Tables 5.3 and 5.4 were used to 
develop the active power reference signal for the voltage source converter (VSC), as 
explained earlier. Figs. 5.19, 5.20, and 5.21 show the wind speed, with and without the 





Fig. 5.19: Wind power without and with the installation of the storage device (BSS) for the first day of 2005 
 
 
Fig. 5.20: Wind power without and with the installation of the storage device (BSS) for the first day of 2006 
 





















































Fig. 5.21: Wind power without and with the installation of the storage device (BSS) for the first day of 2007 
 
As can be seen in Figs. 5.19, 5.20, and 5.21 the power levels are maintained at a constant 
level for longer periods after the installation of the storage device. Because of this advantage, 
the leveling technique provides three benefits for a power system. First, the error involved in 
predicting output power will certainly be reduced because the backup energy in the storage 
device keeps the power level from dropping instantaneously, which gives the system operator 
more time to find an alternative source of power. Second, the power fluctuation and hence 
the voltage fluctuation will definitely be reduced. Third, installing a storage device will 
recover most of the energy lost through leveling, which is very important from the owner’s 
point of view. 
As a first step, in the selection of the optimum size of storage device, Table 5.6 shows the 
maximum size of storage device that is required for st ing all of the energy lost due to 
leveling. These values were used to specify the upper boundary for the optimization problem, 
i.e., Emax in Equation (5.18). 
 



























TABLE 5.6: MAXIMUM SIZES OF THE BSS FOR 2005, 2006, AND 2007 
 
Year Maximum BSS Size (MWhr) 
2005 1.46 MWhr 
2006 1.34 MWhr 
2007 1.58 MWhr 
 
The final step is to determine the optimum size of the storage device. Since the sizes of the 
storage devices are available in the market in discrete values, a step of 200 KWhr was 
assumed for this study. Equations (5.19) to (5.29) were applied to the parameters for the BSS 
technologies listed in Table 5.5 in order to determine the total annual cost of each type of 
storage device. This analysis was repeated for the different sizes of storage devices from 200 
KWhr up to 1600 KWhr. To calculate the net income for the owner, the total annual cost of 
the storage device was subtracted from the total savings, which is defined as the total energy 
captured for a given storage size, multiplied by the price of energy. Table 5.7 shows the net 
income for the range of storage device sizes for each BSS technology. 
 
TABLE 5.7: NET INCOME ASSOCIATED WITH THE BSS TECHNOLOGIES 
 
 Income (k$) for Each Technology 
Size of the Storage 
Devices 
LA VRLA Na/S Zn/Br VRB 
200 KWhr -7.13 -21.46 -0.99 -1.95 -8.26 
400 KWhr -15.98 -50.63 -3.65 -2.61 -15.24 
600 KWhr -20.76 -75.74 -2.27 0.791 -18.15 
800 KWhr -24.38 -96.95 0.792 5.37 -19.89 
1 MWhr -27.5 -123 3.32 10.43 -21.14 
1.2 MWhr -33.23 -149 3.76 12.89 -25 
1.4 MWhr -40.28 -176.5 2.87 14.03 -30.17 




As can be seen in Table 5.7, not all BSS technologies are suitable for this application. The 
Na/S and Zn/Br are the only possible candidate technologies, because they produce positive 
net incomes for specific sizes. Within those two candidate technologies, a 1.2 MWhr Na/S 
BSS and a 1.4 MWhr Zn/Br BSS are the optimum sizes and are highlighted in Table 5.7. 
However, the globally optimal BSS is a 1.4 MWhr BSS with a Zn/Br battery bank. 
5.5 Conclusions 
Applying the new leveling technique to a Type A WECS controller provides several 
advantages. It ensures that power fluctuations are minimized because the generator produces 
constant amounts of power at the same speed levels for longer periods. It will also enhance 
the accuracy of predictions since it predicts only the range of the speed and not the exact 
value of the speed. Finally, since the output power generated can be predicted accurately, the 
system operator can reduce the assigned reserves, and the operation of the generation pool 
for the power system becomes more manageable. For example, for a 10 MW wind farm and 
without the leveling technique, the assigned reserves should match the wind farm rating. 
However, the application of the leveling technique will limit the assigned reserves to 
maximum difference between two adjacent levels which corresponds to an error in predicting 
the wind power level. Therefore, the leveling technique facilitates the reduction of assigned 
reserves by a large amount. On the other hand, the main limitation of the new control 
methodology is the amount of energy lost due to the decrease in the effective speed, which 




Applying the Leveling Technique on Type C WECS 
6.1 General 
The leveling technique explained in Chapter 4 was successfully applied to Type A WECS as 
presented in Chapter 5. This chapter describes the application of the developed control 
technique to Type C WECS with a storage device connected to the DC bus of a back-to-back 
converter. The controller of the back-to-back converter connected in the rotor circuit of a 
doubly-fed induction generator (DFIG) was modified in order to accommodate the new 
leveling technique. 
6.2 System Description and Modeling 
The underlying configuration of the WECS is illustrated in Figure 6.1. The developed WECS 
is comprised of a wind turbine coupled with a DFIG, a gearbox, an energy storage system 
connected to the DC bus of the back-to-back converter, and an interface transformer. The 
basic purpose of the storage device is to facilitate he application of the leveling technique. 
This configuration allows the maximum power tracking control to be maintained. Unlike the 
leveling technique for the Type A WECS, which was explained in Chapter 5, the energy loss 
due to power leveling does not occur with Type C WECS. When Type C WECS is operating 
at a specific power level and the generator suddenly toggles to a lower power level due to a 
decrease in wind speed, the storage device begins to inject energy into the grid in order to 
retain the preceding power level, which has the effct of maintaining a constant output 
power. The power management mechanism in the new configuration is explained in details in 















Fig. 6.1: Configuration of the developed wind energy conversion system 
6.2.1 Wind Turbine Modeling 
The model of the wind turbine explained in Chapter 2 was considered in this simulation. 
6.2.2 DFIG Modeling 
A doubly-fed induction generator (DFIG), as shown in Fig. 6.1, consists of a wound rotor 
induction generator with the rotor connected to the grid via a back-to-back converter. The 
power electronic converter is designed to handle 25 %-35 % of the total power of the 
machine. The back-to-back converter consists of two converters, a machine-side converter 
and a grid-side converter with their DC link connected to the DC link capacitor (Cdc) and a 
battery storage device. An inductor is connected in series with the battery storage in order to 
smooth the current. The battery storage was modeled as a voltage source (E) in series with an 
internal resistance (Rb). The main objective of the machine-side converter is to control the 
torque or the speed of the DFIG as well as the power factor at the stator terminals. The grid-




6.2.3 DFIG Controller 
To control both the mechanical parameters (torque and speed) and the electrical parameters 
(active and reactive power delivered to the grid) of the machine, two back-to-back voltage 
source converters are connected in the rotor circuit. The machine-side converter, which is 
connected directly to the rotor terminals, is responsible for controlling the DFIG parameters: 
DFIG speed, torque, and currents. On the other hand, the grid-side converter, which is 
connected to the grid terminals, is responsible for c ntrolling the active and the reactive 
power delivered from the rotor to the grid. 
6.2.3.1 Machine Side Converter 
One control subsystem of the DFIG is the torque controller, whose purpose is to regulate the 
DFIG output torque to maximize its output power, i.e., to provide maximum power tracking. 
The governing equations of the torque controller ar as follows [97]:  
 
2
roptref kT ω=                                                                                                  (6.1) 













                                                                                         (6.2) 
where ρ is the air density, A is the turbine swept area, r is the turbine radius, Cp max is the 
maximum of the power coefficient, and λopt is the turbine tip-speed ratio corresponding to Cp 
max [89]. 
The DFIG is controlled in the stator reference frame in which the electrical torque is 
expressed as [98] 









                                                                                                (6.3) 
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where σs is the stator leakage factor, Vsp is the peak value of the grid phase voltage, irq is the 
quadrature component of the rotor current, and fo is the grid nominal frequency. 













σ+=                                                                                 (6.4) 
where Tref is determined using (6.4). Due to the large turbine i ertia, Tref varies relatively 
slowly and hence: 
 
2
roptrefe kTT ω=≈                                                                                             (6.5) 
Multiplying both sides by ωr enables the DFIG output power to be expressed as 
3
ropte kP ω≈                                                                                                       (6.6) 
The control law (6.5) results in a constant tip-speed ratio [98], and ωr becomes 
















                                                                                             (6.7) 
The direct component of the rotor current ird can control the stator reactive power Qs, as 
follows [98]: 

















                                                                      (6.8) 
where Lm is the generator magnetizing inductance. 
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6.2.3.2 Grid-Side Converter 
The main purpose of a grid-side converter is to control the DC-link voltage and hence control 
the real and reactive power components. The real power is controlled to regulate the DFIG 
output power, to manage the state of the battery charge, and to maintain the DC link voltage.  
The real and reactive powers Po and Qo are proportional and can be controlled by isd, and 
isq as follows [98]: 
sdspo iVP 5.1=                                                                                                  (6.9) 
sqspo iVQ 5.1−=                                                                                                  (6.10) 
where Po ref and Qo ref are determined by the power management controller that is explained in 
section 6.3. 
6.2.4 Storage Device 
The storage device is connected at the DC bus between th  two converters in the rotor circuit. 
This arrangement helps reduce the total system cost, as only a single-stage converter (a 
DC/AC or a DC/DC converter) is required in order to c ntrol the storage device versus a 
complete AC/DC/AC converter in the case of connecting a storage device to the AC 
terminals of the wind turbine generator. The storage device is able to store extra power for 
later use to help smooth the DGIF output power and to ensure steadier power levels. The 
modeling of the storage device, the selection of the approperiate type, and the determination 
of the optimum size are explained in section 6.4. 
6.3 Power Management Control Methodology 
This section clarifies the power management control used to generate the reference 
commands Po ref  and Qo ref  explained in Section 6.2. In this control methodol gy, Qo ref  is set 
to 0 at all times, i.e., the DFIG operates at a unity power factor. However, Po ref  is 
determined through the power management controller. The power management controller has 
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three basic types of input: 1) the mechanical power input to the generator; 2) the storage 
energy level; and 3) the generator power output from the previous sample (i-1). The 
controller utilizes all types of input to generate th reference command Po ref which is send to 
the grid-side converter. Five scenarios are used to explain the power management control. 
Which scenario is selected depends on the wind speed and the status of the storage device as 
follows: 
First Scenario: When the wind speed is too low (3m/s to 5 m/s), the slip factor is positive 
(sub-synchronous mode), and some amount of power (sPg) circulates in the rotor circuit. In 
this scenario, the storage device should be disconnected. 
Second Scenario: When the wind speed exceeds 5 m/s, the DFIG is in super-synchronous 
mode, the slip factor is negative; and power is transferred through both circuits, i.e., rotor and 
stator, to the grid ((1– s)Pg is transferred through the stator and sPg through the rotor). The 
second scenario is applied if and only if the storage is not fully charged. In this case, 
depending on the wind speed, the power management controller determines the appropriate 
power reference signal that corresponds to one of the power levels. This power level (value) 
is transferred to the grid through the stator circuit. However, the difference between the stator 
power and the power level is transferred through the grid-side converter to the storage 
device. The total amount of the rotor power is transferred to the storage device through the 
machine-side converter. The power reference command of the grid-side converter is therefore 
set to the negative of the difference between the power level and the stator power (i.e., the 
power flow direction is from the AC side to the DC bus). Fig. 6.2 shows a schematic diagram 
of the second scenario. 
Third Scenario: If the operating power level drops (power dip), the storage supplies a 
portion of its stored energy through the grid-side converter in addition to the rotor power in 
order to develop the total DFIG power of the previously working level. The entire stator 
power is transmitted to the grid. The power reference command of the grid-side converter is 
therefore set to the difference between the power level and the stator power (i.e., the power 
flow direction is from the DC bus to the AC side). This scenario was designed to compensate 
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for speed dips that occur for short periods of time. However, if the speed increases again to 


















































Fig. 6.3: The third scenario 
 
Fourth Scenario: If the storage device is fully charged, the DFIG output power is boosted 
to the upper level by means of the stator, the rotor, and the storage. The power reference 
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Fig. 6.4 Modified block diagram of the DFIG controller 
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power level and the stator power. The third and fourth scenarios are illustrated by the same 
schematic diagram. 
Fifth Scenario: If the storage device is fully charged and the DFIG output power reaches 
its rated conditions (final power level), the pitch angle control is activated in order to limit 
the active power to the rated DFIG power. 
The modified block diagram of DFIG controller after the application of the power 
management control methodology is given in Fig. 6.4The three major modifications in the 
developed DFIG controller are the storage device, th  power management controller and 
storage device reference signal. The power management controller selects one of the five 
scenarios according to the available wind power, the current power level, and the storage 
device status and it generates the storage device reference signal accordingly. The storage 
device and its controller are explained in the next s ction. 
6.4 Storage Device 
As with Type A WECS, a battery storage system (BSS) was also chosen for Type C 
WECS for the reasons previously explained in subsection 5.4.1. In addition, the existing DC 
bus between the two converters in the rotor circuit reduces the cost of the BSS by eliminating 
the need of a DC to AC converter [56-58]. 
6.4.1 System Description and Modeling 
As illustrated in Fig. 6.1, the storage device was connected to a DC bus. The components of a BSS 
are a converter, a converter controller, and a storage element (battery bank). Fig. 6.5 shows a 











Fig. 6.5: Battery storage system (BSS) 
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6.4.1.1 Battery Converter 
The battery converter is used to support the DC-Link voltage (VDC). The rotor-side and 
stator-side converters draw currents I1 and I2, respectively. Neglecting the converter losses, 
the battery converter and the DC-link dynamics are governed by the following equations 
[43]:  
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As shown in Fig. 6.6, the battery converter was modele  as a voltage-controlled current 














Fig. 6.6: Battery converter model 
6.4.1.2 Battery Model 
The battery model described in Chapter 5 was also used for Type C WECS. 
6.4.1.3 Controller Design 
Neglecting the battery converter losses, the power balance of the integrated wind power 
generation and energy converter system is governed by the following equations [43]: 






where Pb, Pr, and Pg are the battery power, the rotor-side converter power, and the grid-side 
converter power, respectively.  
The active power transmitted into/from the battery storage is controlled using a PI 
controller, as given by 
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where db is the PWM control signal, and kbp and kbi are the PI current controller gains. 



















Fig. 6.7: Battery converter controller 
 
In this simulation, the reactive power reference signal was set to zero so that reactive 
power would be neither absorbed nor transmitted to the grid. The active power reference 
signal was set to a value based on the scenarios explained in section 6.3. The active power 
reference signal can be positive or negative, depending on the desired power direction. In the 
second scenario, the active power signal is positive (charging mode); however, in the third, 
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fourth, and fifth scenarios, the active power signal is negative (discharging mode). The active 
power signal is set to zero in first and fifth scenarios. 
6.4.2 Methodology 
The following two criteria were used to obtain the optimum size of storage device. First, the 
size of the storage device was set to a very large value and the simulations were conducted 
on a yearly basis; the storage device is thus allowed to accumulate energy in the batteries as 
long as the power level of the previous time sample is equal to or higher than the current time 
sample, i.e., the fifth scenario is disabled. Once the generated power level decreases, the BSS 
is discharged to maintain the power level at its previous (higher) value. In this case, 
maintaining the power levels for a longer period is thus ensured. Second, the maximum size 
of the storage device (upper boundary) that is requi d to store all the energy for the entire 
year was set to be equal to the maximum energy level that the storage device reaches by the 
end of the year.  
The size of the storage device was also evaluated relative to the available BSS 
technologies and their corresponding costs so that the benefit to the owner can be maximized. 
The evaluation was performed on a discrete basis to reflect the available sizes of the BSS in 
the market.  
 
The objective function for maximizing the owner’s benefits is given by 
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O		                    (6.15) 
The same procedure introduced in Chapter 5 was used to calculate the cost associated with 
the storage device. 
6.5 Simulation Results 
The first step was to calculate the optimum size of the storage to be used in the simulation 
results of the DFIG. As mentioned, the maximum size of the battery storage system was 
determined by adjusting its size to a very large number, running the simulation for a 
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complete year, and then taking the final value as the maximum value for the BSS. Table 6.1 
shows the maximum size of the battery storage system. This value was then used to specify 
the upper boundary for the optimization problem, i.e., Emax in Equation (6.15). 
 
TABLE 6.1: MAXIMUM SIZES OF THE BSS FOR 2005, 2006, AND 2007 
 
Year Maximum BSS Size (MWhr) 
2005 
0.83 MWhr 
2006 0.901 MWhr 
2007 0.953 MWhr 
 
The next step was to investigate the optimum size of the battery storage system, which led 
to a determination of whether the maximum storage siz (i.e., to capture the total available 
wind energy) is also the most economical storage siz . The answer was obtained through the 
evaluation of the cost of a range of incrementally l rger storage device, which was compared 
to the amount of energy captured by each storage size. It is worth mentioning that a smaller 
battery storage system can capture a smaller amount of energy. Since BSSs are available in 
the market in discrete values, a step of 100 kWhr was assumed for this study. Equations 
(5.19) to (5.29) were applied to the parameters of the BSS technologies listed in Table 6.1 in 
order to determine the total annual cost of the avail ble battery storage systems. This analysis 
was repeated for the range of BSS sizes, from 100 kWhr to the maximum storage size for all 
years/sites: 1000 kWhr. To calculate the net income for the owner, Equation (6.15) was 
applied, i.e., the total annual cost of the battery storage system was subtracted from the total 
savings, which is defined as the total energy captured for a given storage size multiplied by 
the price of energy. The total energy captured was calculated by adjusting the storage size in 
the simulations to the values of 100 kWhr to 1000 kWhr. Table 6.2 shows the net income for 




TABLE 6.2: NET INCOME ASSOCIATED WITH THE BSS TECHNOLOGIES 
 
 LA VRLA Na/S Zn/Br VRB 
100 kWhr -4.68 -9.94 -5.99 -1.95 -5.77 
200 kWhr -7.13 -21.46 -3.65 -2.61 -8.26 
300 kWhr -11.28 -33.33 -2.27 0.791 -12.44 
400 kWhr -15.98 -50.63 0.792 3.37 -15.24 
500 kWhr -18.35 -66.57 3.12 8.43 -16.27 
600 kWhr -20.76 -75.74 4.21 10.89 -18.15 
700 kWhr -22.45 -84.25 2.87 11.03 -19.23 
800 kWhr -24.38 -96.95 1.8 9.38 -19.89 
900 kWhr -26.01 -111.96 -1.36 4.84 -20.97 
1000 kWhr -27.5 -123 -3.32 2.15 -21.14 
 
As can be seen in Table 6.2, not all BSS technologies are suitable for this application. As 
with Type A WECS, the Na/S and Zn/Br are the only possible candidate technologies 
because they produce positive net incomes. Within those two candidate technologies, a 600 
kWhr Na/S BSS and a 700 kWhr Zn/Br BSS are the most economical sizes and are 
highlighted in Table 6.2. However, the globally optimal BSS is a 700 kWhr BSS with a 
Zn/Br battery bank. 
Throughout the following simulation, the 700 kWhr battery storage system was attached 
to the DC link of the back-to-back converter in the rotor circuit of the DFIG in order to 
investigate the effect on the power levels of the addition of the storage device. 
As discussed in Chapter 5, wind speed data that was collected over entire years collected 
from two different sites (Site A and B) was selected in order to include the seasonal effect.    
The technical specifications of the 2.0 MW wind turbine are listed in Table 6.3, and these 




TABLE 6.3: SPECIFICATION OF A 2.0 MW DFIG-BASED WIND TURBINE 
 
ROTOR 
DIAMETER 80 M 
Area swept 5027 m2 
Nominal revolution 16.7 rpm 
Operational interval 9-19 rpm 
Number of blades 3 
Tower Hub height 60-100 m 
Operational 
Data 
Cut-in speed 4 m/s 
Rated speed 15 m/s 
Cut-out speed 25 m/s 
Generator 
Type DFIG 
Nominal output 2000 KW 
Operational data 50/60 Hz, 690 v 
 
Fig. 6.8, Fig. 6.10, and Fig. 6.11 show the wind power with and without the addition of 
the battery storage system for the first day of 2005, 2006 and 2007, respectively, and Fig. 6.9 
shows the behaviour of the DFIG during the first day of 2005. 
 
Fig. 6.8: Wind power levels without and with the BSS for the first day of 2005 























Fig. 6.9: Power management for the first day of 2005 
 
Fig. 6.10: Wind power levels without and with the BSS for the first day of 2006 
 


















































In Figs. 6.8, 6.10, and 6.11 it can be noted that te continual variation in the output wind 
power has been greatly suppressed and that the output power is constant over a long period of 
time when the leveling technique is applied. Furthermore, when the WECS is operating at a 
specific power level and the generator suddenly toggles to a lower power level, the storage 
device injects energy into the grid in order to maint in the preceding power level, resulting in 
more constant output power. In addition, unlike Type A wind energy conversion system, 
Type C WECS exhibits no energy loss when the leveling technique is applied. 
It can also be seen from Figs 6.8, 6.10, and 6.11 that not all power levels appear during 
every individual day; however, the daily levels are  subset of the levels selected for the 
entire year. 
 
Fig. 6.11: Wind power levels without and with the BSS for the first day of 2007 
 
6.6 Conclusion 
Applying the leveling technique to a Type C WECS contr ller has several advantages. This 
technique ensures that power fluctuations are minimized because the generator produces 
constant amounts of power (i.e., same speed levels) for longer periods. It also enhances the 
























accuracy of wind speed (power) predictions since it predicts only the range of speed and not 
the exact speed value. In addition, no energy is lost due to power leveling, as occurs with 
Type A WECS. Finally, since the output power generated can be predicted accurately, the 
system operator can reduce the assigned reserves, and the operation of the power system 
generation pool becomes more manageable. On the other hand, the limitations of the 
proposed control methodology are the added costs due to the addition of the storage device 





Optimum Sizing and Siting of Wind-Based DG in a Lar ge 
Mesh Interconnected System 
7.1 General 
This chapter presents a new approach to the optimal determination of the appropriate size and 
location of wind-based distributed generation (WBDG) in a large mesh interconnected 
system. As mentioned in Chapters 5 and 6, applying the leveling technique converts the 
undispatchable wind generation to a reliable dispatchable source. In this chapter, wind-based 
distributed generation is treated as a power source with different fixed power levels, i.e., the 
leveling technique is used in WBDG. The chapter includes the description of a simple 
optimization technique in which the planner plays an important role in determining the 
optimal siting and sizing of the WBDG. Based on defici ncies in the system, the planner 
chooses appropriate weight factors for the parameters included in the optimization technique. 
Previous studies reported in the literature focused on determining the optimum size and/or 
site of the DG (dispatchable or non-dispatchable), with minimization of the system losses as 
the main target. However, in the developed algorithm, two additional new parameters are 
introduced: 1) voltage variations due to wind power fluctuation and 2) the percentage 
contribution of the WBDG to the short circuit current, which is introduced to represent the 
protective device requirements associated with the sel ction of the size and location of the 
WBDG.  The new technique has been tested on the IEEE 24 - bus mesh interconnected test 
system. The results obtained clearly show that the optimal size and location can be easily 
determined using the developed approach. 
7.2 Outline of the Approach and Objectives Outlines 
The main objective of the work described in this chapter was to minimize the negative 
impact of installing wind-based DGs on the system performance, while maintaining the 




• Optimal location of the WBDG 
• Optimal size of the WBDG for a given location 
For the purpose of this research, the impact of a WBDG can be categorized as either 
positive, because of the minimization of system losses, or negative, because of the voltage 
variations and the percentage contribution of the WBDG to the short-circuit current. The goal 
of the developed method is to maximize the positive impact and to minimize the negative 
ones. This approach is new because previous methods reported in the literature addressed 
only the positive impact of connecting wind energy: they determined optimal DG locations 
and ratings only by minimizing system losses.    
7.3 Problem Formulation 
As mentioned, the developed optimization technique is simple, flexible, and efficient. In 
the new algorithm each aspect of the impact of the WBDG is evaluated at all the generated 
power levels and then is multiplied by a weighting factor assigned to that aspect of the 
impact. The weighting factor is chosen by the planner to reflect the relative importance of 
each parameter in the decisions about the siting and sizing of the WBDG. The planner 
chooses the best weights depending on the deficiences in the system. The location of the 
WBDG and its corresponding size in the electrical system can be optimally determined using 

















where Fi is the aspect of the impact of the WBDG, and Wi is the weighting factor selected by 
the planner to indicate the relative importance of that aspect of the impact, i. Fi
max is the 
maximum value of the aspect of the impact of the WBDG i, for all cases studied [99]. Three 
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aspect of the impact are expressed as FP, FI, and FV. FP, relates the percentage change in the 















where DGwithoutlossP  is the summation of the system power loss before the installation of the 
WBDG, and DGwithlossP  is the summation of the system power loss after th installation of the 
WBDG. 
The second aspect of the impact, FI, is the percentage increase in the short circuit current 
















where DGwithoutscI  is the short circuit current before the installation of the WBDG, and 
DGwith
scI  
is the short circuit current after the installation f the WBDG. The value of FI is always 
negative because the connection of any size WBDG at any location contributes to the short 
circuit current.  
The third aspect of the WBDG impact introduced in this study, FV, is the percentage 













where DGwithoutscheduledV  is the scheduled voltage level at each bus before the installation of the 
WBDG, and DGwithV  is the voltage level at each bus after the installation of the WBDG. The 
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sign of FV is not important because any variation in voltage is considered a negative impact 
of the installation of a WBDG. 
To determine the relative importance of each of the above aspects of the WBDG impact, 
each aspect is multiplied by a weighting factor, Wi. The weighting factor may be either 
negative or positive depending on the nature of the particular aspect of the impact. The sum 
of the absolute values of the weights assigned to all aspects of the impacts should add up to 






The objective function expressed as Equation (7.1) is subject to two main constraints: the 
bus voltage levels and the coordination limits of the protective devices. These constraints can 
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When the objective function, Equation (7.1), is subject to the constraints of Equations (7.7) 
and (7.8), the solution yields the optimum DG size and location as explained in the algorithm 
presented in the following subsection. 
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7.4 The Algorithm 
Fig. 7.1 shows the flowchart of the developed algorithm, and Table 7.1 shows the procedure 
for the optimization technique used in this algorithm. Before the algorithm is run, the planner 
must input all of the data related to the system, including generation, transmission, 
transformers, and loads and must provide appropriate weights for the aspects of DG impact. 
The power flow analysis and short circuit analysis are then used in the analysis, which 
proceeds according to the following steps in the algorithm: 
 
(1) Calculate the total system losses ( DGwithoutlossP ), the short circuit current (
DGwithout
scI ) at all 
the available buses, and the voltage level ( DGwithoutsheduledV ) at all the available buses as they 
exists prior to any DG placement (i.e., without DG). 
(2) Consider the sizes of the WBDGs available in the market and determine the rated 
power of the ones that lie within the project budget. Calculate the power levels that 
correspond to the ratings of the suitable WBDGs. 
(3) At the first available bus and using the first available WBDG rating, recalculate the 
following after the inclusion of the DG: 
(a) The short circuit current using the full rating of the WBDG (worst case 
scenario) 
(b) For each power level, the total system losses (DGwithlossP ) and the voltage level (
DGwith
levelV ).  
(4) Multiply the results from (3.b) by the density factor that corresponds to each power 
level, which is explained in Section 7.5.4. 
(5) Calculate F11P, F11I, and F11V according to Equations (7.3), (7.4), and (7.5). The results 
are tabulated as shown in Table 7.1, where the suffix (ijk) indicates the available bus i, 




TABLE 7.1: THE OPTIMIZATION TECHNIQUE 
 
BUS No RATING LEVEL αFijk(P) βFijk(I) γFijk(V) Σ 
BUS 1 
Rating 1 
Level 1 αF111(P) βF111(I) γF111(V) αF111(P)+βF111(I)+γF111(V) 
Level 2 αF112(P) βF112(I) γF112(V) αF112(P)+βF112(I)+γF112(V) 
… … … … … 
Level k αF11k(P) βF11k(I) γF11k(V) αF11k(P)+βF11k(I)+γF11k(V) 
Rating 2 
Level 1 αF121(P) βF121(I) γF121(V) αF121(P)+βF121(I)+γF121(V) 
Level 2 αF122(P) βF122(I) γF122(V) αF122(P)+βF122(I)+γF122(V) 
… … … … … 
Level k αF12k(P) βF12k(I) γF12k(V) αF12k(P)+βF12k(I)+γF112k(V) 
Rating  j 
Level 1 αF1j1(P) βF1j1(I) γF1j1(V) αF1j1(P)+βF1j1(I)+γF1j1(V) 
Level 2 αF1j2(P) βF1j2(I) γF1j2(V) αF1j2(P)+βF1j2(I)+γF1j2 (V) 
… … … … … 
Level k αF1jk(P) βF1jk(I) γF1jk(V) αF1jk(P)+βF1jk(I)+γF1jk(V) 
Bus 2 … … … … … … 
BUS i 
Rating 1 
Level 1 αFi11(P) βFi11(I) γFi11(V) αFi11(P)+βFi11(I)+γFi11(V) 
Level 2 αFi12(P) βFi12(I) γFi12(V) αFi12(P)+βFi12(I)+γFi12(V) 
… … … … … 
Level k αFi1k(P) βFi1k(I) γFi1k(V) αFi1k(P)+βFi1k(I)+γFi1k(V) 
Rating 2 
Level 1 αFi21(P) βFi21(I) γFi21(V) αFi21(P)+βFi21(I)+γFi21(V) 
Level 2 αFi22(P) βFi22(I) γFi22(V) αFi22(P)+βFi22(I)+γFi22(V) 
… … … … … 
Level k αFi2k(P) βFi2k(I) γFi2k(V) αFi2k(P)+βFi2k(I)+γFi12k(V) 
Rating  j 
Level 1 αFij1(P) βFij1(I) γFij1(V) αFij1(P)+βFij1(I)+γFij1(V) 
Level 2 αFij2(P) βFij2(I) γFij2(V) αFij2(P)+βFij2(I)+γFij2 (V) 
… … … … … 





(6) Switch to the next available WBDG rating and perform the same calculations as in 
steps 3, 4, and 5. The results of this load bus are tabulated for all available WBDG 
sizes, i.e., F12P, F13P … F1NP; F12I, F13I … F1NI; and F12V, F13V … F1NV. N is the number 
of available WBDG ratings. 
(7) Switch to the next available bus and repeat steps 3, 4, 5, and 6 until all the available 
buses M are considered. The results for each bus for di ferent WBDG sizes are 
tabulated and normalized. Normalizing the results entails dividing each type of result 
by the value of the maximum corresponding result, i.e., F11P’, F12P’ … FMNP’; F11I’, 
F12I’ … FMNI’; and F11V’, F12V’ … FMNV’. 
(8) Multiply each entry type by its corresponding weight ng factor (α, β, and γ), and then 
add the resultant values of every row (SumMN). 










) gives the 
optimum size (row) and the optimum site (column) for the WBDG. It is possible that one of 
the power levels is also the optimum size of the WBDG; in this case, the optimum size is the 





Fig. 7.1:  The algorithm 
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7.5 System Description 
The IEEE 24-bus meshed system [100] was used to test the developed method. 
7.5.1 Load Model 
The system was assumed to be heavily loaded. The annual peak load for the test system was 
set at 2850 MW. The load factor for this system is 61.4 %. A peak loading condition with a 
load diversity factor of one was considered in the analysis. 
7.5.2 Generating System 
Table 7.2 gives the number of each generating unit installed on the IEEE 24-bus test system, 
its corresponding bus number and the rating of each generating unit. 
 















1 20 20 76 76 - - 
2 20 20 76 76 - - 
7 100 100 100 - - - 
13 197 197 197 - - - 
15 12 12 12 12 12 155 
16 155 - - - - - 
18 400 - - - - - 
21 400 - - - - - 
22 50 50 50 50 50 50 
23 155 155 350 - - - 
7.5.3 Network System 
The network consists of 24 bus locations connected by 38 lines and transformers, as shown in 
Fig. 7.2. The transmission lines were set at two different voltage levels. 
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Impedance and rating data for lines and transformers can be found in [100]. All the data 
are in per unit on a base of 100 MVA. The data given assumes the transmission line to be 
modeled as a Π equivalent circuit. 
7.5.4 Wind-Based Distributed Generation (WBDG) 
Wind-based distributed generation is a wind generator with the new leveling technique 
applied to its controller, i.e., it could be either Type A or Type C WECS. The optimization 
algorithm described in Section 7.4 calculates the system parameters, (e.g., short circuit level, 
system power losses, and voltage variations) that correspond to each power level of every 
available WBDG rating. It is possible that the soluti n of the optimization problem could 
result in an optimum size corresponding to a power level that lasts for only a relatively short 
time during the year. To solve this problem, a density factor was introduced into the 
optimization algorithm. This density factor acts like the weighting factor selected by the 
planner, i.e., a density factor is assigned for each level such that the sum of the factors is 
unity. The wind-based distributed generation density factor is very similar to the load density 
factor used in examining power system security [101] and is calculated as follows: 
 
mW$K$  	*noCpb	pJ	hpq$	$K$3po	noCpb                                                                                   (7.9) 
 
Fig. 7.3 shows a graphical representation of the distribution factor, indicating the values of 






















Fig. 7.3: The WBDG distribution factor 
 
In the optimization algorithm to reflect the duration factor (distribution factor) of each 
level, the distribution factors are multiplied by the normalized value of the voltage variation 
and by the system power loss corresponding to each l vel.
7.6 Simulation Results 
The wind speed data for 2005 were used in the simulation. Table 7.3 shows the optimal 
number of power levels, the optimal values of the wind speed levels, the per unit developed 
power for each power level, and the associated distribution factor for each power level 
calculated over a period of one year (2005). In the developed optimization algorithm, three 
WBDG sizes were considered: 50 MW, 100 MW, and 300 MW. The algorithm was tested on 
the IEEE 24-bus mesh interconnected test system. The data obtained were tabulated and then 
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normalized by dividing each element in a specific column by the maximum positive value in 
that column. The maximum value of each parameter in ach column is thus one. 
After the data are normalized, the planner should se ect the appropriate weighting factors 
based on his own experience. To represent a negativ impact on system performance, the 
weighting factor of the absolute value of the voltage fluctuations should be negative; 
however, the percentage increase in the short circuit level has an inherent negative sign (
DGwithout
scI  < 
DGwith
scI ) and hence requires a positive weighting factor. The final consideration 
was that the weighting factor of the percentage decrease in losses should be positive (positive 
impact). Three equal weighting factors were selected for the first case study representing the 
assumption that the planner has no specific problem to solve. These weighting factors were 
set at 0.33 for the system power losses, 0.33 for the increase in the short circuit level, and -
0.33 for the voltage variations. Table 7.4 shows the weighted normalized results obtained for 
equal weighting factors. 
TABLE 7.3: OPTIMAL SPEED AND POWER LEVEL VALUES AND ASSOSIATED DISTRIBUTION 









1 4 m/s 0.2 p.u. 0.041 
2 6.6 m/s 0.33 p.u. 0.229 
3  8.51 m/s 0.43 p.u. 0.336 
4 9.9 m/s 0.5 p.u. 0.192 
5 12.3 m/s 0.62 p.u. 0.117 








TABLE 7.4: WEIGHTED NORMALIZED RESULTS WITH EQUAL WEIGHTING FACTORS (0.3, 0.3, 
AND -0.3 RESPECTIVELY) 









Level 1 0.0457 -0.16258 -0.3039 -0.42078 
Level 2 0.0601 -0.16258 -0.3075 -0.40998 
Level 3 0.0658 -0.16258 -0.3111 -0.40788 
Level 4 0.0829 -0.16258 -0.3145 -0.39418 
Level 5 0.0868 -0.16258 -0.329 -0.40478 







Level 1 0.0992 -0.16556 -0.3304 -0.39676 
Level 2 0.0883 -0.16556 -0.3369 -0.41416 
Level 3 0.0757 -0.16556 -0.3374 -0.42726 
Level 4 0.069 -0.16556 -0.3378 -0.43436 
Level 5 0.0688 -0.16556 -0.3389 -0.43566 






Level 1 -0.0536 -0.17457 -0.3426 -0.57077 
Level 2 -0.0898 -0.17457 -0.345 -0.60937 
Level 3 -0.2228 -0.17457 -0.3478 -0.74517 
Level 4 -0.3455 -0.17457 -0.3528 -0.87287 
Level 5 -0.3546 -0.17457 -0.3582 -0.88737 










Level 1 -0.3606 -0.2401 -0.3573 -0.958 
Level 2 -0.2933 -0.2401 -0.3548 -0.8882 
Level 3 -0.1027 -0.2401 -0.3423 -0.6851 
Level 4 -0.0102 -0.2401 -0.3357 -0.586 
Level 5 0.0722 -0.2401 -0.3089 -0.4768 






Level 1 -0.3643 -0.2444 -0.2635 -0.8722 
Level 2 -0.3375 -0.2444 -0.2637 -0.8456 
Level 3 -0.3197 -0.2444 -0.2638 -0.8279 
Level 4 0.0374 -0.2444 -0.2638 -0.4708 
Level 5 0.0526 -0.2444 -0.2639 -0.4557 






Level 1 0.0946 -0.28611 -0.264 -0.45551 
Level 2 -0.3688 -0.28611 -0.2642 -0.91911 
Level 3 -0.3723 -0.28611 -0.2642 -0.92261 
Level 4 -0.4234 -0.28611 -0.2644 -0.97391 
Level 5 -0.6227 -0.28611 -0.2649 -1.17371 













Level 1 -0.6322 -0.07721 -0.1599 -0.86931 
Level 2 -0.377 -0.07721 -0.1267 -0.58091 
Level 3 -0.2894 -0.07721 -0.0982 -0.46481 
Level 4 -0.1627 -0.07721 -0.0777 -0.31761 
Level 5 0.1093 -0.07721 -0.042 -0.00991 







Level 1 0.1143 -0.07812 -0.0219 0.01428 
Level 2 0.1122 -0.07812 -0.0221 0.01198 
Level 3 0.1077 -0.07812 -0.0221 0.00748 
Level 4 0.1057 -0.07812 -0.0237 0.00388 
Level 5 0.1019 -0.07812 -0.0247 -0.00092 






Level 1 -0.0446 -0.08514 -0.0258 -0.15554 
Level 2 -0.0748 -0.08514 -0.026 -0.18594 
Level 3 -0.2965 -0.08514 -0.0264 -0.40804 
Level 4 -0.4625 -0.08514 -0.0269 -0.57454 
Level 5 -0.5145 -0.08514 -0.027 -0.62664 










Level 1 -0.5373 -0.2998 -0.0249 -0.862 
Level 2 -0.3172 -0.2998 -0.0201 -0.6371 
Level 3 -0.1608 -0.2998 -0.0199 -0.4805 
Level 4 0.0157 -0.2998 -0.018 -0.3021 
Level 5 0.3283 -0.2998 -0.0167 0.0118 






Level 1 0.3303 -0.3003 -0.0145 0.0155 
Level 2 0.3304 -0.3003 -0.0147 0.0154 
Level 3 0.3305 -0.3003 -0.0147 0.0155 
Level 4 0.3307 -0.3003 -0.0149 0.0155 
Level 5 0.3309 -0.3003 -0.0149 0.0157 







Level 1 0.3241 -0.2574 -0.0151 0.0516 
Level 2 0.2602 -0.2574 -0.0152 -0.0124 
Level 3 0.2595 -0.2574 -0.0153 -0.0132 
Level 4 0.241 -0.2574 -0.0154 -0.0318 
Level 5 0.2306 -0.2574 -0.0154 -0.0422 













Level 1 0.1842 -0.33 -0.0794 -0.2252 
Level 2 0.1723 -0.33 -0.0857 -0.2434 
Level 3 0.1244 -0.33 -0.1316 -0.3372 
Level 4 0.1063 -0.33 -0.1412 -0.3649 
Level 5 0.0903 -0.33 -0.2076 -0.4473 







Level 1 0.126 -0.33 -0.2313 -0.4353 
Level 2 0.2258 -0.33 -0.2311 -0.3353 
Level 3 0.2385 -0.33 -0.2309 -0.3224 
Level 4 0.2772 -0.33 -0.2307 -0.2835 
Level 5 0.2874 -0.33 -0.2306 -0.2732 






Level 1 0.2465 -0.33 -0.2312 -0.3147 
Level 2 0.2346 -0.33 -0.2317 -0.3271 
Level 3 0.2229 -0.33 -0.2319 -0.339 
Level 4 0.2006 -0.33 -0.2322 -0.3616 
Level 5 -0.0895 -0.33 -0.2324 -0.6519 










Level 1 -0.1244 -0.18991 -0.2348 -0.54911 
Level 2 -0.113 -0.18991 -0.2357 -0.53861 
Level 3 0.012 -0.18991 -0.2363 -0.41421 
Level 4 0.0904 -0.18991 -0.2371 -0.33661 
Level 5 0.1089 -0.18991 -0.2375 -0.31851 






Level 1 0.1176 -0.20254 -0.2401 -0.32504 
Level 2 0.1193 -0.20254 -0.2403 -0.32354 
Level 3 0.1257 -0.20254 -0.241 -0.31784 
Level 4 0.1267 -0.20254 -0.2412 -0.31704 
Level 5 0.1286 -0.20254 -0.2418 -0.31574 







Level 1 0.1306 -0.25344 -0.2423 -0.36514 
Level 2 0.1446 -0.25344 -0.2423 -0.35114 
Level 3 0.151 -0.25344 -0.2424 -0.34484 
Level 4 0.1543 -0.25344 -0.2425 -0.34164 
Level 5 0.1546 -0.25344 -0.2432 -0.34204 














Level 1 0.1586 -0.02746 -0.2346 -0.10346 
Level 2 0.1587 -0.02746 -0.231 -0.09976 
Level 3 0.1597 -0.02746 -0.1914 -0.05916 
Level 4 0.1605 -0.02746 -0.1799 -0.04686 
Level 5 0.1608 -0.02746 -0.0683 0.06504 







Level 1 0.1623 -0.0337 -0.0119 0.1167 
Level 2 0.1657 -0.0337 -0.012 0.12 
Level 3 0.1729 -0.0337 -0.0126 0.1266 
Level 4 0.1778 -0.0337 -0.013 0.1311 
Level 5 0.1788 -0.0337 -0.0134 0.1317 






Level 1 0.2319 -0.04785 -0.0139 0.17015 
Level 2 0.2337 -0.04785 -0.01397 0.17188 
Level 3 0.2445 -0.04785 -0.014 0.18265 
Level 4 0.2902 -0.04785 -0.0141 0.22825 
Level 5 0.3084 -0.04785 -0.0142 0.24635 











Level 1 0.3192 -0.13479 -0.0298 0.15461 
Level 2 0.2137 -0.13479 -0.0317 0.04721 
Level 3 0.1977 -0.13479 -0.0641 -0.00119 
Level 4 0.1504 -0.13479 -0.069 -0.05339 
Level 5 0.1378 -0.13479 -0.0887 -0.08569 






Level 1 0.0984 -0.15486 -0.0918 -0.14826 
Level 2 0.0998 -0.15486 -0.0945 -0.14956 
Level 3 0.1038 -0.15486 -0.0949 -0.14596 
Level 4 0.1084 -0.15486 -0.0953 -0.14176 
Level 5 0.1165 -0.15486 -0.0967 -0.13506 







Level 1 0.1248 -0.16896 -0.0995 -0.14366 
Level 2 0.1385 -0.16896 -0.1007 -0.13116 
Level 3 0.151 -0.16896 -0.1064 -0.12436 
Level 4 0.1546 -0.16896 -0.1091 -0.12346 
Level 5 0.1651 -0.16896 -0.1093 -0.11316 

















Level 1 0.1647 -0.1273 -0.1088 -0.0714 
Level 2 0.1598 -0.1273 -0.0899 -0.0574 
Level 3 0.1508 -0.1273 -0.0822 -0.0587 
Level 4 0.1487 -0.1273 -0.075 -0.0536 
Level 5 0.1123 -0.1273 -0.0557 -0.0707 






Level 1 0.1001 -0.144 -0.0521 -0.096 
Level 2 0.1007 -0.144 -0.0529 -0.0962 
Level 3 0.1065 -0.144 -0.0534 -0.0909 
Level 4 0.1213 -0.144 -0.0547 -0.0774 
Level 5 0.1226 -0.144 -0.0562 -0.0776 







Level 1 0.1719 -0.15213 -0.0588 -0.03903 
Level 2 0.1729 -0.15213 -0.0622 -0.04143 
Level 3 0.1897 -0.15213 -0.0641 -0.02653 
Level 4 0.2023 -0.15213 -0.0646 -0.01443 
Level 5 0.2076 -0.15213 -0.0651 -0.00963 










Level 1 0.1796 -0.15746 -0.0695 -0.04736 
Level 2 0.1551 -0.15746 -0.0703 -0.07266 
Level 3 0.1445 -0.15746 -0.0948 -0.10776 
Level 4 0.1435 -0.15746 -0.1154 -0.12936 
Level 5 0.0796 -0.15746 -0.1337 -0.21156 






Level 1 0.0663 -0.2088 -0.1531 -0.2956 
Level 2 0.0621 -0.2088 -0.1538 -0.3005 
Level 3 0.062 -0.2088 -0.1542 -0.301 
Level 4 0.059 -0.2088 -0.1544 -0.3042 
Level 5 0.0577 -0.2088 -0.1549 -0.306 






Level 1 -0.0146 -0.2145 -0.1552 -0.3843 
Level 2 -0.0307 -0.2145 -0.1555 -0.4007 
Level 3 -0.1104 -0.2145 -0.1559 -0.4808 
Level 4 -0.1112 -0.2145 -0.156 -0.4817 
Level 5 -0.1292 -0.2145 -0.15601 -0.49971 














Level 1 -0.1748 -0.01937 -0.1466 -0.34077 
Level 2 -0.1832 -0.01937 -0.1036 -0.30617 
Level 3 -0.184 -0.01937 -0.0595 -0.26287 
Level 4 -0.184 -0.01937 -0.0453 -0.24867 
Level 5 -0.1928 -0.01937 -0.0388 -0.25097 







Level 1 -0.2052 -0.0259 -0.0124 -0.2435 
Level 2 -0.2213 -0.0259 -0.0126 -0.2598 
Level 3 -0.225 -0.0259 -0.0128 -0.2637 
Level 4 -0.2688 -0.0259 -0.0131 -0.3078 
Level 5 -0.2823 -0.0259 -0.014 -0.3222 







Level 1 -0.6913 -0.04224 -0.0143 -0.74784 
Level 2 -0.998 -0.04224 -0.0142 -1.05444 
Level 3 -1.3427 -0.04224 -0.0141 -1.39904 
Level 4 -1.456 -0.04224 -0.014 -1.51224 
Level 5 -1.5263 -0.04224 -0.0138 -1.58234 











Level 1 -1.4893 -0.07689 -0.0149 -1.58109 
Level 2 -1.2606 -0.07689 -0.0171 -1.35459 
Level 3 -1.2339 -0.07689 -0.0335 -1.34429 
Level 4 -0.5371 -0.07689 -0.0554 -0.66939 
Level 5 -0.4077 -0.07689 -0.064 -0.54859 






Level 1 -0.011 -0.0847 -0.0694 -0.1651 
Level 2 -0.0124 -0.0847 -0.0695 -0.1666 
Level 3 -0.0173 -0.0847 -0.07 -0.172 
Level 4 -0.022 -0.0847 -0.0701 -0.1768 
Level 5 -0.0237 -0.0847 -0.0703 -0.1787 






Level 1 -0.2393 -0.09075 -0.081 -0.41105 
Level 2 -0.272 -0.09075 -0.0813 -0.44405 
Level 3 -0.2879 -0.09075 -0.0817 -0.46035 
Level 4 -0.2934 -0.09075 -0.0817 -0.46585 
Level 5 -0.297 -0.09075 -0.0818 -0.46955 













Level 1 -0.3579 -0.06321 -0.0814 -0.50251 
Level 2 -0.3232 -0.06321 -0.0726 -0.45901 
Level 3 -0.3022 -0.06321 -0.0703 -0.43571 
Level 4 -0.1877 -0.06321 -0.0666 -0.31751 
Level 5 -0.0415 -0.06321 -0.057 -0.16171 







Level 1 0.0156 -0.0755 -0.0561 -0.116 
Level 2 0.0152 -0.0755 -0.0586 -0.1189 
Level 3 0.015 -0.0755 -0.0601 -0.1206 
Level 4 0.0147 -0.0755 -0.0634 -0.1242 
Level 5 0.0145 -0.0755 -0.0672 -0.1282 






Level 1 0.0095 -0.07656 -0.0672 -0.13426 
Level 2 -0.0007 -0.07656 -0.0664 -0.14366 
Level 3 -0.018 -0.07656 -0.0652 -0.15976 
Level 4 -0.033 -0.07656 -0.0643 -0.17386 
Level 5 -0.0613 -0.07656 -0.0619 -0.19976 











Level 1 -0.0325 -0.1116 -0.0678 -0.2119 
Level 2 -0.0265 -0.1116 -0.0704 -0.2085 
Level 3 -0.0256 -0.1116 -0.0781 -0.2153 
Level 4 0.0043 -0.1116 -0.0815 -0.1888 
Level 5 0.0261 -0.1116 -0.0864 -0.1719 






Level 1 0.0426 -0.1458 -0.0911 -0.1943 
Level 2 0.0331 -0.1458 -0.1046 -0.2173 
Level 3 0.0242 -0.1458 -0.1048 -0.2264 
Level 4 0.0162 -0.1458 -0.1053 -0.2349 
Level 5 0.0195 -0.1458 -0.1064 -0.2327 







Level 1 -0.1809 -0.1881 -0.1224 -0.4914 
Level 2 -0.2939 -0.1881 -0.1388 -0.6208 
Level 3 -0.2951 -0.1881 -0.1743 -0.6575 
Level 4 -0.3239 -0.1881 -0.1754 -0.6874 
Level 5 -0.4942 -0.1881 -0.1794 -0.8617 





The developed procedure results in an abundance of data regarding the bus number and 
the WBDG size. The candidate buses for WBDG installation are only the load buses and the 
connecting buses; i.e., no generator buses were considered.  
During the analysis, it was noted that the maximum voltage variations (fluctuations) 
appear on the bus at which the WBDG is installed. It was also noted that, based on the above 
results, changing the size and location of the WBDG has a significant impact on the total 
system losses. In this example the losses vary froma worst case of a 24.2 % increase in total 
losses, when no WBDG is connected to the system, to the best case of a 0.5 % decrease in 
total losses, when a WBDG’s full rating of 300 MW is installed. The results also show that 
both the voltage profile and the short circuit level are only slightly changed due to changes in 
the WBDG size, compared to the considerable changes that occur in the total system losses. 
As can be seen in Table 7.4, the summation of all the weighted impact is at a maximum at 
bus (10) with the full 300 MW rating of the WBDG installed (the highlighted cell); i.e., the 
optimum location for the installation of a DG is bus (10), and of the three sizes available, the 
optimum full size of the WBDG is 300 MW. 
For the second test, it was assumed that the planner has a serious problem with voltage 
fluctuation in the system, while the other two impacts, i.e., the total losses and the short 
circuit level, are of less importance. The weighting factors selected therefore will differ from 
the ones in the previous scenario and were given th following values: 0.2 for the system 
power losses, 0.2 for the short circuit level, and -0.6 for the voltage fluctuations. The 
application of these weighting factors in the algorithm results in changes to both the optimum 
size and location of the DG. The new optimum size was found to be 50 MW, with the 
optimum location being bus (3). 
These results can be refined if the number of WBDG sizes available is increased and/or if 





This chapter has presented a simple, efficient, and flexible method of optimally determining 
the size and location of a wind-based DG to be installed in a large mesh interconnected 
system. The developed optimization technique has been proven to be highly practical for 
application in large systems, which could otherwise be computationally intensive. The new 
technique has been applied to a 24-bus distribution system. For the test system selected, it 
was found that the optimum size and location of the WBDG can be readily calculated using 
the developed procedure. The new technique incorporates the planner knowledge of the 
system through his selection of appropriate weighting factors. It has been shown that 
changing the weighting factors also changes the selection of the optimum size and location of 
the WBDG. 
Total system losses, voltage drops and system short circuit levels were used in the 
formulation of the cost function for the optimization of the size and location of the wind-
based distributed generation. This work can easily be extended to include additional 




Contributions and Future Work 
8.1 Contributions of the Research 
The main contributions of the research presented in this thesis can be summarized as follows:  
1. This thesis has presented a comprehensive overview of the current state of the art with 
respect to the technology associated with of wind eergy conversion systems and also 
underlines research techniques in other areas related to this field. The positive and 
negative impact of integrating large-scale wind energy conversion systems into the 
electrical grid has been highlighted and analyzed in etails. This focus was motivated 
by the current trend towards the integration of renewable sources of energy and by the 
global boom in wind power technologies. 
2. The leveling technique introduced in this research is a novel control technique that 
overcomes the drawbacks of existing power fluctuation mitigation techniques, helps 
to elevate the performance of WECSs from a system point of view, and facilitates an 
increase in the penetration level of WECSs. This control technique utilizes available 
on-site wind speed data in a fast and efficient manner to, on one hand, reduce the 
wind power fluctuation and allow the system operator to make better operational 
decisions and, on the other hand, minimize energy losses throughout the year. The 
following are some advantages of the proposed leveling control technique: 
a. The developed control technique converts the non-dispatchable wind power 
generation to a disbatchable one. 
b. The developed control technique relies on actual on-site wind speed data, i.e., 
chronological data. Therefore, the controller outcome that consists of the 
number of levels and the value of these levels are efficient, reliable, and 
intelligent. 
c. The developed control technique integrates techniques from different fields of 
engineering, e.g., data mining, optimization, and power systems. 
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d. The developed control technique ensures that power fluctuations are 
minimized because the generator produces constant amounts of power for 
longer periods of time. As a result, the penetration level of the WECSs could 
be increased. 
e. The developed control technique lowers the negative impact on the power 
system. 
f. The new technique enhances the accuracy of predictions because it predicts 
only the speed range and not the exact value of the spe d. 
g. Since the output power generated can be predicted accurately, the system 
operator can reduce the assigned reserves, and the operation of the power 
system generation pool becomes more manageable; i.e., the system operator 
can make better operational decisions. 
h. Modifications to the existing turbine and/or generato  controller enable this 
control technique to be applied to all four types of wind energy conversion 
systems. 
i. The developed control technique is applicable to the already installed WECSs 
because the required modifications are minimal. 
3. The developed control technique was successfully applied to the two types of WECSs 
that represent the largest share of the current market; i.e., Type A and Type C. 
4. This thesis has presented explicit analyses of the modifications required for the two 
types of WECSs, thus offering investors alternatives accompanied by a detailed 
economic study. 
5. The developed leveling technique reduces the wind power fluctuation and hence 
facilitates the increase of wind penetration level. 
6. This research was expanded to cover not only the operational planning that is 
enhanced by the leveling control technique and its application to the different types of 
WECSs, but also long-term planning that helps to determine the most appropriate 
location and the optimum size for the WECS. The long-term planning approach 
presented is superior to existing methods that rely on limited system parameters and 
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offers the advantages of simplicity, efficiency, and consideration of a wide range of 
system parameters. The following are some advantages of the proposed long-term 
planning criteria: 
a. The developed planning criteria introduce two new parameters to the 
optimization problem, i.e., the voltage fluctuations due to the wind power 
fluctuations and the contribution of the wind generato  to the short-circuit 
level. 
b. The developed planning criteria establish the leveling technique in the 
optimization problem. 
c. The developed planning criteria replace the black-boxed optimization 
techniques by a simple, flexible, and efficient technique. 
d. The developed planning criteria incorporate the planners experience to 
optimally determine the site and size of the WBDG. 
8.2 Scope of Future Work 
This study has established a new direction for research related to wind energy conversion 
systems with respect to reducing or eliminating the power fluctuations, which are considered 
the main challenge in the integration of WECSs intoelectric networks. Based on the research 
presented in this thesis, the following is a summary of studies that could be conducted in the 
future: 
 
1. Apply the power leveling technique to Type D WECS by modifying the converter 
controller. 
2. Combine the leveling technique and the size of the storage device in a global 
optimization problem. 
3. Investigate the wind power fluctuations over the proposed battery storage device. 
4. Apply the leveling technique to photo-voltaic (PV) systems. This investigation could 
be performed by modelling a variety of PV system topol gies, collecting irradiance 
and temperature data from the candidate site, entering the data collected into a two-
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way unsupervised clustering technique in order to determine the number and values 
of the power levels, and modifying the controller of the PV system to accommodate 
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