Robot reliability has become an increasingly important issue in the last few years, in part due to the increased application of robots in hazardous and unstructured environments. However, much of this work leads to complex and nonintuitive analysis, which results in many techniques being impractical due to computational complexity or lack of appropriately complex models for the manipulator.
INTRODUCTION
The increasing desire to produce more reliable robots has created interest in several tools used in faulttolerant design. Such tools seek to evaluate the effectiveness of new designs. The extra components needed for fault-tolerant robot designs obviously add extra costs and extra possibilities of failure. Reliability analysis tools such as fault trees and Markov models are needed to give hard numbers showing that the benefits of the fault tolerant design are tangible and worth the effort. Unfortunately, the component failure rates used in these calculations are often very dependent on configuration and environment, and thus known only approximately during the design phase."6 This is especially true for the hostile environments where reliability is most important! Any single value applied to the failure rates is likely to give a result that is misleading. Some way of considering the full range of failure rates is needed to give a good idea of what is and isn't known. reliability tools, only fault trees and their variants have been fuzzified to any great extent. These are considered in section 5. However, while fault trees are very useful, they are somewhat limited in their applications. Partial failures, coverage, repairable systems, and other important reliability issues are not covered well by the fault tree approach,2'4 although recent developments in fault tree analysis are expanding the range of application somewhat.3 Markov modeling is a valuable tool for dealing with the above situations. However, fuzzy Markov models are essentially unknown. The latter part of this paper deals with the derivation of fuzzy Markov modeling and our application of it to the test problem presented below.
A TEST PROBLEM
The classical test problem in robotics is the two degree offreedom, planar manipulator. It is complex enough to be interesting (it can reach every point in a large area) , and simple enough to keep the mathematics down to a reasonable level. From a reliability engineering point of view, it is interesting to investigate the effects of redundant systems on this robot. Kinematic redundancy arises when more degrees of freedom are available than are needed to perform the task. For the planar robot interested only in end-effector position, the required number of degrees of freedom is two. If a robot in this situation possesses three degrees of freedom , it can still reach a significant fraction of its workspace if one of the joints is frozen.
Sensor redundancy occurs when there is more than one sensor at each joint, allowing sensor failures without joint failures. Actuator redundancy is similar, but much harder to implement in practice and will not be considered here. This paper will examine four distinct robots: the non-redundant robot with two joints and one sensor per joint, the partially redundant robots with just sensor or kinematic redundancy, and the fully redundant robot with both sensor and kinematic redundancy. The problem is to determine how much more reliable the redundant robots are. The extra components will increase the incidence of component failure, while it is not obvious a priori that the redundancy will have sufficient beneficial effect to balance this. 
REVIEW OF FUZZY SETS
Fuzzy set theory is an extension of standard set theory in which partial membership in a set is possible. A standard, or crisp, set A defined over X can be represented by a characteristic function ,u(x) such that In a fuzzy set, the characteristic function is replaced with a membership function that can have any value between zero and one. An example would be the set 'hot'. A crisp representation of hot might have j(x) = 1 if x >40C. A fuzzy set for hot might be I 0 :x<30C
Note how the fuzzy set offers a more flexible and accurate description of the linguistic term 'hot' than is possible with a crisp set. It takes into account that some temperatures are definitely or definitely not hot, and that there is a 'fuzzy' region in between these where the temperature can be described as hot with varying degrees of accuracy.
Fuzzy sets are useful for dealing with any situation where the exact value of a variable is unknown. Instead of a guess of the value of the variable (which can easily be wrong), or a distribution of its possible values (which is usually unknown, so this problem reduces to a guess), fuzzy logic deals with the possibility of the variable taking on a set of values. In this way, it assumes less, and shows explicitly both what is and isn't known.
Consider a system design where there are two independent modes of failure. Due to the complexities of the system, hostile work environment, and lack of a prototype to test, the failure rates of these modes are only known to the nearest order of magnitude. Analysis using the means of the expected failure rates implies that the two failures are equally likely, while in fact it is possible that one type of failure will be one hundred times more likely than the other. Fuzzy math, however, would give fuzzy failure rates that cover all the possibilities over the given range of component failure rates.
The standard set operations that are used on crisp sets are also used with fuzzy sets. The intersection operation is usually represented by the minimum of the two membership functions. It is obvious that this reduces to the crisp intersection if the sets are both crisp. Similarly, the union operator is commonly the maximum of the two functions, and the complement operation is often one minus the membership function. (Other definitions of these operations are possible, but these are the most common. 1) Crisp Operation Equivalent Fuzzy Operation summary: Union
Intersection mzn(ji(x), ,ab(x)) Complement A 'fuzzy number' is a useful way to represent uncertainty or noise in data. A common way to define a fuzzy number is a triangular membership function with a peak at the titular value and a base width and position appropriate to the uncertainty involved. For large amounts of uncertainty, trapezoidal membership functions are often appropriate. This paper uses trapezoidal membership functions to represent the failure rates of sensors and motors in a robot. The failure rates of such components can only be guessed very roughly before a model of the complete system is built for testing.
Mathematical operations on fuzzy numbers can be defined through the use of the extension principle, which can be defined as follows:' Let u and v be membership functions, and f(u, v) be a function mapping u and v to membership function . Then the fuzzy result j(y) = f(u, v) = sup(min(u(a), v(b))) over a, b s.t. f(a, b) = y.
The extension principle makes intuitive sense. For all the sets of values of the fuzzy number that could combine under function f to give result y, one chooses the set with the largest (sup operation) membership in all the required values (mm operation).
The extension principle provides a good basis for math over fuzzy numbers, but can be difficult to apply to the functional definitions of the membership functions. In addition, application of the extension principle usually results in nonlinear membership functions that are difficult to deal with. These problems can be avoided through the use of o-cuts.1 An a-cut is defined to be the crisp interval where the membership function of a fuzzy set is greater than or equal to a crisp number, a, on the interval [0,1]. It is usually much easier to apply the extension principle to an a-cut than to the membership function itself. The a-cuts are crisp intervals where the mm operation is bounded below by a, allowing us to find the extreme values of the new a-cut using standard interval arithmetic. Approximate membership functions can be constructed from a sampling of membership functions over the range [0,1] by a-cuts. Note that fuzzy numbers are already approximate enough that it is often appropriate to take only the zero and one a-cuts and make a linear approximation. This is called the 'triangualar' or 'trapezoidal' approximation, and is fairly common.
A fuzzy set that will be used extensively in this paper is utility. Utility is a fuzzy set defined over the possible states of the system, with membership in each state dependent on how useful the system is in that state. This concept is used in degradable systems such as the kinematically redundant manipulator where there are states that are neither fully failed nor fully working. In this situation , a failed joint on such a manipulator will often reduce the workspace significantly, but not fatally, resulting in a less useful, but still functional, robot.
FAULT TREES

Fault Tree Basics
Fault trees are a common tool in reliability analysis. Basic events are connected through a series of logic gates to a terminal event that usually represents the failure of the system. The classic And and Or gates are the basic gates needed to represent most systems. Additionally, the N/M (N-out-of-M) gate is useful in the redundant systems to be considered in this paper. An And gate represents a so-called parallel system. All of the components must fail for the system to fail. An Or gate corresponds to a series system. The system fails if any of the components fail. An N/M system is a type of redundant system. N out of the M elements in the system must fail before the system itself fails. Fault trees for the four robots of interest are provided in Appendix A.
If the probability of failure of all the parts on the 'leaves' of the tree are known, these probabilities can be propagated throug the tree using the following 5 . Orgate:Pc=1-(1-P)(1_P)
. And gate: P = PaPb N/M gates are best decomposed into an equivalent set of And and Or gates. One Or gate is used, with its inputs being the (j) possible N member combinations of the M inputs. For example, the failure probability for a 2/3 gate could be calculated as:
Fuzzy Fault Trees
The probabilities for the basic events in a fault tree are often not known with great accuracy. Fuzzy numbers are a natural way to represent uncertainties such as these. The failure values used by Walker et. a1. are a good example of this. The fuzzy representation of a failure probability can be propagated through a fault tree using fuzzy arithmetic as described above. The resulting fuzzy number will cover a range of possible results, giving an accurate view of what is actually known about the system. Note that if the a-cut method is used, this is equivalent to doing a best and worst case scenario using the lowest and highest values on the interval, respectively. Note also that if only the above gates are used on membership functions that are nonzero only for valid probabilities (O<P<1), all the resulting membership functions will also only be nonzero over valid probabilities. We will refer to this property as the [0,1] property of fuzzy fault trees.
If the fuzzy values from Walker, et. al. are propagated through fuzzy fault trees, the following results are obtained for the probability of failure after 1000 hours of operation: Note the extra information that the fuzzy treatment makes available, once the entire range of possible failure probabilities appropriate to the given fuzzy failure rates is used. The uncertainty in the failure rates of the components is directly visible in the uncertainty of the system failure rates. These calculations also indicate that kinematic redundancy is roughly equal to sensor redundancy for high component failure rates, but vastly superior if the failure rates are low. The 'midpoint' column shows the result of a crisp calculation using the same fault trees, and the averaged failure rates. Note that if only this column was available, the observation above would have been missed, even if the failure rates had been listed with statistical uncertainties. This example shows some of the power of fuzzy arithmetic when applied to reliability analysis.
Limitations of Fault Tree Analysis
Fault trees are somewhat limited in their modeling ability. In general, the set-up of the fault tree is geared towards the terminal event only. A system with several interesting and distinct states requires a fault tree for each state. This makes fault trees less useful in analyzing multi-state systems. Fault trees also suffer when dealing with redundancy that is neither exactly parallel or series. The 2/3 gate, for example, is a misleading model of the kinematically redundant robot, as it doesn't account for the decreased utility of the robot when only one joint is damaged. Although advanced fault tree techniques exist or are being developed to deal with these problems,3 these types of problems are more naturally dealt with using the technique of Markov modeling. 6 . MARKOV MODELING
Markov Basics
Markov Models treat a system as a series of states with specific, constant rate transitions between them. At all times, the system is in exactly one state. (Transitions are considered to be instantaneous.) The only information available is the current state, the allowed transitions, and the probability of these transitions. Such a system is referred to as memoryless, and is said to possess the Markov property. This means that the system is totally characterized by its current state. None of the past states or transitions have any effect on the transitions out of the current state.
A useful way of looking at Markov models is to consider a large population of such systems. The probability of being in each state will be roughly equivalent to the relative numbers of systems in each state in a large population. Thus 'the probability of being in state X at time T' is interchangeable with 'the population of state X at time T'. A simple Markov model for a repairable one component system is shown in figure 2.
Repair Rate cx Failure Rate 2 The system fails with constant rate A while it is in the working state. Once failed, repairs proceed at rate c. This system exponentially approaches the steady state where it has probability a/(A + a) of being in the working state and probability A/(A + a) of being in the failed state.
If the system is started with different populations than the steady state, the transient can be used to gain valuable information. If the state starts with population one in the working state, one can observe the expected behavior of a new system. One that begins in the failed state can give information on repair times and expectations. For configurations where the system is non-repairable (a = 0), the transient is the only important result, as it shows the failure characteristics of the system. The solution to this system is relatively easy to derive with differential equations, but this becomes difficult for more complex systems containing many states. For such systems, a discrete simulation approach may be more appropriate. If a system can be considered discrete in time, as is appropriate for many computer-based systems, the differential equations become difference equations, which are relatively easy to simulate and solve on a computer. The robot examples in this paper are analog systems, so there will be some error introduced by this assumption, but the complexity of the problem is reduced.
The following discrete model was used to update the state populations:
1. All states are initialized with probability zero, except for the initial state, which has probability one.
2. Calculate the transitions out of each state. If A is the probability of a transition from state A to state B in unit time, S is the size of the time step, and P is the probability of being in state A at time t -1 , then the probability of the A-B transition is ASP. Larger time steps can be simulated with less error by using (1 -e"')P, where z is the size of the larger time step. Note that this method fails to account for the effects for more than one transition being possible out of a state. It relys on sufficiently fine discretization to keep error at a minimum.
3. The sum of all the transitions out the state is subtracted from the sum of all transitions into the state. The result is added to the probability of being in the state at time t -1 to get the probability of being in the state at time t.
4. Repeat the previous two steps for each state for each time step until done.
Markov Models for the Example Robots
For the robots we are considering, the Markov models become complicated quickly. Even the simple nonredundant robot has four separate components of interest (one sensor and one motor per joint) , each of which can be either working or failed. This leads to 2, or 16 possible states of the system. The fully redundant robot has 9 components, leading to 512 possible states. This is too many states to deal with effectively. It is necessary to group and cut states until a reasonable number is reached. We do this in part by grouping the components into three categories: motors, single sensors, and pairs of sensors on the same joint. States with one or more of these parts failed are represented by states with labels M, S, and P respectively. States are characterized only by how many motors, sensors, and matching pairs of sensors are failed. Another reduction is accomplished by lumping all system and joint failures which have the same cause together, regardless of extraneous subsystem failures. For example, if the fully redundant robot fails from a working state into the state where two motors have failed, additional failures are ignored, and the state is referred to as 'MM+', where the '+' indicates that there may be other failed components. Our final reduction of the model was to make the standard Markov simplification and assume the sensor and motor failure rates were constant across the robot and time. This is not a completely realistic assumption ( burn-in and wear-out are neglected , as is the effect of specific location of the component on the robot), but it makes the calculations considerably easier to deal with and shows the methodology more clearly. The Markov models of the example robots are found in Appendix B.
In addition to the states shown, the utility of the robot was calculated. The utility in a Markov model does not in general correspond to any one state of the model, but instead is a weighted sum of several states. For our examples, all states where all the robot joints are working is weighted by one, and a state where two out of three joints are working is weighted by 0.5. (Note the ability to deal with degraded states.) The utility of the robot is the topic of great interest in regards to reliability, as it shows a measure of how useful the robot is expected to be over time. It results in a numerical value of usefulness to compare different robot configurations.
The crisp calculations show that the two partially redundant robots are always superior to the nonredundant robot, and that the fully redundant robot is always superior to the other three. As expected, the kinematic redundancy becomes more important as the motor failure rate increases, and the sensor redundancy becomes more important as the sensor failure rate increases. If failure rates are similar, the fully-redundant robot is appropriate, as both types of failure become significant.
Fuzzy Markov Modeling of the Robots
Component failure rates can be very difficult to calculate accurately during the design process, as environmental factors and component interactions cannot be easily determined before several prototypes are built.6 This can lead to crisp values being given for an order of magnitude (or worse!) estimate.' Even if the result is only viewed as a rough guess, exactly 'how fuzzy' the guess is is not known. In addition, unlike fuzzy fault trees, one cannot simply take the extreme values and propagate them through using fuzzy arithmetic. This method results in nonsensical results for the transient states as can be seen in figure  3 . The robot with the higher failure rate is both more likely and less likely to be in that state, depending on the time. Although a computationally elegant and effIcient method of generating fuzzy Markov models is a future goal, the models used in this paper were generated using a straightforward method, that explicitly used the extension principle and computing power to get the results. Only the zero and one a-cuts were generated, to keep the computing reasonable. For each of these cuts, we needed to generate a set of points that roughly cover the available intervals for that a-cut. For our examples, each cut was divided into twenty geometrically-spaced intervals, and all possible combinations of these intervals were run through a Markov model of the system. (Note that this assumes a certain amount of smoothness of the Model.) All of the resulting curves were compared, and the highest probability and lowest probability outputs for each time step made bounds of the new a-cut. Although fairly computationally expensive, this method gave rough results fairly quickly for the fully redundant robot, which was the most complex example. For large systems with many states and transition probabilities, however, this method would require too many computations.
The fuzzy Markov model generated has a 3-D membership function with axes of time, probability of being in the state, and membership. The meaning of membership is exactly as for the 2-D fuzzy sets discussed before, it is merely defined over a 2-D set instead of a 1-D set. If the trapezoidal representation is used, this can be represented by 2-D plots of the four edges of the function. The highest and lowest lines on the probability axis represent the zero a-cut, while the inner two lines represent the one a-cut. The outputs of the fuzzy Markov models for the four example robots are in Appendix C. The x-axis is time expressed in thousands of working hours. (Note the range shown covers over 40 years of time, but this is necessary to show the gross features of the plots.) The y-axis is probability of being in that state. Using the numbers given in Walker et. al.,6 the probability of the system being in between the two outer lines (the zero-cut) is 90%,and the probability of the system being in between the inner two lines (the one-cut) is 68%. The slope and curvature of the connecting surface is unknown and ignored in this example in favor of the trapeziodal approximation. It is the experience of the authors and others"5 that this approximation is more than reasonable, especially given the initial fuzziness of the data.
The first and simplest model is the model of the non-redundant robot as seen in figures 5 and 7. Several things can be learned from this model:
. The initial/working state in this robot has the highest population of all the robots. This is not surprising, as this robot has the fewest components (two motors, two sensors) and thus there are fewer parts to fail. However, all part failures lead instantly to system failure, so the robot has the lowest utility of all the robots as well.
. The lower bounds of the fuzzy sets are much lower than the upper bounds. For both the M and S states, the one a-cut alone covers most of the range of possibilities. This indicates that it is not possible to isolate one or the other failure mode as being predominant with the given data.
. The fuzzy sets give a somewhat misleading impression of the error possibilities when considered together. Both states have high memberships in high probabilities at the same time. This does not allow both states to have very high probabilities or very low probabilities at the same time, as the axioms of probability would not allow this. Instead, these membership functions indicate that it is highly possible that either type offailure could be that probable, and that with the fuzzy probabilities we have, this range of probabilities is all we really know.
The model of the manipulator with redundant sensors, as seen in figures 5 and 8, tells us the following:
. Although the robot fails out of the initial state more quickly than the previous robot, it has a higher utility. There are six components in this failure model, so failures are more common. However, many of these are not fatal to the system. For example, four of the possible failures from the initial state are into state S , which is a working state with utility one.
. Note that the lower bounds ofthe utility are not significantly better than those for the non-redundant robot. This robot has a 'weakness' -high motor failure rates bypass its redundancy.
S This model, unlike the previous one, has transitory states, or states that have no population in both the initial (new) and final (failed) states of the robot. The states S and SS are very possible for a large set of probabilities and times. This is because the time at which these functions hit a maximum is highly dependent on the failure rates. For high rates, this peak is very early, and for low rates, it happens very late (see figure 3 for an example) . The positions in between are filled by various intermediate failure rates. Similarly, the lower bounds for these states are very low, as the low failure rates grow very slowly, and before they get too large, the high failure rates have already peaked and soon drop below them. Thus the wide range of possibilities for these states.
• Several anomalies can be observed on the transitory states. Notably, a small spike at the beginning of the state and a series of bumps alon the top edge of the state. These are both minor artifacts of the discrete model used, and have little effect on the gross characteristics of the states. It would take too much computing power to get rid of these anomalies using our method, especially considering the minor effect they have on the data.
The model of the kinematically redundant robot (figures 4 and 9) shows us some serious flaws that weren't visible from the fault tree approach:
. Although the initial state decays approximately as fast as for the previous robot (both have six cornponents), the utility of this robot is considerably lower. This is because of the effects of the lower utility of the partly degraded states. The fault tree model noted that none of the initial failures resulted in the failure of the robot. However, the fuzzy concept of utility used in the Markov model also incorporated the fact that all of the initial failures led to a state of decreased utility.
. This robot does not have a weakness in the way the previous robot did. The kinematic redundancy applies equally to sensor and motor failures immobilizing a joint. However, the higher number of components meant that very high failure rates had a stronger effect than on the non-redundant robot, so the utility lower bound is still low.
. This robot, like those previous, also has very uncertain failure states. It is interesting to note the limited range of the SM failure state, however. This is the first state we encounter that requires both a sensor and a motor failure. This causes this state to be limited in its maximum population, as it is most populous when both failure rates are high, and thus the MM and SS failure rates are also high. This state also has the same upper bound on the one and zero cuts after a certain amout of time has passed. This is because the population of this state is influenced strongly by the ratio of the two failure rates. Note that this robot also has a relatively high lower bound on the one a-cut. This tells us that we can expect this failure to be important with a fair amout of certainty.
The model of the fully redundant robot lives up to our expectations of being the best robot in the test set:
. With nine components, this robot fails out of the initial state faster than any of the other robots.
However, its utility is the highest by a wide margin, as it has protection from both kinds of component failure. Even the lower bounds show noticeable improvement.
. The PM state is similar to th SM state in the previous robot in that it requires both types of failures to happen, and is thus limited to 0.5 in its upper bound for both the zero and one a-cuts.
However, its lower bound is less prominent, as it requires a pair of sensor failures, which is less likely to happen than a single sensor failure. (Evidence for this can be seen by examining the populations of the various P+ and S+ states.)
• The transient states SM and SSM exhibit similar behavior. Although these states are transient, they also contain both motor and sensor faults, and thus they exhibit the same ratio based convergence of a-cuts.
. The large size of the states M and S is expected, as they result from the initial transitions out of the working state. However, the large possible population in the SSP state was something of a surprise. This can arise whenever the primary failure mode is sensor failure, but the rate of sensor failure is not too high. The SSP state has fewer working sensors than any other state, so failures out of this state would be at an unusually low rate.
Several themes can be found in the fuzzy Markov models above. The increase in the rate of component failure as reliability schemes are implemented is made clear. Higher reliability will paradoxically require us to deal with more component failures. However, those failures will be mitigated by the reduced rate of system failure that is evidenced by the higher utilities displayed by the fault-tolerant robots. Sensor redundancy provides a lot of this reliability for little effort, assuming that the motors are somewhat reliable. Kinematic redundancy adds a little more margin, but is not as useful, as the damaged robot is not as useful as the initial one. On the other hand, kinematic redundancy guarantees us that the first failure will not be fatal, and gives us improvement no matter which component has the higher fault rate, so it should be considered. Unfortunately, the most obvious fact learned from these models is that with data this fuzzy, we can't learn many important facts about the system. The primary failure mode, for example, is not clear in any of these models -all we know is that the combined sensor and motor failure modes fou-rid on the kinematically redundant robots are limited in their upper range. Still, the fuzzy Markov models have told us many interesting facts that we did not observe from the fault trees. It appears that this approach is worth further examination.
Areas to Examine Further
An obvious direction to proceed from here would be to seek to reduce the computational complexity of the simulation used. The trivial simplification of only using extreme values designed to max out one state or another will only work for initial or absorbing states where all the transitions are into or out of the state. Transient states, as we have seen (figure 3) cause this simplification to fail. Without them, this method will not give utilities, which require the populations of all the states. Essentially the same results can be obtained from normal fuzzy fault trees. Significant, generally applicable, and 'safe' reductions in the amount of calculations made are probably nontrivial ('safe' in terms of not prone to losing important combinations).
An obvious problem is that both the sum of all the failure rates and the ratio of the failure rates are important. The first determines the speed in which the population changes in time, while the ratio helps determine how probable any combined states are. If the possible combinations of sensor and motor failure rates were laid out in an ordered matrix, the possible range of sums would be represented by the main diagonal, while the range of ratios would be represented by the 'backwards' main diagonal (from the last row, first column to the first row, last column). Thus to get the full possible range of both variables simultaneously, the whole matrix is needed! This problem would only get worse for systems with more than two failure rates.
A simple way to decrease the calculations needed is to solve the crisp Markov models (used to generate the fuzzy models) explicitly using differential equations. Assuming the complexity of the equation solver plus the generation of the individual points was less than that of the current discretized solution, this would be an improvement in both time and in reduction of calculation error.
A path that seems obvious initially is to use either the discretized model or the analytical model above, but substitute fuzzy arithmetic for the crisp arithmetic using the extension principle. Several attempts were made to do this, and these all resulted in failure. It was determined that this was because fuzzy arithmetic violated the laws of probability due to the way it operates over intervals. For example, consider the simple Markov example given at the beginning of the Markov section. Let the zero cut of the failure rate be the interval (0.3, 0.7), and zero cut for the population of the working state be (0.1, 0.5). Let the corresponding cuts for the repair rate be (0.2, 0.5) and (0.4, 0.8). On the next time step, the fuzzy arithmetic gives the working state zero cut as [-0.17, 1.07], which is clearly unreasonable. Thus, the [0,1] interval property of fuzzy fault trees in regards to fuzzy arithmetic is not preserved. This is not a property of the discretization, but rather of the fuzzy math itself. It takes the worst case scenario of the lowest population, lowest replacement rate and probability of being broken with the highest failure rate and probability of being in the working state. This results with a probability of being in the state which is less than zero. This impossible situation is generated because the fuzzy arithmetic uses two different values for the failure rate and probability of being in a state in the same calculation. This property is intrinsic to fuzzy arithmetic, and very useful in other applications such as fault trees, where the failure and state probabilities don't interact with themselves, and are never added or subtracted with other fuzzy numbers. Several modifications offuzzy arithmetic to force compliance with probability were unsuccessfully attempted. All soon led to contradictions or crisp solutions. It is not a foregone conclusion, however, that fuzzy arithmetic is an impossible approach, and it will continue to be investigated by this group.
Fuzzy models for repairable systems would be a logical extension of this work. A similar avenue of exploration is that of time dependent failure rates, resulting in various semi-Markov models. An investigation of the special benefits of kinematic redundancy is also in order. It would be useful to know the average time between the first failure (resulting in a damaged robot) and the failure of the robot as a whole, for example. Another obvious area to explore is other systems besides the simple robots provided, and other degrees of fuzziness. If the variables are known with more accuracy, how does this affect the model? What if some variables are fuzzy and some aren't? Although such avenues are likely to be case-specific, perhaps some more general principles could be derived.
CONCLUSION
In this paper, we discussed the existing fault tree methods of dealing with the fuzzy data that is common in reliability situations, and expanded them into the Markov domain. The new method of fuzzy Markov modeling showed much promise for increasing the flexibility offuzzy reliability analysis, just as crisp Markov expands the possibilities of crisp analysis. Unfortunately, the new method suffers from the problem of excessive computational complexity. This problem needs to be addressed in order to make fuzzy Markov modeling a useful reliability tool with broad applications. 
