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Kapitel 1
Einleitung
\Geoinformatik und Geographische Neuroinformatik" geh

oren zu den zentralen For-
schungsfeldern an der Abteilung f

ur Theoretische und Angwandte Wirtschafts- und
Sozialgeographie (WSG) der WU-Wien. Der Forschungsschwerpunkt setzt sich aus
zwei Modulen zusammen: Zum einen ist dies Geoinformatik und r

aumliche Informa-
tionsverarbeitung, Modellierung und Analyse, zum anderen Bereiche der r

aumlichen
Neuroinformatik | auch unter den Begrien Neurocomputing und Neuronale Netze
bekannt. Beide sind

auerst attraktive Forschungsfelder, die das Potential haben,
die geographische Informationsverarbeitung zu revolutionieren.
Durch die Mitarbeit an drei umfangreichen interdisziplin

aren Forschungsprojekten,
die der Grundlagenforschung zuzurechnen sind, konnte unter Leitung des Instituts-
vorstandes o.Univ.Prof. Dr. Manfred M. Fischer die Basis f

ur die vorliegende Arbeit
geschaen werden:
Das im Rahmen des ESF-Forschungsprogrammes GISDATA durchgef

uhrte Projekt
\GIS and Spatial Data Analysis", gef

ordert durch den Fonds zur F

orderung Wis-
senschaftlicher Forschung FWF (P09972-TEC, 1994/02 bis 1996/10), verfolgte die
Zielsetzung, die analytische Probleml

osungskapazit

at geographischer Informations-
systeme zu erh

ohen. Die Schw

achen derzeit zur Verf

ugung stehender geographi-
scher Informationssysteme, wie z.B. die Fundierung auf dem klassischen Konzept
der Bool'schen Logik und der Mengentheorie, relativ simple analytische Funktiona-
lit

aten und ein geringer Grad an Intelligenz im Sinne der Informationsrepr

asentation
und -verarbeitung bedingen eine Intoleranz bei der Verarbeitung unvollst

andiger,
ungenauer und verrauschter realweltlicher Daten. Basierend auf methodologischen
Erkenntnissen der raumanalytischen Tradition der Quantitativen Geographie und
neueren Erkenntnissen der relativ jungen Forschungsgebiete Computational Geo-
graphy und Computational Intelligence wurde unter anderem die Entwicklung, Im-
plementierung und Evaluierung von neuronalen Klassiktoren f

ur hochau

osende
1
multispektrale Satellitenbilddaten verfolgt. Das Projekt wurde in Kooperation mit
WissenschaftlerInnen des Department of Geography, Boston University (MA, USA),
dem Keldysh Institute of Applied Mathematics der Russischen Akademie der Wis-
senschaften und der Abteilung Umweltplanung des

Osterreichischen Forschungszen-
trums Seibersdorf abgewickelt.
Ausgehend von den im FWF-Projekt erzielten Ergebnissen, wurde im Forschungs-
projekt \The Potential of Neurocomputing in Regional Science: Exploratory Ana-
lysis of New Methodologies in Selected Application Fields" (gef

ordert vom Bun-
desministerium f

ur Wissenschaft, Verkehr und Kunst; GZ 308.937/2-IV/3/95) die
Leistungsf

ahigkeit von zu Multi-Layer Perceptronen alternativen neuronalen Netz-
werkarchitekturen zur L

osung des multispektralen pixel-basierten Klassikations-
problems evaluiert. Weiters wurden Analysen zur Performance und Stabilit

at zwei-
schichtiger Feedforward Netze durchgef

uhrt. Die Bearbeitung des Forschungsthemas
erfolgte in Koopertion mit dem International Institute for Applied Systems Analysis,
IIASA, Laxenburg.
Die Vorbereitung der Research Initiative 1 (Computational Intelligence) des Spezi-
alforschungsbereiches \Adaptive Information Systems and Modelling in Economics
and Management Science" an der WU-Wien (ab 1994/03) in Kooperation mit Wis-
senschaftlern des

Osterreichischen Instituts f

ur Articial Intelligence der Universit

at
Wien und des Instituts f

ur Statistik und Wahrscheinlichkeitstheorie der TU-Wien
hat wesentliche theoretische Impulse zur Bearbeitung des Dissertationsthemas ge-
liefert.
Die Wahl des Applikationsbereiches Fernerkundung wurde auch durch die im Rah-
men der Abschluarbeit zum Hochschullehrgang Geoinformationswesen am Institut
f

ur Photogrammetrie und Fernerkundung (IPF) der TU-Wien (1990/09 bis 1993/03)
erworbenen Kenntnisse wesentlich beg

unstigt. Die Teilnahme an der EU Concer-
ted Action COMPARES: \Connectionist Methods for Preprocessing and Analysis
of Remote Sensing Data" (1996) hat die Notwendigkeit methodologischer Analysen
im gegenst

andlichen Applikationsgebiet bekr

aftigt.
Aus der Sicht der Geoinformatik (GI) hat die Fernerkundung (FE) ihren Schwer-
punkt am Beginn von Verarbeitungsabl

aufen, insbesondere zur Gewinnung von
Landschafts-, Ober

achenbedeckungs- und Landnutzungselementen. Ein weites
Spektrum potentieller Applikationsfelder, die M

oglichkeit einer 

achendeckenden
und periodischen Datenerfassung sowie die automatische bzw. semi-automatische
Informationsextraktion aus digitalen Satellitenbilddaten stellen attraktive Eigen-
schaften dieser Technologie dar. Da in den Geowissenschaften einerseits Teile der
Erdober

ache mit sehr groer Ausdehnung (global, national) und andererseits auch
mittlere bis kleine Ausschnitte (regional, lokal) sehr dierenziert beschrieben werden,
liegen die Probleme bei der Gewinnung und Interpretation hochau

osender Ferner-
kundungsdaten besonders in der Menge und Komplexit

at der Daten. Art und Um-
2
fang der Daten spielen somit eine entscheidende Rolle, die die L

osungsm

oglichkeiten
von prinzipieller Eignung bis zu g

unstiger L

osung bewerten.
Die vorliegende Arbeit konzentriert sich auf die Klasse der

uberwachten pixel-
basierten Klassikation multispektraler Fernerkundungsdaten zur Detektion urba-
ner Landnutzungsinformationen | ein komplexes Mustererkennungsproblem bei
hochau

osenden multispektralen Satellitenbilddaten | gekennzeichnet durch se-
mantisch spezizierte spektral inhomogene Objektklassen einerseits und sensorbe-
dingte Mischpixelinformationen andererseits. Konventionelle parametrische Klas-
sikationsverfahren, wie das Gauss'sche Maximum Likelihood basierte Verfahren,
sind nur bedingt geeignet, dieses komplexe Mustererkennungsproblem hinreichend
genau zu l

osen. \Computational Neuronal Networks" (CNNs) hingegen setzen keine
explizit probabilistische Struktur der zu verarbeitenden Information und der funk-
tionalen Spezikation des Informationsverarbeitungsprozesses voraus. Sie k

onnen
bedingt durch ihre parallele Struktur groe Mengen an Informationen ezient ver-
arbeiten und z.B.

uber die adaptive Anpassung bestimmter Parameter \lernen".
Ihre prim

aren Applikationsgebiete sind die nicht-lineare Funktionsapproximation,
Klassikation und Clustering sowie die Signalverarbeitung und Kontrolle | beson-
ders in hochdimensionalen Merkmalsr

aumen, bei denen a priori keine Information

uber die Eigenschaften der Verteilung der Daten vorhanden ist. Demgem

a stellen
CNNs auch in der Bearbeitung multispektraler Satellitenbilddaten eine attraktive
Alternative zu Methoden der linearen parametrischen Funktionsapproximation der
multivariaten Statistik dar.
Der methodisch-theoretische Schwerpunkt dieser Arbeit liegt auf der Analyse und
Evaluation von neuronalen Klassikatoren mit einer zweischichtigen Feedforward
Architektur im allgemeinen und lokalen Optimierungsverfahren zur Minimierung
einer Zielfunktion im speziellen. Die implementierten 2-Layer Perceptronnetze um-
fassen drei stochastische Versionen von Gradientenabstiegsverfahren, das allgemei-
ne Gradientenverfahren, die Methode der konjugierten Gradienten und die Quasi-
Newton Methode. Es werden Aspekte der prinzipiellenEignung derartiger Verfahren
im Applikationsbereich der Landnutzungsklassikation evaluiert, wobei zum einen
das Hauptaugenmerk auf der systematischen Analyse von Performancekriterien wie
Stabilit

at hinsichtlich Trainingssetcharakteristika und Parameterinitialisierung so-
wie In-Sample- und Out-of-Sample Klassikationsg

ute des Standardgradientenver-
fahrens bei xierter Systemarchitektur liegt. Die beiden auf konventionellen Opti-
mierungsalgorithmen basierenden Verfahren zur Minimierung einer Fehlerfunktion,
die eine schnellere Konvergenz gew

ahrleisten sollen, werden ebenfalls hinsichtlich
ihrer Stabilit

at und Performance evaluiert.
Die Arbeit gliedert sich in drei aufeinander aufbauende Abschnitte. Das folgende
zweite Kapitel besch

aftigt sich mit den Charkateristika und der Analyse multispek-
traler Fernerkundungsdaten. Nach einer kurzen, eher allgemeinen Einf

uhrung in
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die Thematik werden die statistischen Grundlagen der

uberwachten pixel-basierten
Klassikation multispektraler Fernderkundungsdaten ausf

uhrlich er

ortert. Diese
bilden die Voraussetzung f

ur eine methodisch transparente und theoretisch fun-
dierte Darstellung des konventionellen Maximum Likelihood (ML-) basierten An-
satzes zur multispektralen Klassikation, wie auch der semi-parametrischen CNN-
Klassifkatoren. Weiters werden das Applikationsbeispiel | die Detektion urbaner
Landnutzungsklassen im Agglomerationsraum Wien | und das Setup der Expe-
rimente vorgestellt. Eine Analyse der ML-basierten Klassikationsergebnisse, die
mittels der Bildverarbeitungssoftware Erdas am IPF, TU-Wien realisiert wurde,
beschliet diesen Teil.
ImMittelpunkt des dritten Kapitels steht die Theorie und Methodik Neuronaler Net-
ze zur Mustererkennung und Klassikation. Aufbauend auf das Konzept der lokalen
Informationsverarbeitung in den Prozessorelementen (PEs) mehrschichtiger Feedfor-
wardnetze werden die wesentlichen Komponenten zur Charakterisierung von CNNs
| die Funktionalit

aten der PEs, die Netzwerktopologie oder Architektur und die
algorithmische Implementierung von Trainings- oder Lernstrategien | vorgestellt.
Anhand des von Fischer et al. [1995] modellierten Benchmark-Klassikators MLP-1,
der die einfache Gradient Descent Strategie zur Parameteroptimierung und damit
zur Minimierung der Fehlerfunktion verwendet, werden die Phase der Modellselek-
tion, die Optimierung der Modellkomplexit

at und die Parametersch

atzung er

ortert.
Die klassischen Optimierungsmethoden bieten jedoch auch alternative Strategien
zur Minimierung einer Zielfunktion, wie die Methode konjugierter Gradienten und
die Quasi-Newton Methode, die auf das Trainingsverfahren von MLP-Modellen di-
rekt anwendbar sind. Die theoretischen Konzepte, die funktionalen Spezikationen
und die Charkateristika der algorithmischen Implementierung dieser Optimierungs-
strategien bilden den zweiten Schwerpunkt im Rahmen des Theorieteiles.
Die Motivation f

ur die im vierten Kapitel dargestellten Analysen zur Performance
und Stabilit

at von MLP-Modellen im gegenst

andlichen Applikationsbereich leitet
sich aus dem Umstand ab, da Neuronale Netze in ihren Performanceeigenschaften
starke Variationen zeigen k

onnen und bereits minimaleVer

anderungen imNetzwerk-
design und an den Kontrollparametern, dem Optimierungsverfahren der Zielfunk-
tion, der Anfangsinitialisierungen der Netzwerkgewichte und Variationen der Trai-
ningsdatensets starke Auswirkungen auf das Netzwerkverhalten und die Generali-
sierungsf

ahigkeit zeigen k

onnen. Im ersten Subkapitel werden Performanceanalysen
zum Gradient Descent basierten MLP-1 Klassikator dokumentiert, die die Sen-
sibilit

at des MLP-1 Modells hinsichtlich unterschiedlicher Gewichtsinitialisierungen
und Trainingssetgr

oen bei einer xierten Systemarchitektur und Lernrate umfassen.
Diese Analysen wurden mittels des kommerziellen CNN-Softwarepaketes Neural-
Works Professional II/Plus durchgef

uhrt. Die konventionellen Optimierungs-
algorithmen, die von Trapletti [1996] im Zuge der parallel entstehenden Dissertation
implementiert wurden, setzen auf die durch MLP-1 determinierte Systemarchitektur
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auf. Die Auswirkungen auf die Konvergenzeigenschaften, Generalisierungsg

ute und
Stabilit

at der Klassikationsmodelle werden in zwei weiteren Subkapiteln dargestellt.
Eine Evaluation der Ergebnisse der vorgestellten Parameteroptimierungsverfahren
beschliet diese Arbeit.
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Kapitel 2
Analyse multispektraler
Fernerkundungsdaten:
Grundlagen zur Pixel-basierten
Klassikation
Aus der Sicht der Geoinformatik (GI) hat die Fernerkundung (FE) ihren Schwer-
punkt am Beginn von Verarbeitungsabl

aufen, insbesondere zur Gewinnung von
Landschafts-, Ober

achenbedeckungs- und Landnutzungselementen. Ein weites
Spektrum potentieller Applikationsfelder, die M

oglichkeit einer 

achendeckenden
und periodischen Datenerfassung sowie die automatische bzw. semi-automatische
Informationsextraktion aus digitalen Satellitenbilddaten stellen attraktive Eigen-
schaften dieser Technologie dar. Der Terminus Remote Sensing (Fernerkundung),
dessen Wurzeln in den 60-er Jahren liegen (vgl. u.a. Arono [1991], Lillesand & Kie-
fer [1994]), bezeichnet die \Gewinnung von Informationen

uber Art und Eigenschaf-
ten entfernter Objekte" und schliet demgem

a Satelliten- und auch Flugzeugauf-
nahmen ein [Kraus & Schneider, 1988, S. 7]. Die Fernerkundung ist vordergr

undig
eine Methode der direkten Datengewinnung in digitaler Form (magnetische Auf-
zeichnung von Abtasterdaten aus verschiedenen Spektralbereichen). Weiters kann
der FE die Ableitung thematischer Merkmale zugeordnet werden. Da fachspezische
Merkmale teilweise direkt aus mebaren fernerkundungsspezischen Parametern ab-
geleitet werden, ist die Merkmalsgewinnung und deren Transformation innerhalb des
Merkmalsraumes { Merkmalstransformation { ebenfalls der Fernerkundung zuzuord-
nen (vgl. Pross [1993]).
Die dynamische Entwicklung von Sensoren, Daten

ubertragungs- und Datenspeicher-
technologien f

uhren zu einem beinahe exponentiellen Anwachsen der verf

ugbaren
Datenmengen und deren Komplexit

at. Diese technologische Entwicklung wird stark
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von der sich rasant vollziehenden Revolution auf dem Gebiet der Rechen- und Spei-
chertechnik beeinut. Da in den Geowissenschaften einerseits Teile der Erdober-


ache mit sehr groer Ausdehnung (global, national) und andererseits auch mitt-
lere bis kleine Ausschnitte (regional, lokal) sehr diernziert beschrieben werden,
liegen die Probleme bei der Gewinnung und Interpretation hochau

osender Fer-
nerkundungsdaten besonders in der Menge und mathematischen Komplexit

at der
Daten. Art und Umfang der Daten spielen somit eine entscheidende Rolle, die die
L

osungsm

oglichkeiten von prinzipieller Eignung bis zu g

unstiger L

osung bewerten.
2.1 Grundlagen der digitalen Bildverarbeitung
Die digitale Bildverarbeitung umfat die Manipulation und Interpretation digitaler
Bilder am Computer. Sie ist ein extrem breites Wissensgebiet, das von den F

achern
Elektronik, Informatik, Mathematik sowie Physik getragen und in der Erdbeobach-
tung, Medizin, Robotik, etc. angewandt wird [Kraus et al., 1990, S. 376]. Lillesand
& Kiefer [1994, S. 525f] unterscheiden f

unf relativ breit gefate Kategorien von
computergest

utzten digitalen Bildverarbeitungsoperationen, denen Kraus
[1990, siehe S. 412-421] noch die Wiedergabe bzw. Visualisierung digitaler Bilder
voranstellt:
 Die Rektizierung und Korrektur umfat Operationen zur geometrischen
und radiometrischen Korrektur optischer Bilddaten sowie der Beseitigung von
Rauschen, die typischerweise stark von den Charakteristika der verwendeten
Sensoren mitbestimmt werden. Diese Prozeduren werden h

aug unter dem
Terminus Vorverarbeitungsoperationen oder auch Datenpreprocessing zusam-
mengefat, da sie normalerweise allen weiteren Manipulationen und Analysen
der Bilddaten vorangestellt werden.
 Methoden zur Bildverbesserung (Image Enhancement) sollen die visu-
elle Interpretierbarkeit digitaler Bilder verbessern und Ph

anomene einer Sze-
ne leichter unterscheidbar machen, wobei \neue" digitale Bilder entstehen.
Hierzu geh

oren u.a. Grauwertoperationen (Kontrastver

anderungen, Farbko-
dierung, Dierenzieren von Bildern); Filterung im Orts- und Spektralbereich
sowie Spektralanalysen; Operationen, die mehrere spektrale B

ander eines Bil-
des integrieren (Analyse der Hauptkomponenten, Vegetationskomponenten,
IHS-Farbraumtransformationen).
 Die Klassikation digitaler Bilddaten ersetzt die visuelle Analyse durch
quantitative Methoden und erm

oglicht eine automatische Identikation von
Bildsegmenten. Multispektrale Informationen werden mittels statistischer
Entscheidungsregeln zur Segmentierung der Bildinhalte herangezogen. Wer-
den diese Entscheidungsregeln lediglich auf die multispektralen Informationen
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angewendet, so wird dieser Proze als spektrale Mustererkennung bezeichnet.
Die r

aumliche Mustererkennung stellt eine methodische Erweiterung der spek-
tralen Mustererkennung dar, bei der auch die Information benachbarter Bild-
elemente zur Identikation von Objekttypen herangezogen werden.
 Prozeduren zur Integration von FE- und GIS-Daten, die eine gemeinsa-
me Verarbeitung von digitalen Bildern unterschiedlicher Sensoren und/oder zu
unterschiedlichen Aufnahmezeitpunkten sowie anderen geographisch referen-
zierten Informationen erlauben, erm

oglichen qualitativ hochwertige Analysen
komplexer r

aumlicher Sachverhalte.
 Methoden zur biophysikalischen Modellierung intendieren eine quantita-
tive Analyse digitaler Fernerkundungsdaten zusammen mit terrestrischen bio-
physikalischen Medaten z.B. aus den Bereichen Umwelt-, Landwirtschafts-
und Klimaforschung zum Zwecke der Simulation biophysikalischer Systeme.
Diese Gliederung stellt eine Orientierungshilfe dar, die die Prozeduren im Bereich
der digitalen Bildverarbeitung kategorisiert, wenngleich s

amtliche Operationen
miteinander in einem engen Zusammenhang stehen, teilweise aufeinander aufbauen
oder sogar mehreren Kategorien zuordenbar sind. Die Methoden zur Korrektur,
Rektizierung und Bildverbesserung sowie zur Integration von Fernerkundungs- und
GIS-Daten wie auch der Modellierung werden in der Folge bewut ausgeklammert,
da sie nicht dem zentralen Themenkreis der Arbeit angeh

oren. Die folgenden
Ausf

uhrungen sind daher ausschlielich unter dem Gesichtspunkt der Relevanz f

ur
die L

osung des pixel-basierten multispektralenKlassikationsproblems zu verstehen.
Struktur und Charakteristika digitaler Bilder
Bilder sind von der Struktur her 2-dimensionale Mannigfaltigkeiten und lassen sich
durch Funktionen zweier Ortskoordinaten (gegebenenfalls vektorwertig) beschrei-
ben. Von einer diskreten Darstellung spricht man dann, wenn der Wertebereich
auf eine abz

ahlbare (oder aus praktischen Gr

unden endliche) Menge eingeschr

ankt
wird. Die Fachgebiete der Geoinformatik im allgemeinen und der Fernerkundung im
speziellen befassen sich mit thematischen Sachverhalten der Erdober

ache, die zwei
Parametern { hier als Ortskoordinaten { zugeordnet werden k

onnen. Somit ergibt
sich der Ortsbezug, der sich in zwei Dimensionen realisieren l

at. Die thematischen
Sachverhalte, einschlielich der 3. Ortskoordinate (H

ohe

uber der Bezugs

ache),
lassen sich als Merkmale auassen. Die thematischen Daten k

onnen unter ande-
rem auch unmittelbar durch abbildende Fernerkundungssysteme gewonnen werden.
Durch Konventionen bez

uglich einer gleichm

aigen Ortsdiskretisierung sind solche
Daten zeilen- und spaltenorientiert (rasterorientiert) realisierbar (vgl. Pross [1993]).
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Abbildung 2.1: Denition eines digitalen Bildes (modiziert nach Kraus et al. [1990])
Digitale Bilder sind demnach als diskrete 2-dimensionale Abbildungen 3-
dimensionaler Objekte in Form einer Matrix aufzufassen, deren Elemente als Pixel
bezeichnet werden. Jedem Pixel sind ein Punkt (eine Fl

ache) im Objektraum und
ein Wert (Grauwert) zugeordnet, der je nach Aufnahmeverfahren die Intensit

at der
Reexion und/oder Emission elektromagnetischer Wellen des Objektpunktes (der
Objekt

ache) repr

asentiert. Jedes Sensorelement liefert somit einen radiometrischen
Wert in einem vorgegebenen Wertebereich, der in Abh

angigkeit vom Problem auf
die ganzen Zahlen abgebildet und dabei dem Dynamikbereich der gesamten rele-
vanten Information angepat wird (diese Quantizierung orientiert sich am Byte,
z.B. 0; : : : ; 255). Unabh

angig von der Anzahl der Spektralbereiche hat sich f

ur die
Werte der Bildelemente die Bezeichnung Grauwerte durchgesetzt, obwohl diese nur
bei Schwarzweibildern berechtigt w

are.
Da f

ur die klassischen Fernerkundungsaufgaben die Kenntnis spektraler Charak-
teristika, hier der Wellenl

ange der elektromagnetischen Strahlung { insbesondere
im sichtbaren und nahen infraroten Bereich { erforderlich ist, ergeben sich ver-
schiedene Ans

atze, dieses mehrdimensionale Problem durch Bilder { also spezielle
2-dimensionale Projektionen in einemmehrdimensionalen Merkmalsraum { zu l

osen
(vgl. auch K

ahler [1989], Pross [1993]).
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Multispektrale Bilder setzen sich aus mehreren digitalen Bildern zusammen,
die denselben Objektraum darstellen und somit die gleiche Aufnahmegeometrie
besitzen (siehe Abb. 2.1). Die Bildelemente sind in der xy-Ebene 2-dimensional
angeordnet, die dritte Dimension entspricht der Anzahl K (k = 1; : : : ;K) der
erfaten Spektralbereiche (Kan

ale), wodurch eine 3-dimensionale Matrix { auch
Bildw

urfel genannt { entsteht. Ein Objektpunkt wird dementsprechend durch
einen Pixelvektor x
ijk
dargestellt. Die Bildkoordinaten x und y der einzelnen
Pixel ergeben sich aus den Indizes i = 1; : : : ; I und j = 1; : : : ; J multipliziert mit
den Bildelementgr

oen 4x und 4y. Wegen der endlichen Gr

oen 4x und 4y
spricht man nicht von einem Bildpunkt, sondern von einem Bildelement oder Pixel
(vgl. Kraus et al. [1990], Steinnocher [1994]).
Aufnahmesysteme und Au

osungsverm

ogen
Ganz allgemein werden Aufnahmen, die von Satelliten aus von der Erdober

ache
gewonnen werden, als Satellitenbilder bezeichnet. Dabei mu jedoch zwischen Pho-
tographien, Aufnahmen von Abtastger

aten und Aufnahmen aktiver Systeme (Ra-
dar) unterschieden werden. F

ur diese Arbeit sind ausschlielich zweitere relevant.
Abtastger

ate (Scanner), wie z.B. MSS (Multi-Spectral Scanner) oder TM (Thema-
tic Mapper) des orbitalen Systems LANDSAT k

onnen mit ihren Sensoren getrennt
verschiedene Anteile des elektromagnetischen Spektrums aufnehmen, d.h. die Spek-
tralbereiche des sichtbaren Lichtes (blau, gr

un, rot) und aus dem nichtsichtbaren
Anteil das nahe bis mittlere Infrarot oder die thermische Strahlung der Erd- bzw.
Meeresober

ache oder der Wolken. Die Mewerte der verschiedenen Spektralberei-
che k

onnen farblich kodiert und visualisiert als Interpretationsgrundlage verwendet
werden. Ein wesentlicher Verwendungszweck ist jedoch die automatische Extraktion
von Information zur Ober

achenbedeckung.
Der Informationsgehalt eines Satellitenbildes ist entscheidend von der Au

osung des
Aufnahmesystems deniert. Allgemein wird unter dem Au

osungsverm

ogen ei-
nes Scannersystems seine F

ahigkeit verstanden, dicht beieinander liegende Signale
{ r

aumlich, zeitlich, spektral und radiometrisch { zu unterscheiden (vgl. Wieneke
et al. [1988], Kraus & Schneider [1988]). Spektrale Au

osung ist durch die An-
zahl und Breiten der genutzten Spektralbereiche (Kan

ale) eines Aufnahmesystems
deniert, d.h. hohe spektrale Au

osung wird durch viele schmale B

ander erzielt,
wodurch eine genauere spektrale Signatur der Objekte gemessen werden kann. Die
radiometrische Au

osung ist durch die Anzahl der diskreten Werteniveaus, in die
ein Signal unterteilt werden kann, bestimmt. Bei Thermalbildern wird der radiome-
trische Dynamikbereich in der Regel in K (Kelvin) angegeben, der h

aug in Form
eines gestuften Graukeils angedeutet wird. Die zeitliche Au

osung ist durch das
Zeitintervall zwischen zwei Aufnahmen derselben Szene gegeben (Repetitionsrate;
z.B. 16 Tage bei Landsat 5-TM).
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Das r

aumliche (geometrische) Au

osungsverm

ogen einer Scanneraufnahme ist in
erster Linie von der Gr

oe der Bildelemente bestimmt, die wesentlich vom klein-
sten

Onungswinkel  (auch IFOV { Instantaneous Field of View), dem Beob-
achtungswinkel  und der Flugh

ohe h des Aufnahmesystems abh

angig ist. Im
Nadir betr

agt die Seitenl

ange eines Pixels daher y
0
= x
0
= h  , w

ahrend
das n-te Bildelement unter dem Beobachtungswinkel  die Seitenl

ange y =
h = cos
2
 = y
0
= cos
2
 = n
y
y
0
bzw. x = h = cos
2
 = x
0
= cos
2
 =
n
x
 x
0
besitzt [Kraus & Schneider, 1988, S. 125f]. Weitere wichtige Faktoren
sind u.a. die repr

asentative Strahlendichte L (AWAR { Area Weighted Average
Resolution), die entsprechend der Gr

oe von y bzw. x variiert und die Kon-
trast

ubertragungseigenschaften.
Um die Grenzen des geometrischen Au

osungsverm

ogens von Scanner-
systemen zu erkennen, mu ber

ucksichtigt werden, da der Detektor des Scanners
w

ahrend des Abtastens nur einen gleitenden Mittelwert der tats

achlichen, in der
Scannrichtung Y auftretenden Strahlung empfangen kann. Folgende Eigenschaften
sollen hier nun hervorgehoben werden, da sie auch f

ur das Applikationsbeispiel in
Kap. 2.4 von Bedeutung sind:
 Die kontinuierlich im Detektor empfangenen gleitenden Mittelwerte der Strah-
lung werden in sehr kurzen Zeitintervallen registriert und dadurch in diskrete
Signale zerlegt (z.B. in [0, : : : ,255]). Die Intensit

at der vom Detektor empfan-
genen Strahlung ist | zumindest bei reektierter, nicht-emmitierter Strahlung
| von der Abtastrichtung abh

angig. Dar

uber hinaus ist das Signal von der
Abfolge der Abtastung beeinut, wenn die kontinuierliche Strahlungsregi-
strierung Objekte erfat, die einen starken Konstrast in der Strahlungsinten-
sit

at zu ihrer Umgebung aufweisen. Starke Signale im jeweiligen Kanal verur-
sachen mit einer Art

Uberblendung im Detektor die Verz

ogerung eines neuen
Signals. Die neutrale Kalibrierung der Sensibilit

at des Detektors wird erst in
einem gewissen Abstand wieder erreicht, wodurch es bei einzelnen Pixeln zu
Mischsignalen kommen kann.
 Da Scannerbilder einen matrix

ahnlichen Aufbau aus diskreten Bildelementen
aufweisen (siehe Fig. 2.1), ist auch die Objektkomplexit

at bedingt durch die
Lage der abzubildenden Objekte zur Abtastrichtung Y und die Objektgr

oe
von Bedeutung. Bedingt durch die Gr

oe von Objekten und Pixeln kommt es
h

aug zu Mischsignaturen, die ein aus verschiedenen objektspezischen Strah-
lungswerten zusammengesetztes Signal generieren und damit zu sog. Misch-
pixel (Mixed Pixel { Mixel) in der Bildmatrix f

uhren. Grunds

atzlich sind
zwei F

alle von Mischpixel zu unterscheiden: Ist das Objekt kleiner und/oder
schmaler als x bzw. y, z.B. ein schmales linienhaftes Element mit hohem
Kontrast zur Umgebung, so kommt es zu Mischsignaturen, die nicht einer
spezischen Objektsignatur entsprechen. Gr

oere 

achenhafte Objekte mit
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hohem Kontrast zur Umgebung erzeugen lediglich in randlich geschnittenen
Pixel Mischsignaturen, w

ahrend die inneren Pixel wie auch die auerhalb lie-
gende Umgebung objektspezische Signaturen repr

asentieren (siehe Abb. 2.2).
AAAAAAAA
AAAAAAAAlinienhaftes
Objekt flächenhaftesObjekt
Abbildung 2.2: Objektgr

oen- und -lagebedingte Entstehung von Mischpixeleekten
Antrop [1986] (nach [Wieneke et al., 1988, S. 56]) stellt fest, da die Verh

altnisse
von Objektgr

oe zu Pixelgr

oe einerseits und von Objektform zu Pixelform an-
dererseits f

ur jedes Objekt den Anteil reiner Pixel mit objektspezischer Signatur
zum Anteil der Mischpixel bestimmen. Die Wahrscheinlichkeit f

ur objektspezi-
sche Pixel steigt mit wachsender Objektgr

oe, mit wachsender Kompaktheit seiner
Form und mit steigendem Fl

achenanteil des Objektes in der Szene. W

ahrend rei-
ne objektspezische Pixel kaum Probleme bei der Informationsextraktion bereiten,
enthalten Mischpixel keine direkte Information

uber die Objekte. Methoden zur
Dekomposition spektraler Signaturen, wie die Spectral Mixture Analysis, sowie zur
Integration von Textur- und (r

aumlicher) Strukturinformationen stellen sinnvolle
Probleml

osungsans

atze dar.
2.2 Pixel-basierte spektrale Klassikation
Das vorrangige Ziel der Informationsextraktion aus multispektralen Fernerkun-
dungsdaten ist die automatische Ableitung thematischer Sachverhalte aus den spek-
tralen Reexionen und Emissionen der abgebildeten Objekte. Durch die Fokussie-
rung auf die Detektion inh

arenter spektraler \Muster" in den Bildmatrizen werden
geometrische Charakteristika und wechselseitig topologische Beziehungen der ab-
gebildeten Objekte v

ollig ausgeblendet. Mittels geeigneter statistischer Verfahren
soll nun der Typ der abgebildeten Objekte erkannt und Fl

achen gleicher (

ahnlicher)
spektraler Signaturen und damit gleicher Objekttypen gegeneinander abgegrenzt
werden. Pixel mit

ahnlichen spektralen Charakteristika bilden Punktwolken im
Merkmalsraum, die eine Segmentierung des Bildes in homogene, m

oglicherweise un-
gelabelte Regionen (Cluster) erlauben. Diese pixel-basierte Bildung von Clustern
kann \

uberwacht" oder \un

uberwacht" erfolgen. Dementsprechend unterscheidet
man zwei Arten von pixel-basierter multispektraler Informationsextraktion:
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
Uberwachte Klassikation (supervised classication): Hierbei werden in ei-
nem ersten Schritt repr

asentative Beispielgebiete bekannter Objekttypen {
sog. Trainingsgebiete { deniert. Die Auswahl der Trainingsgebiete erfordert
eine genaue Kenntnis des geographischen Raumes und qualitativ hochwertige
Referenzinformationen, die entweder direkt im Gel

ande erhoben werden oder
aus ad

aquaten Sekund

arquellen (Karten, GIS-Datenbanken, etc.) stammen.
Weiters mu darauf geachtet werden, da die Anzahl der Trainingspixel pro
Klasse gen

ugend gro ist. Theoretisch stellen K + 1 Pixel das unterste Li-
mit bei parametrischen statistischen Klassikatoren dar, damit die Evaluation
der Varianz-Kovarianzmatrix m

oglich ist. D.h., in einem 6-kanaligen Beispiel
w

aren in der Theorie nur sieben Beobachtungen notwendig. In der Praxis
wird zumeist ein Minimum von 10K bis 100K angenommen,, um eine hinrei-
chend gute statistische Repr

asentation jeder spektralen Klasse zu erreichen.
Die spektralen Attribute der Trainingspixel eines jeden Objekttyps fungieren
als numerische Deskriptoren (\Interpretationsschl

ussel"). Aus den Informa-
tionen der Musterklassen k

onnen somit in einem zweiten Schritt die Entschei-
dungsfunktionen (Diskriminanzfunktionen oder auch der sog. Klassikator)
abgeleitet werden. Da FE-Datensets zumeist sehr gro sind (eine Landsat-5
Szene mit 7 Spektralkan

alen ben

otigt rund 291 Mbytes Speicherplatz), sind
leistungsf

ahige algorithmisch implementierte Diskriminanzfunktion, z.B., ba-
sierend auf Minimum Distance (k

urzester Entfernung), Parallel Epiped (Qua-
der) oder der Gauss'schen Maximum Likelihood (maximalen Mutmalich-
keit) von zentraler Bedeutung.
 Un

uberwachte Klassikation (unsupervised classication): Wie bei der

uberwachten Klassikation ist auch diese Operation in zwei Hauptphasen un-
terteilbar. Da keine Trainingsgebiete ben

otigt werden, erfolgt zuerst eine sta-
tistische Segmentierung (i.d.R. durch ein Abstandsma) des gesamten Merk-
malsraumes anhand der Grauwerte in \nat

urliche" spektrale Klassen (Cluster).
Es gilt die Pr

amisse, da die Spektralwerte innerhalb eines Objekttyps im
Merkmalsraum n

aher beieinander liegen, w

ahrend Datenpunkte unterschied-
licher Spektralklassen gut separierbar sein sollen. In der r

aumlichen Statistik
gibt es eine Vielzahl partitionierender Clusterverfahren, die auf Abstands-
maen basieren | so auch diverse K-Funktionen (vgl. Ripley [1981], Cres-
sie [1993]). Ein gel

auger iterativer und daher rechenintensiver Clusteral-
gorithmus ist der K-Means-Ansatz, der die Vorgabe der zu bildenden Clu-
steranzahl verlangt. Andere popul

are Ans

atze verwenden Texturparameter
zur Allokation der Clusterzentren. Die Zuordnung der Cluster zu Objekt-
klassen erfolgt interaktiv unter Verwendung von Informationen aus Boden-
beobachtungen und/oder anderen Referenzquellen wie Karten, GIS-Daten,
etc. Eine ausschlielich un

uberwachte Klassikation kann eine Reihe von Un-
zul

anglichkeiten aufweisen, da manche Algorithmen sensitiv auf die Abfolge
von Mustern reagieren, so da z.B. die Anzahl der vorgebenen Cluster bereits
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erreicht ist bevor die gesamte Szene analysiert wurde. H

aug werden auch
linienhafte Elemente nur unzureichend erkannt. Daher werden un

uberwachte
Methoden oft nur einer

uberwachten Klassikation vorangestellt, z.B. um spek-
tral homogene Trainingsgebiete sensibler Klassen zu bestimmen.
Brauer [1984], (S. 295), betont jedoch, da die in der Fernerkundung gebr

auchlichen
Begrie \

uberwachte" bzw. \un

uberwachte" Klassikation von Bildelementen ir-
ref

uhrend seien, da sie richtiger Diskrimination und Klassikation heien sollten.
Der wesentliche Unterschied zwischen Klassikation und Diskrimination besteht
darin, da bei der Diskrimination die Anzahl und die Eigenschaften der Teilge-
samtheiten bekannt sind. Bei der Klassikation hingegen wird nur die Existenz
einer Struktur in der Datenmatrix und damit einer unbekannten Anzahl von Klas-
sen vorausgesetzt.

Ubertr

agt man die Begrie und Begrisinhalte der multivariaten
Statistik auf die Terminologie der digitalen Bildauswertung und Mustererkennung,
so entspricht nur das Verfahren der un

uberwachten Klassikation der Klassikation
in engerem Sinne. Die

uberwachte Klassikation dagegen behandelt ein Diskrimi-
nationsproblem (vgl. Wieneke et al. [1988], S. 77).
Anzumerken ist, da bei beiden Verfahren ausschlielich die Segmentierung au-
tomatisch abl

auft, w

ahrend die thematische Interpretation der Objekte interaktiv

uber die Zuordnung der Objektklassen zu den Clustern erfolgt. Desweiteren arbei-
ten beide Verfahren rein pixel-orientiert, d.h., die Zuweisung von Bildelementen zu
Objektklassen erfolgt ohne Ber

ucksichtigung von Nachbarschaftsbeziehungen. To-
pologiebedingte Merkmalsauspr

agungen { und damit das Ausma der r

aumlichen
Autokorrelation des Informationsgehaltes benachbarter Pixel { gehen nicht in den
Klassikationsproze ein.
Die Entscheidung, welches der oben angef

uhrten pixel-basierten Verfahren mit wel-
cher Klassikations- bzw. Diskriminanzfunktion zur L

osung eines Zuordnungs-
problems angewandt wird, h

angt zum einen vom verf

ugbaren Bildmaterial, zum
anderen von der Zielsetzung des konkreten Anwendungsfalles und auch von den
individuellen Pr

aferenzen der BearbeiterInnen ab. Nat

urlich sind auch hybride
Klassikationssysteme m

oglich und in vielen Anwendungen durchaus sinnvoll. Die

uberwachte multispektrale MaximumLikelihood-basierte Klassikation z

ahlt jedoch
zu den am h

augsten eingesetzten parametrischen Verfahren zur Extraktion von
Ober

achenbedeckungsdaten aus Fernerkundungsbildern und zeichnet sich durch
eine fundierte theoretische Basis, gute Automatisierbarkeit und ein transparentes,
leicht nachvollziehbares Ablaufschema aus (vgl. Bolstad & Lillesand [1992], Lillesand
& Kiefer [1994], Steinnocher [1994]).
Detaillierte Informationen zu Theorie und Methoden der digitalen Bildverarbeitung
und Satellitenfernerkundung nden sich u.a. in Harris [1987], Kraus & Schneider
[1988], Kraus et al. [1990], Lillesand & Kiefer [1994]. Eine pr

agnante Darstellung
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relevanter Methoden zur statistischen Bildanalyse in der Fernerkundung ndet sich
auch in Kap. 7.4 von Cressie [1993] (S. 499-534).
Statistische Grundlagen der

uberwachten pixel-basierten Klassikation

Uberwachte pixel-basierte Klassikationsmethoden setzen eine parametrische
Sch

atzung der Wahrscheinlichkeitsdichten p(x j C
c
) f

ur jede a priori durch Trai-
ningsgebiete erfate Objektklasse C
c
voraus. Diese Dichten k

onnen unter Annahme
des Bayes'schen Theorems zur Berechnung der a posteriori Wahrscheinlichkeiten
ungelabelter Grauwertvektoren x und in Folge zur Klassikation von unbekannten
Grauwertvektoren x herangezogen werden. Das Ziel

uberwachter statistischer Klas-
sifkatoren ist also dieMinimierung der Wahrscheinlichkeit von Fehlzuord-
nungen der Grauwertvektoren zu Objektklassen. Dies setzt aber voraus, da
die Pixelvektoren (Punkte) der Trainingscluster c eine multivariate Normalvertei-
lung aufweisen. Es erscheint nun angebracht, einige allgemeine Charakteristika
und Voraussetzungen parametrischer Klassikatoren anzuf

uhren (vgl. Bis-
hop [1995], Fischer et al. [1995]) und somit das methodisch-theoretische Ger

ust f

ur
die nachfolgenden Kapitel zu schaen sowie folgende Terminologie einzuf

uhren:
k Dimensionalit

at des Merkmalsraumes (k = 1; : : : ;K repr

asentiert die Anzahl der
Spektralkan

ale),
R
k
Set aller ganzzahligen k-Tupel des Merkmalsraumes,
x Grauwertvektor eines Pixels (x = (x
1
; : : : ; x
k
) 2 R
k
),
C Anzahl der a priori gegebenen Objektklassen C (1  c  C).
 Das allgemeine Bayes'sche Theorem als Basis statistischer Klassikatoren
Das Bayes'sche Theorem erlaubt es, a posteriori Wahrscheinlichkeiten durch
a priori Wahrscheinlichkeiten P (C
c
) und klassenbedingte Wahrscheinlichkeiten
P (X jC
c
) von X auszudr

ucken. F

ur C verschiedene Objektklassen C
1
; : : : ; C
C
und einen kontinuierlichen Grauwertvektor x kann das Bayes'sche Theorem in
der Form
P (C
c
jx) =
p(x jC
c
)P (C
c
)
p(x)
: (2.1)
angeschrieben werden. p(x) ist die unbedingte Wahrscheinlichkeitsdichte, d.h.
die Dichte f

ur x irrespektive der Objektklasse und ist durch
p(x) =
C
X
c=1
p(x jC
c
)P (C
c
) (2.2)
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speziziert. p(x) stellt einen Normierungsfaktor dar, der garantiert, da die
Summe der a posteriori Wahrscheinlichkeiten 1 ergibt
C
X
c=1
p(x jC
c
)p(C
c
) = 1: (2.3)
In der Praxis werden die klassenbedingten Wahrscheinlichkeiten p(x jC
c
)

uber
parametrisierte Funktionen modelliert, die als Likelihood Funktionen f

ur einen
beobachteten Grauwertvektor x bezeichnet werden. Das Bayes'sche Theorem
kann daher wie folgt zusammengefat werden
a posteriori Wahrscheinlichkeit =
Likelihood  a priori Wahrscheinlichkeit
Normierungsfaktor
(2.4)
 Normalverteilung der Grauwertvektoren
In k Dimensionen kann die allgemeine multivariate normalverteilte Wahr-
scheinlichkeitsdichte p(x) | x entspricht dem Grauwertvektor eines beliebigen
Pixels x = (x
1
; : : : ; x
k
) | als
p(x) =
1
(2)
k=2
j  j
1=2
exp f 
1
2
(x )
T

 1
(x  g (2.5)
speziziert werden, wobei der Mittelwert  ein k-dimensionaler Vektor ist. 
bezeichnet eine kk Varianz-Kovarianzmatrix, j j ist die Determinante von.
Der erste Term in (2.5) stellt sicher, da
R
1
 1
p(x) dx = 1. Die Dichtefunktion
p(x) wird von den Parametern  (dem Erwartungswert) und  ( der Varianz),
 = E[x] (2.6)
 = E[(x  )(x  )
T
] (2.7)
bestimmt. Aus (2.7) geht hervor, da  eine symmetrische und positiv semi-
denite Matrix ist und daher k(k + 1)=2 unabh

angige Komponenten hat. Die
Normalverteilung ist vollst

andig speziziert, wenn  und  gegeben sind, d.h.
k Werte f

ur  und k
2
-symmetrische Werte f

ur . Der Wert

2
= (x  )
T

 1
(x  g (2.8)
der im Exponenten von (2.5) aufscheint, wird als Mahalanobisdistanz von x
zu  bezeichnet. F

ur symmetrische Matrizen wie diese sind die Ober

achen
gleicher Wahrscheinlichkeitsdichen Hyperellipsoide mit konstantem 
2
, wie in
Abb. 2.3 2-dimensional visualisiert wird.
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λ2
1/2
λ1
1/2
µ
u1u2
x1
x2
Abbildung 2.3: Schnitt durch ein Hyperellipsoid konstanter Wahrscheinlichkeitsdichten
Die Hauptachsen des Hyperellipsoids sind durch die Eigenvektoren u
i
von 
u
i
= 
i
u
i
(2.9)
bestimmt. Die korrespondierenden Eigenwerte 
i
bezeichnen die Abweichun-
gen entlang der jeweiligen Hauptachsen.
Eine vereinfachte Form der Gauss'schen Verteilung
()
ij
= 
ij

2
j
(2.10)
mit einer diagonalen Kovarianzmatrix, die durch eine Lineartransformation
erreicht wird, reduziert die Gesamtzahl der Parameter in der Verteilung auf
2k. Die Notation 
ij
bezieht sich auf das Kronecker-Delta Symbol mit den
Eigenschaften 
ij
= 1 f

ur i = j, ansonsten ist 
ij
= 0. In diesem Fall sind die
H

ullen konstanter Dichten Hyperellipsoide, deren Hauptachsen an den Koordi-
natenachsen ausgerichtet sind. Dieses neue Koordinatensystem basiert auf den
Eigenvektoren von, in dem die Variablen statistisch unabh

angig sind, so da
die Dichtefunktionen des Vektors x als Einzelfaktoren f

ur jede Klassenvariable
in das Produkt der Dichten
p(x) =
K
Y
k=1
p(x
k
) (2.11)
eingehen. Eine weitere Reduktion der Parameter auf k + 1 kann durch eine
Konstante 
j
=  f

ur alle j erreicht werden. Die Ober

achen konstanter Dich-
ten beschreiben dann Hypersh

aren. Da diese Verteilungen weniger Parameter
haben, sind sie nat

urlich weniger allgemein.
Die Vorteile der Normalverteilung liegen u.a. in ihren relativ einfachen
analytischen Eigenschaften, die es z.B. erlauben, jedes Moment der Verteilung
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explizit als Funktion von  und  auszudr

ucken.
 Spezikation von Entscheidungsgrenzen im Spektralraum
Die a posteriori Wahrscheinlichkeit P (C
c
j x) gibt die Wahrscheinlichkeit an,
mit der ein beobachteter Grauwertvektor x zu einer Objektklasse C
c
geh

ort.
Die Wahrscheinlichkeit einer Miklassikation wird minimiert, wenn die Klasse
C
c
mit der gr

oten a posteriori Wahrscheinlichkeit gew

ahlt wird, so da gilt:
P (C
c
jx)  P (C
i
jx) i 6= c und i = c = 1; : : : ; C (2.12)
Da die unbedingte Dichte p(x) klassenunabh

angig ist, kann das Bayes'sche
Theorem zum Vergleich der posteriori Wahrscheinlichkeiten herangezogen wer-
den. Unter Anwendung von (2.1) kann (2.12) wie folgt formuliert werden
p(x jC
c
)P (C
c
) > p(x jC
i
)P (C
i
) i 6= c (2.13)
Ein Klassikator stellt nun f

ur die Zuweisung eines jeden Pixels im Spektral-
raum zu einer von c Objektklassen eine Abbildungsfunktion zur Verf

ugung.
Der k-dimensionale Spektralraum wird also in c Entscheidungsregionen
R
1
; : : : ;R
c
unterteilt, so da jeder Punkt in der Region R
c
auf die Klasse
C
c
abgebildet wird. Die Grenzen zwischen diesen Regionen werden als Ent-
scheidungsgrenzen bezeichnet, deren Lage im Spektralraum so gew

ahlt werden
mu, da die Wahrscheinlichkeit des totalen Klassikationsfehlers minimiert
wird. Nach Duda & Hart [1973] ist es f

ur den allgemeinen Fall der Abbildung
von k-dimensionalen Grauwertvektoren auf c Klassen g

unstiger, die Wahr-
scheinlichkeit der korrekten Klassikation eines neuen Musters
P (korrekt) =
C
X
c=1
P (x 2 R
c
; C
c
)
=
C
X
c=1
P (x 2 R
c
jC
c
)P (C
c
)
=
C
X
c=1
Z
R
c
p(x jC
c
)P (C
c
)dx (2.14)
zu w

ahlen, anstatt wie im 2-dimensionalen Klassenraum die Wahrscheinlich-
keit einer Fehlklassikation zu minimieren. Wird fR
c
g so gew

ahlt, da jeder
Grauwertvektor x der Klasse zugeordnet wird, f

ur die der Integrand maximal
ist, dann wird diese Wahrscheinlichkeit maximiert, was wiederum

aquivalent
zu (2.13) ist.
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 Diskriminanzfunktionen
Analog zur Spezikation der Entscheidungsregionen kann der Klassikations-
proze auch in Form eines Sets von Diskriminanzfunktionen y
1
(x); : : : ; y
C
(x)
formuliert werden, so da der Grauwertvektor x der Klasse C
c
zugewiesen wird,
wenn
y
c
(x) > y
i
(x) i 6= c (2.15)
Diese Ungleichung gilt auch dann noch, wenn auf beiden Seiten eine streng mo-
noton wachsende Funktion angewendet wird, z.B. der nat

urliche Logarithmus.
F

ur das Bayes'sche Theorem bedeutet das, da nur die relativen Gr

oen der
Diskriminanzfunktion f

ur die Zuweisung zu den Klassen bestimmend sind, so
kann y
c
(x) = p(x j C
c
)P (C
c
) durch eine beliebige monotone Funktion g(y
c
(x))
ersetzt werden,
y
c
(x) = ln p(x jC
c
) + lnP (C
c
) (2.16)
wobei P (C
c
) die a priori Wahrscheinlichkeit f

ur die Klasse C
c
bezeichnet. Je-
der neue Grauwertvektor x wird jener Klasse C
c
zugewiesen, die den gr

oten
Wert f

ur die korrespondierende Diskriminanzfunktion y
c
(x) ergibt. Unter der
Annahme, die klassenbedingten Dichtefunktionen p(x j C
c
) seien unabh

angige
Normalverteilungen laut (2.5), gilt
y
c
(x) =  
1
2
(x  
c
)
T

 1
c
(x  
c
) 
1
2
ln j
c
j + lnP (C
c
) (2.17)
wobei die Konstanten weggelassen werden. Die Entscheidungsgrenzen, entlang
derer y
c
(x) = y
i
(x) gilt, sind daher allgemeine quadratische Funktionen im k-
dimensionalen Spektralraum.
Eine entscheidende Vereinfachung ist dann m

oglich, wenn die Kovarianzma-
trizen f

ur die verschiedenen Klassen gleich sind, so da 
c
= . Hier sind
die Terme j
c
j und der quadratische Term x
T

 1
x klassenunabh

angig und
k

onnen daher in (2.17) weggelassen werden. Da  symmetrisch ist (und daher
auch ihre Inverse), gilt
x
T

 1

c
= x
T

 1
x (2.18)
Daraus ergibt sich ein Set von Diskriminanzfunktionen
y
c
(x) = w
T
c
+ w
c0
(2.19)
mit
w
T
c
= 
T
c

 1
(2.20)
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und
w
c0
=  
1
2
(
c
)
T

 1

c
+ lnP (C
c
) (2.21)
Derartige lineare Diskriminanzfunktionen sind auch bei neuronalen Netzen
mit einer einzigen Schicht adaptiver Gewichte zu nden.
Eine weitere Vereinfachung der Diskriminanzfunktionen ist dann m

oglich,
wenn erstens, die Kovarianzmatrizen f

ur alle Klassen gleich sind und zweitens,
alle Komponenten statistisch unabh

angig sind, so da  eine Diagonalmatrix
wird. Es gilt  = 
2
I (I bezeichnet die Einheitsmatrix) und die Diskriminanz-
funktionen werden als
y
c
(x) =  
kx  
c
k
2
2
2
+ lnP (C
c
) (2.22)
speziziert. Wenn die Klassen gleiche a priori Wahrscheinlichkeiten P (C
c
)
besitzen, wird f

ur die Entscheidungsregel die Euklidische Distanz zum Mittel-
wertvektor einer jeden Klasse 
c
gemessen. Das Pixel mit seinem Grauwert-
vektor x wird nun jener Objektklasse zugewiesen, zu deren Mittelwert 
c
die
k

urzeste Entfernung auftritt. Der Mittelwertvektor fungiert als Prototyp und
die Entscheidungsregel ist ein simpler Vergleich.
x1
x2
C1
C2
y1(x) = y2(x) 
Abbildung 2.4: Lineare Diskriminierbarkeit zweier Objektklassen im R
2
Bei der Klassikation mittels k

urzester Entfernungen sind die Diskriminato-
ren im Falle multispektraler Grauwertvektoren (mitK > 3) Hyperebenen, die
den Spektralraum unterteilen. In Abb. 2.4 sind die Entscheidungsgrenzen f

ur
ein Diskriminanzproblem im R
2
f

ur 2 Objektklassen schematisch dargestellt.
Die Ellipsen stellen die Konturen gleicher Wahrscheinlichkeitsdichten der je-
weiligen Klasse dar, w

ahrend die Gerade die Entscheidungsgrenze markiert,
entlang der die Wahrscheinlichkeit einer Fehlklassikation f

ur die gleichen a
priori Wahrscheinlichkeiten P (C
1
) = P (C
2
) minimal ist.
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2.3 Maximum Likelihood basierte Ans

atze zur
Klassikation multispektraler Satellitenbild-
daten
Der Maximum Likelihood (ML-) Ansatz setzt eine parametrische Form der Dichte-
funktion p(x) voraus, wobei ein Set von Parameterwerten  = (
1
; : : : ; 
M
)
T
von
den Trainingsdaten jeder Objektklasse durch Maximierung einer Likelihoodfunkti-
on abgeleitet und in der Folge zur Klassikation von ungelabelten Grauwertvekto-
ren verwendet wird (vgl. Kraus et al. [1990], Cressie [1993], Bishop [1995]). Unter
der Voraussetzung, da diese Trainingsdaten die Bedingungen einer multivariaten
(k-dimensionalen) Normalverteilung erf

ullen (siehe (2.5)), k

onnen die klassenbeding-
ten Wahrscheinlichkeiten und die a priori Wahrscheinlichkeiten separat ermittelt
werden, um dann unter Anwendung des Bayes'schen Theorems die Zuordnung neu-
er Beispiele zu den Objektklassen zu erm

oglichen. Wie in Kap. 3 gezeigt werden
wird, kann die Sch

atzung der a posteriori Wahrscheinlichkeiten auch direkt erfol-
gen, da der Output von CNN-Klassikatoren mit einer ad

aquaten Fehlerfunktion
gleichfalls als a posteriori Wahrscheinlichkeiten interpretiert werden kann.
Der Einfachheit halber wird vorerst auf die Verwendung von Klassenlabels verzich-
tet, da im Prinzip f

ur jede Objektklasse dieselben Schritte durchgef

uhrt werden. Um
die Abh

angigkeit von den Parametern explizit zu formulieren, wird die Dichtefunk-
tion als p(x j ) angeschrieben. Die Trainingsdaten einer Objektklasse C
c
werden
als Set von N Grauwertvektoren X  fx
1
; : : : ;x
N
g speziziert. Sind diese Grau-
wertvektoren unabh

angig aus der Verteilung p(x j) gezogen, so ist die gemeinsame
Wahrscheinlichkeit des gesamten Datensets X durch
p(X j) =
N
Y
n=1
p(x
n
j)  L() (2.23)
gegeben. L() kann als Funktion des Parametersets  f

ur ein bestimmtes Trai-
ningsdatenset X gesehen und als Likelihood von  f

ur ein gegebenes X bezeichnet
werden. Beim ML-Ansatz werden dann die Werte von  durch Maximierung der
Funktion L() ermittelt. Aus praktischen Gr

unden wird jedoch h

aug der negative
Logarithmus der Likelihood
E =   lnL() =  
N
X
n=1
ln p(x
n
j) (2.24)
genommen, um den Klassikationsfehler E zu minimieren. Das ist

aquivalent zur
Maximierung von L, da der negative Logarithmus eine streng monoton fallende
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Funktion ist und daher als Fehlerfunktion gew

ahlt werden kann. Das optimale L
kann z.B. durch analytisches Dierenzieren von (2.24) und Null-Setzen der Ablei-
tungen gefunden werden und f

uhrt zu
b
 =
1
N
N
X
n=1
x
n
(2.25)
b
 =
1
N
N
X
n=1
(x
n
 
b
)(x
n
 
b
)
T
(2.26)
Es zeigt sich, da das nach dem ML-Verfahren gesch

atzte
b
 des Mittelwertvektors
 durch das arithmetische Mittel des Trainingssets (d.h. des Mittelwerts eines gege-
benen Sets von Grauwertvektoren eines bestimmten Trainingssets) gegeben ist. Wie
in (2.6) bereits angef

uhrt zeigt sich, da f

ur normalverteilte Daten der Erwartungs-
wert E(
b
) =  ist, d.h.
b
 ist ein unverzerrter Sch

atzer.

Ahnlich verh

alt es sich mit
dem ML-gesch

atzten
b
 der Kovarianzmatrix , das durch den Samplemittelwert
des

aueren Produkts (x
n
 
b
)(x
n
 
b
)
T
gegeben ist. Wiederum Bezug nehmend
auf (2.7) stellt man fest, da f

ur normalverteilte Daten der Erwartungswert dieser
Gr

oe (mit
b
 ersetzt durch ) durch die wahre Kovarianzmatrix  gegeben ist.
Unter Anwendung des Bayes'schen Theorems (siehe die Gleichungen (2.1) bis (2.3))
kann f

ur ein Klassikationsproblem, bei dem die a priori Wahrscheinlichkeiten gleich
gro sind (siehe (2.5)), die Diskriminanzfunktion
y
c
(x) = 2 ln
b
P (C
c
)  ln j
b

c
j  (x 
b

c
)
T
b

 1
c
(x 
b

c
) (2.27)
speziziert werden, wobei
b
P (C
c
) die gesch

atzte a posteriori Wahrscheinlichkeit von
P (C
c
) bezeichnet.
Eine Verfeinerung der Klassizierung mittelsWahrscheinlichkeitsdichten kann durch
die Sch

atzung der Parameter basierend auf dem Bayes'schen Inferenz (BI-) An-
satz erreicht werden, der es erlaubt, die Rate der Fehlklassikation f

ur verschiede-
ne Objektklassen m

oglichst gleich zu machen, so da f

ur die Fl

achenbilanzen das
wahrscheinlichste Ergebnis erzielt wird. Dagegen liefert eine Klassikation mittels
der Wahrscheinlichkeitsdichte den wahrscheinlichsten Verlauf der Diskriminanzli-
nien zwischen den verschiedenen Objektklassen (Kraus et al. [1990], S. 560, vgl.
auch Kraus [1979]). Bishop [1995] (S. 42-45) zeigt, da der Bayes'sche Inferenz-
Ansatz f

ur die Repr

asentation von p(x) bei einer groen Anzahl von Trainingsvek-
toren die Maximum Likelihood L

osung erreicht.
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Das Applikationsbeispiel (siehe Kap. 2.4) wurde unter dem Softwarepaket Erdas
realisiert, das sowohl den Maximum Likelihood als auch den Bayes'schen Inferen-
zansatz als Standardroutinen zur Verf

ugung stellt. Es sind dies die genauesten
pixel-basierten Parametersch

atzverfahren, die mit Erdas 7.5 m

oglich sind, da sie
die meisten Variablen in das Sch

atzverfahren miteinbeziehen. Lange Rechenzeiten,
die sich aufgrund der iterativen Sch

atzung der Parametersets mit zunehmender An-
zahl von Spektralb

andern bemerkbar machen und ein strikt parametrischer Ansatz,
der sich in der Annahme von streng normalverteilten Daten in allen Spektralkan

alen
manifestiert, geh

oren zu den gravierenden Nachteilen dieser Methoden.
Cressie [1993] f

uhrt weitere evidente Schw

achen der diskriminanzanalytischen
Ans

atze zur pixel-basierten Klassikation auf: So wird etwa angenommen, die Grau-
wertvektoren benachbarter Pixel seien vollkommen unabh

angig, obwohl dies in der
Realit

at keineswegs der Fall ist. Benachbarte Pixel besitzen r

aumlich autokorre-
lierte Informationskomponenten, die durch disperse oder reektierte elektromagne-
tische Strahlung von Objekten der Erdober

ache generiert werden, durch Over-
und Resampling verursachtes Rauschen aufweisen oder schlicht durch kontinuierli-
che r

aumliche Ph

anomene bedingt sind.
Sofern die Pixel der einzelnen Trainingsklassen nicht hinreichend separiert sind,
k

onnen diese r

aumlichen Abh

angigkeiten die gesch

atzte Kovarianzmatrix ung

unstig
beeinussen (Bias-Eekte) und in der Folge zu einem Ansteigen der Klassika-
tionsfehlerrate f

uhren (vgl. Lawoko & McLachlan [1983]). Des weiteren k

onnen
die Klassikationsergebnisse der pixel-basierten Diskriminanzanalyse starke Dis-
kontinuit

aten aufweisen, die in den Originaldaten nicht oder kaum vorhanden
sind und in Karten mit starken \Salz-und-Pfeer-Eekten" oder einer Vielzahl
von Streupixel resultieren. Ungeachtet dieser Schw

achen, werden in der Praxis
bevorzugt parametrische ML-basierte Diskriminanzverfahren zur Klassikation von
Satellitenbilddaten eingesetzt.
2.4 Applikationsfeld: Landnutzungsklassikation
im urbanen Agglomerationsraum Wien
Das Monitoring des Status und der Entwicklung der Fl

achennutzung in urbanen
Agglomerationsr

aumen ist eine wesentliche Aufgabe der kommunalen und regio-
nalen Entwicklungspolitik. Eine Vielzahl planungsrelevanter Fragestellungen, wie
Stadterweiterung, Fl

achenverbrauch, Verkehrs- und Kommunikationsinfrastruktur-
planung, Umweltmonitoring und Modellierung, etc. erfordern daher eine Analyse
auf der Mastabsbasis urbaner Systeme, die sowohl aus nationaler als auch aus einer
europ

aischen Perspektive von groer Bedeutung sind (vgl. Barnsley [1993]). Pro-
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dukte der modernen Satellitenfernerkundung sind daher ein essentieller Bestandteil
des Datenpools, aus dem die ben

otigten Informationen

uber die Landnutzung und
Stadtmorphologie gewonnen werden k

onnen (vgl. Weber [1994], Barnsley & Don-
nay [1996]). Die kontinuierliche Verbesserung der r

aumlichen Au

osung optischer
Satellitensensoren macht es zunehmend m

oglich, detaillierte Informationen

uber die
Lokalisation und Ausdehnung urbaner Gebilde und deren interner Morphologie zu
gewinnen.
Die Datenakquisition und Vorverarbeitung werden unabh

angig von menschlichen
Ein

ussen durchgef

uhrt und sind daher nicht { wie kartographische Produkte { in-
dividuell gepr

agt. Sie stellen vielmehr quasi-Prim

ardaten dar, da die Spektralwerte
der Pixel eine integrierte Reexion eines korrespondierenden Ausschnittes der Er-
dober

ache widerspiegeln. Es ist wichtig anzumerken, da diese au

osungsbedingte
Integration

uber die Pixel

ache der einzige Aggregationsschritt w

ahrend der Pha-
se der Datenerfassung ist und somit eine Art \Objektivit

at" der Informationsbasis
vorausgesetzt werden kann (vgl. Steinnocher et al. [1993]).
Die Detektion von Landnutzungsinformationen in urbanen Agglomerationsr

aumen
stellt eine besondere methodisch-theoretische und informationstechnologische
Herausforderung f

ur die digitale Satellitenfernerkundung dar. Urbane Landnut-
zungsmuster weisen starke r

aumliche und spektrale Variationen auf, die durch
eine vorwiegend funktionale Denition der Klassen charakterisiert sind. Die in
der Stadt- und Regionalforschung bzw. -planung gel

augen Landnutzungsklas-
sen, wie dicht verbaute Kernzonen, geschlossene Verbauung, oene Verbauung
(Vorstadt), Gewerbe-/Industrie-/Einkaufszentren, Parks und Naherholungsge-
biete, etc. sind komplexe r

aumliche Aggregate. Sie werden durch die hohe
Au

osung des Landsat-TM Sensors als eine Vielzahl spektral verschiedener Ober-


achenbedeckungskomponenten wahrgenommen. Die spektralen Charakteristika
der Landnutzungsklassen sind daher prim

ar durch die Art und die mengenm

aigen
Anteile der Prim

arkomponenten auf der Basis von Einzelpixel bestimmt. Eine
Landnutzungsdetektion in urbanen Agglomerationsr

aumen mittels parametrischer
pixel-basierter Klassikationstechniken alleine ist aufgrund der in Kap. 2.2 und 2.3
angef

uhrten Eigenschaften als problematisch und fehleranf

allig zu erachten. Daher
werden in diesem Applikationsfeld in der Regel spektrale und r

aumliche Klassi-
kationsverfahren kombiniert (z.B.

uber regelbasierte Postklassikationsans

atze)
oder durch Zusatzinformationen erg

anzt (vgl. Fung & Chang [1994], Steinnocher
[1994], Zhang et al. [1988]). Im Rahmen dieser Arbeit wird der MaximumLikelihood
Ansatz als Beispiel f

ur eine traditionell h

aug angewandte statistische Methode der
Landnutzungsdetektion aus multispektralen Satellitenbilddaten illustriert.
Untersuchungsgebiet und Datenmaterial
Das Untersuchungsgebiet mit einer Fl

ache von 8; 1km 10; 8km erstreckt sich

uber
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Teile des Wiener Stadtraumes und der n

ordlichen Randgebiete, die durch eine groe
Bandbreite komplexer Bebauungs- und Fl

achennutzungsformen charakterisiert sind.
Die Verf

ugbarkeit von hochwertigen Referenzdaten, gute Ortskenntnisse und Erfah-
rung mit dem Datenmaterial aus Vorprojekten haben die Auswahl dieses Raumaus-
schnittes mitbestimmt. F

ur die automatische Klassikation stand ein Landsat5-TM
Datensatz mit aus dem Jahr 1985 zur Verf

ugung (270 x 360 Pixel), der auch durch
einen Referenzdatensatz analoger Orthophotos aus demselben Zeitraum abgedeckt
wurde (siehe Tab. 2.1).
Tabelle 2.1: Beschreibung der Bilddaten
Landsat5-TM Satellitenbilddaten
Spektralbereich multispektral (Kanal 1-5 und 7)
Au

osung 30m x 30m
Lage TM-Viertelszene 190-026/4
Aufnahmedatum 5. Juni 1985
Bildmittelpunkt 16

23
0
O, 48

14
0
N
Ausdehnung 8,1km x 10,8km
Analoge Referenzdaten
Orthophotos
Spektralbereich panchromatisch
Mastab 1:10 000
Lage

OLK 7635-100 und 7635-102

OK 1:50 000
Lage Blatt 59 (Wien), Blatt 41 (Wagram)
Quelle Bundesamt f

ur Eich- und Vermessungswesen
Das Ziel der multispektralen Klassikation ist die Detektion von acht a priori de-
nierten Landnutzungsklassen (siehe Tab. 2.2), die durch genau ein Trainingsgebiet
pro Klasse repr

asentiert werden. Die Auswahl der Trainingsgebiete erfolgte unter
Zuhilfenahme der Orthophotos und

OK-Bl

atter, die durch die Ortskenntnis und
Vertrautheit mit dem Untersuchungsgebiet wesentlich beeinut wurde. Trainings-
gebiete f

ur agrarwirtschaftliche Landnutzungsklassen wurden zudem noch durch die
multispektrale Charakteristik der Kanalkombination 3, 4 und 7

uberpr

uft. Die re-
sultierende Datenbasis f

ur die multispektrale Klassikation umfate 2.460 Pixel (ca.
2,5% des gesamten Bildausschnittes), die durch 6-dimensionale Grauwertvektoren
und das Klassenlabel der Landnutzungskategorie beschrieben wurden.
In Abb. 2.5 ist die Verteilung der Grauwertvektoren aller Trainingsgebiete im Mul-
tispektralraum disaggregiert nach Landnutzungsklassen dargestellt. Hier zeigt sich,
da die Spektralkan

ale TM1, TM2 und TM3 hoch korreliert sind und die sich
Cluster f

ur alle Landnutzungsklassen, ausgenommen C4, stark

uberlappen oder

ubereinander liegen. Die Kan

ale TM4, TM5 und TM6 indizieren eine bessere Sepa-
rierbarkeit der Klassen.
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Abbildung 2.5: Scattergramme der Grauwertverteilungen pro Landnutzungsklasse
(Staufer & Fischer [1997])
Allein die Diskriminierbarkeit der Klassen C6 (dicht verbaute Stadt) und C7/C8
(ieende/stehende Gew

asser) scheint

auerst problematisch zu sein. Der Was-
serk

orper im Bild stellt die Donau dar, deren Ufer von dicht verbautem Gebiet
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Tabelle 2.2: Landnutzungsklassen und Anzahl der Pixel pro Trainingsgebiet
KLasse Beschreibung Pixel
C1 Agrarische Nutzung (Felder, Wiesen) 250
C2 Brachliegende B

oden inkl. Weing

arten 427
C3 Asphalt- und Beton

achen (Industrie/Gewerbe/Verkehr) 192
C4 Wald und Park 602
C5 Locker verbauter suburbaner Raum 154
C6 Dicht verbauter urbaner Raum 444
C7 Fliegew

asser 230
C8 Stehende Gew

asser 161
Gesamtzahl der Pixel 2.460
begrenzt werden. Dieser langgestreckte Wasserk

orper, der etwas nach Norden ver-
schoben diagonal durch den Bildausschnitt verl

auft, d

urfte aufgrund des geometri-
schen Au

osungsverm

ogens des Landsat5-TM Scanners vor allem an den Donau-
ufern Mischpixel erzeugen. Au

allig sind auch die spektralen Charakteristika der
C3-Cluster (Asphalt und Beton

achen), die in allen Kan

alen | mit Ausnahme des
Vegetationskanals TM4 | eine hohe Reexion zeigen. Diese spektrale Eindeutigkeit
wird aber von sehr unterschiedlichen urbanen Landnutzungsformen mit Asphalt-,
Schotter- und Betonober

achen erzeugt. Im Untersuchungsgebiet sind dies z.B. das
Wiener Allgemeine Krankenhaus AKH, die Baustellen auf der Donauinsel, Gleisan-
lagen und Verkehrs

achen wie auch das Gebiet zwischen dem Franz-Josefs-Bahnhof
und dem Universit

atszentrum Althanstrae. Eine Dierenzierung dieser verbauten
Strukturen ist auf der Basis spektraler Charakteristika nicht mehr m

oglich (vgl.
auch Steinnocher [1994]).
Tabelle 2.3: Statistische Charakteristika des Trainings- und Testdatensets
Klasse Trainingsset Testset
Pixel   Pixel  
C1 167 59,92 6,14 83 61,66 6,98
C2 285 70,56 7,83 142 71,94 7,99
C3 128 77,88 10,23 64 82,03 15,72
C4 402 56,57 5,72 200 54,69 7,73
C5 102 59,60 5,28 52 62,13 4,31
C6 296 49,51 8,95 148 46,70 9,98
C7 153 43,09 10,76 77 42,45 10,71
C8 107 32,62 1,77 54 32,67 2,42
Gesamt 1.640 56,98 7,61 820 57,00 9,07
Die Klassikationsg

ute ist ein wesentlicher Aspekt der vorliegenden Versuchsanord-
nung. Daher wurde f

ur s

amtlicheModelle ein Trainings- und auch ein Testdatensatz
generiert, f

ur den die Klassenlabels der Grauwertvektoren bekannt sind. In der
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Bildverarbeitungspraxis scheint dies auf den ersten Blick eine etwas ungew

ohnliche
Versuchsandordnung f

ur ML-basierte Ans

atze zu sein | f

ur CNN-Modelle ist
sie jedoch unbedingt notwendig, um Aussagen

uber die Trainings- und Genera-
lisierungseigenschaften der Klassikatoren treen zu k

onnen. Beide Datens

atze
wurden im Verh

altnis 2:1

uber eine geschichtete Zufallsauswahl aus dem 2.640
Pixel umfassenden Basisdatensatz abgeleitet. Die Auswahl der Grauwertvektoren
erfolgte nach dem Prinzip der a priori Wahrscheinlichkeit des Auftretens der acht
Landnutzungskategorien. Dadurch wurde eine

Uber- bzw. Unterrepr

asentation von
Pixeln, bedingt durch die Anzahl von Grauwertvektoren in einer Klasse, vermieden
(vgl. Strahler [1980]). Das resultierende Trainingsdatenset umfate demgem

a
1.640 Pixel, das Testdatenset 820 Pixel. Tab. 2.3 zeigt die Mittelwerte () der
Grauwertvektoren

uber die 6 Spektralkan

ale und die mittlere Standardabweichung
() jeder Landnutzungsklasse des Trainings- und Testsets. Hohe -Werte charakte-
risieren komplexe Landnutzungsklassen und deuten auf etwaige

Uberlappungen der
Klassengrenzen hin.
Mae f

ur die Klassikationsg

ute
Das ultimative Performancema f

ur jeden Klassikator ist seine Eigenschaft, genaue
Klassikationsergebnisse zu liefern | f

ur den Trainingsdatensatz in Form einer In-
Sample-Performance ebenso wie f

ur einen unabh

angigen Testdatensatz gemessen als
Out-of-Sample Performance. Im Rahmen dieser Arbeit werden die folgenden vier
Standard-Performancemae verwendet:
 die Klassikationfehlermatrix oder Konfusionsmatrix f
lc
mit f
lc
(l; c = 1; : : : ; C) die die Anzahl der Pixel der gesch

atzten Klasse l des
Klassikators jener der tats

achlichen Landnuntzungsklasse c gegen

uberstellt,
 die Map User's Accuracy, 
c
, f

ur die tats

achliche Landnutzungsklasse
c=1, : : : ,C

c
:=
f
cc
f
c
=
f
cc
P
C
i=1
f
ic
(2.28)
 die Map Producer's Accuracy 
l
f

ur die gesch

atzte Landnutzungsklasse
l=1, : : : ,C

l
:=
f
ll
f
l
=
f
ll
P
C
j=1
f
lj
(2.29)
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 die totale Klassikationsg

ute  (oder der totale Klassikationsfehler  0 deniert
als  0 = (100    ))
 :=
P
C
i=1
f
ii
f

=
P
C
i=1
f
ii
P
C
c=1
P
C
l=1
f
lc
(2.30)
2.5 Illustration des ML-basierten Verfahrens am
Beispiel der Landnutzungsklassikation f

ur
den urbanen Agglomerationsraum Wien
F

ur die ML-basierte Klassikation wurden die Parameterwerte der Diskriminanz-
funktionen durch Maximieren der Likelihood Funktionen anhand der Grauwertvek-
toren des Trainingssets mit 1.640 Pixel ermittelt. Um eine faire Vergleichsbasis
f

ur die CNN-Klassikatoren (siehe Kap. 4) zu erhalten, wurden die Grauwertvek-
toren des Trainingssets

uber einen Zufallszahlengenerator neu angeordnet und mit
dem in Erdas implementierten ML-Algorithmus klassiziert, worauf die In-Sample
Klassikationsg

ute (siehe Tab. 2.4) von 90,85% berechnet werden konnte. Das un-
abh

angige Testdatenset mit 820 Pixel wurde ebenfalls mit den aus dem Trainingsset
abgeleiteten Diskriminanzfunktionen klassiziert (siehe Tab. 2.5). Hier konnte ei-
ne Out-of-Sample Klassikationsg

ute von 85,24% erreicht werden. Das Resultat
der ML-basierten Klassikation des gesamten Untersuchungsgebietes ist in Abb. 2.6
dargestellt. Eine visuelle Kontrolle des Resultats anhand der Orthophots zeigt ein
durchaus zufriedenstellendes Ergebnis.
Tabelle 2.4: In-Sample Konfusionsmatrix f

ur den ML-basierten Klassikator
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 161 5 0 1 0 0 0 0 96,41
C2 0 284 0 0 1 0 0 0 99,65
C3 0 0 124 0 4 0 0 0 96,88
C4 0 4 0 385 13 0 0 0 95,77
C5 0 0 0 0 102 0 0 0 100.00
C6 0 0 3 0 0 214 62 17 72,30
C7 0 0 0 0 0 37 116 0 75,82
C8 0 0 0 0 0 3 0 104 97,20

l
100,00 96,93 97,64 99,74 85,00 84,25 65,17 85,95 90,85
Die Analyse der In-Sample- und Out-of-Sample Klassikationsmatrizen zeigt, da
die Klassikationsg

ute der Landnutzungsklassen C1 bis C4 nur im Bereich einiger
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Tabelle 2.5: Out-of-Sample Konfusionsmatrix f

ur den ML-basierten Klassikator
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 80 3 0 0 0 0 0 0 96,39
C2 0 141 0 0 1 0 0 0 99,29
C3 0 0 62 0 1 1 0 0 96,88
C4 1 3 0 191 5 0 0 0 95,50
C5 0 5 0 0 47 0 0 0 90,38
C6 0 0 1 0 2 73 66 8 49,32
C7 0 0 0 0 0 24 53 0 68,83
C8 0 0 0 0 0 2 0 52 96,30

l
98,77 92,76 98,41 100,00 83,93 73,00 45,30 86,67 85,24
Zehntelprozent variiert und Map User's Accuracies zwischen 99,88% und 95,77% (In-
Sample) bzw. 99,29% und 95,5% (Out-of-Sample) erreicht werden. F

ur die spektral
komplexere Klasse C5 (locker verbaute Stadt) dierieren die 
c
-Werte bereits um
rund 10% (100% bzw. 90,38%). Die Klassen C6 (dicht verbaute Stadt) und C7
(ieendes Gew

asser) weisen sehr hohe Fehlklassikationsraten auf. So liegen die

c
-Werte von Klasse C6 f

ur das Trainingsset bei 72,3% und f

ur das Testset gar nur
bei 49,32% sowie f

ur die Klasse C7 bei 75,82% bzw. 68,83% | ein Problem, das
sich bereits bei der Analyse der Scattergramme f

ur die Grauwertvektoren abgezeich-
net hat (siehe Abb. 2.5) und allein mit ML-basierten Klassikatoren bei gegebenem
Datensatz nicht l

osbar erscheint. Die kreuzweise Zuordnung von Wasser- und Stadt-
klasse ist mit groer Wahrscheinlichkeit auf ein Mischpixelproblem zur

uckzuf

uhren,
das durch die relativ geringe r

aumliche Au

osung des TM-Sensors generiert wird.
In Kap. 4 wird zu zeigen sein, inwiefern semi-parametrische CNN-Klassikatoren
dieses Problem zu l

osen imstande sind.
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Abbildung 2.6: Ergebnis der ML-basierten Klassikation
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Kapitel 3
Computational Neural Networks
zur Mustererkennung und
Klassikation
Neuronale Netze, eigentlich Computational Neural Networks (CNNs), sind paral-
lelisierte verteilte Informationsverarbeitungsmodelle. Sie bestehen aus einfachen,
in der Regel nicht-linear arbeitenden Prozessoren, die mit einem lokalen Speicher
ausgestattet sind, adaptiv lokale Informationsverarbeitungsoperationen ausf

uhren
und

uber massiv parallele unidirektionale Signalverarbeitungspfade (Connections)
miteinander verbunden sind. CNNs werden zusammen mit Fuzzy Systemen und
Genetischen Algorithmen unter dem Terminus \Computational Intelligence" (CI)
Techniken subsumiert, der von Bezdek [1992] eingef

uhrt wurde und heute auch of-
zieller IEEE Standard ist (vgl. Marks [1993]). Computational Intelligence bezieht
sich auf ein sehr primitives \Intelligenzniveau", das allein von der F

ahigkeit be-
stimmt ist, Muster zu verarbeiten und auf diese zu reagieren | jedoch ohne explizit
Wissen zu repr

asentieren, wie dies im Bereich der \k

unstlichen Intelligenz" (KI) der
Fall ist.
CNN Systeme k

onnen bedingt durch ihre parallele Struktur groe Mengen an In-
formationen ezient verarbeiten und z.B.

uber die adaptive Anpassung bestimmter
Parameter \lernen". Ihr prim

ares Applikationsgebiet ist die nichtlineare Funktions-
approximation, Klassikation, Clustering und nicht-parametrische Regressionsana-
lyse | besonders in hochdimensionalen Merkmalsr

aumen, bei denen a priori keine
Information

uber die Eigenschaften der Verteilung der Daten vorhanden ist. Dem-
gem

a stellen sie auch in der Bearbeitung multispektraler Satellitenbilddaten eine
attraktive Alternative zu Methoden der linearen parametrischen Funktionsapproxi-
mation der multivariaten Statistik dar.
35
Die Anwendung Neuronaler Netze zur Klassikation multispektraler Satellitenbild-
daten ist relativ neu und wird in der Fachliteratur etwa seit Beginn der 90-er Jahren
dokumentiert. Die ersten Studien besch

aftigten sich mit der prinzipiellen Anwend-
barkeit von mehr oder weniger simplen \Backpropagation" Netzen (vgl. z.B., Be-
nediktsson et al. [1990], Kanellopoulos et al. [1992], Heerman & Khazenie [1992],
Civco [1993], Salu & Tilton [1993]). Hepner et al. [1990], Bischof et al. [1992], Foo-
dy et al. [1995] und Wilkinson et al. [1995] stellen die Ergebnisse der jeweiligen
CNN-Klassikatoren jenen konventioneller Maximum Likelihood basierter Ans

atze
gegen

uber. Allen gemeinsam ist, da die jeweiligen Erkenntnisse kaum miteinander
vergleichbar sind, da sie punktuell geeignete Funktionalit

aten von CNN-Modellen
zur Probleml

osung in unterschiedlichstenApplikationsbeispielen aufgreifen. Ans

atze
einer geeigneten Methodologie f

ur die theoretisch-methodisch korrekte Anwendung
derartiger Modelle sind in der Remote Sensing Literatur bisher kaum vorhanden,
wenngleich in Fischer et al. [1995] mit der Evaluation dreier CNN-Klassikatoren
und einer empirischen

Uberpr

ufung der Performanceeigenschaften ein erster Schritt
unternommen wurde. Die vorliegende Arbeit baut auf diesen Erkenntnissen auf.
3.1 Funktionsapproximation mit Multi-Layer
Perceptron (MLP) Netzen
Wie bereits oben angef

uhrt, sind Neuronale Netze Informationsverarbeitungssyste-
me, die aus simplen Prozessoren (Units) bestehen. In den meisten F

allen berechnen
diese Neuronen eine Abbildung der Form  7! F (w
T
   w
0
), wobei  den Ein-
gangsvektor eines Neurons speziziert | z.B. einen skalierten Grauwertvektor x
| und w
T
 das innere Produkt von  und w bezeichnet. w und w
0
sind Para-
meter (\Gewichte" und \Bias"), F ist eine \Aktivierungs- oder Transferfunktion",
typischerweise eine Sigmoide, d.h. monoton nicht-degressiv mit niten Limiten im
Unendlichen. Wenn f eine Treppenfunktion (Heavyside Function) ist, so spricht
man vom klassischen Neuronenmodell nach McCulloch & Pitts [1943]. Sind die
Neuronen r

uckkopplungs-(feedback)frei miteinander verbunden, so handelt es sich
um ein Multi-Layer Perceptron (MLP) Netz, das von Rosenblatt [1962] eingef

uhrt
und von Rumelhart et al. [1986] und McClelland et al. [1986] zusammen mit dem
Back-Propagation Lernalgorithmus popul

ar gemacht wurde. Bei einer typischen
Neural Network Architektur stellen die Eingangswerte  und die Ausgangswerte 
Datenarrays dar. So betrachtet ist die allgemeine funktionale Form eines CNNs eine
einfache \Input 7! Processing 7! Output" Softwarestruktur, die auf konventionel-
len von Neumann Computern simuliert oder in paralleler Hardware implementiert
werden kann. Die folgenden Ausf

uhrungen st

utzen sich auf Fischer [1996].
Die Informationsverarbeitung in einem Prozessorelement (PE) ist lokal, d.h. sie
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h
angt zum einen von den Werten der Inputsignale an diesem PE und zum anderen
vom internen Status des PEs (den Werten im lokalen Memory) ab (vgl. Hecht-
Nielsen [1990]). ImGrunde sind in jedemPE zwei Arten mathematischer Funktionen
implementiert (siehe Abb. 3.1), eine Integrationsfunktion und eine Transferfunktion.
Die Integrationsfunktion f fat die Inputwerte  = f
i
g gewichtet durch die Ver-
bindungsgewichte (connection weights) w = fw
i
g zusammen. Der erste strichlierte
Eingangsvektor in Abb. 3.1 zeigt das Bias-Gewicht w
0
an, das die Verbindung zu
einem konstanten Input 
0
= f1g herstellt. f ist das innere Produkt, meist das
Euklidische Kreuzprodukt
# = f() = h;wi =
k
X
i=1

i
w
i
+ w
0
(3.1)
mit einem unbekannten Parameter w
0
, der vorgegeben oder w

ahrend der Trainings-
phase gelernt wird. w
0
repr

asentiert den durch f denierten Abstand vom Ursprung
von R
k
zur Hyperebene normal auf w (siehe dazu auch Kap. 2.2, besonders Glei-
chung ( 2.21)). Ohne die allgemeine G

ultigkeit zu verlieren, k

onnen die Vektoren
 = (1; 
1
; : : : ; 
k
)
T
und w = (w
0
; w
1
; : : : ; w
k
)
T
als Input- und Gewichtsvektoren im
R
k+1
speziziert werden. Jedes PE hat somit (k+ 1) Unbekannte bei nur k Inputs.
Ein PE mit einer derartigen Integrationsfunkton wird als PE erster Ordnung be-
zeichnet. Ein PE h

oherer Ordnung kann z.B.

uber eine quadratische Funktion, wie

T
w, realisiert werden. Diese Netze werden dann high order networks genannt
(Giles & Maxwell [1987]).
Die Transferfunktion F (#), typischerweise eine sigmoide Funktion, produziert die
Ausgangssignale eines PEs. Die logistische Form der Sigmoiden
F (#) =
1
1 + exp( #)
(3.2)
bildet das Intervall ( 1;+1) auf (0; 1) ab.
Eine dritte mathematische Operation f

ur das gesamte CNN ist die Update Funktion
w(t+ 1) = U(w(t)) (3.3)
mit dem Netzwerkgewichtsvektorw(t) = w
1
(t); : : : ;w
N
(t) | d.h., der Summe aller
individuellen Gewichtsvektoren an N Prozessoren im Netz zum Zeitpunkt der Ite-
ration (t), die die Anpassung der Gewichte w

ahrend des Trainings kontrolliert. Der
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Abbildung 3.1: Schema eines Neuronenprototyps (Fischer [1996])
Gewichtsvektor w
n
(n = 1; : : : ; N) ist im lokalen Memory des n-ten PEs gespeichert
(vgl. Fischer [1996]). Die lokale Update Funktion eines PEs wird in der Folge unter
dem Aspekt des Lernens behandelt.
Obwohl eine breite Palette von CNN-Modellen existiert, haben viele davon gemein-
same topologische Eigenschaften, gemeinsameFunktionalit

aten der PEs und gemein-
same Trainings-/Lernstrategien (vgl. Hecht-Nielsen [1990], Carpenter & Grossberg
[1991], Kosko [1992], Wasserman [1992]). Ganz allgemein werden drei wesentliche
Komponenten zur Charakterisierung von Computational Neural Networks spezi-
ziert:
 die Netzwerktopologie oder Art der Verbindungen zwischen den einzelnen PEs
bezeichnet als Architektur,
 die Charakteristika der PEs, und
 die algorithmische Implementierung einer Trainings- oder Lernstrategie, die
zur Anpassung der Gewichte an den Verbindungen angewandt wird.
In einemCNN-Kontext versteht man unter dem Terminus \Lernen" im wesentlichen
einen adaptiven Proze, bei dem die freien Parameter des Systems durch die kon-
tinuierliche Stimulation der Netzwerkumgebung angepat werden. Dabei k

onnen
auch Neuronen hinzugef

ugt oder \eingefroren" werden. Generell unterscheidet man
drei fundamentale Klassen von Lernparadigmen:
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Supervised Learning oder

uberwachtes Lernen, bei dem das Netz mit einem Set
von Eingangs- und Zielmustern konfrontiert wird,
Reinforcement Learning oder evaluatives, nicht-instruktives Lernen, das durch
ein skalares Verst

arkungssignal in einem Trial-and-Error Proze gesteuert
wird, und
Unsupervised Learning oder un

uberwachtes Lernen, das allein durch die Daten
in einem Selbstorganisationsproze gesteuert wird, wobei keine Informationen

uber den gew

unschten Output vorgegeben sind.
Das Trainingsproblem beim

uberwachten Lernen besteht darin, jene Funktion zu n-
den, die am genauesten die Trainingseingabevektoren den Trainingsausgabewerten
zuordnet. Durch Ver

anderung der Netzgewichte ver

andert sich die durch das Netz
berechnete Funktion. Optimale Gewichte sind diejenigen, welche die \beste" An-
passung der Netzausgabe an die (vorgegebenen) Ausgabewerte vornehmen. Dabei
spielen zwei entgegengesetzte Motivationen eine Rolle. Einerseits soll das Netz nach
der Lernphase die Trainingswerte m

oglichst genau auf die Ausgabewerte abbilden.
Andererseits wird aber erwartet, da das Netz \verallgemeinern" kann, d.h. es mu
f

ur unbekannte Eingabevektoren eine Ausgabe produzieren, die eine Art Interpola-
tion der Ausgaben aller bekannten Eingaben ist. Genauigkeit der Resultate f

ur die
vorgegebene Trainingsmenge und gute Verallgemeinerungsf

ahigkeit sind jedoch oft
entgegengesetzte Ziele.
Eine Kategorisierung der bekanntesten Lernalgorithmen mit korrespondierenden
Literaturreferenzen ndet sich in Bischof [1995]. Viele Netzwerktopologien er-
forden spezielle Lernalgorithmen und bestimmte Typen von PEs. Die meisten

uberwachten Lernstrategien basieren auf der Minimierung einer Kostenfunk-
tion, z.B. des quadratischen Fehlers
E(

k
j;) =
X
k
k

k
  F (
k
)k
2
(3.4)
mit dem Zielwert 

k
f

ur den Eingangsvektor 
k
,  f

ur ein Set von Parametern
und der Funktion F , die durch das Netz implementiert ist (siehe auch (3.5)). Die
Lernstrategien unterscheiden sich in der Art der Minimierung dieser Kostenfunktion
(siehe Abb. 3.2). Minimierungstechniken werden als lokal bezeichnet, wenn das
Update jedes einzelnen Gewichtsvektors anhand der lokalen Information eines
PEs durchgef

uhrt wird. Sie arbeiten bei unimodalen Problemen am ezientesten.
Schwierigkeiten treten jedoch bei einer sehr geringen Kubatur der Fehlerlandschaft
auf (d.h. wenn die Gradientenwerte nahe Null sind), bei einer extrem zerkl

ufteten
Ober

ache oder bei sehr breit gestreuten Gradienten. Unter derartigen Bedingun-
gen ist es g

unstiger, globale Suchverfahren einzusetzen.
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Nicht-lineare Optimierungsverfahren
Globale Suchverfahren
Simulated
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Gradient
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Abbildung 3.2: Eine Taxonomie von CNN Trainingsverfahren [Fischer, 1996, S. 14]
F

ur die Backpropagation Technik, einer der popul

arsten Lernstrategien, wird die
Kostenfunktion durch ein Gradientenabstiegsverfahren minimiert. Die Hauptidee
des Backpropagation Lernalgorithmus ist die rekursive Berechnung und Evaluierung
der Derivative einer Fehlerfunktion, die der r

uckw

artsgerichteten Fortpanzung des
Fehlers durch das Netz entspricht. Die Derivative der Fehlerfunktion werden in der
Folge zur Berechnung der lokalen Gewichtsanpassung an den Verbindungen verwen-
det. Das einfachste Gradientenverfahren zur Gewichtsanpassung ist die urspr

unglich
von McClelland et al. [1986] eingesetzte Gradient Descent Technik | ein Verfah-
ren, das den Abstieg in Richtung des steilsten Gradienten implementiert. Der erste
Schritt, d.h. die R

uckf

uhrung des Fehlers zur Berechnung der Derivative, kann auf
diverse Netzwerktypen angewandt werden; in dieser Arbeit ist es ein MLP-Netz.
Auch die Berechnung der Derivative kann f

ur diverse Fehlerfunktionen, nicht nur
der simplen quadratischen Funktion, herangezogen werden.

Ahnlich verh

alt es sich
mit der Gewichtsanpassung anhand der Derivative der Fehlerfunktion, die durch
eine Reihe von Optimierungsverfahren erreicht werden kann.
Der Gradient Descent Algorithmus ist das einfachste Optimierungsverfahren (siehe
Kap. 3.2). Weiters werden hier noch der Conjugate Gradient Algorithmus (siehe
Kap. 3.3) und der Quasi-Newton Algorithmus (siehe Kap. 3.4) zur lokalen Parame-
teroptimierung in einem MLP-Netz vorgestellt. F

ur eine umfassende Darstellung
des Themenbereichs Backpropagation Lernstrategien sei beispielsweise auf Bishop
[1995] verwiesen.
Funktionale Spezikation und Modellierung von Multi-Layer Feedforward
Netzen
Feedforward CNNs stellen einen allgemeinen, theoretisch soliden Rahmen zur Re-
pr

asentation nicht-linearer funktionaler Abbildungen zwischen einem Set von Input-
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variablen und einem Set von Outputvariablen dar. Sie k

onnen als Erweiterung von
konventionellen statistischen Modellen, wie etwa Regressionsmodellen oder linearen
Diskriminanzfunktionen betrachtet werden. Um diesen Zusammenhang transparent
zu machen, seien feedforward CNNs nun explizit mathematisch speziziert durch
die Eingangswerte 
1
; : : : ; 
K
, einer Schicht j = 1; : : : ; J verdeckter (hidden) PEs
und der Ausgabewerte 
1
; : : : ; 
C
. Ein derartiges Netz ist

uber die Funktion

c
= g
2
 
J
X
j=0
w
(2)
jc
g
1
 
K
X
k=0
w
(1)
kj

k
!!
= g(;) (3.5)
mit den Parametern w
(1)
kj
(k = 1; : : : ;K; j = 1; : : : ; J), die die Gewichte zwischen
dem Eingabe-Datenarray von K Units zum Hidden Layer mit J Units, und den
Parametern w
(2)
jc
(j = 1; : : : ; J ; c = 1; : : : ; C), die die Gewichte zwischen Hidden
Layer zum Ausgabe-Datenarray von C Units bezeichnen, speziziert. Der Bias w
0
aus (3.1) wurde in die Gewichte w
kj
und w
jc
absorbiert. g
1
und g
2
bezeichnen
die Transferfunktionen der PEs des Hidden- und Output-Layers, wodurch die Netz-
werkfunktion pr

azise determiniert ist. Der Ausdruck g(;) ist eine Abk

urzung f

ur
die Spezikation des Netzwerk Outputs, der allein von den Inputvektoren und Ge-
wichten abh

angt.  ist ein Vektor aller Inputvariablen und das Symbol  fat alle
Gewichte (w
(1)
und w
(2)
) zusammen.
Wie bereits erw

ahnt, f

uhrt die Verwendung unterschiedlicher Transferfunktionen
g
1
und g
2
zu ganz spezischen Netzwerktypen. Der wesentliche Unterschied ist
jedoch durch die adaptive Anpassung der Gewichte des Hidden- und Output-Layers
w

ahrend des Trainingsprozesses | also der Parametersch

atzung| gegeben (Fischer
[1996]).
Die Art der funktionalen Spezikation von (3.5) durch Feedforward Multi-Layer
Perceptron Netze er

onet interessante neue Perspektiven im Bereich der Musterer-
kennung und Klassikation und damit zur Informationsextraktion aus multispektra-
len Satellitenbilddaten. Der theoretische Nachweis, da Neuronale Netze universelle
Funktionsapproximatoren sind, wurde unabh

angig und mehr oder weniger simul-
tan von Cybenko [1989], Funahashi [1989] und Hornik et al. [1989] erbracht und
sp

ater z.B. durch Hornik [1991] substantiell erweitert. Zusammengefat besagen
diese Resultate, da Feedforward Perceptron Netze mit zwei Gewichtslayern (2-
Layer Perceptron Netze) jede Funktion  beliebig genau approximieren k

onnen,
vorausgesetzt, die Anzahl der Hidden Units ist gro genug und deren Aktivierungs-
funktion ist nicht polynomial.
Die Modellierung universeller Funktionsapproximatoren durch Feedforward CNNs
kann als dreistuger Proze betrachtet werden:
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 Die erste Phase betrit die Modellselektion aus der Klasse der 2-Layer Feed-
forward Netze, d.h. die Wahl geeigneter Transfer- und Fehlerfunktionen f

ur
die nicht-linearen PEs.
 Die zweite Phase ist durch die Sch

atzung der Netzwerkparameter f

ur das aus-
gew

ahlte CNN-Modell und die Optimierung der Modellkomplexit

at bei gege-
benem Trainingsdatenset bestimmt.
 Die dritte Phase umfat das Testen und die Evaluation der Out-of-Sample
Performance, also der Generalisierungsf

ahigkeit des Modells.
Werden Feedforward MLP-Netze zur Funktionsapproximation f

ur realweltliche Ap-
plikationen eingesetzt, so sind die numerischen Probleme wie Konvergenz verschie-
dener Trainingsalgorithmen in lokale Minima der Fehlerfunktion, mangelnde Sta-
bilit

at hinsichtlich verschiedener Anfangsparameterwerte, etc. vergleichsweise ge-
ring. Das schwerwiegendste und in vielen naiven Anwendungen oft negierte Pro-
blem ist jedoch die Bestimmung der eektiven Komplexit

at des MLP-Modells unter
Ber

ucksichtigung der Struktur realweltlicher Daten. Das \Bias-Variance Dilemma"
(Geman et al. [1992]) tritt dann auf, wenn das Trainingsdatenset nicht ersch

opfend
ist, z.B. wenn ein Teilsample aus einer zugrundeliegenden Verteilung gezogen und
ein zu komplexes Modell an diese Daten angepat wird, das typischerweise in einer
schlechten Out-of-Sample Performance resultiert. In der NN-Terminologie wird das
(zu) genaue Lernen von Trainingsmustern als \Overtting" bezeichnet.
Die L

osung des Overtting-Problems kann durch eine Reihe von Verfahren zur Kon-
trolle der Modellkomplexit

at angestrebt werden, die Fischer [1996] in drei groe
Gruppen einteilt:
 Regularisierungstechniken, i.e. die Einf

uhrung von St

ortermen, die die
Gl

atteeigenschaften der Abbildungsfunktion kontrollieren (z.B. Bayes'scheMe-
thoden wie \Occams's Razor" [MacKay, 1992a,c,b]),
 Netzwerkpruningtechniken, i.e. die Reduktion von Gewichten wie beispielswei-
se in Fischer et al. [1995] demonstriert wurde, und
 Kreuzvalidierungstechniken, z.B. die Early-Stopping-Heuristik illustriert in Fi-
scher & Gopal [1994].
Theoretisch wird die beste Out-of-Sample Performance dann erreicht, wenn die
Kombination von Bias und Variance minimal wird. Bei der Modellierung real-
weltlicher Probleme wird die Generalisierungsperformance jedoch durch inh

arentes
Rauschen in den Daten limitiert.
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3.2 Parameteroptimierung mit dem Gradient De-
scent Algorithmus: Charakteristika und Se-
tup von MLP-1
Wie bereits mehrmals angef

uhrt, wird bei der Modellierung eines Feedforward CNNs
zur

uberwachten Klassikation angestrebt, den datengenerierenden Mechanismus
einer nicht-linearen Abbildungsfunktion  = F() eines Sets von Intputvariablen
X = fg mit den Inputsignalen 
1
; : : : ; 
k
auf ein Set von Outputvariablen
Z = fg mit den Outputsignalen 
1
; : : : ; 
c
zu approximieren. Es gilt also, einen
geeigneten MLP-Klassikator f

ur das in Kap. 2.4 formulierte Applikationsbeispiel
zu modellieren.
Grundlegendes zur Modellierung eines Klassikationsproblems durch ein
2-Layer Perceptron Netz
Zur L

osung eines Klassikationsproblems durch ein CNN kann eine allgemeine und
vollst

andige Beschreibung des datengenerierenden Prozesses auf zwei Arten erfolgen:
 In Form der Wahrscheinlichkeitsdichte p (; 

) im gemeinsamen Abbildungs-
raum von Input- und Zielwerten | f

ur derartige assoziative Vorhersageproble-
me ist es g

unstig, die gemeinsame Wahrscheinlichkeitsdichte in das Produkt
der bedingten Dichte der Zieldaten, in Abh

angigkeit der Inputdaten und der
unbedingten Dichte der Inputdaten zu zerlegen:
p (;

) = p (

j) p () (3.6)
p (

j ) bezeichnet die Wahrscheinlichkeitsdichte von 

eines bestimmten
Wertes , w

ahrend p () die unbedingte Wahrscheinlichkeitsdichte von ,
p () =
Z

p (

; ) d

(3.7)
speziziert ist. Bei diesem Ansatz zur Vorhersage von 

f

ur unbekannte 
mu daher die bedingte Wahrscheinlichkeitsdichte p (

j ) direkt modelliert
werden (vgl. [Bishop, 1995, S. 194f]).
 In Form der a posteriori Wahrscheinlichkeiten der Klassenzugeh

origkeit | ty-
pischerweise wird hier ein Output PE f

ur jede m

ogliche Klasse deniert; die
Aktivierung jedes Output PEs repr

asentiert die korrespondierde a posteriori
Wahrscheinlichkeit p(C
c
j), wobei C
c
die c-te Klasse (c = 1; : : : ; C) und  den
Inputvektor bezeichnen. Dadurch werden die Ausgabewerte aller PEs auf 1
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aufsummierbar. Auch der Mittelwert des Netzwerk-Outputs

uber alle Muster
der Trainingssets sollte die korrespondierenden a priori Klassenwahrscheinlich-
keiten
P (C
c
) =
Z
P (C
c
j) p () d () '
1
N
X
P (C
c
j
n
) (3.8)
approximieren. Derart gesch

atzte a priori Klassenwahrscheinlichkeiten k

onnen
mit den Sample-Sch

atzern der a priori Wahrscheinlichkeiten aus den Anteilen
der Muster in jeder Klasse des Trainingsdatensets verglichen werden (vgl. [Bis-
hop, 1995, S. 222f]). Diese elaboriertere Methode der Spezikation eines da-
tengenerierenden Prozesses bietet eine Reihe von Vorteilen, auf die im Rahmen
einer Beschreibung der Modellselektionsphase genauer eingegangen wird.
Modellselektion (nach Fischer et al. [1995], Fischer [1996])
Die Basistopologie des Multi-Layer Perceptron Netzes MLP-1 zur Klassikation der
multispektralen Satellitenbilddaten wurde durch drei Ebenen von Prozessorelemen-
ten und zwei Layern adaptiver Parameter festgelegt (siehe Abb. 3.3). Die Anzahl
der Input PEs wird durch Dimensionalit

at des Merkmalsraumes k = 1; : : : ;K fest-
gelegt, die durch die Anzahl der Spektralkan

ale TM1-5 und TM7 bestimmt ist.
Die Gr

oe des Output Layers ist durch das 1-von-c Kodierungsschema der C Land-
nutzungsklassen des Applikationsbeispiels (siehe Tab. 2.2, S. 28) durch acht PEs
speziziert. Die Zahl der PEs des Hidden Layers N
(1)
ist

uber ein Verfahren zur
Kontrolle der Modellkomplexit

at zu bestimmen. Die Parameterw
(1)
kj
(k = 1; : : : ;K;
j = 1; : : : ; J) bezeichnen die Gewichte vom Input Layer mit K Units zum Hidden
Layer mit J Units und die Parameter w
(2)
jc
(j = 1; : : : ; J ; c = 1; : : : ; C) jene zwi-
schen Hidden- und Output Layer mit C PEs. Die Gewichte k

onnen positiv, negativ
oder gleich Null sein. Output- und Hidden PEs haben adaptive Bias-Terme, w
(1)
0
und w
(2)
0
, die in Abb. 3.3 allerdings nicht dargestellt sind.
Unter Annahme einer nicht-linearen Aktivierungsfunktion 	() der Hidden Units
kann nun ein Set von Diskriminanzfunktionen speziziert werden (Fischer et al.
[1995]):
D
C
c
() =
exp
n
w
(2)
0
+
P
N
(1)
j=1
w
(2)
jc
	

w
(1)
0
+
P
N
(0)
k=1
w
(1)
kj

k
o
P
N
(2)
c=1
exp
n
w
(2)
0
+
P
N
(1)
j=1
w
(2)
jc
	

w
(1)
0
+
P
N
(0)
k=1
w
(1)
kj

k
o
c = 1; : : : ; C (3.9)
Die Aktivierung 	
j
eines logistischen (sigmoiden) PEs des Hidden Layers ist
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Abbildung 3.3: Basisarchitektur des 2-Layer Perceptron Klassikators
durch
	
j
=
1
1 + exp
n
 a

w
(1)
0
+
P
K
k=1
w
(1)
kj

k
o
(3.10)
gegeben, die Werte im Bereich ( 1;+1) auf den Bereich (0; 1) abbildet. Die
Steigung \a" kann in die Gewichte und in die Biases absorbiert und auf den Wert 1
gesetzt werden, ohne die Allgemeing

ultigkeit zu verlieren.
Die Aktivierungsfunktion 
 f

ur die Output Units mu so speziziert sein, da
die Ausgabewerte als Wahrscheinlichkeiten interpretiert werden k

onnen, im Bereich
(0; 1) liegen und auf 1 aufsummierbar sind. Das kann durch eine Generalisierung
der logistischen sigmoiden Aktivierungsfunktion


c
=
exp(a
c
)
P
c
0
exp(a
c
0
)
(3.11)
geschehen, die nach Bridle [1990] als normalisierte exponentielle oder Softmax Ak-
tivierungsfunktion bezeichnet wird. Diese Funktion repr

asentiert eine gegl

attete
Version der \winner-takes-all" Aktivierungsfunktion, bei der dem gr

oten Output
der Wert 1 zugewiesen wird, w

ahrend alle anderen Units den Wert Null haben. Wenn
die Exponenten in (3.11) zu exp(a
c
) modiziert werden, dann geht die \winner-
takes-all"Aktivierung im Limes  ! 1. Die Softmax Aktivierungsfunktion kann
als Generalisierung der logistischen Funktion empfohlen werden, da sie durch


c
=
1
1 + exp( A
c
)
(3.12)
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gegeben ist.
A
c
= a
c
  ln
(
X
c
0
6=c
exp(a
c
0
)
)
(3.13)
Wie bei der logistischen Aktivierungsfunktion kann f

ur die Softmax Aktivierungs-
funktion die sehr allgemeine Annahme getroen werden, da der Hidden Unit Akti-
vierungsvektor z zur Klasse C
c
geh

ort, deren klassenbedingte Dichten aus der Familie
der Exponentialverteilungen mit der allgemeinen Form
p(z jC
c
) = exp

A(
c
) +B(z;) + 
T
c
z
	
(3.14)
seien. Die a posteriori Wahrscheinlichkeit der Klasse C
c
p(C
c
jz) =
(z jC
c
)P (C
c
)
P
c
0
(z jC
c
0
)P (C
c
0
)
(3.15)
ist durch das Bayes'sche Theorem gegeben. Wird (3.14) in (3.15) eingesetzt und
umgeformt, so erh

alt man
p(C
c
jz) =
exp(a
c
)
P
c
0
exp(a
c
0
)
(3.16)
mit
a
c
= w
T
c
z+ w
c0
: (3.17)
Somit sind
w
c
= 
c
(3.18)
und
w
c0
= A(
c
) + lnP (C
c
) (3.19)
deniert. Das Ergebnis (3.16) speziziert den Output Layer eines Netzes mit Soft-
max Aktivierungsfunktionen und zeigt, da die Ausgabewerte als Wahrscheinlichkei-
ten der Klassenzugeh

origkeit | bedingt durch die Ausgabewerte der Hidden Units
| interpretiert werden k

onnen (vgl. [Bishop, 1995, S. 237{240]).
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Das Trainieren der Gewichte eines MLP-Netzes wird durch die Optimierung ei-
ner geeigneten Zielfunktion erreicht, die die Summe der Fehler zwischen den vom
Netz produzierten Diskriminanzwerten und den vorgegebenen Diskriminanzwerten

uber das Trainingsset minimiert. Gew

ohnlich wird hier die Summe der quadrati-
schen Fehler minimiert. Bei multiplen Klassen in einem 1-von-c Kodierungsschema
und einem Target Wert 
n
c
im Bereich (0; 1), der die Wahrscheinlichkeit, da der
n-te Inputvektor 
n
zur Klasse C
c
geh

ort, repr

asentiert, l

at sich die Fehlerfunktion
E =  
X
n
C
X
c=1

n
c
ln 
n
c
(3.20)
aus der bedingten Dichte f

ur dieses Muster
p(
n
j
n
) =
C
Y
c=1
(
n
c
)

n
c
(3.21)
ableiten. Diese Fehlerfunktion ist als Entropiefunktion bekannt, die ihr Minimum
bei 
n
c
= 
n
c
erreicht. Im Verlauf des Netzwerktrainings wird daher der direkte
Fehler
@E
n
@a
c
= 
c
  

c
(3.22)
zur

uckpropagiert (vgl. [Bishop, 1995, S. 237{240]).
Beim 2-Layer Perceptron Netz wird in der Regel der iterative Gradient Descent
Algorithmus zur Parameteroptimierung eingesetzt. Zur Minimierung des Feh-
lers zwischen Target und aktuellem Output werden die Parameter des ersten und
zweiten Gewichtslayers in einer Sequenz iterativer Schritte durch den hochdimen-
sinalen Gewichts- oder Parameterraum ver

andert und angepat. Beim einfachen
Gradient Descent Verfahren ist die Richtung eines Schrittes durch den lokalen nega-
tiven Gradienten der Fehlerfunktion gegeben, der bei jeder Iteration neu berechnet
wird. Die Schrittl

ange wird durch einen heuristisch zu w

ahlenden Parameter , die
sog. Lernrate, bestimmt. Die Update Regel f

ur die Netzwerkparameter w
(1)
kj
und
w
(2)
jc
ist durch
w
(1)
kj
(t+ 1) = w
(1)
kj
(t) + 
@E
@w
(1)
kj
; w
(2)
jc
(t+ 1) = w
(2)
jc
(t) + 
@E
@w
(2)
jc
(3.23)
gegeben. Die Bias-Gewichte w
(1)
0
und w
(2)
0
werden auf dieselbe Art gelernt.
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Grunds

atzlich existieren zwei M

oglichkeiten, den steilsten Gradienten zu evaluieren:
Bei der Batch-Version erfolgt die Evaluierung des Gradienten erst nach einem voll-
st

andigen Durchlauf des Trainingssets
w
(t)
=  rE j
w
(t)
(3.24)
w

ahrend bei der muster-basierten Version der Gradient f

ur jedes einzelne Trainings-
muster (oder eine Epoche mehrerer Muster) ermittelt wird.
w
(t)
=  rE
n
j
w
(t)
(3.25)
Die Trainingsmuster k

onnen sequentiell (deterministisch) oder zuf

allig (stochastisch)
ausgew

ahlt werden. Bei der stochastischen Version besteht die M

oglichkeit, aus
lokalen Minima wieder herauszukommen. Besonders bei groen und redundanten
Trainingssets scheinen die muster-basierten Versionen der Batch-Version

uberlegen
zu sein (vgl. Hertz et al. [1991]; Bishop [1995]; Fischer [1996]). Bei \gen

ugend"
kleiner Lernschrittweite  sollte die mittlere Bewegungsrichtung im Gewichtsraum
die des negativen Gradienten approximieren. Wird  aber zu klein gew

ahlt, so
kann es zu extrem langen Trainings- und daher auch Rechenzeiten kommen. Bei
zu groem  kann der Algorithmus

uber das lokale Minimum hinwegspringen,
was zu einem Ansteigen von E | im Extremfall zu divergierenden Oszillationen
und dem Zusammenbruch des Algorithmus | f

uhrt. Die Konvergenzeigen-
schaften k

onnen auch durch eine Reihe heuristischer Modikationen verbessert
werden. Als Beispiele seien Gradient Descent mit Momentum Update, Delta-Regel
oder Delta-Bar-Delta-Regel (Jacobs [1988]) oder der Quickprop Algorithmus von
Fahlman [1988] genannt. Die in Kap. 3.3 und 3.4 beschriebenen Algorithmen sind je-
doch weitaus m

achtigere Alternativen zur lokalen Optimierung einer Fehlerfunktion.
Optimierung der Modellkomplexit

at und der Parametersch

atzung
Die Qualit

at eines CNN-Klassikators zur statistischen Modellierung eines datenge-
nerierenden Prozesses wird von der Anordung und Anzahl der PEs | und damit
der Parameteranzahl | wesentlich beeinut. Die Architektur, d.h. die Topologie,
kontrolliert die eektive Flexibilit

at oder Komplexit

at des Modells; sie bestimmt
die Generalisierungsf

ahigkeit, d.h. Muster auerhalb des Trainingsdatensatzes rich-
tig klassizieren zu k

onnen. Ein zu einfaches Modell mit zu wenigen Hidden Units
wird einen groen Bias aufweisen, es wird nicht exibel genug sein, die Muster gut
zu diskriminieren | im Extremfall nicht einmal jene des Trainingsdatensatzes. Zu
viele Hidden Units bewirken eine zu groe Flexibilit

at im Verh

altnis zur Gr

oe des
Datensatzes, wodurch die Signale und auch das Rauschen gelernt werden. Beide
F

alle resultieren in einer extrem schlechten Generalisierungsf

ahigkeit bei verrausch-
ten Daten (Weigend et al. [1991]).
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Die optimale Out-of-Sample Performance kann daher nur durch eine Kompro-
mil

osung zwischen den einander ausschlieenden kleinen Bias-Werten und kleinen
Varianzen gefunden werden. Das bedeutet, die optimale Anzahl der Hidden Units
zu bestimmen, da die Struktur des Input- und Output Layers durch die Applika-
tion vorgegeben ist. Wie bereits in Kap. 3.1, S. 42 angef

uhrt, gibt es eine Reihe
von Verfahren zur Kontrolle der Modellkomplexit

at. Daneben existieren eine Reihe
von Daumenregeln, die oftmals drastisch fehlschlagen, da sie sowohl die Komple-
xit

at der Problemstellung als auch die Redundanz der Trainingsdaten ignorieren
(Weigend [1993]).
Das Problem des Overttings und die Kontrolle der Netzwerkkomplexit

at wurde bis-
her in vielen Fernerkundungsapplikationen nur wenig beachtet. Um die Unsicherheit
bei der Wahl eines spezischen Validierungsdatensatzes f

ur den Kreuzvalidierungs-
ansatz (vgl. Fischer & Gopal [1994]) zu vermeiden, wurde in dieser Applikation ein
Netzwerkpruning-Ansatz zur Gewichtselimination angewandt (vgl. Hanson & Pratt
[1989]; Lang & Hinton [1990]; Weigend et al. [1990, 1991]). Diese Technik startet mit
einer

uberdimensionierten Anzahl von Hidden Units, mit dem Ziel, die Komplexit

at
des Netzes in Form der Gewichtsparameter unter Einbeziehung der Fehlerfunktion
zu reduzieren und somit \redundante" oder wenig sensitive Gewichte zu eliminieren.
Die zu minimierende neue Fehlerfunktion ist durch [Bishop, 1995, S. 363]
e
E = E + 
X
i
w
2
i
bw
2
+ w
2
i
(3.26)
mit dem Skalierungsfaktor bw, der frei gew

ahlt werden mu, gegeben. Bei Gewich-
ten, die nur geringf

ugig gr

oer sind als dieser Strafterm bw, wird wenigen groen
Gewichten der Vorzug gegen

uber vielen kleineren Gewichten gegeben. Der Term 
kontrolliert das Ausma, in dem der Strafterm die L

osung beeinut. Das f

uhrt zu
einer Form des Netzwerkprunings, die mit dem Netzwerktraining kombiniert ist. In
der Praxis werden die Gewichtswerte typischerweise nicht auf Null reduziert, wie-
wohl die M

oglichkeit existiert, sie v

ollig zu eliminieren, wenn ihr Wert unter einen
bestimmten Schwellenwert f

allt.
F

ur das Applikationsbeispiel wurde ein

uberdimensioniertes vollst

andig vernetz-
tes 2-Layer Perceptron Modell mit 22 Hidden Units und einer variablen Lernrate
gew

ahlt. Die 338 Gewichte wurden jeweils nach drei Mustern (Epochengr

oe = 3),
die in zuf

alliger Reihenfolge aus dem Trainingsdatensatz gezogen wurden, angepat
(stochastische Approximation). W

ahrend der ersten 17.000 Epochen wurden durch
das Pruning die Gewichte zwischen acht Hidden und acht Output Units eliminiert.
Da diese acht Units beim R

uckw

artspropagieren keine Signale mehr empfangen hat-
ten, wurden auch die Gewichtswerte zu den Input Units st

andig kleiner. In diesem
Sinne kann der Gewichtseliminationsproze als Elimination der unbedeutendsten
49
    
   >  5
0   5
       
       <  -5
    0   -5
Stärke der Verbindungsgewichte
211 2 3 4 5 6 7 8 9 10 2220191817161514131211
C 
1
C 
2
C 
3
C 
4
C 
5
C 
6
C 
7
C 
8
TM 1 TM 2 TM 3 TM 4 TM 5 TM 7
Output Units 
Input 
Units
Hidden
Units
Output Units 
Input 
Units
Hidden
Units
Abbildung 3.4: Das geprunte MLP-1 Netz mit 14 Freiheitsgraden und 196 Parametern
(Fischer et al. [1995])
Units des Hidden Layers verstanden werden. Die Architektur des geprunten MLP-1
Netzes wird in Abb. 3.4 visualisiert.
Es ist bekannt, da neuronale Netze starke Variationen in ihren Performanceeigen-
schaften zeigen. Bereits minimale Ver

anderungen im Netzwerkdesign und an den
Kontrollparametern, wie der Lernrate , den Anfangsinitialisierungen der Netzwerk-
gewichte sowie Variationen der Trainings- und Testdatensets, k

onnen starke Auswir-
kungen auf das Netzwerkverhalten zeigen. Daher liegt das Hauptaugenmerk bei den
Simulationsexperimenten, die in den korrespondierenden Subkapiteln von Kap. 4
dargestellt werden, auf den Stabilit

ats- und Performance-Eigenschaften hinsichtlich
der o.a. Kontrollparameter. In-Sample und Out-of-Sample Performance sind die
beiden wichtigsten Kriterien. Die In-Sample Performance eines Klassikators liefert
wichtige Informationen zum Konvergenzverhalten und einen Richtwert f

ur eine rea-
listische Absch

atzung der Generalisierungsf

ahigkeit, die durch Feinadjustierung der
Kontrollparameter angen

ahert werden kann.
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3.3 Parameteroptimierung mit dem Conjugate
Gradient Algorithmus: Charakteristika und
Setup von MLP-2
Die klassische Optimierungstheorie bietet zur L

osung des Problems der Minimierung
stetig dierenzierbarer Funktionen mit vielen Parametern eine Reihe von Ans

atzen
und Algorithmen, die auch auf das Trainingsverfahren neuronaler Netze direkt

ubertragbar sind. Die beiden Algorithmen, die in diesem und im folgenden Sub-
kapitel beschrieben werden, haben sich bei konventionellen Optimierungsproblemen
in einer breiten Applikationspalette als sehr n

utzlich erwiesen. Ein universeller op-
timaler Algorithmus zur Minimierung einer Fehlerfunktion kann jedoch nicht emp-
fohlen werden, da verschiedene Algorithmen unterschiedlich gut bei verschiedenen
Applikationsproblemen anwendbar sind. Die Motivation f

ur die Analyse der Eigen-
schaften konventioneller Optimierungsalgorithmen im gegenst

andlichen Applikati-
onsgebiet der Klassikation multispektraler Satellitenbilddaten mit einem 2-Layer
Perceptron Modell leitet sich aus dem Umstand ab, da dieser Netzwerktyp mit
dem klassischen Gradient Descent Optimierungsalgorithmus bei gegebener Kom-
plexit

at des Diskriminanzproblems

auerst rechenzeit- und kostenintensiv ist. Das
numerische Desideratum ist jedoch { wie gew

ohnlich {, die Parameteroptimierung
so rasch, kostenezient und hauptspeicherextensiv als m

oglich abzuwickeln. D.h.
f

ur eine gegebene Architektur mit einer optimalen Anzahl von Hidden Units, einem
Set von Basisfunktionen 	 und 
 und einem charakteristischen Trainingsdatenset
ist die Fehlerfunktion E(w) =  
P
n
P
C
c=1

n
ln 
n
c
mit einem Ausgangswert von
196 freien Parametern so wenig oft als m

oglich zu evaluieren. Geschwindigkeit und
Genauigkeit der Minimierung der Zielfunktion sind die entscheidenden Kriterien der-
artiger Verfahren; der Speicherbedarf wird aufgrund der sich rasant entwickelnden
Rechnertechnologie immer weniger relevant.
Der Trainingsproze bei einer Feedforward Architektur kann als Bewegung ent-
lang einer Trajektorie durch einen hochdimensionalen Gewichtsraum gesehen werden
(siehe Abb. 3.5). Obwohl ein optimaler Gewichtsvektor (Punkt A) f

ur eine gege-
bene Netzstruktur existiert, wird aufgrund des unvollst

andigen und verrauschten
Trainingsdatensets eine andere optimale L

osung (Punkt B) im Set der optimalen
L

osungen W
0
ausgegeben. Bei einer nicht perfekten Minimierung der Zielfunktion
wird der Punkt C erreicht, der knapp auerhalb von W
0
liegt. Iterative Minimie-
rungsverfahren basieren auf dem Prinzip, da von einem gegebenen Initialstatus w
0
ausgehend, die Fehlerfunktion E(w) minimiert werden mu (dies gilt f

ur alle Mi-
nimierungsverfahren). Um die Notation zu vereinfachen, steht der Gewichtsvektor
w f

ur den zu durchsuchenden Gewichtsraum R
jwj
, womit alle Gewichte w spezi-
ziert sind. Entwickelt man die Kostenfunktion E(w)

uber dem Punkt w
0
in eine
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Abbildung 3.5: Parameterapproximation entlang einer Trajektorie im ktiven 3-
dimensionalen Gewichtsraum
Taylorreihe, so erh

alt man
E(w) = E
0
+ (w  w
0
) rE(w
0
) +
1
2
(w  w
0
) H (w  w
0
) + : : : (3.27)
Der Gradient g  rE bezeichnet den Vektor mit den Komponenten @E=@w
i
undH
die Hesse-Matrix der 2. Ableitungen, H
ij
= @
2
E=@w
i
@w
j
, evaluiert bei w
0
. Durch
Dierenzieren von (3.27) erh

alt man
rE(w) = rE(w
0
) +H (w  w
0
) + : : : (3.28)
f

ur den Gradienten. Das gesuchte Minimum von E(w) mit rE(w) = 0 kann durch
Minimierung von (3.28) speziert werden (die Terme h

oherer Ordnung werden ig-
noriert)
rE(w
0
) +H (w  w
0
) = 0 (3.29)
oder
w = w
0
 H
 1
rE(w
0
) (3.30)
zur gesch

atzten Allokation des Minimums (oder allgemein, eines station

aren Punk-
tes) der Fehlerfunktion. Diese Gleichung kann iterativ evaluiert werden, indem das
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eben gesch

atztew zum neuen w
0
erkl

art wird. Das beschriebene iterative Verfahren
ist als Newton Verfahren bekannt, das in einer Dimension in Form von
w = w
0
 
E
0
(w
0
)
E
00
(w
0
)
(3.31)
zum Aunden einer Wurzel von E
0
(w) = 0 speziziert wird. F

ur W Gewichte
ist das Newton Verfahren rechnerisch

auerst aufwendig, da die W  W Matrix
H bei jeder Iteration invertiert werden mu, was jeweils W
3
Rechenoperationen
verlangt. Weiters ist die Berechnung der 2. Ableitungen n

otig, die nicht in die
Backpropagation Rahmenbedingungen passen. Die Methode ist numerisch instabil
| ausgenommen, man startet die Prozedur nahe genug eines Minimums, was wie-
derum bei multidimensionalen Rahmenbedingungen in der Praxis unrealistisch ist.
Das Newton Verfahren bietet aber eine gute Referenz f

ur die folgenden Verfahren
(vgl. Hertz et al. [1991]).
C
BA
∇E
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Abbildung 3.6: Fehlerlandschaft

uber einem 2-dimensionalen Gewichtsraum (mod. nach
Bishop [1995])
Ein einfaches geometrisches Bild hilft diesen Fehlerminimierungsproze zu visua-
lisieren, indem man E(w) als Fehlerlandschaft, die sich

uber dem Gewichtsraum
erhebt, betrachtet (siehe Abb. 3.6 nach [Bishop, 1995, S. 254]). Die Punkte A
und B repr

asentieren Minima der Fehlerfunktion. An jedem Punkt C ist der lo-
kale Gradient dieser Fehlerlandschaft durch den Vektor rE gegeben. F

ur CNNs
mit zwei und mehr Layern adaptiver Gewichte ist die Fehlerfunktion eine extrem
nicht-lineare Funktion der Gewichte, bei der mehrere Minima existieren k

onnen, die
die Bedingung (3.28) erf

ullen. Das globale Minimum ist jener Punkt im gesamten
Gewichtsraum, an dem die Fehlerfunktion den geringsten Wert annimmt, w

ahrend
andere Minima als lokale Minima bezeichnet werden. Auch Sattelpunkte oder lokale
Maxima erf

ullen die Bedingung der Station

arit

at. Eine Konsequenz aus der Nicht-
Linearit

at einer Fehlerfunktion ist, da es allgemein nicht m

oglich ist, analytisch eine
eindeutige L

osung f

ur ein Minimum zu nden. Bei einem 2-Layer Perceptron Netz
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mit J Hidden Units existieren f

ur jeden Punkt im Gewichtsraum J ! 2
J

aquivalente
Punkte, die die gleiche Netzwerkabbildung generieren und daher den selben Wert
f

ur die Fehlerfunktion besitzen. Jedes lokale oder globale Minimum wird daher im
Gewichtsraum vielfach repliziert. Ist die Fehlerlandschaft sehr komplex, d.h. sie
hat viele lokale Minima, so ist es praktisch irrelevant, welche L

osung gew

ahlt wird.
In der Regel werden Optimierungsalgorithmen eingesetzt, die den Gewichtsraum in
einer Folge von Schritten der Form
w
(t+1)
= w
(t)
+w
(t)
(3.32)
lokal durchsuchen und aufgrund der zuf

alligen Gewichtsinitialisierung eine lokale
(nite) Nachbarschaft evaluieren (vgl. Aarts & Korst [1989], Press et al. [1992]).
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Abbildung 3.7: Extrema einer Fehlerfunktion (mod. nach Press et al. [1992])
Abb. 3.7 zeigt die Extrema einer Funktion in einem Intervall, wobei A, C, und
E lokale, aber nicht globale Maxima darstellen. Die Punkte B und F sind lokale
Minima. Das globale Maximum tritt beim Punkt G auf, der an der Grenze des
Intervalls liegt, so da die Derivative der Funktion hier nicht Null werden. Das
globale Minimum liegt in D. In E ist die 2. Ableitung Null, was f

ur Algorithmen
mit xer Schrittweite, wie den simplen Gradient Descent, Probleme bereitet (siehe
S. 48). Die Punkte X, Y und Z umklammern das Minimum F, da Y tiefer als
X und Z liegt. Algorithmen wie Conjugate Gradient und Quasi-Newton haben
variable Schrittweiten und garantieren, da der Gradient rE der Fehlerfunktion
infolge der Gewichtsanpassung niemals ansteigt, so da der Algorithmus in ein
Minimum konvergiert. Die Wahl der Anfangsgewichte (zuf

allige Initialisierung)
ist entscheidend daf

ur, in welches Minimum der Algorithmus konvergiert. Beide
Algorithmen unternehmen eine Reihe von Schritten in eine bestimmte Richtung
(determiniert durch den Gradienten der Fehlerfunktion, bzw. den Gradienten und
die Hesse-Matrix) mit einer bestimmten Schrittweite (determiniert durch eine Line
Search Prozedur) durch den Gewichtsraum.
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Die Line Search Prozedur (vgl. [Bishop, 1995, S. 272{274])
Beim simplen Gradient Descent (GD) Verfahren wird die Suchrichtung vom lokalen
Gradienten der Fehlerfunktion vorgegeben und die Schrittweite durch einen xen
Parameter  bestimmt. Man k

onnte jedoch erwarten, da es g

unstiger sei, eine
Suchrichtung im Gewichtsraum festzulegen, dann das Minimum der Funktion ent-
lang dieser Richtung zu suchen und die optimale Schrittweite zu bestimmen. Diese
Prozedur wird als Line Search (LS) bezeichnet. F

ur einen Gewichtsvektor w zum
Zeitpunkt t soll in einer bestimmten Richtung d
(t)
der n

achste Gewichtsvektor
w
(t+1)
= w
(t)
+ 
(t)
d
(t)
(3.33)
bestimmt werden, bei dem der Skalar 
(t)
den Fehler
E() = E
 
w
(t)
+ d
(t)

(3.34)
minimiert. Die Line Search Prozedur ist ein 1-dimensionales Minimierungsproblem,
die von Press et al. [1992] ezient algorithmisch implementiert wurde. Sie l

auft in
zwei Schritten ab, wobei zuerst drei Punkte entlang einer Suchrichtung gefunden
werden m

ussen, die die Bedingungen E(w
z
) > E(w
y
) und E(w
x
) > E(w
y
) erf

ullen
(siehe Abb. 3.7). Da die Fehlerfunktion stetig ist, mu im Intervall (x; z) ein
Minimum liegen. Im zweiten Schritt wird das Minimum lokalisiert, indem ein
quadratisches Polynom an die Fehlerfunktion angepat und an drei aufeinander
folgenden Punkten evaluiert wird (parabolische Interpolation). Das Minimumdieser
Parabel bildet einen Punkt ab, der n

aher beim lokalen Minimum der Fehlerfunktion
liegt, worauf die Fehlerfunktion von Neuem evaluiert werden kann (vgl. [Press
et al., 1992, S. 412{419], Bishop [1995]). Die Genauigkeit, mit der E() minimiert
werden kann, h

angt von der Maschinengenauigkeit des Rechners ab, auf dem diese
Prozedur implementiert ist. In der gegenst

andlichen Applikation wurde der linmin
Algorithmus aus der Numerical Recipes in C Library (Press et al. [1992]) verwendet.
Methode der Konjugierten Gradienten (vgl. [Bishop, 1995, S. 274{280])
Unter der Annahme, da das Minimum der Line Search Prozedur aus (3.34)
@
@
E
 
w
(t)
+ d
(t)

= 0;
 
g
(t)

T
d
(t)
= 0 (3.35)
mit g  rE gegeben ist, m

ute der Gradient am neuen Minimum orthogonal
zur vorhergehenden Suchrichtung sein (vgl. Abb. 3.8a) und die Minimierung der
Fehlerfunktion w

urde typischerweise sehr langsam und inezient sein (siehe auch
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wgt+1
w2
w1
gt-1
gt
(a) Orthogonale Suchrichungen  entlang 
des Gradienten nach einem Line Search
wt
wt+1
dt
gt dt = 0
dt+1
(b) Konzept konjugierter Suchrichungen: der Line 
Search wurde entlang  von dt durchgeführt
Abbildung 3.8: Prinzip des Conjugate Gradient Algorithmus
(mod. nach Bishop [1995])
Kap. 3.2, S. 48). Eine L

osung dieses Problems kann herbeigef

uhrt werden, wenn
die nachfolgenden Suchrichtungen d
(t)
so gew

ahlt werden, da bei jedem Schritt des
Algorithmus die Komponente des Gradienten parallel zur vorherigen Suchrichtung,
die gerade minimiert wurde, unver

andert bleibt. Angenommen, ein Line Search aus-
gehend von w
(t)
entlang der Richtung d
(t)
resultiert in einem neuen Punkt w
(t+1)
.
Hier gilt
g
 
w
(t+1)

T
d
(t)
= 0: (3.36)
Die n

achste Suchrichtung w
(t+1)
wird so gew

ahlt, da entlang dieser neuen Richtung
die Eigenschaft der Komponente des Gradienten parallel zur vorherigen Suchrich-
tung { n

amlich ebenfalls Null zu sein { erhalten bleibt. Das dr

uckt sich in
g
 
w
(t+1)
+ w
(t+1)

T
d
(t)
= 0 (3.37)
aus und wird in Abb. 3.8b visualisiert. Wenn nun (3.37) ausgeweitet wird auf die
erste Ordnung in  und der Term nullter Ordunung aufgrund von (3.36) wegf

allt,
so erh

alt man
 
w
(t+1)

T
Hd
(t)
= 0 (3.38)
mit der Hesse-Matrix H, die am Punkt w
(t+1)
evaluiert wird. Ist die Fehlerober-


ache quadratisch (oder ann

ahernd quadratisch), so trit diese Beziehung f

ur
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beliebige  in (3.37) zu, da die Hesse-Matrix konstant ist und Terme h

oherer
Ordnung in der Erweiterung von (3.37), die  potenzieren, wegfallen. Suchrich-
tungen, die die Bedingung (3.38) erf

ullen, werden als nicht-interferierend oder
konjugiert bezeichnet. Daher ist es m

oglich, eine Sequenz von aufeinanderfolgenden
Suchrichtungen d
(t)
zu konstruieren, bei denen jede Richtung bis zur Dimension W
des Suchraumes zu allen vorherigen Richtungen konjugiert ist. Diese Eigenschaft
bildet die Basis f

ur den Conjugate Gradient (CG) Algorithmus (vgl. Bishop [1995];
Press et al. [1992]).
Quadratische funktionale Formen|Das theoretische Fundament f

ur CG-
Methoden
Um den Conjugate Gradient Algorithmus einzuf

uhren, wird in der Folge nach Jo-
hansson et al. [1992] und [Bishop, 1995, 276{280] vorgegangen. Eine sehr umfassende
mathematische Darstellung bietet auch Shewchuk [1994]. Es wird die quadratische
Fehlerfunktion analog zu (3.27) gew

ahlt,
E(w) = E
0
+ b
T
w +
1
2
w
T
Hw (3.39)
in der die Parameter b und H konstant sind und von der Hesse-Matrix H ange-
nommen wird, sie sei positiv denit. Der lokale Gradient dieser Fehlerfunktion ist
durch
g(w) = b+Hw (3.40)
gegeben. Die Fehlerfunktion (3.39) wird am Punkt w

aufgrund von (3.40) durch
b +Hw

= 0 (3.41)
minimiert. Angenommen, man k

onnte ein Set von Vektoren W nden (wobei W
die Dimensionalit

at des Gewichtsraumes ist), die bezogen auf die Hesse-Matrix H
wechselseitig konjugiert sind, so da
d
T
j
Hd
j
= 0 (3.42)
ist. Diese Gewichtsvektoren sind linear unabh

angig wenn H positiv denit ist. Sie
bilden ein vollst

andiges, aber nicht orthogonales konjugiertes Set von Basisvektoren
im Gewichtsraum. Man startet von einem beliebigen Punkt w
1
, von dem aus das
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Minimum der Fehlerfunktion w

erreicht werden soll. Die Dierenz der Vektoren
w
1
und w

kann als Linearkombination der konjugierten Richtungsvektoren
w

 w
1
=
W
X
i=1

i
d
i
(3.43)
angeschrieben werden. Wenn nun
w
j
= w
1
+
j 1
X
i=1

j
d
j
(3.44)
deniert wird, kann (3.43) als Iterationsgleichung
w
k+1
= w
k
+ 
i
d
i
(3.45)
verwendet werden. Sie repr

asentiert eine Folge von Schritten parallel zu den kon-
jugierten Richtungsvektoren, deren Schrittl

angen durch 
j
kontrolliert werden. Zur
Spezikation der 's wird (3.43) mit d
T
j
H multipliziert und (3.41) ber

ucksichtigt,
so dagilt:
 d
T
j
(b+Hw
1
) =
W
X
i=1

i
d
T
j
Hd
i
(3.46)
Es ist wichtig, wechselseitig konjugierte Richtungsvektoren zu verwenden, da (3.42)
zeigt, da die Terme auf der rechten Seite von (3.46) entkoppelt werden k

onnen und
daher eine explizite L

osung f

ur die 's gegeben ist.

j
=  
d
T
j
(b+Hw
1
d
T
j
Hd
j
(3.47)
Durch (3.44) kann (3.47) unter Anwendung der Konjugationsbedingung von (3.42)
auch als d
T
j
Hw
j
= d
T
j
Hw
1
ausgedr

uckt werden. Das erm

oglicht es wiederum, den
Z

ahler auf der rechten Seite von (3.47) in Form von d
T
j
(b+Hw
1
) = d
T
j
(b+Hw
j
) =
d
T
j
g
j
auszudr

ucken. Nach (3.40) gilt g
j
 g(w
j
). Daher kann 
j
auch in Form von

j
=  
d
T
j
g
j
d
T
j
Hd
j
(3.48)
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w2
w1
Abbildung 3.9: Schematische Visualisierung konjugierter Richtungen
speziziert werden. Eine induktive Argumentation verfolgend kann gezeigt werden,
da der Gradientenvektor g
j
beim j-ten Schritt im Parameterraum orthogonal zu
allen vorherigen konjugierten Richtungen liegt, wenn wie in (3.45) die Gewichte mit
einem 
j
aus (3.48) zunehmen. Daher werden die Komponenten der Gradienten
entlang aller Richtungen nach W Schritten Null, womit das Minimum (die Wurzel
des Polynoms) der quadratischen Form erreicht wird. Abb. 3.9 illustriert dies sche-
matisch im zweidimensionalen Gewichtsraum. Um die Orthogonalit

atseigenschaft
abzuleiten, werden (3.41) und (3.45) ber

ucksichtigt.
g
j+1
  g
j
= H(w
j+1
 w
j
) = 
j
Hd
j
(3.49)
Nun wird das skalare Produkt dieser Gleichung mit d
j
gebildet und die Denition
von 
j
aus (3.48) verwendet, um das Minimum
d
T
j
g
j+1
= 0 (3.50)
zu spezizieren. Auf

ahnliche Weise erh

alt man aus (3.49)
d
T
k
(g
j+1
  g
j
) = 
j
d
T
k
Hd
j
= 0 f

ur alle k < j  W (3.51)
Aus (3.50) und (3.51) erh

alt man das gew

unschte Ergebnis
d
T
k
g
j
= 0: (3.52)
Das n

achste Problem ist nun, die wechselseitig konjugierten Richtungen zu konstru-
ieren. Dazu wird die erste Richtung dem negativen ersten Gradienten gleichgesetzt,
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d1
=  g
1
, und die folgende Richtung in Form einer Linearkombination des ge-
genw

artigen Gradienten und der vorherigen Suchrichtung gebildet.
d
j+1
=  g
j+1
+ 
j
d
j
(3.53)
Die Koezienten 
j
werden unter der Bedingung der wechselseitigen Konjugiertheit
(siehe Gleichung (3.42)) in Form von

j
=
g
T
j+1
Hd
j
d
T
j
Hd
j
(3.54)
speziziert. Die wiederholte Anwendung der Gleichungen (3.53) und (3.54) generiert
ein Set vonW wechselseitig konjugierten Richtungen. Aus (3.53) folgt, da d
k
durch
eine Linearkombination aller vorherigen Gradientenvektoren gegeben ist
d
k
=  g
k
+
k 1
X
l=1

l
g
l
: (3.55)
Verwendet man nun Gleichung (3.52), so ergibt sich
d
T
k
g
j
=
k 1
X
l=1

l
g
T
l
g
j
f

ur alle k < j  W: (3.56)
Da die erste Suchrichtung gleich dem negativen Gradienten der Fehlerfunktion ist,
d
1
=  g
1
, geht aus (3.52) g
T
1
g
j
= 0 hervor, so da der Gradient bei Schritt j
orthogonal zum ersten Gradienten ist. Weiters zeigt sich bei induktiver Anwendung
von (3.56), da der gegenw

artige Gradient auch zu allen vorherigen Gradienten
orthogonal ist
g
T
k
g
j
= 0 f

ur alle k < j  W: (3.57)
Man kann daher einen Algorithmus entwickeln, mit dem das Minimum einer qua-
dratischen Fehlerfunktion nach h

ochstens W Schritten im Gewichtsraum gefunden
wird. Startet man von einem zuf

allig gew

ahlten Punkt w
1
aus, so werden mittels
(3.53) sukkzessiv konjugierte Richtungen konstruiert, f

ur die die Parameter 
j
durch
(3.54) gegeben sind. Bei jedem Schritt wird der Gewichtsvektor entlang der kor-
respondierenden Richtung (siehe (3.45)) mit der Schrittl

ange 
j
aus (3.48) evaluiert.
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Der Conjugate Gradient Algorithmus (vgl. [Bishop, 1995, S. 280{282])
F

ur eine allgemeine nicht-quadratische Fehlerfunktion ist der Fehler in der Umge-
bung eines gegebenen Punktes im Gewichtsraum ann

ahernd quadratisch, woraus
sich ableiten l

at, da eine wiederholte Anwendung der Methode der konjugierten
Gradienten zu einer eektiven Konvergenz und somit zu einem minimalen Fehler
f

uhrt. Die Schrittl

ange dieser Prozedur wird vom Koezienten 
j
aus Gleichung
(3.48) und die Richtung durch den Koezienten 
j
aus Gleichung (3.54) gegeben,
die beide von der Hesse-Matrix H abh

angen. F

ur nicht-quadratische Fehlerfunktio-
nen h

angt die Hesse-Matrix vom gegenw

artigen Gewichtsvektor ab und mu deshalb
bei jedem Schritt des Algorithmus re-evaluiert werden. Da die Evaluation der Hesse-
Matrix f

ur nicht-lineare CNNs sehr rechenaufwendig ist, kann auf Hestenes & Stiefel
[1952] und Press et al. [1992] zur

uckgegrien werden, um die Koezienten 
j
und

j
auch ohne explizite Kenntnis von H zu berechnen.

j
=
g
T
j+1
(g
j+1
  g
j
)
d
T
j
(g
j+1
  g
j
)
(3.58)
ist als die Hestenes-Stiefel Formel bekannt. Durch die Bedingung d
T
j
g
j
=  g
T
j
g
J
kann die Polak-Ribiere Form

j
=
g
T
j+1
(g
j+1
  g
j
)
g
T
j
g
j
(3.59)
verwendet werden, die unter Annahme der Orthogonalit

atseigenschaften der Gradi-
enten vereinfachend in der Fletcher-Reeves Form

j
=
g
T
j+1
g
j+1
g
T
j
g
j
(3.60)
m

undet. F

ur exakt quadratische Fehlerfunktionen liefern alle drei Ausdr

ucke von 
j
dasselbe Ergebnis, die in der Praxis bei ann

ahernd quadratischen Funktionen leicht
voneinander abweichen k

onnen.
Auch der korrekte Wert f

ur 
j
kann durch Evaluation der Hesse-Matrix gefunden
werden. Bei einer quadratischen Fehlerfunktion kann 
j
durch einen Line Search
entlang der Suchrichtung d
j
, beginnend beim Punkt w
j
aus
E(w
j
+ d
j
) = E
0
+ b
T
(w
j
+ d
j
) +
1
2
(w
j
+ d
j
)
T
H(w
j
+ d
j
) (3.61)
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errechnet werden, wenn die Ableitung dieses Ausdruckes nach  gleich Null gesetzt
wird.

j
=  
d
T
j
g
j
d
T
j
Hd
j
(3.62)
Mittels des Conjugate Gradient Algorithmus kann daher nach h

ochstens W Line
Search Prozessen entlang der Suchrichtung d
j
das Minimum einer quadratischen
Fehlerfunktion gefunden werden. Dies ist eine dramatische Verbesserung im Ver-
gleich zum simplen Gradient Descent Algorithmus, der eine unbestimmte Anzahl
von Schritten zur Minimierung einer quadratischen Fehlerfunktion ben

otigt. In der
Praxis ist die zu minimierende Fehlerfunktion jedoch nicht ann

ahernd quadratisch,
wodurch der Conjugate Gradient Algorithmus viele Iterationen lang l

auft, um einen
zufriedenstellend geringen Fehler zu nden bzw. so lange, bis ein anderes Termina-
tionskriterium (z.B. eine optimale Out-of-Sample Klassikationsg

ute) erreicht ist.
Zusammenfassend sei festgestellt, da der Conjugate Gradient Algorithmus von
der Annahme einer quadratischen Fehlerfunktion mit einer positv-deniten Hesse-
Matrix abgeleitet werden kann. Des weiteren gilt, da die lokale Hesse-Matrix f

ur
allgemeine nicht-lineare Fehlerfunktionen nicht positv denit sein mu. Die durch
den Conjugate Gradient Algorithmus denierten Suchrichtungen m

ussen ebenfalls
nicht exakt denierte Abstiegsrichtungen sein (Shanno [1978] nach Bishop [1995]).
In der Praxis garantiert der Einsatz einer robusten Line Search Prozedur, die gute
Performanceeigenschaften aufweist, da die Gradienten bei keinem Schritt in der
Fehlerlandschaft ansteigen. Der Conjugate Gradient Algorithmus stellt also eine
Minimierungsprozedur dar, die lediglich die Evaluation der Fehlerfunktion und ihrer
Ableitung verlangt, um nach W Schritten f

ur eine quadratische Fehlerfunktion ein
Minimum zu nden.
Implementation des Conjugate Gradient Algorithmus zur Optimierung
der Fehlerfunktion f

ur MLP-2 (vgl. [Bishop, 1995, S. 282])
F

ur die gegenst

andliche Applikation wurde ein Conjugate Gradient Optimierungs-
algorithmus f

ur das 2-Layer Perceptron Netz MLP-2 in C/C++ implementiert, der
in folgenden Schritten abl

auft:
(a) Wahl des Anfangsgewichtsvektors w
1
,
(b) Evaluation des Gradientenvektors g
1
und Bestimmung der initialen Suchrich-
tung d
1
=  g
1
,
(c) Minimierung von E(w
j
+ d
j
) bez

uglich  und Berechnung von w
j+1
= w
j
+

min
d
j
bei Schritt j,
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(d) Test hinsichtlich des Erreichens des Stop-Kriteriums,
(e) Evaluation des neuen Gradientenvektors g
j+1
,
(f) Evaluation der neuen Suchrichtung nach (3.53), in der 
j
nach der Fletcher-
Reeves-Polak-Ribiere Formel (3.60) gegeben ist,
(g) Setze j = j + 1 und gehe zu (c).
Die implementierte Version kann sowohl im Batch- als auch im epochen- oder mu-
sterbasierten Trainingsmodus verwendet werden. Im Vergleich zum simplen Gra-
dientenverfahren, bei dem die Lernrate  und der Momentum Term  heuristisch
gesetzt werden, stellt die Gradient-Descent basierte Optimierung eine quasi auto-
matische Prozedur zum Setzen der Parameter  und  bei jeder Iteration j dar.
Die eektive Lernrate  ist durch die Minimierung von 
j
des Line Search gegeben,
w

ahrend der Momentum Term durch den Parameter 
j
in (3.60) gesetzt wird, da
dieser die Suchrichtung

uber (3.53) kontrolliert (vgl. Bishop [1995]).
Der MLP-2 Klassikator setzt auf der durch Netzwerkpruning determinierten Mo-
dellkomplexit

at des MLP-1 Klassifkators mit einer 6:14:8 Architektur auf. Die Start-
werte f

ur die Parameter   
1
und   
1
werden automatisch gesetzt. Eine
ad

aquate Epochengr

oe, die Anzahl der Iterationen pro Epoche und die Gesamt-
zahl der Iterationen (= Terminationskriterium) sind experimentell zu bestimmen
und werden gemeinsammit dem Performance-Verhalten hinsichtlich Stabilit

at, Kon-
vergenzverhalten und In-Sample- und Out-of-Sample Klassikationsg

ute in Kap. 4.2
dokumentiert.
3.4 Parameteroptimierung mit dem Quasi-
Newton Algorithmus: Charakteristika und
Setup von MLP-3
Die Zielsetzung von Quasi-Newton Methoden, die manchmal auch als variable metri-
sche Methoden bezeichnet werden, unterscheidet sich nicht von jener der Verfahren
konjugierter Gradienten: Beide akkumulieren Informationen von sukzessiven Line
Search Minimierungen, so da W derartige Minimierungen in einem exakten Mi-
nimum einer quadratischen Form in W Dimensionen m

unden. Unter derartigen
Bedingungen konvergieren auch allgemeinere stetige Funktionen. Beide Methoden,
die der konjugierten Gradienten und die Quasi-Newton Methode, setzen voraus, da
der Gradient einer Funktion, die erste Ableitung, an jedem beliebigen Punkt dieser
Funktion berechnet werden kann. Der variable metrische Ansatz unterscheidet sich
63
von der Methode der konjugierten Gradienten insofern, als da die akkumulierte
Information gespeichert und aktualisiert wird.
Zur Implementierung variabler metrischer Verfahren existieren vorrangig zwei Algo-
rithmen: Erstens, der Davidon-Fletcher-Powell (DFP) Algorithmus (manchmal ein-
fach als Fletcher-Powell bezeichnet) und zweitens, der Broyden-Fletcher-Goldfarb-
Shanno (BFGS) Algorithmus. BFGS und DFP Realisierungen unterscheiden sich
nur in Details, beispielsweise ihrer Rundungsfehler und Konvergenztoleranzen. Die
folgenden Ausf

uhrungen st

utzen sich vor allem auf Hertz et al. [1991]; Press et al.
[1992] und Bishop [1995].
Wie schon in Kap. 3.3 ist der Ausgangspunkt eine quadratische FehlerfunktionE(w),
die wie in Gleichung (3.39) S. 57 durch eine quadratische Form lokal approximiert
werden kann. Wir haben jedoch keine Information

uber die Parameter H und b,
auer da durch Evaluation der Funktion und eine Line Search Prozedur darauf ge-
schlossen werden kann. Aus Gleichung (3.30) auf S. 52 ist bekannt, da die direkte
Anwendung der exakten Newton Methode sehr rechenaufwendig ist, da O(NW
2
)
Rechenoperationen zur Evaluation der Hesse-Matrix und O(W
3
) Operationen zur
Berechung der Inversen ben

otigt werden. Die Idee bei variablen metrischen Verfah-
ren ist, iterativ eine Reihe von Matrizen M
i
zu generieren, die zunehmend genaue
Approximationen der inversen Hesse-Matrix H
 1
darstellen und die Eigenschaft
lim
i!1
M
i
= H
 1
f

ur alle i = 1; : : : ;W (3.63)
besitzen. Das Aunden eines Minimums ist daher nach h

ochstens W Iterationen
(anstatt 1) garantiert.
Bei der exakten Newton Methode wird nach der Wurzel der quadratischen Funktion
gesucht, an der der Gradient der Funktion den Wert Null hat. In der N

ahe des
Punktes w
i
haben die Terme zweiter Ordnung die Form
E(w) = E(w
i
) + (w  w
i
)  rE(w
i
) + 1=2(w  w
i
) H  (w  w
i
) (3.64)
so da der Gradient rE(w) = rE(w
i
) = H  (w w
i
) ist. Bei der Newton Methode
wird rE(w) = 0 gesetzt um den Punkt der n

achsten Iteration zu bestimmen:
w  w
i
=  H
 1
 rE(w
i
) (3.65)
Die linke Seite der Gleichung stellt einen endlichen Newton Schritt dar, der ins
exakte Minimum (w = w
i
  H
 1
 rE(w
i
)) f

uhrt. Die rechte Seite ist bekannt,
wenn eine exakte Matrix M  H
 1
akkumuliert wurde. Bei der Quasi-Newton
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Methode wird aber nicht die exakte Hesse Matrix von E(w) verwendet, sondern ihre
momentane Appoximation M
i
. Unter Ber

ucksichtigung der Gradientenrichtungen
der Fehlerfunktion d am Punkt w
i
nimmt der Funktionswert ab, rE(w)  d < 0.
Damit die Newton Richtung aus (3.65) eine Abstiegsrichtung ist, mu f

ur
rE(w
i
)(w  w
i
) =  (w  w
i
)H(w  w
i
) < 0 (3.66)
die Hesse Matrix H positiv denit sein. Allgemein hat man weit entfernt vom
Minimum keine Garantie, da H tats

achlich diese Bedingung erf

ullt; ein Newton
Schritt unter Annahme der echten Hesse Matrix kann zu einem Punkt f

uhren, an
dem der Funktionswert ansteigt.
Die Idee bei der Quasi-Newton Methode ist nun, die Prozedur mit einer positiv
deniten, symmetrischen Approximation der Hesse Matrix H | zumeist der Ein-
heitsmatrix | zu starten und die approximiertenM
i
's so zu bilden, da die Matrix
M
i
positiv denit und symmetrisch bleibt. Weit entfernt vom Minimum garantiert
dieses Verfahren eine sukkzessive Minimierung der Fehlerfunktion. In der N

ahe des
Minimums verlangt diese Update Formel eine sehr gute N

aherung der wahren Hesse
Matrix und die quadratische Konvergenz der Newton Methode ist erreicht.
Bendet man sich aber nicht nahe genug am Minimum, so kann ein voller Newton
Schritt in der Richtung d auch bei einer positiv deniten Matrix H ein Ansteigen
des Funktionswertes verursachen. Es ist einzig garantiert, da der Funktionswert
von E(w) anf

anglich abnimmt, wenn man sich entlang der Newton Richtung be-
wegt. Die L

osung ist durch Anwendung einer Line Search Prozedur (

ahnlich wie
bei der Methode der konjugierten Gradienten) m

oglich, die ein Minimum der Feh-
lerfunktion entlang der Suchrichtung ndet. Daher erfolgt die Aktualisierung des
Gewichtsvektors durch
w
i+1
= w
i
+ 
i
M
i
rE(w
i
): (3.67)
Diese Line Search Prozedur mu aber nicht mit so groer Genauigkeit wie beim
CG-Algorithmus ausgef

uhrt werden, da sie keinen kritischen Faktor f

ur den QN-
Algorithmus darstellt. Es ist hier daher die lnsrch Prozedur aus der Numerical
Recipes in C Library nach Press et al. [1992] implementiert.
Aus der Newton Gleichung (3.65) ist ersichtlich, da die Gewichtsvektoren mit
den korrespondierenden Gradienten in Zusammenhang zu sehen sind und auch f

ur
Schritt i und i+ 1
w
i+1
 w
i
= H
 1
(rE(w
i+1
) rE(w
i
)) (3.68)
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gilt. F

ur die zu approximierende MatrixM
i+1
hat Gleichung (3.68) zu gelten, so als
ob sie die aktuelle inverse Hesse Matrix H
 1
w

are und zwar
w
i+1
 w
i
=M
i+1
(rE(w
i+1
) rE(w
i
)) (3.69)
Diese Update Formel sollte jedoch noch einen Korrekturterm enthalten, der aus den
beiden Vektoren w
i+1
 w
i
, den Gradienten rE(w
i+1
) rE(w
i
) und der MatrixM
i
konstruiert wird |M
i+1
=M
i
+korr:. Es gibt allerdings nicht sehr viele nat

urliche
M

oglichkeiten, um aus diesen Objekten eine Matrix zu bilden, besonders wenn die
Eigenschaften von Gleichung (3.69) erhalten bleiben sollen. Eine M

oglichkeit bietet
die DFP Aktualisierungsformel :
M
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(3.70)

 bezeichnet das \

auere" oder \direkte" Produkt zweier Vektoren, die somit eine
Matrix ergeben. Die BFGS Aktualisierungsformel ist um einen zus

atzlichen Term
erweitert; ansonsten gleicht sie jener der DFP Aktualisierungsformel
   + f[rE(w
i+1
) rE(w
i
)] M
i
[rE(w
i+1
) rE(w
i
)]gu
 u (3.71)
in der u als Vektor
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(3.72)
deniert ist.
Implementation des Quasi-Newton Algorithmus zur Optimierung der
Zielfunktion f

ur MLP-2
F

ur die gegenst

andliche Applikation wurde der dfpminAlgorithmus aus der Numeri-
cal Recipes in C Library (Press et al. [1992]) f

ur das 2-Layer Perceptron Netz MLP-3
in C/C++ implementiert. Der dfpminAlgorithmus ist die BFGS-Variante des DFP-
Minimierungsalgorithmus. Die erforderliche Line Search Prozedur wird mittels des
lnsrch Algorithmus durchgef

uhrt.
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dfpmin l

auft in folgenden Schritten ab:
(a) Wahl zuf

alliger Anfangsgewichtsvektoren w
i
,
(b) Berechne die Anfangsfunktionswerte von E(w
i
) und den Gradientenvektor
rE(w
i
) und initialisiere die Inverse Hesse Matrix H
 1
nach der Einheitsma-
trix,
(c) Bestimmung der initialen Suchrichtung d
i
=  rE(w
i
),
(d) Starte lnsrch und evaluiere den Funktionswert; sichere den Funktionswert f

ur
den n

achsten Line Search,
(e) Aktualisiere die Suchrichtung und die Newton-Schrittl

ange,
(f) Teste hinsichtsich des Konvergenzkriteriums rE(w) = 0,
(g) Sichere den alten Gradienten rE(w
i
) und berechne den neuen Gradienten
rE(w
i+1
),
(h) Teste hinsichtlich des Konvergenzkriteriums rE(w) = 0,
(i) Berechne die Dierenz rE(w
i
) rE(w
i+1
) und multipliziere diese mit H
 1
,
(j) Berechne die Produkte aus dem Nenner von Gleichung (3.70),
(k)

Uberspringe das Update der DFP-Formel, falls die Ergebnisse von Schritt (j)
nicht gen

ugend positiv sind,
(l) Berechne die BFGS-Aktualisierungsformel (3.71),
(m) Berechne den n

achsten Newton-Schritt und beginne eine weitere Iteration bei
(d).
Die implementierte Version kann sowohl im Batch- als auch im Epoch-Based Trai-
ningsmodus verwendet werden. Ein signikanter Vorteil der Quasi-Newton Methode
ist, da die Line Search Prozedur nicht so penibel durchgef

uhrt werden mu wie beim
CG-Verfahren, bei dem auf das korrekte Setup des Systems konjugierter Richtun-
gen und orthogonaler Gradienten Bedacht genommen werden mu. Ein m

oglicher
Nachteil von Quasi Newton Methoden ist, da die Matrix M der Gr

oe W  W
gespeichert und aktualisiert werden mu.
Der MLP-3 Klassikator setzt auf der durch Netzwerkpruning determinierten Mo-
dellkomplexit

at des MLP-1 Klassifkators mit einer 6:14:8 Architektur auf. Eine
ad

aquate Epochengr

oe, die Anzahl der Iterationen pro Epoche und die Gesamtzahl
der Iterationen (= Terminationskriterium) sind experimentell zu bestimmen und
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werden gemeinsam mit dem Performance-Verhalten hinsichtlich Stabilit

at, Konver-
genzverhalten sowie In-Sample- und Out-of-Sample Klassikationsg

ute in Kap. 4.3
dokumentiert.
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Kapitel 4
Experimente und Analysen zur
Performance und Stabilit

at von
2-Layer Perceptron Klassikatoren
mit lokaler Parameteroptimierung
Neuronale Netze k

onnen in ihren Performanceeigenschaften starke Variationen zei-
gen. Bereits minimale Ver

anderungen im Netzwerkdesign und an den Kontrollpara-
metern, dem Optimierungsverfahren der Zielfunktion, der Anfangsinitialisierungen
der Netzwerkgewichte und Variationen der Trainings- und des Testdatensets, k

onnen
starke Auswirkungen auf das Netzwerkverhalten haben, wenn das Setup des semi-
parametrischen Klassikationsmodells nicht problem-ad

aquat ist.
Die folgenden Ausf

uhrungen konzentrieren sich auf die Analyse der Performance-
und Stabilit

atseigenschaften von 2-Layer Perceptron Klassikatoren zur Detektion
urbaner Landnutzungsformen aus multispektralen Satellitenbilddaten. Dieses kom-
plexe Mustererkennungsproblem stellt eine anspruchsvolle Aufgabe dar, anhand de-
rer die Out-of-Sample Klassikationsg

ute der in Kap. 3 eingef

uhrten Optimierungs-
verfahren evaluiert wird. Der von Fischer et al. [1995] implementierte Gradient
Descent basierte MLP-1 Klassikator dient als Benchmark f

ur die folgenden Experi-
mente. Im ersten Abschnitt dieses Kapitels wird die Stabilit

at und Performance von
MLP-1 bei einer xierten Modellarchitektur und Lernrate hinsichtlich der Auswir-
kungen von Trainingssetgr

oen und unterschiedlichen Initialisierungen der Anfangs-
gewichtswerte analysiert. Im zweiten und dritten Abschnitt liegt das Hauptaugen-
merk auf den Auswirkungen alternativer Optimierungsalgorithmen zur Minimierung
der Entropie-Fehlerfunktion. In Kap. 4.2 werden Performanceanalysen zum Conju-
gate Gradient basierten MLP-2 Klassikator dokumentiert, dessen algorithmische
Eigenschaften in Kap. 3.3 vorgestellt wurden. Auswirkungen von Parametersettings
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auf die Konvergenzeigenschaften, Klassikationsg

ute, Stabilit

at und Kostenfaktoren
stellen die Meilensteine dieser Experimente dar. Selbiges gilt auch f

ur die Optimie-
rung der Zielfunktion des Quasi-Newton basierten MLP-3 Klassikators (Kap. 4.3).
Ein Vergleich der Eekte lokaler Parameteroptimierungsalgorithmen zur Minimie-
rung des Out-of-Sample Klassikationsfehlers bei 2-Layer Perceptron Netzen be-
schliet dieses Kapitel.
4.1 Performanceanalysen zum Gradient Descent
basierten MLP-1 Klassikator: Eekte von
Trainingssetgr

oen und Parameterinitialisie-
rungen
Der Gradient Descent basierte 2-Layer Perceptron Klassikator MLP-1 mit 14 logi-
stischen Hidden Units und einer Softmax Aktivierungsfunktion der Output Units,
der von Fischer et al. [1995] implementiert wurde, bildet die Basis f

ur die Experimen-
te mit variierenden Trainingsdatensets und Initialisierungen der Startgewichtswerte.
Sechs Input Units repr

asentieren die Kan

ale des multispektralenLandsat-TM Daten-
satzes (siehe S. 26) und acht Output Units die a priori denierten Landnutzungsklas-
sen (siehe Tab. 2.2, S. 28). Zur Kontrolle der Modellkomplexit

at, d.h. der Anzahl
der Hidden Units, wurde die in Kap. 3.1 (S. 42) vorgestellte Pruning-Strategie zur
Gewichtseliminierung eingesetzt. Das Hauptaugenmerk bei den Simulationsexperi-
menten dieses Subkapitels liegt auf den Stabilit

ats- und Performance-Eigenschaften
von MLP-1 hinsichtlich der Variation von Trainigssetgr

oen und der Anfangsinitia-
lisierung der Gewichtsvektoren.
Um die Sensitivit

at des MLP-1 Klassikators bez

uglich der Startwerte des ite-
rativen Trainingsprozesses zu testen, wurden je f

unf Trainingsl

aufe mit einer
zuf

alligen Initialisierung durch normalverteilte Anfangsgewichtswerte aus dem In-
tervall [ 0; 1;+0; 1] durchgef

uhrt. Die Klassikationsg

ute am Trainingsdatensatz
(In-Sample-Performance) und am Testdatensatz (Out-of-Sample Performance) wird
mit Hilfe von Konfusions- oder Fehlermatrizen gemessen, die die Zuordnung eines
Pixels zu einer Landnutzungsklasse durch den Klassikator den Referenzdaten ge-
gen

uberstellen. Des weiteren werden jeweils die Map-Users Accuracy und die Map-
Producers Accuracy

uberpr

uft. Die In-Sample Performance eines Klassikators lie-
fert wichtige Informationen zum Konvergenzverhalten und einen Richtwert f

ur eine
realistische Absch

atzung der Generalisierungsf

ahigkeit, die durch Feinadjustierung
der Kontrollparameter angen

ahert werden kann. Die Out-of-Sample Performance
gibt Auskunft

uber die eektive Generalisierungsf

ahigkeit des Klassikators.
Die Wahl repr

asentativer Trainingsdatensets f

ur jede Landnutzungsklasse ist eine
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kritische Entscheidung bei der

uberwachten Klassikation von Satellitenbilddaten.
Bei konventionellen parametrischen Klassikationsmethoden beeinussen die Cha-
rakteristika der Trainingsdatensets die Klassikationsg

ute ganz wesentlich. So kann
z.B. die Gr

oe des Trainingsdatensets entscheidend sein, wenn ein Vergleich von neu-
ronalen und konventionellen Klassikatoren f

ur Satellitenbilddaten angestellt wird.
Benediktsson et al. [1990] zeigen das f

ur MSS-Daten kombiniertmit topographischen
Daten, Hepner et al. [1990] f

ur LandsatTM-Daten sowie Foody et al. [1995] f

ur SAR-
Daten und schlieen daraus, da CNN-Klassikatoren besonders bei \kleineren"
und inhomogenen Trainingsdatensets bessere Klassikationsergebnisse als die jewei-
ligen konventionellen Methoden liefern k

onnen. Die Sensitivit

at der CNN-Modelle
hinsichtlich Trainingssetgr

oen wurde jedoch nicht n

aher untersucht. Es bleibt al-
so zu zeigen, inwiefern eine kontinuierliche Reduktion der Trainingssetgr

oen das
Trainings- und Generalisierungsverhalten eines CNN-Klassikators beeinut.
Das Setup dieser Experimente ist von der Hypothese geleitet, da kleinere Trai-
ningsdatensets in einer verminderten Klassikationsg

ute resultieren. Es ist zu
zeigen, wie sensibel der MLP-1 Klassikator in seiner In-Sample-Performance
und besonders in den Out-of-Sample Performanceeigenschaften reagiert. Der sehr
allgemeine Hinweis, ein zweischichtiger MLP-Klassikator ben

otige eine \ad

aquate"
Anzahl von Trainingspixel jeder Landnutzungsklasse, um die Diskriminanz

achen
im Merkmalsraum zu beschreiben, soll f

ur dieses Applikationsbeispiel pr

azisiert
werden. Intuitiv wird erwartet, da besonders bei spektral inhomogenen Landnut-
zungsklassen eine gr

oere Anzahl von Trainingspixeln n

otig sein wird, um diese
Entscheidungsgrenzen zu spezizieren.
Generierung der Trainingsdatensets
Das in Kap. 2.4, Tab. 2.2 beschriebene Trainingsdatenset mit 1.640 Pixel und das
Testdatenset mit 820 Pixel bilden die Basis f

ur die Experimente mit variierenden
Trainingssetgr

oen. Vier weitere Trainingssets mit acht Landnutzungskategorien
werden durch Reduktion des Basissets | nunmehr Trainingsset 1 | gewonnen.
Das Testset bleibt dasselbe. Trainingsset 2 besteht aus 80% der Grauwertvektoren
des Basistrainingssets (insgesamt 1.313 Pixel), Trainingset 3 aus 60% (984 Pixel),
Trainingsset 4 aus 40% (656 Pixel) und Trainingsset 5 aus nur 20% (327 Pixel).
Da das Resampling durch eine | nach a priori Wahrscheinlichkeiten des Vorkom-
mens einzelner Landnutzungsklassen | geschichtete Zufallsauswahl aus dem 1.640
Pixel umfassenden Trainingsset 1 realisiert wurde, ist die Anzahl der Trainingspixel
f

ur weniger h

auge Landnutzungsklassen relativ gering. Die statistischen Basischa-
rakteristika, beschrieben durch das arithmetische Mittel der Grauwerte

uber die 6
Spektralkan

ale () und die mittlere Standardabweichung der Grauwerte

uber die
6 Spektralkan

ale () jeder Landnutzungsklasse (siehe Tab. 4.1), sind jedoch mit
jenen des Basistrainingssets und des Testdatensets vergleichbar (siehe Tab. 2.3,
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Tabelle 4.1: Statistische Basischarakteristika der Trainingssets 2 bis 5
Klasse Trainingsset 2 Trainingsset 3
Pixel   Pixel  
C1 134 60,00 6,12 100 59,76 5,88
C2 285 70,59 7,85 171 70,58 8,01
C3 102 77,84 10,57 77 77,89 10,19
C4 322 56,12 5,81 241 55,92 5,68
C5 82 59,34 5,34 61 59,92 5,46
C6 237 49,82 8,38 178 50,00 8,94
C7 122 42,96 10,83 92 42,86 10,41
C8 86 32,57 1,74 64 32,36 1,02
Gesamt 1.313 57,02 7,61 984 57,00 7,53
Klasse Trainingsset 4 Trainingsset 5
Pixel   Pixel  
C1 67 60,17 6,56 33 59,59 6,24
C2 114 70,52 6,61 57 70,43 7,96
C3 51 77,85 10,35 26 78,02 8,87
C4 161 56,29 5,79 80 55,84 5,37
C5 41 59,14 5,02 20 60,68 4,91
C6 118 48,75 8,91 59 48,27 10,83
C7 61 43,44 11,35 32 43,62 10,59
C8 43 33,00 2,45 21 32,81 1,95
Gesamt 656 56,94 7,64 327 56,82 7,64
S. 28). Das sollte einen fairen Vergleich der Klassikationsg

ute in Abh

angigkeit der
Trainingssetgr

oen garantieren.
Simulationsexperimente und Ergebnisse
Die Netzwerktopologie des MLP-1 Klassikators ist xiert (6:14:8), wodurch die
Anzahl der 196 Parameter konstant bleibt. Das Parametersch

atzverfahren ist sto-
chastisch epochen-basiert bei einer Epochengr

oe von drei Mustern und einer xen
Lernrate  = 0; 8. MLP-1 wird mit dem einfachen Gradient Descent Algorithmus zur
Minimierung der Entropie-Fehlerfunktion E(w) =  
P
n
P
C
c=1

n
c
ln 
n
c
(siehe S. 47)
trainiert. Die Initialisierung der Anfangsgewichtswerte erfolgt zuf

allig durch Werte
aus dem Bereich [ 0; 1;+0; 1]. Die Abbildung der beobachteten spektralen Signale
auf die sechs Input Units wird durch eine lineare Transformation der Grauwerte
der TM-Kan

ale 1-6 und 7 in den Bereich [0; 1] erreicht. Die Softmax Aktivierungs-
funktion (siehe S. 45) der acht Output Units generiert Ausgangswerte, die ebenfalls
im Bereich [0; 1] liegen und auf 1 aufsummierbar sind. Diese Ausgabewerte sind
als Wahrscheinlichkeiten der Klassenzugeh

origkeit in Abh

angigkeit der Signale der
Hidden Units zu verstehen. Die Output Unit mit der maximalen Aktivierung zeigt
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die aktuelle Zuweisung eines Inputpixels zu einer der acht Landnutzungsklassen an.
Der MLP-1 Klassikator wurde mit den o.a. f

unf Trainingsdatensets bei jeweils
f

unf unterschiedlichen Gewichtsinitialisierungen 10 Zyklen lang traininiert, wobei
ein Trainingszyklus als eine vollst

andige Pr

asentation des jeweiligen Trainingsda-
tensatzes deniert ist. Das Trainings- und Generalisierungsverhalten wurde nach
jedem Trainingszyklus durch Berechnung der totalen In-Sample und Out-of-Sample
Klassikationsg

ute

uberpr

uft. Abb. 4.1 zeigt den Verlauf der Out-of-Sample Feh-
lerkurven als Funktion der Trainingszeit f

ur die f

unf besten MLP-1 Klassikatoren,
trainiert mit den f

unf Trainingssets. Die Eekte der zuf

alligen Startwerte der
Anfangsgewichte und der unterschiedlichen Trainingssetgr

oen zeigen sich nach
dem ersten Trainingszyklus noch besonders deutlich. Die Werte des Klassikati-
onsfehlers am Referenzdatensatz streuen zwischen rund 24% (Trainingsset 1) und
54% (Trainingsset 5). Nach sechs Trainingszyklen verschwinden die Spr

unge der
Klassikationsfehler und die Unterschiede zwischen MLP-1 trainiert mit den Sets 1,
2 und 3 bleiben relativ konstant. Diese drei MLP-1 Klassikatoren beginnen nach
einer jeweils vollkommen stochastischen Pr

asentation von 9.840 Trainingspixel (Set
1), 7.898 Trainingspixel (Set 2) und 5.904 Trainingspixel (Set 3) zu konvergieren;
die Fehlerkurven verlaufen sehr glatt und der Klassikationsfehler stabilisiert sich in
einem Bereich von 10,0{11,5%. Die relativ geringe Anzahl von Trainingspixel in Set
4 und 5 (656 respektive 327 Pixel) f

uhrt zu Oszillationen der Out-of-Sample Klassi-
kationsg

ute, die bei konstanten Parameterbedingungen, wie der Lernrate  = 0; 8
in Kombination mit einer xen Anzahl von Hidden Units, nicht korrigiert werden
k

onnen. Eine variable Lernschrittweite k

onnte die Konvergenz sowie das Generali-
sierungsverhalten stabilisieren und zu leicht verbesserten Performancewerten f

uhren.
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Abbildung 4.1: Abnahme des Out-of-Sample Klassikationsfehlers als Funktion der
Trainingszeit (Staufer & Fischer [1997])
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Tabelle 4.2: Eekte von Trainingssetgr

oen und Gewichtsinitialisierungen auf die totale
Klassikationsg

ute  von 25 MLP-1 Varianten nach max. 10 Trainingszy-
klen
Totale In-Sample G

ute in % Totale Out-of-Sample G

ute in %
Set 1 Set 2 Set 3 Set 4 Set 5 Set 1 Set 2 Set 3 Set 4 Set 5

1
91,89 91,32 91,77 90,24 85,02 90,00 87,20 88,29 86,95 83,29

2
91,40 91,32 91,77 90,24 84,71 89,02 87,20 88,29 87,32 84,63

3
91,89 91,01 91,77 89,18 79,82 89,51 88,66 87,56 88,17 76,46

4
91,46 91,55 91,97 90,40 83,49 88,78 88,41 88,54 87,32 82,68

5
91,52 90,86 90,24 90,40 86,24 88,54 86,59 86,95 87,32 85,73
%

(1 5)
0,49 0,69 1,73 1,22 6,42 1,46 2,07 1,59 1,22 9,27

(1 5)
91,63 91,21 91,50 90,09 83,86 89,17 87,61 87,93 87,42 82,56


(1 5)
0,23 0,27 0,72 0,52 2,46 0,59 0,88 0,66 0,45 3,61

(1 5)
-0,42 +0,29 -1,41 -6,23 -1,53 +0,28 -0,48 -4,86
Tab. 4.2 zeigt einen

Uberblick

uber die In-Sample und Out-of-Sample Performance
des MLP-1 Klassikators. F

ur jedes Trainingsset (Set 1 bis 5) wird f

ur jeweils f

unf
zuf

allige Gewichtsinitialisierungen der Trainingsl

aufe die totale Klassikationsg

ute

1
; : : : ; 
5
in Prozent dargestellt. Die linke Seite zeigt die In-Sample Performance,
bei der die jeweils besten Ergebnisse nach zehn Trainingszyklen durch einen serifen-
losen Schrifttyp hervorgehoben sind. Die rechte Seite zeigt die korrespondierende
Generalisierungsg

ute | fett gedruckte Werte heben die beste Out-of-Sample Perfor-
mance hervor. Diese Resultate best

atigen die Hypothese, da sowohl die In-Sample
Performance, als auch die Out-of-Sample Performance generell mit zunehmender
Trainingssetgr

oe zunehmen. Die h

ochste Out-of-Sample Performance mit 90,00%
wurde im ersten Trainingslauf von MLP-1 mit Trainingsset 1 erreicht. Nach einer
20%-igen Reduktion der Trainingsdaten, die in Set 2 resultierte, wurden maximal
88,66% der Testpixel richtig klassiziert. Mit 60% der Trainingspixel (Set 3) konnten
maximal 88,54% der Testpixel richtig erkannt werden, mit 40% der Trainingspixel
(Set 4) immerhin noch 88,17% und mit 20% der Trainingspixel (Set 5) nur mehr
maximal 85,73%. Abb. 4.2 visualisiert die in Tab. 4.8 dargestellten Eekte von
Epochengr

oen und Gewichtsinitialisierungen auf die totale In-Sample und Out-of-
Sample Klassikationsg

ute 
1
bis 
5
.
Die Stabilit

at der Out-of-Sample Klassikationsg

ute in Abh

angigkeit der Anfangs-
gewichtswerte des MLP-1 Klassikators nimmt ebenfalls generell mit zunehmender
Trainingssetgr

oe zu. Sie wird durch die absolute Schwankungsbreite %

(1 5)
und die
Standardabweichung 

(1 5)
der totalen Klassikationsg

ute beschrieben. 
(1 5)
be-
zeichnet den arithmetischen Mittelwert der totalen Klassikationsg

ute

uber die f

unf
L

aufe. Die Schwankungsbreite %

(1 5)
(und Standardabweichung 

(1 5)
) der Out-of-
Sample Performance nehmen von 9,27% (3,61) f

ur MLP-1, trainiert mit 327 Pixel
(Trainingsset 5), bis zu 1,46% (0,59) f

ur MLP-1, trainiert mit 1.640 Pixel (Trai-
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Abbildung 4.2: Eekte von Epochengr

oen und Gewichtsinitialisierungen auf die totale
In-Sample und Out-of-Sample Klassikationsg

ute 
1
bis 
5
von 25 MLP-
1 Varianten
ningsset 1), ab. Der Verlust an Out-of-Sample Performance  , bezogen auf die
mittlere Klassikationsg

ute  , schwankt zwischen +0,29% (zwischen Set 2 und Set
3) und -4,86% (zwischen Set 4 und Set 5).
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Abbildung 4.3: Die Kosten von Performance und Stabilit

at: Rechnet sich das? (Staufer
& Fischer [1997])
Abb. 4.3 visualisiert die Auswirkungen der Reduktion von Trainingssetgr

oen. Die
\Kosten" von Performance und Stabilit

at in Form der Anzahl der Trainingspixel
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pro Set werden dem \Gewinn" in Form der mittleren Out-of-Sample Klassikati-
onsg

ute 
(1 5)
und des Stabilit

atsindikators 

(1 5)
gegen

ubergestellt. Die Kosten des
gesamten Out-of-Sample Performancegewinnes von 6,61% sind mit der f

unachen
Anzahl von Trainingspixel zu beziern. Die Ergebnisse dieser allgemeinen Kosten-
Performance-Analyse lassen vorerst folgende Schl

usse zu: (i) Bereits ein sehr einfa-
ches, aber exakt speziziertes und daher stabiles MLP-Klassikationsmodell kann
mit einer sehr geringen Anzahl von Trainingsbeispielen eine zufriedenstellende Out-
of-Sample Klassikationsg

ute erzielen, (ii) die Auswirkungen einer Reduktion von
Trainingspixeln auf die Generalisierungsg

ute sind keineswegs linear, und (iii) die
Anzahl der zu erhebenden Referenzdaten sollte von den in einer Applikation gefor-
derten Stabilit

ats- und G

utekriterien abh

angig gemacht werden.
Genauere Betrachtungen der Out-of-Sample Konfusionsmatrizen f

ur die jeweils be-
sten Trainingsl

aufe per Trainingsset (siehe Tab. 4.3{4.7) und die Berechnung der
Map-User's- und Map-Producer's Accuracies (
c
und 
l
) zeigen, da die spektral
komplexe Landnutzungsklasse \locker verbauter urbaner Raum" (Klasse C5) sig-
nikant von den

ubrigen Klassen abweichende 
c
- und 
l
-Werte bei verschieden
groen Traingssets aufweisen. So erreicht z.B. die Map-User's Accuracy von Klas-
se C5 einen Maximalwert von 94,23% (Trainingsset 2) und einen Minimalwert von
65,38% (Trainingsset 5). Die korrespondierenden Map-Producer's Accuracies liegen
bei 82,26% und 91,14%. Der mit Set 4 trainierte MLP-1 Klassikator weist 13,5% (7
Pixel) der falsch klassizierten Pixel von C5 der Klasse C2 (\brachliegende B

oden
inkl. Weing

arten") und den Rest der Klasse C3 (\Asphalt- und Beton

achen") zu.
Bei Verwendung des kleinsten Trainingssets (Set 5) werden sogar 32,7% (17 von 52
Pixel) der Klasse C2 zugeordnet. Das d

urfte ein Hinweis darauf sein, da gerade
spektral komplexe Klassen

auerst sensibel auf eine Reduktion des Trainingssets rea-
gieren und der Klassikator nicht mehr in der Lage ist, die Entscheidungsgrenzen
im Merkmalsraum exakt zu bestimmen.
Tabelle 4.3: Out-of-Sample Konfusionsmatrix f

ur MLP-1 mit Trainingsset 1
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 79 4 0 0 0 0 0 0 95,18
C2 0 142 0 0 0 0 0 0 100,00
C3 0 0 64 0 0 0 0 0 100,00
C4 2 3 0 193 1 0 0 1 96,50
C5 0 6 0 0 46 0 0 0 88,46
C6 0 0 0 0 0 113 31 4 76,35
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 1 0 53 98,15

l
97,53 91,61 100 100 97,87 79,02 60,76 91,38 90,00
Die 
c
(
l
)-Werte f

ur Klasse C6 (\dicht verbauter urbaner Raum") schwanken in sich
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Tabelle 4.4: Out-of-Sample Konfusionsmatrix f

ur MLP-1 mit Trainingsset 2
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 77 5 0 1 0 0 0 0 84,34
C2 0 136 0 0 6 0 0 0 98,59
C3 0 0 63 0 1 0 0 0 100,00
C4 1 1 0 194 3 0 0 1 94,50
C5 0 0 1 0 51 0 0 0 94,23
C6 0 0 0 0 1 104 33 10 77,70
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 0 0 54 98,15

l
97,72 95,77 98,44 99,49 82,26 78,20 59,26 83,08 88,66
Tabelle 4.5: Out-of-Sample Konfusionsmatrix f

ur MLP-1 mit Trainingsset 3
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 78 5 0 0 0 0 0 0 93,98
C2 0 142 0 0 0 0 0 0 100,00
C3 0 2 61 0 0 1 0 0 95,31
C4 1 2 0 194 2 0 0 1 97,00
C5 0 5 0 0 47 0 0 0 90,38
C6 0 0 0 0 1 103 35 9 69,59
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 1 0 59 98,15

l
98,73 91,03 100,00 100,00 94,00 76,87 57,83 84,13 88,54
nicht so stark wie jene der Klasse C5, doch zeigen auch sie m

aig gute Ergebnisse
zwischen 79,73% (77,12%) f

ur Set 4 und 69,59% (76,87%) f

ur Set 3. F

ur die Klasse
C7 (\ieendes Gew

asser") werden noch um 10{15% geringere 
c
-Werte erzielt. Bei
Set 4 wird ein absolutes Minimum von 54,55% erreicht, alle anderen Trainingssets
generieren je 62,43% Map-Users Accuracies. Die korrespondierenden 
l
-Werte liegen
bei 61,76% f

ur Set 4 und leicht variierendenWerten von 57,83{61,54% f

ur die

ubrigen
Trainingssets. Die Fehlklassikationen bei den Klassen C6 und C7 werden allein
durch kreuzweise Zuordungen der Pixel verursacht.
Vergleicht man diese Ergebnisse mit der Out-of-Sample Performance des ML-
basierten Klassikators (siehe Tab. 2.5, S. 31), so zeigt sich, da bereits der mit Set
5 (327 Pixel) trainierte MLP-1 Klassikator bei einer g

unstigen Initialisierung der
Anfangsgewichtswerte die totale Klassikationsg

ute des ML-basierten Klassikators
von 85,25% geringf

ugig

uberschreitet. Die Probleme der kreuzweisen Zuordnung der
Klassen C6 und C7 | und damit sehr niedrige 
c
(
l
)-Werte von 49,32% (73,0%)
und respektive 68,83% (45,30%) | treten hier noch extremer auf als beim MLP-1
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Tabelle 4.6: Out-of-Sample Konfusionsmatrix f

ur MLP-1 mit Trainingsset 4
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 79 4 0 0 0 0 0 0 95,18
C2 8 134 0 0 0 0 0 0 94,37
C3 0 0 64 0 0 0 0 0 100,00
C4 6 2 0 191 0 0 0 1 95,50
C5 0 7 3 0 42 0 0 0 80,77
C6 0 0 0 0 0 118 26 4 79,73
C7 0 0 0 0 0 35 42 0 54,55
C8 0 0 0 0 0 1 0 53 98,15

l
84,95 91,16 95,52 100,00 100,00 77,12 61,76 91,38 88,17
Tabelle 4.7: Out-of-Sample Konfusionsmatrix f

ur MLP-1 mit Trainingsset 5
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 76 6 0 1 0 0 0 0 91,57
C2 5 137 0 0 0 0 0 0 96,48
C3 0 1 63 0 0 0 0 0 98,44
C4 10 2 0 185 0 0 0 3 92,50
C5 0 17 1 0 34 0 0 0 65,38
C6 0 0 0 0 1 106 30 11 71,62
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 0 0 54 100,00

l
83,52 84,05 98,44 99,46 97,14 78,52 61,54 79,41 85,73
Klassikator.
Die aus den Analysen der Out-of-Sample Konfusionsmatrizen zu ziehende Conclu-
sio ist, da die Zusammenstellung der Trainingsdatensets { und vor allem von sehr
kleinen Trainingsdatensets | nicht nur von der a priori Wahrscheinlichkeit des Auf-
tretens der Landnutzungsklassen, sondern auch von der spektralen Komplexit

at der
jeweiligen Landnutzungsklassen geleitet werden sollte.
Die Resultate der MLP-1 basierten multispektralen Klassikationen des gesamten
Untersuchungsgebietes wurde im GRID-Modul des GIS-Softwarepaketes ARC/INFO
visualisiert (siehe Abb. 4.4 (MLP-1 trainiert mit Trainingsset 1) bis Abb. 4.8 (MLP-
1 trainiert mit Trainingsset 5)). Die Klassikationsunsicherheiten bei Klasse C5,
die sich bereits in den Konfusionsmatrizen f

ur MLP-1 trainiert mit Set 4 und Set 5
(siehe Tab. 4.6 und Tab. 4.6) gezeigt haben, kommen auch im gesamten Bild zum
Ausdruck (siehe Abb. 4.7 und Abb. 4.8). Auch die Konfusionen der Klassen C6 und
C7 werden mehr oder weniger deutlich sichtbar. Abb. 4.9 zeigt jene Gebiete des
Bildausschnittes der urbanen Agglomeration Wien, die von allen MLP-1 Klassika-
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toren unabh

angig von der Trainingssetgr

oe derselben Landnutzungsklasse zugeord-
net wurden. Dies sind rund 80 Prozent der insgesamt 97.200 Pixel. Die schwarzen
Fl

achen kennzeichnen jene Bereiche, bei denen die f

unf MLP-1 Klassikatoren un-
terschiedliche Landnutzungen ausgewiesen haben. Reduziert man die Anforderung
einer einheitlichen Klassikation der Landnutzungstypen auf mindestens drei von
f

unf einheitlichen Zuweisungen, so werden nur mehr rund 5% aller Pixel nicht iden-
tiziert (siehe Abb. 4.10). Diese Pixel sind vorrangig Streupixel bzw. sehr kleine
Pixelgruppen, die an den

Ubergangsbereichen zwischen den Klassen auftreten.
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Abbildung 4.4: Ergebnis der multispektralen Klassikation durch MLP-1 unter Verwen-
dung von Trainingsset 1 (1.640 Pixel)
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Abbildung 4.5: Ergebnis der multispektralen Klassikation durch MLP-1 unter Verwen-
dung von Trainingsset 2 (1.313 Pixel)
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Abbildung 4.6: Ergebnis der multispektralen Klassikation durch MLP-1 unter Verwen-
dung von Trainingsset 3 (984 Pixel)
85
86
Abbildung 4.7: Ergebnis der multispektralen Klassikation durch MLP-1 unter Verwen-
dung von Trainingsset 4 (656 Pixel)
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Abbildung 4.8: Ergebnis der multispektralen Klassikation durch MLP-1 unter Verwen-
dung von Trainingsset 5 (327 Pixel)
89
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Abbildung 4.9: Einheitlich zugewiesene Landnutzungsmuster durch MLP-1
(5 MLP-1 Klassikatoren trainiert mit 5 verschiedenen Trainings-
setgr

oen)
91
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Abbildung 4.10: Einheitlich zugewiesene Landnutzungsmuster durch MLP-1 (minde-
stens 3 von 5 MLP-1 Klassikatoren trainiert mit 5 verschiedenen Trai-
ningssetgr

oen)
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4.2 Performanceanalysen zum Conjugate
Gradient basierten MLP-2 Klassikator
Weitaus die meisten im Bereich der CNN-Klassikation von multispektralen
Satellitenfernerkundungsprodukten publizierten Artikel dokumentieren die Anwen-
dungen von Gradient Descent basierten MLP-Modellen. Viele dieser Experimente
wurden von Paola & Schowengerdt [1995] rezensiert. Die Attraktivit

at dieses
Optimierungsverfahrens zur Minimierung einer Zielfunktion d

urfte von der kon-
zeptuellen Einfachheit, der leichten Implementierbarkeit und nat

urlich von der
Verf

ugbarkeit in kommerziellen Softwarepaketen herr

uhren. Die Schw

achen der
Methode sind jedoch ebenso bekannt. Die beiden schwerwiegendsten Nachteile
sind die langsame Konvergenzrate und die Abh

angigkeit der Resultate von a priori
unbekannten algorithmischen Parametern. Daher ist es nicht

uberraschend, da in
vielen Publikationen | sowohl in der generischen CNN-Literatur als auch in den
Applikationsbereichen | versucht wird, diese Nachteile durch diverse \Beschleu-
nigungstechniken" zu

uberwinden (siehe u.a. die Techniken von Jacobs [1988];
Fahlman [1988]; Almeida & Silva [1990]; Sperduti & Starita [1993]. Foody et al.
[1995] wenden z.B. den Quickprop Algorithmus von Fahlman [1988] und eine adap-
tive Lernrate nach Almeida & Silva [1990] an). Aus einer theoretischen Perspektive
k

onnen MLP-Modelle jedoch durchaus mit Standard-Optimierungsalgorithmen,
wie dem Conjugate Gradient Algorithmus zur Minimierung einer Fehlerfunktion
kombiniert werden.
Setup der Simulationsexperimente
Um die Basis f

ur einen fairen Performance-Vergleich zu schaen, wird auch f

ur die-
se Experimente der 6:14:8 MLP-Klassikator mit logistischen Hidden Units und
einer Softmax Aktivierungsfunktion der Output Units verwendet. Bei MLP-2
wird allerdings die stochastische Version des iterativen Conjugate Gradi-
ent Algorithmus (siehe S. 61.) zur Minimierung der Entropie-Fehlerfunktion
E(w) =  
P
n
P
C
c=1

n
c
ln 
n
c
(siehe S. 47) eingesetzt. Das Netzwerktraining erfolgt
auf dem Basis-Trainingsset 1 (1.640 Pixel). Das 820 Pixel umfassende Testset (siehe
Tab. 2.2, S. 28) dient zur

Uberpr

ufung der Generalisierungsf

ahigkeit des Klassika-
tors. Die verwendeten Standard Performance Mae zum Monitoring der In-Sample
und Out-of-Sample Klassikationsg

ute wurden auf S. 29 eingef

uhrt.
Der Conjugate Gradient (CG-) Algorithmus ben

otigt | wie alle iterativen Algo-
rithmen | ein Set von Anfangsparametern. W

ahrend des Optimierungsprozesses
akkumuliert der Algorithmus Informationen durch eine Evaluation der Fehlerfunk-
tion und versucht im Gewichtsraum einen Punkt zu nden, der einen minimalen
Funktionswert generiert. Die Sensitivit

at des CG-Algorithmus bez

uglich der Kon-
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vergenz in lokale Minima wird durch f

unf unterschiedliche Initialisierungen der An-
fangsgewichtswerte

uberpr

uft. Die Parameterinitialisierung erfolgt durch Werte aus
dem Bereich [ 0; 1;+0; 1], die f

ur alle in dieser Arbeit dokumentierten Experimente
mit den selben Startwerten des Zufallszahlengenerators (71269; 24663; 29367; 12741;
80878) erzeugt werden. Somit wird die Stabilit

at der Ergebnisse von unterschiedli-
chen Optimierungsalgorithmen und Finetuning-Prozeduren des Setups vergleichbar.
In der Fachliteratur beschriebene Applikationsbeispiele des CG-Algorithmus nden
sich zum Groteil im Bereich der

Okonometrie, Zeitreihenanalyse und Musterer-
kennung, wobei fast ausschlielich die Batch-Version des Algorithmus zum Einsatz
kommt (siehe z.B. de Groot & W

urtz [1994]; Battiti & Tecchiolli [1994]). Aufgrund
der Komplexit

at des Diskriminanzproblems bei multispektralen Satellitenbilddaten
ist die Batch-Version weniger geeignet, ein Minimum der Fehlerfunktion zu nden.
Gleiches gilt f

ur die musterbasierte On-Line Version, bei der die Gewichtsanpas-
sung nach jedem einzelnen Muster erfolgt. Die stochastisch-epochenbasierte Version
des CG-Algorithmus ist jedoch eine realisierbare Alternative, bei der eine ad

aquate
Epochengr

oe und die Anzahl der Iterationen innerhalb einer Epoche experimentell
bestimmt werden m

ussen. Das Update der Netzwerkgewichte erfolgt anhand der
akkumulierten Information am Ende einer jeden vollst

andig stochastischen Epoche.
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Abbildung 4.11: Konvergenzeigenschaften des stochastischen Conjugate Gradient Algo-
rithmus bei kleinen Epochengr

oen
Abb. 4.11 zeigt, da die Funktionswerte der zu minimierenden Fehlerfunktion E(w)
bei einer geringen Pixelanzahl pro Epoche sehr stark oszillieren und MLP-2 bei einer
Epochengr

oe von 10 Pixel nicht konverenzf

ahig ist. Die Oszillationen werden durch
die Konvergenz der Funktionswerte innerhalb der einzelnen Epochen generiert, d.h.
das Netz \lernt" die Struktur dieser 10 Muster sehr genau und weist dadurch bereits
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innerhalb der Epoche einen sehr starken Bias auf. Die Oszillationen verst

arken sich
mit zunehmender Anzahl der Epochen im Trainingsproze. Die Funktionswerte des
MLP-2 Modells stabilisieren sich aber mit zunehmender Epochengr

oe E
n
.
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Abbildung 4.12: Konvergenzeigenschaften des stochastischen Conjugate Gradient Algo-
rithmus bei mittleren Epochengr

oen
Die Experimente mit Epochengr

oen zwischen 200 und 600 Pixel f

uhren zu einer
stetigen Abnahme der Fehlerfunktion. Die in Abb. 4.12 visualisierten Kurven
zeigen einen zufriedenstellend glatten Verlauf mit vernachl

assigbaren Steigungs-
ver

anderungen. Die Anzahl der Iterationen innerhalb der Epochen ist drei.
Eine Erh

ohung dieser Anzahl w

urde unweigerlich dieselben Eekte wie eine zu
geringe Anzahl der Muster pro Epoche generieren. Die folgenden Experimente
zur Stabilit

at und Performance des MLP-2 Klassikators werden daher f

ur die
f

unf mittleren Epochengr

oen von 200 bis 600 Pixel bei jeweils f

unf verschiedenen
Parameterinitialisierungen durchgef

uhrt.
Ergebnisse der Simulationsexperimente mit dem CG-basierten MLP-2
Klassikator
Das o.a. Simulations Setup erfordert die Parametersch

atzung f

ur 25 Varianten des
MLP-2 Modells. Erste Experimente mit 1.000 bis 5.000 Epochen

uber den gesamten
Trainingsdatensatz von 1.640 Pixel haben gezeigt, da unabh

angig von der Epochen-
gr

oe E
n
bereits innerhalb der ersten 200 Epochen eine In-Sample Klassikationsg

ute
von rund 91{92% erreicht werden kann. L

angere Trainingszeiten verbessern diese
Ergebnisse kaum. Sie resultieren vielmehr in zyklischen Fluktuationen weniger zehn-
tel Prozentpunkte der gesamten Klassikationsg

ute. Diese marginalen In-Sample
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Performancegewinne stehen in keinem Verh

altnis zur erforderlichen Rechenzeit.
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Abbildung 4.13: Zunahme der Klassikationsg

ute von MLP-2 als Funktion der Trai-
ningszeit
Die MLP-2 Klassikatoren wurden jeweils 200 Epochen lang trainiert, wobei nach
je 10 Epochen die In-Sample und Out-of-Sample Performance in Form der tota-
len Klassikationsg

ute kontrolliert wurde. Abb. 4.13 visualisiert den Verlauf der
Performance Kurven jener MLP-2 Varianten, die bei gegebener Epochengr

oe E
n
die jeweils maximale Out-of-Sample Klassikationsg

ute der f

unf Parameterinitiali-
sierungen erreichen konnten. Es sind dies auch jene MLP-2 Varianten, die in der
rechten H

alfte von Tab. 4.8 durch Fettdruck hervorgehoben wurden. Die in der obe-
ren H

alfte von Abb. 4.13 dargestellten In-Sample Performance Kurven der einzelnen
MLP-2 Varianten weisen w

ahrend der ersten 100 Epochen relativ deutliche Unter-
schiede der totalen Klassikationsg

ute auf. Ab der 110. Epoche beginnen die MLP-2
Klassikatoren zu konvergieren. Die totale In-Sample Klassiktionsg

ute schwankt
| ausgenommen jene des mit E
200
trainierten MLP-2 Modells | unabh

angig von
der Epochengr

oe nur mehr geringf

ugig im Bereich von rund 91,1% bis 91,9%. Die in
der unteren H

alfte von Abb. 4.13 dargestellten Out-of-Sample Performance Kurven
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zeigen jedoch einen bewegteren Verlauf der Klassikationsg

ute mit Schwankungen
im Bereich von rund sechs Prozentpunkten. Die mittels E
300
und E
500
trainierten
MLP-2 Klassikatoren zeigen ein etwas stabileres Verhalten. MLP-2 (E
300
) erreicht
bereits nach 100 Epochen die maximale Out-of-Sample Performance von 86,59%
(
2
) in Abh

angigkeit von der Trainingszeit. MLP-2 (E
600
) weist nach 140 Epochen
86,71% (
5
) auf, MLP-2 (E
200
) nach 160 Epochen 86,59% (
3
). MLP-2 (E
500
) und
MLP-2 (E
400
) zeigen mit jeweils 86,83% nach 170 respektive 190 Epochen von allen
25 MLP-Varianten die absolut beste Performance (siehe Tab. 4.8).
Tabelle 4.8: Eekte von Epochengr

oen und Gewichtsinitialisierungen auf die totale
Klassikationsg

ute  von 25 MLP-2 Varianten nach max. 200 Trainingse-
pochen
Totale In-Sample G

ute in % Totale Out-of-Sample G

ute in %
E
200
E
300
E
400
E
500
E
600
E
200
E
300
E
400
E
500
E
600

1
91,89 91,71 91,77 91,83 91,65 86,10 85,98 85,98 85,73 86,34

2
91,83 91,52 91,71 91,52 91,83 85,49 86,59 86,22 86,10 86,22

3
91,34 91,83 91,65 91,89 91,71 86,59 86,34 86,71 86,34 86,10

4
91,34 91,59 91,10 91,71 91,89 85,73 86,10 85,49 86,46 86,59

5
91,59 92,01 91,83 91,77 91,83 85,98 85,49 86,83 86,83 86,71
%

(1 5)
0,55 0,49 0,73 0,37 0,24 1,10 1,10 1,34 1,10 0,60

(1 5)
91,60 91,73 91,61 91,74 91,78 86,00 86,10 86,25 86,30 86,40


(1 5)
0,23 0,17 0,26 0,13 0,09 0,37 0,37 0,50 0,37 0,23

(1 5)
+0,13 -0,08 +0,13 +0,04 +0,10 +0,15 +0,05 +0,10
Die Stabilit

at der Out-of-Sample Klassikationsg

ute in Abh

angigkeit der Anfangsge-
wichtswerte der MLP-2 Klassikatoren ist unabh

angig von der Epochengr

oe kon-
stant hoch. Mit Ausnahme von MLP-2 (E
400
) liegt die Standardabweichung 

(1 5)
der Out-of-Sample Klassikationsg

ute bei 0,37 und die Schwankungsbreite %

(1 5)
bei 1,10%. Abb. 4.14 visualisiert die in Tab. 4.8 dargestellten Eekte von Epochen-
gr

oen und Gewichtsinitialisierungen auf die totale In-Sample und Out-of-Sample
Klassikationsg

ute 
1
bis 
5
. Der f

ur MLP-Modelle relativ groe Unterschied von
rund f

unf Prozentpunkten zwischen In-Sample und Out-of-Sample Performance
k

onnte ein Hinweis darauf sein, da die Modellkomplexit

at | also die Anzahl der
Gewichtsparameter des 6:14:8 MLP-Modells | etwas

uberdimensioniert ist. Die im
Vergleich zum Gradient Descent Algorithmus ezientere Minimierung der Zielfunk-
tion durch den Conjugate Gradient Optimierungsalgorithmus zeigt diese Sensitivit

at
auf (siehe auch Kap. 3.3, besonders Abb. 3.5, S. 52).
Die Vergr

oerung der Pixelanzahl pro Epoche wirkt sich kaum auf die zu erreichende
maximale Out-of-Sample (und In-Sample) Klassikationsg

ute aus. Eine Verdreifa-
chung der Pixelanzahl pro Epoche resultiert lediglich in einem mittleren Performan-
cegewinn 
(1 5)
von 0,4%. Wie aus Abb. 4.12 ersichtlich, werden jedoch eine steti-
gere Abnahme der zu minimierendenWerte der Zielfunktion E(w) und ein stabileres
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Abbildung 4.14: Eekte von Epochengr

oen und Gewichtsinitialisierungen auf die to-
tale In-Sample und Out-of-Sample Klassikationsg

ute 
1
bis 
5
von 25
MLP-2 Varianten
Verhalten der Out-of-Sample Performance Kurven im Verlauf der Netzwerktrainings
erreicht (siehe Abb. 4.13). Die Kosten des stetigeren Verlaufes der Fehlerminimie-
rung sind in Form von verbrauchter Rechenzeit zu messen. So dauert die Parame-
tersch

atzung f

ur MLP-2 bei einer Epochengr

oe von 200 Pixel 1,8 CPU-Sekunden
bzw. 17:48.97 Minuten realer Zeit (200 Trainingsepochen inklusive der Berechnung
des aktuellen Netzwerk Outputs 

f

ur 1.640 Trainingspixel und 820 Testpixel nach
jeweils 10 Epochen). Bei einer Epochengr

oe von 600 Pixel sind es bereits 7,7 CPU-
Sekunden (real 49:17.18 Minuten). Diese Werte wurden auf einer SUN Ultra 1/200
Creator 3D Workstation (200 MHz Ultra 64-bit-SPARC-I RISC Prozessor, 128 MB
Hauptspeicher) gemessen. Auf weniger leistungsstarken Rechnern kann die selbe Pa-
rametersch

atzung wesentlich l

anger dauern, z.B. 8,0 CPU-Sekunden (real 2:52:49.61
Stunden) auf einer SUN SparcStation 10GS (40 MHz 32-bit-SuperSPARC RISC
Prozessor, 128 MB Hauptspeicher), 12,3 CPU-Sekunden (real 2:46:12.41 Stunden)
auf einer SUN SparcStation 10GX (40 MHz 32-bit-SuperSPARC RISC Prozessor, 64
MB Hauptspeicher) und 544,2 CPU-Sekunden (real 16:58:59.22 Stunden) auf einer
sechs Jahre alten Sun 1+ Workstation.
Die Analyse der Out-of-Sample Konfusionsmatrizen f

ur die jeweiligen MLP-2 Vari-
anten per Epochengr

oe (siehe Tab. 4.9{4.13) und die Berechnung der Map-User's-
und Map-Producer's Accuracies (
c
und 
l
) zeigen, da die Landnutzungsklasse C8
\stehende Gew

asser" von allen Klassikatoren zu 100 Prozent richtig klassiziert
wurde. Die Map-Producer's Accuracy Werte schwanken, bedingt durch die Unsi-
cherheiten bei der Zuweisung von C6 \dicht verbauter urbaner Raum", zwischen
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Tabelle 4.9: Out-of-Sample Konfusionsmatrix f

ur MLP-2 bei Epochengr

oe E
200
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 70 2 2 9 0 0 0 0 84,34
C2 3 138 0 1 0 0 0 0 97,18
C3 0 1 58 0 1 2 0 0 90,62
C4 0 1 1 196 0 0 0 2 98,00
C5 0 3 6 0 43 0 0 0 82,69
C6 0 0 0 0 2 103 29 14 69,59
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 0 0 54 100,00

l
95,89 95,17 87,88 95,15 93,48 76,87 62,34 77,14 86,59
Tabelle 4.10: Out-of-Sample Konfusionsmatrix f

ur MLP-2 bei Epochengr

oe E
300
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 64 2 3 14 0 0 0 0 77,11
C2 1 140 0 1 0 0 0 0 98,59
C3 0 1 58 0 1 2 0 0 90,62
C4 0 0 2 197 0 0 0 1 98,50
C5 0 3 5 0 44 0 0 0 84,62
C6 0 0 0 0 2 105 29 12 70,95
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 0 0 54 100,00

l
98,46 95,89 85,29 92,92 93,62 77,21 62,34 80,60 86,59
77,14% bei MLP-2 (E
200
) und 82,82% bei MLP-2 (E
400
). Auch die Klasse C4 \Wald
und Park" konnte sehr gut von den

ubrigen Landnutzungsformen abgegrenzt und
mit 98,0% von MLP-2 (E
300
) sowie mit 98,5% von den

ubrigen Klassikatoren er-
kannt werden. Der mit 96,57% h

ochste 
l
-Wert von MLP-2 (E
500
) ist durch die guten
Diskriminanzeigenschaften von MLP-2 (E
400
) im Bereich der Klasse C1 \agrarische
Nutzung { Felder, Wiesen" bedingt, von dem nur 4,98% der C1-Pixel unrichtiger
Weise C4 zugeordnet wurden. Die

ubrigen C1 Map-User Fehler von 10,84% (MLP-
2 (E
200
)) bis 19,28% (MLP-2 (E
400
)) bedingen C4 
l
-Werte von 95,15% bis 92,05%.
Diese St

orungen sind durch die spektrale Verwandtschaft der beiden Landnutzungs-
klassen zu erkl

aren. Weiters marginale Zuordnungsfehler von 1,4% bis 2,8% sind bei
der Klasse C2 \brachliegende B

oden inklusiveWeing

arten" zu beobachten, wobei die
Map-Producer's Fehler hier vorrangig von den Klassen C1 \agrarische Nutzung", C3
\Asphalt- und Beton

achen" und C5 \locker verbauter urbaner Raum" verursacht
werden.
Die Klasse C5 \locker verbauter urbaner Raum" wird von den MLP-2 Varianten
100
Tabelle 4.11: Out-of-Sample Konfusionsmatrix f

ur MLP-2 bei Epochengr

oe E
400
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 64 1 2 16 0 0 0 0 77,11
C2 1 140 0 1 0 0 0 0 98,59
C3 0 2 61 0 0 1 0 0 95,31
C4 0 1 1 197 0 0 0 1 98,50
C5 0 7 3 0 42 0 0 0 80,77
C6 0 0 0 0 2 105 30 11 70,95
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 0 0 54 100,00

l
98,89 92,72 91,08 92,06 95,45 77,78 61,54 82,82 86,83
Tabelle 4.12: Out-of-Sample Konfusionsmatrix f

ur MLP-2 bei Epochengr

oe E
500
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 73 3 1 6 0 0 0 0 87,95
C2 1 140 0 1 0 0 0 0 98,59
C3 0 2 51 0 4 5 0 0 79,69
C4 0 0 2 197 0 0 0 1 98,50
C5 0 4 2 0 46 0 0 0 88,46
C6 0 0 0 0 2 103 29 14 69,59
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 0 0 54 100,00

l
98,65 93,96 91,07 96,57 88,46 75,18 62,34 78,26 86,83
m

aig gut erkannt. So variieren die Map-User's Accuracy Werte um rund acht
Prozentpunkte und erreichen bei MLP-2 (E
500
und E
600
) ein Maximum von 88,46%.
Die Fehlklassikationen fallen vor allem in die Klassen C2 \brachliegende B

oden
inklusive Weing

arten" und C3 \Asphalt- und Beton

achen". Die 
l
-Werte liegen
mit Ausnahme von MLP-2 (E
500
) bei mehr als 93,5%.
S

amtlicheMLP-2 Klassikatoren haben bei der Diskrimination von Klasse C6 \dicht
verbauter urbaner Raum" und Klasse C7 \ieendes Gew

asser", verglichen mit den

ubrigen Klassen, enorme Fehlerraten. Die 
c
-Werte f

ur C6 liegen bei rund 70% und
variieren in Abh

angigkeit von der Epochengr

oe um maximal 1,3 Prozentpunkte.
Die fehlklassizierten Pixel nden sich zu zwei Drittel bis drei Viertel in der Klasse
C7, die

ubrigen fallen in Klasse C8. Die Zuweisung zur thematisch verwandten
Klasse C5 \locker verbauter urbaner Raum" ist mit 1,35% mehr als marginal; sie
ist jedoch bei s

amtlichen MLP-2 Varianten zu beobachten. Die korrespondierenden
Map-Producer's Accuracy Werte der Klasse C6 liegen zwischen 75,18% bei MLP-
2 (E
500
) und 77,78% bei MLP-2 (E
400
). Die wesentliche Reduktion der 
l
-Werte
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Tabelle 4.13: Out-of-Sample Konfusionsmatrix f

ur MLP-2 bei Epochengr

oe E
600
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 66 3 1 13 0 0 0 0 79,52
C2 1 137 0 4 0 0 0 0 96,48
C3 0 2 58 0 1 3 0 0 90,62
C4 0 2 0 197 0 0 0 1 98,50
C5 0 3 3 0 46 0 0 0 88,46
C6 0 0 0 0 2 105 29 12 70,95
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 0 0 54 100,00

l
98,51 93,20 93,55 92,05 93,88 76,64 62,34 80,60 86,71
wird bei fast allen MLP-2 Varianten durch exakt 29 falsch zugewiesene Pixel der
Klasse C7 verursacht. Leichte Variationen in Abh

angigkeit der Epochengr

oe sind
durch Klassikationsfehler in Klasse C3 \Asphalt- und Beton

achen" bedingt, deren
spektrale Eigenschaften auch in der semantisch spezizierten Klasse C6 zu nden
sind. Die mit 61,54% (MLP-2 (E
400
)) bzw. mit 62,34% bei den

ubrigen vier MLP-2
Varianten absolut niedrigsten Map-Producer's Accuracy Werte der Klasse C7 sind
einzig durch die Konfusionen mit der Klasse C6 bedingt.
Die Analysen der Konfusionsmatrizen des ML-Klassikators (siehe Tab. 2.5, S. 31),
der MLP-1 Varianten (siehe Tab. 4.3{4.7) und der MLP-2 Varianten lassen die
Conclusio zu, da das visuelle, von Ortskenntnis geleitete Auswahlverfahren des
Trainingsgebietes f

ur die spektral hoch komplexe, doch thematisch eindeutig spezi-
zierte Landnutzungsklasse C6 \dicht verbauter urbaner Raum" f

ur pixel-basierte
Verfahren nur relativ schlecht geeignet ist. Multiple Trainingsgebiete und auch die
Aufsplittung in Subklassen, die erst nach Abschlu der Klassikation wieder zusam-
mengef

uhrt werden, m

uten das Gesamtergebnis verbessern.
Abb. 4.15 zeigt die von MLP-2 (E
400
) ermittelte Landnutzungsstruktur f

ur das ge-
samte Untersuchungsgebiet der urbanen Agglomeration Wien. Eine visuelle Kon-
trolle des Klassikationsergebnisses zeigt, da sich die bei den Konfusionsmatri-
zen deutlich zum Ausdruck gekommenen Fehlzuordnungen von C6 Pixel zu den
beiden Wasserklassen C7/C8 fast ausschlielich im Bereich der Neuen Donau aus-
wirken. Die enormen Diskriminanzprobleme d

urften darauf zur

uckzuf

uhren sein,
da die Neue Donau am nord

ostlichen Ufer von der Donauuferautobahn begrenzt
wird, wodurch sich im

Ubergangsbereich Mischpixel ergeben. Weiters k

onnte der
Umstand, da die Donauinsel zum Aufnahmezeitpunkt des Landsat TM Bildes im
Jahr 1985 eine beinahe vegetationslose Grobaustelle darstellte, ebenfalls einen Er-
kl

arungsansatz f

ur diese Konfusionen bieten. Die dadurch verursachten spektralen
Mischsignaturen k

onnen vom MLP-2 Klassikator nicht mehr diskriminiert werden.
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Abbildung 4.15: Ergebnis der multispektralen Klassikation durch MLP-2 (E
400
)
103
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4.3 Performanceanalysen zum Quasi-Newton
basierten MLP-3 Klassikator
Der Quasi-Newton (QN-) Algorithmus setzt ebenso wie der Conjugate Gradient
(CG-) Algorithmus voraus, da der Gradient der Fehlerfunktion E(w), d.h. im ge-
genst

andlichen Applikationskontext die erste Ableitung der Entropie-Fehlerfunktion
E(w) =  
P
n
P
C
c=1

n
c
ln 
n
c
(siehe S. 47), an jedem beliebigen Punkt berechnet
werden kann. Die Minimierung der Fehlerfunktion erfolgt durch die iterative
Berechnung von Line Search Minimierungen in der Gradientenrichtung in Kom-
bination mit der Generierung von einer Reihe von Matrizen M
i
, die zunehmend
genaue Approximationen der inversen Hesse-Matrix H
 1
darstellen. Vereinfacht
skizziert, durchl

auft der QN-Algorithmus das iterative Schema
w
i+1
= w
i
  M
i
 rE
i
M
i+1
=M
i
+ F(M
i
;w
i+1
 w
i
;rE
i+1
 rE
i
)
bei dem die Matrix F die BFGS Update Formel (siehe Gleichung (3.70) und (3.71))
symbolisiert. Diese Methode erfordert die Speicherung und das Update der Matrix-
und Gradienteninformationen. Der QN-Algorithmus ist daher etwas speicherinten-
siver und rechentechnisch komplexer als der CG-Algorithmus. Watrous [1987] hat
unter anderem die Anwendung variabler metrischer Methoden in MLP-Netzen stu-
diert und eine deutliche Verbesserung der Konvergenzgeschwindigkeit im Vergleich
zu simplenGradient Descent basierten Modellen festgestellt. Nach Hertz et al. [1991]
sollten die Resultate und die Geschwindigkeit von Quasi-Newton Methoden jenen
von Conjugate Gradient-Methoden

ahnlich sein.
Die Quasi-Newton Methode wurde im Rahmen dieser Arbeit in Form der
stochastisch-epochenbasierten Version des dfpmin Algorithmus | die BFGS-
Variante des DFP-Minimierungsalgorithmus mit der lnsrch Line Search Prozedur
aus der Numerical Recipes in C Library (Press et al. [1992]) | f

ur das 2-Layer
Perceptron Netz MLP-3 angewendet. Das Hauptaugenmerk bei den nachfolgend
dokumentierten Experimenten liegt auf dem Performanceverhalten hinsichtlich
Konvergenzeigenschaften, Stabilit

at in Abh

angigkeit der Gewichtsinitialisierungen
sowie In-Sample und Out of Sample Performance.
Setup der Simulationsexperimente
Der Quasi-Newton basierte MLP-3 Klassikator setzt, wie auch die MLP-2 Va-
105
rianten, auf dem durch Netzwerkpruning determinierten 6:14:8 MLP-1 Modell mit
logistischen Hidden Units und einer Softmax Aktivierungsfunktion der Output Units
auf. Das Netzwerktraining erfolgt auf dem Basis-Trainingsset 1 (1.640 Pixel). Das
820 Pixel umfassende Testset (siehe Tab. 2.2, S. 28) dient zur

Uberpr

ufung der Ge-
neralisierungsf

ahigkeit des Klassikators. Die verwendeten Standard Performance
Mae zumMonitoring der In-Sample und Out-of-Sample Klassikationsg

ute wurden
auf S. 29 eingef

uhrt. Die Sensitivit

at des QN-Algorithmus bez

uglich der Konver-
genz in lokale Minima wird durch f

unf unterschiedliche Initialisierungen der An-
fangsgewichtswerte

uberpr

uft. Die Parameterinitialisierung erfolgt durch Werte aus
dem Bereich [ 0; 1;+0; 1], die f

ur alle in dieser Arbeit dokumentierten Experimente
mit denselben Startwerten des Zufallszahlengenerators erzeugt werden (siehe auch
Kap. 4.2). Die Initialisierung der Matrix M
i
erfolgt durch die Einheitsmatrix der
Hesse-Matrix.
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Abbildung 4.16: Konvergenzeigenschaften des stochastischen Quasi-Newton Algorith-
mus bei kleinen Epochengr

oen
Aufgrund des stochastisch-epochenbasierten Ansatzes m

ussen, wie auch beim CG-
basierten MLP-2 Klassikator, ad

aquate Epochengr

oen und die Anzahl der Iteratio-
nen innerhalb einer Epoche experimentell bestimmt werden. Um die Auswirkungen
der verschiedenen Epochengr

oen besser absch

atzen zu k

onnen, wurden die Expe-
rimente mit einer geringen Anzahl von zehn bis hundert Trainingspixel und zwei
Iterationen pro Epoche gestartet, woraufhin festgestellt wurde, da die Abnahme
der Werte der Fehlerfunktion nur sehr langsam vor sich geht. Eine Erh

ohung auf
drei Iterationen pro Epoche resultierte w

ahrend der ersten 40 Epochen mit Ge-
wichtsupdate unabh

angig von der Epochengr

oe in einer rascheren Abnahme der
Fehlerfunktion. Abb. 4.16 zeigt jedoch, da die Funktionswerte besonders bei Epo-
chen mit bis zu 50 Trainingsmustern stark oszillieren und die Funktionswerte mit
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zunehmender Trainingszeit um bis zu 3000 Einheiten schwanken.
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Abbildung 4.17: Konvergenzeigenschaften des stochastischen Quasi-Newton Algorith-
mus bei mittleren Epochengr

oen
Die Auswirkungen einer schrittweisen Erh

ohung der Epochengr

oe auf 200 bis 600
Trainingsmuster f

uhrt bereits nach den ersten zehn Epochen zu wesentlich geringe-
ren Fehlerwerten, die in Abb. 4.17 visualisiert werden. Hier ist zu beachten, da die
Skalierung der Ordinate nur bis zum Wert 2.500 reicht, da ansonsten die Kurven
der Funktionswerte | im Gegensatz zu Abb. 4.16 | kaum mehr unterscheidbar
w

aren. Die folgenden Experimente zur Stabilit

at und Performance des MLP-2
Klassikators werden daher, wie schon beim Conjugate Gradient basierten MLP-2
Klassikator, f

ur die Epochengr

oen von 200 bis 600 Pixel mit drei Iterationen pro
Epoche bei jeweils f

unf verschiedenen Parameterinitialisierungen durchgef

uhrt.
Ergebnisse der Simulationsexperimente mit dem QN-basierten MLP-3
Klassikator
Die 25 MLP-3 Varianten wurden 200 Epochen lang trainiert, wobei nach jeweils 10
Epochen die Performance in Form der totalen In-Sample und Out-of-Sample Klas-
sikationsg

ute evaluiert wurde. Der Verlauf ausgew

ahlter Performancekurven in
Abh

angigkeit von der Trainingszeit und der Epochengr

oe E
n
wird in Abb. 4.18 ge-
zeigt. Es sind dies jene MLP-3 Varianten, die in Tab. 4.14 durch Fettdruck hervorge-
hoben sind und somit die jeweils beste Out-of-Sample Klassikationsg

ute aufweisen.
Etwa ab der 110. Trainingsepoche verlaufen die in der oberen H

alfte dargestellen
In-Sample Accruracy Kurven der MLP-3 Klassikatoren, mit Ausnahme von MLP-3
trainiert mit einer Epochengr

oe von 200 Pixel (E
200
)), relativ stabil. Die Schwan-
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kungsbreite der In-Sample Klassikationsg

ute von MLP-3 (E
200
) zwischen der 110.
und 200. Epoche liegt bei rund 1,8%. F

ur die

ubrigen MLP-3 Varianten ist sie um
rund 1% geringer. Die in der unteren H

alfte von Abb 4.18 gezeigte Out-of-Sample
Klassikationsg

ute von MLP-3 (E
200
) entwickelt sich

auerst unruhig; Die Klassi-
kationsg

ute f

allt nach der 140. Epoche beispielsweise auf 74,51%, um bereits bei
der n

achsten Epoche den Maximalwerte von 87,93% (
4
) zu erreichen. MLP-3 (E
300
)
zeigt

ahnlich starke Spr

unge im Generalisierungsverhalten. Mit zunehmender Epo-
chengr

oe werden die Unstetigkeiten der Out-of-Sample Klassikationsg

ute zwar
geringer, doch verbessert sich die Performance auch nicht wesentlich. Trainingsl

aufe
mit bis zu 5.000 Epochen haben gezeigt, da sich die Generalisierungf

ahigkeit un-
abh

angig von der Epochengr

oe nur um wenige zehntel Prozentpunkte verbessern
l

at. Das Prototyping mit MLP-3-Varianten, die bis zu 1.000 Pixel pro Epoche auf-
wiesen und somit eher einer Batch-Version nahekamen, zeigten ein

ahnlich unstabiles
Verhalten.
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Abbildung 4.18: Zunahme der Klassikationsg

ute von MLP-3 als Funktion der Trai-
ningszeit
Tab. 4.14 zeigt die besten Out-of-Sample Klassikationsergebnisse der 25 MLP-
108
3 Varianten mit zunehmender Epochengr

oe in Abh

angigkeit von der Anfangsi-
nitialisierung der Gewichtsvektoren und deren korrespondierende totale In-Sample
Klassikationsg

uten. Die Stabilit

at der Out-of-Sample Klassikationsg

ute, gemessen
durch die Standardabweichung 

(1 5)

uber die f

unf Parameterinitialisierungen, ist
bei MLP-3 (E
200
) mit einem Wert von 1,01 am geringsten. Die korrespondierende
absolute Schwankungsbreite %

(1 5)
ist hier mit 2,56% mehr als doppelt so hoch wie
bei den MLP-3 (E
600
) Varianten, die die stabilsten Ergebnisse per Epochengr

oe
in Abh

angigkeit von der Anfangsinitialisierung liefern. Die korrespondierenden In-
Sample Werte unterscheiden sich jedoch kaum: die Standardabweichung bei MLP-
3 (E
200
) ist mit einem Wert von 0,22 sogar etwas niedriger als bei MLP-3 (E
600
).
Abb. 4.19 visualisiert diese Spalteninformationen aus Tab. 4.14.
Tabelle 4.14: Eekte von Epochengr

oen und Gewichtsinitialisierungen auf die totale
Klassikationsg

ute  von 25 MLP-3 Varianten nach max. 200 Trainingse-
pochen
Totale In-Sample G

ute in % Totale Out-of-Sample G

ute in %
E
200
E
300
E
400
E
500
E
600
E
200
E
300
E
400
E
500
E
600

1
91,34 91,40 91,71 91,77 91,89 85,98 86,34 87,07 85,85 86,71

2
91,71 91,22 90,85 91,65 91,89 87,20 86,71 86,22 85,73 87,20

3
92,01 91,46 91,77 92,13 91,28 87,80 85,61 87,68 87,20 86,59

4
91,65 91,46 91,83 91,65 91,95 87,93 86,59 85,98 87,20 86,59

5
91,83 91,89 91,77 91,77 91,83 85,37 87,07 87,68 86,71 87,32
%

(1 5)
0,67 0,67 0,98 0,48 0,67 2,56 1,46 1,70 1,47 1,21

(1 5)
91,71 91,49 91,59 91,80 91,77 86,86 86,46 86,85 86,54 86,98


(1 5)
0,22 0,22 0,37 0,18 0,25 1,01 0,49 0,61 0,64 0,47

(1 5)
-0,22 +0,10 +0,21 -0,03 -0,40 +0,39 -0,31 +0,44
Abb. 4.20 stellt eine Visualisierung der Zeileninformationen von Tab. 4.14 dar. Bei
der Interpretation dieses Diagramms sollte das Hauptaugenmerk auf die Breite der
Performance-Spektren in Richtung der Ordinate gelenkt werden um so die Eekte
von Parameterinitialisierungen bei verschiedenen Epochengr

oen auf die Stabilit

at
der totalen Klassikationsg

ute richtig erfassen zu k

onnen. Betrachtet man zuerst
die totale In-Sample Klassikationsg

ute in der oberen H

alfte des Diagrammes, so ist
abzulesen, da die rechts oben dargestellten 
1
; : : : ; 
5
-Werte bei Parameterinitia-
lisierung 5 (Startwert des Zufallszahlengenerators: 80878) f

ur die Epochengr

oen
E
200
, : : : ,E
600
beinahe identisch sind | die maximale absolute Abweichung betr

agt
hier nur 0,12 Prozentpunkte. Die absoluten Dierenzen zwischen maximaler und
minimaler totaler Klassikationsg

ute bei E
200
, : : : ,E
600
betr

agt f

ur die Parameteri-
nitialisierung 1 (Startwert 71269) 0,55 Prozentpunkte, bei Parameterinitialisierung 2
(Startwert 24663) sind es 1,04 Prozentpunkte, bei Initialisierung 3 (Startwert 29367)
0,85 Prozentpunkte und bei Initialisierung 4 (Startwert 21741) 0,49 Prozentpunkte.
Die Auspr

agungen der totalen Out-of-Sample Klassikationsg

ute bei den jeweiligen
Parameterinitialisierungen sind mitunter sehr breit gestreut. Starke Variabilit

aten
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Abbildung 4.19: Eekte von Epochengr

oen und Gewichtsinitialisierungen auf die to-
tale In-Sample und Out-of-Sample Klassikationsg

ute 
1
bis 
5
von 25
MLP-3 Varianten
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Abbildung 4.20: Eekte von Gewichtsinitialisierungen bei unterschiedlichen Epochen-
gr

oen auf die totale In-Sample und Out-of-Sample Klassikationsg

ute

1
bis 
5
von 25 MLP-3 Varianten
korrespondieren jedoch nicht zwingender Weise mit jenen der In-Sample Klassika-
tionsg

ute der jeweiligen Parameterinitialisierung. Besonders deutlich wird dies bei
Paramteterinitialisierung 5, bei der der maximale, in Abh

angigkeit von der Epo-
chengr

oe, erreichte 
5
-Wert um 2,31 Prozentpunkte h

oher ist als das Minimum.
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Diese Instabilit

aten k

onnen als Hinweis auf die Senisibilit

at des QN-Algorithmus
hinsichtlich der Anfangsinitialisierung der Gewichtsvektoren gedeutet werden.
Wie aus Abb. 4.19 deutlich wurde, nimmt die Stabilit

at der Klassikationsg

ute mit
zunehmender Epochengr

oe zu. Die Kosten des Stabilit

atsgewinnes k

onnen in Form
von ben

otigter Rechenzeit gemessen werden. So kostet die Parametersch

atzung (200
Trainingsepochen inklusive der Berechnung des aktuellen Netzwerk Outputs 

f

ur
1.640 Trainingspixel und 820 Testpixel nach jeweils 10 Epochen) bei MLP-3 (E
200
)
durchschittlich 1,5 CPU-Sekunden, bei MLP-3 (E
300
) 1,8 CPU-Sekunden, bei
MLP-3 (E
400
) 2,1 CPU-Sekunden, bei MLP-3 (E
500
) 2,7 CPU-Sekunden und bei
MLP-3 (E
600
) 3,4 CPU-Sekunden. Sie sind aufgrund der Ezienz des Quasi-Newton
Algorithmus nicht all zu hoch. [Diese Werte wurden auf einer SUN Ultra 1/200
Creator 3D Workstation (200 MHz Ultra 64-bit-SPARC-I RISC Prozessor, 128 MB
Hauptspeicher) gemessen.]
Die Analyse der Out-of-Sample Konfusionsmatrizen der jeweils besten MLP-3 Vari-
anten per Epochengr

oe (siehe Tab. 4.15{4.19) und die Berechnung der Map-User's-
und Map-Producer's Accuracies (
c
und 
l
) zeigen, da die Landnutzungsklasse C8
\stehende Gew

asser" von allen Klassikatoren zu 100 Prozent richtig klassiziert
wurde. Die Map-Producer's Accuracy Werte schwanken, bedingt durch die Unsi-
cherheiten bei der Zuweisung von C6 \dicht verbauter urbaner Raum", zwischen
77,14% bei MLP-3 (E
300
) und 81,82% bei MLP-2 (E
500
und E
600
).
Tabelle 4.15: Out-of-Sample Konfusionsmatrix f

ur MLP-3 bei Epochengr

oe E
200
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 72 2 0 9 0 0 0 0 86,75
C2 1 137 0 4 0 0 0 0 96,48
C3 0 2 62 0 0 0 0 0 96,88
C4 0 2 0 197 0 0 0 1 98,50
C5 0 2 2 0 48 0 0 0 92,31
C6 0 0 0 0 2 103 30 13 69,59
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 0 0 54 100,00

l
98,63 94,45 96,88 93,81 96,00 78,03 61,54 79,41 87,93
Auch f

ur die Klasse C4 \Wald und Park" konnte bei allen Epochengr

oen 97,5{98,5%
Map User's Accuracy erreicht werden. Die Klassikationsfehler fallen in die Land-
nutzungsklassen C2 \brachliegende B

oden inklusive Weing

arten" und C8. Die kor-
respondierenden Map Producer's Accuracy Werte zwischen 92,06% (MLP-3 (E
500
))
und 97,01% (MLP-3- (E
300
)) werden in erster Linie durch Fehlzuordnungen bei der
Klasse C1 \agrarische Nutzung { Felder, Wiesen" und zu einem geringeren Teil
durch die Klasse C2 \brachliegende B

oden inklusive Weing

arten" verursacht. Diese
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Tabelle 4.16: Out-of-Sample Konfusionsmatrix f

ur MLP-3 bei Epochengr

oe E
300
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 74 3 1 5 0 0 0 0 89,16
C2 1 140 0 1 0 0 0 0 98,59
C3 0 2 57 0 3 2 0 0 89,06
C4 0 2 0 195 0 0 0 3 97,50
C5 0 3 3 0 46 0 0 0 88,46
C6 0 0 0 0 2 104 29 13 70,27
C7 0 0 0 0 0 33 44 0 57,14
C8 0 0 0 0 0 0 0 54 100,00

l
98,67 93,33 93,44 97,01 90,20 74,82 60,27 77,14 87,07
Tabelle 4.17: Out-of-Sample Konfusionsmatrix f

ur MLP-3 bei Epochengr

oe E
400
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 73 4 0 6 0 0 0 0 87,95
C2 1 140 0 1 0 0 0 0 98,59
C3 0 3 57 0 1 3 0 0 89,06
C4 0 2 0 195 0 0 0 3 97,50
C5 0 3 3 0 46 0 0 0 88,46
C6 0 0 0 0 2 106 29 11 71,62
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 0 0 54 100,00

l
98,65 92,11 95,00 96,53 93,88 76,81 62,34 79,41 87,68
St

orungen sind durch die spektrale Verwandtschaft der drei Landnutzungsklassen
zu erkl

aren.
Die Testpixel der Klasse C2 \brachliegende B

oden inklusive Weing

arten" werden
von MLP-3 (E
300
und E
400
) zu 98,59% richtig diskriminiert. Die

ubrigen 
c
-Werte
liegen bei 94,37% (MLP-3 (E
600
)) und 96,48% (MLP-3 (E
200
und E
500
)). Die Map
Producer's Accuracy Werte im Bereich von 92,11{94,45% werden bei allen MLP-3
Varianten ziemlich gleichm

aig von den Klassen C1, C3, C4 und C5 verursacht. Die
\Asphalt- und Beton

achen" (C3) haben eine relativ markante spektrale Signatur
und werden zu 89,06% (MLP-3 (E
400
)) bis 96,88% (MLP-3 (E
200
)) richtig klassi-
ziert. Die 
l
-Werte von 93,44{96,88% werden mit Ausnahme von MLP-3 (E
300
)
ausschlielich durch falsche Zuordnung von C5-Pixel verursacht.
Die aus mehreren spektralen Klassen zusammengesetzte Landnutzungsklasse C5
\locker verbauter urbaner Raum" wird von MLP-3 (E
200
und E
600
) bei 92,31%
map-User's Accuracy zufriedenstellend klassiziert, MLP-3 (E
300
und E
400
) errei-
chen immerhin noch 88,46%. Die fehlklassizierten Pixel werden von diesen MLP-3
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Tabelle 4.18: Out-of-Sample Konfusionsmatrix f

ur MLP-3 bei Epochengr

oe E
500
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 69 3 0 11 0 0 0 0 83,13
C2 1 137 0 4 0 0 0 0 96,48
C3 0 2 59 0 1 2 0 0 92,19
C4 0 2 0 197 0 0 0 1 98,50
C5 0 3 4 2 43 0 0 0 82,69
C6 0 0 0 0 0 108 29 11 72,97
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 0 0 54 100,00

l
98,57 93,20 93,65 92,06 97,73 77,70 62,34 81,82 87,20
Tabelle 4.19: Out-of-Sample Konfusionsmatrix f

ur MLP-3 bei Epochengr

oe E
600
Gesch

atzte Landnutzungsklasse der Referenzdaten
Klasse C1 C2 C3 C4 C5 C6 C7 C8 
c
C1 75 4 0 4 0 0 0 0 90,36
C2 5 134 0 3 0 0 0 0 94,37
C3 0 2 58 0 2 2 0 0 90,62
C4 0 2 0 197 0 0 0 1 98,50
C5 0 1 3 0 48 0 0 0 92,31
C6 0 0 0 0 2 106 29 11 71,62
C7 0 0 0 0 0 29 48 0 62,34
C8 0 0 0 0 0 0 0 54 100,00

l
93,75 93,71 95,08 96,57 92,31 77,37 62,34 81,82 87,80
Varianten gleichm

aig den Klassen C2 \brachliegende B

oden inklusive Weing

arten"
und C3 \Asphalt- und Beton

achen" zugeordnet. Der etwas niedrigere 
c
-Wert von
82,89% bei MLP-3 (E
500
) wird durch die Abbildung zweier Pixel auf die Klasse C4
verursacht. Die Map Procucer's Accuracy Werte im Bereich von rund 98% (MLP-
3 (E
500
)) bis 90% (MLP-3 (E
300
) werden durch Fehlklassikationen in den Klasen C3
und/oder C6 generiert.
S

amtliche MLP-3 Klassikatoren haben bei der Diskrimination der Landnutzungs-
klasse C6 \dicht verbauter urbaner Raum" und C7 \ieendes Gew

asser", verglichen
mit den

ubrigen Klassen, enorme Fehlerraten. Die Map User's Accuracy Werte f

ur
C6 liegen zwischen 69,59% (MLP-3 (E
200
)) und 72,97% (MLP-3 (E
500
)). S

amtliche
MLP-3 Varianten klassizieren 8{9% der C6 Pixel als \stehende Gew

asser" und ord-
nen rund 20% der C6 Pixel der Klasse C7 zu. Exakt die selbe absolute Anzahl von
C7-Pixel werden von MLP-3 (E
400
, E
500
, E
600
) wiederum der Klasse C6 zugeordnet;
bei MLP-3 (E
200
und E
300
) dieriert die Anzahl der kreuzweise falsch klassizierten
Pixel geringf

ugig. Die Map Producer's Accuracy Werte f

ur diese beiden Klassen
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sind dementsprechend gering. Sie betragen f

ur die Klasse C6 rund 75{78% und f

ur
die Klasse C7 60{62%.
Eine visuelle Plausibilit

atspr

ufung des durch MLP-3 (E
200
) klassizierten Land-
sat TM Bildes f

ur den urbanen AgglomerationsraumWien zeigt, da sich die in den
Konfusionsmatrizen so deutlich zum Ausdruck gekommenen Kreuzklassikationen
der Landnutzungsklassen C6 \dicht verbauter urbaner Raum" und C7 \ieendes
Gew

asser" im gesamten Bild kaum auswirken (siehe Abb. 4.21).
114
Abbildung 4.21: Ergebnis der multispektralen Klassikation durch MLP-3 (E
200
)
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4.4 Evaluation der Eekte lokaler Parameterop-
timierung bei hochdimensionalen Klassika-
tionsproblemen in der Satellitenbildverarbei-
tung
Die Resultate aller getesteten MLP-Varianten | des Gradient Descent basierten
MLP-1 Klassikators, des Conjugate Gradient basierten MLP-2 Klassikators und
des Quasi-Newton basierten MLP-3 Klassikators | zur pixelbasierten Detektion
urbaner Landnutzungsklassen im Agglomerationsraum Wien werden in Tab. 4.20
zusammengefat. F

ur den Performance-Vergleich wird die Out-of-Sample Klassi-
kationsg

ute in Prozent herangezogen. Diese stellt ein Ma f

ur die Generalisie-
rungsf

ahigkeit des jeweiligen neuronalen Klassikator-Typus dar, d.h. Muster des
unabh

angigen Testdatensets korrekt zu klassizieren. Die Tabelle zeigt zum einen
die maximale Out-of-Sample Klassikationsg

ute 
max:
, die von der jeweili-
gen MLP-Variante bei einer bestimmten Trainingssetgr

oe (MLP-1) bzw. bei einer
bestimmten Anzahl von Trainingspixel pro Trainings-Epoche (MLP-2 und MLP-3)
erreicht werden konnte. 
(1 5)
ist diemittlere Klassikationsg

ute, das arithmeti-
sche Mittel

uber die durch f

unf zuf

allige Initialisierungen der Anfangsgewichtswerte
bedingten Variationen der Klassikationsg

ute. Die Standardabweichung 

(1 5)
ist
ein Ma f

ur die Stabilit

at der Klassikatoren in Abh

angigkeit von der Gewichtsini-
titialisierung.
Nimmt man eine Reihung nach der maximal erreichten Klassikationsg

ute vor, so
liegt derMLP-1 Klassikator, trainiert auf einemTrainingsdatenset von 1.640 Pixel,
3,02 Prozentpunkte vor MLP3 (E
600
) mit einem 
max:
-Wert von 86,98% und 3,17
Prozentpunkte vor MLP-2 (E
400
und E
500
) mit je 86,83% maximaler Out-of-Sample
Performance. Betrachtet man dieMittelwerte der Klassikationsg

ute bedingt durch
die Anfangsinitialisierung, so sind die Unterschiede weniger eklatant. F

ur MLP-
1 (Set 1) liegt der maximale 
(1 5)
-Wert bei 89,17%, f

ur MLP-3 (E
600
) bei 86,98%
und f

ur MLP-2 (E
600
) bei 86,40%.
Die Standardabweichung 

(1 5)
als Indikator f

ur die Stabilit

at der Klassikatoren
zeigt, da die Conjugate Gradient basierten MLP-2 Varianten mit 

(1 5)
-Werten
von 0,23 bis 0,5 die stabilsten und zuverl

assigsten Ergebnisse liefern. Die Gradient
Descent basierten MLP-1 Varianten mit 

(1 5)
-Werten von 0,59 bis 3,61 | bedingt
durch Variationen der Anfangsinititalisierung und Trainingssetgr

oen | weisen die
relativ instabilsten Performance-Werte auf. Die Quasi-Newton basierten MLP-3
Varianten liegen mit 

(1 5)
-Werten von 0,47 bis 1,01 im Mittelfeld. Die Reihung
bleibt jedoch die selbe, wenn der Aspekt der Trainingssetgr

oe von MLP-1 auer
Acht gelassen wird und nur MLP-1 trainiert auf der Basis von 1.640 Pixel (Set 1)
zum Vergleich der Performance unter dem Stabilit

atsaspekt herangezogen wird.
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Tabelle 4.20: Vergleich der Out-of-Sample Performance und Stabilit

at lokaler Parame-
teroptimierungsalgorithmen bei MLP-Klassikatoren
Out-of-Sample Klassikationsg

ute von MLP-1 in %
Trainingsset 1 Trainingsset 2 Trainingsset 3 Trainingsset 4 Trainingsset 5

max:
90,00 88,66 88,54 88,17 85,73

(1 5)
89,17 87,61 87,93 87,42 82,56


(1 5)
00,59 00,88 00,66 00,45 03,61
Out-of-Sample Klassikationsg

ute von MLP-2 in %
E
200
E
300
E
400
E
500
E
600

max:
86,59 86,59 86,83 86,83 86,71

(1 5)
86,00 86,10 86,25 86,30 86,40


(1 5)
00,37 00,37 00,50 00,37 00,23
Out-of-Sample Klassikationsg

ute von MLP-3 in %
E
200
E
300
E
400
E
500
E
600

max:
87,93 87,07 87,68 87,20 87,32

(1 5)
86,86 86,46 86,85 86,54 86,98


(1 5)
01,01 00,49 00,61 00,64 00,47
Die Analysen der Out-of-Sample Konfusionsmatrizen f

ur die jeweils besten Trai-
ningsl

aufe (siehe Tab. 4.3{4.7, Tab. 4.9{4.13 und Tab. 4.15{4.19) und die Berech-
nung der Map-User's- und Map-Producer's Accuracy Werte (
c
und 
l
) haben ge-
zeigt, da bei allen MLP-Klassikatoren ebenso wie beim konventionellen Maximum
Likelihood basierten Klassikator (siehe Tab. 2.5) die spektral komplexe Landnut-
zungsklasse \dicht verbauter urbaner Raum" (Klasse C6) signikant von den

ubrigen
Klassen abweichende 
c
- und 
l
-Werte aufweisen, die nur bei etwa 70{76% liegen.
Kreuzweise Zuweisungen mit der Wasserklasse C7 sind die Hauptursache daf

ur. Die
aus mehreren Ober

achenbedeckungsklassen zusammengesetze Klasse \locker ver-
bauter suburbaner Raum" (C5) sowie die

ubrigen homogeneren Landnutzungsklas-
sen sind gut diskriminierbar.
Ein direkter Vergleich der Konvergenzgeschwindigkeiten von MLP-1, MLP-2 und
MLP-3 unter dem Aspekt verbrauchter CPU-Zeit ist f

ur das gegenst

andliche Setup
der Experimente nicht m

oglich, da das Training von MLP-1 mittels eines kom-
merziellen Softwarpaketes mit einer graphischen Benutzerschnittstelle durchgef

uhrt
wurde.
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Kapitel 5
Zusammenfassung und Ausblick
Im Zentrum der Arbeit steht die systematische Analyse und Evaluation der
Performance- und Stabilit

atseigenschaften neuronaler Klassikatoren mit zwei Ge-
wichtslayern und lokalen Optimierungsverfahren zur Minimierung der Fehlerfunk-
tion im Applikationsbereich der

uberwachten pixel-basierten Klassikation multi-
spektraler Fernerkundungsdaten. Die implementierten 2-Layer Perceptronnetze um-
fassen drei stochastische Versionen von Gradientenabstiegsverfahren, das allgemei-
ne Gradientenverfahren, die Methode der konjugierten Gradienten und die Quasi-
Newton Methode.
Am Beginn wird eine kurze Einf

uhrung in die Charkteristika multispektraler Ferner-
kundungsdaten und ein

Uberblick

uber konventionelle Analysemethoden gegeben.
Die statistischen Grundlagen der

uberwachten pixel-basierten Klassikation multi-
spektraler Fernderkundungsdaten werden ausf

uhrlich er

ortert um eine methodisch
transparente und theoretisch fundierte Basis f

ur die Darstellung des konventionel-
len Maximum Likelihood (ML-) basierten Ansatzes zur multispektralen Klassika-
tion, wie auch der MLP-Klassikatoren zu schaen. Weiters wird das Applikations-
beispiel, die

uberwachte pixel-basierte Klassikation multispektraler Landsat-TM
Daten zur Detektion urbaner Landnutzungsinformationen im Agglomerationsraum
Wien vorgestellt und das Setup der Experimente erl

autert. Die ML-basierte Klassi-
kation von Landsat-TM Daten dient zur Illustration konventioneller parametrischer
Klassikationsverfahren.
Das folgende Kapitel umfat die zentralen theoretischen Aspekte neuronaler Netze
zur Modellierung und Funktionsapproximation eines datengenerierenden Prozesses
im allgemeinen und von 2-Layer Perceptronmodellen mit einer

uberwachten Trai-
ningsstrategie im speziellen. Aufbauend auf dem Konzept von Gradientenverfahren
zur lokalen iterativen Funktionsminimierung werden Probleme der Modellselekti-
on und Optimierung der Modellkomplexit

at sowie die einfache Gradient Descent
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Trainingsstrategie dargestellt. Daran anschlieend werden klassische Optimierungs-
methoden als alternative Strategien zur iterativen Minimierung der Fehlerfunktion
vorgestellt, die das Potential besitzen, ein rascheres und ezienteres Netzwerktrai-
ning zu erm

oglichen. Die beiden ausgew

ahlten Optimierungsmethoden, zum einen
basierend auf dem Konzept konjugierter Gradientenrichtungen, zum anderen auf
Quasi-Newton Methoden, werden anhand ihrer theoretischen Konzepte, der funktio-
nalen Spezikationen und der Charakteristika der algorithmischen Implementierung
erl

autert.
ImMittelpunkt des vierten Kapitels stehen Analysen zur Performance und Stabilit

at
von MLP-Modellen hinsichtlich der Anfangsinitialisierungen der Netzwerkgewichte,
Variationen der Trainingsdatensets und des Optimierungsverfahrens der Zielfunkti-
on. Der Gradient Descent basierte MLP-1 Benchmark-Klassikator, der von Fischer
et al. [1995] implementiert wurde, wird bei xierter Systemarchitektur und Lernrate
auf der Basis unterschiedlich groer Trainingsdatensets und Gewichtsinititalisierun-
gen trainiert. Die Sukkzessive Reduktion des Basistrainingssets von 1.640 Pixel um
jeweils 20% zeigt, da der arithmetische Mittelwert der Out-of-Sample Klassikati-
onsg

ute von MLP-1 trainiert mit dem Basistrainingsset bei jeweils f

unf unterschied-
lichen Initialisierungen der Anfangsgewichtswerte generell abnimmt. Sie liegt f

ur das
Basistrainingsset bei 89,17%. Die Reduktion auf 80% (60%, 40%, 20%) der Trai-
ningspixel resultiert in einer mittlerenOut-of-Sample Klassikationsg

ute von 87,61%
(87,93%, 87,42% sowie 82,56%). Die Auswirkungen einer Reduktion von Training-
spixeln auf die Generalisierungsg

ute sind aber keineswegs linear, doch nimmtdie Sta-
bilit

at in Abh

angigkeit der Anfangsgewichtswerte und die G

ute der Out-of-Sample
Performance des Modells ab. Werden die \Kosten" von Performance und Stabi-
lit

at in Form der Anzahl der Trainingspixel pro Set dem \Gewinn" in Form der
mittleren Out-of-Sample Klassikationsg

ute 
(1 5)
und des Stabilit

atsindikators der
Standardabweichung 

(1 5)
gegen

ubergestellt, so zeigt sich, da ein Out-of-Sample
Performancegewinn von 6,61% mit der f

unachen Anzahl von Trainingspixel zu be-
zahlen ist. Die aus den Analysen der Out-of-Sample Konfusionsmatrizen zu ziehen-
de Conclusio ist, da die Zusammenstellung der Trainingsdatensets { und vor allem
von sehr kleinen Trainingsdatensets | nicht nur von der a priori Wahrscheinlichkeit
des Auftretens der Landnutzungsklassen, sondern auch von der spektralen Komple-
xit

at der jeweiligen Landnutzungsklassen geleitet werden sollte. Diese Stabilit

ats-
und Performance-Analysen lassen den Schlu zu, da bereits das einfache MLP-1
Klassikationsmodell mit einer sehr geringen Anzahl von Trainingsbeispielen eine
zufriedenstellende Out-of-Sample Klassikationsg

ute erzielen kann.
Die beiden alternativen MLP-Varianten unterscheiden sich durch die implementierte
Optimierungsstrategie zur Minimierung der Fehlerfunktion. Der Conjugate Gradi-
ent basierte MLP-2 Klassikator und der Quasi-Newton basierte MLP-3 Klassika-
tor werden hinsichtlich der Auswirkungen von Parametersettings | der Epochen-
gr

oe und der Initialisierung der Gewichtswerte | auf die Konvergenzeigenschaften,
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Klassikationsg

ute, Stabilit

at und Kostenfaktoren in Form von CPU-Zeit analy-
siert. Die stochastischen epochen-basierten Versionen des Conjugate Gradient- und
des Quasi-Newton Algorithmus erfordern die experimentelle Bestimmung ad

aquater
Epochengr

oen und der Anzahl der Iterationen innerhalb einer Epoche. Das Upda-
te der Netzwerkgewichte erfolgt anhand der akkumulierten Gradienten-Information
am Ende einer jeden vollst

andig stochastischen Epoche. Experimente mit kleinen
Epochengr

oen von 10 bis 100 Trainingspixels aus dem 1.640 Grauwertvektoren um-
fassenden Trainingsdatensatz ergeben, da die Funktionswerte der zu minimierenden
Fehlerfunktion E(w) bei einer geringen Pixelanzahl pro Epoche sehr stark oszillieren
und MLP-2 und MLP-3 bei einer Epochengr

oe von 10 Pixel nicht konvergenzf

ahig
ist. Die Oszillationen werden durch die Konvergenz der Funktionswerte innerhalb
der einzelnen Epochen generiert, d.h. das Netz \lernt" die Struktur dieser 10 Muster
sehr genau und weist dadurch bereits innerhalb der Epoche einen sehr starken Bias
auf. Die Oszillationen verst

arken sich mit zunehmender Anzahl der Epochen im
Trainingsproze. Die Experimente mit Epochengr

oen zwischen 200 und 600 Pixel
f

uhren zu einer stetigen Abnahme der Fehlerfunktion. Die Anzahl der Iterationen
innerhalb der Epochen ist drei. Eine Erh

ohung dieser Anzahl w

urde unweigerlich
dieselben Eekte wie eine zu geringe Anzahl der Muster pro Epoche generieren.
Die Experimente zur Stabilit

at und Performance der MLP-2 und MLP-3 Klassi-
katoren werden f

ur die f

unf mittleren Epochengr

oen von 200 bis 600 Pixel bei
jeweils f

unf verschiedenen Parameterinitialisierungen durchgef

uhrt. Das Simulati-
ons Setup erfordert die Parametersch

atzung f

ur je 25 Varianten der MLP-2 bzw.
MLP-3 Modelle. Erste Experimente mit 1.000 bis 5.000 Epochen

uber den ge-
samten Trainingsdatensatz von 1.640 Pixel haben gezeigt, da unabh

angig von der
Epochengr

oe E
n
bereits innerhalb der ersten 200 Epochen eine In-Sample Klassi-
kationsg

ute von rund 91{92% erreicht werden kann. L

angere Trainingszeiten ver-
bessern diese Ergebnisse kaum. Sie resultieren vielmehr in zyklischen Fluktuationen
weniger zehntel Prozentpunkte der gesamten Klassikationsg

ute. Diese marginalen
In-Sample Performancegewinne stehen in keinem Verh

altnis zur erforderlichen Re-
chenzeit. Die Stabilit

at der Out-of-Sample Klassikationsg

ute in Abh

angigkeit der
Anfangsgewichtswerte der MLP-2 und MLP-3 Klassikatoren ist unabh

angig von
der Epochengr

oe konstant hoch. Ein f

ur MLP-Modelle relativ groer Unterschied
von rund f

unf Prozentpunkten zwischen In-Sample und Out-of-Sample Performance
k

onnte ein Hinweis darauf sein, da die Modellkomplexit

at | also die Anzahl der
Gewichtsparameter des 6:14:8 MLP-Modells | etwas

uberdimensioniert ist. Die
Vergr

oerung der Pixelanzahl pro Epoche wirkt sich kaum auf die zu erreichende
maximale Out-of-Sample (und In-Sample) Klassikationsg

ute aus. Eine Verdreifa-
chung der Pixelanzahl pro Epoche resultiert lediglich in einem mittleren Performan-
cegewinn 
(1 5)
von 0,4% beim Conjugate Gradient basierten MLP-2 Klassikator
und von 0,32% beim Quasi-Newton basierten MLP-3 Klassikator. Es werden je-
doch eine stetigere Abnahme der zu minimierenden Werte der Zielfunktion E(w)
und ein stabileres Verhalten der Out-of-Sample Performance Kurven im Verlauf des
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Netzwerktrainings erreicht. Die Kosten des stetigeren Verlaufes der Fehlerminimie-
rung sind in Form von verbrauchter Rechenzeit zu messen.
Es konnte gezeigt werden, da die vorgestellten lokalen agierenden Optimierungs-
algorithmen zur Minimierung der Fehlerfunktion von 2-Layer Perceptron Klassi-
katoren im Applikationsgebiet der

uberwachten pixel-basierten Klassikation multi-
spektraler Satellitenbilddaten herangezogen werden k

onnen. Die im Vergleich zum
einfachen Gradient Descent Algorithmus ezientere Minimierung der Zielfunktion
durch den Conjugate Gradient- und den Quasi-Newton Algorithmus und die daraus
resultierende gr

oere Dierenz zwischen In-Sample- und Out-of-Sample Klassika-
tionsg

ute, l

at die Conclusio zu, da der Bestimmung der Modellkomplexit

at, d.h.
der Anzahl der Gewichtsparameter im Netz, gr

ote Aufmerksamkeit geschenkt wer-
den mu. Besonders in Applikationsgebieten, in denen MLP-Modelle zur Analyse
stark verrauschter realweltlicher Daten eingesetzt werden, m

ussen eziente Verfah-
ren zur Bestimmung der Modellkomplexit

at entwickelt bzw. adaptiert werden um
ein m

oglichst g

unstiges, d.h. geringes Bias-Varianz-Verh

altnis sowie eine bessere
Identizierbarkeit der Modelle zu erreichen.
122
Kapitel 6
Literatur
Aarts, E. & Korst, J. (1989). Simulated Annealing and Boltzman Machines. New
York: John Wiley & Sons.
Almeida, L. & Silva, F. M. (1990). Acceleration techniques for the backpropagation
algorithm. In Almeida, L. B. & Wellekens, C. J. (eds.), Proceedings of the Neural
Networks EURASIP Workshop, vol. 412 of Lecture Notes in Computer Science,
pp. 110{119. Springer, NY.
Antrop, M. (1986). Structural information of the landscape or ground truth for the
interpretation of satellite imagery { remote sensing for resources development and
environmental management. In Proceedings of the Seventh Internat. Symposium
on Remote Sensing, Aug. 25-29, Enschede, pp. 3{8, Rotterdam/Boston. ISPRS
Comm. VII.
Arono, S. (1991). Geographic Information Systems: A Management Perspective.
Ottawa: WDL Publications.
Barnsley, M. (1993). Monitoring urban areas in the EC using satellite remote sensing.
GIS Europe, 2(8), 42{44.
Barnsley, M. & Donnay, P.-J. (1996). Remote Sensing and Urban Analysis. London:
Taylor & Francis.
Battiti, R. & Tecchiolli, G. (1994). Learning with rst, second andno derivatives: A
casee study in high energy physics. Neurocomputing, 6, 181{2061.
Benediktsson, J. A., Swain, P. H., & Ersoy, O. K. (1990). Neural network approaches
versus statistical methods in classication of multisource remote sensing data.
IEEE Transactions on Geoscience and Remote Sensing, 28(4), 540{551.
123
Bezdek, J. C. (1992). On the relationship between neural networks, pattern re-
cognition and intelligence. International Journal of Approximate Reasoning, 6,
95{107.
Bischof, H. (1995). Pyramidal Neural Networks. Mahwah, NJ: Lawrence Erlbaum
Associates.
Bischof, H., Schneider, W., & Pinz, A. J. (1992). Multispectral classication of
Landsat-Images using neural networks. IEEE Transactions on Geoscience and
Remote Sensing, 30(3), 482{490.
Bishop, C. M. (1995). Neural Networks for Pattern Recognition. Oxford: Clarendon
Press.
Bolstad, P. V. & Lillesand, T. M. (1992). Rule-based classication models: Fle-
xible integration of satellite imagery and thematic spatial data. Photogrammetric
Engineering & Remote Sensing, 58(7), 965{971.
Brauer, H. (1984). Diskrimination und Klassikation in der Fernerkundung. Bild-
messung und Luftbildwesen, 52(6), 295.
Bridle, J. S. (1990). Probabilistic interpretation of feedforward classication network
outputs, with relationships to statistical pattern recognition. In Soulie, F. F. &
Herault, J. (eds.), Neurocomputing: Algorithms, Architectures and Applications.
Springer.
Carpenter, G. A. & Grossberg, S. (eds.) (1991). Pattern Recognition by Self-
Organizing Networks. Cambridge (MA): MIT Press.
Civco, D. L. (1993). Articial neural networks for land-cover classication and
mapping. International Journal for Geographical Information Systems, 7(2), 173{
186.
Cressie, N. A. C. (1993). Statistics for Spatial Data. New York: John Wiley & Sons.
Cybenko, G. (1989). Approximation by superpositions of a sigmoidal function.
Mathematics of Control, Signals, and Systems, 2, 303{314.
Duda, R. O. & Hart, P. E. (1973). Pattern Classication and Scene Analysis. New
York: John Wiley& Sons.
Fahlman, S. A. (1988). Faster-learning variations on back-propagation: An empirical
study. In Touretzky, D., Hinton, G., & Sejnowski, T. (eds.), Proceedings of the
1988 Connectionist Models Summer School, pp. 38{51, San Mateo, CA. Morgan
Kaufmann Publishers.
124
Fischer, M. M. (1996). From Conventional to CI-Based Spatial Analysis. WSG
Discussion Papers 56, Inst. f. Wirtschafts- u. Sozialgeographie der Wirtschaftsu-
niversit

at Wien.
Fischer, M. M. & Gopal, S. (1994). Articial neural networks. A new approach
to modelling interregional telecommunication ows. Journal of Regional Science,
34(4), 503{527.
Fischer, M. M., Gopal, S., Staufer, P., & Steinnocher, K. (1995). Evaluation of
Neural Pattern Classiers for a Remote Sensing Application. WSG Discussion
Papers 46, Inst. f. Wirtschafts- u. Sozialgeographie der Wirtschaftsuniversit

at
Wien.
Foody, G. F., McCulloch, M. B., & Yates, W. B. (1995). Classication of remotely
sensed data by an artical neural network: Issues related to training set charac-
teristics. Photogrammetric Engineering & Remote Sensing, 61(4), 391{401.
Funahashi, K. (1989). On the approximate realization of continuous mappings by
neural networks. Neural Networks, 2(3).
Fung, T. & Chang, K. (1994). Spatial composition of spectral classes: A structu-
ral approach for image analysis of heterogeneous land-use and land-cover types.
Photogrammetric Engineering & Remote Sensing, 60(2), 173{180.
Geman, S., Bienenstock, E., & Goursat, R. (1992). Neural networks and the bias-
variance dilemma. Neural Computation, 4, 1{58.
Giles, L. & Maxwell, T. (1987). Learning, invariance, and generalization in high-
order neural networks. Applied Optics, 26(23), 4972{4978.
de Groot, C. & W

urtz, D. (1994). `plain backpropagation' and advanced optimiza-
tion algorithms: A comparative study. Neurocomputing, 6(2), 153{161.
Hanson, S. J. & Pratt, L. Y. (1989). Comparing biases for minimal network con-
struction with back-propagation. In Touretzky, D. S. (ed.), Advances in Neural
Information Processing Systems, vol. 1, pp. 177{185, San Mateo, CA. Morgan
Kaufmann.
Harris, R. (1987). Satellite Remote Sensing: An Introduction. London: Routledge.
Hecht-Nielsen, R. (1990). Neurocomputing. Reading (MA): Addison-Wesley.
Heerman, P. D. & Khazenie, N. (1992). Classication of multispectral remote sensing
data using a backpropagation neural network. IEEE Transactions on Geoscience
and Remote Sensing, 30(1), 81{88.
125
Hepner, G. F., Logan, T., Ritter, N., & Bryant, N. (1990). Articial neural network
classication using a minimal training set: Comparison to conventional supervised
classication. Photogrammetric Engineering & Remote Sensing, 56(4), 469{473.
Hertz, J., Krogh, A., & Palmer, R. (eds.) (1991). Introduction to the Theory of
Neural Computation. Redwood City, CA: Addison Wesley.
Hestenes, M. R. & Stiefel, E. (1952). Methods of conjugate gradients for solving
linear systems. Journal of Research of the National Bureau of Standards, 49(6),
409{436.
Hornik, K. (1991). Approximation capabilities of multilayer feedforward networks.
Neural Networks, 4, 251{257.
Hornik, K., Stinchcombe, M., & White, H. (1989). Multilayer feedforward networks
are universal approximators. Neural Networks, 2, 359{366.
Jacobs, R. A. (1988). Increased rates of convergence through learning rate adapta-
tion. Neural Networks, 1(4), 295{307.
Johansson, E. M., Dowla, F. U., & Goodman, D. M. (1992). Backpropagation
learning for multilayer feedforward neural networks using the conjugate gradient
method. International Journal of Neural Systems, 2(4), 291{301.
K

ahler, M. (1989). Radiometrische Bildverarbeitung bei der Herstellung von Sa-
tellitenbildkarten. Mitteilungen Reihe C, Nr. 348, Inst. f. Angewandte Geod

asie,
Deutsche Geod

atische Kommission bei der Bayrischen Akademie der Wissenschaf-
ten.
Kanellopoulos, I., Vars, A., Wilkinson, G. G., & Megier, J. (1992). Landcover
discrimination in SPOT HRV imagery using an articial neural network | A
20-class experiment. Remote Sensing of the Environment, 13(5), 917{924.
Kosko, B. (ed.) (1992). Neural Networks and Fuzzy Systems. Englewood Clis, NJ:
Prentice Hall.
Kraus, K. (1979). Zur Theorie der Klassizierung multispektraler Bilder. Bildmes-
sung und Luftbildwesen, 47, 119{128.
Kraus, K., Jansa, J., & Schneider, W. (1990). Fernerkundung: Auswertung photo-
graphischer und digitaler Bilder, vol. 2. Bonn: D

ummler.
Kraus, K. & Schneider, W. (1988). Fernerkundung: Physikalische Grundlagen und
Aufnahmetechniken, vol. 1. Bonn: D

ummler.
Lang, K. J. & Hinton, G. E. (1990). Dimensionality reduction and prior knowledge
in E-set recognition. In Touretzky, D. S. (ed.), Advances in Neural Information
Processing Systems, vol. 2, pp. 178{185, San Mateo, CA. Morgan Kaufmann.
126
Lawoko, C. R. O. & McLachlan, G. (1983). Some asymptotic results on the eect
of autocorrelation on the error rates of the sample linear discriminant function.
Pattern Recognition, 16, 119{121.
Lillesand, T. M. & Kiefer, R. W. (1994). Remote Sensing and Image Interpretation.
New York, et al.: John Wiley & Sons.
MacKay, D. J. C. (1992a). Bayesian interpolation. Neural Computation, 4(3), 415{
447.
MacKay, D. J. C. (1992b). The evidence framework applied to classication net-
works. Neural Computation, 4(5), 720{736.
MacKay, D. J. C. (1992c). A practical bayesian framework for backpropagation
networks. Neural Computation, 4(3), 448{472.
Marks, R. J. (1993). Intelligence: computational versus articial. IEEE Transactions
on Neural Networks, 4, 737{739.
McClelland, J. L., Rumelhart, D. E., & the PDP Research Group (1986). Parallel
Distributed Processing: Explorations in the Microstructure of Cognition, vol. 2.
Cambridge, MA: MIT Press.
McCulloch, W. S. & Pitts, W. (1943). A logical calculus of the ideas immanent in
nervous activity. Bulletin of Mathematical Biophysics, 5, 115{133.
Paola, J. D. & Schowengerdt, R. A. (1995). A review and analysis of backpropaga-
tion neural networks for classication of remotely-sensed multispectral imagery.
International Journal of Remote Sensing, 16(16), 3033{3058.
Press, W. H., Teukolsky, S. A., Vetterling, W. T., & Flannery, B. P. (1992). Nume-
rical Recipes in C. The Art of Scientic Computing. Cambridge, MA: Cambridge
University Press.
Pross, E. (1993). Digitale Komponenten von Fernerkundung, Photogrammetrie und
Kartographie innerhalb der Geoinformatik sowie deren Beschreibung durch funk-
tionalanalytische Mittel und Methoden. Mitteilungen Reihe C, Nr. 414, Inst. f.
Angwandte Geod

asie, Deutsche Geod

atische Kommission bei der Bayrischen Aka-
demie der Wissenschaften.
Ripley, B. D. (1981). Spatial Statistics. New York: John Wiley & Sons.
Rosenblatt, F. (1962). Principles of Neurodynamics. New York: Spartan.
Rumelhart, D. E., McClelland, J. L., & the PDP Research Group (1986). Parallel
Distributed Processing: Explorations in the Microstructure of Cognition, vol. 1.
Cambridge, MA: MIT Press.
127
Salu, Y. & Tilton, J. (1993). Classication of multispectral image by the binary
diamond neural network and by nonparametric pixel-by-pixel methods. IEEE
Transactions on Geoscience and Remote Sensing, 31(3), 606{617.
Shanno, D. F. (1978). Conjugate gradient methods with inexact searches. Mathe-
matics of Operations Research, 3(3), 244{256.
Shewchuk, J. R. (1994). An Introduction to the Conjugate Gradient Method Without
the Agonizing Pain. School of Computer Science, Carnegie Mellon University,
Pittsburgh, PA (http://www.mcs.com/ drt/bpreview/faster.html), 1st edn.
Sperduti, A. & Starita, A. (1993). Speed up learning and network optimization with
exended back propagation. Neural Networks, 6, 365{383.
Staufer, P. & Fischer, M. M. (1997). Spectral pattern recognition by a two-layer
perceptron: Eects of training set size. In Proc. 1st COMPARES Workshop on
Neurocomputing for Earth Observation, Jul.17-19 1996, York, Berlin. Springer-
Verlag. (In Druck).
Steinnocher, K. (1994). Methodische Erweiterung der Landnutzungsklassikation
und Implementierung auf einem Transputernetzwerk. GeowissenschaftlicheMittei-
lungen 40, Inst. f. Photogrammetrie und Fernerkundung, Technische Universit

at
Wien.
Steinnocher, K., Staufer, P., & Franzen, M. (1993). Landnutzungsdaten zur Model-
lierung zellularer Mobilfunknetze: Der integrative Einsatz digitaler Bildverarbei-
tungstechniken und geographischer Informationssysteme zur Erfassung urbaner
Strukturen. In Strobl, J. & Dollinger, F. (eds.), Angwandte Geographische Infor-
mationstechnologie, Beitr

age zum Symposium AGIT'93, pp. 307{318, Salzburg.
Institut f. Geographie & SIR.
Strahler, A. H. (1980). The use of prior probabilities in maximum likelihood classi-
cation of remotely sensed data. Remote Sensing of the Environment, 10, 135{163.
Trapletti, A. (1996). Entwicklung eines Neuronalen Systems zur Prognose nicht-
linearer verrauschter Zeitreihen. Dissertationsprojekt, Institut f. Wirtschafts- und
Sozialgeographie der WU-Wien.
Wasserman, P. (ed.) (1992). Advanced Methods in Neural Computing. New York:
Van Nostrand Reinhold.
Watrous, R. L. (1987). Learning algorithms for connectionist networks: Applied
gradient methods of nonlinear optimization. In Chaudill, M. & Butler, C. (eds.),
IEEE First International Conference on Neural Networks, vol. 2, pp. 619{627,
New York. IEEE. San Diego 1987.
128
Weber, C. (1994). Per-zone classication of urban land cover for urban population
estimation. In Foody, G. & Curran, P. (eds.), Environmental Remote Sensing
from Global to Regional Scales, pp. 142{148. Chichester: Wiley.
Weigend, A. S. (1993). Book Review: J.A. Hertz, A.S. Krogh and R.G. Palmer,
Introduction to the Theory of Neural Computation. Articial Intelligence, 62,
93{111.
Weigend, A. S., Huberman, B. A., & Rumelhart, D. E. (1990). Predicting the
future: A connectionist approach. International Journal of Neural Systems, 1(3),
193{209.
Weigend, A. S., Huberman, B. A., & Rumelhart, D. E. (1991). Predicting sunspots
and exchange rates with connectionist networks. In Eubank, S. & Casdagli, M.
(eds.), Proceedings of the 1990 NATO Workshop on Nonlinear Modelling and
Forecasting, pp. 1{36, Redwood City, CA. Addison Wesly.
Wieneke, F., Ditz, K. R., Sachweh, M., & Strathmann, F.-W. (1988). Satelliten-
bildauswertung | Methodische Grundlagen und ausgew

ahlte Beispiele. M

unchner
Geographische Abhandlungen 38, Inst. f. Geographie der Universit

at M

unchen.
Wilkinson, G. G., Fierens, F., & Kanellopoulos, I. (1995). Integration of neural and
statistical approaches in spatial data classication. Geographical Systems, 2(1),
1{20.
Zhang, Z. J., Shimoda, H., Fuke, K., Matsumae, Y., & Sakata, T. (1988). New
classication algorithm using spatial information for high resolution image data.
In International Archives of Photogrammetry and Remote Sensing, vol. 27, pp.
778{785.
129
