Many fruit recognition approaches today are designed to classify different type of fruits but there is little effort being done for content-based fruit recognition specifically focuses on durian species. Durian, known as the king of tropical fruits, have few similar characteristics between different species where the skin have almost the same colour from green to yellowish brown with just slightly different shape and pattern of thorns. Therefore, it is hard to differentiate them with the current methods. It would be valuable to have an automated content-based recognition framework that can automatically represent and recognise a durian species given a durian image as the input. Therefore, this work aims to contribute to a new representation method based on multiple features for effective durian recognition. Two features based on shape and texture is considered in this work. Simple shape signatures which include area, perimeter, and circularity are used to determine the shape of the fruit durian and its base while the texture of the fruit is constructed based on Local Binary Pattern. We extracted these features from 240 durian images and trained this proposed method using few classifiers. Based on 10-fold cross validation, it is found that Logistic Regression, Gaussian Naïve Bayesian, and Linear Discriminant Analysis classifiers performed equally well with 100% achievement of accuracy, precision, recall, and F1-score. We further tested the proposed algorithm on larger dataset which consisted of 42337 fruit images (64 various categories). Experimental results based on larger and more general dataset have shown that the proposed multiple features trained on Linear Discriminant Analysis classifier able to achieve 72.38% accuracy, 73% precision, 72% recall, and 72% F1-score.
INTRODUCTION
Image recognition is a process of identifying an object in a digital image. There are many recognition systems existed such as for face [1] [2] , voice [3] , handwriting [4] , and others [5] [6] [7] .
Malaysia is a country rich in choices of tropical fruits. All the local fruits are available all year round in the market but some are seasonal. For example, durian (Durio zibethinus) is the 'king of fruits' which can only be found during December to January and June to August and Malaysia is the largest exporter for durian after Thailand [8] [9] . All the varieties of durian are hard-shelled with green thorns and they are hard to differentiate. Experienced farmer in the agriculture domain may find it easy to categorise various durian species but it would be extremely hard for others to identify and classify durian species manually. It is important for a person to have some knowledge in recognising various durian species as the unit price is relatively high when compared to other tropical fruits.
Two important steps in an image recognition framework are the feature extraction and its classifier. Feature extraction is very important where the right features will lead to an accurate representation and recognition, and vice versa [10] . Although the fusion of features is important in expressing the different and useful information of an image, at the same time, the complexity of an algorithm has to be considered. Feature extraction methods are domain specific where a method may give good representation for one domain but performs badly for other domains. Classifier on the other hand is important in classifying the images based on the extracted features. Selecting a good classifier will produce a good classification model for the recognition framework as a whole. There are two approaches in image classification, which are supervised and unsupervised classification [11] . Supervised classification requires training data to infer the classifier, which will then be applied to the test or actual sets of images. Unlike supervised classification, unsupervised classification does not rely on a training data, instead it uses clustering techniques which measure the distance between images and group the images with common features together.
Fruit recognition system uses fruit image's content for analysis, identification, and classification in the agriculture domain. Automatic fruit recognition system using computer vision is a useful tool in a variety of fields, such as education, image retrieval, and agricultural research [12] . To our knowledge, only few researches have been done on content-based recognition specifically for durian species. Therefore, this research aims to introduce a feature fusion extraction method which can effectively describe and represent four different types of durian, namely D24, D101, D160, and D197. In order to differentiate the various types of durian, the pattern of the fruit's base, spines on the durian skin, and the fruit's shape will be utilised. For example, D24 has smaller base size with thin spines, D101 has ellipsoid shape with long and thin spines, D160 has the shape of a heart with short and thick spines, while D197 has a distinct star-shaped base. A classification model will then be generated based on the extracted features.
The outline of this paper is as follows. Section 2 provides the discussion on related works. The proposed framework is described in Section 3. Section 4 explains the framework for evaluation while analysis of results is described in Section 5. Finally, the conclusion and future direction are presented in Section 6.
LITERATURE REVIEW
Fruits representation and recognition are crucial and can be a considered a very challenging task. Based on several literature reviews, we have identified few existing feature extraction and recognition approaches for fruits.
Plant Variety Protection Malaysia [13] is a form of intellectual property right of plant varieties in Malaysia. In Malaysia, all of the durian varieties registered with the Department of Agriculture (DOA) since year 1993 is recorded in Varieties Registered for National Crop List. This online database of registered durian varieties in Malaysia provides the list of details and image link. Users can search durian species by providing input in the form of a keyword such as variety registration number which usually formed by alphabet D and followed by unique number. Besides, users can go through the entire list in the database to search the durian species. The advantage of this database is providing trustable sources of durian information for user. The limitation of this database is it only allows the search of durian species using keyword. In this case, users who do not know the name of the durian species only can key in "durian" and get a long-list result. Users cannot search the details of durian species directly and have to go through all of the results one by one. This method will consume a lot of time to search for an exact durian species. Moreover, the images of durian species are not available for all species. Users cannot imagine how exactly the particular species look like by only through the text description.
The authors in [14] classify durian varieties based on vocabularies of durian characteristics and image annotations using conceptual graph method. Durian varieties can be determined semantically, however, the work is done semiautomatically and various characteristics of a durian species need to be determined first before classification or recognition can take place.
Based on [13] and [14] , it can be observed that some efforts have been done to categorise and manage various durian species. However, all of the above approaches are still based on text. Often, we are in a situation where we may have visual information of an item but without any other textual description. Hence, it would be beneficial to have an automated content-based recognition framework that can automatically represent and recognise a durian species given a durian image as the input.
Previously, there are few existing works on content-based fruit recognition. Automatic fruit recognition system using computer vision is a useful tool in a variety of fields, such as education, image retrieval, and agricultural research [15] . Fruit recognition uses fruit image's content for analysis, identification, and classification in the agriculture domain. Some existing works such as recognition of various fruits [16] [17] [18] [19] [20] [21] or even focusing on specific fruits such as olive [22] , persimmon [23] , almond [24] , apple [25] , papaya [26] , and durian [27] [28] .
Authors in [16] proposed a fruit recognition system using combination of colour, shape, texture and size-based features to perform classification of fruit images. Color details (RGB) is extracted as colour descriptor. The area and perimeter are calculated to obtain the roundness value which will act as the shape feature. Texture on the other hand is represented by computing the entropy value of the image. Lastly, the K-Nearest Neighbour (KNN) algorithm will figure out the closest class label of fruit image to the input image. The dataset used is 36 fruit images. This system achieves up to 95% of accuracy. The advantage of this system is it is invariant to rotation and translation. However, the proposed method leads to high computation time as quite a number of features are utilised.
Authors in [17] represent fruit images based on few shape features such as area perimeter of the fruit region, major axis length, minor axis length and distance between the foci of an equivalent ellipse, width, height and area of minimum bounding box, and area and perimeter of smallest convex polygon. These shape features allow for the image representation to be invariant to translation, rotation, uniform scaling, surface features, and growth stage of fruit. Three classifiers which are Naive Bayes (NB), Neural Network (NN), and K-NN are experimented to determine the suitable classifier. For the dataset, 210 images of seven fruit classes are either captured using a smartphone camera or downloaded from websites. Each class contains 30 images. Based on the conducted experiment, it has been shown that a better recognition rate of between 88 -95% is achieved when using NB classifier instead of NN or K-NN.
Authors in [18] combine Zoning and Character-Edge Distance methods together with Discrete Fourier Transform as the feature descriptors for fruit image representation. This feature representation is fed into two classifiers, Multilayer Perceptron and K-NN. It has been observed that Multilayer Perceptron performed better classification and able to obtain a classification rate of 97.5% when experimented on 163 fruit images.
Authors in [22] focus on a specific fruit which is olive by analysing the RGB images to determine the size and weight of the olive fruits. Morphological analysis is also conducted to determine any overlapping division. Feedforward NN with backpropagation learning algorithm is utilised as the classifier. The dataset size is not stated in the paper. The recognition accuracy reported is 97%.
Authors in [23] focus on the recognition of 50 persimmon fruits based on Fourier transform near infrared (FT-NIR) spectrometry information as its representation and Least squares SVM as the classifier. 98% classification rate has been obtained.
Authors in [24] utilised the Bag-of-Feature (BoF) model for almond feature representation where they experimented with few keypoint detectors such as Harris, Harris-Laplace, Hessian, Hessian-Laplace, and Maximally Stable External Regions (MSER) together with Scale Invariant Feature Transform (SIFT). K-means clustering is then used to build the codebook from keypoint descriptors. Various codebook size is also being experimented. Three classifiers were tested on 2000 sweet and bitter almonds (K-NN, Linear SVM, and Chi-square SVM) which were randomly sampled from an almond orchard in a commercial farm in Yazd, Iran. It has been observed that the Harris-Laplace combined with SIFT descriptor, with a codebook size of 500, and Chi-SVM provides a reasonable recognition rate of 97.5% for sweet almonds and 95.5% for bitter almonds.
Authors in [25] performed apple identification by first performing image enhancement based on hommomorphic filtering for light compensation. The RGB colour differences in the RGB colour space are then computed. Image segmentation is then performed based on simplified pulse coupled neural network (PCNN) based on minimum cross entropy followed by noise removal using morphological operations. An Improved Hough transform is utilised to detect the circularity feature of the apple image according to the edge obtained by smallest univalues segment assimilating nucleus (SUSAN) edge detection algorithm. The shape of a ripe apple is similar to a circle, where this feature will be used as the final apple image representation. 50 apple images are used for testing and the recognition rate obtained is 93%.
Papaya grading is done by [26] where the authors experimented on 21 hand-crafted colour features obtained from three colour spaces (mean of R, G and B, normalised mean of R, G and B, area of R, G and B, normalised area of R, G and B, normalised differential index of red to green, red to blue and green to blue, mean value of H, S and V, and mean of L, a and b). These colour information is extracted from the papaya's skin. It has been found that the normalised mean of the separate R, G, and B channels provide the best colour representation for the papaya images. Random forest classifier is used to determine the stage of ripeness. Before feature extraction is carried out, some pre-processing steps were done which include region of interest (ROI) detection and normalisation. In order to create the dataset, 57 papaya fruits were purchased in a retail market and two colour images are obtained from each papaya. The classification rate obtained is 78.1%.
There are also some works on fruit recognition which applied the deep learning approaches. The utilisation of deep learning approaches, for example Convolutional Neural Network (CNN), over traditional machine learning methods allow for automatic representation of the fruits rather than the needs to perform hand-crafted feature extraction. Authors in [19] use Faster Region-based Convolutional Neural Network (Faster R-CNN) for colour and near-infrared fruit images instead of the single CNN. Images of sweet pepper (122), rock melon (135), apple (64), avocado (54), mango (170), and orange (57) are utilised as the dataset. F1-score of 0.838 is reported.
Author in [20] uses bottom-up graph-based visual saliency (GBVS) model to determine the significant area in an input image and Visual Geometry Group model for feature representation and classification. The image dataset consists of 12173 grouped into 26 fruits and vegetables categories. A recognition rate of 95.6% is reported.
Authors in [21] on the other hand perform fruit recognition based on the CNN. Using selective search algorithm, fruit regions of an image are extracted, which are then selected based on the entropy values. The selected regions will become the input to the CNN. 5330 of fruit images is used as the dataset. The authors have contributed to a recognition rate of 99.77%.
In regards to content-based recognition focusing on durian domain, we managed to find only two related works. Authors in [27] recognise two types of durian (Chanee and Monthong) by analysing the peak of the fruit's thorns and its geometric outlines. 40 Durian images are used for evaluation. An accuracy of 94.44% has been obtained.
The focus of authors in [28] is however rather different. Although it is a work on content-based recognition for durian, their aim is on differentiating between unripe and ripe durians based on the spectral features of striking sound instead of classifying durian according to its species.
From reviewing few existing fruit recognition works, it can be concluded that image processing is required prior to feature extraction. For feature extraction, the most suitable feature descriptor has to be constructed based on the targeted domain since feature extraction methods are domain specific. The works done by [16] [17] [18] [ [22] [23] [24] [25] [26] show that the feature descriptors used are different and unique based on the respective fruit. The feature descriptor will also need to be invariant to rotation and translation or illumination to increase the robustness of the proposed work. From the literature review and to our knowledge, there is very little exploration being done for content-based durian species recognition [27] [28] . For durian species images, suitable feature representations will also need to be determined. With 133 of durian varieties [13] , it will be a challenging task to differentiate all durians since they look approximately the same. However, shape and texture features would most probably be beneficial for representation since different species will have slightly different shape of the fruit's base and pattern of spines on the durian skin.
Lastly, it is very important to experiment on the classifier so that the most suitable classification model can be generated to provide a positive recognition rate for the proposed recognition framework. From the literature, we found that some of the commonly used classifiers for fruit recognition are NB and SVM. Deep learning approaches adopted in [19] [20] [21] is relatively good however, it is known for its need of a very large amount of data in order to provide good recognition rate. This may not be suitable for durian species or agriculture since not many datasets are available publically. In most cases, researchers will need to gather their own data which is very time consuming to obtain a very large amount of data. Traditional machine learning approaches can perform equally well with small dataset. It is also not very computationally expensive for training as compared to deep learning approaches. Therefore, NB, SVM and together with few other traditional machine learning approaches will be analysed and studied further to determine the most suitable classification model for the proposed durian images.
Therefore, this research aims to introduce a feature extraction method which can effectively describe and represent durian images. Due to the exclusive characteristics being extracted by different methods, there is still a need to construct a feature extraction technique based on multiple features. In our previous paper, the shape descriptor for durian representation has been constructed. It provides great result. We are extending the work done in [29] to include texture feature so that more effective method can be developed for durian representation. A classification model will then be generated based on the extracted features. Each of the components in Fig. 1 will be explained in the following sub-sections.
PROPOSED METHOD BASED ON MULTIPLE FEATURES

Image Pre-processing
First of all, for ease of computation and management, we have resized all images to a standard size of 64 64  . This is because the images in the dataset come in various sizes and some may be too large to be processed efficiently.
Shape Feature Extraction based on Shape Signature
The shape signature was adopted from our previous work [29] . However, some changes have been made to the method where we have further reduced the image size from 320 × 240 to 64 × 64 as we have found out through a conducted experiment that this is a sufficient size for representation and able to reduce computation time. Instead of utilising the HSV colour model, we have converted the image into grayscale as this is found to be better representation rather than converting from HSV colour model to binary image. The noises in the image are then removed using morphological operations. The first morphological step is 'opening' on the binary image with a square structuring element radius of two. Then, the eight connected objects which are lesser than 200 pixels are removed from the binary image.
Next, global contour-based and region-based shape features are extracted. The area and perimeter of region of interest are obtained. Area captures the number of pixels within a shape while perimeter extracted the number of pixels in the boundary of an object. From the calculated area and perimeter of a shape, the durian base circularity value can be calculated using Equation (1) below:
Circularity is the ratio of the area of a shape to the area of a circle with the same convex perimeter. A circularity value of one indicates a perfect circle.
Texture Feature Extraction Based on Local Binary Pattern
Local Binary Pattern (LBP) is then computed on a grayscale image. This method captures the local texture information of an image and its strength by analysing the relationship between pixels with its immediate neighbourhood. The original 3×3 neighbourhood is thresholded by the center value. The thresholded neighbourhood pixels values are then multiplied by the weights given to the corresponding pixels. Finally, the values of the eight pixels are summed to obtain the number of the texture unit. There is a possibility of 2 8 =256 texture units. The LBP can be computed based on the following Equation (2). 
where is the neighbourhood pixels, is the center pixel value, p is the sampling point, and R is the radius. An execution of the LBP descriptor is shown in Fig. 2 LBP is considered to be a suitable texture descriptor due to its high discriminative power, simple and efficient computation, invariant to grayscale changes, and robust to monotonic illumination change.
Feature Fusion Vector
All of these generated feature vectors will then be combined to represent an image. In total, there are three shape features (area, perimeter, and circularity), and 10 LBP texture features.
Classification
Several classification models exist which are widely used to solve many real-world recognition problems including for fruits recognition. There is no one classification model that suits for all problems. Hence, we have tested few classifiers for this work which include Support Vector Machine (SVM), Logistic Regression (LR), Gaussian Naïve Bayesian (GNB), and Linear Discriminant Analysis (LDA). [30] . It can be used for classification task as well as for regression task. The SVM works well in a high-dimensional space by capitalising the margin between classes through the generation of hyperplanes. One prominent advantage of SVM is that non-linear classification can be done effectively by means of kernel-trick function, where the classifier can be constructed without the feature space [31] . It is also good at generalisation, resulted in less overfitting, robust, works when training examples comprise errors, and fast evaluation of the learned target function.
SVM classifier is created by Corinna Cortes and Vladimir Vapik
LR classifier builds a target model through independent features [32] . It is widely used for forecasting problems and determining the cause and effect of relationship between variables. This classifier provides information about how relevant a feature is and its direction of association (positive or negative). LR is very robust to noise, efficient, and can overcome overfitting. It is also not necessary to have equal variance in each group or the independent variables not necessarily to be normally distributed.
GNB is based on conditional probabilities [33] . It uses Bayes' theorem that calculates a probability by counting the occurrence of values and combinations of values in the historical data. GNB can learn the association between features, simple, fast computation, highly scalable, can make probabilistic predictions, not sensitive to irrelevant features, and easily trained even on small dataset.
LDA separates objects in two or more groups based on Mahalanobis metric or generalised distance according to linear combination of features [34] . It also gives the same linear separating decision surface as Bayesian maximum likelihood
Neighbourhood of a grayscale image
Binary code for ≥ Generated LBP: 146 discrimination in the case of equal class covariance matrices. LDA works well for small samples with many variables (robustness to non-normality and even to mildly variation in covariance matrices), simple, and fast.
EXPERIMENTAL SETUP
This research is conducted based on the quantitative experimental approach. According to Leedy and Ormrod [35] , experimental study is done to investigate the possible influences that one factor or condition may have on another factor or condition. This approach is suitable for this study since the main focus of this research is to examine the possible influences that the proposed method has in increasing the recognition performance compared to the existing comparable methods.
There are two experiments being conducted for this work. Experiment one is to determine the classifier that is suitable for durian image dataset.
Experiment two is to evaluate the proposed method on larger and more general dataset, which is a fruit image dataset of many varieties.
Hardware and Software Specifications
All of the experiments mentioned in this work have been conducted on a desktop running on Microsoft Windows 7 Professional operating system, with Intel ® Core ™ i7-4700MQ CPU, 2.40GHz, and 32 GB Random Access Memory. MATLAB R2018a is used for feature extraction while Python is utilised for executing the image recognition.
Dataset Collection
There are two image datasets utilised for this work. For the first experiment, 240 durian images are used to determine the most suitable classification model for the proposed feature fusion method. In our previous work [29] , only 40 durian images have been used. For this experiment, we have managed to expand the collection. There are four different types of durian, D24, D101, D160, and D197. There are 60 images for each species. We separated the dataset to 70% for training and 30% for testing. 10-fold cross validation is used for evaluation. Sample of the mentioned dataset can be found in Fig. 3 below. It is rather a challenging task to obtain a larger set of the durian collection. To our knowledge, there is no existing dataset on durian species images. Therefore, these durian images have been collected manually. However, the dataset collection can only be done during the durian season where we approached few durian orchards in Raub, Pahang. The labelling of durians for the ground truth are assisted by the owners and staff of the durian orchards who have had years of experience with durian and can determine durian species. Pre-processing is done to the images when necessary to obtain a reasonably good quality of digital images.
Apart from evaluating the proposed work on durian images, we also conducted testing on larger dataset. Since we only managed to collect 240 durian images, the proposed feature fusion method is tested on Fruits-360 dataset which contains 42337 fruits images of 64 categories [36] . This dataset also contains different varieties of the same fruit which are treated as belonging to different classes (e.g. for apple alone, there are 10 classes). A good feature extraction method and classifier should be able to differentiate these apple varieties.
The number of images for each category varies from one to another and they vary significantly in terms of position, orientation, and size. All images are utilised for this experiment where 70% is used for training and 30% is used for testing. We have conducted the 10-fold cross validation for evaluation. The dataset can be downloaded from https://www.kaggle.com/moltean/fruits. Fig. 4 shows few samples of the Fruits-360 dataset. 
Evaluation Measurement
The proposed method will be compared with the benchmark methods using various recognition performance measurements explained below. These measurements are known for evaluating performance of classification framework. Explanation on the evaluation measurements are based on the following confusion matrix as shown in Accuracy is the ratio of correctly predicted observation to the total observations. Accuracy can be calculated based on the Equation (3) below.
The precision and recall measures are one of the widely used due to its simple calculations and results obtained are easily interpreted. A precision rate determines how precise or accurate the model out of those predicted positive. The equation is as shown in Equation (4) below.
= (4)
A recall rate is defined as the determination of how many of the Actual Positives the model capture through labelling it as Positive (True Positive). The equation is as shown in Equation (5) below.
F1-score on the other hand is the weighted average of precision and recall. The F1-score can be obtained based on the Equation (6) below.
RESULTS AND DISCUSSION
Two experiments are conducted in this work. For the first experiments, the proposed colour-shape descriptor is evaluated using 240 durian images. In the second experiment, larger dataset which consists of 42337 fruit images is utilised. For both experiments, several classifiers are tested based on several performance measurements.
Classification Performance based on Durian Image Dataset
In this experiment, we feed the shape-only feature, texture-only feature, and shape-texture feature to few classifiers which include Support Vector Machine (SVM), Logistic Regression (LR), Gaussian Naïve Bayesian (GNB), and Linear Discriminant Analysis (LDA). These classifiers are chosen based on the characteristics as mentioned in Section 3.6. 240 durian images of four categories (D101, D160, D197, and D24) are used as the dataset. We split the dataset to 70% for training (160 images) and 30% for testing (72 images). Each predictor is trained using 10-fold cross validation. Several performance measurements are captured such as the accuracy (A), precision (P), recall (R) and F1-score (F1). The experimental results obtained for the respective shape-only feature, texture-only feature, and feature fusion is as shown in Tables 1 -4 below.
Based on the results in Table 1 , it can be observed that the proposed shape-texture descriptor has achieved the best result with an accuracy score of 100% when using GNB and LDA classifiers. Slightly lower accuracy rates are obtained when utilising SVM and LR classifiers. However, the accuracy of the proposed shape-texture descriptor is much higher in comparison to the shape-only and texture-only descriptors. Shape-only descriptor on the other hand performed better than texture-only descriptor. This is because the shape of the durian's base is more important in distinguishing the various types of durian species in comparison to the texture of the durian's skin. However using shape or texture feature alone will not return the best accuracy rate. The combination of these two features which consider both the shape of the durian's base and the texture of the durian's skin that contributed to the best accuracy. It can be observed as well that this multiple feature descriptor performed at its best based on GNB or LDA classifier. Tables 2 -4 show the precision, recall, and F1-score for the respective shape-only descriptor, texture-only descriptor, and shape-texture descriptor. We have captured these various performance measurements according to the four durian species. Based on our observation, it can be concluded that in general, feature fusion descriptor performed the best, followed by shape-only descriptor and then texture-only descriptor. Among the durian species, some of the classifiers had difficulties in classifying D101 and D160 correctly. This is probably due to the reason that the durian's base and the durian's skin of these two different species are almost similar. It can also be observed that different performance is obtained when using different measurement. Precision is a good measure to determine when the costs of False Positive is high, recall can visualise when there is a high cost associated with False Negative, and F1-score is needed when a balance between precision and recall needs to be observed. Hence, from the tables, it is shown that featurefusion descriptor obtained a very consistent and high performance where it able to achieve 100% precision, 100% recall and 100% F1-score for GNB and LDA classifiers. Table 4 : Precision, Recall, and F1-score for shape-texture feature according to each durian species and classifiers 100  84  91  56  100  72  100  100  100  100  100  100  D160  88  100  93  100  29  44  100  100  100  100  100  100  D197  100  100  100  100  100  100  100  100  100  100  100  100  D24  100  100  100  100  100  100  100  100  100  100  100  100  Average  96  96  96  88  79  76  100  100  100  100 100 100
Classification Performance based on Fruits-360 Image Dataset
For this particular experiment, larger dataset is used in comparison to the previous experiment. Initially the proposed shape-only descriptor was constructed to represent durian images. We tested the algorithm on 40 durian images in [29] and later expanded the collection to 240 images as reported in Section 5.1. We are performing this experiment to observe the ability of the proposed multiple feature descriptor in analysing other types of fruit. The Fruits-360 image dataset contains 42337 of fruit images with 64 fruit categories. For each category, the fruits are in various colour, shape, texture, size, orientation, and position. This dataset also contain different varieties of the same fruit which are treated as belonging to different classes (for example, for apple alone, there are 10 classes). A good feature extraction method and classifier should be able to differentiate these apple varieties. We compared the performance of the proposed features using different classifiers; Support Vector Machine (SVM), Logistic Regression (LR), Gaussian Naïve Bayesian (GNB), and Linear Discriminant Analysis (LDA). 70% of the images are used for training (29636 images) and 30% of the images are used for testing (12701 images). Each predictor is trained using 10-fold cross validation. Several performance measurements are captured such as the accuracy (A), precision (P), recall (R) and F1-score (F1). The experimental results obtained for the respective shape-only feature, texture-only feature, and feature fusion is tabulated in Table 5 .
From Table 5 , it can be observed that the proposed feature fusion method confirmed its validity in providing good recognition performance in comparison to the other two methods. The proposed feature fusion method able to obtain the highest accuracy, precision, recall, and F1-score when using LR, GNB, and LDA classifiers. It is however a slightly different findings obtained by SVM classifier where precision, recall, and F1-score of shape-texture descriptor is similar to that of shape-only descriptor. In comparison to the previous experiment in Section 5.1 where shape-only feature performed better for the durian image dataset rather than texture-only feature, we can observe that texture feature is more prominent for the fruits-360 image dataset. This is probably due to the reason that this image dataset consists of more fruit varieties where the texture of one fruit to another is very different. Nevertheless, these two features performed much better when combined. This is due to the different features being extracted by the respective proposed features which allow for the images to be accurately represented. Area, perimeter, and circularity of the fruits as well as the small-scale texture appearance of the fruit's texture allow for the important information to be represented. All of these characteristics that actually translated the proposed shape-texture method to become effective. In terms of classification model, it is shown that LDA performed the best compared to the other three classification models. Since the Fruits-360 dataset is quite large with 64 categories, we have only detailed out the precision, recall, and F1-score according to fruit category for LDA classifier. The results can be observed in Table 6 below. Based on the results obtained in experiments 1 and 2, it can be concluded that the proposed feature fusion method showed to be the most effective in comparison to the individual features. Among the trained classifiers, LDA is said to be the most suitable classification model for this work.
CONCLUSIONS AND FUTURE WORKS
Fruit recognition framework specifically for durian needs further investigations. This is because this 'king of fruits' have few similar characteristics between different species where the skin have almost the same colour from green to yellowish brown with slightly different shape of thorns and it is hard to differentiate them with the current methods. Inspired by these challenges, this research proposed a new content-based descriptor based on shape and texture for durian image representation. For this purpose, shape information is represented based on shape signature while texture information is extracted based on Local Binary Pattern (LBP) descriptor. These features are then fed into few classifiers for recognition purposes. Experiments conducted on two image dataset (240 durian images and 42337 fruit images) have shown that image descriptor of multiple features (shape-texture) performed better in comparison to shape-only [29] and texture-only descriptors. It has also been observed that LDA classifier performed the best in comparison to LR, SVM, and GNB. The obtained results are 100% for accuracy, precision, recall, and F1-score for durian dataset, and 72.38% accuracy, 73% precision, 72% recall, and 71% F1-score for fruits dataset.
For future works, few other classifiers such as Random Forest and Neural Network may be considered to further improve the method. Apart from that, some of the different durian species may have almost similar base, shape of spines, and shape of fruit. Hence, colour feature could also be used as part of image representation to differentiate the various durian species.
