Abstract. We investigate some general properties of algebraic cellular automata, i.e., cellular automata over groups whose alphabets are affine algebraic sets and which are locally defined by regular maps. When the ground field is assumed to be uncountable and algebraically closed, we prove that such cellular automata always have a closed image with respect to the prodiscrete topology on the space of configurations and that they are reversible as soon as they are bijective.
Introduction
The goal of the present paper is to investigate some properties of algebraic cellular automata, namely cellular automata over groups whose alphabets are affine algebraic sets and whose local defining maps are regular. Most of the results presented here are particular cases of more general statements due to M. Gromov [13] .
Let us first recall some basic definitions and introduce notation. Let G be a group and let A be a set. The set A G = {x : G → A} is called the set of configurations over the group G and the alphabet A. We equip A G = g∈G A with its prodiscrete topology, that is, with the product topology obtained by taking the discrete topology on each factor A of A G . The continuous action of G on A G defined by gx(h) = x(g −1 h) for all g, h ∈ G and x ∈ A G is called the G-shift on A G . Given a configuration x ∈ A G and a subset Ω ⊂ G, the element x| Ω ∈ A Ω defined by x| Ω (g) = x(g) for all g ∈ Ω is called the restriction of x to Ω or the pattern of x supported by Ω.
A cellular automaton over the group G and the alphabet A is a map τ : A G → A G satisfying the following condition: there exist a finite subset M ⊂ G and a map µ : A M → A such that (1.1) τ (x)(g) = µ((g −1 x)| M ) for all x ∈ A G and g ∈ G (see e.g. [10] ). Such a set M is then called a memory set of τ and µ is called the local defining map for τ associated with M.
Given a group G and a set A, a cellular automaton τ : A G → A G is called reversible if τ is bijective and its inverse map τ −1 :
is also a cellular automaton. When the alphabet A is finite, it easily follows from the compactness of A G and the Curtis-Hedlund theorem that every bijective cellular automaton τ : A G → A G is reversible (see e.g. [10, Theorem 1.10.2]). It is also known that when A is a finitedimensional vector space, then every bijective linear cellular automaton τ : A G → A G is reversible (see [8] , [9] , [11] ). On the other hand, if G is a non-periodic group, then, given any infinite set (resp. any infinitedimensional vector space) A, one can construct a bijective cellular automaton (resp. a bijective linear cellular automaton) τ : A G → A G which is not reversible (see [11] ). For algebraic cellular automata, we shall prove the following result: Theorem 1.3. Let G be a group, K an uncountable algebraically closed field, and A an affine algebraic set over K. Then every bijective algebraic cellular automaton τ :
The paper is organized as follows. In Section 2, we collect the required material from affine algebraic geometry. In Section 3, we prove the above mentioned result that, given a cellular automaton whose alphabet is an affine algebraic set, the fact that the local defining map is a regular map does not depend on the choice of the memory set. We also recall some properties of the operations of induction and restriction of a cellular automaton with respect to a subgroup of the underlying group. Section 4 is devoted to projective sequences of constructible sets. We prove that the projective limit of a projective sequence of nonempty constructible sets over an uncountable algebraically closed field is never empty (Theorem 4.3). This last result, a Mittag-Lefflertype statement, is a key ingredient in the proof of Theorem 1.1 and Theorem 1.3. In Section 5, we establish Theorem 1.1 and Corollary 1.2. We also describe an algebraic cellular automaton over the field R with alphabet A = R and underlying group G = Z which does not have the closed image property (Example 5.1). The proof of Theorem 1.3 is given in Section 6.
The present paper grew out from numerous readings of [13] . Once again, we would like to express our deep gratitude to Misha Gromov for inspiration and motivation. We also thank the referee for her/his suggestions and remarks which helped us to improve the exposition.
Basic affine algebraic geometry
In this section, we briefly review the material from algebraic geometry that will be needed in this paper. For a more detailed exposition and proofs, see for example [4] , [6] , [17] , [19] , [21] or [22] .
2.1. Affine algebraic sets. Let K be a field and let m be a positive integer. Let K[t 1 , . . . , t m ] denote the K-algebra of polynomials in m indeterminates with coefficients in K. Given a subset S ⊂ K[t 1 , . . . , t m ], we denote by Z(S) the subset of K m consisting of the common zeroes for the polynomials in S, that is, Z(S) = {a = (a 1 , . . . , a m ) ∈ K m : P (a) = 0 for all P ∈ S}.
When S = {P 1 , . . . , P s } is a finite set, we shall also write Z(P 1 , . . . , P s ) instead of Z(S). One says that a subset A ⊂ K m is an algebraic subset of K m if there exists a subset S ⊂ K[t 1 , . . . , t m ] such that A = Z(S). An algebraic subset A ⊂ K m is also called an affine algebraic set or an affine algebraic variety (for some authors an affine algebraic variety must be irreducible in the sense of Subsection 2.2 below).
The intersection of any family of algebraic subsets of K m as well as the union of any finite family of algebraic subsets of K m are also algebraic subsets of K m . It follows that the algebraic subsets of K m are the closed subsets of a topology on K m . This topology is called the Zariski topology on K m . In the sequel, unless another topology is specified, it will be understood that the topology on K m (resp. on any subset of K m ) is the Zariski topology (resp. the topology induced by the Zariski topology of K m ). Given an arbitrary subset Σ of K m , the set (2.1) inherits from K[t 1 , . . . , t m ] a structure of a K-algebra. It can be viewed as a sub-K-algebra of the K-algebra formed by all K-valued maps on A.
As the ring K[t 1 , . . . , t m ] is Noetherian, one can find finitely many polynomials P 1 , . . . , P r ∈ K[t 1 , . . . , t m ] generating the ideal I(A). We then have A = Z(P 1 , . . . , P r ) = 1≤i≤r Z(P i ).
As the closed subsets of A are the algebraic subsets of K m which are contained in A, a subset B ⊂ A is closed if and only if there exist finitely many polynomials Q 1 , . . . , Q s ∈ K[t 1 , . . . , t m ] such that 
where we set, for Q ∈ K[t 1 , . . . , t m ],
In the case when U = U Q for some Q ∈ 
Let A ⊂ K m and B ⊂ K n be algebraic subsets. One says that a map f : A → B is regular if f is the restriction of some polynomial map F : K m → K n . Every regular map f : A → B is continuous for the Zariski topology and induces a K-algebra homomorphism f * : 
One says that a subset C ⊂ A is constructible if C is a finite union of locally closed subsets of X. The set of constructible subsets of A is closed under finite unions, finite intersections, and taking complements in A. It follows that the set of constructible subsets of A is a Boolean subalgebra of the Boolean algebra P(A) formed by all subsets of A. It is the smallest Boolean subalgebra of P(A) containing all closed subsets of A. We shall use the following elementary result (see for example [4, AG Section 1.3]): Proposition 2.1. Let A be an affine algebraic set over a field K and suppose that C is a constructible subset of A. Then there is an open dense subset U of C such that U ⊂ C.
We shall also use the following theorem due to C. Chevalley (see for example [4, AG Section 10.2]): Theorem 2.2 (Chevalley). Let K be an algebraically closed field. Let A and B be affine algebraic sets over K, and let f : A → B be a regular map. Then every constructible subset C ⊂ A has a constructible image f (C) ⊂ B. In particular, f (A) is a constructible subset of B.
2.5. Dimension. In this subsection, the field K is assumed to be algebraically closed. Let A be an affine algebraic set over K. The dimension dim(A) of A is defined as being the greatest integer n ≥ 0 such that there exists a strictly increasing chain (F i ) 0≤i≤n of length n consisting of closed irreducible subsets of A (by convention, the dimension of the empty set is −∞).
One has dim(
If B is a closed subset of A, then one always has dim(B) ≤ dim(A). Moreover, if A is irreducible and B is a closed subset of A with B = A then one has dim(B) < dim(A). If f : A → A ′ is a surjective regular map between affine algebraic sets, then dim(
The dimension of an affine algebraic set A is equal to the Krull dimension of its coordinate ring K[A], i.e., to the maximal length of a strictly increasing chain of prime ideals of K [A] . If in addition A is irreducible, then dim(A) is also equal to the transcendence degree of its function field K(A) over K.
Let A and B be irreducible affine algebraic sets over K. Let f : A → B be a regular map and let f * :
)-module. Every finite morphism f : A → B between irreducible affine algebraic sets is closed, i.e., such that the image of any closed subset of A is closed in B (see for example [21, Proposition 8.7] ).
We shall use the following result (see for example [21, Theorem 8.12 ]) which can be deduced from Emmy Noether's normalization lemma: Theorem 2.3. Let K be an algebraically closed field and let A be an irreducible affine algebraic set over K such that dim(A) = d. Then there exists a surjective finite morphism f :
2.6. The Ax-Grothendieck theorem. In the proof of Corollary 1.2, we shall use the following result:
Theorem 2.4 (Ax-Grothendieck). Let K be an algebraically closed field and let A be an affine algebraic set over K. Then every injective regular map f : A → A is surjective and hence bijective. The proof of Ax is model-theoretic. A cohomological proof of the AxGrothendieck theorem for algebraic varieties was given by A. Borel in [3] . An elementary proof of Theorem 2.4 may be found in [18] (see also [24] ). The Ax-Grothendieck theorem is also discussed in [13] and [23] .
Remarks 2.5. (a) Theorem 2.4 becomes false if the hypothesis that K is algebraically closed is removed.
In characteristic 0, it suffices to consider the injective polynomial map f : Q → Q defined by f (x) = x 3 , which is not surjective since 2 / ∈ f (Q).
In positive characteristic, examples of injective but not surjective polynomial self-mappings of fields may be obtained as follows. Let K be a field of characteristic p > 0 and consider the polynomial map
One clearly has f (1 K ) = 1 K and f (xy) = f (x)f (y) for all x, y ∈ K. Moreover, the binomial formula applied to (x+ y) p shows that one also has f (x+
It follows that f is an endomorphism of the field K. In particular, f is injective. This endomorphism is called the Frobenius endomorphism of K. The Frobenius endomorphism may fail to be surjective. For instance, if k is any field of characteristic p > 0 (e.g., k = Z/pZ) and K = k(t) denotes the field of rational functions with coefficients in k in one indeterminate t, then the Frobenius endomorphism f : K → K is not surjective since there is no R ∈ K such that t = R p . (b) When A is an affine algebraic set over an algebraically closed field K of characteristic 0, it is known that the inverse map of any bijective regular map f : A → A is also regular (see [16, Proposition 17.9 .6], [12] ).
(c) When K is an algebraically closed field of characteristic p > 0 and A is an affine algebraic set over K, the inverse map of a bijective regular map f : A → A need not to be regular. For example, the inverse map of the Frobenius automorphism f : K → K is not regular since there is no polynomial [20] that every injective regular map f : A → A, where A is a real affine algebraic set, is bijective. However, its inverse need not to be regular. For example, the inverse of the bijective polynomial map f :
The inverse map of a bijective regular map between distinct algebraic subsets may fail to be regular even if the ground field is algebraically closed and of characteristic 0. For example, the map
2 ) is bijective and regular but its inverse map is not regular. Otherwise, this would imply the existence of a polynomial P ∈ C[t 1 , t 2 ] such that P (z 3 , z 2 ) = z for all z ∈ C. This is impossible since, for any P ∈ C[t 1 , t 2 ], the expression P (z 3 , z 2 ) is polynomial in z with each non-constant monomial of degree at least 2.
3. Cellular automata 3.1. Algebraic cellular automata. Let G be a group and let A be a set. Given a cellular automaton τ : A G → A G and a memory set M ⊂ G for τ , we denote by µ M : A M → A the local defining map for τ associated with M. Observe that µ M is entirely determined by τ and M since, for all y ∈ A M , we have
where x ∈ A G is any configuration satisfying x| M = y. We recall (see for example [10, Section 1.5]) that every cellular automaton τ : A G → A G admits a unique memory set M 0 ⊂ G of minimal cardinality and that in addition a subset M ⊂ G is a memory set for τ if and only if M 0 ⊂ M. Such a memory set is called the minimal memory set of τ . Proposition 3.1. Let G be a group and let A be an affine algebraic set over a field K. Let τ : A G → A G be a cellular automaton. Then the following conditions are equivalent: (a) there exists a memory set M of τ such that the associated local defining map µ M : A M → A is regular; (b) for any memory set M of τ , the associated local defining map
Proof. Suppose that the local defining map µ M : A M → A is regular for some memory set M of τ . Let M ′ be another memory set of τ and let us show that the associated local defining map µ M ′ : A M ′ → A is also regular. Consider the minimal memory set M 0 of τ and fix an arbitrary point a 0 ∈ A. We have M 0 ⊂ M and
Given a field K, we say that a cellular automaton τ : A G → A G is an algebraic cellular automaton over K if A is an algebraic set over K and τ satisfies one of the equivalent conditions of Proposition 3.1.
Example 3.2. Every cellular automaton with finite alphabet A may be regarded as an algebraic cellular automaton. Indeed, it suffices to embed A as a subset of some field K and then observe that, if M is a finite set, any map µ : A M → A is the restriction of some polynomial map P : K M → K (which can be made explicit by using Lagrange interpolation formula). Example 3.3. Let K be a field, A an affine algebraic set over K, and f : A → A a regular map. Let G be a group and fix an element g 0 ∈ G. Then the map τ :
for all x ∈ A G and g ∈ G, is an algebraic cellular automaton with memory set {g 0 } and local defining map f (we have identified A {g 0 } with A). Note that τ is injective (resp. surjective) if and only if f is injective (resp. surjective).
Example 3.4. Let K be a field. Let A be an affine algebraic group over K, i.e., an algebraic set over K equipped with a group structure such that both the group multiplication and the inverse operation are given by regular maps (for example A = SL N (K)). Then the map τ :
for all x ∈ A Z and n ∈ Z, is an algebraic cellular automaton. Note that τ is surjective and that τ is not injective unless A is reduced to the identity element.
Example 3.5. Let K be an algebraically closed field. Then a map τ :
τ (x)(n) = αx(n + m 0 ) + β for all x ∈ K Z and n ∈ Z. Indeed, if τ is of the form (3.3) then we are exactly in the situation described in Example 3.3 with G = Z, g 0 = m 0 , A = K and f (z) = αz + β. As f : K → K is an injective affine map, it follows that τ is an injective algebraic cellular automaton.
Conversely, suppose that τ : K Z → K Z is an injective algebraic cellular automaton. Let M ⊂ Z be the minimal memory set for τ and denote by µ : K M → K the corresponding local defining map. Suppose by contradiction that M has cardinality N ≥ 2 and let m 1 < m 2 < · · · < m N denote its elements. We construct a configuration y ∈ K Z as follows. ′′ . Continuing this way, all the values y(n) with n ≤ m 1 − 1 are also defined. By construction, we have y = x 0 (since y(m 1 ) = 0 = x 0 (m 1 )). Moreover τ (y) = x c = τ (x 0 ). This contradicts the injectivity of τ . We have shown that |M| = 1. In this case, the injectivity of τ is equivalent to the injectivity of µ : K → K so that the local defining map is necessarily of the form µ(z) = αz + β for suitable α, β ∈ K with α = 0. This shows (3.3), where M = {m 0 }. Note that τ is in fact bijective with inverse map τ −1 :
is an algebraic cellular autmaton as well (with memory set {−m 0 }).
Consequently, when K is algebraically closed, every injective cellular automaton τ : K Z → K Z is bijective and it inverse map τ −1 :
is also an algebraic cellular automaton.
Example 3.6. Let K be a field. Let M = {1, 2, . . . , m} ⊂ Z and A = K m , where m ≥ 2. Given a configuration x ∈ A Z we write x(n) = (x 1 (n), x 2 (n), . . . , x m (n)) ∈ K m for all n ∈ Z. For i = 1, 2, . . . , m, we arbitrarily choose α i ∈ K \ {0} and
for all x ∈ A Z and n ∈ Z. Then τ is an algebraic cellular automaton with memory set M.
From (3.4) we immediately deduce that τ is bijective with inverse map τ −1 :
. . , y m−1 (n − m)) for all y ∈ A Z and n ∈ Z, where the polynomials
. . , t m−2 )). This shows that τ −1 is an algebraic cellular automaton as well (with memory set {−m, −m + 1, . . . , −2, −1}). Remark 3.7. Let G be a group, K a field, A an affine algebraic set over K, and τ : A G → A G and σ : A G → A G two algebraic cellular automata. Then the composition σ • τ : A G → A G is again an algebraic cellular automaton. The fact that σ • τ is a cellular automaton is well known (see, for instance, [10, Proposition 1.4.9]). To see that σ •τ is algebraic, we recall from [10, Remark 1.4.10] the following facts. If T (resp. S) is a memory set for τ (resp. σ) and µ : A T → A and ν : A S → A are the corresponding local defining maps, then ST = {st : s ∈ S, t ∈ T } is a memory set for σ • τ and the corresponding local defining map can be described as follows. For y ∈ A ST and s ∈ S, define y s ∈ A T by setting y s (t) = y(st) for all t ∈ T . Also denote by y ∈ A S the map defined by y(s) = ν(y s ) for all s ∈ S. Then the local defining map for σ • τ is the map κ : A ST → A given by κ(y) = µ(y) for all y ∈ A ST . Now, since the maps ν and y → y s , s ∈ S, are regular, we have that the map y → y is also regular. Composing the latter with the regular map µ we obtain κ which is therefore regular as well.
Since the identity map Id A G : A G → A G is an algebraic cellular automaton, we have that the set ACA(G; A) consisting of all algebraic cellular automata τ : A G → A G is a monoid for the composition of maps.
3.2. Induction and restriction. Let G be a group, A a set, and H a subgroup of G.
Suppose that a cellular automaton τ :
is a cellular automaton over the group H and the alphabet A, with memory set M and local defining map µ. One says that τ H is the cellular automaton obtained by restriction of τ to H.
Conversely, suppose that σ : A H → A H is a cellular automaton with memory set N ⊂ H and local defining map ν :
is a cellular automaton over the group G and the alphabet A, with memory set N and local defining map ν. One says that σ G is the cellular automaton obtained by induction of σ to G.
It immediately follows from their definitions that induction and restriction are operations one inverse to the other in the sense that one has (τ H ) G = τ and (σ G ) H = σ for every cellular automaton τ : A G → A G over G admitting a memory set contained in H and every cellular automaton σ : A H → A H over H. We shall use the following result: 
Projective sequences of constructible sets
Let N denote the set of nonnegative integers. A projective sequence of sets is a sequence (X n ) n∈N of sets equipped with maps f nm : X m → X n , defined for all n, m ∈ N with m ≥ n, satisfying the following conditions: (PS-1) f nn is the identity map on X n for all n ∈ N; (PS-2) f nk = f nm • f mk for all n, m, k ∈ N such that k ≥ m ≥ n.
We shall denote such a projective sequence by (X n , f nm ) or simply by (X n ). Observe that the projective sequence (X n , f nm ) is entirely determined by the maps
for all m > n. Conversely, if we are given a sequence of maps g n : X n+1 → X n , n ∈ N, then there is a unique projective sequence (X n , f nm ) satisfying 4.1. Let (X n , f nm ) be a projective sequence of sets. The projective limit X = lim ← − X n of the projective sequence (X n , f nm ) is the subset X ⊂ n∈N X n consisting of the sequences x = (x n ) n∈N satisfying x n = f nm (x m ) for all n, m ∈ N such that m ≥ n. Note that there is a canonical map π n : X → X n sending x to x n and that one has π n = f nm • π m for all m, n ∈ N with m ≥ n.
Property (PS-2) implies that, for each n ∈ N, the sequence of sets f nm (X m ), m ≥ n, is non-increasing. Let us set, for each n ∈ N,
The set X ′ n is called the set of universal elements in X n (cf. [14] ). Observe that f nm (X nm , m ≥ n, to be surjective, it suffices that the maps f ′ n,n+1 are surjective. Also, for the sets X ′ n to be nonempty, n ∈ N, it suffices that the set X ′ 0 is nonempty. Let K be a field. We say that a projective sequence (X n , f nm ) is a projective sequence of constructible sets over K if there is a projective sequence (A n , F nm ) consisting of affine algebraic sets A n over K and regular maps F nm : A m → A n satisfying the following conditions: (PSC-1) X n is a constructible subset of A n for every n ∈ N; (PSC-2) F nm (X m ) ⊂ X n and f nm is the restriction of F nm to X m for all m, n ∈ N such that m ≥ n. The following result is an essential ingredient in the proofs of Theorem 1.1 and Theorem 1.3. Proposition 4.4. Let K be an uncountable algebraically closed field and let A be an affine algebraic set over K. Suppose that (C n ) n∈N is a sequence of nonempty constructible subsets of A such that C n+1 ⊂ C n for all n ∈ N. Then one has n∈N C n = ∅.
We start by establishing two auxiliary results which are valid over any uncountable ground field.
Lemma 4.5. Let K be an uncountable (not necessarily algebraically closed) field and let (Q n ) n∈N be a sequence of nonzero polynomials in K[t 1 , . . . , t m ]. Then there exists a point a ∈ K m such that Q n (a) = 0 for all n ∈ N.
Proof. We proceed by induction on m. For m = 1, this follows from the fact that a nonzero polynomial in one indeterminate has only finitely many zeroes and the fact that the union of a countable family of finite sets is countable. Suppose now that m ≥ 2 and that the result is true for polynomials in m − 1 indeterminates. Let S denote the set of n ∈ N such that the indeterminate t m occurs in Q n . Thus, we have Q n ∈ K[t 1 , . . . , t m−1 ] for all n ∈ N \ S. For n ∈ S, let R n ∈ K[t 1 , . . . , t m−1 ] denote the coefficient of the highest degree power of t m occurring in Q n . By our induction hypothesis, we can find b ∈ K m−1 such that R n (b) = 0 for all n ∈ S and Q n (b) = 0 for all n ∈ N \ S. As Q n (b, t m ) is a nonzero polynomial in t m for all n ∈ S, it follows from the case m = 1 that we can find t ∈ K such that Q n (b, t) = 0 for all n ∈ S. Then the point a = (b, t) ∈ K m satisfies Q n (a) = 0 for all n ∈ N.
Lemma 4.6. Let K be an uncountable (not necessarily algebraically closed) field and let (Ω n ) n∈N be a sequence of nonempty open subsets of K m . Then one has n∈N Ω n = ∅.
Proof.
As the special open subsets form a basis for the Zariski topology on K m , we can find, for each n ∈ N, a nonzero polynomial
Proof of Proposition 4.4. As the sequence of closed subsets (C n ) n∈N is non-increasing, it eventually stabilizes. Thus, we can assume that C n = A for all n ∈ N.
By Proposition 2.1, we can find, for each n ∈ N, a nonempty open
It follows that we can find an index 1 ≤ i ≤ s and an increasing map ϕ :
Since A i is irreducible and the closed subset F n = A i \ U ϕ(n) is strictly contained in A i , we have dim(F n ) < d. On the other hand, it follows from Theorem 2.3 that we can find a surjective finite morphism f :
As f is surjective, this implies that n∈N F n = A i and hence n∈N U ϕ(n) = ∅. Since U ϕ(n) ⊂ C ϕ(n) ⊂ C n for all n ∈ N, we conclude that n∈N C n = ∅. Remark 4.7. Proposition 4.4 becomes false when the ground field K is countable even if K is algebraically closed (e.g., when K is the algebraic closure of either Q, or of the field F p = Z/pZ of cardinality p where p is a prime number). Indeed, if K is countable, say K = {a n : n ∈ N}, then the sequence of constructible subsets
has an empty intersection.
Proof of Theorem 4.3. Let (A n , F nm ) be a projective sequence of affine algebraic sets and regular maps satisfying conditions (PSC-1) and (PSC-2) above. Let (X ′ n , f ′ nm ) denote the universal projective sequence associated with the projective sequence (X n , f nm ). For all m ≥ n, the image set f nm (X m ) = F nm (X m ) is a constructible subset of A n by Chevalley's theorem (Theorem 2.2). As the sequence f nm (X m ), m = n, n + 1, . . . , is a non-increasing sequence of nonempty constructible subsets of the affine algebraic set A n , we deduce from Proposition 4.4 that
for all n ∈ N. Thus, by Proposition 4.1, it suffices to show that all maps f ′ nm , m ≥ n, are surjective. To see this, let m, n ∈ N with m ≥ n and suppose that x
, is constructible in A m since it is the intersection of a closed subset with a constructible subset of A m , and f mk (X k ) = F mk (X k ) is constructible in A m by Chevalley's theorem (Theorem 2.2). By applying again Proposition 4.4, we deduce that
Consequently, the map f
The closed image property
This section contains the proofs of Theorem 1.1 and Corollary 1.2.
Proof of Theorem 1.1. Let τ : A G → A G be an algebraic cellular automaton. Let M ⊂ G be a memory set for τ and let µ : A M → A denote the associated local defining map.
Suppose first that the group G is countable. Then we can find a sequence (E n ) n∈N of finite subsets of G such that G = n∈N E n , M ⊂ E 0 , and E n ⊂ E n+1 for all n ∈ N. Consider, for each n ∈ N, the finite subset F n ⊂ G defined by F n = {g ∈ G : gM ⊂ E n }. Note that G = n∈N F n , 1 G ∈ F 0 , and F n ⊂ F n+1 for all n ∈ N.
It follows from (1.1) that if x and x ′ are elements in A G such that x and x ′ coincide on E n then the configurations τ (x) and τ (x ′ ) coincide on F n . Therefore, we can define a map τ n : A En → A Fn by setting
for all u ∈ A En , where x ∈ A G denotes an arbitrary configuration extending u. Observe that both A En and A Fn are affine algebraic sets as they are finite Cartesian powers of the affine algebraic set A. Moreover, it is clear from the fact that the map µ : A M → A is regular and formula (1.1) that the map τ n : A En → A Fn is regular. Let now y ∈ A G and suppose that y is in the closure of τ (A G ). Then, for all n ∈ N, we can find z n ∈ A G such that
Consider, for each n ∈ N, the affine algebraic set X n ⊂ A En defined by
n (y|F n ). We have X n = ∅ for all n ∈ N by (5.1). Observe that, for all m ≥ n, the restriction map A Em → A En induces a regular map f nm : X m → X n . Conditions (PS-1) and (PS-2) are trivially satisfied so that (X n , f nm ) is a projective sequence of nonempty constructible (in fact, affine algebraic) sets. By Theorem 4.3, we have lim
En and x n+1 coincides with x n on E n for all n ∈ N. As G = ∪ n∈N E n , we deduce that there exists a (unique) configuration x ∈ A G such that x| En = x n for all n ∈ N. Moreover, we have τ (x)| Fn = τ n (x n ) = y n = y| Fn for all n since x n ∈ X n . As G = ∪ n∈N F n , this shows that τ (x) = y. This completes the proof that τ has the closed image property in the case when G is countable.
Let us treat now the case of an arbitrary (possibly uncountable) group G. Let H denote the subgroup of G generated by M. Observe that H is countable since M is finite. The restriction cellular automaton τ H : A H → A H is algebraic by Theorem 3.8.(iv). Thus, by the first part of the proof, τ H has the closed image property, that is, τ H (A H ) is closed in A H for the prodiscrete topology. By applying Theorem 3.8.(iii), we deduce that τ (A G ) is also closed in A G for the prodiscrete topology. Thus τ has the closed image property.
As the following example shows, Theorem 1.1 becomes false if the hypothesis saying that K is algebraically closed is omitted.
Example 5.1. Take K = R and consider the map τ :
Clearly τ is an algebraic cellular automaton over the group Z with memory set M = {0, 1} and local defining map µ :
We claim that the image of τ is not closed in R Z for the prodiscrete topology.
Let us first show that τ (R Z ) is dense in R Z . Let y ∈ R Z and let F be a finite subset of Z. Choose m ∈ Z such that F ⊂ [m, ∞). Consider the configuration x F ∈ R Z inductively defined by x F (n) = 0 for all n ≤ m and x F (n + 1) = y(n) + x F (n) 2 for all n ≥ m. We then have τ (x F )(n) = y(n) for all n ≥ m so that the configurations τ (x F ) and y coincide on [m, ∞) and hence on F . Thus y is in the closure of τ (R Z ). Consider now the constant configuration z ∈ R Z defined by z(n) = 1 for all n ∈ Z. We claim that the configuration z is not in the image of τ . Suppose on the contrary that z = τ (x) for some x ∈ R Z . This means that x(n + 1) = 1 + x(n) 2 for all n ∈ Z. It follows that x(n) ≥ 1 and x(n) < x(n + 1) for all n ∈ Z so that x(n) must admit a finite limit as n tends to −∞. However, the existence of such a limit is impossible since the equation α = 1 + α 2 has no real roots. This shows that z is not in τ (
Remark 5.2. More generally, if G is any non-periodic group, then one can construct an algebraic cellular automaton τ G : R G → R G over the field R which does not have the closed image property. Indeed, it suffices to choose an element of infinite order g 0 ∈ G and consider the cellular automaton τ G : R G → R G obtained by induction from the cellular automaton τ : R Z → R Z of the previous example, where we identify Z with the subgroup of G generated by g 0 . The fact that τ G has the required properties follows from assertions (iii) and (iv) of Theorem 3.8.
Before proving Corollary 1.2, let us introduce additional notation. Let A, M, and N be sets. Suppose that we are given a map ρ : M → N. Then ρ induces a map ρ * : A N → A M defined by ρ * (y) = y • ρ for all y ∈ A N .
Lemma 5.3. Let K be a field and let A be an affine algebraic set over K. Suppose that we are given a map ρ : M → N, where M and N are finite sets. Then the induced map ρ * : A N → A M is regular.
Proof. We have ρ * (y)(m) = y(ρ(m)) for all m ∈ M and y ∈ A N . It follows that each coordinate map of ρ * is one of the projection maps A N → A and is therefore regular. Consequently, ρ * is regular.
Let G be a group and let A be a set. Suppose that H is a subgroup of G. Denote by Fix(H) the subset of A G consisting of all configurations x ∈ A G which are fixed by H, that is, such that hx = x for all h ∈ H. Consider the set H\G = {Hg : g ∈ G} consisting of all right cosets of H in G and the canonical surjection ρ H : G → H\G which send each g ∈ G to Hg. One immediately checks that ρ * H (y) ∈ Fix(H) for all y ∈ A H\G . Moreover, the map ρ * H : A H\G → Fix(H) is bijective (see e.g. [10, Proposition 1.3.3] ). Observe now that if τ : A G → A G is a cellular automaton, then one has τ (Fix(H)) ⊂ Fix(H) since τ is Gfor all y ∈ A G . Now, the G-equivariance of τ implies the G-equivariance of its inverse map τ −1 . Consequently, we get τ −1 (y)(g) = g −1 τ −1 (y)(1 G ) = τ −1 (g −1 y)(1 G ) = ν((g −1 y)| N )
for all y ∈ A G and g ∈ G. which implies that τ −1 is the cellular automaton with memory set N and local defining map ν.
Let us assume by contradiction that condition ( * ) is not satisfied. Let M be a memory set for τ such that 1 G ∈ M. Since G is countable, we can find a sequence (E n ) n∈N of finite subsets of G such that G = n∈N E n , M ⊂ E 0 , and E n ⊂ E n+1 for all n ∈ N. Consider, for each n ∈ N, the finite subset F n ⊂ G defined by F n = {g ∈ G : gM ⊂ E n }. Note that G = n∈N F n , 1 G ∈ F 0 , and F n ⊂ F n+1 for all n ∈ N.
Since ( * ) is not satisfied, we can find, for each n ∈ N, two configurations y En → A Fn given by τ n (u) = (τ (x))| Fn for every u ∈ A En , where x ∈ A G is any configuration extending u. Consider now, for each n ∈ N, the subset X n ⊂ A En ×A En consisting of all pairs (u, v) ∈ A En × A En such that τ n (u) = τ n (v) and u(1 G ) = v(1 G ). Note that X n is locally closed and hence constructible in the affine algebraic set A En × A En for the Zariski topology since it is the intersection of a closed subset with an open subset. Note also that X n is not empty since ((τ −1 (y ′ n ))| En , (τ −1 (y ′′ n ))| En ) ∈ X n by (6.1). Now observe that, for m ≥ n, the restriction map ρ nm : A Em → A En gives us a regular map
which induces by restriction a map f nm : X m → X n . Conditions (PS-1) and (PS-2) are trivially satisfied, so that (X n , f nm ) is a projective sequence of nonempty constructible sets. Thus, we have lim ← − X n = ∅ by Theorem 4.3. Choose an element (p n ) n∈N ∈ lim ← − X n . Thus p n = (u n , v n ) ∈ A En × A En and u n+1 (resp. v n+1 ) coincides with u n (resp. v n ) on E n for all n ∈ N. As G = ∪ n∈N E n , we deduce that there exists a (unique) configuration x ′ ∈ A G (resp. x ′′ ∈ A G ) such that x ′ | En = u n (resp. x ′′ | En = v n ) for all n ∈ N. Moreover, we have (τ (x ′ ))| Fn = τ n (u n ) = τ n (v n ) = (τ (x ′′ ))| Fn for all n ∈ N. As G = ∪ n∈N F n , this shows that τ (x ′ ) = τ (x ′′ ). On the other hand, we have x ′ (1 G ) = u 0 (1 G ) = v 0 (1 G ) = x ′′ (1 G ) and hence x ′ = x ′′ . This contradicts the injectivity of τ and therefore completes the proof that τ is reversible in the case when G is countable.
