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Zusammenfassung
Der Schwerpunkt dieser Arbeit liegt in der Erweiterung der Theorie topologischer Phasen von hermite-
schen zu nicht hermiteschen Systemen. Dazu gehört nicht nur die Erweiterung konventioneller Konzepte
wie topologische Invarianten und topologische Randzustände über die Theorie der hermiteschen Pha-
sen hinaus, sondern auch die Erforschung und Charakterisierung völlig neuer topologischer Phasen, die
ausschließlich in nicht hermiteschen Systemen vorkommen.
Inspiriert durch die enge Beziehung zwischen PT -Symmetrie und nicht hermitescher Physik werden
in Kapitel 2 zuerst topologische Halbmetalle mit Dirac-Linien besprochen. Diese zeichnen sich durch
eindimensionale Bandkreuzungen aus, die durch PT -Symmetrie, also der Kombination aus Inversion
P und Zeitumkehr T geschützt sind und weisen eine Dispersion ähnlich einem Dirac-Punkt auf. Die
Stabilität dieser Dirac-Linien wird durch eine quantisierte ±pi Berry-Phase gewährleistet. Diese nichttri-
vialen topologischen Invarianten im Inneren eines Festkörpers führen zu exotischen Zuständen an dessen
Oberfläche. Die Physik eines Dirac-Halbmetalls wird bei niedrigen Energien durch eine einparametrige
Familie von (2+1)-dimensionalen Quantenfeldtheorien beschrieben, die eine Paritätsanomalie aufwei-
sen. Es wird gezeigt, dass diese Anomalie zu einem anomalen transversalen Strom führt. Aufgrund die-
ses intrinsischen Hall-Effekts fließen Ladungsträger an gegenüberliegenden Seiten eines Dirac-Ringes in
entgegengesetzte Richtungen, wenn ein elektrisches Feld angelegt wird. Um diese topologischen Ströme
messbar zu machen, wird eine hantelförmige Systemgeometrie untersucht, in der mittels der Oberflä-
chenzustände die Teilchen entsprechend ihrem Kristallimpuls gefiltert werden. Am Ende dieses Kapitels
werden PT -symmetrische hermitesche und nicht hermitesche Halbmetalle mit Bandkreuzungs-Linien
verglichen, insbesondere deren Unterschiede bezüglich topologischen Invarianten und Randzuständen.
Kapitel 3 konzentriert sich auf die Untersuchung nicht hermitescher topologischer Systeme mit ei-
ner Bandlücke, bei denen nicht hermitesche Terme keine Bandkreuzungen erzeugen, wenn sie einem
ursprünglich hermiteschen topologischen System hinzugefügt werden. Da die meisten hermiteschen to-
pologischen Systeme mit Bandlücke durch massive Dirac-Modelle beschrieben werden können, werden
diese systematisch in d Dimensionen unter Berücksichtigung dreier verschiedener Klassen von nicht
hermiteschen Termen untersucht: (i) nicht hermitesche Terme, die mit dem Dirac-Hamilton-Operator
antikommutieren, (ii) nicht hermitesche kinetische Terme und (iii) nicht hermitesche Massenterme. Es
wird gezeigt, dass diese Terme den Hamilton-Operator entweder intrinsisch oder oberflächlich nicht
hermitesch machen, je nachdem ob die Nicht-Hermitizität durch eine nicht-unitäre Ähnlichkeitstrans-
formation beseitigt werden kann. Es zeigt sich eine Dualität für die ersten beiden Klassen von nicht her-
miteschen Störungen: Bei offenen Randbedingungen führen nicht hermitesche Terme vom Typ (i) zu in-
trinsischer Nicht-Hermitizität, während Terme vom Typ (ii) zu einer oberflächlichen Nicht-Hermitizität
führen. Umgekehrt induziert Typ (i) in Systemen mit periodischen Randbedingungen eine oberfläch-
liche Nicht-Hermitizität, während Typ (ii) eine intrinsische Nicht-Hermitizität hervorrufen. Störungen
vom Typ (iii) hingegen machen den Hamilton-Operator immer intrinsisch nicht hermitesch, unabhän-
gig von der Wahl der Randbedingung. Da Randbedingungen in unserer Theorie eine zentrale Rolle
spielen, wird deren Einfluss auf die Bandstruktur mit der Transfermatrix-Methode diskutiert. Wich-
tig dabei ist, dass für Terme vom Typ (i) oder Typ (ii) (d − 2)-dimensionale exzeptionelle Sphären
in den Bandstrukturen der Oberfläche beziehungsweise im Inneren des Systems entstehen, die nur in
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nicht hermiteschen Systemen auftreten. Zum Abschluss dieses Kapitels werden die Eigenschaften von
exzeptionellen Punkten und ihre physikalischen Auswirkungen untersucht.
Im letzten Teil dieser Arbeit werden schließlich topologische Weyl- und Dirac-Halbmetalle mit nicht
hermiteschen Potentialen untersucht. Zuerst werden hermitesche Weyl-Halbmetalle diskutiert, insbe-
sondere die topologischen Invarianten, Oberflächenzustände in Form von Fermi-Bögen und der chirale
magnetische Effekt vorgestellt werden. Danach werden nicht hermitesche Weyl-Halbmetalle unter Be-
rücksichtigung aller möglichen nicht hermiteschen Potentiale besprochen. Es werden wieder zwei Arten
von nicht hermiteschen Potentialen unterschieden: nicht hermitesche kinetische und nicht hermitesche
Massenpotentiale. Die topologischen Invarianten und die Korrespondenz zwischen der Oberfläche und
dem Inneren eines Systems für diese nicht hermiteschen Potentiale werden ausführlich erläutert. Im
Falle der nicht hermiteschen Dirac-Halbmetalle liegt der Fokus auf (PT )-symmetrischen, nicht her-
miteschen Störungen. Diese Störungen können einen Dirac-Punkt in folgende Objekte verwandeln: (i)
Zwei getrennte Weyl-Punkte, deren Energien sich im Imaginärteil unterscheiden. (ii) Ein Paar von re-
lativ zueinander komplex konjugierten exzeptionellen Weyl-Ringen, deren Bandkreuzungen durch eine
topologische Ladung geschützt sind und die eine neue topologische Phase darstellen. (iii) Eine exzep-
tionelle Dirac-Sphäre, die durch zwei topologische Ladungen charakterisiert ist. Eine leitet sich direkt
von der Z2 Dirac-Monopolladung ab, während sich die andere aus der Nicht-Hermitizität ergibt. Für
alle drei Fälle werden die topologischen Invarianten und topologischen Oberflächenzustände ausführlich
diskutiert.
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The focus of this thesis lies on extending the theory of topological phases of matter from the Hermitian
to the non-Hermitian regime. This includes not only the extension of conventional concepts such as
topological invariants and topological boundary states in the theory of Hermitian topological phases,
but also the exploration and characterization of entirely new topological phases unique to non-Hermitian
systems.
Inspired by the close relation between PT symmetry and non-Hermitian physics, in chapter 2, we
first discuss the topological nodal-line semimetals, which are characterized by one-dimensional Dirac
nodal rings protected by the combined symmetry of inversion P and time-reversal T . The stability of
these Dirac rings is guaranteed by a quantized ±pi Berry phase. This non-trivial topological invariant
in the bulk will lead to exotic drumhead surface states at the boundary. The low-energy physics of
the nodal-line semimetal is described by a one-parameter family of (2+1)-dimensional quantum field
theories exhibiting the parity anomaly. We find that this parity anomaly leads to anomalous transverse
current. Due to this Hall-like current, carriers at opposite sides of the Dirac nodal ring flow to opposite
surfaces when an electric field is applied. To detect the topological currents, we propose a dumbbell
device, which uses surface states to filter charges based on their momenta. At the end of this chapter,
we compare the PT -symmetric Hermitian and non-Hermitian nodal-line semimetals, especially their
difference in topological invariant and topological boundary states.
We focus on studying non-Hermitian topological gapped systems where non-Hermitian terms do
not induce band gap closings when added to the original Hermitian topological system in chapter
3. As most Hermitian topological gapped systems can be described by massive Dirac models, we
present a systematic investigation of d-dimensional massive Dirac models with three different types
of non-Hermitian terms: (i) non-Hermitian terms that anti-commute with the Dirac Hamiltonian, (ii)
non-Hermitian kinetic terms, and (iii) non-Hermitian mass terms. We show that these terms render
the Hamiltonian either intrinsically or superficially non-Hermitian, depending on whether the non-
Hermiticity can be removed by non-unitary similarity transformations. A two-fold duality is revealed
for the first two types of non-Hermitian perturbations: With open boundary conditions non-Hermitian
terms of type (i) give rise to intrinsic non-Hermiticity, while terms of type (ii) lead to superficial non-
Hermiticity. Vice versa, with periodic boundary conditions type (i) perturbations induce superficial non-
Hermiticity, while type (ii) perturbations generate intrinsic non-Hermiticity. Type (iii) perturbations,
in contrast, render the Hamiltonian always intrinsically non-Hermitian, independent of the boundary
condition. As the boundary conditions play an important role in our theory, we discuss their impact
on the band structure with the transfer matrix method. Importantly, we find that for type (i) and
type (ii) terms, (d − 2)-dimensional exceptional spheres, unique to non-Hermitian systems, emerge in
the surface and bulk band structures, respectively. We close this chapter by studying the properties of
exceptional points and their physical consequences.
Finally, in the last part of this thesis, we investigate topological Weyl and Dirac semimetals with
non-Hermitian potentials. The Hermitian Weyl semimetals are discussed first, where we introduce the
topological invariants, the Fermi arc surface states, and the chiral magnetic effect. Then we discuss
non-Hermitian Weyl semimetals by considering all possible non-Hermitian potentials. We find that
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there are two kinds of non-Hermitian potentials, the non-Hermitian kinetic and non-Hermitian mass
potentials. The topological invariants and the bulk boundary correspondence for these non-Hermitian
potentials are discussed in detail. For the non-Hermitian Dirac semimetals, we focus on the parity-
time (PT )-symmetric non-Hermitian perturbations. We find that these perturbations can turn a Dirac
point into: (i) two separate Weyl points; (ii) a pair of mutually complex conjugate Weyl exceptional
rings; (iii) a Dirac exceptional sphere. In case (i), we find the Dirac point splits into a pair of Weyl
points, which are separated by their imaginary energies. In case (ii), the complex band crossing of
the pair of Weyl exceptional rings is protected by the topological charge from the non-Hermiticity,
forming a new topological phase. In case (iii), a new kind of topological state, called Dirac exceptional
sphere state, is discovered, which is protected by two topological charges. One originates from the Z2
Dirac monopole charge, and the other is associated with the non-Hermiticity. For all three cases, the
topological invariants and topological surface states are discussed in detail.
x
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1 Chapter 1Introduction
The electronic band theory of solids developed in the 20th century is one of the great triumphs of
solid state physics. It provides a theoretical understanding for a vast number of physical properties
of solids and gives the foundation for designing solid-state devices. It was not realized, however,
that a large piece of the theory was still missing until the discovery of the quantum Hall effect [3].
The quantized Hall conductance measured in two-dimensional electronic materials under magnetic
field was found to be a topological invariant determined by the electronic quantum state [4]. Since
then, the importance of the geometry of the electronic quantum state has been gradually recognized,
along with a growing interest in materials with non-trivial topological structure [5–8]. A significant
breakthrough, including the theoretical prediction of a two-dimensional topological insulator materials
and the experimental observation of quantum spin Hall effect, took place in 2006 [6, 9]. The rapid
development of the topological band theory has lead to many discoveries of intriguing topological
materials and unprecedented physical properties [10–16].
Besides its own rapid development, the field of topological phases also brings new insights into other
fields. A hallmark is the discovery of Weyl fermions in topological semimetals, a previously elusive
particle in high-energy physics [17]. Moreover, the less strict symmetry requirements in solids lead
to the discovery of new types of fermions that have no counterpart in high-energy physics[18, 19].
The theory of topological phases has also been applied beyond electronic systems, and is undergoing an
increasing diversification by taking into account unique properties of systems such as phononic, photonic
and cold atom systems. Remarkably, a recent development even goes beyond Hermitian physics, which
poses questions about both topological phases and non-Hermitian physics [20, 21].
This chapter serves as an introduction to the basic notions and concepts in the field of topological
phases of matter. The theoretical background of the topological phases in periodic systems is explained
first, and through this, the geometric origin of the quantum Hall effect in two-dimensional materials is
explained. Then we will introduce the key examples of topological materials in the development of this
field, where the formulation of different topological invariants is discussed. Later on, the classification
of topological phases of matter is achieved in terms of generic symmetries and spatial dimensions. As
the main focus of this thesis is the non-Hermitian topological phases, we will make a brief introduction
to the non-Hermitian topological systems at the end.
1
1 Introduction
1.1 Band topology
In a perfect crystal with N unit cells (N = N1N2N3), assuming the Born-von Karman periodic bound-
ary conditions, any function defined on the periodic lattice must fulfill f(r + Niai) = f(r), where ai
are basis vectors. The fundamental symmetry of a crystal is the translation symmetry, i.e., the crystal
is invariant under the translation of an arbitrary lattice constant Rl = l1a1 + l2a2 + l3a3 with li ∈ Z.
Denoting the translation operator by {E|Rl}, the total N operators form a translation group of order
N . Since all the group elements satisfy the relation of {E|Rl}−1{E|Rm}{E|Rl} = {E|Rm}, each
element of the translation group forms a conjugacy class. According to group theory, the number of
conjugacy classes is equal to the number of irreducible representations. Thus, there are N irreducible
representations of the translation group. The dimension of the N irreducible representations can be
determined by the formula from group theory as
∑N
α=1 n
2
α = N , which means the N irreducible repre-
sentations of the translation group are all one dimensional. Suppose that ψ(r) is the basis function for
the one dimensional representation. We have,
{E|ai}−1ψ(r) = ψ({E|ai}r) = ψ(r + ai) = D
({E|ai})ψ(r), (1.1)
with D the representation of the basis function of ψ. Under the Born-von Karman periodic boundary
conditions, it can be inferred that
ψ(r) = {E|Niai}−1ψ(r) = {E|ai}−1{E|ai}−1 · · · {E|ai}−1︸ ︷︷ ︸
Ni
ψ(r) = DNi
({E|ai})ψ(r), (1.2)
which yields DNi
({E|ai}) = 1 and thus D ({E|ai}) = e2pii niNi , with ni = 0,±1,±2, · · · . Accordingly,
{E|Rl}−1ψ(r) = ψ(r + Rl) = ψ(r + l1a1 + l2a2 + l3a3) = e2pii
∑3
i=1
lini
Ni ψ(r). (1.3)
Eq. (1.3) defines a vector in reciprocal space as k =
∑3
i=1
ni
Ni
bi with ai · bj = 2piδi,j . Here bi are
the reciprocal lattice vectors. The reciprocal vector k defined by D can serve as the label for the
irreducible representation of the translation group. Here the k-th irreducible representation can be
written as eik·Rl .
Bloch theorem As {E|Rl}−1 denotes the translation operator, eik·Rl can be understood as its k-th
eigenvalue, whose eigenvector can be labeled as ψk(r). For an arbitrary lattice vector Rl, according to
Eq. (1.3), the following relation holds,
{E|Rl}−1ψk(r) = ψk(r + Rl) = eik·Rlψk(r), (1.4)
which is the celebrated Bloch theorem. We can take uk(r) = e−ik·rψk(r), and from Eq. (1.4), we will
arrive at an important relation of uk(r+Rl) = uk(r), which means uk(r) is periodic in lattice constant
Rl. The state of electrons on the lattice can thus be expressed as the Bloch wavefunction,
ψk(r) = e
ik·ruk(r). (1.5)
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It should be noted that the reciprocal vector k is not uniquely determined. According to Eq. (1.4),
when the difference between two reciprocal vectors of k and k′ is equal to a reciprocal lattice vector
k′ − k = kh, they can both be used to denote the irreducible representation of {E|Rl}−1, because
ei(k+kh)·Rl = eik·Rl . Thus, the Bloch wavefunction ψk(r) is periodic in k,
ψk(r) = ψk+kh(r). (1.6)
In order to avoid repetition, it is necessary to restrict the reciprocal vector k in a region where the
difference between each two reciprocal vectors is less than the smallest of the reciprocal lattice vectors.
This region is called the first Brillouin zone (BZ).
For non-interacting lattice systems, the translational symmetry tells us that the state on the lattice
can be described by the Bloch wavefunction for a single electron. The Schrödinger equation reads
Hψk(r) = E(k)ψk(r). (1.7)
By multiplying e−ik·r on both sides, we arrive at
H(k)uk(r) = E(k)uk(r), (1.8)
with H(k) = e−ik·rHeik·r. Thus, the band structure of periodic systems consists a mapping from
the crystal momentum k defined on the manifold of BZ to the Hilbert space defined by the Bloch
Hamiltonian H(k).
1.1.1 Berry phase and Berry curvature
We introduce the very basic concept of Berry phase in periodic systems in this subsection. From
Eq. (1.8), the Hamiltonian depends on the parameter k defined in the Brillouin zone. Suppose that
electrons can move around the Brillouin zone adiabatically. The state at time t can be denoted as
|un(k(t))〉. Due to the arbitrariness in the phase, there could be an extra phase factor |ψn(t)〉 =
e−iθ(t)|un(k(t))〉 with n the band index. With the Schrödinger equation ofH(k(t))|ψn(t)〉 = i~∂t|ψn(t)〉,
the dynamics of the state can be obtained as [22]
En(k(t))|un(k(t))〉 = ~∂tθ(t)|un(k(t))〉+ i~∂t|un(k(t))〉, (1.9)
where En(k(t)) is the eigenvalue for the band n. Applying the left eigenvector 〈un(k(t))| with the
normalization condition of 〈um(k(t))|un(k(t))〉 = δm,n, and after the integration, the total phase is
obtained as
θ(t) =
1
~
∫ t
0
En(k(t
′))dt′ − i
∫ t
0
〈un(k(t′))|∂t′ |un(k(t′))〉dt′. (1.10)
The first and the second parts at the RHS are dynamical phase and geometrical phase, respectively.
On a cyclic path of Γ in the Brillouin zone, the geometrical part can be written as
γn = i
∫ t
0
〈un(k(t′))|∂t′ |un(k(t′))〉dt′ = i
∮
Γ
dk〈un(k)|∇k|un(k)〉. (1.11)
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Accordingly, the form of the Berry connection can be derived as
γn =
∮
Γ
dk ·An =
∫∫
Γ
dS ∇k ×An, (1.12)
where we have used the Stokes’ theorem. In the above expression, An and∇k×An are Berry connection
and Berry curvature, respectively, which are expressed as
An = i〈un(k)|∇k|un(k)〉, Ωn = ∇k ×An(k). (1.13)
The components of the Berry curvature Ωn read,
Ωn,γ = iεαβγ∂α
(
〈un(k)|∂β|un(k)〉
)
= iεαβγ〈∂αun(k)|∂βun(k)〉, (1.14)
where we have used the fact that the symmetric term is zero under the Levi-Civita tensor. With the or-
thonormal condition 〈un(k)|um(k)〉 = δmn, we have the relation 〈∂αun(k)|um(k)〉 = −〈un(k)|∂αum(k)〉.
Thus, the component of the Berry curvature is
Ωn,γ = i〈∂αun(k)|∂βun(k)〉− i〈∂βun(k)|∂αun(k)〉 = i
∑
m6=n
〈∂αun(k)|um(k)〉〈um(k)|∂β|un(k)〉− (α↔ β)
(1.15)
By the following relation for m 6= n,
〈un(k)|∂αH(k)|um(k)〉 = ∂α
(〈un(k))|H(k)) |um(k))〉 − 〈∂αun(k)|H(k)|um(k)〉
= (En − Em)〈un(k)|∂α|um(k)〉,
(1.16)
the Berry curvature can be re-expressed as
Ωn,γ = i
∑
m6=n
〈un(k))|(∂αH)|um(k))〉〈um(k))|(∂βH)|un(k))〉
(En − Em)2 − (α↔ β). (1.17)
The vector form of Berry curvature then is
Ωn = i
∑
m 6=n
〈un(k)|(∇kH(k))|um(k)〉 × 〈um(k)|(∇kH(k))|un(k)〉
(En − Em)2 . (1.18)
In the following subsection, we will show that the Berry curvature plays a role for physically observable
quantities.
1.1.2 Quantum Hall effect
Historically, the first observed quantity that results from the geometric aspect of the electronic quantum
state is the integer quantum Hall effect, measured in two-dimensional materials, in the presence of an
external magnetic field [3]. To calculate the conductance we may use the Kubo formula. We add a
background electric field E = −∂tA to the system, with At = 0. The Hamiltonian is changed as [23],
H0 → H0 − J ·A, (1.19)
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where J is the operator of the electric current. Treating ∆H = −J ·A as a perturbation, we can adopt
the linear response theory. Then the expectation value of the current at time t can be obtained as
〈J(t)〉 = 〈0|
(
J(t) +
i
~
∫ t
−∞
dt′
[
∆H(t′),J(t)
])
|0〉, (1.20)
with |0〉 the ground state. The first term in this expression is assumed to be zero as it represents
the current without the field. We consider an AC electric field with the expression E(t) = Ee−iωt.
Taking the limit of ω → 0, it will approach to a DC electric field. The corresponding vector potential
is obtained as A = Eiωe
−iωt. Thus the expectation value of the current can be obtained as
〈Ji(t)〉 = 1~ω
∫ ∞
0
dt′′eiωt
′′〈0|
[
Jj(0), Ji(t
′′)
]
|0〉Eje−iωt. (1.21)
Here we have done the replacement of t′′ = t− t′ in Eq. (1.20). The Hall conductivity comes from the
part i 6= j, and it can be expressed explicitly as
σxy =
1
~ω
∫ ∞
0
dteiωt〈0|
[
Jy(0), Jx(t)
]
|0〉. (1.22)
The current operator at time t is J(t) = eiH0t/~J(0)e−iH0t/~. Plugging it into the above equation, and
inserting the identity
∑
n |n〉〈n| = 1, the frequency dependent Hall conductivity can be obtained as
σxy(ω) = − i
ω
∑
n6=0
(
〈0|Jy|n〉〈n|Jx|0〉
~ω + En − E0 −
〈0|Jx|n〉〈n|Jy|0〉
~ω + E0 − En
)
. (1.23)
Taking the limit of ω → 0, the above conductivity becomes the DC conductivity. Taking the Taylor
expansion on 1/(~ω + E0 − En) with respect to ~ω, the conductivity to the first order reads
σxy = i~
∑
n6=0
(
〈0|Jy|n〉〈n|Jx|0〉
(En − E0)2 −
〈0|Jx|n〉〈n|Jy|0〉
(En − E0)2
)
. (1.24)
Next we focus on the current operator J = er˙ with r˙ describing the velocity of the electron. In the
interaction picture, the dynamics of the position operator is given by r˙ = 1/(i~)[r, H0]. Notice that
in the periodic system, H0 = H(k) = e−ik·rHeik·r as given in Eq. (1.8), thus the relation ∇kH0 =
−irH0 + iH0r = −i[r, H0] can be established. Accordingly, the velocity is given by
r˙ =
1
i~
[r, H0] =
1
~
∇kH0. (1.25)
Thus the current operator can be expressed as
J = er˙ =
e
~
∇kH0. (1.26)
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Plugging the above relation into Eq. (1.24), the Hall conductance is given by
σxy = i
e2
~
∑
n6=0
(
〈0|∂kyH(k)|n〉〈n|∂kxH(k)|0〉
(En − E0)2 −
〈0|∂kxH(k)|n〉〈n|∂kyH(k)|0〉
(En − E0)2
)
. (1.27)
Comparing with the Berry curvature in Eq. (1.17), we can arrive at the relation between Hall conduc-
tivity and Berry phase,
σxy =
e2
~
∫
dk2Ωxy(k). (1.28)
We can see that the geometrical phase (Chern number) actually corresponds to a physical observable.
As the Chern number of the 2D BZ is always quantized, the Hall conductivity σxy is quantized with
a universal constant. The above formula for the Hall conductivity was first obtained by Thouless,
Kohmoto, Nightingale and Nijs and is thus also called the TKNN invariant [4].
1.2 Topological materials
In the previous section, from the derivation of the Hall conductivity, we can see that the topological
property of a material is intrinsic, in that it only depends on the geometry of the electron’s quantum
state in the material and does not depend on external factors such as electric and magnetic fields. It
is natural to ask whether there are materials with non-trivial topological property without applying
external fields.
Early attempts were made by trying to find materials that realize an anomalous quantum Hall effect,
i.e., a quantum Hall effect without magnetic field. A key factor is that the time-reversal symmetry needs
to be broken in these materials, otherwise the Chern number would vanish as we show in the following.
Denote the time-reversal symmetry operator as T . If a periodic system is invariant under the time-
reversal symmetry, then the states satisfy T |un(k)〉 = eiχ|un(−k)〉, with n the band index and χ the
phase factor. We focus on the Berry curvature which is defined as Ωn,γ(k) = iεαβγ〈∂kαun(k)|∂kβun(k)〉,
with repeated index as summation. At −k, Berry curvature is
Ωn,γ(−k) = iεαβγ〈∂−kαun(−k)|∂−kβun(−k)〉
= iεαβγ∂kα
(
〈T un(k)|eiχ
)
∂kβ
(
e−iχ|T un(k)〉
)
= iεαβγ
(
∂kαχ∂kβχ+ ∂kα〈T un(k)|∂kβ |T un(k)〉
)
= iεαβγ∂kβ 〈un(k)|∂kα |un(k)〉
= −Ωn,γ(k).
(1.29)
The anti-symmetric property of εαβγ is used in the calculation process. We can see that the Berry
curvature is an odd function with time-reversal symmetry. Thus, when the time-reversal symmetry is
preserved, the Chern number which is the integration over the entire Brillouin zone is zero.
The first example of the time-reversal symmetry breaking topological material exhibiting non-trivial
Chern number was proposed by Haldane, by considering time-reversal symmetry breaking terms in
spinless systems [5]. Later, a more general model called Chern insulator was established [8]. How-
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ever, these materials are hard to realize due to the breaking of time-reversal symmetry. Historically,
to overcome such difficulty, theorists turned towards considering time-reversal symmetric topological
materials. Kane and Mele constructed a time-reversal invariant version of Haldane model, and thus it
is called Kane-Mele model. At the mean time, Bernevig, Hughes, and Zhang proposed a time-reversal
symmetric version of the Chern model, which is called the BHZ model [6]. Based on this, the quan-
tum spin Hall effect was experimentally observed [9]. The various topological invariants that are used
to characterize these different topological phases are discussed. At the end of this section, we intro-
duce a more general topological invariant defined through the Wilson loop, which is widely used in
characterizing topological materials from first principle calculations.
1.2.1 Time-reversal symmetry breaking topological insulators
We start with the tight-binding model for graphene, on which Haldane model is based. In Fig. 1.1 (a),
the Hexagonal structure of the graphene is plotted. By considering only nearest-neighbor hoppings,
the second quantized Hamiltonian reads,
HD = t1
∑
〈i,j〉
c†icj =
∑
k
(
c†A,k c
†
B,k
)
HD(k)
(
cA,k
cB,k
)
, (1.30)
where t1 is the hopping strength between the nearest neighbors denoted by 〈i, j〉, c†A,k(cA,k) the creation
and annihilation operator for spinless electrons at the sublattice A as shown by solid and open dots in
Fig. 1.1 (a). The first quantized Hamiltonian in momentum space reads,
HD(k) = t1
3∑
i=1
[
cos(k · ai)σ1 + sin(k · ai)σ2
]
, (1.31)
where ai are the vectors between the nearest neighbors with the expression a1 = (
√
3
2 a,−12a), a2 = (0, a),
and a3 = (−
√
3
2 a,−12a), as shown by the blue arrows in Fig. 1.1 (a). For simplicity we set the lattice
constant a = 1. The energy eigenvalues are ED = ±t1
(
1 + 4 cos 32ky cos
√
3
2 kx + 4 cos
2
√
3
2 kx
)1/2
. The
band crossing points are located at K± =
(
± 2pi
3
√
3
, 2pi3
)
, around which the energy disperses linearly in
all directions, forming Dirac cones.
Haldane model In Haldane’s original paper, he proposed a toy model based on the tight-binding
model in Eq. (1.30). Besides the nearest neighbor hoppings, he considered the next-nearest neighbor
hoppings, namely electrons hopping from sublattice A to A and B to B, as indicated by the red vectors
in Fig. 1.1 (a). Instead of a real hopping constant, the next-nearest neighbor hopping carries an extra
phase of e−ivijφ with vij = +1 for hopping terms c
†
A,RcA,R+bi and vij = −1 for c†B,RcB,R+bi . With
εi = +1 for the A site and −1 for the B site, the Haldane model reads [5]
HH = t1
∑
〈i,j〉
c†icj + t2
∑
〈〈i,j〉〉
e−ivijφc†icj +M
∑
i
εic
†
ici =
∑
k
(
c†A,k c
†
B,k
)
HH(k)
(
cA,k
cB,k
)
, (1.32)
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A
B
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Figure 1.1: (a) Hexagonal structure of graphene. A and B denote different sites. Blue arrows
denote the lattice vectors for the nearest neighbors and the red arrows denote those
for next-nearest neighbors. (b) Phase diagram against parameters M/t2 and φ of the
Haldane model. The shaded region denotes the topological non-trivial phases.
where 〈〈i, j〉〉 denotes the next-nearest neighbor hoppings. The first quantized Hamiltonian HH(k) in
momentum space reads
HH(k) =
2t2 cosφ
∑
i
cos(k · bi)1 + t1
∑
i
[
cos(k · ai)σ1 + sin(k · ai)σ2
]
+ [M − 2t2 sinφ
∑
i
sin(k · bi)]σ3.
(1.33)
Here b1 = (
√
3/2, 3/2), b2 = (−
√
3, 0) and b3 = (
√
3/2,−3/2) are the lattice vectors between the next-
nearest neighbors as shown by the red arrows in Fig. 1.1 (a). We can denote εk = 2t2 cosφ
∑
i cos(k·bi),
d1(k) = t1
∑
i cos(k · ai), d2(k) = t2
∑
i sin(k · ai), and d3(k) = M − 2t2 sinφ
∑
i sin(k · bi). Thus the
energy eigenvalues are obtained as EH(k) = εk ±
√
d1(k)2 + d2(k)2 + d3(k)2.
The Chern number can be calculated from the Berry curvature in Eq. (1.17). The corresponding
phase diagram of the Haldane model is plotted in Fig. 1.1 (b). We find that the topological phase
transition is related to the gap closing in the bulk. From the energy eigenvalues, the energy gap equals
to ∆E = 2
√
d1(k)2 + d2(k)2 + d3(k)2. The gap closing starts at the original Dirac points located at
K± =
(
± 2pi
3
√
3
, 2pi3
)
. The boundary of the gap closing region can be obtained as
M ± 3
√
3t2 sinφ = 0, (1.34)
which is identical to the boundaries in the phase diagram in Fig. 1.1 (b).
8
1.2 Topological materials
The major difference between the graphene model in Eq. (1.31) and the Haldane model in Eq. (1.33)
lies in the extra d3(k)σ3 term, which comes from the next-nearest neighbor hoppings. We now analyze
this difference through symmetry argument. Under the time-reversal operation T = Kˆ with Kˆ the
complex conjugation, the graphene model satisfies the symmetry constraint of
T HD(k)T −1 = HD(−k), (1.35)
which will be explained later in Eq. (1.87). Thus the Chern number should be zero according to
Eq. (1.29). However, the inclusion of the next-nearest neighbor hoppings in the Haldane model brings
the extra term d3(k)σ3, which breaks the time-reversal symmetry. This makes a non-zero Chern number
possible in the Haldane model in Eq. (1.33).
Chern Insulator From above discussion of the Haldane model, we know that a two band model is
sufficient to describe the topological phase transition characterized by the Chern number, and it is clear
that the topological phase transition is closely related to the band closing in the bulk. A natural question
is whether we can construct a more general model to describe topological materials characterized by the
Chern number. The answer is yes, and we call this kind of materials "Chern insulators" [8]. Though, the
theoretical prediction was made at an early stage, the experimental discovery of anomalous quantum
Hall effect in topological materials with non-trivial Chern number was made in 2013 [24].
We start from a two-band model in two-dimensional space, which can be expressed in terms of Pauli
matrices as,
H(k) =
3∑
i=1
di(k)σi =
(
d3(k) d1(k)− id2(k)
d1(k) + id2(k) −d3(k)
)
, (1.36)
with k = (kx, ky). The Berry curvature can be obtained from the eigenvectors,
|u+(k)〉 = 1√
2d(k)(d(k)− d3(k))
(
d1(k)− id2(k)
d(k)− d3(k)
)
, (1.37)
|u−(k)〉 = 1√
2d(k)(d(k) + d3(k))
(
−d1(k) + id2(k)
d(k) + d3(k)
)
, (1.38)
with the energy eigenvalues of E±(k) = ±d(k) = ±
√
d1(k)2 + d2(k)2 + d3(k)2.
From the expression in Eq. (1.17), the Berry curvature for the occupied band can be obtained as
Ω−(k) = i
〈u−(k))|∂kxH|u+(k))〉〈u+(k))|∂kyH|u−(k))〉
(E−(k)− E+(k))2 − (kx ↔ ky). (1.39)
After plugging the expression of the eigenvectors and eigenvalues, the expression for the Berry curvature
can be obtained as
Ω−(k) =
1
2d3
d(k) · ∂kxd(k)× ∂kyd(k), (1.40)
with the vector d(k) = (d1(k), d2(k), d3(k)). The Berry phase (Chern number) is obtained by integra-
tion over the two-dimensional Brillouin zone,
γ− =
1
2
∫∫
BZ
dkxdky
1
d3
d(k) · ∂kxd(k)× ∂kyd(k). (1.41)
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Figure 1.2: (a) The Chern number γ− against parameter M for the Chern insulator Hamiltonian
described in Eq. (1.42). (b) The corresponding vector field of d(k) = (sin kx, sin ky, 2+
M − cos kx − cos ky) on the two-dimensional Brillouin zone.
Notice that the integrand is just the Jacobian of the mapping from the Brillouin zone to a unit sphere.
As a result, the integration equals to the area on the sphere that d(k) covers, which equals to the half
of the multiple of the solid angle of the sphere, 2pin with n the integer.
The simplest lattice model Hamiltonian for the Chern insulator can be constructed as
HChern(k) = sin kxσx + sin kyσy +
(
2 +M − cos kx − cos ky
)
σz. (1.42)
By denoting d(k) = (sin kx, sin ky, 2 + M − cos kx − cos ky), we can calculate the Chern number by
the formula in Eq. (1.41). In Fig. 1.2(a), the Chern number (γ−) is plotted against the parameter M .
As we can see, the topological phase transition happens at M = −4, M = −2 and M = 0. If we
investigate the energy spectrum of EChern(k) = ±
√
sin2 kx + sin
2 ky + (2 +M − cos kx − cos ky)2, we
will find that the phase transition points ofM correspond to the gap closing points as listed below, i.e.,
• at M = 0, gap closes at (kx, ky) = (0, 0);
• at M = −2, gap closes at (kx, ky) = (pi, 0), (0, pi);
• at M = −4, gap closes at (kx, ky) = (pi, pi);
In Fig. 1.2(b), we plot out the vector field of d(k) in the first Brillouin zone for different topological
phases. For M = −3 and M = −1 with non-zero Chern number, in contrast to M = −5 and M = +1,
the vector d(k) winds non-trivially on the two-dimensional Brillouin zone.
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1.2.2 Time-reversal symmetric topological insulators
One main feature of Haldane model is that time-reversal symmetry is broken, which results from
introducing the symmetry breaking next-nearest neighbor hopping. However, the realization of such
materials was experimentally challenging at that time. In 2005, Kane and Mele proposed an upgraded
version of Haldane model [7], which is called the Kane-Mele model. Their idea is to restore the time-
reversal symmetry by introducing the spin-orbit coupling. The corresponding model Hamiltonian reads
HK-M = t1
∑
〈i,j,α〉
c†i,αcj,α + λso
∑
〈〈i,j〉〉,α,β
e−ivijφc†i,αs
z
αβcj,β +M
∑
i,α
εiαc
†
i,αciα
=
∑
k
(c†A,↑,k, c
†
B,↑,k, c
†
A,↓,k, c
†
B,↓,k)HK-M(k)(cA,↑,k, cB,↑,k, cA,↓,k, cB,↓,k)T ,
(1.43)
where α, β label spin degrees of freedom and λSO denotes the spin-orbit coupling constant. By taking
φ = pi/2, the first quantized Hamiltonian in momentum space reads,
HK-M(k) = t1
∑
i
[
cos(k · ai)σ1 ⊗ τ0 + sin(k · ai)σ2 ⊗ τ0
]
+[Mσ3⊗ τ0−2t2
∑
i
sin(k ·bi)σ3⊗ τ3],
(1.44)
with σ and τ for the sublattice and spin degree of freedom, respectively. The time-reversal operator
for the spinful electrons now becomes,
T = σ0 ⊗ iτ2Kˆ, (1.45)
with Kˆ the complex conjugation operator. It can be verified that the system is invariant under the
time-reversal operator,
T HK-M(k)T −1 = HK-M(−k). (1.46)
It should be noted for the Hamiltonian in Eq. (1.44), the eigenvalues of spin operator τz are still good
quantum numbers. Thus, the Chern number can be computed in the projections of | ↑〉 and | ↓〉.
Therefore, though with time-reversal symmetry, the total Chern number is zero, we can still define a
spin Chern number to characterize the topological phases,
ν =
C↑ − C↓
2
mod 2 ∈ Z2. (1.47)
However, it is possible to have other types of spin-orbit couplings, for example, the Rashba type in
the form of λ~ (τxsy − τysx), in which the τz is no longer good quantum number. Thus, a new kind of
topological invariant should be considered for time-reversal symmetric topological materials.
Bernevig-Hughes-Zhang (BHZ) model The BHZ model represents another type of time-reversal
symmetric topological material, based on which the quantum spin Hall effect was experimentally ob-
served [6, 9]. The time-reversal symmetric operator is anti-unitary, which means T eik·r = e−ik·rT .
Recall that a general Hamiltonian in the Brillouin zone can be represented as H(k) = e−ik·rHeik·r, as
shown in Eq. (1.8). Thus, under time reversal symmetry operator, we have the relation T H(k)T −1 =
H(−k). For a spin-1/2 electron, time-reversal operator should flip the direction of spin, thus the
time-reversal symmetry operator is usually T = iτ2Kˆ, with Kˆ the complex conjugation operator.
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We can construct a time-reversal symmetric Hamiltonian from a spinless Hamiltonian as h(k)
H(k) =
(
h(k)
h∗(−k)
)
, (1.48)
which is invariant under the time-reversal symmetry operator T = iτ2Kˆ,
(iτ2Kˆ)H(k)(iτ2Kˆ)−1 = H(−k). (1.49)
Under a closer investigation, the Kane-Mele model in Eq. (1.44) is also in the form of Eq. (1.48).
Thus it is natural to consider a generalization of Chern insulator to making it time-reversal symmetric.
Therefore, we take h(k) to be the Chern insulator with the Hamiltonian of h(k) =
∑3
i=1 di(k)σi as
that in Eq. (1.42), where
d1 = A sin kx, d2 = A sin ky, d3 = M −B(cos kx + cos ky). (1.50)
Now we arrive at the time-reversal symmetric version of the Chern insulator model, which we call
BHZ model that was first discovered by Bernevig, Hughes and Zhang in 2006 [6]. The Hamiltonian can
be represented by four-dimensional gamma matrices
HBHZ(k) =
∑
i
diγi, (1.51)
with d1 = A sin kx, d2 = A sin ky, d3 = M − B(cos kx + cos ky), and γ1 = σ1 ⊗ τ3, γ2 = σ2 ⊗ τ0 and
γ3 = σ3 ⊗ τ0. The corresponding two-dimensional topological insulator material was experimentally
observed in the HgTe/CdTe quantum well, where the topological phase transition is induced by the
band gap closing by tuning the thickness of the quantum wells [9]. In the following section, we discuss
the topological invariants that characterize the time-reversal symmetric topological insulators.
Z2 topological invariant We now consider the topological invariants for time-reversal symmetric
topological materials. If a system preserves time-reversal symmetry, then we have [T , H] = 0. Suppose
that |n〉 and T |n〉 denote the same state, then |n〉 = T |n〉 = T 2|n〉. However, this is not true for
the case T 2 = −1. Note that if H|n〉 = E|n〉, then HT |n〉 = T H|n〉 = EnT |n〉 which means |n〉
and T |n〉 form degenerate pairs for T 2 = −1. In momentum space, with the symmetry constraints
T H(k)T −1 = H(−k), the pair of the states at +k and −k are linked by time-reversal symmetry and
have the same energy, thus they are called "Kramers pairs". Notably, Kramers pairs are degenerate at
the point in the Brillouin zone where +k and −k are equivalent. The corresponding points are called
time-reversal invariant momenta (TRIMs).
In a two-dimensional system with time-reversal symmetry, we focus on the two bands that form a
Kramers pair. We can treat the system as one-dimensional by regarding kx as momentum k and ky as
an index for the time evolution t. This one-dimensional system is periodic in time t, H(t+ T ) = H(t).
We can denote the Bloch wavefunction for the Kramers pair as |u1(k)〉 and |u2(k)〉. At t = 0 and
t = T/2, we have the relation T |u2(k)〉 = e−iχ(k)|u1(−k)〉 and T |u1(k)〉 = −e−iχ(−k)|u2(−k)〉. We can
construct the matrix ωαβ(k) = 〈uα(−k)|T |uβ(k)〉, which is expressed as [25],
ω(k) =
(
e−iχ(k)
−e−iχ(−k)
)
. (1.52)
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According to the modern theory of ferroelectricity, the integral of the Berry connection over the occupied
states through the BZ yields the charge polarization,
Pρ = P
I + P II, (1.53)
with the partial polarization coming from each band as P I =
∫ pi
−pi
dk
2pia11(k) and P
II =
∫ pi
−pi
dk
2pia22(k),
with the Berry connection aii = i〈ui(k)|∂k|ui(k)〉. A time-reversal polarization can be defined as [25]
Pθ = P
I − P II = 2P I − Pρ, (1.54)
as the difference between two spin components. We focus on the partial polarization of P I,
P I =
∫ pi
0
dk
2pi
(
a11(k) + a11(−k)
)
. (1.55)
From Eq. (1.52), it can be shown that a11(−k) = a22(k)− ∂kχ(k), and then P I becomes
P I =
∫ pi
0
dk
2pi
(
a11(k) + a22(k)− ∂kχ(k)
)
=
∫ pi
0
dk
2pi
A(k)− 1
2pi
(
χ(pi)− χ(0)) , (1.56)
with A(k) = a11(k) + a22(k) = tr a(k). Thus the time-reversal polarization is
Pθ = 2P
I − Pρ =
∫ pi
0
dk
2pi
(
A(k)−A(−k))− 1
pi
(
χ(pi)− χ(0)) . (1.57)
To calculate Pθ, we need to first deal with the term A(k), which is the trace of the Berry connection
a(k), with the matrix component aαβ(k) = i〈uα(k)|∂k|uβ(k)〉. Since |uα(−k)〉 =
∑
β ωαβ(k)
∗T |uβ(k)〉,
it can be obtained that tr a(−k) = tr a(k) − i tr[ω†(k)∂kω(k)]. Thus, the time-reversal polarization
becomes
Pθ =
∫ pi
0
dk
2pi
i tr[ω†(k)∂kω(k)]− 1
pi
(
χ(pi)− χ(0)) . (1.58)
This expression can be simplified further by noticing that the first term is the winding of the U(1)
phase of ω and χ(k) = i logω12(k). Thus, we arrive at the expression [12, 25],
Pθ = i
∫ pi
0
dk
2pi
∂k log detω(k)− i
pi
log
ω12(pi)
ω12(0)
=
1
ipi
log
(√
ω12(0)2
ω12(0)
ω12(pi)√
ω12(pi)2
)
. (1.59)
It is emphasized that the quasi one-dimensional system can only be in two distinct polarization states
characterized by Pθ = 0 or 1 module 2, as the argument of the log function in the above expression can
only be +1 or −1. The topological property of the entire system can be characterized by considering
the change from t = 0 to T/2, ∆ = Pθ(T/2)− Pθ(0), where
(−1)∆ = Π4i=1
ω12(Λi)√
ω12(Λi)2
= Π4i=1
Pf ω(Λi)√
detω(Λi)
, (1.60)
with Λ1 = (k, t) = (0, 0), Λ2 = (pi, 0), Λ3 = (0, T/2), and Λ4 = (pi, T/2). If Pθ changes between t = 0
and t = T/2, then ∆ = 1 and the system is topological, and if there is no change in Pθ, then ∆ = 0
and the system is topologically trivial. As ∆ is specified in taking integer values mod 2, it gives a Z2
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topological invariant characterizing the system.
The topological invariant defined in Eq. (1.60) for two-dimensional systems can be easily general-
ized to three-dimensional materials. Notice that the topological invariants are obtained by calculating
Pf ω(Λi)/
√
detω(Λi) at each TRIM in the Brillouin zone. For a three dimensional material, for sim-
plicity, we take a cubic system with lattice constant a = 1. A similar topological invariant can be
calculated by the eight TRIMs denoted as Λ0,0,0, Λ0,0,pi, Λ0,pi,0, Λpi,0,0, Λpi,0,pi, Λpi,pi,0, Λpi,pi,0, and Λpi,pi,pi
in the three-dimensional Brillouin zone.
1.2.3 Wilson loop
In this subsection, we introduce a general and computationally efficient method to characterize the
topological materials. In condensed matter physics, there are usually multiple occupied bands, thus the
Berry connection defined in Eq. (1.11) needs to be generalized to the multi band case. The adiabatic
transport of a ground state at the initial momentum k(i) to a final momentum k can be viewed as
a unitary rotation in the subspace for occupied bands. The Wilson-line matrix Wk←k(i) maps the
subspace of the occupied bands at k(i) to the subspace of occupied bands at k, which satisfies the
parallel transport equation [26, 27],
∂kµWk←k(i) = −Aµ(k)Wk←k(i) , (1.61)
with the generalized Berry connection Aµ(k) defined as Amnµ (k) = 〈um(k)|∂kµ |un(k)〉 for the occupied
bands. From the above parallel transport equation, it can be solved that
Wk←k(i)(L) = exp
[
−
∫
L
Aµ(k)dkµ
]
, (1.62)
with the overline as the path ordering and L as the path that connects the momenta k(i) and k.
Tight-binding Hamiltonian In the tight-binding approximation, the Hilbert space can be spanned
by a finite number of atomic orbitals at each unit cell. In general, the eigenstate for the α-th atomic
orbital at site Rl can be labeled as φα(r−Rl). We assume that at different sites, the orbital eigenstates
are approximately orthogonal,
∫
drφα(r − Rl)∗φα(r − Rl′) = δl,l′ . We can then construct the Bloch
wavefunction as the linear combination of atomic orbitals (LCAO),
ψα(r) =
∑
Rl
bα(Rl)φα(r−Rl). (1.63)
From the Bloch theorem, ψα(r + Rn) = eik·Rnψα(r), the relation
∑
Rl
bα(Rl)φα(r − (Rl − Rn)) =∑
Rl
eik·Rnbα(Rl)φα(r−Rl) yields bα(Rl + Rn) = eik·Rnbα(Rl). Using this relation in Eq. (1.63), we
have ψα(r) = bα(0)
∑
Rl
eik·Rlφα(r−Rl). By the normalization condition of ψα(r), it can be obtained
that
∫
drψα(r)
∗ψα(r) = Nbα(0)∗bα(0) = 1, which indicates |bα(0)| = 1√N . Thus the Bloch function in
Eq. (1.63) is obtained as
ψα,k(r) =
1√
N
∑
Rl
eik·Rlφα(r−Rl). (1.64)
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In the second quantization language, a state in the tight-binding approximation can be expressed as
Ψ(r) =
∑
αl φα(r−Rl)Cˆαl. In this representation, the Hamiltonian is∫
drΨ(r)†Hˆ(r)Ψ(r) =
∑
α,β
∑
Rl,R
′
l
Cˆ†αlCˆβl′
∫
drφα(r−Rl)∗Hˆ(r)φβ(r−R′l). (1.65)
For the part
∫
drφα(r −Rl)∗Hˆ(r)φβ(r −R′l), since Hˆ(r) is periodic in Rl, this integral only depends
on Rl − R′l, we denote it as Hαβ(Rl − R′l). The Hamiltonian becomes, H =
∫
drΨ(r)†Hˆ(r)Ψ(r) =∑
α,β
∑
Rl,R
′
l
Cˆ†αlHαβ(Rl −R′l), Cˆβl′ , which is regarded as the tight-binding Hamiltonian in real space.
With the standard Fourier transform of Cˆαl = 1√N
∑
k∈BZ e
ik·RlCˆαk and Cˆ
†
αl =
1√
N
∑
k∈BZ e
−ik·RlCˆ†αk,
the Hamiltonian can be expressed as
H =
1
N
∑
α,β
∑
Rl,R
′
l
∑
k,k′
e−ik·Rleik
′·R′lCˆ†αkHαβ(Rl −R′l)Cˆβk′
=
∑
k
∑
α,β
Cˆ†αkHαβ(k)Cˆβk,
(1.66)
where Hαβ(k) =
∑
Rl−R′l e
−ik′(Rl−R′l)Hαβ(Rl − R′l) is periodic in reciprocal space Hαβ(k + kh) =
Hαβ(k), with kh the lattice vectors in reciprocal space.
Tight-binding Wilson loop In the tight-binding model expressed in Eq. (1.66), we can first obtain the
eigenstates that satisfy
∑
βHαβ(k)un,β(k) = εn(k)un,α(k), with n = 1, 2, · · · , N denoting the energy
bands, and α, β the labels for atomic orbitals. The Wilson loop can be obtained from the definition in
Eq. (1.62) as
W(L) = exp
[
−
∫
L
dk ·A(k)
]
, (1.67)
with the Berry connection of Amn = 〈um(k)|∇k|un(k)〉 for the occupied bands and L a loop in the
Brillouin zone.
For numerical evaluations, the expression for W(L) is obtained by discretizing the loop L as {k(0) +
G,k(N),k(N−1), · · · ,k(2),k(1),k(0)} with N  1 and the interval is ∆k = k(i+1) − k(i). From the
relation of
Fmni+1,i = 〈um(k(i+1))|un(k(i))〉 = δmn − 〈um(k(i+1)|
(
|un(k(i+1)〉 − |un(k(i)〉
)
= δmn −Amni+1,i∆k
≈ e−Amni+1,i∆k,
(1.68)
the following relation can be established,
W(L) = exp
[
−
∫
L
dk ·A(k)
]
=
N∏
i=0
e−Ai+1,i∆k =
N∏
i=0
Fi+1,i, (1.69)
with Fmni+1,i = 〈um(k(i+1))|un(k(i))〉 for the occupied bands. Compared with the expression in Eq. (1.67),
the expression in Eq. (1.69) can be evaluated numerically in a more efficient manner.
We consider the path L is chosen parallel to the x direction and winds around the Brillouin zone once.
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Figure 1.3: (a) The Wilson loop spectrum against kx for M = −1 (upper panel) and M = +1
(lower panel) for the Chern insulator described in Eq. (1.42). (b) The Wilson loop
spectrum against kx for M = 1.5 (upper panel) and M = +2.5 (lower panel) for the
BHZ model described in Eq. (1.51).
The momenta in the remaining (d−1) directions are denoted as k˜, and thus the Wilson loop labeled by
these momenta can be denoted as W(k˜). We represent the eigenvalues of W(k˜) as exp(iθα(k)), with
α = 1, · · · , nocc. The band structure of the set of the phases θα(k) in the (d− 1)-dimensional Brillouin
zone forms the Wilson loop spectrum, which will be used to characterize the topological phases.
It is natural to ask what is the physical meaning of the phases θα(k). To answer this question, we
first construct the projection operator as [26]
Pocc(k˜) =
nocc∑
i=1
∫ pi
−pi
dkx
2pi
|ui(k)〉〈ui(k)|, (1.70)
where nocc denotes the highest occupied band. With xˆ the position operator in the x direction, the
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eigenvalue denoted by θ¯(k˜)2pi of the projected position operator can be obtained by(
Pocc(k˜)xˆPocc(k˜)− θ¯(k˜)
2pi
)
|Ψ(k˜)〉 = 0, (1.71)
where the eigenfunction |Ψ(k˜)〉 can be expanded in terms of the occupied Bloch function as |Ψ(k˜)〉 =∑nocc
i=1
∫
dkx
2pi fn,k˜(kx)|ui(k)〉. Acting with 〈un(k)| on Eq. (1.71), we arrive at the following equation
i∂kxfn,k˜(kx) + i
nocc∑
m=1
〈un(k)|∂kx |um(k)〉fm,k˜(kx) =
θ¯(k˜)
2pi
fn,k˜(kx). (1.72)
After the integration, the coefficient fn,k˜(kx) can be obtained as
fn,k˜(kx) = e
−i(kx−k0x) θ¯(k˜)2pi
nocc∑
m=1
exp
(
−
∫ kx
k0x
dkxAx(k)
)
nm
fn,k˜(k
0
x), (1.73)
with Ax(k)nm = 〈un(k)|∂kx |um(k)〉. As the path winds the Brillouin zone in the x direction once,
kx = k
0
x + 2pi, from the periodic boundary condition on f , we arrive at the following equation,
nocc∑
n=1
Wmnkx+2pi←kx(k˜)fn,k˜(kx) = eiθ¯(k˜)fm,k˜(kx). (1.74)
It is now clear that the eigenvalue θα(k) of the Wilson loop operatorW(k˜) corresponds to the eigenvalue
of the projected position operator θ¯(k˜), which is commonly denoted as the position of Wannier centers.
As the eigenvalues of the Wilson loop eiθα(k) along a non-contractible loop in the Brillouin zone define
a map S1 → U(1), the winding number of these eigenvalues can be used as the topological invariants
to characterize the topological property of the system.
Examples Here we explain how the spectrum of the Wilson loops is used to characterize the topolog-
ical phases, by two concrete examples of the Chern insulator defined in Eq. (1.42) and the BHZ model
defined in Eq. (1.51).
For the Chern insulator, there is only one occupied band. As shown in Fig. 1.3 (a), the eigenvalue
of the Wilson loop winds non-trivially against kx for the non-trivial phase with M = −1, and in
contrast, for the trivial phase with M = +1, the eigenvalue of the Wilson loop winds trivially. For the
BHZ model, the Wilson loop spectrum is shown in Fig. 1.3 (b). The two eigenvalues corresponding
to different spin components wind non-trivially for the topological non-trivial phase with M = 1.5, as
shown in the upper panel.
1.3 Symmetry and topology
From our previous discussions, we can see that topological phases cannot be deformed continuously
into trivial phases without closing the bulk energy gap, or without breaking the generic symmetry of
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the systems. In this sense, the topological phases are symmetry protected and it is possible to classify
them in terms of generic symmetries. In this section, we follow Ref. [10] and [13] to establish the
classification of topological phases with respect to symmetry classes and spatial dimensions.
First it is necessary to distinguish the most generic symmetries. For symmetries that can be rep-
resented by unitary operators that commute with the Hamiltonian, the Hamiltonian can generally be
block decomposed. It is therefore more fundamental to work with the most generic symmetries, that
act on the symmetry irreducible Hamiltonians. It turns out that these are anti-unitary symmetries,
which include time-reversal and particle-hole symmetries.
Consider a general non-interacting system of fermions described by the Hamiltonian H. The "second
quantized" Hˆ can be written as
Hˆ =
∑
I,J
ψˆ†IHIJ ψˆJ , (1.75)
where {ψˆI , ψˆ†I} with I = 1, · · · , N a set of fermion annihilation and creation operators which satisfy
the anticommutation relation {ψˆI , ψˆJ} = δI,J . Here I and J denote the combined labels of the lattice
sites and internal quantum numbers such as spin and orbital quantum numbers.
Under the time-reversal symmetry, the fermion creation and annihilation operators transform as
Tˆ ψˆI Tˆ −1 =
∑
J
(UT )
J
I ψˆJ , Tˆ iTˆ −1 = −i. (1.76)
with Tˆ an anti-unitary operator and UT a unitary matrix. A system is time-reversal invariant if Tˆ
preserves the anticommutation relation and the Hamiltonian satisfies Tˆ HˆTˆ −1 = Hˆ, which leads to
the relation U †TH
∗UT = +H. Applying the time-reversal symmetry operator twice, one can obtain
(U∗TUT )
†H(U∗TUT ) = H. As the first quantized Hamiltonian runs over an irreducible representation
space, it is found that U∗TUT = e
iα
1 according to Schur’s lemma [13]. Since UT is unitary U
†
TUT = 1,
we can infer that U∗T = e
iαU †T and U
T
T = e
iαUT . From the relation 1 = U∗TU
T
T = e
2iα, it can be obtained
that eiα = ±1. Thus, the time-reversal invariance leads to the relation
Tˆ : U †TH∗UT = +H, U∗TUT = ±1. (1.77)
The particle-hole transformation mixes the fermion creation and annihilation operators as,
CˆψˆI Cˆ−1 =
∑
J
(U∗C)
J
I ψˆ
†
J , (1.78)
with Uc a unitary matrix so that the fermionic anticommutation relation is preserved. The invariance
under the particle-hole symmetry requires that CˆHˆ Cˆ−1 = Hˆ, which leads to the relation U †CH∗UC =
−H. Similar to the time-reversal symmetry, by applying particle-hole operator twice, we arrive at
the relation (U∗CUC)
†H(U∗CUC) = H. Together with the unitary property of UC , the particle-hole
invariance leads to the relation
Cˆ : U †CH∗UC = −H, U∗c Uc = ±1. (1.79)
Finally, the combination of time-reversal and particle-hole symmetry leads to a third symmetry called
chiral symmetry. The operator for the chiral symmetry is denoted as Sˆ, which acts on the fermion
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creation operator as
SˆψˆI Sˆ−1 =
∑
J
(UCUT )
J
I ψˆJ . (1.80)
If the system preserves the chiral symmetry, SˆHˆSˆ−1 = Hˆ, then the following relation can be obtained,
Sˆ : U †SHUS = −H, U2S = +1. (1.81)
Here U2S = +1 is obtained with a similar procedure in the time-reversal and particle-hole symmetry by
applying the symmetry operator twice.
The relation of Eq. (1.77), Eq. (1.79), and Eq, (1.81) can be summarized as
T−1HT = H, T = UTK, UTU∗T = ±1,
C−1HC = −H, C = UCK, UCU∗C = ±1,
S−1HS = −H, S = US , U2S = +1,
(1.82)
with K the complex conjugation operator. These symmetry constraints on the Hamiltonian define the
ten Altland-Zirnbauer classes, as we will show [13].
Usually, we are interested in momentum space Hamiltonians. We start from a d-dimensional real-
space Hamiltonian in the quadratic form Hˆ =
∑
r,r′
∑
i,j ψˆ
†
i (r)Hij(r, r
′)ψˆj(r′), with i, j the internal
quantum numbers and r the spatial position. After the Fourier transformation by
ψˆi(r) =
√
N
−1 ∑
k∈BZd
eik·rψˆi(k), (1.83)
the Hamiltonian in momentum space reads,
Hˆ =
∑
k∈BZd
∑
i,j
ψˆ†i (k)Hij(k)ψˆj(k), (1.84)
with Hij(k) =
∑
r e
−ik·rHij(r) and ψˆi(k) =
√
N
−1∑
r e
−ik·rψˆi(r).
We now investigate the transformation of the momentum space Hamiltonian H(k) under different
symmetries. In Eq. (1.84), under time-reversal symmetry operator,
Tˆ ψˆi(k)Tˆ −1 =
√
N
−1∑
r
eik·rTˆ ψˆi(r)Tˆ −1 =
∑
j
(UT )
j
i ψˆj(−k),
Tˆ Hij(k)Tˆ −1 = Hij(k)∗
(1.85)
And in Eq. (1.84), under particle-hole symmetry operator,
Cˆψˆi(k)Cˆ−1 = 1√
N
∑
r
e−ik·rCˆψˆi(r)Cˆ−1 =
∑
j
(U∗C)
j
i
1√
N
∑
r
e−ik·rψˆ†j(r) =
∑
j
(U∗C)
j
i ψˆ
†
j(−k),
CˆHij(k)Cˆ−1 = Hij(k).
(1.86)
By replacing the k with −k in the summation in Eq. (1.84), the time-reversal invariance leads to the
relation U †TH(−k)∗UT = +H(k), and the particle-hole invariance leads to the relation U †CH(−k)∗UC =
19
1 Introduction
−H(k). Or equivalently, they can be expressed as
T−1H(k)T = H(−k), T = UTK,
C−1H(k)C = −H(−k), C = UCK,
S−1H(k)S = −H(k), S = US .
(1.87)
The combination of time-reversal and particle-hole symmetry leads to the relation for the chiral sym-
metry.
Now it is clear that there are only ten possible kinds of Hamiltonians for a system to respond to
time-reversal (T ), particle hole (C), and chiral (S) symmetry. For the time-reversal symmetry, we
can denote different symmetry classes of Hamiltonians as T = 0,−1,+1, for (i) Hamiltonians that
do not preserve time-reversal symmetry, (ii) Hamiltonians that preserve time-reversal symmetry and
the symmetry operator squares to be −1, and (iii) Hamiltonians that preserve time-reversal symmetry
and the symmetry operator squares to be +1. Similarly for particle-hole symmetry, we can denote
different symmetry classes of Hamiltonians as C = 0,−1,+1. Hence with respect to time-reversal
and particle-hole symmetry, there are 3 × 3 = 9 possible kinds of Hamiltonians. For 8 out of the 9
cases, the chiral symmetry is fully determined. However, for the case when T and C are both absent
T = C = 0, the chiral symmetry can still be preserved, i.e., S = 0 and S = 1 is possible. Thus there
are 3× 3− 1 + 2 = 10 possible kinds of the Hamiltonians, which are called the Altland-Zirnbauer (AZ)
classes. These classes are listed in Table 1.1 [10, 13].
1.3.1 Dirac Hamiltonian and classification scheme
There are several ways to do the classification of topological insulators and superconductors. It is
noteworthy that almost all entries in the classification table 1.1 can be represented by Dirac Hamilto-
nians. In this section, we will use Dirac Hamiltonians together with Clifford algebras to achieve the
classification of topological phases [28].
We start with the massive Dirac Hamiltonian, which can be used to describe almost all topologically
gapped systems. In d-dimensional momentum space, the general form of the massive Dirac Hamiltonian
in the continuum limit reads
H(k) =
d∑
i=1
kiγi +mγd+1, (1.88)
with gamma matrices satisfying the Clifford algebra {γi, γj} = 2δi,j . Here the terms kiγi are called
Dirac kinetic terms and the term mγd+1 is called the Dirac mass term. As we have discussed, the
band closings in the bulk are closely related to topological phase transitions. For the massive Dirac
Hamiltonian in Eq. (1.88), the band closing happens at m = 0, which means m < 0 and m > 0
may represent topologically distinct phases. In this sense, the classification of topological phases is
equivalent to the classification of Dirac mass terms.
The basic strategy is to form a matrix representation of the Clifford algebra from the Dirac Hamil-
tonian in Eq. (1.88), together with the symmetry constraints in Eq. (1.87). As the classification of
topological phases is equivalent to the classification of the mass terms, we first treat the mass term
γd+1 as the generator of a Clifford algebra, denoted as e0 = γd+1. We then construct the matrix
representation of the Clifford algebra without e0, denoted as {ei}. Finally, we search for all possible
extensions of this Clifford algebra after including the additional generator e0, which forms a "classify-
ing space" V . Thus, topologically distinct phases are equivalent to different extensions of the Clifford
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class T C S extension Vd d =0 1 2 3 4 5 6 7
A 0 0 0 Cld → Cld+1 C0+d Z 0 Z 0 Z 0 Z 0
AIII 0 0 1 Cld+1 → Cld+2 C1+d 0 Z 0 Z 0 Z 0 Z
AI + 0 0 Cl0,d+2 → Cl1,d+2 R0−d Z 0 0 0 2Z 0 Z2 Z2
BDI + + 1 Cld+1,2 → Cld+1,3 R1−d Z2 Z 0 0 0 2Z 0 Z2
D 0 + 0 Cld,2 → Cld,3 R2−d Z2 Z2 Z 0 0 0 2Z 0
DIII − + 1 Cld,3 → Cld,4 R3−d 0 Z2 Z2 Z 0 0 0 2Z
AII − 0 0 Cl2,d → Cl3,d R4−d 2Z 0 Z2 Z2 Z 0 0 0
CII − − 1 Cld+3,0 → Cld+3,1 R5−d 0 2Z 0 Z2 Z2 Z 0 0
C 0 − 0 Cld+2,0 → Cld+2,1 R6−d 0 0 2Z 0 Z2 Z2 Z 0
CI + − 1 Cld+2,1 → Cld+2,2 R7−d 0 0 0 2Z 0 Z2 Z2 Z
Table 1.1: Classification of topological insulators and superconductors with respect to their sym-
metry classes (Altland-Zirnbauer classes) and spatial dimension d. The ten symmetry
classes of single-particle Hamiltonians are characterized by the presence/absence of
time-reversal (T), particle-hole (C), and chiral (S) symmetry of different types denoted
by ±1. The symmetry classes can be grouped into complex and real classes, depending
on whether the reality conditions arising from the anti-unitary symmetries are imposed
on the Hamiltonian. Vd denotes the classifying space from the extension problem of the
Clifford algebra. The symbols “Z”, “Z2”, and “2Z” represent the integer classification,
the binary classification, and the even classification of topological phases. “0” means
the entry is topologically trivial.
algebra, and the topological classification of each AZ class is found to be the zeroth homotopy group
of the classifying space pi0(V ).
It is therefore necessary to review some basic knowledge of complex and real Clifford algebra. A
complex Clifford algebra Cln has n generators satisfying
{ei, ej} = 2δij . (1.89)
A 2n-dimensional complex vector space can be formed by linear combinations of their products ep1ep2 · · · epn
(pi = 0, 1) with complex coefficients. A real Clifford algebra Clp,q has p+ q generators satisfying
{ei, ej} = 0 (i 6= j), and e2i =
−1 (i = 1, 2, · · · , p),+1 (i = p+ 1, · · · , p+ q). (1.90)
A 2p+q-dimensional real vector space can be formed by linear combinations of their products. The
complex classes (A, AIII), without anti-unitary symmetries, correspond to complex Clifford algebras,
while the real classes (AI, BDI, D, DIII, AII, CII, C, CI), with anti-unitary symmetries, correspond to
real Clifford algebras. According toK-theory, for complex Clifford algebras, the classifying space for the
extension Clp → Clp+1 is known to be Cp; and the classifying space for the extension Clp,q → Clp,q+1
is known to be Rq−p, while for Clp,q → Clp+1,q, it is Rp+2−q [28, 29].
Complex classes In class A without any symmetry constraint, from the Dirac Hamiltonian in
Eq. (1.89), the generators are found to be e0 = γd+1, e1 = γ1, · · · , ei = γi, · · · , ed = γd. We need
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to consider the extension problem for complex Clifford algebras,
Cd : Cld → Cld+1 (class A), (1.91)
with Cd the classifying space in d dimension. In the zero-dimensional case with d = 0, we find
pi0(C0) = Z which means in class A zero-dimensional systems have integer classification.
In class AIII with chiral symmetry, the Dirac Hamiltonian satisfies,
{H(k),Γ} = 0, (1.92)
where the chiral symmetry operator Γ is unitary. We can always take Γ2 = +1 by normalization with an
extra factor, and it can be treated as an additional generator of the Clifford algebra. The corresponding
generators are found to be e0 = γd+1, e1 = Γ, e2 = γ1, · · · , ei+1 = γi, · · · , ed = γd−1, ed+1 = γd. Thus
we need to consider the extension problem for complex Clifford algebras of
C1+d : Cl1+d → Cl2+d (class AIII). (1.93)
We can see that the classifying space for AIII class is always one dimension large than for A class. In
the zero-dimensional case with d = 0, we find pi0(C1) = 0, which means that zero-dimensional systems
in class AIII are topologically trivial.
Real classes
1. Time-reversal symmetry only (class AI and AII) Under the time-reversal symmetry, the Dirac
Hamiltonian in Eq. (1.88) satisfies T−1H(k)T = H(−k), which requires the following relation
between gamma matrices and the time-reversal operator,
Tγi = −γiT (i = 1, · · · , d), Tγd+1 = γd+1T. (1.94)
We can treat the symmetry operators as generators or Clifford algebras. The generators for the
corresponding real Clifford algebra are
e0 = Jγ0, e1 = T, e2 = TJ, e3 = γ1, e4 = γ2, · · · , ed+2 = γd, (1.95)
where J is the imaginary unit with J2 = −1.
For class AI with T 2 = +1, without e0, the generators in the above equation form the Clifford
algebra of Cl0,2+d. With e20 = −1, the extension of the real Clifford algebra leads to the classifying
space
R0−d : Cl0,d+2 → Cl1,d+2 (class AI). (1.96)
For class AII with T 2 = −1, without e0, the generators form the Clifford algebra of Cl2,d. With
e20 = −1, the extension of the real Clifford algebra leads to the classifying space
R4−d : Cl2,d → Cl3,d (class AII). (1.97)
2. Particle-hole symmetry only (class C and D) Under the particle-hole symmetry, the Dirac Hamil-
tonian in Eq. (1.88) satisfies C−1H(k)C = −H(−k), which requires the following relation between
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gamma matrices and the particle-hole operator,
Cγi = γiC (i = 1, · · · , d), Cγd+1 = −γd+1C, (1.98)
Thus we can construct generators for a real Clifford algebra as
e0 = γ0, e1 = C, e2 = CJ, e3 = Jγ1, e4 = Jγ2, · · · , ed+2 = Jγd. (1.99)
For class D with C2 = +1, without e0, the above generators form the Clifford algebra of Cld,2.
With e20 = +1, the extension of the real Clifford algebra leads to the classifying space
R2−d : Cld,2 → Cld,3 (class D). (1.100)
For class C with C2 = −1, without e0, the above generators form the Clifford algebra of Cld+2,0.
With e20 = −1, the extension of the real Clifford algebra leads to the classifying space
R6−d : Cld+2,0 → Cld+2,1 (class C), (1.101)
3. Time-reversal and particle-hole symmetry (BDI, DIII, CII, CI) The Dirac Hamiltonian satisfies
both time-reversal and particle-hole symmetry, thus the gamma matrices satisfy both Eq. (1.94)
and Eq. (1.98). Accordingly, we can construct generators for a real Clifford algebra as
e0 = γ0, e1 = C, e2 = CJ, e3 = TCJ, e4 = Jγ1, e5 = Jγ3, · · · , ed+3 = Jγd,
(1.102)
with a total of d+ 4 generators.
For class BDI with T 2 = +1 and C2 = +1, without e0, the generators in Eq. (1.102) form the
real Clifford algebra Cld+1,2, where e21 = e22 = +1 and the square of the rest d + 1 terms equals
−1. Thus the classifying space is given by
R1−d : Cld+1,2 → Cld+1,3 (class BDI). (1.103)
For class DIII with T 2 = −1 and C2 = +1, without e0, the generators form the real Clifford
algebra Cld,3, where e21 = e22 = e23 = +1 and the square of the rest d terms equals −1. Thus the
classifying space is given by
R3−d : Cld,3 → Cld,4 (class DIII). (1.104)
For class CII with T 2 = −1 and C2 = −1, without e0, the generators form the real Clifford
algebra Cld+3,0, where the square of the d + 3 terms equals −1. Thus the classifying space is
given by
R5−d : Cld+3,0 → Cld+3,1 (class CII). (1.105)
For class CI with T 2 = +1 and C2 = −1, without e0, the generators form the real Clifford algebra
Cld+2,1, where e23 = +1 and the square of the rest d + 2 terms equals −1. Thus the classifying
space is given by
R7−d : Cld+2,1 → Cld+2,2 (class CI). (1.106)
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Thus the classification of topological phases is reduced to determining the zeroth homotopy group of
the classifying spaces Cq and Rq discussed above, which is given in Table. 1.1 [28, 29].
Example Here we give an example of class A in two-dimensional space, which can be used to describe
the integer quantum Hall effect. The 2N × 2N dimensional Dirac Hamiltonian in two-dimensional
momentum space reads [28],
H(k) = kxσx ⊗ 1N + kyσy ⊗ 1N + γ3, (1.107)
with σi Pauli matrices and 1N the identity matrix of dimension N . As the mass term γ3 anti-commutes
with the kinetic terms, it must take the form of γ3 = σz ⊗ A, with A a normalized N ×N Hermitian
matrix.
The Hermitian matrix A can be diagonalized by a unitary matrix, A = U diag(1n,−1m)U †, with
n+m = N . With fixedm and n, the set of A corresponds to a complex Grassmannian U(n+m)/U(n)×
U(m). Thus, the classifying space after the extension with the mass term γ3 corresponds to the union
of complex Grassmannian with different values of n,m,
γ3 ↔ ⊕n,mU(n+m)/U(n)× U(m). (1.108)
Since pi0[⊕n,mU(n + m)/U(n) × U(m)] = Z, the topologically distinct phases are characterized by
integers.
1.4 Non-Hermitian topological phases
A recent development in this field is to investigate non-Hermitian topological phases [20, 21, 30]. In
non-Hermitian systems without the constraints of Hermiticity H 6= H†, the left eigenvectors are no
longer the adjoint of the right eigenvectors. For a non-Hermitian Hamiltonian with discrete spectrum,
the orthonormality can be achieved through the set of biorthonormal eigenbasis
{|un〉, |un〉〉} which
satisfies
H|un〉 = En|un〉, 〈〈un|H = 〈〈un|En, (1.109)
〈〈um|un〉 =〈um|un〉〉 = δmn, (1.110)∑
n
|un〉〈〈un| =
∑
n
|un〉〉〈un| = 1. (1.111)
Here, the adjoints of a left eigenvector |un〉〉 and a right eigenvector |un〉 also satisfy 〈un|H† = 〈un|E∗n
and H†|un〉〉 = E∗n|un〉〉. As the choice of eigenbasis satisfying Eqs. (1.109) to (1.111) is in drastic
contrast to Hermitian systems, it is natural to ask whether the topological invariants can be defined
similarly in non-Hermitian systems, and if they can, whether they can be used to characterize the
non-Hermitian topological phases.
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class d =0 1 2 3 4 5 6 7
A, DIII, CI 0 Z 0 Z 0 Z 0 Z
AIII 0 Z⊕ Z 0 Z⊕ Z 0 Z⊕ Z 0 Z⊕ Z
AI, D Z2 Z 0 0 0 2Z 0 Z2
BDI Z2 ⊕ Z2 Z⊕ Z 0 0 0 2Z⊕ 2Z 0 Z2 ⊕ Z2
AII, C 0 2Z 0 Z2 Z2 Z 0 0
CII 0 2Z⊕ 2Z 0 Z2 ⊕ Z2 Z2 ⊕ Z2 Z⊕ Z 0 0
Table 1.2: Classification of non-Hermitian topological phases [21]. A prominent feature is that
Classes A, DIII and CI, classes AI and D, and classes AII and C are unified in the
Altland-Zirnbauer ten-fold classes.
Berry phase We take the Berry phase in non-Hermitian systems as an example. The dynamics of
the right eigenvector can be obtained similar to that of Eq. (1.9), which reads
En(k(t))|un(k(t))〉 = ~∂tθ(t)|un(k(t))〉+ i~∂t|un(k(t))〉, (1.112)
with En(k(t)) the eigenvalue for the band n. Applying the left eigenvector 〈〈un(k(t))| with the nor-
malization condition of 〈〈un(k(t))|un(k(t))〉 = 1, after the integration, the phase is obtained as
θ(t) =
1
~
∫ t
0
En(k(t
′))dt′ − i
∫ t
0
〈〈un(k(t′))|∂t′ |un(k(t′))〉dt′. (1.113)
We emphasize that the second term at the RHS can still be treated as the geometrical phase. On a
cyclic path of Γ in the Brillouin zone, it can be written as
γn = i
∫ t
0
〈〈un(k(t′))|∂t′ |un(k(t′))〉dt′ = i
∮
Γ
dk〈〈un(k)|∇k|un(k)〉. (1.114)
The form of the Berry connection can be derived accordingly
γn =
∮
Γ
dk An =
∫∫
Γ
dS ∇k ×An, (1.115)
with the Berry connection and Berry curvature of
An = i〈〈un(k)|∇k|un(k)〉, Ωn = ∇k ×An(k) = i∇k × 〈〈un(k)|∇k|un(k)〉. (1.116)
From Eqs. (1.115) and (1.116), the Berry phase and Berry curvature can still be defined in terms of
the biorthonormal eigenbasis.
It is important to notice that in Eq. (1.113), the first part which is called the dynamic phase is also
different from the Hermitian case, because the energy eigenvalues are complex En(k) ∈ C. On a cyclic
path of Γ in the Brillouin zone, the winding number for the n-th band can be defined as [20]
ωn =
∮
Γ
dk
2pi
∇k argEn(k), (1.117)
where arg takes the argument of the complex energy.
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1.4.1 Classification of non-Hermitian topological phases
In this section, we extend the classification table of topological phases to non-Hermitian regime. An
arbitrary invertible HamiltonianH has a unique polar decompositionH = UP with U being unitary and
P =
√
H†H being Hermitian and positive definite. It can be proved that H and U are homotopically
equivalent, H ' U [21]. Accordingly, the classification of Hamiltonians is equivalent to the classification
of corresponding unitary matrices.
It should be noted that in the previous section, the classification of topological phases of gapped
systems is achieved through Dirac Hamiltonians. A more fundamental treatment should start with a
general gapped Hermitian Hamiltonian, which can be continuously deformed to a “spectrum flattened”
Hamiltonian which satisfies H2 = 1. The energy eigenvalues above and below the energy gap are de-
formed to +1 and −1, respectively, and the wavefunctions are preserved during the spectrum flattening,
so that any topological property is preserved. After this treatment, H can be considered as a generator
of a Clifford algebra ClH . Notice that the symmetry operators already form a Clifford algebra ClS .
Thus the classifying space is formed by the extension of the Clifford algebra ClS → ClH . In this way,
the classification of topological phases can be achieved from these classifying spaces.
For a non-Hermitian Hamiltonian H, after the unitarization by the polar decomposition H = UP ,
in general U2 6= ±1, which means U cannot be treated as a generator of a Clifford algebra. However,
a corresponding Hermitian Hamiltonian can be constructed as [21]
HU = σ+ ⊗ U + σ− ⊗ U † =
(
U
U †
)
. (1.118)
The constructed Hamiltonian satisfies H2U = 1 as U is unitary. It should be emphasized that after such
a construction, the Hamiltonian automatically acquires a chiral symmetry with the symmetry operator
Σ = σz ⊗ 1,
{HU ,Σ} = 0, (1.119)
with Σ2 = 1. In this way, the topological property of U can be obtained from HU . Thus, the classi-
fication of non-Hermitian Hamiltonians H is equivalent to the classification of HU with an additional
chiral symmetry Σ.
Complex classes For class A, with the additional chiral symmetry Σ, the classification simply shifts
to class AIII, since there are no other symmetry constraints.
For class AIII, because the additional chiral symmetry commutes with the original chiral symmetry
σ0 ⊗ Γ, [Σ, σ0 ⊗ Γ] = 0, the topological number simply duplicates, that is, Z → Z ⊗ Z and 0 → 0 for
entries in class AIII.
Real classes AZ classes with a single anti-unitary symmetry This includes class AI (T 2 = +1), class
D (C2 = +1), class AII (T 2 = −1) , and class C (C2 = −1). Denote the anti-unitary operator as
A = UAK. Thus, from the relation AU = ηAUA and AU † = ηAU †A with ηA = ±1 from the single
anti-unitary symmetry, we can construct an anti-unitary operator AU = σ0 ⊗A and obtain
AUHU = ηAHUAU , (1.120)
which means HU follows a similar anti-unitary symmetry as that of U . Since AU commutes with Σ,
it can be inferred that there is another anti-unitary operator, the square of which is the same as A2.
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Thus, class AI and class D with T 2 = C2 = +1 are unified to class BDI, while class AII and class C
with T 2 = C2 = −1 are unified to class CII.
AZ classes of both time-reversal and particle-hole symmetry They can be separated into two groups.
In the first group of classes CI (T 2 = +1, C2 = −1) and class DIII (T 2 = −1, C2 = +1), an operator
can be constructed as iΣ(σ0⊗Γ) = iσz⊗Γ, with the original chiral symmetry Σ . Here we note that this
operator squares to be (iσz⊗Γ)2 = −1, and it commutes with all the generators in the original Clifford
algebra. Thus this operator can simply be treated as an imaginary unit, which turns the corresponding
real Clifford algebra to complex Clifford algebra. As a result, classes CI and DIII are unified to be
AIII. In the second group of classes BDI (T 2 = +1, C2 = +1) and CII (T 2 = −1, C2 = −1), a similar
operator of Σ(σ0 ⊗ Γ) = σz ⊗ Γ can be constructed, which squares to be +1 and commutes with the
generators in the original Clifford algebra. Since σz ⊗ Γ has two different subspaces corresponding to
eigenvalues ±1, the topological invariants just get doubled.
1.5 Organization of this thesis
After introducing the basic concepts of Hermitian topological systems in this chapter, the remainder
of this thesis is mainly devoted to investigating non-Hermitian topological phases. As PT symmetry
is found to be an alternative to the fundamental axiom of Hermiticity in quantum mechanics [31–34],
we will first study the PT -symmetric topological nodal-line semimetals in chapter 2. The topological
properties, including topological invariants, topological surface states, and topological current, will be
studied through both analytical and numerical calculations. It is found that PT symmetric nodal-line
semimetals exhibit a parity anomaly in (3 + 1)-dimensional spacetime that is not possible in high-
energy physics. The proposal of generating and detecting a topological current that originates from
the parity anomaly is suggested. At the end of this chapter, we relax the constraints of Hermiticity
but keep the PT symmetry to realize a PT -symmetric non-Hermitian Dirac nodal-line semimetal.
The corresponding topological invariants and surface states are calculated and compared with their
Hermitian counterparts.
In chapter 3 we focus on general non-Hermitian topological gapped systems. As can be seen in the
section ”symmetry and topology”, most Hermitian topological gapped systems can be represented by
massive Dirac Hamiltonians described in Eq. (1.88) and based on it, the classification table of topo-
logical phases can also be established. Similarly, the non-Hermitian topological gapped systems can be
represented by non-Hermitian Dirac Hamiltonians, after introducing non-Hermitian terms. We present
a systematic investigation of d-dimensional massive Dirac Hamiltonians with three different types of
non-Hermitian terms: (i) non-Hermitian terms that anti-commute with the Dirac Hamiltonian, (ii)
non-Hermitian kinetic terms, and (iii) non-Hermitian mass terms. With respect to different boundary
conditions, we adopt a method using non-unitary similarity transformation, unique to non-Hermitian
systems, to reveal the intimate connection between different types of non-Hermitian Dirac Hamilto-
nians. The bulk-boundary correspondence is discussed in detail for each kind of Dirac Hamiltonians.
At the end of this chapter, we introduce the notion of exceptional points, along with a comprehensive
discussion of their physical properties.
Finally, in chapter 4, we extend our discussion to non-Hermitian topological gapless systems, with
a focus on non-Hermitian topological Weyl and Dirac semimetals. We first introduce the topological
properties of Hermitian Weyl semimetals, which includes the chirality of Weyl points, the Fermi arc
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surface states, the chiral anomaly and the associated chiral magnetic effect. Then we turn to non-
Hermitian Weyl semimetals by considering all possible non-Hermitian terms. It is found that there are
only non-Hermitian kinetic and mass terms in non-Hermitian Weyl Hamiltonians. The corresponding
topological features of these two kinds of non-Hermitian Weyl semimetals are studied in detail. As PT
symmetry is of fundamental interest, we will focus on the PT -symmetric non-Hermitian perturbations
in Dirac semimetals. Besides turning a Dirac point into Weyl points, these non-Hermitian perturbations
induce topological phase transitions from a Dirac point to a pair of mutually complex conjugated Weyl
exceptional rings and a Dirac exceptional sphere with periodic boundary conditions. However, as the
usual bulk-boundary correspondence fails in the non-Hermitian topological systems, special attention
is paid to the topological surface states in the PT -symmetric non-Hermitian Dirac semimetals with
open boundary conditions.
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The last decade witnessed a growing interest in topological semimetals [13, 35–43]. Different from
normal metals, the band crossings between valence and conductance bands in topological semimetals
are protected by symmetry. A distinct feature between topological and normal metals is the dimension
of the Fermi surface. The Fermi surface of topological semimetals can have reduced dimensions, for in-
stance the Weyl semimetals possess 0D Fermi surfaces in 3D and the Fermi surface of Dirac semimetals
is 0D in either 2D or 3D space, while the normal metals usually have Fermi surfaces with one dimension
less than the spatial dimension [44–48]. Other than 0D Fermi surfaces, topological semimetals can also
possess 1D Fermi surface (nodal line) in either 2D or 3D spatial dimensions [1, 49–59]. In topologi-
cal semimetals, the bulk topological invariants of the topological semimetals lead to exotic boundary
states due to the bulk-boundary correspondence, such as the Fermi arc surface states in Weyl/Dirac
semimetals.
Furthermore, topological semimetals possess anomalous transport properties, such as the axial cur-
rent in Weyl semimetals [60] and the valley Hall effect in graphene [61, 62]. These topological currents
have their origin in quantum anomalies of the relativistic field theories describing the low-energy physics
of semimetals [63–65]. Quantum anomalies arise whenever a symmetry of the classical theory is broken
by the regularization of the quantum theory. For example, in Weyl semimetals the famous (3+1)-
dimensional chiral anomaly [66–72] manifests itself as the non-conservation of the chiral charge. Another
example of an anomaly leading to topological currents is the (2+1)-dimensional parity anomaly [5, 73–
75], which is realized in graphene [76–78] and graphene-like systems [79–81]. The fermionic excitations
near the Dirac cones of graphene are described by a (2+1)-dimensional quantum field theory exhibiting
the parity anomaly. Any gauge symmetric regularization of this quantum field theory must necessarily
break spacetime inversion symmetry, which manifests itself by a parity-breaking Chern-Simons term in
the electromagnetic response theory of a single graphene Dirac cone. This Chern-Simons term gives rise
to the valley Hall effect, where fermions from different Dirac cones flow to opposite transverse edges,
upon applying an electric field [76, 76–79].
In this chapter, we focus on a specific class of topological semimetals with one dimensional Fermi
surface in 3D space, the PT -symmetric Dirac nodal-line semimetals (DNLSM). The band crossings in
such materials form a 1D nodal lines, and are topologically stable as they are protected by the PT
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symmetry. The topological charges of these finite-dimensional Fermi surfaces are defined in a similar way
as for Weyl and Dirac points, namely, by the topology of the Berry bundle on a sphere that encloses the
Fermi surface from its transverse dimension [40–43]. We explicitly discuss the topological invariants
associated with the Fermi surface. By studying the surface spectrum, we find there are drumhead
surface states in DNLSMs. We explain the formation of such novel surface states by revealing their
intimate relation with bulk topological invariants.
Since topologically nontrivial Berry bundles are closely connected to quantum anomalies, one may
wonder whether the quantum field theories describing nodal-line semimetals exhibit any anomalies and,
if so, whether they lead to unusual transport phenomena. Thus we further investigate this question for
the (3+1)-dimensional Dirac nodal-line semimetals (DNLSMs) protected by the combined symmetry
of time-reversal T and inversion P with (PT )2 = 1 [49–51]. We find that the low-energy fermionic
excitations of these DNLSMs are described by a one-parameter family of (2+1)-dimensional quantum
field theories with a parity anomaly. We show that in the presence of small inversion breaking, this
parity anomaly leads to a Hall-like topological current, which can be controlled by using electric fields.
To detect this anomalous current, we propose a dumbbell-shaped device, which utilizes the drumhead
surface states of DNLSMs to filter electrons based on their momenta.
In the last section, since PT symmetry is closely related to the non-Hermitian physics, we will discuss
the topological nodal-line semimetals in the presence of PT -symmetric non-Hermitian potentials. We
find that the PT -symmetric non-Hermitian potential turns the 1D nodal line to a 2D torus. Though
the topological invariant of such systems can still be computed similar to Hermitian systems, it does
not have a good correspondence between the topological boundary states, which suggests a theory for
non-Hermitian topological phases of matter should be developed.
2.1 Symmetry and topology
We have discussed in the first chapter that there is an intimate relation between symmetry and topology.
In this chapter, we focus on a topological system with two most fundamental symmetries, the inversion
(parity) symmetry P and the time-reversal symmetry T . In real space, the inversion flips all directions
of space and the time-reversal flips the direction of time
P : (t,x)→ (t,−x), T : (t,x)→ (−t,x), (2.1)
where t denotes the time and x the space of the spacetime vector. It should be noted that in even
spatial dimensions, the parity operation is equivalent to rotation.
In condensed matter physics, with translational symmetry and periodic boundary conditions, it suf-
fices to discuss the systems in the first Brillouin zone (BZ). As we consider systems without interaction,
we denote the system by a single particle Hamiltonian H(k), with k running over the first BZ. Under
P and T symmetry, the Hamiltonian satisfies
PˆH(k)Pˆ−1 = H(−k) and Tˆ H(k)Tˆ −1 = H(−k), (2.2)
where Tˆ is an anti-unitary operator, Tˆ iTˆ −1 = −i, and Pˆ is a unitary operator, PˆiPˆ−1 = i. For our
discussion, we take Pˆ2 = +1 and Tˆ 2 = +1 for spinless systems without spin-orbit coupling (SOC).
Furthermore, we consider the combined symmetry of space inversion and time-reversal, denoted by
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PT . Under this combined symmetry, the Hamiltonian satisfies
PˆTˆ H(k)(PˆTˆ )−1 = H(k), (2.3)
which acts on each k point. In a system without SOC, the combined symmetry operator is an anti-
unitary operator, PˆTˆ i(PˆTˆ )−1 = −i, which satisfies (PˆTˆ )2 = +1. Hence the PˆTˆ operator can be
represented by the complex conjugation operator PˆTˆ = UK, with U unitary and K complex conjugation
operator. Note that under the condition (PˆTˆ )2 = +1, we have the relation UU∗ = 1. Actually, the
PT symmetry is a reality condition for the Hamiltonian. Up to a basis choice, PˆTˆ = K, and it can be
derived that from Eq. (2.3), the Hamiltonian H(k) is a real matrix at each k in BZ. Such a constraint
imposed by symmetry will lead to quantization of topological invariants in specific dimensions, as we
show below.
For each k, we can find a set of eigenstates of the Hamiltonian |α,k〉 with the band index α, that
satisfy,
PˆTˆ |α,k〉 = eiθ(k)|α,k〉, (2.4)
with θ(k) an arbitrary phase. Such relation holds for each band as there is no Kramers degeneracy
for (PˆTˆ )2 = +1. Now we turn to the constraint imposed on the topology by the PT symmetry. The
relation of Eq. (2.4) can be rewritten as |α,k〉 = e−iθ(k)PˆTˆ |α,k〉. The Berry phase for the αth band,
along a closed loop in BZ is
γα = i
∮
dk〈α,k|∂k|α,k〉 = i
∮
dk〈α,k|(PˆTˆ )−1eiθ(k)∂ke−iθ(k)(PˆTˆ )|α,k〉
= i
∮
dk〈α,k|(UK)−1∂k(UK)|α,k〉+ i
∮
dkeiθ(k)∂ke
−iθ(k)
= −
(
i
∮
dk〈α,k|∂k|α,k〉
)∗
+ i
∮
dkeiθ(k)∂ke
−iθ(k).
(2.5)
In the last step, we have adopted the relation
〈k|∂k|k〉 = −(∂k〈k|)|k〉 = −〈k|∂k|k〉∗. (2.6)
Further i
∮
dkeiθ(k)∂ke
−iθ(k) is the winding number of θ(k) along the closed loop, which equals to 2pin
with n integer. As the Berry phase is real in Hermitian systems, we have,
γ = −γ + 2pin −→ γ = npi, (2.7)
which is quantized as npi. Since in the Brillouin zone, the eigenstates can be altered by a global phase
of 2pim, |k〉 → ei2pim|k〉, the Berry phase can differ by 2pim with m an integer. Thus, we can define the
topological invariant as
ν = npi mod 2pi ∈ Z2. (2.8)
Historically this was first pointed out by Zak [82].
The above derivation can be generalized to the multi-band case with the Berry phase given as
γ =
∮
dk trAˆ(k), (2.9)
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Figure 2.1: The topological charge is defined in terms of a line integral along the green loop. The
blue plane indicates the two-dimensional subsystems that are parameterized by the
angle φ.
with Aˆαβ = 〈α,k|i∂k|β,k〉 denoting the Berry connection of the occupied eigenstates |α,k〉.
2.2 Dirac nodal-line semimetals
We consider the PT -symmetric Dirac nodal-line semimetals with Z2 topological charge. The Fermi
surface of Dirac nodal-line semimetals (DNLSM) consists of one-dimensional Dirac rings. We define
the co-dimension as the dimension of the submanifold that encloses the Fermi surface in its transverse
dimension. As the nodal ring can be enclosed by a 1D loop in the three-dimensional Brillouin zone, the
co-dimension is dc = 1. Without loss of generality, we assume that the DNLSM exhibits only a single
Dirac ring, which is located within the kz = 0 plane. Its low-energy Hamiltonian reads
Hnl(k) = 1
Λ
[k20 − (k2x + k2y)− b2k2z ]σ3 + vzkzσ2 +mσ1, (2.10)
where for later use we have introduced a small PT breaking mass mσ1. In a DNLSM material this
mass term could be generated, for example, by inversion breaking uniaxial strain or pressure. In the
absence of mσ1 the Hamiltonian H(k) is PT -symmetric
PˆTˆ Hnl(k)(PˆTˆ )−1 = Hnl(k), (2.11)
with the PT operator PˆTˆ = σ3Kˆ. The energy spectrum of the low-energy Hamiltonian in Eq. (2.10)
is Enl = ±
√
1
Λ2
[k20 − (k2x + k2y)− b2k2z ]2 + v2zk2z . The nodal line centers at (kx, ky) = 0 with radius k0
on the kz = 0 plane. The Dirac nodal line is plotted out in red in Fig. 2.1.
As discussed in the section of symmetry and topology, the PT symmetry leads to the quantization
of Z2 type topological invariants, which can be obtained by calculating the Berry phase along a closed
loop. For the DNLSM, we choose a loop S1 that interlinks with the Dirac ring [green loop in Fig. 2.1].
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Then according to Eq. (2.9), the topological invariant is given by
ν[S1] =
1
pi
∫
S1
dφ trAˆ(ϕ) mod 2, (2.12)
where the integration is along the loop S1, parameterized by ϕ ∈ [−pi, pi), and Aˆαβ,j= 〈α,k|i∂kj |β,k〉
denotes the Berry connection of the occupied Bloch eigenstates |α,k〉. PT symmetry ensures that ν
can only take on the quantized values of 0 and 1. Loops S1 that interlink with a Dirac ring have a
nontrivial Berry bundle, which results in a nonzero topological charge ν = 1. This can be seen by a
simple calculation. As the topological invariant does not depend on the shape of the loop S1, we can
parameterize S1 by (kx, ky, kz) = (0, k0 − Λ2k0 r cos θ, 1vz r sin θ), with r  k0. To the first order of r, the
Hamiltonian on loop S1 becomes,
HS1(θ) = r cos θσ3 + r sin θσ2 +O(r2). (2.13)
Under a unitary transformation by σ2, the Hamiltonian becomes H′S1(θ) = r cos θσ1 + r sin θσ2. The
eigenstate for the occupied band is 1√
2
(−e−iθ, 1)T, with T the matrix transposition. Thus the topological
invariant equals,
ν[S1] =
1
pi
∫ pi
−pi
dθ
1
2
(
−eiθ 1
)
i∂θ
(
−e−iθ
1
)
= 1 mod 2, (2.14)
which is non-trivial. The Berry phase can also be calculated from the Berry curvature over the surface
around the nodal line. As we will see, the Berry curvature is of Dirac delta function type, which reflects
the singularity of the Dirac nodal line. In two dimensions, Eq. (2.12) assures the stability of the Dirac
points like in graphene. In fact, since graphene is PT -symmetric and its Dirac points have co-dimension
dc = 1, it belongs to the same entry in the classification of topological semimetals as DNLSMs [47].
Guided by the similarity between Dirac nodal line in 3D and Dirac points in 2D space, we introduce
cylindrical coordinates {kρ, φ, kz} and decompose the (3+1)-dimensional DNLSM into a family of (2+1)-
dimensional subsystems parameterized by the angle φ, as shown in Fig. 2.1. Each subsystem exhibits
two Dirac points with opposite Berry phase 1, denoted by two blue dots in Fig. 2.1. The low-energy
physics of a single Dirac point in a given subsystem is described by a (2+1)-dimensional quantum field
theory with the action
Sφ =
∫
d3x ψ¯
[
iγµ(∂µ + ieAµ) +m
]
ψ, (2.15)
where ψ is a two-component Dirac spinor coupled to the electromagnetic gauge field Aµ. Here, ψ¯ =
ψ†γ0,
{
γµ, γν
}
= 2ηµν , and ηµν = diag(1,−1,−1). The mass term mψ¯ψ breaks spacetime inversion
symmetry, since the spinors transform under PT as ψ → γ2γ0ψ and ψ† → −ψ†γ0γ2. In the absence
of the mass term mψ¯ψ, Eq. (2.15) is PT -symmetric [with (PT )2 = 1] and can be viewed as a classical
action of (2 + 1)-dimensional Dirac fields.
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Figure 2.2: Drumhead surface states. (a) Relationship of the Dirac ring to the surface states of
a topological nodal-line semimetal. The yellow and blue regions show the bulk and
surface BZ, respectively. Drumhead surface states occur within the red region, which
is bounded by the projected Dirac ring. Within this region the topological charge ν,
Eq. (2.12), takes on the value ν = 1, while outside this region it is zero. (b) Local
density of states on the surface. The total number unit cells in z direction is Nz = 50.
The number of states near the Fermi surface that summed is Neigen = 50 and the first
Nedge = 5 unit cells from the boundary are taken into account. Γ is taken as 1.
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2.3 Drumhead surface states
The topologically nontrivial Berry bundle of DNLSMs leads to the appearance of drumhead surface
states. This can be seen by deforming the green integration loop in Fig. 2.1 into two lines along the
(001) direction, denoted by “Li" in Fig. 2.2(a). It follows from the bulk-boundary correspondence [83]
that in-gap surface states appear at the (001) face of DNLSMs whenever ν[Li] 6= 0. This corresponds
to regions of the surface BZ that are bounded by the projected Dirac ring, since moving Li along
transverse directions without crossing the Dirac ring preserves ν[Li]. As the drumhead surface states
are of topological origin, their existence does not depend on the surface termination or any other
microscopic details of the crystal surface.
In this section, we first analytically calculate the surface spectrum from the low-energy effective model
in Eq. (2.10). We will see that the surface states localize exactly inside the regions predicted by the
bulk-boundary correspondence. Further, we will turn to a lattice model of DNLSMs and numerically
calculate the local density of states (LDOS) on the surface, which can be probed directly by angle-
resolved photoemission spectroscopy (ARPES) experiments.
2.3.1 Surface spectrum from the continuum model
To investigate the surface states, we take a semi-infinite system in the half plane of z ≤ 0 with open
boundary conditions. The translational symmetry is broken in z direction due to the boundary, while
it is still preserved in other directions, which means kx and ky are still good quantum numbers. Hence,
the real space Hamiltonian with open boundary conditions can be denoted as Hnl(kx, ky,−i∂z), with
the replacement of kz → −i∂z. We adopt the ansatz for the boundary eigenstates as
|ψλ〉 = eikxx+kyyeλz
(
ψ1
ψ2
)
. (2.16)
With this, the Schrödinger equation becomes Hnl(kx, ky,−i∂z)ψλ = Eψλ, and the eigenenergies satisfy
the secular equation of
det |Hnl(kx, ky,−iλ)− E| = 0, (2.17)
where Hnl(kx, ky,−iλ) = 1Λ [k20 − (k2x + k2y) + b2λ2]σ3 − ivzλσ2. For simplicity, from now on, we denote
∆k = k
2
0 − (k2x + k2y). From the above secular equation, we can obtain the expression for λ,
λ2α =
−(2∆k − v2zΛ2) + (−1)α
√
(2∆k − v2zΛ2)2 − 4(∆2k − Λ2E2)
2
, (2.18)
with α = 1, 2. Each value of λ can be represented by βλα, with β = ±1. Solving the Schrödinger
equation
Hnl(kx, ky,−iλ)
(
ψ1
ψ2
)
= E
(
ψ1
ψ2
)
, (2.19)
1To see this, one may move the green integration loop in Fig. 2.1 along the Dirac ring from one Dirac point to the other.
This demonstrates that the green loop encloses the two Dirac points with opposite orientations.
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the spinor part can be obtained in terms of λ,
ψαβ =
(
vzλ
1
Λ(∆k + b
2λ2)− E
)
, or equivalently ψαβ =
(
1
Λ(∆k + b
2λ2) + E
vzλ
)
. (2.20)
Thus the boundary states can be written as the superposition of,
|ψ〉 = eikxx+kyy
∑
α=1,2,β=±
Cαβψαβe
βλαz. (2.21)
The coefficient Cαβ and the expression for λ are to be found as follows. With open boundary conditions
in z direction, the wavefunction vanishes at z = −∞ and z = 0. The former condition requires positive
β with Reλα > 0 (or negative β with Reλα < 0), so that the wavefunction decays to zero towards
negative infinity. The latter condition gives the secular equation
det |ψ1+ ψ2+| = 0, (2.22)
as two wavefunctions becomes linearly dependent. The two equivalent expressions for ψαβ lead to the
following two equivalent relations
vz(λ1 − λ2)
[
E − 1
Λ
(∆k − λ1λ2)
]
= 0, (2.23)
vz(λ1 − λ2)
[
E +
1
Λ
(∆k − λ1λ2)
]
= 0. (2.24)
As for non-trivial solutions with λ1 6= λ2, the above two equivalent equations yield,
E = 0, (2.25)
∆k = λ1λ2. (2.26)
Notice the real part of λ1,2 is required to be positive, Reλα > 0. From Eq. (2.18), it can be inferred
that λ1 and λ2 are real or form complex conjugate pairs. Thus, λ1λ2 > 0, and correspondingly
∆k = λ1λ2 = k
2
0 − (k2x + k2y) > 0. (2.27)
This means that the boundary states are localized inside the ring of k2x+k2y < k20. The surface spectrum
is finally obtained as
E = 0, with k2x + k
2
y < k
2
0. (2.28)
This is not unexpected, as we have learned from the bulk-boundary correspondence that the drumhead
boundary states localized inside the region bounded by the projection of the Dirac nodal ring, as shown
in Fig. 2.2 (a).
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2.3.2 LDOS from the lattice model
We consider a lattice version of DNLSMs, which is given by HL =
∑
k Ψ
†
kHL(k)Ψk, with Ψk =
(cpk, cdk)
T a two-component spinor describing electrons in p and d orbitals, and [50]
HL(k) = [µz − 2t‖(cos kx + cos ky)− 2t⊥ cos kz]σ3 − 2t′⊥ sin kzσ2 +mσ1. (2.29)
Here, µz is an on-site energy, and t‖, t⊥, and t′⊥ represent intra- and inter-orbital hopping amplitudes
on the cubic lattice. Assuming that 0 < (µz − 2t⊥)/2t‖ < 2 and m = 0, Eq. (2.29) describes a single
Dirac ring located within the kz = 0 plane. In the low-energy limit, this lattice Hamiltonian returns to
the continuum model described in Eq. (2.10).
To investigate the drumhead surface states, we take open boundary conditions in z direction, while
in x and y directions, the system is still periodic with translational symmetry. The hybrid Hamiltonian
reads,
H′L =−
∑
kx,ky ,z
t⊥(c
†
kx,ky ,z,p
ckx,ky ,z+zˆ,p − c†kx,ky ,z,dckx,ky ,z+zˆ,d) + H.c.
+
∑
kx,ky ,z
t′⊥(c
†
kx,ky ,z,p
ckx,ky ,z+zˆ,d − c†kx,ky ,z,pckx,ky ,z−zˆ,d) + H.c.
+
∑
kx,ky ,z
[µz − 2t‖(cos kx + cos ky)](c†kx,ky ,z,pckx,ky ,z,p − c
†
kx,ky ,z,d
ckx,ky ,z,d),
(2.30)
with p and d different obitals and Nz unit cells in z direction (1 ≤ z ≤ Nz). The Hamiltonian can also
be written asH′L =
∑
kx,ky
Ψ†kx,kyH′L(kx, ky, z)Ψkx,ky , where Ψkx,ky = (Ckx,ky ,1, Ckx,ky ,2, · · · , Ckx,ky ,Nz)T
with the spinor component at zth site Ckx,ky ,z = (cpkx,ky ,z, cdkx,ky ,z)T, and
H′L(kx, ky, z) =

H0 T
†
T H0 T
†
. . . . . . . . .
T H0 T
†
T H0

Nz×Nz
, (2.31)
with H0 = [µz−2t‖(cos kx+cos ky)]σ3 and T = it′⊥σ2− t⊥σ3. From this Hamiltonian, we can calculate
the local density of states at the surface. The local density of states can be obtained in terms of the
Green’s function,
ρ(kx, ky, z, ω) = − 1
pi
lim
η→0+
trG(kx, ky, z, ω + iη), (2.32)
with the expression of the Green’s function,
G(kx, ky, z, ω + iη) =
1
ω −H′L(kx, ky, z) + iη
. (2.33)
However, such a form of local density of states is not directly applicable for numerical evaluations.
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Instead, we use the following expression of local density of states,
ρ(kx, ky, z, ω) = − 1
pi
1
N
Im
∑
n
ψ†n(kx, ky, z)ψn(kx, ky, z)
ω − En(kx, ky, z) + iΓ/N , (2.34)
with N the normalization factor with respect to the number of lattice sites, which is equal to 2Nz.
Here En(kx, ky, z) represents the nth eigenenergy and ψn(kx, ky, z) the zth spinor component of the
corresponding eigenstates. In numerical evaluations for real materials, several approximations are made
as follows. (i) Since far away from the Fermi surface, the states only contribute to a tiny fraction to the
local density of states, the summation over n is restricted to the Neigen states that are closest to the
Fermi surface; (ii) To take into account broadening effects due to disorder and finite temperature, we
replace η in Eq. (2.32) with Γ/N . (iii) In the actual ARPES measurements, the electron can penetrate
into several unit cells from the sample surface. Thus the local density of states of the first Nedge unit
cells are summarized. The parameters and the corresponding local density of states at the boundary
are given in Fig. 2.2 (b), from which the Drumhead surface states are clearly visible.
2.4 Parity anomaly
In Eq. (2.15), we have shown that at the (2 + 1)-dimensional subsystem of the (3 + 1)-dimensional
DNLSM, the low-energy physics of a single Dirac point in a given subsystem can be described by
an effective action of (2 + 1)-dimensional massless Dirac fields. It is however impossible to quantize
this classical action without breaking the spacetime inversion symmetry, i.e., PT symmetry is broken
by the regularization of the quantum theory. To see this, let us first review the parity anomaly in
(2+1)-dimensional massless Dirac fields in the subsection below.
2.4.1 Parity anomaly of (2+1)-dimensional massless Dirac fields
The generating functional for the (2+1)-dimensional Dirac fields is [36]
Z =
∫
Dψ
∫
Dψ¯eiS(ψ,ψ¯) =
∫
Dψ
∫
Dψ¯eiψ¯(i/∂+ /A+m)ψ, (2.35)
with /∂ = γµ∂µ and /A = γµAµ. The above action describes massless Dirac fields when m = 0. The
integration variables ψ and ψ¯ are Grassmann-valued Dirac spinors. Based on the property of Grassmann
numbers (η), the rule for Grassmann integration can be defined:∫
dη = 0, and
∫
dηη = 1. (2.36)
Let η and η¯ be two independent numbers and a an ordinary number. Based on above two rules, the
Grassmannian analog of the Gaussian integral gives,∫
dη
∫
dη¯eη¯aη =
∫
dη
∫
dη¯(1 + η¯aη) =
∫
dηaη = a = e+ log a. (2.37)
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Generalizing this to N Grassmann numbers by letting η = (η1, η2, · · · , ηN ) and similarly for η¯, the
integration gives, ∫
dη
∫
dη¯eη¯aη = det a. (2.38)
Returning to the generating function Z, by integrating out the spinor field ψ and ψ¯, we can obtain,
Z =
∫
Dψ
∫
Dψ¯eψ¯i(i/∂+ /A+m)ψ = N det i(i/∂ + /A+m) = Nei tr log (i/∂+ /A+m), (2.39)
with N a factor after integration, where we have used the relation detA = etr logA for a matrix A.
Denote Z = eiSeff , the effective action is given by
Seff[A,m] = tr log (i/∂ + /A+m). (2.40)
Due to ultra-violet divergences, for the massless case of m = 0, this effective action needs to be
regularized. The regularization can be achieved by Pauli-Villars method,
Sregeff [A] = Seff[A, 0]− limM→∞Seff[A,M ]. (2.41)
In the limit of M → ∞, the Pauli-Villars term Mψψ¯ will lead to a Chern-Simons term, as shown in
the following.
We focus on the effective action Seff[A,M ] = tr log (i/∂ +M) + tr log (1 +
/A
i/∂+M
). It can be computed
by the perturbation method as
Seff[A,M ] = tr log (i/∂ +M) + tr
/A
i/∂ +M
− 1
2
tr
/A
i/∂ +M
/A
i/∂ +M
+ · · · . (2.42)
The quadratic term contributes to the Chern-Simons term, which corresponds to a one loop correction
of Feynman diagram. Denote this term as S[2]eff [A,M ], the full form is
S
[2]
eff [A,M ] =
∫
d3p
(2pi)3
∫
d3k
(2pi)3
tr
[
1
(/p− /k) +MAργ
ρ 1
/k +M
Aµγ
µ
]
=
∫
d3p
(2pi)3
AµΠ
µρAρ,
(2.43)
with,
Πµρ =
∫
d3k
(2pi)3
tr
[
γµ
(/p− /k) +M
(p− k)2 −M2γρ
/k −M
k2 −M2
]
. (2.44)
In 2 + 1 dimension space, γ are just Pauli matrices, and we have the trace relation,
tr(γµγνγρ) = −2εµνρ, (2.45)
with εµνρ the Levi-Civita tensor. We can extract the term that contains the Levi-Civita tensor
Πµνodd = 2Mε
µνρpν
∫
d3k
(2pi)3
1
(p− k)2 −M2
1
k2 −M2 . (2.46)
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The wick rotation of k0 → ik0 leads to k2 = k20 − ~k2 → −k2E = −(k20 + ~k2). Here ~k denotes the spatial
momenta. Consider p to be a small quantity, i.e., p→ 0, the integration can be evaluated as∫
d3k
(2pi)3
1
(p− k)2 −M2
1
k2 −M2 =
∫ ∞
0
4pik2EdkE
(2pi)3
1
(k2E +M
2)2
=
1
8pi|M | . (2.47)
Keeping only the terms proportional to Levi-Civita tensor, the effective action from the quadratic term
then becomes [74, 75] ,
SCS[A,M ] =
1
4pi
M
|M |
∫
d3x
(2pi)3
εµνρAµ∂νAρ, (2.48)
where we have replaced pρ with −i∂ρ in real space. This is called the Chern-Simons term which emerges
from the one loop correction. In the limit of M →∞, the higher order terms O( 1M ) will vanish. Thus,
with the Pauli-Villars regularization, the regulated massless Fermion action is
Sregeff [A] = Seff[A, 0] +
1
4pi
M
|M |
∫
d3x
(2pi)3
εµνρAµ∂νAρ. (2.49)
We now focus on the properties of the Chern-Simons term. As the Pauli-Villars Lagrangian is gauge
invariant, the Chern-Simons term that arises from it must also be gauge invariant. This can be seen
by direct verification. Under a gauge transformation Aµ → Aµ + ∂µω, Eq. (2.48) becomes
SCS[A,M ]→ SCS[A,M ] + 1
4pi
M
|M |
∫
d3x
(2pi)3
∂µ
(
ωεµνρ∂νAρ
)
. (2.50)
The gauge transformation leads to a total derivative in the Chern-Simons term, which vanishes in most
situations after integration. Thus, the Chern-Simons term is gauge invariant.
However, the Chern-Simons term breaks both parity and time-reversal symmetry. We should em-
phasize here that parity operation in Eq. (2.1) is defined for odd spatial dimensions. For even spatial
dimensions, to which (2+1)-dimensional spacetime belongs, the inversion (parity) is simply a rotation.
Thus, the parity operation is defined as [23],
x0 → x0, x1 → −x1, x2 → x2. (2.51)
Correspondingly, the vector potential changes as A0 → A0, A1 =→ −A1 and A2 =→ A2. Hence, under
the parity operation, the integrand changes as
εµνρAµ∂νAρ → −εµνρAµ∂νAρ. (2.52)
As the measure
∫
d3x is invariant under parity, the Chern-Simons term effectively breaks the parity
symmetry. A similar argument can be done for the time-reversal symmetry, as under the time-reversal
operation, (x0, x1, x2)→ (−x0, x1, x2) and (A0, A1, A2)→ (−A0, A1, A2).
2.4.2 Parity anomaly ofs (3 + 1)-dimensional DNLSMs
We now return to the (3+1)-dimensional DNLSM system with the effective action of Eq. (2.15). With a
similar regularization procedure for each (2+1)-dimensional subsystem labeled by φ, the Chern-Simons
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term reads,
SφCS = η
e2
4pi
∫
d3x µνλAµ∂νAλ, (2.53)
where η = ±1 is the sign of the Dirac point Berry phase. As discussed in Eq. (2.12), the Berry phase
η is equal to the topological charge ν (up to a sign convention). It should be noted that since the
Chern-Simons term is proportional to the anti-symmetric Levi-Civita symbol, strictly speaking, the
parity anomaly occurs only in (2+1) dimensions. With the special configuration of the DNLSMs, it
now can also appear in (3+1)-dimensional spacetime.
From the modern condensed matter viewpoint, the parity anomaly is attributed to the Z2 topological
charge ν of the PT -symmetric Dirac point. That is, because of the topological obstruction from the
nontrivial topological charge, there exists no PT -symmetric lattice ultraviolet regularization for a
single (2+1)-dimensional Dirac point. I.e., any lattice regularization has to involve an even number of
nontrivial Dirac points, since the sum over all topological charges in the BZ torus must be zero. This is
consistent with the Z2 nature of the parity anomaly, since a doublet of (2+1)-dimensional Dirac points
coupled to gauge fields can be quantized without breaking PT symmetry.
Next we discuss the anomalous transport phenomena that are associated with the parity anomaly.
Varying the Chern-Simons term (2.53) with respect to the electromagnetic gauge field Aµ yields the
anomalous transverse current
jµt,φ = η
e2
4pi
µνλ∂νAλ (2.54)
for a single Dirac cone in a given (2+1)-dimensional subsystem. Thus, electromagnetic fields projected
onto a two-dimensional subsystem induce a topological current, which flows perpendicular to the applied
field. Since the energy bands of DNLSMs are, to a first approximation, nondispersive along the φ
direction, one might expect that the electromagnetic response of DNLSMs in the presence of a small PT
breaking term is dominated by this topological current. However, for each two-dimensional subsystem
there are two Dirac points that contribute to the transverse current with opposite signs η = ±1. Since
these two contributions cancel out to zero, the topological current can only be measured by a device
that filters electrons based on their momenta.
In practice, the modern semiclassical response theory is usually adopted for calculation of the anoma-
lous transverse current in condensed matter systems. In the following section, we review the basic
concept of the semiclassical response theory.
2.5 Topological current
In this section, we calculate the topological current from the semiclassical response theory. As we will
see, the transverse topological current comes from the Berry curvature. We first review the basics
of modern semiclassical response theory. Then we compute the Berry curvature from the low-energy
effective model of Eq. (2.10), where we find that the Berry curvature is singular on the nodal line
without the mass term. After obtaining the Berry curvature, we will calculate the topological current
by taking into account the energy dispersion of the DNLSMs.
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2.5.1 Semiclassical response theory
In the semiclassical response theory, the electrons are described by wave packets. The Bloch wave
functions are |ψnk(r)〉 = e−ik·r|unk〉 with n the band index, where |unk〉 has the periodicity of the
lattice. We assume that there are no transitions between different bands, which is justified if the bands
are separated from each other by a finite gap. In three dimensional space, the wave packet is defined
by [84]
|w〉 =
∫
d3ka(k, t)|ψk(t)〉, (2.55)
with a(k, t) = |a(k, t)|e−iγ(k,t). The normalization condition requires ∫ d3k|a(k, t)|2 = 1, where we have
used the relation 〈ψk(t)|ψ′k(t)〉 = δ(k−k′). We comment here the explicit form of distribution function
a(k, t) is never needed. Whenever we have to integrate some quantity, for instance
∫
d3k|a(k, t)|2A(k),
we replace A(k) by its value at the center of the wave packet kc. Thus the mean wave vector reads∫
d3k|a(k, t)|2k = kc. (2.56)
These wave packets obey the semiclassical equations of motion, which describes the motion of electrons
under collisions.
The mean position is
rc = 〈w|rˆ|w〉 =
∫
d3k
∫
d3k′a(k, t)∗〈ψk|rˆa(k′, t)|ψ′k〉. (2.57)
Pluging in the expression for a(k, t) and |ψk〉, we have
rc =
∫
d3k|a(k, t)|2 [∂kγ(k, t) + 〈uk|i∂k|uk〉] . (2.58)
Integrating out the distribution function, the expectation value of r is
rc = ∂kcγc + 〈ukc |i∂kc |ukc〉. (2.59)
with γc = γ(kc, t). Our task now is to obtain the dynamics of rc, i.e., the velocity of the wave packet.
In principle, the dynamics of rc can be derived from calculating the Schrödinger equation for the
wave packet. A more convenient approach is to start from the Lagrangian, and use a time-dependent
variational principle to obtain the dynamics. The Lagrangian for the wave packet is given by,
L = 〈w|i d
dt
− Hˆ|w〉. (2.60)
With the Euler-Lagrange equation, the Schrödinger equation for the wave packet can be reproduced.
~ here is set to 1. The Lagrangian is a function of t and rc, kc with their derivatives,
L = L(rc, r˙c,kc, k˙c, t). (2.61)
We first evaluate the time-derivative term 〈w|i ddt |w〉. Here ddt is a total derivative that also depends on
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r (as |unk〉 = eik·r|ψnk(r)〉, the total derivative does not depend on k directly), and explicitly it is
d
dt
= ∂t + r˙ · ∂r, (2.62)
where r becomes rc after integration with the distribution function. Notice that the partial time
derivative term yields
〈w|i∂t|w〉 = ∂tγc + 〈ukc |i∂t|ukc〉, (2.63)
as the normalization of
∫
d3k|a(k, t)|2 = 1 leads to the vanish of the remaining term ∫ d3k|a(k, t)|∂t|a(k, t)|
= 0. Since γc = γ(kc, t), which means γc depends explicitly on kc and t, we can do the following re-
placement,
∂tγc =
dγc
dt
− k˙c · ∂kcγc. (2.64)
Plug the expression of ∂tγc in the relation Eq. (2.59),
∂tγc =
dγc
dt
− k˙c · rc + k˙c · 〈ukc |i∂kc |ukc〉. (2.65)
Thus, we finally get
〈w|i d
dt
|w〉 = dγc
dt
− k˙c · rc + k˙c · 〈ukc |i∂kc |ukc〉+ r˙c · 〈ukc |i∂rc |urc〉+ 〈ukc |i∂t|ukc〉. (2.66)
The expectation value of the Hamiltonian 〈w|Hˆ|w〉, which gives the wave packet energy, may be
evaluated up to first order Hˆ = Hˆc + ∆Hˆ, with ∆Hˆ change in first order. By ignoring the gradients in
the Hamiltonian, the expectation value of the Hamiltonian is
〈w|Hˆ|w〉 ≈ 〈w|Hˆc|w〉 = εc. (2.67)
Thus, the general expression for the Lagrangian is
L = −εc + dγc
dt
− k˙c · rc + k˙c · 〈ukc |∂kc |ukc〉+ r˙c · 〈ukc |∂rc |urc〉+ 〈ukc |i∂t|ukc〉. (2.68)
We can further do the simplification of
dγc
dt
− k˙c · rc = dγc
dt
− d
dt
(
kc · rc
)
+ r˙c · kc. (2.69)
The total derivatives can be neglected as they only contribute a constant in time to the action S =
∫ Ldt
after integration. Notice in Eq. (2.68), the last three terms actually give the term 〈ukc |i ddt |ukc〉. The
final Lagrangian is of a simple form,
L = −εc + r˙c · kc + 〈ukc |i
d
dt
|ukc〉. (2.70)
It is natural to ask how the system responds to external perturbations. In the following, we turn to
consider the response of the system to an external electromagnetic field, denoted by the gauge potential
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(A(r, t), φ(r, t)). The local Hamiltonian is modified as
Hˆ(k)→ Hˆ(k + eA(r, t))− eφ(r, t). (2.71)
Notice here we again set ~ = 1. Under the gauge potential, the eigenenergy is modified as
εc → εc − eφ(rc, t), (2.72)
and the crystal momentum k is also modified to k+eA(r, t), hence the eigenstates become |uk+eA(r,t)〉.
It is noted that now the crystal momentum k carries all the dynamics as it actually equals to k+eA(r, t).
Thus, the last term in Eq (2.70) is simplified to k˙c · 〈ukc |∂kc |ukc〉. Finally, the Lagrangian takes the
form
L = −εc + eφ(rc, t) + r˙c · kc − er˙c ·A(rc, t) + k˙c · 〈ukc |∂kc |ukc〉. (2.73)
For the evaluation of the dynamics r˙c and k˙c of the wave packets, we can adopt the Euler-Lagrange
equations, ddt
∂L
∂r˙c
= ∂L∂rc , and
d
dt
∂L
∂k˙c
= ∂L∂kc . With the Lagrangian in Eq. (2.73), we can obtain the
semiclassical equations of motion,
r˙c =
∂εc
∂kc
− k˙c ×Ω, (2.74)
k˙c = −eE− er˙c ×B, (2.75)
with E the electric field and B the magnetic field. Ω is actually the Berry curvature,
Ω = i∇kc × 〈ukc |∂kc |ukc〉. (2.76)
In the absence of the magnetic field, the velocity of the packet is
r˙c =
∂εc
∂kc
+ eE×Ω. (2.77)
Thus, from the semiclassical theory, the current is given by
j =
∫
d3k
(2pi)3
f(k)
(
e
∂ε
∂k
+
e2
~
E×Ω
)
, (2.78)
after we have recovered the constant ~ and denote kc as k as the integration goes over the entire
Brillouin zone. Notice that in drastic difference with the first term at the RHS, the second term can
result in current that is transverse to the electric field direction. We denote this anomalous transverse
current as
jt =
e2
~
∫
d3k
(2pi)3
f(k)E×Ω, (2.79)
where f(k) is the Fermi-Dirac distribution function and E the electric field.
2.5.2 Berry curvature in DNLSMs
From the expression of the anomalous transverse current in Eq. (2.79), the Berry curvature is the key
in obtaining the topological current. In DNLSMs, the Berry curvature is given in terms of the Berry
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 E
m-m
Figure 2.3: Energy dispersion E±(k) close to the Dirac ring as a function of the radial coordinate
kρ .The chemical potential µ is in the conduction band, slightly above the gap energy
m.
connection Aˆαβ(k) = 〈α,k|i∇k|β,k〉 by
Ωα(k) = ∇k × Aˆαα(k), (2.80)
where |α,k〉 are the Bloch eigenstates of the continuum model of a DNLSM described in Eq. (2.10).
The positive and negative energy eigenstates of H(k) are calculated as
|−,k〉 = 1√
N−
 1Λ (k20 − k2ρ − b2k2z)− λ
m+ ivzkz
 , (2.81a)
|+,k〉 = 1√
N+
(
1
Λ(k
2
0 − k2ρ − b2k2z) + λ
m+ ivzkz
)
, (2.81b)
with the eigenenergies
E± = ±λ = ±
√
1
Λ2
(k20 − k2ρ − b2k2z)2 + v2zk2z +m2. (2.81c)
Here we have used the short hand notation k2ρ = k2x + k2y and N± = 2λ
[
λ± 1Λ(k20 − k2ρ − b2k2z)
]
. The
Berry connection of the conduction band |+,k〉 is given by
Az++(k) =
mvz
[
1
Λ(k
2
0 − k2ρ − b2k2z)− λ
]
2λ(v2zk
2
z +m
2)
, (2.82a)
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while Ax++(k) = Ay++(k) = 0. Similarly, for the valence band |−,k〉 the Berry connection takes the
form
Az−−(k) = −
mvz
[
1
Λ(k
2
0 − k2ρ − b2k2z) + λ
]
2λ(v2zk
2
z +m
2)
, (2.82b)
while Ax−−(k) = Ay−−(k) = 0. Using the Berry connection (2.82), the topological charge of the Dirac
ring of H(k) can also be computed.
From Eq. (2.82) we now compute the Berry curvature using Eq. (2.80)
Ωx+(k) =
−mvzky/Λ[
1
Λ2
(k20 − k2ρ − b2k2z)2 + v2zk2z +m2
] 3
2
, (2.83a)
Ωy+(k) =
mvzkx/Λ[
1
Λ2
(k20 − k2ρ − b2k2z)2 + v2zk2z +m2
] 3
2
, (2.83b)
and Ωz+(k) = 0 . Using cylindrical coordinates {kρ, φ, kz} and Eq. (2.81c) the Berry curvature can be
written in a more compact form
Ω(k) =
mvzkρ/Λ
λ3
eˆφ, (2.83c)
with the unit vector eˆφ = (− sinφ, cosφ, 0)T. We observe from the above expressions that the Berry
curvature is peaked at (qρ, kz) = (0, 0), where qρ = kρ − k0 is the radial distance from the Dirac ring.
If we neglect terms of order q3ρ and k2z , the Berry curvature simplifies to
Ω(k) =
mvzkρ/Λ[(
2k0
Λ qρ
)2
+ v2zk
2
z +m
2
] 3
2
eˆφ +O[q3ρ, k2z ]. (2.84)
Notice that as m→ 0, the Berry curvature becomes singular on the Dirac nodal line, which is Ω(k) =
piδ(kρ − k0)δ(kz)eˆφ. We will use this expression to compute the transverse Hall current.
2.5.3 Transverse Hall current
The transverse Hall current is given by Eq. (2.79). To compute the transverse current jt we assume
that the chemical potential EF = µ lies within the conduction band, slightly above the gap energy m,
i.e., µ > m, see Fig. 2.3. Hence, at zero temperature T = 0 the integral in Eq. (2.79) is over states
with energies E that lie within the interval m < E < µ. In the vicinity of the Dirac ring the energy
dispersion of the conduction band, Eq. (2.81c), can be approximated by
E+(qρ, kz) '
√√√√(2k0
Λ
qρ
)2
+ v2zk
2
z +m
2, (2.85)
where we have neglected terms of order q3ρ and k2z .
Let us now compute the transverse current contributed by states with momentum angle φ by per-
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Figure 2.4: Topological currents in a Dirac nodal-line semimetal. The red arrows indicate the
Berry curvature Ω(k), Eq. (2.84), in the presence of a small PT breaking mass term
mσ1. The green arrows represent the transverse topological current jt,φ, Eq. (2.91),
that is induced by an external electric field applied along (a) the y direction and (b)
the z direction.
forming the integral in Eq. (2.79) over the two cylindrical coordinates kρ and kz
jt,φ = s
e2
~
∫
m<E+<µ
dkρdkzkρ
(2pi)3
E×Ω(k) = e
2
~
I(µ) E× eˆφ.
Using Eq. (2.84) the integral I(µ) can be expressed as
I(µ) =
∫
m<E+<µ
dqρdkz
(2pi)3
mvzk
2
ρ/Λ[(
2k0
Λ qρ
)2
+ v2zk
2
z +m
2
] 3
2
. (2.86)
With the substitutions q˜ = (2k0/Λ)qρ and k˜ = vzkz we obtain
I(µ) =
∫
q˜2+k˜2<µ2−m2
dq˜ dk˜
(2pi)3
m
2k0
(
Λ
2k0
q˜ + k0
)2
[
q˜2 + k˜2 +m2
] 3
2
(2.87)
=
k0
8pi2
1− m
µ
(
1− Λ
2µ2
8k40
)+O[m2], (2.88)
where we have neglected terms of order m2. The second term in the round brackets of Eq. (2.88) can be
rewritten in terms of the Fermi wave vector kF = (qF,ρ, kF,z), which is related to the chemical potential
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by [cf. Eq. (2.85)]
µ2 =
4k20
Λ2
q2Fρ + v
2
zk
2
Fz +m
2. (2.89)
We have
Λ2µ2
8k40
=
q2Fρ
2k20
+ Λ2v2z
k2Fz
k40
+
Λ2m2
8k40
. (2.90)
Since qFρ  k0 and kFz  k0, it follows that the first two terms in Eq. (2.90) are small and the third
term is of order m2. Hence, we find the following approximate form for the φ-dependent transverse
current
jt,φ ' e
2
~
k0
8pi2
(
1− m
µ
)
E× eˆφ +O[m2]. (2.91)
Interestingly, when the chemical potential µ is bigger than the gap energy m, the transverse current
jt,φ is dominated by the first term, which originates from the parity anomaly. Indeed, the first term
of Eq. (2.91) is consistent with Eq. (2.54) as it differs only by the differential element (k0/2pi)dφ of
the cylindrical coordinate system. Figure 2.4 displays the distribution of the transverse currents jt,φ
(green arrows) along the Dirac ring for a constant electric field applied along the y and z directions.
We observe that carriers on opposing sides of the Dirac ring flow into opposite directions transverse to
the electric field. This leads to an accumulation of charge on opposite surfaces of the DNLSM.
2.6 Proposal for generating the topological current
From the above analysis it is now clear that the parity anomaly in DNLSMs gives rise to transverse
topological currents. However, since the currents contributed by modes on opposing sides of the Dirac
ring have opposite signs, the total transverse current vanishes (i.e., the anomaly cancels). A key
observation is that electrons from the opposite sides of the Dirac nodal ring are with opposite momenta.
It is possible to generate and measure a net topological current if electrons can be filtered based on
their momenta. Thus we propose a dumbbell filter device, which is based on a ballistic constriction
with (001) surface states [Fig. 2.5(a)] (i.e., a constriction in which the electronic states are confined
along the z direction).
We adopt the the real space Hamiltonian corresponding to the lattice Eq. (2.29) for numerical eval-
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uations, which reads
H =−
∑
r
t‖(c†r,pcr+xˆ,p − c†r,dcr+xˆ,d) + H.c.
−
∑
r
t‖(c†r,pcr+yˆ,p − c†r,dcr+yˆ,d) + H.c.
−
∑
r
t⊥(c†r,pcr+zˆ,p − c†r,dcr+zˆ,d) + H.c.
+
∑
r
t′⊥(c
†
r,pcr+zˆ,d − c†r,pcr−zˆ,d) + H.c.
+
∑
r
µz(c
†
r,pcr,p − c†r,dcr,d) +
∑
r
m(c†r,pcr,d + c
†
r,dcr,p),
(2.92)
where t‖ is the nearest-neighbor intra-orbital hopping amplitude in the x and y directions, t⊥ is the
nearest-neighbor intra-orbital hopping amplitude in the z direction, t′⊥ denotes the inter-orbital hopping
amplitude, µz is an onsite energy, and m represent the gap energy. For the numerical computations
we have used the following parameters (t‖, t⊥, t′⊥, µz) = (0.5, 0.5, 0.5, 2.0) and for the gapped case, we
have set the gap energy to m = 0.05.
2.6.1 Landauer formula
For calculating the topological current in our dumbbell device, we will adopt the Landauer Formula,
which was first introduced by R. Landauer in 1957 to describe the ballistic transport of electrons [85].
Later, the muti-channel Landauer formula was developed for mesoscopic nanoscale systems [86]. In
this section, we first give a brief derivation of the multi-channel Landauer formula and explain the
mechanism of computing the conductance for our dumbbell filter device.
Suppose that the system is attached to two reservoirs n = 1, 2 via two leads. The chemical potential
for the reservoirs is denoted as µn. The current that originates from lead n carried by the ith channel
in the system for electrons with energy E is given by In,i = 2eL
∑
k v(k)Ti(E)f(E − µn), where v(k) =
1
~dE/dk is the group velocity for the electron with momenta k and the Fermi-Dirac distribution function
is f(E − µn). Here L is the length of the system. The transmission coefficient is Ti(E) =
∑
j Tij(E),
with Tij(E) the transmission coefficient between channel i and j. The net current can be obtained from
the difference between currents originated from two leads for all channels,
I =
∑
i
(I1i − I2i) = 2e
L
∑
i,k
v(k)Ti(E)
[
f(E − µ1)− f(E − µ2)
]
. (2.93)
The summation can be replaced by the integral over momentum k in a standard way
∑
k → L2pi
∫
dk.
As v(k) = 1~dE/dk, the expression for the net current becomes,
I =
2e
h
∫ ∑
i
Ti(E)
[
f(E − µ1)− f(E − µ2)
]
dE. (2.94)
Suppose the chemical potential difference (µ1 − µ2) between two reservoirs is comparably small. We
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can adopt the Taylor expansion and obtain,
I = (µ1 − µ2)2e
h
∫ ∑
i
Ti(E)
(
− ∂f
∂E
)
dE. (2.95)
At zero temperature, the Fermi-Dirac distribution function is a step function, hence its derivative is a
delta function of −δ(E − EF ). Thus we can obtain the conductance
G =
eI
µ1 − µ2 =
2e2
h
∑
i
Ti(Ef ), (2.96)
at zero temperature. Here, the transmission coefficient is
Ti(Ef ) =
∑
j
Tij(Ef ). (2.97)
For our dumbbell device described by the lattice Hamiltonian, the problem is to obtain the transmis-
sion coefficient Tij(Ef ). As several leads attached to a system can be regarded effectively as a single
lead with disjoint sections, without loss of generality, we consider a lattice system with a single lead
[87],
H =

. . . VL
V †L HL VL
V †L HL VLS
V †LS HS
 , (2.98)
where HL is the Hamiltonian of one unit cell in the lead, VL describes the hopping between unit cells
in the lead, HS is the Hamiltonian for the system, and VLS the hopping between the lead and system.
We can define the wavefunction of the entire Hamiltonian as (· · · ,ΨL2 ,ΨL1 ,ΨS0 ), where ΨLi (i > 0)
is the wavefunction for the i-th unit cell in the leads and ΨS0 the wavefunction of the system. There
are different energy eigenvalues, which we denote as En and the corresponding component of the
wavefunction are denoted as Ψn(i). Note that the translational symmetry is preserved in the lead, thus
the eigenstates of the translation operator in the lead take the form φn(j) = (λn)jχn. The normalization
condition requires that |λn| ≤ 1, from which we can tell the modes with |λn| < 1 are evanescent, and
those with |λn| = 1 are propagating modes. Furthermore, the propagating modes are distinguished as
incoming ones (φinn ) and outgoing ones (φoutn ). With these notations, the scattering states in the leads
take the form,
Ψn(i) = φ
in
n (i) +
∑
m
Smnφ
out
m (i) +
∑
p
S˜pnφ
ev
p (i) (2.99)
and the scattering states inside the system are,
Ψn(0) = φ
s
n. (2.100)
By solving the Schrödinger equationHΨn = εnΨn with the above form of wavefunction, and performing
the wavefunction matching at the boundary between the lead and the system, we can obtain the
scattering matrix Smn. Thus the transmission coefficient can be obtained as Tmn = |Smn|2. The
numerical calculation of the transmission coefficient is achieved by using the Kwant code [87].
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Figure 2.5: Schematic diagram of dumbbell filter device. (a) The device consists of two bulk regions
(“i”and “ii”) separated by a constriction (“ii”) with (001) surface states. (b) Schematic
dispersion relation for fixed kx = 0 in the bulk regions and in the constriction. An
electron with ky > 0 (red filled circles) can be transmitted, while an electron with
ky < 0 (open blue circles) is reflected.
Note that in an ideal case, narrow constrictions can be treated as quantum point contacts (QPC).
For channels in the constriction lying within the transport window, each has transmission probability
equal to unity. Outside the window, the probability vanishes. Thus the transmission coefficient for the
ith channel is a step function,
Ti(Ef ) = θ(Ef − En), (2.101)
with En the eigenenergy for the mode n. Thus, the conductance is obtained as
G =
2e2
h
Nm, (2.102)
with Nm the number of modes in the window of transport.
2.6.2 Dumbbell filter device
The dumbbell filter device that we propose consists of two bulk regions connected by a ballistic constric-
tion with drumhead surface states, as illustrated in Fig. 2.5(a). Such a device could be manufactured,
for example, using focused ion beam micromachining [88]. The electronic states in the constriction are
confined in the z direction, such that their low-energy spectrum is dominated by the drumhead surface
states. We show the dispersion relation of the constriction with dimensions Nx = 20 and Nz = 10
in Fig. 2.6(a), which reveals that for this parameter choice all states with energies within the interval
−0.4 . E . 0.4 are surface states. When a voltage is applied across the device, a current passes
through the constriction, whose conductance can be determined using the multi-channel Landauer for-
mula in Eq. (2.96). Assuming that the chemical potential µ lies slightly above (or below) the gap
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Figure 2.6: Dispersion relation, conductance, and polarization for the dumbbell filter device of
Fig. 2.5. (a) Dispersion relation of the DNLSM HL, Eq. (2.29), in bar geometry with
dimensions Nx = 20 and Nz = 10 and mass m = 0.05. (b) Conductance G for the
dumbbell filter as a function of chemical potential µ in the constriction. The inset
shows the polarization P .
energy, transport through the constriction is mediated mainly by the modes of the drumhead surface
states. Indeed, as shown in Fig. 2.6, for |µ| . 0.4 the current flows entirely within the surface states,
leading to plateaus of quantized conductance with steps in multiples of e
2
h . For |µ| & 0.4, however,
bulk modes start to contribute. Since the right propagating surface modes all have positive ky, only
electrons from the right half of the Dirac ring [red area in Fig. 2.5(b)] with ky > 0 can pass through the
constriction. Electrons from the left half of the Dirac ring [blue area in Fig. 2.5(b)], on the other hand,
are reflected. Therefore, the dumbbell device acts as a filter for modes with ky > 0. The effectiveness
of the filter can be estimated by the polarization P = Gsurf/Gtot, where Gtot and Gsurf denote the total
conductance and the conductance contributed by the surface modes, respectively. We find that P is
close to 100% for |µ| . 0.4, while it decreases once bulk modes start to mix in [inset of Fig. 2.6(b)].
Now, since the electric field is oriented along the y direction in the dumbbell device, electrons with
ky > 0 give rise to a transverse current that flows upwards along the z direction [see Fig. 2.4(a)].
Thus, a voltage difference develops between the upper and lower surfaces of the right weight plate of
Fig. 2.5(a). This voltage difference can be measured experimentally and is a clear signature of the
parity anomaly in DNLSMs.
2.6.3 Robustness of the topological current
In the last two subsections, we have explained explicitly how the parity anomaly leads to topological
current in DNLSMs, and proposed a dumbbell filter device that generates and detects such topological
current effectively. However, in actual materials, there are many factors that would possibly affect the
generation of topological currents and the efficiency of our dumbbell device. In this section, we first
adapt our model to the material CaAgP and investigate the effect of the thickness of the constriction,
take into account the effects of a small dispersion of the band crossing, and consider the effects of the
spin-orbit coupling and the disorder.
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Figure 2.7: The parameters of the tight-binding model are t‖ = 0.638 eV, t⊥ = −0.303 eV, t′⊥ =
0.262 eV, µz = 1.609 eV obtained from fitting the DFT bands of CaAgP [1, 2]. (a)
Wave function profile for bulk and surface bands for Nz = 10 and Nx = 20, with a
small gap of 0.05 eV. (b) Energy window (dE) against thickness or (Nz) in a Log-Log
graph. The lattice constant of CaAgP in z direction is 0.42 nm. The blue dots are
obtained from numerical simulations and the red solid line is the fitting curve.
Real material with thicker constriction
Our previous numerical calculation are obtained with the constriction dimensions of Nx ×Ny ×Nz =
100× 20× 10, where the constriction has a high performance of filtering. Similar results also hold for
thicker constrictions, although the range of µ with 100% filtering polarization reduces with increasing
thickness. The energy window of µ between the emergence of surface and bulk bands (dE) serves as a
good indicator for the performance of the constriction, especially in experiments. Thus for experimental
convenience, here we show the dE dependence on the thickness of Nz for the material CaAgP in
Fig. 2.7(b). Empirically, we find this window can be fitted by the power law function
dE = 1.74N−0.90z (eV). (2.103)
Clearly this energy window dE even extends to thicker constrictions. In order to detect the trans-
verse topological currents, it is however not necessary to use a dumbbell filter with 100% polarization.
Transverse Hall currents exist as long as the surface conductance is present, no matter how low the po-
larization is. In a DNLSM the transverse current is large (since it is produced by a large one-dimensional
region in the BZ), which should be detectable even by a dumbbell device with reduced sensitivity.
We note that the fabrication of a thin constriction in a DNLSM is experimentally challenging, but
entirely feasible. Indeed, it is possible to fabricate a 50 nm thin bridge using focused ion beam machining
(see, e.g., Ref. [89]), or perhaps, also with electron-beam lithography. Hence, it should be possible to
fabricate a dumbbell device that is able to detect the predicted transverse topological currents.
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Figure 2.8: Berry curvature and properties of the dumbbell filter device for a DNLSM with fi-
nite dispersion c(k). (a) Berry curvature as computed from the tight-binding model
Eq. (2.29) together with Eq. (2.104). (b) Band structure of the dumbbell filter device
with dimensions Nx = 20 and Nz = 10. (c) and (d) conductance G and polarization P
of the dumbbell filter device against chemical potential µ, respectively. The parameter
values are the same as in Fig. 2.6 except for c1 = 0.2 and c2 = 0.1.
Effects of a small dispersion of the band crossing
In real materials, it is possible that Dirac nodal line could have a dispersion. This can be described by
the symmetry-allowed term
c(k)σ0 = −
[
c1(cos kx + cos ky − 1) + c2(cos kz − 1)
]
σ0, (2.104)
that is added to the Hamiltonian HL, Eq. (2.29). In the presence of c(k) the Fermi surface of the
DNLSM becomes a thin anisotropic torus at zero Fermi energy. We note that in many DNLSM
materials c(k) is relatively small, such as, e.g., in Ca3P2 [50, 52] and CaAgAs [1, 2, 51]. Nevertheless,
since the term (2.104) is symmetry allowed, one expects it to be present in general. We therefore study
how c(k) modifies the Berry curvature and the properties of the dumbbell filter device.
Using the tight-binding model Eq. (2.29) in the presence of the term (2.104), with c1 = 0.2 and
c2 = 0.1, we have numerically computed the Berry curvature, see Fig. 2.8(a). We observe that the Berry
curvature Ω(k) shows a similar structure as in the absence of c(k) [compare Fig. 2.4 with Fig. 2.8(a)].
That is, Ω(k) is peaked at the Dirac ring and is oriented along the torus-like Fermi surface. It follows
that the transverse Hall current jt, which is given by jt = e
2
~
∫
d3k
(2pi)3
f(k) E × Ω(k), is qualitatively
unchanged by c(k).
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Figure 2.9: Berry curvature and properties of the dumbbell filter device for the DNLSM (2.105)
with spin-orbit coupling. (a) Berry curvature as computed from the tight-binding
model (2.105). (b) Band structure of the dumbbell filter device with dimensions
Nx = 20 and Nz = 10. (c) and (d) Conductance G and polarization P of the fil-
ter device against chemical potential µ. The parameter values are the same as in
Fig. 2.6 except for b1 = 0.08.
Next, we study how the properties of the dumbbell filter device are modified by the term c(k).
Comparing Fig. 2.6(a) with Fig. 2.8(b), we find that the band structure of the filter device is modified
only within a small energy range of [−0.05,+0.05] around the Fermi energy. In accordance with this, the
conductance G and the polarization P of the filter device is largely unchanged by c(k), see Figs. 2.8(c)
and 2.8(d).
Effects of spin-orbit coupling
There exist DNLSM materials with both weak and strong spin-orbit coupling. In the discussion of
topological current, we have focused on the case of very weak spin-orbit coupling, which is relevant
for, e.g., Ca3P2. For materials with heavier elements, such as, CaAgAs, spin-orbit coupling cannot be
neglected. In order to study the effects of spin-orbit coupling we need to explicitly include the spin
degree of freedom in the tight-binding Hamiltonian HL, Eq. (2.29). Therefore we consider
HˆL(k) =
(
HL(k) Λ(k)
Λ†(k) H∗L(−k)
)
, (2.105)
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where Λ(k) represents a spin-orbit coupling term, which breaks spin-rotation symmetry. Time-reversal
symmetry acts on Hamiltonian (2.105) as T−1HˆL(−k)T = HˆL(k), with the time-reversal operator
T = σ0 ⊗ isyK, where sy denotes the second Pauli matrix in spin space. Reflection and inversion
symmetry act on HˆL(k) as R−1HˆL(kx, ky,−kz)R = HˆL(kx, ky, kz) and P−1HˆL(−k)P = HˆL(k), with
the operators R = σz⊗sz and P = σz⊗s0, respectively. The spin-orbit coupling term Λ(k) is assumed
to take the following symmetry-allowed form
Λ(k) = b1(sin kx + i sin ky)σ1. (2.106)
We observe that HˆL(k) with Eq. (2.106) satisfies time-reversal symmetry, reflection symmetry, and
parity symmetry, but breaks SU(2) spin-rotation symmetry. In the presence of spin-orbit coupling the
nodal line of the DNLSM becomes gapped and the drumhead surface states split. However, the Berry
curvature Ω(k) remains finite and is of similar form as without spin-orbit coupling, see Fig. 2.9(a).
Hence, we conclude that a transverse Hall current of the form jt = e
2
~
∫
d3k
(2pi)3
f(k) E×Ω(k) also exists
in DNLSMs with strong spin-orbit coupling.
Spin-orbit coupling splits the spin degeneracy of the drumhead surface states and therefore is ex-
pected to modify the properties of the filter device. In order to study this, we have numerically
computed the band structure, the conductance, and the polarization of the dumbbell device for the
DNLSM (2.105) with spin-orbit coupling strength b1 = 0.08, see Figs. 2.9(b), 2.9(c), and 2.9(d). By
comparing Fig. 2.6(a) with Fig. 2.9(b) we see that spin-orbit coupling splits the band structure of the
dumbbell device. Within a small energy interval of [−0.04,+0.04] around the Fermi energy there exist
now both left propagating and right propagating surface modes with positive ky. Hence, for |µ| . 0.04
the dumbbell device is no longer a perfect filter for modes with ky > 0. However, for 0.4 > µ > 0.04
the filtering property remains intact, see Fig. 2.9(d).
For experimental realizations it is important to know how large the spin-orbit coupling can be,
such that the transverse topological current is still observable. To address this question, we have
performed simulations of the dumbbell device as a function of increasing spin-orbit coupling strength
b1. Figure 2.10 shows the band structure of the dumbbell constriction and the Berry curvature for a
range of spin-orbit coupling values b1. We observe that with increasing spin-orbit coupling the Berry
curvature becomes more and more smeared out. Once the spin-orbit coupling value b1 is of the same
order or larger than the intra-orbital hopping t‖, the Berry curvature field is no longer concentrated
along the nodal line, see Fig. 2.10(h). Hence, the transverse topological current disappears for b1 & t‖.
We conclude that in order for the dumbbell device to be well-functioning, the spin-orbit coupling
strength should be roughly one order less than the hopping term.
It is interesting to note that the filtering effect of the dumbbell device is present even for large
spin-orbit coupling. As we can see form Fig. 2.10(d), the band structure within the energy window
−0.5 < E < +0.5 is dominated by surface states even for large spin-orbit coupling. These surface states
filter electrons based on their momenta. We expect that the filtering property of the dumbbell device
only disappears for a spin-orbit coupling value larger than the finite size gap in the bulk spectrum.
Robustness against disorder
Here, we study the effects of disorder on the dumbbell filter device. A simple renormalization group
argument shows that short-range correlated disorder is a marginal perturbation to the DNLSM Hamil-
tonian. Therefore, it is expected that the DNLSM and the dumbbell filter devices are robust against
weak short-range correlated disorder [44, 90]. To verify this expectation we numerically compute the
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Figure 2.10: Band structure and Berry curvature of the dumbbell filter device as a function of
increasing spin-orbit coupling. (a)-(d) Band structure of the dumbbell constriction
with dimensions Nx = 20 and Nz = 10 with spin-orbit coupling strengths b1 = 0.02,
0.14, 0.20 and 0.50 respectively. (e)-(h) Berry curvature of the DNLSM for the same
parameters as in panels (a)-(d).
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Figure 2.11: Conductance G of the dumbbell filter device with disorder. The dimensions of the
constriction in the filter device are Nx = 20, Ny = 20, and Nz = 10. The disorder is
described by the disorder potentials (2.107), where v(rn) is drawn from a Gaussian
distribution with width V0. The parameters of the DNLSM are the sam as in Fig. 2.6.
conductance of the filter device in the presence of short-range impurity scatterers of the form
V (r) =
∑
n
v(rn)δ(r− rn), (2.107)
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Figure 2.12: PT -symmetric non-Hermitian topological nodal-line semimetal. (a) Topological ex-
ceptional torus. (b) The real part of the Berry phase, which is not defined in the
white region. (c) Wavefunction amplitude |ψ(kx, ky, Nz)|2 for the surface states for
Nz = 100 layers in z direction. The region of the localized wavefunction forms two
disks at top and bottom layer.
where v(rn) denotes the scattering potential at the lattice site rn. For each lattice site the onsite
potential v(rn) is drawn from a Gaussian distribution with width V0. In Fig. 2.11 we present the
conductance of the filter device as a function of disorder strength V0. We find that for V0 < 0.1 the
conductance steps in multiples of e2/h are still clearly visible. This indicates that the filter device is
robust against moderately strong disorder.
2.7 PT -symmetric non-Hermitian topological nodal-line semimetals
At the end of last century, it was first pointed out by C. Bender that instead of Hermiticity, the reality
of the spectrum of a Hamiltonian can be ensured by an unbroken PT symmetry[91]. Indeed, as we
have shown in section 2.1, the PT symmetry with (PT )2 = +1 is actually a reality requirement for the
Hamiltonian. For our PT -symmetric topological nodal-line semimetals, it is also possible to lift the
restriction of Hermiticity. The non-Hermitian potential usually enters as perturbation experimentally,
here we consider the non-Hermitian potentials expressed in terms of Pauli matrices iλσj with j = 1, 2, 3.
The PT symmetry operator in our case is PˆTˆ = σ3Kˆ, thus the only PT -symmetric non-Hermitian
potential is iλσ1. The PT -symmetric non-Hermitian Hamiltonian in momentum space reads,
H′nl(k) = [µz − 2t‖(cos kx + cos ky)− 2t⊥ cos kz]σ3 − 2t′⊥ sin kzσ2 + iλσ1. (2.108)
The energy spectrum is E′nl = ±
√
Enl(k)2 − λ2, which is purely real for k in the region of Enl(k)2 > λ2.
As shown in Fig. 2.12 (a), the band crossing changes from a nodal line (red) to a torus (yellow).
Though the system is non-Hermitian, the topological invariant can still be calculated. Let’s focus on
Berry phase along a closed path S1 that encircles the entire exceptional torus, denoted by blue circle
in Fig. 2.12 (a). In the close neighborhood of the original nodal line, we can do the Taylor expansion
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to the first order for Hamiltonian in Eq. (2.108), which yields Htorus(δk) = δk‖σ1 + δkzσ2 − iλσ3 after
a unitary transformation. Then the circle S1 can be parameterized as δk = (r cosφ, r sinφ) with the
radius r  ρ. In non-Hermitian systems, the eigenvalue equations read,
H|α〉 = Eα|α〉, H†|α〉〉 = E∗α|α〉〉, (2.109)
where the left eigenvector |α〉〉 and the right eigenvector |α〉 are not identical in general. Usually the
biorthonormal condition of 〈〈α|β〉 = δα,β is used. Then the Berry phase on S1 of Htorus(δk) for the
conduction band is calculated
γ(S1) =
∮
dφ〈〈+, φ|i∂φ|+, φ〉 =
√
r2 − λ2 + iλ√
r2 − λ2 pi, (2.110)
which is complex and not quantized if λ 6= 0. It seems that the quantization of Berry phase by
PT symmetry fails in the non-Hermitian regime, as the non-Hermitian potential iλσ1, similar to its
Hermitian counterpart λσ1, breaks the quantization of pi Berry phase.
However, from Eq. (2.110), we find that the real part of the Berry phase is still quantized for small
perturbations. The loop S1 can also be deformed to two lines at different ky values going through
kx ∈ [−pi, pi] that inside and outside the torus. The real part of Berry phase computed in this way is
plotted in Fig. 2.12 (b). In Fig. 2.12 (c), we calculate the wavefunction amplitude |ψ(kx, ky, Nz)|2 for
the surface states from the lattice modelH ′L+iλσ1 withH
′
L from Eq. (2.30). Surprisingly, the drumhead
surface states still exist and the region for the localization is basically the same as the Hermitian case,
which can be seen at the surface in Fig. 2.12 (c), even though the topological invariant is not well defined
in some regions in the first BZ. The question remains how to characterize non-Hermitian topological
phases of matter and the non-Hermitian bulk-boundary correspondence.
2.8 Conclusions
We have studied PT -symmetric Dirac nodal-line semimetals in detail. The non-trivial topological
invariants in the bulk lead to exotic drumhead surface states, which have been studied from both
low-energy effective model and the tight-binding lattice model. Furthermore, we focus on the parity
anomaly in nodal-line semimetals, and find that it induces a topological current. To generate and test
the topological current, we propose a dumbbell filtering device. We emphasize that the anomaly-induced
currents are robust to small perturbations, since they are of topological origin. The same conclusions
apply to the dumbbell device, as its properties originate from topologically protected surface states.
Hence, the topological currents are observable even in systems with small spin-orbit coupling, finite
dispersion of the nodal ring, as well as moderately strong disorder. Regarding experimental realizations
of our proposal, the hexagonal pnictides CaAgAs and CaAgP [1, 2] are particularly promising candidate
materials, because they are available in single crystal form and exhibit just a single Dirac ring at
the Fermi energy [2, 92–94]. While the observation of the parity anomaly in DNLSMs would be of
fundamental interest, the dumbbell device used for this purpose could also lead to new electronic
devices, such as a topological current rectifier. We anticipate that similar devices could also be realized
in Dirac or Weyl semimetals, whose Fermi arc surface states could be used as a valley filter.
Finally, we connect the PT symmetry with non-Hermitian physics, and discuss the PT -symmetric
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non-Hermitian Dirac nodal-line semimetal. We find that the topological invariants can still be computed
in the bulk, which are different to the Hermitian ones. However, the correspondence between the bulk
topological invariants and the topological boundary states is not clear, as the bulk invariants are not well
defined throughout the BZ. In the following chapters, we will focus on the non-Hermitian topological
phases of matter.
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One fundamental assumption of quantum mechanics is that the Hamiltonian H which describes the
dynamics of the quantum system is Hermitian, H = H†, with † representing the combined operations
of matrix transposition and complex conjugation. This assumption has its roots in the requirements of
real eigenvalues of H and unitarity of the time-evolution operator e−iHT . However, it was realized by
Carl Bender that the requirement of Hermiticity can be replaced by a more physical one, the parity-time
(PT ) symmetry, from which the requirements of reality and unitarity can be properly satisfied [31, 34].
Shortly after this discovery, it was observed experimentally that non-Hermitian PT -symmetric systems
exist, e.g., in optical systems with balanced loss and gain [95]. Later on, the field of non-Hermitian
PT -symmetric physics experiences a rapid development [96–101].
Apart from fundamental questions on the foundation of quantum mechanics, non-Hermitian Hamilto-
nians can serve as a good description of dissipative systems, open systems, or non-equilibrium systems
that can exchange particle or energy with the environment. Typical examples are systems with open
boundaries [102, 103], with particle loss or gain [104–107], and with dissipation and disorder [108–110].
In these systems, the expectation value of a physical operator might not be real, and its imaginary part
has a physical meaning, such as finite life time of quasi-particles [111, 112]. Recently, it has been shown
that non-Hermitian Hamiltonians provide useful descriptions of strongly correlated materials in the
presence of disorder or dissipation [108–116]. This has given new insights into the Majorana physics of
semiconductor-superconductor nanowires [116] and into the quantum oscillations of SmB6 [109, 111].
There is a growing interest to study topological phases of matter in the context of non-Hermitian
physics. The joint efforts of the fields of topological matter and non-Hermitian physics has lead to
fascinating discoveries, both at the fundamental and at the applied level [20, 21, 30, 117–131]. For
instance, topological exceptional points have been found in one-dimensional non-Hermitian lattices [30,
123–125] and in non-Hermitian Chern insulators [20, 126–128]. Exceptional rings and bulk Fermi
arcs have been discovered in non-Hermitian topological semimetals [129, 130, 132–135]. Despite these
recent activities, a general framework for the study and the complete classification of non-Hermitian
topological phases is still absent. Since most non-Hermitian experimental systems can be faithfully
captured by Dirac Hamiltonians with small non-Hermitian perturbations [99, 117–119, 136–143], a
systematic investigation of non-Hermitian Dirac models would be particularly valuable. This would be
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not only of fundamental interest, but could also guide the design of new applications.
In this chapter, we present a systematic investigation of d-dimensional massive Dirac Hamiltonians
perturbed by small non-Hermitian terms. We show that these can be either intrinsically or super-
ficially non-Hermitian, depending on whether the non-Hermiticity can be removed by a similarity
transformation with open or periodic boundary conditions. According to the Clifford algebra, general
non-Hermitian terms can be categorized into three different types: (i) non-Hermitian terms that anti-
commute with the whole Dirac Hamiltonian, (ii) kinetic non-Hermitian terms, and (iii) non-Hermitian
mass terms. Remarkably, we find a two-fold duality for the first two types of non-Hermitian per-
turbations: Dirac models perturbed by type-(i) terms are superficially non-Hermitian with periodic
boundary conditions (PBCs), but intrinsically non-Hermitian with open boundary conditions (OBCs).
Vice versa, Dirac models with type-(ii) terms are intrinsically non-Hermitian with PBCs, but super-
ficially non-Hermitian with OBCs. Interestingly, for type-(i) and type-(ii) terms the non-Hermiticity
leads to (d− 2)-dimensional exceptional spheres in the surface and bulk band structures, respectively.
Type-(iii) terms, on the other hand, induce intrinsic non-Hermiticity both for OBCs and PBCs, but
with a purely real surface-state spectrum and no exceptional spheres.
As boundary conditions play a key role in distinguishing different non-Hermitian terms in lattice
systems, their role is investigated with the transfer matrix method [144]. It is revealed that different
to Hermitian systems, the boundary conditions in non-Hermitian systems not only influence boundary
states, but also bulk states, which results in drastic different band structures between non-Hermitian
systems with OBCs and those with PBCs.
Finally, we study in detail the properties of exceptional points which are unique to non-Hermitian
systems. At these exceptional points, two or more eigenstates become identical and self-orthogonal,
leading to a defective Hamiltonian with nontrivial Jordan normal form [145]. We classify different
exceptional points by Z/N topological invariants, and apply this classification to concrete physical
systems. The exceptional points will also affect the Green’s function. We show that at exceptional
points, Green’s function will exhibit high-order poles.
3.1 General theory
We begin with connecting non-Hermitian lattice theory to the general theory of non-Hermitian physics.
In non-Hermitian physics, a fundamental difference between Hermitian Hamiltonians and non-Hermitian
ones is that a Hermitian Hamiltonian can only be transformed by unitary transformations in order to
preserve the Hermiticity, but a non-Hermitian Hamiltonian can be transformed by similarity trans-
formations, H → V −1HV , where V is an invertible matrix not necessarily unitary. It is significant
to observe that there exists a large class of non-Hermitian Hamiltonians which can be converted into
Hermitian ones by similarity transformations, i.e.,
V −1HV = H ′, H ′† = H ′. (3.1)
For non-interacting lattice models, which are mainly concerned by us, if translational symmetry is
preserved, we mainly deal with the Hamiltonian in momentum space, Hαβ(k) with α,β labeling sub-
lattice and orbital degrees of freedom, and thereby we define that H(k) is intrinsically Hermitian in
momentum space if there exists V(k) with H′(k) = V−1(k)H(k)V(k) Hermitian. For instance, PT -
symmetric spinless tight-binding models without “spontaneously PT symmetry breaking” are always
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intrinsically Hermitian in momentum space with real spectra. Actually, H(k) is the Fourier transform
of the Hamiltonian in real space H(rα),(r′α′) with r the positions of primitive cells if translational sym-
metry is preserved. More specifically, we first perform the Fourier transform for a finite lattice with
periodic boundary conditions, and then send the lattice size to be infinite, with the Brillouin zone fully
filled by k. Thus, H(k) actually describes physics with periodic boundary conditions and translational
symmetry, both of which are violated if boundaries are opened. Then, we have to consider H(rα),(r′α′),
and the associated similarity transformation V(rα),(r′α′) in real space. In real space, it is natural to de-
mand that the locality to be preserved by the similarity transformation, namely, that |V(rα),(r′α′)| tends
to zero sufficiently fast as |r − r′| → ∞, for instance, as the simplest case, V(rα),(r′α′) = Vr(α,α′)δr,r′ ,
diagonal in real space. It is worth noting that although V(k) is apparently local in momentum space,
the locality in real space is essentially different from that in momentum space. Generically, V(rα),(r′α′)
has no translation symmetry, and Vr,r′ =
∑
k V(k)eik·(r−r
′), the Fourier transform of V(k), is not local
in general.
This chapter is mainly devoted to applying the above concepts to non-Hermitian Dirac models
H = H0 + λU , where H0 is the Hermitian massive Dirac model and U a non-Hermitian term. The
non-Hermitian term will not induce band crossing, and thus can be treated as a perturbation. In d
dimensional momentum space, the Hermitian lattice Dirac model reads,
H0(k) =
d∑
i=1
sin kiΓi + (M −
d∑
i=1
cos ki)Γd+1, (3.2)
where Γµ denotes the Hermitian gamma matrices that satisfy {Γµ,Γν} = 2δµν andM a real parameter.
The corresponding real space Hamiltonian in the j direction with Nj layers is given by
H0(k˜) =
1
2i
(S − S†)⊗ Γj − 1
2
(S + S†)⊗ Γd+1 + 1Nj ⊗ (
∑
i 6=j
sin kiΓi + (M −
∑
i 6=j
cos ki)Γd+1), (3.3)
where k˜ stands for the remaining momenta ki 6=j , 1Nj is the identity matrix, and Sij = δi,j+1 is the
right-translational operator in the j-direction, which let S|i〉 = |i + 1〉 and S†|i〉 = |i − 1〉, where i
labels the ith site in the j direction. As 〈i|S|j〉 = δi,j+1, with periodic boundary conditions (PBCs),
the corresponding matrices are,
S =

0 0 0 0 · · · 1
1 0 0 0 · · · 0
0 1 0 0 · · · 0
0 0 1 0 · · · 0
...
...
...
. . . . . .
...
0 0 0 0 1 0

, Si,j =
{
δi,j+1 for i = 1 . . . N − 1
δi,N for i = N
. (3.4)
For open boundary conditions (OBCs) we simply need to replace S and S† by Ŝ and Ŝ†
H0(k˜) =
1
2i
(Ŝ − Ŝ†)⊗ Γj − 1
2
(Ŝ + Ŝ†)⊗ Γd+1 + 1Nj ⊗ (
∑
i 6=j
sin kiΓi + (M −
∑
i 6=j
cos ki)Γd+1), (3.5)
where Ŝ is given by S but with the upper right 1 removed, i.e.,
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Ŝ =

0 0 0 0 · · · 0
1 0 0 0 · · · 0
0 1 0 0 · · · 0
0 0 1 0 · · · 0
...
...
...
. . . . . .
...
0 0 0 0 1 0

, Ŝ† =

0 1 0 0 · · · 0
0 0 1 0 · · · 0
0 0 0 1 · · · 0
0 0 0 0
. . . 0
...
...
...
...
. . . 1
0 0 0 0 0 0

, (3.6)
with dimension Nj . From the Eqs. (3.2) and (3.5), it is now clear that, according to the Clifford algebra,
there exist only the three types of non-Hermitian terms discussed in the introduction. We will now
study these individually.
3.1.1 Non-Hermitian terms of type (i)
We now start with the first case, namely terms that anti-commute with the Hermitian Dirac Hamilto-
nian and assume PBCs. Such non-Hermitian terms are possible for all chiral symmetry classes among
the ten-fold Altland-Zirnbauer classes [13], with the non-Hermitian terms given by the corresponding
chiral operators. The perturbed Hamiltonian in momentum space is given by
H(k) = H0(k) + iλΓ, (3.7)
where H0(k) is just Eq. (3.2), and Γ is a Hermitian matrix with Γ2 = 1. H0(k) anti-commutes with
the chiral operator Γ,
{Γ,H0(k)} = 0. (3.8)
The spectrum is given by E(k) = ±√d2(k)− λ2 with d2(k)1 = H20(k), which is completely real for all k
provided |λ| is less than the energy gap of H0(k). Thus for such non-Hermitian terms, the Hamiltonian
is superficially non-Hermitian in momentum space.
The corresponding similarity transformation can be derived systematically by noticing that the flat-
tened Hamiltonian H˜0(k) = H0(k)/d(k) and Γ form a Clifford algebra, and therefore i[H˜0(k),Γ]/4
generates rotations of the plane spanned by H˜0(k) and Γ. In the following, we shall construct this
rotation operator. By using (H˜0(k)Γ)2 = −1, we can obtain the following relation,
V(k) = e−i η(k)2 H˜0(k)Γ = cosh η(k)
2
− i sinh η(k)
2
H˜0(k)Γ. (3.9)
Applying this operator to the flattened Hamiltonian H˜0(k), it is obtained that
V(k)H˜0(k)V(k)−1 = cosh η(k)H˜0(k) + i sinh η(k)Γ, (3.10)
which is equivalent to the relation of
1
cosh η(k)
V(k)H˜0(k)V(k)−1 = H˜0(k) + i tanh η(k)Γ. (3.11)
Using Eq. (3.7), we can get
1
d(k)
H(k) = H˜0(k) + i λ
d(k)
Γ. (3.12)
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By comparing Eq. (3.11) and Eq. (3.12), the following equivalent relation can be established,
1
cosh η(k)
V(k)H˜0(k)V(k)−1 = 1
d(k)
H(k), (3.13)
provided that
tanh η(k) =
λ
d(k)
. (3.14)
From tanh η(k), we can obtain the expression for η(k), which is
eη(k) =
√
d(k) + λ
d(k)− λ. (3.15)
Correspondingly cosh η(k)−1 =
√
1− λ2/d2(k). Then from Eq. (3.13), the similarity transformation
can be obtained as
V(k)−1H(k)V(k) =
√
1− λ2/d2(k)H0(k), (3.16)
with the similarity transformation operator expressed as
V(k) = exp[−iH˜0(k)Γη(k)/2]. (3.17)
With OBCs, however, the topological phase of H0(k) is intrinsically non-Hermitian. The intrinsic
non-Hermiticity can be seen from a general solution to the chiral perturbation theory, H = H0 + iλΓ.
For an eigenstate ψ0 of H0 with energy E0, iλΓ scatters it into Γψ0, which is also an eigenstate of H0,
but with opposite energy −E0. Then, it is clear that any eigenstate of H is a superposition of ψ0 and
Γψ0. Thus the eigenstates of H has the form,
ψ = aψ0 + bΓψ0. (3.18)
Solving the Schrödinger equation Hψ = Eψ gives the energies as
E± = ±
√
E20 − λ2, (3.19)
with the corresponding eigenstates,
ψ± = ψ0 + (iE0/λ±
√
1− E20/λ2)Γψ0. (3.20)
If H0 is in a topological phase, then the boundary low-energy excitations are described by massless
Dirac fermions. Consequently, for arbitrarily tiny λ, there exists a region in the spectrum of H0 where
the energies are imaginary. Thus, because of the boundary massless Dirac fermions, the non-Hermitian
Dirac model with open boundary conditions is intrinsically non-Hermitian.
As an aside, we remark that even arbitrarily large non-Hermitian terms iλΓ cannot remove the
topological surface state. The reason for this is that iλΓ is a chiral operator, which acts only within
a unit cell and does not couple different sites. In other words, the expectation value of the position
operator Xi is independent of λ, i.e., ddλ〈ψαλ |Xi|ψβλ〉 = 0 with 〈ψαλ | and |ψβλ〉 the left and right eigenstates
of H, respectively. Here α and β denote the internal degree of freedom. Hence, boundary states remain
on the boundary even though their energies would be drastically changed.
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Accordingly, the low-energy effective boundary theory can be generically given by
Hb(k˜) = k˜iγi + iλγ, (3.21)
where k˜iγi is the boundary massless Dirac fermions of H0, and γ is the projection of Γ into the low-
energy boundary states, with {γi, γ} = 0. Hence, as the boundary spectrum Ed(k˜) = ±
√
k˜2 − λ2,
the non-Hermitian term leads to a (d − 2)-dimensional exceptional sphere in the boundary Brillouin
zone consisting of exceptional points, and separating eigenstates with real energies from those with
imaginary energies.
3.1.2 Non-Hermitian terms of type (ii)
We proceed by considering non-Hermitian kinetic terms that enter into the Dirac Hamiltonian in
Eq. (3.2) with PBCs. The effects of non-Hermitian kinetic terms with PBCs can be clearly seen in the
continuous version of Eq. (3.2), namely H = H0 + iλΓj given by
H(k) =
d∑
i=1
kiΓi +mΓd+1 + iλΓj , (3.22)
with 1≤j≤d and λ real. The energy spectrum is complex in general and is given by
En-k(k) = ±
√∑
i 6=j
k2i + (kj + iλ)
2 +m2, (3.23)
where exceptional points form a (d− 2)D sphere at∑i 6=j k2i = λ2 in the plane with kj = 0. Hence, the
Hamiltonian is intrinsically non-Hermitian in momentum space.
Next we want to study the effects of the non-Hermitian kinetic term with OBCs. Take OBCs in the
jth direction, we simply replace kj by −i∂j to obtain H(k˜,−i∂j). Then, it is obvious that
e−λxjH(k˜,−i∂j)eλxj = H0(k˜,−i∂j), (3.24)
namely, that the similarity transformation eλxj converts the Hamiltonian to be Hermitian. Accordingly,
H has real spectrum as that of H0, with their eigenstates related by
ψ(xj , k˜) = e
λxjψ0(xj , k˜). (3.25)
Thus, we see the continuous Dirac model with non-Hermitian kinetic terms is intrinsically non-Hermitian
for PBCs, but intrinsically Hermitian for OBCs.
The conclusion holds on for Dirac lattice models with non-Hermitian kinetic perturbations. The
model Hamiltonian in this case reads,
H′(k) = H0(k) + iλΓj =
d∑
i=1
sin kiΓi + (M −
d∑
i=1
cos ki)Γd+1 + iλΓj . (3.26)
The corresponding real-space Dirac model of Eq. (3.5) perturbed by the non-Hermitian kinetic term,
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H = H0 + 1⊗ iλΓj reads
H(k˜) =
1
2i
(Ŝ− Ŝ†)⊗Γj− 1
2
(Ŝ+ Ŝ†)⊗Γd+1 +1Nj ⊗(
∑
i 6=j
sin kiΓi+(M−
∑
i 6=j
cos ki)Γd+1 + iλΓj), (3.27)
which is superficially non-Hermitian in real space. Note that for the part (M −∑i 6=j cos ki)Γd+1 + iλΓj
in the above Hamiltonian, the non-Hermitian term iλΓj can be regarded as a non-Hermitian anti-
commuting perturbation. Hence, we can first convert this part to be Hermitian by the following
similarity transformation,
ρ−1i [(M −
∑
i 6=j
cos ki)Γd+1 + iλΓj ]ρi =
√
M2k − λ2Γd+1, (3.28)
with Mk = M −
∑
i 6=j cosMk. Here ρi = (1 + α)1 + i(1− α)ΓjΓd+1, with α =
√
(Mk − λ)/(Mk + λ),
and its inverse is ρ−1i =
1
4α
[
(1 + α)1− i(1− α)ΓjΓd+1
]
. Next we turn to the remaining terms in
Eq. (3.27) with non-trivial spatial parts,
1
2i
(Ŝ − Ŝ†)⊗ Γj − 1
2
(Ŝ + Ŝ†)⊗ Γd+1 = Ŝ ⊗ ( 1
2i
Γj − 1
2
Γd+1)− Ŝ† ⊗ ( 1
2i
Γj +
1
2
Γd+1). (3.29)
The operator ρi acts on the internal degree parts of terms in above equation as
Ŝ ⊗ ρ−1i (
1
2i
Γj − 1
2
Γd+1)ρi = αSˆ ⊗ ( 1
2i
Γj − 1
2
Γd+1), (3.30)
Sˆ† ⊗ ρ−1i (
1
2i
Γj +
1
2
Γd+1)ρi =
1
α
Sˆ† ⊗ ( 1
2i
Γj +
1
2
Γd+1). (3.31)
We construct the spatial part similarity transformation ρS = diag(1, α, α2, · · · , αNj−1), which enables
the transformation
ρ−1S (αŜ)ρS = Ŝ, (3.32)
ρ−1S (
1
α
Ŝ†)ρS = Ŝ†. (3.33)
Finally, the full similarity transformation operator can be constructed as
V = ρS ⊗ ρi = diag(1, α, α2, · · · , αNj−1)⊗ [(1 + α)1 + i(1− α)ΓjΓd+1], (3.34)
with α =
√
(Mk − λ)/(Mk + λ) and Mk = M −
∑
i 6=j cos ki. This similarity transformation converts
the non-Hermitian Hamiltonian into
V −1H(k˜)V =
1
2i
(Ŝ − Ŝ†)⊗ Γj − 1
2
(Ŝ + Ŝ†)⊗ Γd+1 + 1Nj ⊗ (
∑
i 6=j
sin kiΓi +
√
M2k − λ2Γd+1). (3.35)
The Hamiltonian of Eq. (3.27) is Hermitian if M2k ≥ λ for all k˜. The cases of d = 1, 2 with Γi being the
Pauli matrices corresponds to the Su-Schrieffer-Heeger model and Chern insulator, respectively, and
have been studied in Refs. [30, 126].
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3.1.3 Non-Hermitian terms of type (iii)
Adding a non-Hermitian mass term iλΓd+1 to Eq. (3.2) or (3.5) is equivalent to assuming M to be
complex. In this case the spectrum is always complex no matter with PBCs or OBCs, and therefore
the non-Hermitian Dirac model is really intrinsically non-Hermitian regardless of boundary conditions.
Also in contrast to the previous two cases, the non-Hermitian mass terms lead to no exceptional point
in both systems with PBCs and OBCs. Especially the boundary states have exactly the same real
energies as those of the Hermitian Dirac models, and therefore are conservative. In other words,
such non-Hermitian perturbations are irrelevant to them and only lead to renormalization of certain
parameters.
We first consider the case of PBCs, the lattice Dirac model with non-Hermitian mass perturbation
is given by
H(k) =
d∑
i=1
sin kiΓi + (M −
d∑
i=1
cos ki)Γd+1 + iλΓd+1. (3.36)
The energy spectrum is E(k) = ±
√∑d
i=1 sin
2 ki + (M + iλ−
∑d
i=1 cos ki)
2, which is complex for gen-
eral k values.
We now turn discuss the in-gap boundary states of the perturbed Hamiltonian with OBCs, H(k˜) =
H0(k˜) + 1Nj ⊗ iλΓd+1 with the boundary in the j direction with Nj layers, where H0(k˜) is given by
Eq. (3.5).
H(k˜) =
1
2i
(Ŝ− Ŝ†)⊗Γj − 1
2
(Ŝ+ Ŝ†)⊗Γd+1 +1Nj ⊗ (
∑
i 6=j
sin kiΓi + (M −
∑
i 6=j
cos ki)Γd+1) +1Nj ⊗ iλΓj .
(3.37)
Except for the j direction, the translational symmetry in other directions is preserved. Thus we adopt
the ansatz
|ψk˜〉 =
Nj∑
i=1
βi|i〉 ⊗ |ξk˜〉, (3.38)
with |β| < 1 for the boundary states localized at the i = 1 layer. In solving the Schrödinger equation
of
H(k˜)|ψk˜〉 = Eˆkx |ψk˜〉, (3.39)
we find it gives two constraints,[∑
i 6=j
sin kiΓi +
1
2i
(β − β−1)Γj + (M −
∑
i 6=j
cos ki − 1
2
(β + β−1))Γd+1 + iλΓd+1
]
|ξkx〉 = Eˆkx |ξkx〉 (3.40)
and [∑
i 6=j
sin kiΓi +
1
2i
βΓj + (M −
∑
i 6=j
cos ki − 1
2
β)Γd+1 + iλΓd+1
]
|ξkx〉 = Eˆkx |ξkx〉. (3.41)
The difference between the above two equations yields a simpler relation,
iΓd+1Γj |ξkx〉 = |ξkx〉. (3.42)
This means the boundary states are the positive eigenvalue of iΓd+1Γj , from which we can construct
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the projector for the boundary states
P =
1
2
(
1 + iΓd+1Γj
)
. (3.43)
With the relation of Eq. (3.42), Eq. (3.41) becomes,[∑
i 6=j
sin kiΓi + (M −
∑
i 6=j
cos ki + iλ− β)Γd+1
]
|ξkx〉 = Eˆkx |ξkx〉, (3.44)
and under the projection P , Eq. (3.41) also becomes,∑
i 6=j
sin kiΓi|ξkx〉 = Eˆkx |ξkx〉. (3.45)
The difference between above two equations gives,
β = M −
∑
i 6=j
cos ki + iλ. (3.46)
We now calculate the effective boundary Hamiltonian. Remarkably, since the non-Hermitian mass term
iλΓd+1 anti-commutes with iΓd+1Γj of the projector P , it will vanish after the projection. Thus, the
resultant effective boundary Hamiltonian is
Hb(k˜) =
∑
i 6=j
sin kiγ
i, (3.47)
with γi = PΓiP , for k˜ satisfying |β| = |M −
∑
i 6=j cos ki + iλ| < 1. Notably, the resultant bound-
ary effective Hamiltonian Hb(k˜) =
∑
i 6=j sin kiγ
i with γi = PΓiP is exactly the same as that of the
Hermitian Dirac model, although the range of k˜ is modified as specified by |M −∑i cos k˜i + iλ| < 1.
Since the effective boundary Hamiltonian is Hermitian, boundary spectrum is purely real with Eb(k˜) =
±
√∑
i 6=j sin
2 ki.
3.2 Representative non-Hermitian topological gapped systems
Our theory is based on the generic Dirac models, which are able to describe most topological insulators
and superconductors. In principle, it can be readily adopted for various non-Hermitian topological sys-
tems. In this section, we focus on two representative models, the 2D topological insulator characterized
by Z2 type topological invariant and the 4D topological insulator characterized by Z type second Chern
number.
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3.2.1 2D quantum spin hall insulator
We start with the Hermitian 2D topological insulator, which can be described by the following Dirac
model,
HTI,0(k) = sin kxΓ1 + sin kyΓ2 + (M − cos kx − cos ky)Γ3, (3.48)
where the five gamma matrices are Γi = σi ⊗ τ1, Γ4 = σ0 ⊗ τ3, Γ5 = σ0 ⊗ τ2 (i = 1, 2, 3), with σi and
τi Pauli matrices. This Hamiltonian is time-reversal symmetric, with the time-reversal operator given
by Tˆ = σ1 ⊗ τ2Kˆ and Kˆ the complex conjugation operator, which satisfies
Tˆ −1HTI,0(−k)Tˆ = HTI,0(k). (3.49)
The energy spectrum is obtained as ETI,0(k) = ±dTI(k), with d2TI(k) = sin2 kx+sin2 ky+(M−cos kx−
cos ky)
2, and the corresponding eigenstates are found to be,
|+, ↑〉 = 1√
2dTI
(
sin kx − i sin ky, −M(k), 0, dTI
)T
,
|+, ↓〉 = 1√
2dTI
(
M(k), sin kx + i sin ky, dTI, 0
)T
,
|−, ↑〉 = 1√
2dTI
(
− sin kx + i sin ky, M(k), 0, dTI
)T
,
|−, ↓〉 = 1√
2dTI
(
−M(k), −(sin kx + i sin ky), dTI, 0
)T
,
(3.50)
with M(k) = M − cos kx − cos ky and T the matrix transposition.
As we have discussed in the introduction chapter, the Z2 topological invariant can be obtained from
the Pfaffian of the antisymmetric matrix ω(k) at high symmetry points in the Brillouin zone, defined
as
ω(k) = 〈−k, α|Tˆ |k, β〉 = 1
dTI
(
−i sin kx + sin ky −iM(k)
iM(k) −i sin kx − sin ky
)
, (3.51)
with α and β denoting the band index. The Z2 topological invariant can be calculated as
(−1)ν =
4∏
i=1
Pf ω(Λi)√
detω(Λi)
, (3.52)
with Λi representing four high symmetry points of (kx, ky) = (0, 0), (0, pi), (pi, 0), (pi, pi). From the
expression of ω(k), we get
(−1)ν = sgn(M − 2) sgn(M + 2), (3.53)
which is topologically non-trivial for M ∈ (−2, 2), with ν = 1 ∈ Z2.
Alternatively, we can use the Wilson loop approach to calculate the topological invariant, which has
also been discussed in the introduction chapter and is defined as
W(kx) = P exp
(
−
∫ pi
−pi
dkyA(kx, ky)
)
. (3.54)
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Figure 3.1: 2D topological insulator with non-Hermitian anti-commuting terms. (a) and (b) show
the windings of the Wilson loop against kx for Hermitian topological insulator with
λ = 0.0 and non-Hermitian topological insulator with λ = 0.3. Here M is set to be
1.0 for both Hermitian and non-Hermitian 2D topological insulator. Blue and green
indicates the real and imaginary parts of the Wilson loop, respectively.
with P the path order and A(kx, ky) the non-Abelian Berry connection
A(kx, ky) =
(
〈〈−, ↑ |∂ky |−, ↑〉 〈〈−, ↑ |∂ky |−, ↓〉
〈〈−, ↓ |∂ky |−, ↑〉 〈〈−, ↓ |∂ky |−, ↓〉
)
, (3.55)
for the occupied bands. In Fig. 3.1 (a), we show the eigenvalues θ of the Wilson loop−i logW(kx) for the
Hermitian 2D topological insulator, where the non-trivial winding indicates the phase is topologically
non-trivial according to Sec. 1.2.3.
Next we turn to considering different non-Hermitian perturbations that enter into the 2D topological
insulator. The 2D topological insulator with Z2 topological invariant is a good candidate to study
non-Hermitian effects, as it can host all the three different non-Hermitian perturbations, (i) the non-
Hermitian anti-commuting terms, (ii) the non-Hermitian kinetic terms, and (iii) the non-Hermitian
mass terms. In the following, we discuss these non-Hermitian perturbations in detail.
Non-Hermitian term of type (i)
We first consider the 2D topological insulator with a non-Hermitian anti-commuting perturbation iλΓ4
with PBCs. The non-Hermitian Hamiltonian in momentum space reads
HTI(k) = HTI,0(k) + iλΓ4, (3.56)
with the anti-commutation relation of {Γ4,HTI,0(k)}. The energy eigenvalues and eigenstates can be
obtained by direct calculations, or alternatively, it can be determined by our theory in Sec. 3.1.1. As
the non-Hermitian perturbation scatters eigenstates ψ0 to Γ4ψ0, the spectrum becomes
ETI(k) = ±
√
d2TI(k)− λ2, (3.57)
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Figure 3.2: Spectra for 2D topological insulator with non-Hermitian anti-commuting terms. (a),
(b) and (c) are the bulk spectra for λ2 < min dTI(k)2, min dTI(k)2 < λ2 < max dTI(k)2
and dTI(k)2 < λ2. (d), (e) and (f) are the corresponding spectra for the open boundary
Hamiltonian. Here M is set to be 1.0, and λ is set to be 0.3, 2.0 and 3.2 for (a), (b)
and (c), respectively. Blue and green indicates the real and imaginary parts of the
energy spectrum respectively. Red denotes the position of exceptional points.
and the corresponding right eigenstates are modified as
ψ± = ψ0 + (iETI,0/λ±
√
1− E2TI,0/λ2)Γ4ψ0, (3.58)
with ψ0 given in Eq. (3.50).
For d2TI(k) > λ
2, the spectrum is purely real in momentum space, thus according to the similarity
transformation constructed in Sec. 3.1.1, the Hamiltonian in Eq. (3.56) can be converted to be Hermitian
by
V(k)−1HTI(k)V(k) =
√
1− λ
2
d2TI(k)
HTI,0(k), (3.59)
where V(k) = exp[− i2HTI,0(k)Γ4ηTI(k)/dTI(k)], with eηTI(k) =
√
(dTI(k) + λ)/(dTI(k)− λ). The ma-
trix form of V(k) is,
V(k) = cosh ηTI(k)
2
− i sinh ηTI(k)
2
HTI,0(k)Γ4/dTI(k). (3.60)
The energy spectrum in momentum space is plotted in Fig. 3.2 (a), which is purely real.
The eigenstates can also be obtained from the similarity transformation in Eq. (3.60). Suppose |un〉
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and En(k) represent the eigenstates and eigenenergies of the Hermitian Hamiltonian HTI,0(k) for nth
band, then the eigenstates and eigenenergies of the non-Hermitian Hamiltonian HTI(k) can be obtained
as
|u′n〉 = V(k)|un〉, E′n =
√
E2n(k)− λ2. (3.61)
We will see the similarity transformation has a significant impact on the topological invariant. As we
have discussed, the Wilson loop is obtained by the Berry connection Am,n = 〈um|∇k|un〉. According
to eigenstates obtained from the similarity transformation in Eq. (3.61), the Berry connection for the
non-Hermitian Hamiltonian HTI(k) can be obtained as
〈〈u′m|∇k|u′n〉 = Am,n + 〈um|V(k)−1∇kV(k)|un〉. (3.62)
Different with unitary transformations, the second term at RHS above cannot be canceled after a loop
integration and hence the topological invariants are not quantized. Thus the topological invariants in
non-Hermitian systems are generally not quantized. In Fig. 3.1 (b), then we can see that the eigenvalues
θ of the Wilson loop −i logW(kx) for the non-Hermitian 2D topological insulator will acquire an
imaginary part, which can be understood as the effect of the non-unitary similarity transformation.
Now we proceed to consider the real space Hamiltonian with OBCs. Taking open boundary conditions
in yˆ direction, the real space Hamiltonian reads,
HTI(kx) =
1
2i
(
Ŝ − Ŝ†
)
⊗Γ2− 1
2
(
Ŝ + Ŝ†
)
⊗Γ3+1Ny⊗(sin kxΓ1+(M−cos kx)Γ3)+1Ny⊗iλΓ4. (3.63)
Here Ŝ and Ŝ† are the forward and backward translation operators in y direction, which let Ŝ|i〉 = |i+1〉
and Ŝ†|i〉 = |i− 1〉, where i labels the ith site in the y direction.
Following a similar procedure as that in Sec. 3.1.3, the effective boundary Hamiltonian can be ob-
tained as
HTI,b(kx) = PHTI(k)P = sin kxγ1 + iλγ4, (3.64)
with γ1 = PΓ1P and γ4 = PΓ4P , for kx in the region of |β| = |M − cos kx| < 1. The boundary
spectrum thus can be obtained, ETI,b(kx) = ±
√
sin2 kx − λ2. It is noticed that for |λ| ≤ 1, there are
exceptional points of second order on the boundary located at kx = ± arcsin |λ|, as shown in Fig. 3.2
(d), which have been highlighted in red. The property of exceptional points will be discussed in Sec. 3.4.
The boundary states behave exactly as anticipated from our theory in Sec. 3.1.1.
It is also interesting to investigate the cases of larger non-Hermitian potential. From Fig. 3.2 (a) to
(c), with increasing λ, the bulk system is gapped with purely real spectrum, gapless with both real
and imaginary spectrum, and gapless with purely imaginary spectrum. The corresponding boundary
states denoted by dotted lines are shown in Fig. 3.2 (d) to (f), which exist even when the bulk becomes
gapless. These boundary states are gapless and have the same localization property as the original
Hermitian topological boundary states according to our theory.
Non-Hermitian term of type (ii)
We consider the non-Hermitian perturbation that commutes with the kinetic term sin kyΓ2 in the model
of 2D topological insulator and first consider the case of PBCs. In momentum space the Hamiltonian
reads
HTI(k) = sin kxΓ1 + sin kyΓ2 + (M − cos kx − cos ky)Γ3 + iλΓ2. (3.65)
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Figure 3.3: Spectra for 2D topological insulator with non-Hermitian kinetic terms.(a) and (b) are
the spectra for PBCs and OBCs, respectively. The parameters are set as λ = 0.5 and
M = 1.5, so that the open boundary spectrum is purely real and there are exceptional
points emerging in the bulk. The blue and green denote real and imaginary parts of the
spectrum. The exceptional points are highlighted in red. (c) The wavefunction profile
of the right eigenvector for boundary (solid) and bulk (dashed) states.
In momentum space, the energy spectrum can be obtained as ETI(k) = ±(sin2 kx + sin2 ky + (M −
cos kx − cos ky)2 − λ2 + 2iλ sin ky)1/2, which is complex in general. The band crossing takes place at
sin ky = 0 and sin2 kx + (M − cos kx − cos ky)2 − λ2 = 0, which forms a zero dimensional exceptional
sphere, i.e., exceptional points as shown by the red points in Fig. 3.3 (a).
Next we discuss the case of OBCs. According to our theory in Sec. 3.1.2, the 2D topological insula-
tor with non-Hermitian kinetic term is superficially non-Hermitian in real space with open boundary
conditions, namely, the non-Hermitian Hamiltonian can be converted to be Hermitian by non-unitary
similarity transformations. From the bulk Hamiltonian in Eq. (3.65), by taking open boundary condi-
tion in y direction with Ny layers, the real space Hamiltonian reads,
HTI(kx) =
1
2i
(
Ŝ − Ŝ†
)
⊗Γ2− 1
2
(
Ŝ + Ŝ†
)
⊗Γ3+1Ny⊗(sin kxΓ1+(M−cos kx)Γ3)+1Ny⊗iλΓ2. (3.66)
We can readily adapt the similarity transformation operator developed in Eq. (3.34) for this non-
Hermitian Hamiltonian, which is
V = diag(1, α, α2, · · · , αNy−1)⊗ [(1 + α)1 + i(1− α)Γ2Γ3], (3.67)
with α =
√
(Mk − λ)/(Mk + λ) and Mk = M − cos kx. Under this similarity transformation, the
Hamiltonian becomes,
H ′TI(kx) = V
−1HTI(kx)V =
1
2i
(
Ŝ − Ŝ†
)
⊗ Γ2 − 1
2
(
Ŝ + Ŝ†
)
⊗ Γ3 + 1Ny ⊗ (sin kxΓ1 +
√
M2k − λ2Γ3),
(3.68)
which is Hermitian for λ2 < M2k , and the spectrum is purely real in this region. As can be seen in
Fig. 3.3 (b), the open boundary spectrum is purely real, where the parameters are chosen as λ = 0.5
and M = 1.5, so that the Hermitian condition of λ2 < M2k is satisfied for the similarity transformed
Hamiltonian above.
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With a closer observation of the spatial part of the similarity transformation operator in Eq. (3.67),
one can find that for α < 1, i.e., |(Mk−λ)/(Mk +λ)| < 1, the spatial part of this operator decays with
increasing layer number. This decay has a significant effect on the wavefunction amplitude. Suppose
that the eigenstates of the transformed Hermitian H ′TI(kx) are denoted as ψ
′, which represent both
extended bulk and localized boundary states. The right eigenstates of the original non-Hermitian
HTI(kx) can be obtained as V ψ′. The decaying factor in V is imposed on all eigenstates, both bulk
and boundary. As a result, both the bulk and boundary states are localized at the boundary, which is
dubbed as "non-Hermitian skin effect" [30, 126]. In Fig. 3.3 (c), we show the wavefunction profile for
a boundary state and a randomly chosen bulk state, which all localize on the edge.
Next we turn to calculate the surface spectrum. Following a similar procedure as that in Sec. 3.1.3,
the effective boundary Hamiltonian can be obtained as
Hb(kx) = sin kxγ1, (3.69)
where γ1 is given by the projection γ1 = PΓ1P , with P = 12(1 + iΓ3Γ2). We find that the boundary
modes are localized in the region of |(M − cos kx)2 − λ2| < 1, which is obtained by the method of
biorthogonal bulk-boundary correspondence from Ref. [127]. The boundary states are denoted by the
dotted lines in Fig. 3.3 (b).
Non-Hermitian term of type (iii)
Let us now discuss the 2D topological insulator with a non-Hermitian mass term. The Hamiltonian in
momentum space reads,
HTI(k) = sin kxΓ1 + sin kyΓ2 + (M − cos kx − cos ky)Γ3 + iλΓ3. (3.70)
The energy spectrum can be obtained as ETI(k) = ±(sin2 kx + sin2 ky + (M +λ− cos kx− cos ky)2)1/2,
which is complex in general. In Fig. 3.4 (a) and (b), we show the real and imaginary parts of the
bulk band spectrum. With open boundary condition in yˆ direction with Ny layers, the real space
Hamiltonian reads,
HTI(kx) =
1
2i
(
Ŝ − Ŝ†
)
⊗Γ2− 1
2
(
Ŝ + Ŝ†
)
⊗Γ3+1Ny⊗(sin kxΓ1+(M−cos kx)Γ3)+1Ny⊗iλΓ3. (3.71)
The real and imaginary parts of the open boundary spectrum, corresponding to the bulk spectrum in
(a) and (b), are shown in Fig. 3.4 (c) and (d). Clearly, the band spectrum is complex in general and
there is no exceptional points emerging in the band structure. The complex spectra of both bulk and
open boundary system is not unexpected, as the non-Hermitian mass term can be viewed as making
M complex.
Following a similar procedure as in Sec. 3.1.3, the effective boundary Hamiltonian can be obtained
as
Hb(kx) = sin kxγ1, (3.72)
where γ1 is given by the projection γ1 = PΓ1P , with P = 12(1 + iΓ3Γ2). Notice that the non-
Hermitian mass term vanishes in obtaining the effective boundary Hamiltonian. Thus the boundary
spectrum is purely real. We emphasize that the localization region of the boundary states is changed
to |M − cos kx + iλ| < 1. The boundary spectrum is ETI, B = ± sin kx, plotted with dotted lines in
Fig. 3.4 (c).
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Figure 3.4: (a),(c) Real and (b),(d) imaginary parts of the energy spectra of the two-dimensional
topological insulator HTI,0 perturbed by the non-Hermitian mass term iλΓ3 with pe-
riodic and open boundary conditions, respectively. The parameters are chosen as
M = 1.5 and λ = 0.3. Solid and dotted lines represent bulk and surface states,
respectively.
3.2.2 4D topological insulator characterized by the second Chern number
In this subsection we discuss the 4D topological insulator which is characterized by the second Chern
number. Similar to the 2D topological Chern insulator as introduced in the first chapter, a topological
term, which is called the second Chern-Simons term, appears in the effective action. Here we briefly
review the process of obtaining this term. The path integral for the partition function in (4 + 1)-
dimensional spacetime without the gauge field reads,
Z0 =
∫
DψDψ†eiψ
†(p0−H(pi))ψ ∝ detG−10 , (3.73)
with the Green’s function G−10 (p) = p0 − H(pi). Now coupling to a U(1) external gauge field A, the
path integral becomes,
ZA ∝ detG−1A , (3.74)
with
G−1A (p,A) = G
−1
0 (p− eA) ≈ G−10 (p)− eAµ∂pµG−10 (p), (3.75)
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where we do the expansion to the first order. The effective action of the gauge field Aµ is obtained from
ZA = e
iSeff , which gives Seff = log det(G−10 (p)− eAµ∂pµG−10 (p)). The effective action is equivalent to
Seff = − tr log(G0) + tr log
[
1 +G0Σ
]
, (3.76)
with Σ = −eAµ∂pµG−10 (p). After the expansion of the second term, the effective action becomes
Seff = − tr log(G0) + tr(G0Σ)− 1
2
tr(G0ΣG0Σ) +
1
3
tr(G0ΣG0ΣG0Σ) + ... (3.77)
By calculating these terms in (4 + 1)-dimensional spacetime, a topological term similar to the (2 + 1)-
dimensional Chern-Simons term arises, which reads [146],
SCS =
C2
24pi2
∫
d5xεµνρστAµ∂νAρ∂σAτ , (3.78)
with µ, ν, ρ, σ, τ = 0, 1, 2, 3, 4. The coefficient reads,
C2 = −pi
2
15
εµνρστ
∫
d5p
(2pi)5
tr
[
G0∂qµG
−1
0 G0∂qνG
−1
0 G0∂qρG
−1
0 G0∂qσG
−1
0 G0∂qτG
−1
0
]
, (3.79)
which is called the second Chern number.
The lattice Hamiltonian for the 4D Chern insulator with PBCs in momentum spaces
H(k) = sin kxΓ1 + sin kyΓ2 + sin kzΓ3 + sin kwΓ4 + (M − cos kx − cos ky − cos kz − cos kw)Γ5, (3.80)
with x, y, z, w as spatial dimensions and Γµ, µ = 1, 2, . . . , 5 five Dirac matrices satisfying Clifford algebra
{Γµ,Γν} = 2δµ,ν . We denote the vector
d = {sin kx, sin ky, sin kz, sin kw, (M − cos kx − cos ky − cos kz − cos kw)}. (3.81)
The topological invariant is given by the second Chern number obtained from Eq. (3.79),
C2 =
3
8pi2
∫
d4kεabcdedˆa∂xdˆb∂ydˆc∂zdˆd∂wdˆe, (3.82)
where dˆa are components of the vector dˆ = d/|d|. By direct calculations, we find the regions 0 < M < 2,
2 < M < 4 and 4 < M have different topological phases, as indicated by the topological invariant
C2 = 3, 0 < M < 2; (3.83)
C2 = −1, 2 < M < 4; (3.84)
C2 = 0, 4 < M. (3.85)
non-Hermitian 4D topological insulator
For the 4D topological insulator, there is no anti-commuting non-Hermitian perturbation, since there
exists no sixth Dirac matrix. We thus focus on non-Hermitian kinetic terms, which is superficially
non-Hermitian in real space. Including non-Hermitian kinetic perturbation iλΓ2 and taking the open
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boundary condition in y direction, the real space Hamiltonian reads,
H4DTI =
1
2i
(Ŝ − Ŝ†)⊗ Γ2 − 1
2
(Ŝ + Ŝ†)⊗ Γ5
+ 1⊗ [sin kxΓ1 + sin kzΓ3 + sin kwΓ4 + (M − cos kx − cos kz − cos kw)Γ5 + iλΓ2] . (3.86)
Adopt the standard procedure as discussed in Sec. 3.1.2, we can construct the real space similarity
transformation operator as
V = ρS ⊗ ρi = diag(1, α, α2, · · · , αNy−1)⊗ [(1 + α)1 + i(1− α)Γ2Γ5], (3.87)
with
α =
(M − cos kx − cos kz − cos kw)− λ
(M − cos kx − cos kz − cos kw) + λ. (3.88)
The similarity transformed Hamiltonian is
V −1H4DTIV =
1
2i
(Ŝ − Ŝ†)⊗ Γ2 − 1
2
(Ŝ + Ŝ†)⊗ Γ5
+ 1⊗
[
sin kxΓ1 + sin kzΓ3 + sin kwΓ4 +
√
(M − cos kx − cos kz − cos kw)2 − λ2Γ5
]
, (3.89)
which is Hermitian for |M − cos kx − cos kz − cos kw| > λ. Suppose that M − cos kx − cos kz − cos kw
is larger than zero throughout the surface Brillouin zone, then its minimum value is approached at
the high symmetry points of (kx, kz, kw) = (0, 0, 0), which is M − 3. For the similarity transformed
Hamiltonian to be purely Hermitian, in this case, it is required that M − 3 > λ.
3.3 Effects of boundary conditions in non-Hermitian lattice systems
In our theory, we show that the boundary conditions of PBCs and OBCs make an important difference
in classifying types of non-Hermitian terms. In non-Hermitian systems, the spectra for systems with
PBCs and OBCs can be strikingly different [30], while for Hermitian systems, they are basically the
same. It is thus necessary to study the boundary conditions in detail. In this section, we discuss the
different boundary conditions with a general non-Hermitian tight-binding model [144, 147].
In d dimensional space, in order to investigate the boundary modes, a non-Hermitian tight-binding
model with open boundary conditions in one direction should be considered. In the remaining d − 1
directions, periodic boundary conditions are assumed so that the crystal momenta in these directions
(denoted by k⊥) are still good quantum numbers. Taking open boundary conditions with N unit cells
in the direction with OBCs, the quasi one-dimensional Hamiltonian can be written as
H(k⊥) =
N∑
n=0
(
JLc
†
ncn+1 +Mc
†
ncn + J
†
Rc
†
n+1cn
)
. (3.90)
Here, some simplifications are made. Only hoppings between nearest neighbors are considered, with
the left and right hoppings described by JL and JR, and M is the onsite potential. Such simplification
is justified as large supercells can always be chosen so that there’s only nearest hopping between them.
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c†n and cn are the creation and annihilation operators for the supercells. In non-Hermitian systems, the
hopping matrices are assumed to be JL = JR = J , and can be tuned to satisfy J2 = 0 as in Ref. [144].
The non-Hermiticity of the Hamiltonian is assumed to be carried by M .
A single particle state can be denoted as |ψ〉 = ∑Nn=0 Ψnc†n|0〉, with |0〉 the vacuum state. From the
Schrödinger equation
H(k⊥)|ψ〉 = ε|Ψ〉, (3.91)
the following recursive equation can be obtained
JΨn+1 +MΨn + J
†Ψn−1 = εΨn, (3.92)
where the hopping matrix J can be decomposed by singular value decomposition (SVD), which is,
J = V ΞW †. (3.93)
Here Ξ = diag{ξ1, ξ2, · · · , ξr}, with ξi positive real. Notice that r is the rank of J , r = rankJ . The
expressions for V and W are V = {v1, v2, · · · , vr},W = {w1, w2, · · · , wr}, which satisfy the relations
V †V = W †W = 1, V †W = 0. The first two relations follow from the definition of SVD, while the third
relation comes from the nilpotent property of J , i.e., J2 = 0.
Rewriting the relation in Eq. (3.92) in terms of the on-site Green’s function G = 1ε−M gives Ψn =
GJΨn+1 + GJ†Ψn−1. Using the expression for J in Eq.(3.93), we obtain
Ψn = GV ΞW †Ψn+1 + GWΞV †Ψn−1. (3.94)
To construct the transfer matrix, the substitution of αn = V †Ψn, βn = W †Ψn is used. By multiplying
V † and W † to Eq. (3.94), the following relation can be obtained
Φn+1 = TΦn, Φn =
(
βn
αn−1
)
, (3.95)
with the transfer matrix
T =
(
Ξ−1G−1vw −Ξ−1G−1vwGwwΞ
GvvG−1vw (Gwv − GvvG−1vwGww)Ξ
)
, (3.96)
where GAB = B†GA with A,B ∈ {V,W}.
With the transfer matrix T , the following relation can be formulated between Φ0 and Φn,
Φn = T
nΦ0, (3.97)
with n ∈ Z.
The difference between PBCs and OBCs spectra can be seen even for case r = rankJ = 1. In
this case, Ξ is a complex number ξ, and the transfer matrix T is just a two dimensional complex
matrix [144, 147],
T =
1
ξGvw
(
1 −ξGww
ξGvv ξ2(GvwGwv − GvvGww)
)
. (3.98)
79
3 Non-Hermitian topological gapped systems
The eigenvalues of T are denoted as ρ±, which satisfy the relation,
trT = ρ+ + ρ−, detT = ρ+ρ−. (3.99)
In the following the condition for bulk states in PBCs and OBCs are discussed based on the transfer
matrix.
• Under PBCs, for a system with N supercells, the following relation should be satisfied,
Φn = Φn+N → Φn = TNΦn. (3.100)
Thus 1 ∈ Spec[TN ], here Spec means the spectrum. Accordingly, the eigenvalues of T have the
form eiφ, where φ = 2pil/N with l integer. Denote ρ+ = eiφ, from Eq. (3.99), the following
relation can be derived for PBCs,
trT = eiφ + detTe−iφ. (3.101)
• Under OBCs, for a system with N supercells, at the boundary the wavefunction vanishes (Ψ0 =
ΨN+1 = 0). From the transfer matrix, the following relation can be found(
0
αN
)
= TN
(
β1
0
)
(3.102)
For r = 1, this can be solved analytically. Here we adopt the results obtained in Ref. [144], with
the relation for OBCs as
trT = 2
√
detT cosφ. (3.103)
The condition for the PBCs and OBCs bulk spectrum to be identical is that detT is unimodular,
i.e.,
|detT | = 1. (3.104)
This can be seen by expressing detT = e−2iχ, then the conditions for PBCs (Eq. (3.101)) and OBCs
(Eq. (3.103)) becomes identical, i.e., trT = 2e−iχ cosφ. In the following, we will give two examples
where | detT | is and is not unimodular.
Su-Schrieffer–Heeger model with kinetic non-Hermitian terms
We take the Su-Schrieffer–Heeger (SSH) model as an example to illustrate the above concepts. In
momentum space, with the non-Hermitian kinetic term, the Hamiltonian reads,
HSSH(k) = (t1 + t2 cos k)σ1 + t2 sin kσ2 + iλσ2. (3.105)
For λ = 0, the system is topological for |t1| < |t2|. Taking open boundary conditions with N unit cells,
we can get the corresponding Hamiltonian as
HSSH =
N∑
n=0
(
Jc†ncn+1 +Mc
†
ncn + J
†c†n+1cn
)
, (3.106)
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Figure 3.5: (a) real and (b) imaginary parts of the spectrum of the SSH model with non-Hermitian
kinetic term iλσ2. (c) real and (d) imaginary parts of the spectrum of the SSH model
with non-Hermitian anti-commuting term iλσ3. Solid blue represents the spectrum
with OBCs, while dashed gray represent spectrum with PBCs. The red dots denote the
exceptional points.
with
J =
t2
2
σ1 +
t2
2i
σ2 =
(
0 0
t2 0
)
, M = t1σ1 + iλσ2 =
(
0 t1 + λ
t1 − λ 0
)
. (3.107)
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The on-site Green’s function is obtained as
1
E −M =
1
E − t21 + λ2
(
E2 t1 + λ
t1 − λ E
)
. (3.108)
The SVD of J = V ΞW † yields
V =
(
0 1
1 0
)
, Ξ =
(
t2 0
0 0
)
, W =
(
1 0
0 1
)
. (3.109)
Clearly, rankJ = 1, which is suitable for using the conclusion obtained fromm the transfer matrix in
Eq. (3.98). Note that we need to use the reduced form of SVD, J = vξw† with v = (0, 1)T, ξ = t2 and
w = (1, 0)T. The transfer matrix for the SSH model is obtained as
T =
1
Gvw
(
1/ξ −Gww
Gvv ξ(GvwGwv − GvvGww)
)
=
1
t1 + λ
(
(E2 − t21 + λ2)/t2 −E
E −t2
)
, (3.110)
with the determinant
detT =
t1 − λ
t1 + λ
. (3.111)
Generally, for |λ| 6= 0, which corresponds to the non-Hermitian case, the determinant is not unimodular.
Thus the spectra for PBCs and the OBCs are not identical. A special case is when λ = t1, which
corresponds to detT = 0, the real space spectrum exhibits exceptional point, as can be seen from the
spectrum in Fig. 3.5.
This can also been seen from our theory of classifying different non-Hermitian terms. In real space,
alternative to the transfer matrix method, the Hamiltonian with OBCs can be expressed as
HSSH = 1⊗
(
t1σ1 + iλσ2
)
+ (S + S†)⊗ t2
2
σ1 + (S − S†)⊗ t2
2i
σ2. (3.112)
This Hamiltonian is superficially non-Hermitian in real space and can be transformed to be Hermitian.
According to our theory, the similarity transform is found to be
V = diag{1, β, β2, · · · , βN−1}⊗ ρSSH,s = diag{1, β, β2, · · · , βN−1}⊗ diag{
√
t1 + λ,
√
t1 − λ}, (3.113)
with β =
√
t1 − λ/
√
t1 + λ. Thus the similarity transform is obtained as,
H ′SSH = V
−1HSSHV =
√
t21 − λ2σ1 ⊗ 1 +
t2
2
σ1 ⊗ (S + S†) + t2
2i
σ2 ⊗ (S − S†). (3.114)
Though the similarity transformation operator violates the translational symmetry, the transformed
real space Hamiltonian is still translational symmetric, which corresponds to the following momentum
space Hamiltonian of
HSSH(k) = (
√
t21 − λ2 + t2 cos k)σ1 + t2 sin kσ2 + iλσ2. (3.115)
The spectrum of this momentum space Hamiltonian is identical to that of the non-Hermitian real
space Hamiltonian of Eq. (3.112), which differs drastically from the non-Hermitian Hamiltonian in
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Eq. (3.105).
Su-Schrieffer–Heeger model with anti-commuting terms
With the non-Hermitian anti-commuting term, the Hamiltonian with PBCs in momentum space reads,
HSSH(k) = (t1 + t2 cos k)σ1 + t2 sin kσ2 + iλσ3. (3.116)
The energy spectrum is obtained as ESSH(k) = ±((t1 + t2 cos k)2 + t22 − λ2)1/2. The Hamiltonian is
superficially non-Hermitian with PBCs and can be turned Hermitian by similarity transformation.
Taking open boundary conditions with finite unit cells of N , we can get the corresponding Hamilto-
nian as
HSSH =
N∑
n=0
(
Jc†ncn+1 +Mc
†
ncn + J
†c†n+1cn
)
, (3.117)
with
J =
t2
2
σ1 +
t2
2i
σ2 =
(
0 0
t2 0
)
, M = t1σ1 + iλσ3 =
(
iλ t1
t1 −iλ
)
. (3.118)
We can see that comparing to the kinetic case in Eq. (3.107), J is the same, while the expression of M
is changed. Correspondingly the on-site Green’s function is different as well,
1
E −M =
1
E2 − t21 + λ2
(
E + iλ t1
t1 E − iλ
)
. (3.119)
Following a similar procedure as that in Eq. (3.110), the transfer matrix can be obtained as
T =
1
t2
(
(E2 − t21 + λ2)/t2 −(E + iλ)
E − iλ −t2
)
. (3.120)
The determinant of the transfer matrix can be obtained as,
detT = 1. (3.121)
Thus, as shown in Figs. 3.5 (c) and (d), the spectrum is identical for system with OBCs and PBCs.
3.4 Exceptional points
While Hermitian operators are always diagonalizable by unitary transformations, it is not the case for
non-Hermitian operators. Non-diagonalizable operators in non-Hermitian physics can be brought to
Jordan normal form, which has non-zero superdiagonal entries (immediately above the main diagonal)
equal to one, where the corresponding diagonal entries are identical. These identical diagonal entries are
still eigenvalues, but there exists only one corresponding eigenvector. Mathematically, the multiplicity of
an eigenvalue for an operator is called the algebraic multiplicity, and the number of linearly independent
eigenvectors of this eigenvalue is its geometric multiplicity. An operator that has an eigenvalue whose
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algebraic multiplicity is larger than its geometric multiplicity is non-diagonalizable (or defective).
For non-Hermitian Hamiltonians, the special points in parameter space where the Hamiltonian is not
diagonalizable are called the exceptional points, which can be treated as a characteristic feature of non-
Hermitian systems. At this special point, two or more eigenstates coalesce (become linearly dependent),
and the spectrum exhibits singularities. There are many interesting phenomena associated with these
exceptional points, e.g., enhanced sensitivity of microcavity sensors [148, 149], single-mode lasing of
photonic devices [117, 118, 136, 137], and stopping of light in coupled optical waveguides [138]. More
interestingly, these exceptional points also appear in non-Hermitian topological systems [129, 130, 132–
135].
In this section, we focus on the property of exceptional points. For simplicity but without loss of gen-
erality, we suppose that at one particular exceptional point, the Hamiltonian H0 is non-diagonalizable
with energy E0, which can be brought to be a Jordan block of order m,
J(E0) = S
−1H0S =

E0 1 0 · · · 0
0 E0 1 · · · 0
...
...
...
. . .
...
0 0 0 E0 1
0 0 0 0 E0

m×m
, (3.122)
with S an invertible matrix. There is only one eigenvector of H0 as the eigenspace is one dimensional,
but we can find a set of associate right vectors which satisfy,
H0|u1〉 = E0|u1〉,
H0|u2〉 = E0|u2〉+ |u1〉,
...
H0|um〉 = E0|um〉+ |um−1〉.
(3.123)
The set of {|u1〉, |u2〉, · · · , |um〉} is called the right Jordan chain. Correspondingly, there is also a set
of left vectors which satisfy
〈〈v1|H0 = 〈〈v1|E0,
〈〈v2|H0 = 〈〈v2|E0 + 〈〈v1|,
...
〈〈vm|H0 = 〈〈vm|E0 + 〈〈vm−1|.
(3.124)
which form left Jordan chain {〈〈v1|, 〈〈v2|, · · · , 〈〈vm|}. The left and right eigenvector satisfy the self-
orthogonality condition
〈〈v1|u1〉 = 0. (3.125)
For the rest elements of the left and right Jordan chain, we can impose the normalization condition,
〈〈v1|um〉 = 1, , 〈〈v2|um〉 = 〈〈v3|um〉 = · · · = 〈〈vm|um〉 = 0, (3.126)
and vice versa for |uk〉 with k ≤ m.
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3.4.1 Physics around exceptional points
Here we want to derive the eigenstates an energies in the vicinity of an exceptional point. Suppose in
the neighborhood of the exceptional point, the Hamiltonian is altered by εV , which reads [150],
H(ε) = H0 + εV. (3.127)
The eigenvalues can be determined by the determinant,
P (ε, E) = det(E1−H0 − εV ). (3.128)
Before going on, it is worthwhile to point out the difference from the Hermitian case, for which the
Hamiltonian H0 is diagonalizable. The determinant stays unchanged if we perform the similarity
transformation of S−1(E1−H0 + εV )S, after which the determinant becomes, see Eq. (3.122),
P (ε, E) = det((E − E0)1− J(0)− εV˜ ), (3.129)
with V˜ = S−1V S. A remarkable feature of non-Hermitian systems is that J(0) could be nilpotent for
non-diagonal matrices, and this will lead to peculiar behaviors around the exceptional points.
We can view ε as the function of the eigenvalue E, which in the neighborhood of E0, it will approach
zero, and at E0, it vanishes as ε(E0) = 0. With this property, ε must be in the form of
ε(E) = εm(E − E0)m +O((E − E0)m+1), (3.130)
with O indicating higher order terms.
Since the algebraic multiplicity of H0 is m, the determinant satisfies the following relation (derivative
against E),
∂P (ε, E)
∂E
|(0,E0) =
∂2P (ε, E)
∂E2
|(0,E0) = · · · =
∂m−1P (ε, E)
∂Em−1
|(0,E0) = 0,
∂mP (ε, E)
∂Em
|(0,E0) 6= 0. (3.131)
In addition, if the following assumption is imposed (derivative against ε),
∂P (ε, E)
∂ε
|(0,E0) 6= 0, (3.132)
according to Eqs. (3.131) and (3.132), we can write down the expression for the determinant,
P (ε, E) = a10ε+ a0m(E − E0)m +O((E − E0)m+1), (3.133)
with
a10 =
∂P (ε, E)
∂ε
|(0,E0), and a0m =
∂mP (ε, E)
m!∂Em
|(0,E0). (3.134)
Plugging Eq. (3.130) into Eq. (3.133), and using the condition that the determinant P (ε, E) = 0 for
the eigenvalue E0, we have
ε(λ) = εm(E − E0)m +O((E − E0)m+1). (3.135)
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with
εm = −a0m
a10
= −
∂mP (ε,E)
m!∂Em |(0,E0)
∂P (ε,E)
∂ε |(0,E0)
. (3.136)
Conversely, from Eq. (3.135), we can get the Puiseux series for E,
E = E0 + α1ε
1
m + o(ε
2
m ), (3.137)
with
α1 = ε
− 1
m
m . (3.138)
A problem is that the expression of α1 obtained εm from Eq. (3.136) is not directly calculable in
practice. In the following, we determine the expression for α1 in an alternative way. We first return to
the Schrödinger equation,
(H(ε)− E1)|u(E)〉 = 0. (3.139)
Since ε = εm(E − E0)m +O((E − E0)m+1), we can do Taylor expansion around E0 at the left side of
the above Schrödinger equation,
(H(εm(E − E0)m +O((E − E0)m+1)− E01− (E − E0)1)|u(E)〉
=
(
(H0 − E01)− (E − E0)1 +H ′(0)εm(E − E0)m
)
(
|u(E0)〉+ |∂u(E0)〉
∂E
(E − E0) + · · ·+ ∂
m|u(E0)〉
m!∂Em
(E − E0)m +O((E − E0)m+1)
)
= (H0 − E01)|u(E0)〉
+
(
(H0 − E01)∂|u(E0)〉
∂E
− |u(E0)〉
)
(E − E0)
. . .
+
(
(H0 − E01)∂
k|u(E0)〉
k!∂Ek
− ∂
k−1|u(E0)〉
(k − 1)!∂Ek−1
)
(E − E0)k
. . .
+
(
(H0 − E01)∂
m|u(E0)〉
m!∂Em
− ∂
m−1|u(E0)〉
(m− 1)!∂Em−1 + εmH
′(0)|u(E0)〉
)
(E − E0)m +O((E − E0)m+1).
(3.140)
Notice, we have expanded both the Hamiltonian and the eigenvector with respect to E−E0. From the
Schrödinger equation, each prefactor of (E −E0)k for 0 ≤ k ≤ m− 1 is zero, thus we get the relations,
(H0 − E01)∂
k|u(E0)〉
k!∂Ek
− ∂
k−1|u(E0)〉
(k − 1)!∂Ek−1 = 0, (3.141)
which means ∂k|u(E0)〉/(k!∂Ek) forms the right Jordan chain {|u1〉, |u2〉, · · · , |um〉} for H0 according
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to Eq. (3.123). And the prefactor of (E − E0)m in Eq. (3.140) should also be zero, which reads
(H0 − E01)∂
m|u(E0)〉
m!∂Em
− ∂
m−1|u(E0)〉
(m− 1)!∂Em−1 + εmH
′(0)|u(E0)〉 = 0. (3.142)
By applying the left eigenvector 〈〈v1| onto above equation, and impose the normalization condition
〈〈v1|um〉 = 1, with |um〉 = ∂m−1|u(E0)〉/[(m− 1)!∂Em−1], we arrive at the relation,
〈〈v1|εmH ′(0)|u1〉 = 1, (3.143)
which means
αm1 = ε
−1
m = 〈〈v1|H ′(0)|u1〉. (3.144)
Thus we have obtained the expression for αm1 .
In the above derivation, we can see that the eigenstate |u(E)〉 can also be expanded around E0,
|u(E)〉 = |u(E0)〉+ |∂u(E0)〉
∂E
(E − E0) + · · ·+ ∂
m|u(E0)〉
m!∂Em
(E − E0)m + o((E − E0)m+1) (3.145)
and ∂k|u(E0)〉/(k!∂Ek) forms the right Jordan chain{|u1〉, |u2〉, · · · , |um〉}. To the first order, the
eigenvector is
|u(E)〉 = |u1〉+ (E − E0)|u2〉+O((E − E0)2) (3.146)
Since the Puiseux series for the eigenvalue E is
E = E0 + α1ε
1
m +O(ε 2m ), (3.147)
the right eigenvector to the leading order is
|u(E)〉 = |u1〉+ α1ε 1m |u2〉+O(ε 2m ), (3.148)
with αm1 = 〈〈v1|H ′(0)|u1〉 and H ′(0) = ∂H(ε)/∂ε|ε=0.
3.4.2 Z/N classification of non-Hermitian Hamiltonian with exceptional point
Suppose that a non-Hermitian Hamiltonian is parameterized by k, which can be written as H(k), and
an order N exceptional point exists at k0 with energy eigenvalue E0. Notice here k can represent a set
of parameters k = (k1, k2, k3, · · · ). In the neighborhood of this exceptional point, which can be denoted
by k = k0 + δk, to the leading order, according to Eq. (3.147), the energy eigenvalue can be expressed
as
E(k) = E0 + λ(k)ε
1/N +O(ε1/N ), (3.149)
with ε = |δk|. The coefficient λ is determined by
λN =
∑
i
〈〈v0|∂kiH(k)|u0〉∂εki, (3.150)
with 〈〈v0| and |u0〉 the left and right eigenvectors at the exceptional point satisfying
〈〈v0|H(k0) = E0〈〈v0| and H(k0)|u0〉 = E0|u0〉. (3.151)
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The right side of Eq. (3.150) is complex which can be expressed in the form of |λN |eiθ(k). Thus the
eigenvalue to the leading order becomes,
E(k) = E0 + |λ|eiθ(k)/N . (3.152)
By encircling the exceptional points in k space with a circle S1, a topological invariant can be defined
as
v =
∮
S1
dk
2pii
∂k arg λ(k), (3.153)
which belongs to the group Z/N . In the following, we provide two physical examples.
Second order exceptional points (EP2) in a spinless Dirac semimetal
In a two-dimensional spinless Dirac system with non-Hermitian terms, the Hamiltonian is [129]
H(kx, ky) = (kx + iλ)σ1 + kyσ2, (3.154)
which for example can be realized in photonic or electronic systems. The energy eigenvalues are
E± = ±
√
k2x + k
2
y − λ2 + 2ikxλ. There are two exceptional points located at (0,±λ) with eigenvalues
of 0. We choose a small circle parameterized by (kx, ky) = (ρ cos θ, ρ sin θ − λ) with ρ  λ to encircle
the exceptional point (0,−λ). At the exceptional point, the Hamiltonian and the Jordan canonical
form is
H(0,−λ) =
(
0 2iλ
0 0
)
and J2(0,−λ) =
(
0 1
0 0
)
. (3.155)
The eigenvectors are
〈〈v0| =
(
0 1
)
, |u0〉 =
(
2iλ
0
)
. (3.156)
Using Eq. (3.150), we obtain the eigenvalue on the circle,
E(θ) =
√
2iρλeiθ/2. (3.157)
The winding number of the energy eigenvalue is obtained
v =
∮
dθ
2pii
∂θ argE(θ) =
1
2
, (3.158)
which belongs to the group of Z/2.
Third order exceptional points (EP3) in a three waveguide system
Here we adopt the non-Hermitian Hamiltonian for a three wave guide system from Ref. [151],
H(kx, ky) =
kx + iky − 2iγ
√
2v 0√
2v 0
√
2v
0
√
2v kx + iky + 2iγ
 . (3.159)
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Here kx and ky are just some general real parameters. A third order exceptional point occurs at (0,0)
for γ = v = 1. The Jordan canonical form at the exceptional point is
H(0, 0) =
−2iγ
√
2v√
2v 0
√
2v
0
√
2v 2iγ
 and J3(0, 0) =
0 10 1
0
 . (3.160)
The eigenvector at the exceptional point is
〈〈v0| =
(
2 2
√
2i −2
)
, |u0〉 =
 −1−√2i
1
 . (3.161)
By choosing the circle of (kx, ky) = (ρ cos θ, ρ sin θ) and using Eq. (3.150), we obtain the eigenvalue on
the circle,
E =
3
√
−4ρeiθ/3. (3.162)
The winding number of the energy eigenvalue is
v =
∮
dθ
2pii
∂θ argE =
1
3
, (3.163)
which belongs to the group of Z/3.
3.4.3 Green’s function at exceptional points
Here, we want to study the form of the single-particle Green’s function at exceptional points. We
will see that the singular spectrum at exceptional points leads to higher-order poles in the Green’s
function. Suppose a non-Hermitian Hamiltonian Hˆ exhibits an exceptional point of order n, which is
also supposed to be the dimension of the Hamiltonian. At the exceptional point, the Jordan normal
form can be written as
Sˆ−1HˆSˆ =

EEP
EEP
. . .
EEP
+

0 1
0
. . .
. . . 1
0
 = EEP1 + Nˆ , (3.164)
with Nˆ a nilpotent matrix, which vanishes to the nthpower as Nˆn = 0.
The Green’s function is given by
Gˆ(E) =
1
E − Hˆ =
1
Sˆ(E − EEP − Nˆ)Sˆ−1
= Sˆ
λ
(1− λNˆ) Sˆ
−1.
(3.165)
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with λ = 1E−EEP . The inverse of 1− λNˆ is given by
1
(1− λNˆ) =
n−1∑
i=0
(λNˆ))i, (3.166)
which can be verified as
(1− λNˆ) 1
(1− λNˆ) = (1− λNˆ)
n−1∑
i=0
(λNˆ)i = 1, (3.167)
where we use the fact (λNˆ)n = 0. Then the Green’s function is
Gˆ(E) = Sˆ
λ
(1− λNˆ) Sˆ
−1
= Sˆ
(
λ+ λ2Nˆ + λ3Nˆ2 + · · ·+ λnNˆn−1
)
Sˆ−1
=
1
E − EEP +
1
(E − EEP)2
(
Hˆ − EEP
)
+
1
(E − EEP)3
(
Hˆ − EEP
)2
+ · · ·+ 1
(E − EEP)n
(
Hˆ − EEP
)n−1
.
(3.168)
Thus at an nth order exceptional point, there will be an nth order pole of the Green’s function.
Such a high-order pole leads to many interesting physical phenomena. For instance, in non-Hermitian
photonic systems, it is shown that a system near an EP can exhibit a non-Lorentzian frequency response
and the peak intensity of the frequency response is enhanced significantly due to the high-order pole [152,
153]. The role of Green’s functions at the exceptional point is still awaiting to be explored in the context
of topological phases of matter. We expect it will bring exotic and interesting phenomena, for instance,
to local density of states, and transport properties.
3.5 Conclusions
We have systematically studied non-Hermitian topological gapped systems by classifying non-Hermitian
Dirac Hamiltonians with generic non-Hermitian terms. We find that non-Hermitian terms can be classi-
fied into three types, according to the Clifford algebra, (i) non-Hermitian anti-commuting terms, which
anti-commute with the Dirac Hamiltonian, (ii) non-Hermitian kinetic terms, and (iii) non-Hermitian
mass terms. We have revealed a two-fold duality for the d dimensional Dirac models with non-Hermitian
terms of the first two types, depending on whether the non-Hermiticity can be removed by non-unitary
similarity transformations with either periodic or open boundary conditions. The Dirac model with
type (iii) non-Hermitian terms is intrinsically non-Hermitian as it cannot be transformed to be Her-
mitian regardless of boundary conditions. Our theory has been applied to understanding the band
topology and topological boundary states of two representative systems of two dimensional and four
dimensional topological insulator systems.
We find that the boundary condition plays a key role in classifying different non-Hermitian terms.
Different to Hermitian systems, the boundary conditions not only influence the boundary states but also
the bulk states in non-Hermitian systems, i.e., the band spectrum can differ drastically with different
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boundary conditions. To study their effect, the transfer matrix method is adopted for a generic tight-
binding model, from which the role of boundary conditions is clarified.
As exceptional points are characteristic features of non-Hermitian systems, their mathematical origin
and physical consequences are discussed comprehensively. For the Dirac models with type (i) and (ii)
non-Hermitian terms, we find there are exceptional spheres of dimension (d − 2) in the surface and
bulk band structures, respectively. Our findings can be used as guiding principles for the design of
applications in, e.g., photonic devices. For example, our analysis shows that single mode lasing [117, 118,
136], which utilizes bulk exceptional points, is only possible in Dirac models perturbed by the second
type of non-Hermitian terms. Sensors, on the other hand, which make use of surface exceptional points,
can be designed using Dirac models with the first type of non-Hermitian terms. We emphasize, that the
exceptional points are extremely sensitive to the boundary conditions, as they are bare (i.e., not dense)
in parameter space. That is, infinitesimally small perturbations can change them into regular points, a
fact that can be exploited for sensor applications. This important fact deserves further investigations,
both from a fundamental and technical point of view.
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4 Chapter 4Non-Hermitian topological Weyl and Diracsemimetals
4.1 Introduction
Besides in topological gapped systems, non-trivial band topology can arise also in gapless systems,
such as topological semimetals and nodal superconductors. Therefore, it is natural to extend our
discussion of non-Hermitian topological band theory to gapless systems. In topological semimetals,
the topological invariants are usually defined with respect to gapless points, usually in terms of an
integral along a surface enclosing these points [13]. The non-trivial topological invariants in the bulk
will lead to exotic topological surface states at the boundary. The low-energy effective theory that
describes the physics around the gapless point usually exhibits a quantum anomaly, which results from
the breakdown of classical symmetry at the quantum level. The quantum anomaly is closely related
with anomalous transport properties in topological semimetals. In this chapter, instead of developing a
general theory for non-Hermitian topological gapless systems, we focus on two important cases, namely,
the non-Hermitian Weyl and Dirac semimetals.
We start with the Lagrangian of L = ψ¯
(
iγµ∂µ −m
)
ψ for the Dirac fields denoted by ψ in d spatial
dimensions. Here ψ¯ = ψ†γ0, and µ = 0, 1, · · · , d labels the time and space dimensions. The d+1 gamma
matrices satisfy the Clifford algebra of {γµ, γν} = 2gµν with g = diag(+1,−1, · · · ). The Dirac equation,
which was originally proposed by P.A.M. Dirac in 1928, can be obtained as
(
iγµ∂µ −m
)
ψ = 0 from
the Lagrangian by the Euler–Lagrange equation. This Dirac Lagrangian is adopted in high-energy
physics as it is Lorentz-invariant in that under Lorentz transformations of Λ = exp(iθµνSµν) with
Sµν = i4 [γ
µ, γν ], the Lagrangian remain the same. In 1929, Weyl noticed that in odd spatial dimensions,
the Dirac equation can be further reduced by constructing an Hermitian matrix γ5 = ikγ0γ1 · · · γd with
k = (d − 1)/2. γ5 is guaranteed to commute with the kinetic terms of γ0γµ, which means that in
the massless case (m = 0), they can be diagonalized simultaneously. Thus the chiral components of
γ5ψ± = ±ψ± can be identified, and the Dirac Lagrangian can be further reduced. In three spatial
dimensions, by choosing the chiral representation of γ0 = I⊗ τx and γi = σi⊗ iτy, the Langrangian can
be decomposed as L = L+ +L− = ψ†+σ¯µi∂µψ+ +ψ†−σµi∂µψ− with σµ = (1, σi) and σ¯µ = (1,−σi). The
Dirac equation can be decomposed to i∂tψ± = H±ψ±, with the Weyl Hamiltonian H±(p) = ∓p · σ
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[154]. However, the Weyl fermions are hard to spot in high-energy physics, as the Lorentz invariance
cannot be kept for the individual Weyl Lagrangians.
In condensed matter physics, it is possible to realize the Weyl fermions due to less restrictive sym-
metry requirements and relatively low energy scale compared with high-energy physics. The Weyl
fermion was first experimentally observed in Weyl semimetals [17]. In Weyl semimetals, the valance
bands touch conductance bands and they form linear dispersing cones around the touching points.
Excitations around these points can be described by Weyl Hamiltonians. This kind of Weyl fermions
behaves like a monopole of Berry curvature in reciprocal space, and has a monopole charge of ±1,
corresponding to the chirality of Weyl fermions. The non-trivial topology of the bulk manifests itself
at the surface as exotic Fermi arc states. The Weyl semimetals also serve as fertile ground to discover
new physics. Indeed, research on Weyl semimetals has lead to various fascinating phenomena, such
as chiral magnetic effect and anomalous Hall effects [60, 63, 64, 72, 155–158]. In this chapter, we
introduce different non-Hermitian potentials into Weyl semimetals. We pay special attention to the
boundary conditions, as they play a significant role in non-Hermitian systems. We find there are two
kinds of non-Hermitian potentials, the non-Hermitian kinetic terms and mass terms. For each kind of
the non-Hermitian terms, we focus on their topological properties and topological surface states subject
to different slab geometries.
We will further discuss the non-Hermitian topological Dirac semimetals in three dimensions. In
Hermitian Dirac materials, around band degeneracy points (Dirac points), low energy quasiparticle
excitations that can be described by Dirac equation in relativistic quantum mechanics have been spot-
ted [159–162]. Beyond fundamental interest and practical value in itself, Dirac points play a key role
as the bridge between different topological phases in the topological band theory [10, 13, 163]. The
investigation of non-Hermitian Dirac semimetals therefore will pave the way for research on different
non-Hermitian topological phases. We will especially focus on PT symmetric-non-Hermitian Dirac
semimetals. This is of fundamental interest, as a recent revolutionary development in quantum me-
chanics is using the PT symmetry, which guarantees real spectra in the PT -unbroken case, as an
alternative to Hermitictiy [32, 33, 164? , 165]. Though experimentally challenging at first, it is
later discovered that photonics offers an ideal platform for PT -symmetric quantum theory, where non-
Hermitian components are naturally introduced by optical radiation and loss/gain [95, 96, 98, 99, 143].
For PT -symmetric Dirac semimetals, we find there are three kinds of PT -symmetric non-Hermitian
potentials. For each of them, we will discuss their spectra under differernt boundary conditions, the
bulk topology, and the bulk boundary correspondence.
4.2 Weyl semimetals
To search for Weyl semimetals in condensed matter physics, a natural consideration is to look for
three-dimensional materials with touching points between conduction and valence bands in the Brillouin
zone, around which energy dispersion is linear in all directions. As the Weyl node is two-fold degenerate,
the physics around it can be effectively captured by a 2× 2 Hamiltonian. The most general form of the
Hamiltonian can be expressed as [154]
H(k) = f1(k)σ1 + f2(k)σ2 + f3(k)σ3, (4.1)
where fi(k) are general real functions and σi with i = 1, 2, 3 denote the Pauli matrices. The energy
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spectrum is obtained as E(k) = ±√f1(k)2 + f2(k)2 + f3(k)2. The band touching points occur with
the condition that f1(k) = f2(k) = f3(k) = 0, which can be tuned by the parameters of spatial
dimensions in three-dimensional Brillouin zone. Actually, the k points that fulfill the requirement of
each fi(k) = 0 form a two-dimensional plane. The simultaneous fulfillment of all three requirements
occurs at the intersection of the three independent planes, which will typically be a point. Remarkably,
the existence of this point is stable against small perturbations. This can be easily understood as the
inclusion of small perturbation into fi(k) just shifts the position of the two-dimensional plane, which
relocates the position of the intersection point but does not affect its existence. Around the band
touching point k = k0 + δk, we can do the Taylor expansion of H(k), which yields
H(k) =
3∑
i=1
vi · δkσi, (4.2)
up to a constant term. Here vi = ∇kfi(k)|k0 denotes the effective velocities. It is emphasized that this
is in the form of the Weyl Hamiltonian. For experimental convenience, it is usually required that the
Weyl node is located near the Fermi level.
An intriguing fact is that in three-dimensional lattices, Weyl points always come in opposite chirality
pairs. This can be understood intuitively by the Berry flux. As we have discussed in the introduction
chapter, the Berry connection can be defined in the band theory as An(k) = −i〈un(k)|∇k|un(k)〉 for
the nth band. The corresponding Berry flux can be obtained from Ωijn (k) = ∂kiA
j
n−∂kjAin. The Berry
flux piercing any surface enclosing the Weyl point is 2piC with C the chirality. In three-dimensional
Brillouin zone, due to periodicity, the Berry flux piercing opposite surfaces of the Brillouin zone are the
same in both magnitude and direction. Therefore the total flux penetrating the whole Brillouin zone
is zero. As the total flux equals to the summation of the contribution of the Weyl points inside the
Brillouin zone as 2pi
∑
iCi, the vanishing of which indicates that the Weyl points in lattice must come
in opposite chirality pairs. This also suggests that removing Weyl nodes can only be achieved by the
annihilation between Weyl points of opposite chirality. This is known as the Nielsen-Ninomiya no-go
theorem [166, 167].
4.2.1 Fermi arc surface states and topological invariants
From the above discussion, the simplest lattice model for Weyl semimetals must contain at least two
Weyl nodes with opposite chirality. We find the lattice Dirac Hamiltonian is able to achieve this goal.
With periodic boundary conditions, the model Hamiltonian in momentum space reads,
H(k) = sin kxσ1 + sin kyσ2 + (M − cos kx − cos ky − cos kz)σ3, (4.3)
for 1 < M < 3. The energy spectrum is E = ±(sin2 kx + sin2 ky + (M − cos kx − cos ky − cos kz)2)1/2,
which is shown in Fig. 4.1 (a). The two Weyl points are located at (0, 0,±kc), with kc = arccos(M−2).
We can do a Taylor expansion around the two Weyl points to get the effective Hamiltonian as HWeyl =
δkxσ1 + δkyσ2 + ±
√
1− cos2 kc(δkz ∓ kc). Clearly, the two Weyl points exhibit opposite chirality
and are separated by 2kc on the kz axis. Actually, we can visualize the Weyl points by treating
d = (sin kx, sin ky,M − cos kx − cos ky − cos kz) as the vector field that is plotted out in Fig. 4.1 (b),
where the monopole structure is highlighted in red.
We now turn to the low-energy effective model that corresponds to the lattice model in Eq. (4.3),
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Figure 4.1: (a) Energy spectrum of the Hermitian lattice model of the Weyl semimetal in Eq. (4.3)
with ky = 0. The parameter is chosen asM = 2 so that the two Weyl points are located
at (0, 0,−pi/2). (b) The vector field of d = (sin kx, sin ky,M − cos kx− cos ky− cos kz)
for the Weyl semimetal, with the monopole region highlighted in red.
which enables us to analytically investigate the system. The effective Hamiltonian reads,
Heff(k) = A(kxσ1 + kyσ2) + (M0 −M1(k2x + k2y + k2z))σ3. (4.4)
Here we have added the parameters A, M0 and M1 to make the model more realistic. By setting
A = 1, M1 = 1/2 and M0 = M − 3, Eq. (4.4) corresponds to the lattice model of Eq. (4.3) after the
substitution of sin ki → ki and cos ki → 1− k2i /2.
To investigate the topological boundary states, we adopt the same method used in the chapter of
the Dirac nodal-line semimetals. Taking a semi-infinite system in the half plane of y ≤ 0 with open
boundary conditions, kx and kz are still good quantum numbers. Hence, the real space Hamiltonian with
open boundary conditions can be denoted as Heff(kx,−i∂y, kz), with the replacement of ky → −i∂y
. We adopt the ansatz for the boundary eigenstates as |ψλ〉 = ei(kxx+kzz)eλy(ψ1 ψ2)T, with T the
matrix transposition.
Solving the Schrödinger equation of Heff(kx,−i∂y, kz)ψλ = Eψλ with open boundary conditions at
y = 0 and y = −∞, the surface spectrum is found to be [168]
Earc = ±Akx. (4.5)
The surface states are localized in the region of k2x + k2z < k2c , with kc = arccos(M0/M1). At kx = 0,
the surface spectrum is Earc = 0 in the region of −kc < kz < kc. This is the Fermi arc surface states,
that attach to two Weyl points in the bulk.
The Fermi arc surface states can be understood from the bulk-boundary correspondence. In the
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three-dimensional bulk Brillouin zone, we can treat the two dimensional planes at each kz value as two
dimensional subsystems. The Chern number can be defined for each subsystem. Since each Weyl point
carries Chern number of ±1, by crossing the Weyl points, the Chern number must change. In this way,
the Chern number for the subsystems inside the region of −kc < kz < kc is different with those outside,
which leads to the Fermi arc surface states.
4.2.2 Landau bands and magnetoconductivity
We consider a magnetic field applied along the z direction, B = (0, 0, B). Under the choice of the Lan-
dau gauge, the vector potential is A = (−yB, 0, 0). Such a gauge field does not break the translational
symmetry in x and z direction, thus kx and kz are still good quantum numbers. Through minimum
coupling, the wave vector in the Hamiltonian is replaced as [169],
k = (kx − eB~ y,−i∂y, kz). (4.6)
We introduce the ladder operator a with the following relations
kx − eB~ y =
1√
2lB
(a† + a), (4.7)
−i∂y = 1√
2lBi
(a† − a). (4.8)
Here lB =
√
~
eB . With the introduction of the ladder operator, we find the components in the Hamil-
tonian Heff(k) are substituted as
k2x + k
2
y → ω(a†a+
1
2
), k+ →
√
2
lB
a†, and k− →
√
2
lB
a, (4.9)
with k+ = kx + iky and k+ = k− − iky. The resultant Hamiltonian is
Heff(a, kz) = A
(√
2
lB
aσ+ +
√
2
lB
a†σ−
)
+M(a†a, kz)σ3, (4.10)
where M(a†a, kz) = [M0 − ω(a†a + 12) −M1k2z ], with ω = 2M1l2B . Here σ+ =
1
2(σ1 + iσ2) and σ− =
1
2(σ1 − iσ2). From Eqs. (4.7) and (4.8) , the expressions for a and a† are found to be
a = − 1√
2
[(y − l2Bkx)/lB + lB∂y], (4.11)
a† = − 1√
2
[(y − l2Bkx)/lB − lB∂y], (4.12)
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Figure 4.2: (a) The energy spectrum against wavevector kz of the Landau levels for the low-energy
effective model of Eq. (4.4) in a magnetic field B applied along the z direction. (b)
The schematic picture describing the change of electron number at the two Weyl nodes
under the parallel electric and magnetic fields.
which satisfy the commutation relation of [a, a†] = 1. Thus we can define the usual excitation number
states |n〉 = (a†)n√
n!
|0〉, which fulfill
nˆ = a†a, nˆ|n〉 = n|n〉, (4.13)
a|n〉 = √n|n− 1〉, and a†|n〉 = √n+ 1|n+ 1〉, (4.14)
where we neglect the pseudo-spin degree of freedom.
For convenience in notation, we perform a unitary transformation on Eq. (4.10) by σ1, which yields
H′eff(a, kz) = σ1Heff(a, kz)σ−11 = ηaσ− + ηa†σ+ −M(a†a, kz)σ3, (4.15)
with η =
√
2A
lB
. In the excitation number representation, the Hamiltonian reads,
H′eff(kz) =

−M(0, kz)
M(0, kz) η
√
1
η
√
1 −M(1, kz)
M(1, kz) η
√
2
η
√
2 −M(2, kz) . . .
. . . . . .

. (4.16)
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It is clear that the Hamiltonian is in the direct sum form,
H′eff(kz) = −M(0, kz)⊕
(
M(0, kz) η
√
1
η
√
1 −M(1, kz)
)
⊕ · · · ⊕
(
M(n− 1, kz) η
√
n
η
√
n −M(n, kz)
)
⊕ · · · . (4.17)
Thus, the energy eigenvalue for the zeroth Landau level is
E0 = −M(0, kz) = ω/2−M0 +M1k2z , |ψ0〉 = (1, 0)T. (4.18)
Notice that there is only one chiral state at the zeroth Landau level. For the nth level, the eigenvalues
are
E±n =
ω
2
±
√
M2n + nη
2, (4.19)
with ± denotes the pseudo-spin degree of freedom,Mn = (M0−ωn−M1k2z), ω = 2M1/l2B, and η =
√
2A
lB
.
The corresponding eigenstates are
|ψn,+〉 = (cos θn
2
, sin
θn
2
)T, (4.20)
|ψn,−〉 = (sin θn
2
,− cos θn
2
)T, (4.21)
with cos θn = Mn√
M2n+2n/l
2
B
. The spectrum for Landau levels is plotted in Fig. 4.2 (a). It should be
emphasized that for the zeroth Landau level, there is only one chiral state.
Suppose that the Fermi level lies at zero energy, applying the electric field in the direction of the
magnetic field, the electrons will be transported from one Weyl node to the other, as shown by the red
dots in Fig. 4.2 (a). This will cause an imbalance of electrons between two Weyl nodes (chiral electron
imbalance), which has its origin in the chiral anomaly, as shown schematically in Fig. 4.2 (b).
We now discuss the conductance under the magnetic field in z direction. The zeroth Landau band is
half filled with the Fermi surface located at zero energy. Thus the transport properties of the system
are dominantly determined by the zeroth Landau band. As the zeroth Landau level can be treated
as a dimensional chain, according to the transport theory, by ignoring the scattering between Landau
bands, the conductance can be obtained as [169]
σzz = NL
e2
h
=
e3
h2
B, (4.22)
with NL the degeneracy of the zeroth Landau band. The conductance is linear with respect to magnetic
field B. This conductance has its origin in the chiral anomaly as we show next.
4.2.3 Chiral Anomaly
A quantum anomaly arises when a classical symmetry is broken at the quantum level. In this subsection
we will first review the chiral anomaly for massless Dirac fields, and then investigate the chiral anomaly
and the associated chiral magnetic effect in Weyl semimetals.
We first briefly discuss Noether’s theory of conservation laws for a continuous symmetry of a classical
theory. Suppose that the Lagrangian L[φ, ∂µφ] is only a function of fields φ and their first derivatives
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∂µφ. Under the variation of φ→ φ+ δφ, the change in the action can be obtained as
δL = ∂L
∂φ
δφ+
∂L
∂(∂µφ)
δ(∂µφ) =
(
∂L
∂φ
− ∂µ ∂L
∂(∂µφ)
)
δφ+ ∂µ
(
∂L
∂(∂µφ)
δφ
)
. (4.23)
The first part at the RHS vanishes when the equation of motion is satisfied. We consider the system
is invariant under some continuous symmetry, which depends on the parameter α that can be taken
infinitesimally small. The symmetry invariance leads to the following relation,
δL
δα
= ∂µ
(
∂L
∂(∂µφ)
δφ
δα
)
= 0. (4.24)
Thus, we arrive at the Noether’s theorem,
∂µJµ = 0, (4.25)
with
Jµ =
∂L
∂(∂µφ)
δφ
δα
. (4.26)
Here Jµ is known as the Noether current, a conserved quantity that corresponds to the continuous
symmetry of the classical theory.
Chiral anomaly in massless Dirac fields
We first review the chiral anomaly in the massless Dirac fields. The Lagrangian for the Dirac fields
reads,
L = ψ¯γµ(i∂µ − eAµ)ψ, (4.27)
with µ = 0, 1, 2, 3. The Lagrangian is invariant under the action of the normal (vector) and chiral
(axial) phase rotations of fermions,
ψ → eiαψ, ψ → eiαγ5ψ, (4.28)
with α ∈ R. Correspondingly, ψ¯ → ψ¯e−iα and ψ¯ → ψ¯eiαγ5 . Taking α to be infinitesimal, the normal
and chiral phase transformations lead to the change of δψ = iαψ and δψ = iαγ5ψ, respectively. From
Eq. (4.26), the two kinds of symmetries lead to the following conserved quantities,
jµ = ψ¯γµψ, jµA = ψ¯γ
µγ5ψ, (4.29)
which are called the normal (vector) and chiral (axial) current. These two currents are conserved
according to Noether’s theorem in the classical theory,
∂µjµ = 0, ∂µj
µ
A = 0. (4.30)
But as we will show, after the regularization at the quantum level, the chiral current is not conserved,
which equals to
∂µj
µ
A = −
e2
16pi2
εµνρσFµνFρσ. (4.31)
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Here F denote the electromagnetic tensor. This means the classical axial symmetry fails to be preserved
at the quantum level after the regularization. This is a kind of quantum anomaly, and it is called the
chiral anomaly here.
In the following, we derive the chiral anomaly following the Fujikawa method [170], which approaches
the anomaly from the measure. For the Dirac fields, the path integral can be expressed as
Z =
∫
DψDψ¯ei
∫
d4xLqed , (4.32)
where we include the electromagnetic field background into the Lagrangian,
Lqed = ψ¯γµ(i∂µ − eAµ)ψ − 1
4
F 2µν . (4.33)
Recalling the rules for Gaussian integrals of
∫
ηi = 0 and
∫
dηiηj = δij with {ηi, ηj} = δij , the integral
identity
∫
dηN · · · dη1η1 · · · ηN = 1 can be established. Under a linear transformation ηi =
∑
j aijη
′
j ,
the product changes as η1 · · · ηN = det[a]η′1 · · · η′N . By the integral identity, it can be inferred that
the corresponding measure changes as dηN · · · dη1 = 1det[a]dηN · · · dη1. Considering a general linear
transformation on the fermions in Eq (4.32), ψ → ∆ψ, ψ¯ → ψ¯∆c, the change in the measure reads,
DψDψ¯ → 1JJcDψDψ¯, (4.34)
with the Jacobians J = det ∆ and Jc = det ∆c. We will use the familiar relation of det ∆ = exp tr ln ∆
in the following.
We first consider a local phase rotation by ψ′(x) = eiα(x)ψ(x), thus ∆(x) = eiα(x) and ∆c(x) =
e−iα(x). We first express the term tr ln ∆(x) =
∫
d4x〈x|Tr ln ∆(x)|x〉 by introducing the one-particle
Hilbert space {|x〉}. Notice here Tr represents the trace for the internal degree of freedom, while tr
represent the trace of both internal degree and spatial degree of freedom. Under such treatments, we
can write the Jacobian as
J = J †c = exp
(
4i
∫
d4xα(x)δ4(0)
)
, (4.35)
where we have used 〈x|x〉 = δ4(0). In this case JJc = 1, even with the factor δ4(0) to be infinite, thus
the measure is invariant and there is no anomaly.
However, for the chiral phase rotation of ψ′ = eiαγ5ψ, the linear transformations are found to be
∆(x) = ∆c(x) = e
iαγ5 , thus we have
J = Jc = exp
(
i
∫
d4xα(x)δ4(0) Tr[γ5]
)
. (4.36)
The measure will change by J 2. In this case, as δ4(0) tends to infinite while Tr[γ5] is zero which means
their product is undefined, the change in the measure is undefined. Regularization of this term will
lead to the chiral anomaly.
101
4 Non-Hermitian topological Weyl and Dirac semimetals
We now rewrite the Jacobian in Eq. (4.36) in the the one-particle Hilbert space as
J = exp
(
i
∫
d4xTr[〈x|α(x)γ5|x〉]
)
. (4.37)
The divergence in the change of the measure can be regularized by the standard method of the heat
kernel regularization. We introduce the gauge invariant exponential regulator of the form exp(/Π2/Λ2),
with the Dirac operator /Π = γµΠµ = γµ[pµ+ieAµ]. We can do the simplification for the Dirac operator
ass
/Π
2
= γµγνΠµΠν =
1
2
{γµ, γν}ΠµΠν + 1
2
[γµ, γν ]ΠµΠν = ΠµΠµ − ie
2
γµγνFµν . (4.38)
We focus on the exponent in Eq. (4.37),
lim
Λ→∞
∫
d4xTr
[
〈x|α(x)γ5e/Π2/Λ2 |x〉
]
= lim
Λ→∞
∫
d4xα(x) Tr
〈x|γ5 exp((p− eA)2 − ie2 γµγνFµν
Λ2
)
|x〉
 .
(4.39)
We do the Taylor expansion to the exponential in Eq. (4.39), and drop out the term that does not
survive in the limit of Λ→∞ . After the trace operation, Eq. (4.39) becomes
lim
Λ→∞
∫
d4xTr
[
〈x|γ5e/Π2/Λ2 |x〉
]
= −
∫
d4xα(x)
e2
8
Tr
[
γ5γµγνγργσ
]
FµνFρσ lim
Λ→∞
[
1
Λ4
〈x|e(p−eA)2/Λ2 |x〉
]
. (4.40)
Here Tr
[
γ5γµγνγργσ
]
= 4εµνρσ. We can perform a Fourier transformation to convert |x〉 to |k〉 with
p|k〉 = k|k〉, and do the shift of k → k + eA. Then the last factor in the RHS of the above equation
becomes,
1
Λ4
〈x|e(p−eA)2/Λ2 |x〉 = 1
Λ4
∫
d4k
(2pi)4
ek
2/Λ2 =
i
Λ4
∫
d4kE
(2pi)4
e−k
2
E/Λ
2
=
i
16pi2
, (4.41)
where we have used the Wick rotation k0 → ik0. Thus the change in the measure can be obtained as
J = exp
(
−i
∫
d4xα(x)
e2
32pi2
εµνρσFµνFρσ
)
. (4.42)
As we have shown, under the chiral phase rotation, the change in the action Lqed → Lqed + α(x)∂µjµA
leads to the change of
exp
(
i
∫
d4xα(x)∂µj
µ
A
)
(4.43)
in the path integral. The change in the measure is J −2, which reads
exp
(
i
∫
d4xα(x)
e2
16pi2
εµνρσFµνFρσ
)
. (4.44)
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Taking into account both terms, we arrive at the equation
∂µj
µ
A = −
e2
16pi2
εµνρσFµνFρσ, (4.45)
which violates the the chiral gauge symmetry, and therefore is called the chiral anomaly.
Chiral Anomaly in Weyl semimetals
As we have discussed, the minimum lattice model for Weyl semimetals must contain at least two Weyl
nodes with opposite chirality. Recall that a Dirac node is also composed of two Weyl points with
opposite chirality. This kind of similarity enables us to treat the pair of Weyl nodes in the Weyl
semimetal as the node degree of freedom, denoted by τz. The low-energy effective Hamiltonian for the
Weyl semimetal reads [60],
H = τ zσ · k + τ zb0 + σ · b, (4.46)
with σ describing the conduction-valence band degree of freedom. The two Weyl nodes are located at
+b and −b in the three-dimensional Brillouin zone with an energy difference of 2b0.
The corresponding action that takes into account the coupling with an external electromagnetic field
reads,
S =
∫
dτd3xψ†
[
∂τ + ieA0 + τ
zσ · (−i∇+ eA)+ b0τ z + τ zσ · bτ z]ψ, (4.47)
with ψ = (ψL, ψR) composed of Weyl fermions with opposite chirality. We can write ψ¯ = ψ†γ0. For
the gamma matrices, we choose γ0 = τx ⊗ σ0, γi = iτy ⊗ σi, γ5 = τ z ⊗ σ0, with i = 1, 2, 3. Note
that the five gamma matrices anticommute with each other. After these treatments, the action can be
rewritten as
S =
∫
d4xψ¯iγµ
(
∂µ + ieAµ + ibµγ
5
)
ψ, (4.48)
with µ = 1, 2, 3, 4. Here bi with i = 1, 2, 3 are components of b and b4 = −ib0. The corresponding path
integral can be written as
Z =
∫
DψDψ¯e−S . (4.49)
Comparing with the standard action of Dirac fields from the Lagrangian in Eq. (4.27), we find that if
the extra bµ term is reduced to zero, the above action is exactly the same as the action for the Dirac
fields.
Actually the extra bµ term can be eliminated by an infinite sequence of infinitesimal chiral gauge
transformations of
ψ → e−idsθ(x)γ5/2ψ, ψ¯ → ψ¯e−idsθ(x)γ5/2, (4.50)
with θ(x) = 2bµxµ. The differential ds of the variable s ∈ [0, 1] parametrizes the infinite sequence of the
chiral gauge transfromation. This elimination process inevitably induces the change in the measure,
which reads
DψDψ¯ → 1J 2DψDψ¯, (4.51)
with J = det e−idsθ(x)γ5/2. Comparing with the change in the measure for the Dirac fields in Eq. (4.35),
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everything is the same if we do the substitution of
α(x)→ −dsθ(x)
2
. (4.52)
Similar to Eq. (4.44), the extra bµ term induces a change in the path integral as
J −2 = exp
(
−ids
∫
d4xθ(x)
e2
32pi2
εµνρσFµνFρσ
)
, (4.53)
with the extra terms from the chiral transformation eliminated in the regularization process. After fully
eliminating the bµγ5 term in Eq. (4.48), the total change in the action in the measure can be obtained
by integration over the variable s,
Sθ = i
∫ 1
0
ds
∫
d4xθ(x)I(x) =
ie2
32pi2
∫
d4xθ(x)εµνρσFµνFρσ. (4.54)
This result is in accordance with that in Ref. [60] with a similar approach.
Notice that εµνρσFµνFρσ = 4εµνρσ∂µAν∂ρAσ. We can do the integration by parts on Sθ, which yields,
Sθ =
e2
8pi2
∫
dtd3x∂µθ(x)ε
µνρσAν∂ρAσ =
e2
4pi2
∫
dtd3xbµε
µνρσAν∂ρAσ, (4.55)
with θ(x) = 2bµxµ.
As in the field theory context, the vector potential always couples to some currents, thus the effective
action can be written as Sθ =
∫
d4xjµAµ. Varying the effective action with respect to the electromag-
netic gauge Aµ will yield the current. We focus on the chiral magnetic effect, which comes from the b0
term
jν =
e2
2pi2
b0ε
0νρσ∂ρAσ. (4.56)
It can be further written as
j =
e2
2pi2
b0B, (4.57)
with B = ∇ × A the magnetic field. We can see that the current is proportional to the magnetic
field, which is the chiral magnetic effect. Now we try to understand the b0 term, which is the energy
difference between the two Weyl points. Suppose that the chemical potentials for the left and the right
Weyl node are µL and µR, respectively, then b0 = µR − µL denotes the chemical potential difference
between the two nodes. The energy cost per unit time by moving the electron from left to right is
b0d(NR −NL)/dt, which equals to the power delivered by the current j ·E. From this equivalence, we
can obtain the relation
d(NR −NL)
dt
=
e2
2pi2
E ·B. (4.58)
When the electric field is applied in the direction of the magnetic field, electrons from one Weyl node
will be transported to the other with opposite chirality, causing an imbalance between two Weyl nodes,
as shown in Fig. 4.2.
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4.3 Non-Hermitian Weyl semimetals
In this section, we focus on the non-Hermitian Weyl semimetals. We will consider adding different
kinds of non-Hermitian potentials to the lattice Weyl Hamiltonian described in Eq. (4.3). The non-
Hermitian Weyl Hamiltonian can be written in a general form as
H(k) = sin kxσ1 + sin kyσ2 + (m− cos kx − cos ky − cos kz)σ3 + iλσµ, (4.59)
where iλσµ is the non-Hermitian potential. As we have discussed, in the absence of a non-Hermitian
potential, the above Hamiltonian exhibits Weyl nodes that are located at
kc = (0, 0,± arccos(m− 2)). (4.60)
Near these Weyl nodes, as we have shown, the physics can be effectively described by the low energy
effective Hamiltonian HW(k) =
∑3
i=1 vi · δkσi. For simplicity and without loss of generality, we focus
on the case of HW(k) = k · σ. With the inclusion of the non-Hermitian potential, the Hamiltonian
becomes,
H ′W(k) = k · σ + iλσµ. (4.61)
We focus on the representative example of iλσ3. The energy spectrum is EW = ±(k2x + k2y + k2z − λ2 +
2iλkz)
1/2. Instead of a point, the band crossing points now form a ring with radius of λ located at the
center of kz = 0 plane. This ring is called the Weyl exceptional ring, as the composing points are all
exceptional points.
We find the Chern number of the Weyl point is inherited by the Weyl exceptional ring. We can
choose a sphere S2 with radius kρ centered at the origin and calculate the Berry curvature and Chern
number on it. This sphere can be parametrized by k = (kρ sin θ cosφ, kρ sin θ sinφ, kρ cos θ), then the
Hamiltonian on the sphere is
HW(k)
′ = kρ
(
iλ′ + cos θ sin θe−iφ
sin θeiφ −(iλ′ + cos θ)
)
, (4.62)
with λ′ = λ/kρ. The eigenvalue for the valance band is
E− = −d = −
√
1− λ′2 + 2iλ′ cos θ, (4.63)
and the corresponding right
(
H|ψ〉 = Eψ〉) and left eigenstates (〈〈ψ|H = 〈〈ψ|E) are,
|ψ−〉 = 1√
2d(d+ iλ′ + cos θ)
(
sin θe−iφ
−d− (cos θ + iλ′)
)
,
〈〈ψ−| = 1√
2d(d+ iλ′ + cos θ)
(
sin θeiφ −d− (cos θ + iλ′)
)
,
(4.64)
with the normalization condition of 〈〈ψ−|ψ−〉 = 1. The Berry curvature is calculated with the formula
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Figure 4.3: Non-Hermitian Weyl semimetal. (a) The red ring denotes the Weyl exceptional ring,
which can be enclosed by the one-dimensional sphere S1 (blue) and two-dimensional
sphere S2 (green). (b) Real part of the energy spectra for the Weyl Hamiltonian with
the non-Hermitian term iλσ2. The green curves are for the case of open boundary
conditions and the gray curves for that of periodic boundary conditions. The surface
states is highlighted in blue and black. The topological invariant Ckz is given in red
and shows that we find topological surface states when Ckz = +1 and no surface states
when Ckz = 0. The parameters are chosen as λ = 0.3 and m = 2.5.
Ωθφ = i
(
〈〈∂θψ−|∂φψ−〉 − 〈〈∂φψ−|∂θψ−〉
)
, which yields
Ωθφ =
(1 + iλ′ cos θ) sin θ
2(1− λ′2 + 2iλ′ cos θ) 32
. (4.65)
Then the Chern number on the sphere S2 can be calculated as
C2 =
1
2pi
∫ 2pi
0
dφ
∫ pi
0
dθΩθφ =
∫ pi
0
(1 + iλ′ cos θ) sin θ
2(1− λ′2 + 2iλ′ cos θ) 32
dθ =
∫ 1
−1
1 + iλ′x
2(1− λ′2 + 2iλ′x) 32
dx. (4.66)
Making a substitution of x = 2t− 1, the integral above becomes∫ 1
0
1− iλ′ + 2iλ′t
(1− 2iλ′ − λ′2 + 4iλ′t) 32
dt =
1
(1− iλ′)2
∫ 1
0
1
(1− zt) 32
dt+
2iλ′
(1− iλ′)3
∫ 1
0
t
(1− zt) 32
dt (4.67)
with z = (−4iλ′)/(1 − iλ′)2. The first and second term in the last step above are actually integral
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representations of the hypergeometric function. Thus
C2 =
1
(1− iλ′)2 Γ(1)Γ(1)F(
3
2
, 1, 2; z) +
2iλ′
(1− iλ′)3 Γ(1)Γ(2)F(
3
2
, 2, 3; z) =
1 + iλ′
2(1− iλ′)
√
(1+iλ′)2
(1−iλ′)2
+
1
2
,
(4.68)
with F(a, b, c; z) =
∑+∞
s=0
(a)s(b)s
Γ(c+s)
zs
s! and Γ(x) the Gamma function [171] . The integral is accompanied
with the condition that | arg(1−z)| ≤ pi, which yields | arg[(1+iλ′)/(1−iλ′)]| ≤ pi/2 and λ′ = λ/kρ < 1.
Since | arg[(1 + iλ′)/(1− iλ′)]| ≤ pi/2, the square root in Eq. (4.68) equals to (1 + iλ′)/(1− iλ′) without
an extra phase. Thus for kρ > λ, the Chern number is
C2 = χ = +1. (4.69)
Besides the Chern number, there is another topological invariant for the Weyl exceptional ring that
is unique in non-Hermitian systems, which belongs to the N/2 group as we introduced in the previous
chapter. Here we show a detailed derivation for this topological invariant. At the exceptional point
kEP = (0, λ, 0) on the Weyl exceptional ring, the Hamiltonian becomes HEP = HWR(kEP) and there is
only one eigenstate |ψEP0 〉. Together with the associated vector |ψEP1 〉, they satisfy
HEP|ψEP0 〉 = EEP|ψEP0 〉, HEP|ψEP1 〉 = EEP|ψEP1 〉+ |ψEP0 〉. (4.70)
The corresponding left vectors satisfy 〈〈ψEP0 |HEP = 〈〈ψEP0 |EEP and 〈〈ψEP1 |HEP = 〈〈ψEP1 |EEP + 〈〈ψEP0 |.
The left and right eigenstates are self-orthogonal 〈〈ψEP0 |ψEP0 〉 = 0. The set of eigenstates and the
associated vectors at the exceptional point is called Jordan chain in the mathematical literature, and
by imposing the normalization conditions for the Jordan chain of 〈〈ψEP1 |ψEP0 〉 = 1 and 〈〈ψEP1 |ψEP1 〉 =
0, we can get the eigenstate as |ψEP0 〉 = 1/
√
2
(
χ 1
)T
, |ψEP1 〉 = 1/(iλ
√
2)
(
χ 0
)T
and 〈〈ψEP0 | =
iλ
√
2
(
χ −1
)
, 〈〈ψEP1 | =
√
2
(
0 1
)
after restoring χ in the derivation.
We can encircle the Weyl exceptional ring at kEP by the blue circle S1 in Fig. 4.3 (a), which can
be parametrized as (0, λ+ ρ cosα, ρ sinα). Suppose S1 is in the close neighborhood of the exceptional
point (ρ λ), we can obtain eigenvalues and eigenstates to the leading order as
E(S1,±) = EEP ±
√
µ(α),
|ψS1,±〉 = |ψEP0 〉 ±
√
µ(α)|ψEP1 〉,
(4.71)
with
µ(α) =
∑
i=x,y,z
〈〈ψEP0 |∂HWR(k)/∂ki|ψEP0 〉(ki − kEP,i), (4.72)
which equals to 2λρeiχα. The left eigenstates can be obtained similarly by 〈〈ψS1,±| = 〈〈ψEP0 | ±√
µ(α)〈〈ψEP1 |. With the eigenstates, we can compute the Berry phase γ+ for the conductance band
along S1,
γ+ =
∮
2S1
dα
i〈〈ψS1,+|∂α|ψS1,+〉
〈〈ψS1,+|ψS1,+〉
=
1
2
∮
2S1
dαi∂α ln
√
µ(α). (4.73)
Since i∂α ln
√
µ(α) = ∂α arg
√
µ(α) for µ(α) in Eq. (4.72), we can see that the Berry phase is essentially
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the same as the winding number of eigenvalue,
γ+ =
1
2
∮
2S1
dα∂α arg
√
µ(α) =
1
2
∮
2S1
dα∂α argE(S1,+). (4.74)
With the expression for µ(α), the topological invariant of C1 is
C1 =
1
2pi
∮
S1
∂α arg
(√
2λρeiχα/2
)
=
χ
2
=
1
2
, (4.75)
which is topologically non-trivial. Thus, besides the Chern number, there is another topological invari-
ant from the winding number of the complex eigenvalues.
From the Hamiltonian of Eq. (4.59), there are two kinds of non-Hermitian potentials according to our
classification scheme in the precious chapter, (i) the non-Hermitian kinetic terms, iλσ1 and iλσ2; (ii)
the non-Hermitian mass terms, iλσ3. We should emphasize that the two non-Hermitian kinetic terms
are equivalent to each other, as in the original Hermitian Weyl Hamiltonian, kx and ky are equivalent.
Therefore, in the following discussions, we will focus on the non-Hermitian terms of iλσ2 and iλσ3.
4.3.1 Non-Hermitian potential iλσ2
We first consider the non-Hermitian potential iλσ2, which is equivalent to the non-Hermitian potential
iλσ1. The spectrum of the Hamiltonian with the non-Hermitian potential iλσ2 is given by
E = ±
√
(sin kx)2 + (sin ky)2 +M2k − λ2 + 2iλ sin ky, (4.76)
where Mk = m − cos kx − cos ky − cos kz. We note that the spectrum is purely real for ky = 0 and
λ2 < mink[M
2
k+(sin kx)
2]. The spectrum is purely imaginary for ky = 0 and λ2 > maxk[M2k+(sin kx)
2].
In the following, we will discuss the spectra and topology for two kinds of boundary conditions. As
boundary conditions play an important role in determining both the spectra and topology, we will pay
special attention to boundary conditions in our discussions.
Spectra and topology for the (010) slab
In real space with open boundary conditions in the y direction (i.e., for the (010) slab), the Hamiltonian
with the non-Hermitian potential iλσ2 reads
HR(y, kx, kz) =
1
2i
σ2 ⊗ (S − S†)− 1
2
σ3 ⊗ (S + S†) + sin kxσ1 ⊗ 1
+
[
(m− cos kx − cos kz)σ3 + iλσ2
]⊗ 1, (4.77)
where S and S† are the forward and backward translation operators (shift operators), which let x→ x+1
and x→ x− 1, respectively. For open boundary conditions, the S matrix reads
S =

0 0 0 . . . 0
1 0 0 · · · 0
0 1 0 · · · 0
...
...
. . . . . .
...
0 0 · · · 1 0
 , Si,j = δi,j+1 for i = 1 . . . N − 1. (4.78)
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For the (010) slab, the spectrum with open and periodic boundary conditions look very different. This
is because iλσ2 commutes with the kinetic term sin kyσ2, which allows us to transform the system with
open boundary conditions to an Hermitian Hamiltonian, essentially by absorbing the non-Hermitian
term in the shift operator as we have discussed in the previous chapter. This, however, is not possible
for periodic boundary conditions.
In order to study how the spectrum of the Hamiltonian changes as we go from periodic to open
boundary conditions, we introduce the operator Sˆβ with the Hamiltonian
Hˆβ(y, kx, kz) =
1
2i
σ2 ⊗ (Sˆβ − Sˆ†β)−
1
2
σ3 ⊗ (Sˆβ + Sˆ†β) + sin kxσ1 ⊗ 1
+
[
(m− cos kx − cos kz)σ3 + iλσ2
]⊗ 1, (4.79)
where
Sˆβ =

0 0 0 . . . β
1 0 0 · · · 0
0 1 0 · · · 0
...
...
. . . . . .
...
0 0 · · · 1 0
 . (4.80)
As we slowly interpolate from periodic to open boundary conditions by changing the parameter β from 1
to 0, we go through an exceptional point in the spectrum, where the matrix is no longer diagonalizable.
The geometric multiplicity is given by the dimension of the kernel of the HR − E1. For a matrix to
be diagonalizable the geometric and algebraic multiplicities of the eigenvalues must be equal. We find
that this is no longer the case in a finite lattice system at some critical βc.
Relation between PBCs and OBCs As we have shown in the previous chapter, the spectra and
topology between systems of periodic and open boundary conditions might differ drastically. This
difference can be effectively explained through the transfer matrix method, which has been introduced
in the previous chapter. We first separate out the ky components from the Hamiltonian (4.59). This
gives
H(k) =
(
−12(e+iky + e−iky) −12(e+iky − e−iky)
+12(e
+iky − e−iky) +12(e+iky + e−iky)
)
+ sin kxσ1 +Mkσ3 + iλσ2,
(4.81)
where Mk = m− cos kx − cos kz. Then we identify the hopping matrix J and the on-site matrix M in
the Bloch Hamiltonian as
J =
(
−12 −12
+12 +
1
2
)
, M = sin kxσ1 +Mkσ3 + iλσ2. (4.82)
We note that J is nilpotent with index 2, since J2 = 0, and that J has rank r = 1, since the two
rows/columns are linearly dependent. Next, we need to construct the on-site Greens function G and
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find the singular value decomposition of J . We obtain
G = (E1−M)−1 = Eσ0 + sin kxσ1 + iλσ2 +Mkσ3
E2 + λ2 −M2k − sin2 kx
. (4.83)
The singular value decomposition of J gives
J = V ΞW †, V =
1√
2
(
−1 1
1 1
)
, Ξ =
(
1 0
0 0
)
, W =
1√
2
(
1 −1
1 1
)
. (4.84)
We observe that J has only one singular value ξ = 1. Hence, we can find the reduced singular value
decomposition
J = vξw†, v =
− 1√2
1√
2
 , w =
 1√2
1√
2
 . (4.85)
With this, we are ready to compute the transfer matrix T , which is defined in the previous chapter as
T =
1
ξGvw
(
1 −ξGww
ξGvv ξ2(GvwGwv − GvvGww)
)
=
1
Gvw
(
1 −Gww
Gvv GvwGwv − GvvGww
)
, (4.86)
where Gab = b†Ga with a, b ∈ {v, w}. Inserting Eq. (4.83), we obtain
T =
1
Mk − λ
(
sin2 kx +M
2
k − λ2 − E2 sin kx + E
sin kx − E 1
)
. (4.87)
The determinant and the trace of the transfer matrix T are given by
detT =
Mk + λ
Mk − λ,
TrT =
1 + sin2 kx +M
2
k − λ2 − E2
Mk − λ . (4.88)
It is clear that for λ 6= 0, the determinant of the transfer matrix satisfies
|detT | 6= 1, (4.89)
which means that the spectra of open and periodic boundary conditions are different [144]. We numer-
ically calculate the open and periodic systems’ spectra as shown in Fig. 4.3 (b), which indeed differ
from each other. Also note that when detT = 0 or ∞, i.e., for Mk = ±λ, the real-space Hamiltonian
exhibits exceptional points of an order that scales with system size. This implies unidirectionality in
the hopping, i.e., the states can propagate only in one direction.
From the transfer matrix we can also find expressions for bulk spectra with open and periodic
boundary conditions. The condition for the existence of bulk Bloch states with PBCs is
TrT = eiφ + detTe−iφ, (4.90)
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where φ = 2pil/N , l ∈ {0, . . . , N − 1}. In the limit N → ∞ we set φ ∈ [0, 2pi). From Eq. (4.88), we
obtain
EPBC = ±
√
1 + sin2 kx − λ2 +M2k − 2Mk cosφ+ 2iλ sinφ. (4.91)
The condition for the existence of bulk bands with open boundary conditions is given by
TrT = 2
√
detT cosφ, (4.92)
with φ ∈ [0, pi]. Inserting the expression for T , Eq. (4.88), gives
EOBC = ±
√
1 + sin2 kx − λ2 +M2k − 2
√
M2k − λ2 cosφ. (4.93)
Similarity transformation For the (010) slab we can turn the Hamiltonian with OBCs to be Hermi-
tian through similarity transformations. This is because iλσ2 commutes with the kinetic term sin kyσ2,
which indicates that the Hamiltonian is superficially non-Hermitian according to our theory in the
previous chapter.
As now the the lattice Hamiltonian of the non-Hermitian Weyl semimetal, shown in Eq. (4.77), is
still of the Dirac Hamiltonian form, we can construct the similarity transformation developed in the
previous chapter. The similarity transformation for the internal degree parts is constructed as
ρ′ =
1
2
√
α
[
(α+ 1)σ0 + (α− 1)σ1
]
, (4.94)
with α =
√
(Mk − λ)/(Mk + λ). Together with the spatial part, the total similarity transformation
operator is constructed as
ρ = ρ′ ⊗ diag(1, α, α2, · · · , αNy−1), (4.95)
where Ny is the number of unit cells in the y direction. Indeed, performing the similarity transform of
ρ on Eq. (4.77) gives
H˜R(y, kx, kz) = ρ
−1HˆR(y, kx, kz)ρ (4.96)
=
√
M2k − λ2σ3 ⊗ 1 + sin kxσ1 ⊗ 1 +
1
2i
σ2 ⊗ (S − S†)− 1
2
σ3 ⊗ (S + S†).
Transforming this back to momentum space gives
H˜(k) = sin kxσ1 + sin kyσ2 +
[√
M2k − λ2 − cos ky
]
σ3. (4.97)
The above equation has the form of a Hermitan Weyl semi-metal around the Weyl node. This Weyl
Hamiltonian exhibits Weyl nodes which are located at
k0 = (0, 0,± arccos[m− 1±
√
1 + λ2]). (4.98)
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It is well known that for fixed kz, Eq. (4.97) is topological for√
M2k − λ2 < 1 ⇔
√
(m− cos kx − cos kz)2 − λ2 < 1. (4.99)
The corresponding topological invariant is the Chern number, which is given by
Ckz =
1
4pi
∮
Ckz
dkxdky dˆk ·
[
∂kxdˆk × ∂ky dˆk
]
, with dˆk =
dk
|dk| , (4.100)
and dx(k) = sin kx, dy(k) = sin ky, and dz(k) =
√
M2k − λ2 − cos ky. This Chern number evaluates to
Ckz =
{
0 |kz| > arccos[m− 1±
√
1 + λ2]
+1 |kz| < arccos[m− 1±
√
1 + λ2]
. (4.101)
Whenever Ckz 6= 0 the non-Hermitian Weyl Hamiltonian exhibits a topological surface state, leading to
an arc state connecting the Weyl points (4.98). In Fig. 4.3(b), the Chern number obtained in this way
corresponds well with the topological boundary states obtained numerically. We will directly compute
the topological surface states in the following.
Computation of surface states Via the bulk-boundary correspondence, we expect that there are
surface states for
√
M2k − λ2 < 1, i.e., when Ckz 6= 0. To confirm this, we now explicitly compute
the surface states. From the Hamiltonian in Eq. (4.77), we know that except for the y direction, the
translational symmetry in the other directions is preserved. Thus we adopt the ansatz for the right
eigenstates
|ψk˜〉 =
Ny∑
i=1
βi|i〉 ⊗ |ξk˜〉, (4.102)
with k˜ representing (kx, kz). For the non-Hermitian Hamiltonian, the conjugation of the right eigen-
states does not give the left eigenstates generally. Thus for the left eigenstates we adopt a similar
ansatz,
〈〈ψk˜| =
Ny∑
i=1
〈i| ⊗ 〈〈ξk˜|β′
i
. (4.103)
To study the localization of modes, we consider the biothogonal expectation value of the projection
operator Πi = |i〉〈i|, which is
〈〈ψk˜|Πi|ψk˜〉 = |ββ′|i. (4.104)
For |ββ′| < 1, the mode is exponentially localized to the i = 1 unit cell, while for |ββ′| > 1, it is
localized at the i = Ny unit cell.
For the right eigenvector, in solving the Schrödinger equation of
HˆR(y, kx, kz)|ψk˜〉 = Eˆkx |ψk˜〉, (4.105)
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we find it gives two constraints,[
sin kxσ1 +
1
2i
(β − β−1)σ2 + (M − cos kx − cos kz − 1
2
(β + β−1))σ3 + iλσ2
]
|ξkx〉 = Eˆkx |ξkx〉 (4.106)
and [
sin kxσ1 +
1
2i
βσ2 + (M − cos kx − cos kz − 1
2
β)σ3 + iλσ2
]
|ξkx〉 = Eˆkx |ξkx〉. (4.107)
The difference between the above two equations yields a simpler relation,
iσ3σ2|ξkx〉 = |ξkx〉. (4.108)
This means the boundary states are the positive eigenvalue of iσ3σ2, from which we can construct the
projector for the boundary states
P =
1
2
(
1 + iσ3σ2
)
. (4.109)
With the relation of Eq. (4.108), Eq. (4.107) becomes,[
sin kxσx + (M − cos kx + λ− β)σ3
]
|ξkx〉 = Eˆkx |ξkx〉, (4.110)
and under the projection P , Eq. (4.107) also becomes,
sin kxσx|ξkx〉 = Eˆkx |ξkx〉. (4.111)
The difference between Eqs. (4.110) and (4.111) gives β = M − cos kx + λ. Thus we have
β = M − cos kx + λ, Eb(kx) = sin kx (4.112)
The above procedure can be performed for the left eigenstates with the ansatz 〈〈ψk˜| =
∑Ny
i=1〈i| ⊗
〈〈ξk˜|β′i, which yields
β′ = M − cos kx − λ, Eb(kx) = sin kx. (4.113)
To study the localization of mode, we adopt the criterion in Eq. (4.104). We find that there are
surface states localized at the i = 1 layer, with
Eb(kx) = sin kx,
√
(m− cos kx − cos ky)2 − λ2 < 1. (4.114)
The surface states at the i = Ny layer can be obtained similarly as
Eb(kx) = − sin kx,
√
(m− cos kx − cos ky)2 − λ2 < 1. (4.115)
The obtained boundary modes agree well with the topological criterion (4.99), which also agrees with
the numerical results, as shown in Fig. 4.3 (b).
Non-Hermitian skin effect From Eq. (4.96) it follows that if |φ〉 is an eigenstate of the Hermitian
Hamiltonian H˜(y, kx, kz), then ρ|φ〉 is a right eigenstate of the non-Hermitian Hamiltonian H(y, kx, kz).
Similarly, 〈φ|ρ−1 is a left eigenstate of the non-Hermitian Hamiltonian. From Eq. (4.104) it follows
113
4 Non-Hermitian topological Weyl and Dirac semimetals
that the amplitude of these states is given by
〈φ|ρ†Πyρ|φ〉 = 1
2
〈φy|
(
α2 + 1 α2 − 1
α2 − 1 α2 + 1
)
|φy〉|α|2y−3,
〈φ|ρ−1Πy(ρ−1)†|φ〉 = 1
2
〈φy|
(
1 + α2 1− α2
1− α2 1 + α2
)
|φy〉|α|1−2y. (4.116)
Hence, we see that the amplitude of the right eigenstates have weight mostly at the i = 1 boundary,
whereas the amplitude of the left eigenstates is localized at the i = Ny boundary. This phenomenon
has been referred to in the literature as the “non-Hermitian skin effect" [30].
However, if we compute the localization within the bi-orthogonal basis, i.e., in terms of the bi-
orthogonal left and right eigenstates, we find
〈φ|ρ−1Πyρ|φ〉 = 〈φ|Πy|φ〉, (4.117)
which indicates that the states should be spread out throughout the bulk, in terms of the bi-orthogonal
basis.
Spectra and topology for the (100) slab
For the (100) surface, we need to Fourier transform the Hamiltonian (4.59) along the x direction. This
gives
H(x, ky, kz) =
1
2i
σ1 ⊗ (S − S†)− 1
2
σ3 ⊗ (S + S†) + sin kyσ2 ⊗ 1
+[(m− cos ky − cos kz)σ3 + iλσ2]⊗ 1. (4.118)
We observe that for ky = 0 the spectrum is purely real and the non-Hermitian potential iλσ2 anti-
commutes with the Hamiltonian. In this case, we can map the non-Hermitian Hamiltonian to an
Hermitian one, whose spectrum is rescaled by a prefactor. It turns out that we can even keep ky finite,
and still do a useful similarity transformation. That is, for ky 6= 0 we can map the Hamiltonian to a
Hermitian one with a complex prefactor. However, the role of such similarity transformations needs
further investigation.
Relation between PBCs and OBCs To derive the transfer matrix for the (100) slab we first separate
out the kx components from Hamiltonian (4.59)
H(k) =
(
−12(e+ikx + e−ikx) + 12i(e+ikx − e−ikx)
+ 12i(e
+ikx − e−ikx) +12(e+ikx + e−ikx)
)
+ sin kyσ2 +Mkσ3 + iλσ2, (4.119)
whereMk = m−cos ky−cos kz. From this we can identify the hopping matrix J and the on-site matrix
M
J =
(
−12 + 12i
+ 12i +
1
2
)
, M = sin kyσ2 +Mkσ3 + iλσ2. (4.120)
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As before, J is nilpotent with index 2 and has rank r = 1. The reduced singular value decomposition
of J is
J = vξw†, v =
− i√2
1√
2
 w =
 i√2
1√
2
 , (4.121)
with the singular value ξ = 1. The on-site Greens function G is given by
G = (E1−M)−1 = Eσ0 + sin kyσ2 +Mkσ3 + iλσ2
E2 −M2k − (sin ky + iλ)2
. (4.122)
Now, we can insert this in the formula for the transfer matrix
T =
1
Gvw
(
1 −Gww
Gvv GvwGwv − GvvGww
)
=
1
Mk
(
(sin ky + iλ)
2 +M2k − E2 E − sin ky − iλ
−E − sin ky − iλ 1
)
. (4.123)
Thus the determinant of the transfer matrix is obtained as
detT = det
∣∣∣∣∣∣ 1Mk
(
(sin ky + iλ)
2 +M2k − E2 E − sin ky − iλ
−E − sin ky − iλ 1
)∣∣∣∣∣∣ = 1. (4.124)
From this it follows that the spectrum with open and periodic boundary conditions is the same, and
there is also no non-Hermitian skin effect [144]. The trace of the transfer matrix is
TrT =
1
Mk
[
1 + (sin ky + iλ)
2 +M2k − E2
]
. (4.125)
The bulk spectra can be obtained from the transfer matrix method. From the condition for the
existence of bulk Bloch states with PBCs and OBCs we obtain
EPBC = EOBC = ±
√
1 +M2k + (sin ky + iλ)
2 − 2Mk cosφ. (4.126)
Similarity transformation Though in this case, the spectrum is generally complex with PBCs and
OBCs, we can still perform a similarity transformation in momentum space. To derive this transforma-
tion matrix ρ we first need to find the bi-orthonormal left and right eigenvectors of H(k), Eq. (4.59).
For the right eigenvectors we obtain
|+〉 = 1√
2η(η +Mk)
(
Mk + η
sin kx + i sin ky − λ
)
, |−〉 = 1√
2η(η −Mk)
(
Mk − η
sin kx + i sin ky − λ
)
,
(4.127)
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and for the left eigenvectors we have
〈〈+| = 1√
2η(η +Mk)
(
Mk + η
sin kx − i sin ky + λ
)
, 〈〈−| = 1√
2η(η −Mk)
(
Mk − η
sin kx − i sin ky + λ
)
.
(4.128)
Hence, H(k) is diagonalized by the matrix
V (λ) = (|+〉, |−〉), V −1(λ) = (〈〈+|, 〈〈−|)T . (4.129)
With this, the similarity transform ρ that maps H(k) onto a Hermitian Hamiltonian is given by
ρ = V (λ)V −1(0), (4.130)
and we obtain
ρ−1H(k)ρ =
√
1 +
2iλ sin ky − λ2
(sin kx)2 + (sin ky)2 +M2k
H˜(k), (4.131)
where H˜(k) is the Hermitian Hamiltonian with λ = 0. However, the role of such kind of similarity
transformation remains to be explored. Note that due to the square root prefactor in the above equation,
the Fourier transform of the Hamiltonian H˜ is non-local in real space.
Computation of surface states In computating the surface states of the (100) slab, we adopt again
the ansatz
|ψk˜〉 =
Ny∑
i=1
βi|i〉 ⊗ |ξk˜〉, 〈〈ψk˜| =
Ny∑
i=1
〈i| ⊗ 〈〈ξk˜|β′
i
, (4.132)
for the right and left eigenstates, respectively. Here k˜ = (ky, kz). The procedure is very similar to that
for solving the surface states in (010) slab. Thus here we briefly describe the computation process with
an emphasis on the difference.
In solving the Schödinger equation of
HˆR(x, ky, kz)|ψk˜〉 = Eˆkx |ψk˜〉, (4.133)
we find it gives two constraints,[ 1
2i
(β − β−1)σ1 + sin kyσ2 + (M − cos ky − cos kz − 1
2
(β + β−1))σ3 + iλσ2
]
|ξkx〉 = Eˆkx |ξkx〉, (4.134)
and [ 1
2i
βσ2 + sin kyσ2 + (M − cos ky − cos kz − 1
2
β)σ3 + iλσ2
]
|ξkx〉 = Eˆkx |ξkx〉. (4.135)
Adopting a similar procedure as that from Eq. (4.108) to Eq. (4.111), we can obtain from the right
eigenstates
β = m− cos ky − cos kz, Eb(ky) = − sin ky − iλ, (4.136)
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and for the left eigenstates we find the a similar solution of β′ = m−cos ky−cos kz, Eb(ky) = − sin ky−iλ.
From the criterion |ββ′| < 1, we find that there are surface states at the i = 1 unit cell with
Eb(ky) = − sin ky − iλ, |m− cos ky − cos kz| < 1. (4.137)
By a similar procedure, the surface states at the i = Ny unit cell can be obtained as
Eb(ky) = sin ky + iλ, |m− cos ky − cos kz| < 1. (4.138)
4.3.2 Non-Hermitian potential iλσ3
Here, we consider the non-Hermitian potential iλσ3. With PBCs, the Hamiltonian in momentum space
reads
H(k) = sin kxσ1 + sin kyσ2 + (Mk + iλ)σ3. (4.139)
The spectrum is given by
E = ±η = ±
√
(sin kx)2 + (sin ky)2 +M2k + 2iλMk − λ2. (4.140)
We see that the spectrum is in general complex. From the momentum space Hamiltonian in Eq. (4.139),
it can be inferred that kx is equivalent to ky. Thus it suffices to study the spectra and topology for the
(010) slab.
In real space with OBCs in the y direction, the Hamiltonian with the non-Hermitian potential iλσ3
reads
H(y, kx, kz) =
1
2i
σ2 ⊗ (S − S†)− 1
2
σ3 ⊗ (S + S†) + sin kxσ1 ⊗ 1
+
[
(m− cos kx − cos kz)σ3 + iλσ3
]⊗ 1, (4.141)
where S and S† are the forward and backward translation operators, respectively. We see from
Eq. (4.139) and Eq. (4.141) that the role of the non-Hermitian mass term iλσ3 is to make M complex.
Thus the spectrum is generally complex in both real and momentum space, which indicates that the
system is intrinsically Hermitian in real and momentum space.
As usual, we make the following ansatz for the left and right eigenvectors of the surface states
|ψk˜〉 =
Ny∑
i=1
βi|i〉 ⊗ |ξk˜〉, 〈〈ψk˜| =
Ny∑
i=1
〈i| ⊗ 〈〈ξk˜|β′
i
. (4.142)
with k˜ representing (kx, kz).
Following a similar procedure in solving the Schödinger equation of
HˆR(y, kx, kz)|ψk˜〉 = Eˆkx |ψk˜〉, (4.143)
we find that the surface spectrum is
Eb(kx) = ± sin kx,
√
(m− cos kx − cos kz)2 + λ2 < 1. (4.144)
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Relation between PBCs and OBCs We perform a similar transformation as in Sec. 4.3.1 and find
for the singular value decomposition of the hopping matrix J
J = vξw†, v =
− 1√2
1√
2
 , w =
 1√2
1√
2
 , (4.145)
with the singular value ξ = 1 and for the on-site Greens function, it is
G = (E1−M)−1 = Eσ0 + sin kxσ1 +Mkσ3 + iλσ3
E2 − (Mk + iλ)2 − sin2 kx
. (4.146)
Form this, we obtain for the transfer matrix T
T =
1
Mk + iλ
(
sin2 kx + (Mk + iλ)
2 − E2 sin kx + E
sin kx − E 1
)
. (4.147)
Hence, detT = 1, which suggests that the bulk spectrum for open and periodic boundary conditions
should be the same [144]. Also, there is no non-Hermitian skin effect.
The trace of the transfer matrix is given by
TrT =
1 + sin2 kx + (Mk + iλ)
2 − E2
Mk + iλ
. (4.148)
The bulk spectrum can be computed by the conditions for the bulk spectra with PBCs and OBCs,
which is
EPBC = EOBC = ±
√
1 + sin2 kx + (Mk + iλ)2 − 2(Mk + iλ) cosφ. (4.149)
4.4 PT -symmetric non-Hermitian Dirac semimetals
In the introduction section, we have briefly discussed the basic concepts of Dirac fermions in Hermitian
systems. In this section, we will focus on PT -symmetric non-Hermitian Dirac semimetals. The Dirac
semimetal is a topological material with fourfold degenerate band crossing points and linear dispersion
in its vicinity. For the continuum model in momentum space, the general form of Hamiltonian for an
Hermitian Dirac point is
HDirac(k) = kxΓ1 + kyΓ2 + kzΓ3, (4.150)
with Γµ the gamma matrices satisfying the Clifford algebra {Γµ,Γν} = 2ηµν . The energy eigenvalues
are EDirac = ±
√
k2x + k
2
y + k
2
z . The two doubly degenerate bands touch at the Dirac point, which is
of fourfold degeneracy. This Hamiltonian is invariant under the combined symmetry of time-reversal
symmetry T and the space inversion symmetry P,(PT )HDirac(k) (PT )−1 = HDirac(k) (4.151)
with PT the antiunitary symmetry operator. Since we are interested in non-Hermitian systems, which is
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commonly realized in photonic systems, we focus on the case of (PT )2 = +1, and for simplicity we take
PT = Kˆ, with Kˆ the complex conjugate operator. Under this PT symmetry, the five anti-commuting
gamma matrices can be chosen as
Γ1 = σ1 ⊗ τ0, Γ2 = σ2 ⊗ τ2, Γ3 = σ3 ⊗ τ0,
Γ4 = σ2⊗τ1, Γ5 = σ2 ⊗ τ3.
(4.152)
Among these five gamma matrices, Γ1, Γ2 and Γ3 are even, while Γ4 and Γ5 are odd under PT symmetry.
With this choice of gamma matrices, the PT symmetry requirement in Eq. (4.151) is satisfied. Notice
that under a unitary transformation of U = exp (iσ0 ⊗ τ1pi/4), HDirac(k) can be brought into the
block-diagonal form
U−1HDirac(k)U =
(
HWeyl
H∗Weyl
)
. (4.153)
Here HWeyl = kxσ1 + kyσ2 + kzσ3 describes the Weyl node of chirality χ = +1 and H∗Weyl = kxσ1 −
kyσ2 + kzσ3 the Weyl node of chirality χ = −1. Thus, it is clear that the Dirac point is composed of
two Weyl points with opposite chirality.
Topological invariants
The Dirac point is associated with a Z2 monopole charge. We consider a sphere S2 surrounding the
Dirac point, which can be divided into two patches, the northern and southern hemispheres. One
can find real and smooth gauge for eigenvectors on each hemisphere satisfying the reality condition.
However, one cannot find such a gauge for the entire sphere. Thus, we need to analyze eigenvectors
on the north and south hemisphere separated by an equator with stereographic coordinates. The
eigenvectors on each hemisphere are real and smooth. On the equator parameterized by the azimuthal
angle φ, for the valance band, the eigenvectors from the north hemisphere are
|−, 1〉N = (cosφ,−1, sinφ, 0)T, |−, 2〉N = (− sinφ, 0, cosφ,−1)T, (4.154)
and for the south hemisphere, the eigenvectors are
|−, 1〉S = (1,− cosφ, 0, sinφ)T, |−, 2〉S = (0,− sinφ, 1,− cosφ)T, (4.155)
The real transition function gRSN ∈ O(2) on the equator is defined by
|−, α〉S = [gRSN ]αβ|−, β〉N , (4.156)
which can be obtained as
gRSN (φ) =
(
cosφ − sinφ
sinφ cosφ
)
. (4.157)
The winding number of this path is +1, corresponding to the nontrivial element of pi1[O(2)] = Z2. As
discussed, this kind of real Dirac point has been proposed in experimentally realizable materials.
Alternatively, the topological invariant of the real monopole is given by [172]
νR = − 1
4pi
∫
S2
Tr(IFR), (4.158)
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with FR the curvature for the real Berry bundle and I = −iσ2 the generator of the SO(2) group. The
real Berry curvature FR is derived from the real connection ARαβ = 〈α, k|d|β, k〉 with the eigenstates
|α, k〉 satisfying the reality condition,
|α, k〉 = PT |α, k〉. (4.159)
In the following non-Hermitian cases, when the PT symmetry is spontaneously broken, i.e. |α, k〉 6=
PT |α, k〉, we will use the alternative definition of Berry connection,
ARαβ = 〈〈α, k|d|β, k〉, (4.160)
where the left and right eigenstates are defined as
H|α, k〉 = E|α, k〉, H†|α, k〉〉 = E∗|α, k〉〉. (4.161)
Now we turn to the real Dirac Fermion HDirac. We choose the sphere S2 encircling the Dirac point
parametrized by (kx, ky, kz) = ρ(sin θ cosφ, sin θ sinφ, cos θ), and the eigenstates for the two conduc-
tance bands are
|ψ+,↑〉 =
(
− cos θ2 sinφ cos θ2 cosφ 0 sin θ2
)T
, |ψ+,↓〉 =
(
cos θ2 cosφ cos
θ
2 sinφ sin
θ
2 0
)T
.
(4.162)
In this case the left and right eigenvectors are conjugate transpose to each other. From the eigenstates,
we can calculate the Berry connection as
Aθ =
(
〈ψ+,↑|∂θ|ψ+,↑〉 〈ψ+,↑|∂θ|ψ+,↓〉
〈ψ+,↓|∂θ|ψ+,↑〉 〈ψ+,↓|∂θ|ψ+,↓〉
)
,
Aφ =
(
〈ψ+,↑|∂φ|ψ+,↑〉 〈ψ+,↑|∂φ|ψ+,↓〉
〈ψ+,↓|∂φ|ψ+,↑〉 〈ψ+,↓|∂φ|ψ+,↓〉
)
.
(4.163)
The real Berry connection is obtained as
Fθφ = ∂θAφ − ∂φAθ =
(
0 − sin θ2
sin θ
2 0
)
. (4.164)
Thus the Z2 monopole charge is obtained as
ν = − 1
4pi
∫ 2pi
0
dφ
∫ pi
0
dθTr(IFθφ) = 1
2
∫ pi
0
sin θdθ = +1, (4.165)
which is topologically non-trivial.
Chiral anomaly in Dirac semimetals
We have shown the chiral anomaly for the massless Dirac fields in the subsection 4.2.3. In this section,
we will discuss the chiral anomaly in Dirac semimetals. As we are interested in the PT -symmetric
Dirac semimetals, we can construct the low-energy effective Hamiltonian according to the Hamiltonian
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Figure 4.4: (a) The energy spectrum against wavevector kz of the Landau levels for the low-energy
effective model of Eq. (4.166) in a magnetic field B applied along the z direction. (b)
The schematic picture showing the change of electrons at two Dirac points under the
parallel electric and magnetic fields. L and R denotes the Weyl nodes with opposite
chirality inside the Dirac point.
in the form of Eq. (4.153), which reads
HD =
(
HW (k)
HW (k)
∗
)
, (4.166)
with HW (k) = A(kxσ1 + kyσ2) + (M0 −M1(k2x + k2y + k2z))σ3 the low-energy effective model for Weyl
semimetals with two nodes given in Eq. (4.4).
To discuss the Landau bands, we follow a similar procedure as that in the subsection 4.2.2. We
consider a magnetic field applied along the z direction, B = (0, 0, B). Under the choice of the Landau
gauge, the vector potential is A = (−yB, 0, 0). Such a gauge field does not break the translation
symmetry in x and z directions, thus kx and kz are still good quantum numbers. The wave vector in
the Hamiltonian is replaced by the operator k = (kx− eB~ y,−i∂y, kz). We introduce the ladder operator
a by the relations
kx − eB~ y =
1√
2lB
(a† + a), −i∂y = 1√
2lBi
(a† − a), (4.167)
with lB =
√
~
eB . With the introduction of the ladder operators, we find the components in the
Hamiltonian Heff(k) are substituted as
k2x + k
2
y → ω(a†a+
1
2
), k+ →
√
2
lB
a†, and k− →
√
2
lB
a, (4.168)
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with k+ = kx + iky and k+ = kx − iky. After a unitary transformation by σ1 ⊗ τ0, the resultant
Hamiltonian is
HD(a, kz) =
(
ηaσ− + ηa†σ+ −M(a†a, kz)σ3
ηaσ+ + ηa
†σ− −M(a†a, kz)σ3
)
, (4.169)
where the operators a and a† satisfy the commutation relation [a, a†] = 1. Similar to the Weyl semimetal
case, we can define the excitation number states |n〉 = (a†)n√
n!
|0〉, which fulfill
nˆ = a†a, nˆ|n〉 = n|n〉, (4.170)
a|n〉 = √n|n− 1〉, and a†|n〉 = √n+ 1|n+ 1〉. (4.171)
In the excitation number representation of |n〉, we can obtain the energy spectrum as
E0,W = +M(0, kz) = +(ω/2−M0 +M1k2z), (4.172)
E0,W∗ = −M(0, kz) = −(ω/2−M0 +M1k2z). (4.173)
Here W and W∗ represent the contributions from Weyl components of opposite chirality. For the nth
level the energies are given by
E±n,W =
ω
2
±
√
M2n + nη
2, E±n,W∗ = −
ω
2
±
√
M2n + nη
2 (4.174)
with Mn = (M0−ωn−M1k2z), ω = 2M1/l2B and η =
√
2A
lB
. The Landau spectrum is plotted in Fig. 4.4
(a).
Suppose that the Fermi energy lies at zero energy, we can apply an electric field in the direction of
the magnetic field. We use L and R to label the Weyl nodes with opposite chirality inside a Dirac
point. In an electric field, electrons will be transported from the L Weyl node at −kc to the R node at
+kc, and correspondingly, electrons from the L Weyl node at +kc will be transported to the R node at
−kc. This transport process is shown by the red dots in Fig. 4.4 (a). This process is due to the chiral
anomaly in Dirac semimetals discussed in Sec. 4.2.3, and will cause an imbalance of electrons between
two Weyl nodes inside a Dirac point, as shown schematically in Fig. 4.4 (b).
4.4.1 Classification of PT -symmetric non-Hermitian Dirac semimetals
We are interested in non-Hermitian terms that preserve PT symmetry. Notice that by multiplying an
imaginary unit, iΓ4 (iΓ5) becomes even under PT symmetry and its Hermiticity is broken, realizing
PT -symmetric non-Hermitian terms. Apart from this, as Γ1, Γ2 and Γ3 are PT -symmetric, their
products are still PT -symmetric. Among them, we find γ1 = Γ2Γ3, γ2 = Γ3Γ1, γ3 = Γ1Γ2, and
γ0 = Γ1Γ2Γ3 are both PT -symmetric and non-Hermitian. According to their physical consequence in
momentum space, the PT -symmetric non-Hermitian terms can be grouped into three cases,
γ0 = Γ1Γ2Γ3, (I)
γ1 = Γ2Γ3 = iσ1 ⊗ τ2, γ2 = Γ3Γ1 = iσ2 ⊗ τ0, γ3 = Γ1Γ2 = iσ3 ⊗ τ2, (II)
γ4 = iΓ4, γ5 = iΓ5. (III)
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An intriguing fact is that the PT symmetry itself is not enough to guarantee the reality condition. One
can show that there are two cases for the reality of the eigenvalues: they must be real, or they form
complex conjugate pairs. For the first case, the spectra reality condition is preserved, and it is called
PT -symmetric phase; For the latter case, the reality condition is broken, and thus it is called the phase
with spontaneous PT symmetry breaking. The transition between these two phases is associated with
exceptional points [145, 165]. In the following we will discuss each of the three cases listed above.
(I) TwoWeyl exceptional points separated by their imaginary energies. The Hamiltonian isHWeyl-point =
HD+λγ0 = kxΓ1+kyΓ2+kzΓ3+λγ0 with γ0 commuting withHD. Under a unitary transformation
of U = exp (iσ0 ⊗ τ1pi/4), the Hamiltonian becomes
U−1HWeyl-pointU =
(
HWeyl + iλσ0
(HWeyl + iλσ0)
∗
)
, (4.175)
with HWeyl = kxσ1 + kyσ2 + kzσ3 and ∗ representing the complex conjugation. The energy
eigenvalues for one part are EWeyl-point = ±
√
k2x + k
2
y + k
2
z + iλ and for the other they are
E∗Weyl-point = ±
√
k2x + k
2
y + k
2
z − iλ. The band crossings are doubly degenerate points with linear
dispersion in the vicinity, which means they are Weyl points with a constant imaginary part. The
non-Hermitian potential λγ0 breaks the double degeneracy of the original bands, and turn the
Dirac point into two Weyl points. The two Weyl points are separated by their imaginary energies.
(II) Two separated Weyl exceptional rings. The Hamiltonian isHWeyl-Ring = HD+λγi, with i = 1, 2, 3.
The expressions for γi are,
γ1 = Γ2Γ3 = iσ1 ⊗ τ2, γ2 = Γ3Γ1 = iσ2 ⊗ τ0, γ3 = Γ1Γ2 = iσ3 ⊗ τ2. (4.176)
After a unitary transform of U , the Hamiltonian becomes,
U−1HWeyl-RingU =
(
HWeyl + iλσi
(HWeyl + iλσi)
∗
)
. (4.177)
Under the non-Hermitian potential of λγ2, the Dirac point separates into two parts, one isHWeyl+
iλσ2 with eigenvalues of EWeyl-Ring = ±
√
k2x + (ky + iλ)
2 + k2z , and the other is H∗Weyl − iλσ2
with eigenvalues of E∗Weyl-Ring = ±
√
k2x + (ky − iλ)2 + k2z . For these two cases, the complex band
crossing happens at
k2x + k
2
y + k
2
z − λ2 = 0 and ky = 0, (4.178)
which forms a ring on kx = 0 plane with k2y + k2z = λ2. Notice that the non-Hermitian potential
λγ2 breaks the double degeneracy of the original Dirac bands, and thus the resultant two rings
are called the Weyl exceptional rings, which are separated by their imaginary energies.
(III) Dirac exceptional sphere. HSphere = HDirac(k) + iλΓ4(5). We take Γ4 as an example. After a
unitary transformation, the Hamiltonian is
U−1HSphereU =
(
HWeyl iλσ2
iλσ2 H
∗
Weyl
)
. (4.179)
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The energy eigenvalues are ESphere = ±
√
k2x + k
2
y + k
2
z − λ2, which preserves the double degener-
acy of the Dirac bands, and the band crossing happens at
k2x + k
2
y + k
2
z = λ
2, (4.180)
which forms a sphere with radius λ. We call it the Dirac exceptional sphere.
For the three cases, we will use the non-Hermitian lattice model to reveal the topological property
of these PT -symmetric non-Hermitian Dirac semimetals. We start from the model Hamiltonian of the
Hermitian Dirac semimetal in momentum space,
HD = sin kxΓ1 + sin kyΓ2 + (m− cos kx − cos ky − cos kz)Γ3, (4.181)
for 1 < m < 3, with two Dirac points located at (0, 0,±kc) = (0, 0,± arccos(m− 2)). Around the two
Dirac points, the effective Hamiltonian can be obtained approximately as,
Heff = δkxΓ1 + δkyΓ2 ± δkzΓ3, (4.182)
which describe a Dirac node similar to the continuum model in Eq. (4.150).
4.4.2 Case (II): Double Weyl exceptional rings
In this section, we discuss the term γi with i = 1, 2, 3. Here we take the non-Hermitian potential iλγ2
as an example, the non-Hermitian lattice model reads,
HWR = sin kxΓ1 + sin kyΓ2 + (m− cos kx − cos ky − cos kz)Γ3 + λγ2. (4.183)
The energy spectrum in momentum space is shown in Fig. 4.5(a) against kx and ky with kz = 0. We
can see that the band crossing points form two ring, and their position in the Brillouin zone is plotted in
Fig. 4.5(b). These two separate rings are called Weyl exceptional rings, which form around the original
Dirac point at (0, 0,± arccos(m−2)). The name “exceptional" comes from the fact that the eigenvalues
and the corresponding eigenvalues coalesce at exceptional points, and for the model in Eq. (4.183),
these points form an exceptional ring.
Exceptional ring
We discuss the exceptional ring at (0, 0, kc) with the effective Hamiltonian
Heff-ring = δkxΓ1 + δkyΓ2 + δkzΓ3 + λγ2. (4.184)
The ring can be parametrized as (kx, ky, kz) = λ(cos θ, 0, sin θ). Then the Hamiltonian on the excep-
tional ring is
Hexp-ring = λ

sin θ 1 + cos θ 0 0
−1 + cos θ − sin θ 0 0
0 0 sin θ 1 + cos θ
0 0 −1 + cos θ − sin θ
 . (4.185)
Since on the ring the eigenvalues are 0, the determinant is given by (Hexp-ring − 01)2 = 0. Thus the
minimal polynomial is of the form m(λ) = (λ − 0)2, and the largest Jordan block is of the dimension
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2× 2. The eigenvectors on the exceptional ring are obtained as
|ψ1〉 =
(
0 0 − cos θ2 sin θ2
)T
,
|ψ2〉 =
(
− cos θ2 sin θ2 0 0
)T
,
(4.186)
which span a two dimensional eigenspace. As the largest Jordan block is of 2× 2 dimensions and there
are only two independent eigenvectors, the Jordan canonical form of the Hamiltonian on the exceptional
ring is
Jring =

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 . (4.187)
From the Jordan canonical form we have the relation Hexp-ring|ψ′1〉 = |ψ1〉 and Hexp-ring|ψ′2〉 = |ψ2〉 for
the other independent vectors. They form a matrix P ,
P =

0 0 − cos θ2 0
0 0 sin θ2 −12 sec θ2
− cos θ2 0 0 0
sin θ2 −12 sec θ2 0 0
 . (4.188)
which makes P−1Hexp-ringP = Jring.
As the energy spectra become complex, it is possible that they possess a topological structure. For
the exceptional points in the spectrum, a topological invariant for a single band can be defiend as
νm(S
1) =
1
2pi
∮
S1
∇k argEm(k), (4.189)
with S1 a closed loop in k-space. This topological invariant reflects the winding of the energy eigenvalue
on the complex plane.
For the pair of mutually complex conjugate Weyl exceptional rings, the energy eigenvalues for two
conductance bands are,
EWR-eff = ±
√
δk2x + δk
2
y + δk
2
z − λ2 ± 2iλδky, (4.190)
with two Weyl exceptional rings at the same position, on δky = 0 plane with δk2x + δk2z = λ2. We can
still find a small circle S1 encircling the red exceptional ring in Fig. 4.5 (b). The small circle S1 can be
parametrized as (δkx, δky, δkz) = (0, ρ sin γ, λ− ρ cos γ), then the eigenvalues on this path are
ES1,± =
√
ρ2 − 2λρ cos γ ± 2iλρ sin γ. (4.191)
With ρ λ, eigenvalues can be approximated as ES1,± = i
√
2λρe∓iγ/2. The topological charge then is
ν(S1) = − 1
2pi
∮
S1
∇k argES1,+(k) = −
1
2pi
∫ 2pi
0
dγ∂γ(−γ/2) = +1
2
. (4.192)
This quantized nonzero topological charge protects the pair of mutually complex conjugate Weyl ex-
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ceptional rings in momentum space.
Figure 4.5: (a) Energy spectrum in momentum space at ky = 0. The two double Weyl exceptional
rings are located at (0, 0,±kc) and are plotted in red in (b); The real part (c) and the
imaginary part (d) of the open boundary Hamiltonian is plotted. In (c) the Fermi arc
is highlighted by red line. Red shadow bounded by dotted lines is the surface spectrum
calculated analytically.
Relation between PBCs and OBCs
As we have shown in the previous chapter, the spectra and topology between systems of periodic and
open boundary conditions might differ drastically. This difference can be effectively explained through
the transfer matrix method, which has been introduced in the previous chapter. With OBCs in y
direction, we first separate out the ky components from the Hamiltonian (4.183). Then we can identify
the hopping matrix J and the on-site matrix M in the Bloch Hamiltonian as
J =

−12 i2
1
2 − i2
− i2 −12
i
2
1
2
 , M = sin kxΓ1 +MkΓ3 + λγ2, (4.193)
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where Mk = m − cos kx − cos kz. We note that J is nilpotent with index 2, since J2 = 0, and that J
has rank r = 1, since the two rows/columns are linearly dependent. Next, we need to construct the
on-site Greens function G and find the singular value decomposition of J . We obtain
G = (E1−M)−1 = EΓ0 + sin kxΓ1 + λγ2 +MkΓ3
E2 + λ2 −M2k − sin2 kx
, (4.194)
with Γ0 the identity matrix. The singular value decomposition of J gives
J = V ΞW †, V =
1√
2

i 0 −i 0
0 −i 0 −i
0 −1 0 1
1 0 1 0
 ,Ξ =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 ,W = 1√2

−i 0 i 0
0 −i 0 i
0 1 0 1
1 0 1 0
 . (4.195)
We observe that J has only one singular value ξ = diag(1, 1). Hence, we can find the reduced singular
value decomposition
J = vξw†, v =
1√
2

i 0
0 −i
0 −1
1 0
 , w = 1√2

−i 0
0 i
0 1
1 0
 . (4.196)
With this, we are ready to compute the transfer matrix T , which is defined in the previous chapter as
T =
(
Ξ−1G−1vw −Ξ−1G−1vwGwwΞ
GvvG−1vw (Gwv − GvvG−1vwGww)Ξ
)
, (4.197)
where Gab = b†Ga with a, b ∈ {v, w}. Inserting Eq. (4.194), we obtain
T =
(
T+
T−
)
(4.198)
where the components are
T+ =
1
Mk − λ
(
sin2 kx +M
2
k − λ2 − E2 E + sin kx
−E + sin kx 1
)
, (4.199)
and
T− =
1
Mk + λ
(
sin2 kx +M
2
k − λ2 − E2 E − sin kx
−E − sin kx 1
)
. (4.200)
With the expression of the transfer matrix, we find the total determinant is 1. However,
DetT+ =
(
Mk + λ
Mk − λ
)
,DetT− =
(
Mk − λ
Mk + λ
)
(4.201)
For λ 6= 0, these determinants are not 1, which means the spectra of PBCs and OBCs differ from
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each other. It is highly possible that the bulk-boundary correspondence might fail in this case. In the
following, we discuss the topological property and the topological surface states.
Topological property and bulk-boundary correspondence
The non-Hermitian potential λγ2 commutes with sin kyΓ2, and anti-commutes with the remaining
terms,
{γ2,Γ1} = 0, [γ2,Γ2] = 0, {γ2,Γ3} = 0. (4.202)
According to our theory in the previous chapter, this is called the non-Hermitian kinetic term. The
spectrum for the open boundary system in real space is mostly real, and a similarity transform can be
found to turn the Hamiltonian Hermitian in most regions.
Taking OBCs in y direction with Ny layers, the real space Hamiltonian reads
HWR(kx, kz, y) = sin kxΓ1⊗+ 1
2i
Γ2⊗ (S−S†)− 1
2
Γ3⊗ (S+S†) +
(
(m− cos kx − cos kz)Γ3 + λγ2
)⊗1,
(4.203)
with 1 the identity operator with dimension Ny, and S the translation operator. The similarity trans-
form in real space gives,
H˜WR(kx, kz, y) = ρ
−1
WRHWR(kx, y)ρWR
= sin kxΓ1 ⊗ 1 + 1
2i
Γ2 ⊗ (S − S†)− 1
2
Γ3 ⊗ (S + S†) +
(√
(m− cos kx − cos kz)2 − λ2
)
Γ3 ⊗ 1
(4.204)
where the similarity transformation operator is ρWR = diag
(
β1, β2, · · · , βy, · · ·βNy
)
, with 1 < y < Ny
the site index. Here βy can be brought into block diagonal form by the unitary transformation
U−1βyU =
(
α−yρ
αyρ
)
, (4.205)
where ρ = (α+ 1)σ0 + (α− 1)σ1 and α = [(Mk˜ − λ)/(Mk˜ + λ)]1/2.
The similarity transformed open boundary Hamiltonian in real space corresponds to the Bloch Hamil-
tonian of
H˜WR(kx, ky, kz) = sin kxΓ1 + sin kyΓ2 + (
√
(M − cos kx − cos kz)2 − λ2 − cos ky)Γ3. (4.206)
It is important to notice that this similarity transformed Hamiltonian still describes a Dirac semimetal,
but the Dirac points are now located at (0, 0,± arccos(M − 1−√λ2 + 1)).
From the similarity transformed Hamiltonian, for this kind of Dirac semimetals, we expect that Fermi
arcs are attached to the bulk Dirac points. Thus, the Fermi arc surface states are attached to the Dirac
points located at (0, 0,± arccos(M − 1−√λ2 + 1)).
Fermi Arc surface states The bulk boundary-correspondence of the non-Hermitian Hamiltonian in
Eq. (4.183) can be derived from the similarity transformed Hamiltonian in Eq. (4.206). To verify this,
we start from the open boundary Hamiltonian of Eq. (4.203).
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The following ansatz for right and left boundary states for the open boundary Hamiltonian is used,
|ψk˜〉 =
Ny∑
y=1
(αkx,kz ,R)
y|y〉 ⊗ |ξk˜〉, 〈〈ψk˜| =
Ny∑
y=1
〈y| ⊗ 〈〈ξk˜|(αkx,kz ,L)y. (4.207)
with ξkx,kz a spinor and αkx,kz ,R/L a scalar. Here k˜ = (kx, kz). In non-Hermitian systems, the left and
right eigenvectors are combined to get the localization of modes, 〈〈ψk˜|Πy|ψk˜〉 =
(
αkx,kz ,Rαkx,kz ,L
)y
with Πy = |y〉〈y| the projection on to the yth unit cell. The criteria for the localization at y = 1
boundary is given by,
|αkx,kz ,Rαkx,kz ,L| < 1. (4.208)
In solving the Schrödinger equation,
HWR(kx, kz, y)|ψk˜〉 = E(kx, kz)|ψk˜〉, (4.209)
we find the following two relations for the boundary states. The Schrödinger equation for the bulk
layers is[
sin kxΓ1 +
αkx,kz ,R − α−1kx,kz ,R
2i
Γ2 +
m− cos kx − cos kz − αkx,kz ,R + α−1kx,kz ,R
2
Γ3 + λγ2]|ξk˜〉
= E(kx, kz)|ξk˜〉
(4.210)
and for the first layer it is[
sin kxΓ1 +
αkx,kz ,R
2i
Γ2 +
(
m− cos kx − cos kz − αkx,kz ,R
2
)
Γ3 + λγ2
]
|ξk˜〉 = E(kx, kz)|ξk˜〉. (4.211)
Taking the difference between the above two equations, we get
(−iΓ2 + Γ3)|ξkx,kz〉 = 0. (4.212)
Plugging this equation into the previous equation, and modifying it by multiplying Γ3 on both sides,
we get the following two relations,[
sin kxΓ1 +
(
m− cos kx− cos kz − αkx,kz ,R
)
Γ3 + λγ2
]
|ξkx,kz〉 = E(kx, kz)|ξkx,kz〉, (4.213)
iΓ3Γ2|ξkx,kz〉 = ξkx,kz〉. (4.214)
As commuting operators share common eigenvectors, which requires
αkx,kz ,RΓ3 =
(
m− cos kx − cos kz
)
Γ3 + λγ2. (4.215)
From a similar process for the left eigenvector, we can obtain
αkx,kz ,LΓ3 =
(
m− cos kx − cos kz
)
Γ3 − λγ2. (4.216)
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Figure 4.6: (a) The inner red sphere denotes the Dirac exceptional sphere. k1 and k2 together
form S0 that is used to calculate the topological charge ν(S0). The outer blue sphere
S2 is chosen to enclose the Dirac exceptional sphere, and is used to calculate the Z2
topological charge. (b) The location of the two Dirac exceptional spheres. (c) The real
part of the surface spectrum from the tight-binding model. (d) The imaginary part of
the surface spectrum. The green curve is the surface spectrum calculated analytically.
Thus we have,
|αkx,kz ,Rαkx,kz ,L| = |
(
m− cos kx − cos kz
)2 − λ2| < 1. (4.217)
From Eq. (4.213), the surface states satisfy sin kxΓ1|ξkx,kz〉 = E(kx, kz)|ξkx,kz〉, which gives,
E(kx, kz) = ± sin kx, with |
(
m− cos kx − cos kz
)2 − λ2| < 1. (4.218)
The localization region for the surface states at kx = 0 can be obtained as − arccos(M−1−
√
λ2 + 1) <
kz < arccos(M − 1 −
√
λ2 + 1), which is the same as that from the bulk-boundary correspondence of
the similarity transformed Hamiltonian in Eq. (4.206). In Fig. 4.5 (c) and (d), the real and imaginary
parts of the open boundary Hamiltonian are shown. The topological boundary states obtained above
agree well with the numerical results.
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4.4.3 Case III: Dirac exceptional sphere
In this section, we discuss the Dirac exceptional sphere case. Here we take the non-Hermitian potential
λγ4 as an example. With PBCs, the non-Hermitian lattice model in momentum space reads,
HSP = sin kxΓ1 + sin kyΓ2 + (m− cos kx − cos ky − cos kz)Γ3 + λγ4. (4.219)
Around the original Dirac point at (0, 0,± arccos(m − 2)), two exceptional spheres form, as shown
by the red spheres in Fig. 4.6(b). These two spheres are composed of exceptional points where the
eigenvalues and the corresponding eigenvectors coalesce.
Dirac exceptional sphere
We discuss the exceptional sphere at (0, 0, kc) with the effective Hamiltonian of
Heff-sphere = δkxΓ1 + δkyΓ2 + δkzΓ3 + λγ4 (4.220)
The exceptional surface with zero eigenvalues can be parametrized as (δkx, δky, δkz) = λ(sin θ cosφ,
sin θ sinφ,cos θ), and the Hamiltonian on the sphere is
Hexp-sphere = λ

cos θ sin θe−iφ 0 1
sin θeiφ − cos θ −1 0
0 1 cos θ sin θeiφ
−1 0 sin θe−iφ − cos θ
 . (4.221)
Since (Hsurf− 01)2 = 0 with eigenvalue 0, the minimal polynomial is of the form m(λ) = (λ− 0)2, and
the largest Jordan block is of the dimension 2× 2. The eigenvectors on the exceptional surface are
|ψ1〉 =
(
cos θ eiφ sin θ 0 −1
)T
, |ψ2〉 =
(
e−iφ sin θ − cos θ 1 0
)T
, (4.222)
which span a two-dimensional eigenspace. From the dimension of the Jordan block and the dimension
of the eigenspace, the Jordan canonical form of the Hamiltonian on the exceptional surface is
J =

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 . (4.223)
From this Jordan canonical from, we can find other linearly independent vectors from the following
relations
H ′surf|ψ′1〉 = |ψ1〉, H ′surf|ψ′2〉 = |ψ2〉. (4.224)
The transformation matrix then is composed of {|ψ1〉, |ψ′1〉, |ψ2〉, |ψ′2〉},
P =

cos θ 1 e−iφ sin θ 0
eiφ sin θ 0 − cos θ 1
0 0 1 0
−1 0 0 0
 . (4.225)
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With this the condition J = P−1Hexp-sphereP can be verified.
The spatial co-dimension of the Dirac exceptional sphere in three dimension is zero, so that a zero
dimensional sphere S0, which consists of two points of k1 inside and k2 outside the sphere, can be
selected to enclose Dirac exceptional sphere. S0 is shown by two black dots in FIG 4.6(a). Similar to
the vorticity of energy eigenvalues in Eq. (4.189), the topological charge by S0 can be defined as
ν(S0) =
1
2pi
(argEn,k1 − argEn,k2), (4.226)
with n denoting the band index. The energy eigenvalues of the Dirac exceptional sphere in Eq. (4.179)
are E± = ±
√
k2x + k
2
y + k
2
z − λ2, which is purely real outside and purely imaginary inside the sphere.
Then the eigenvalues for the conduction bands for k1 are E1 =
√
k21 − λ2 and for k2, they are
E2 =
√
k22 − λ2. The magnitudes of k1 and k2 satisfy k1 < λ and k2 > λ. By the definition of our
topological invariant in Eq. (4.226), the topological charge can be computed as
ν(S0) =
1
2pi
(argE1 − argE2) = 1
2
, (4.227)
which indicates the exceptional sphere is topologically non-trivial.
Relation between PBCs and OBCs
As we have shown in the previous chapter, the spectra and topology between systems of periodic and
open boundary conditions might differ drastically. This difference can be effectively explained through
the transfer matrix method, which has been introduced in the previous chapter. We first separate out
the ky components from the Hamiltonian (4.219). Then we identify the hopping matrix J and the
on-site matrix M in the Bloch Hamiltonian as
J =

−12 i2
−12 − i2
− i2 12
i
2
1
2
 , M = sin kxΓ1 +MkΓ3 + iλΓ4, (4.228)
where Mk = m − cos kx − cos kz. We note that J is nilpotent with index 2, since J2 = 0, and that J
has rank r = 1, since the four rows/columns are linearly dependent. Next, we need to construct the
on-site Greens function G and find the singular value decomposition of J . We obtain
G = (E1−M)−1 = EΓ0 + sin kxΓ1 +MkΓ3 + iλΓ4
E2 + λ2 −M2k − sin2 kx
, (4.229)
with Γ0 the identity matrix. The singular value decomposition of J gives the same results as the
non-Hermitian kinetic case. We thus are ready to compute the transfer matrix T , which is
T =
1
Mk

sin2 kx +M
2
k − E2 0 E + iλ i sin kx
0 sin2 kx +M
2
k − E2 −i sin kx E − iλ
−E + iλ i sin kx 1 0
−i sin kx −E − iλ 0 1
 . (4.230)
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With the expression of the transfer matrix, we find its determinant is
DetT = 1, (4.231)
which is independent of λ. Thus the spectra with PBCs and OBCs are basically the same. Thus, the
bulk-boundary correspondence might still work for this case.
Topological invariants and bulk-boundary correspondence
The non-Hermitian λγ4 potential anti-commutes with the Hermitian Dirac Hamiltonian
{HD, γ4} = 0. (4.232)
The energy spectrum is ESP = ±η(k) = ±
√
d2(k)− λ2 = ±(sin2 kx + sin2 ky + (m− cos kx − cos ky −
cos kz)
2−λ2)1/2. For the region of sin2 kx+sin2 ky+(m−cos kx−cos ky−cos kz)2 > λ2 in the Brillouin
zone, the energy eigenvalues are real. From the anti-commutation relation, it can be inferred that a
similarity transformation can be found to convert the Hamiltonian to be Hermitian in the region where
the spectrum is real. In the following we adopt the standard procedure to calculate the similarity
transform operator as discussed in the previous chapter.
Notice that the flattened Hamiltonian H˜D(k) = HD(k)/d(k) and γ4 form the Clifford algebra, and
therefore i[H˜D(k), γ4]/4 generates rotations of the plane spanned by H˜D(k) and γ4. In the following, we
shall construct this rotation operator. By using (H˜D(k)Γ)2 = −1, we can obtain the following relation,
V(k) = e−i η(k)2 H˜D(k)Γ = cosh η(k)
2
− i sinh η(k)
2
H˜D(k)Γ. (4.233)
Thus we can obtain the similarity transformed Hamiltonian as
V(k)−1(HD + λγ4)V(k) =
√
d2(k)− λ2
d(k)
HD, (4.234)
with d2(k) = sin2 kx + sin2 ky + (m − cos kx − cos ky − cos kz)2. Next we are going to discuss the
topological property of the Dirac exceptional sphere.
We have shown that the topological charge of Z2 type Dirac monopole can be calculated by the real
transition function gRSN in Eq. (4.157). Outside the Dirac exceptional sphere, as the reality condition
for the wavefunction is preserved, the real transition function gRSN can still be well defined.
Here we choose a sphere S2 that encloses the entire Dirac exceptional sphere, as shown by the blue
sphere in Fig 4.6 (a). The radius of this sphere is chosen to be k, with k > λ. For simplicity, we scale
the Hamiltonian with 1/k, so that
Hsphere/k = HDirac/k + iλkΓ4, (4.235)
with λk = λ/k < 1. Correspondingly, the radius of S2 sphere is scaled to be one. By choosing
stereographic coordinates for the north and south hemispheres, we can obtain the eigenvectors. On the
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equator, for the valence band, the eigenvectors from the north hemisphere are
|−, 1〉N = (cosφ,−
√
1− λ2k, λk + sinφ, 0)T, (4.236)
|−, 2〉N = (λk − sinφ, 0, cosφ,−
√
1− λ2k)T, (4.237)
and for the south hemisphere, they are
|−, 1〉S = (
√
1− λ2k,− cosφ, 0, λk + sinφ)T, (4.238)
|−, 2〉S = (0, λk − sinφ,
√
1− λ2k,− cosφ)T. (4.239)
By setting λk = 0, the eigenvectors return to those of an Hermitian Dirac point as shown in Sec. 4.4.
The real transition function gRSN on the equator defined by |−, α〉S = [gRSN ]αβ|−, β〉N can be obtained
as
gRSN (φ) =
(
cosφ − sinφ
sinφ cosφ
)
, (4.240)
which is the same as that in Eq. (4.157) for a Dirac point without the non-Hermitian term. Thus this
Dirac exceptional sphere has the same Z2 type monopole charge as that of the Dirac point. Since the
monopole charge is preserved and the PBCs and OBCs spectra don’t differ from each other, we expect
the Fermi arc surface states are also preserved.
Fermi arc surface states To study the surface states, we take OBCs in y direction with Ny layers,
the Hamiltonian in real space reads,
HSP(kx, kz, y) = 1⊗
(
sin kxΓ1 + λγ4
)
+
1
2i
Γ2⊗ (S−S†)− 1
2
Γ3⊗ (S+S†) +1⊗ (m− cos kx− cos kz)Γ3.
(4.241)
The following ansatz for the right and left boundary states for the open boundary Hamiltonian is used,
|ψk˜〉 =
Ny∑
y=1
(αkx,kz ,R)
y|y〉 ⊗ |ξk˜〉, 〈〈ψk˜| =
Ny∑
y=1
〈y| ⊗ 〈〈ξk˜|(αkx,kz ,L)y. (4.242)
with ξkx,kz a spinor and αkx,kz ,R/L a scalar. Here k˜ = (kx, kz). We will still use the criterion of
Eq. (4.208) to determine the localization of modes. By solving the Schrödinger equation,
HWR(kx, kz, y)|ψk˜〉 = E(kx, kz)|ψk˜〉, (4.243)
and use the boundary conditions, we can obtain the expression for αkx,kz ,R/L as
αkx,kz ,R = M − cos kx − cos kz, αkx,kz ,L = M − cos kx − cos kz. (4.244)
The localized surface states region then is given by |αkx,kz ,Lαkx,kz ,L| < 1, which is
|M − cos kx − cos kz| < 1. (4.245)
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The surface spectrum is obtained as
E = ±
√
sin2 kx − λ2, with |M − cos kx − cos kz| < 1. (4.246)
The energy spectrum is shown in Fig. 4.6. The above obtained boundary modes agree well with
numerical results. Notice in this case, Fermi arc surface states are attached to the center of the Dirac
exceptional sphere in the bulk. This can be understood from the fact that the boundary conditions in
this case does not alter the PBCs and OBCs spectra, thus the bulk topology might still well predict
the boundary modes.
4.5 Conclusions
We have discussed topological Weyl semimetals with all possible non-Hermitian potentials. We
have identified two kinds of non-Hermitian potentials, the non-Hermitian kinetic terms and the non-
Hermitian mass terms. For each of them, we have discussed the bulk topology, the relation between
periodic and open boundary conditions using the transfer matrix method, and the topological boundary
states in different slab geometries. For the Weyl Hamiltonian with non-Hermitian kinetic terms, we
have found that the spectra between periodic and open boundary conditions differ drastically from
each other. The open boundary Hamiltonian can be converted to be Hermitian in most regions. The
topological boundary states from the Bloch Hamiltonian that corresponds to the similarity transformed
open boundary Hamiltonian agree well with the topological boundary states by direct calculation
from the non-Hermitian Hamiltonian. For the Weyl Hamiltonian with non-Hermitian mass terms, the
Hamiltonian cannot be converted to be Hermitian in both real and momentum space. The spectra
between periodic and open boundary conditions agree with each other, and except for an imaginary
part, the topological surface modes of the non-Hermitian Hamiltonian are basically the same with the
Hermitian case.
We have further discussed the PT symmetric non-Hermitian Dirac semimetals. We find that the
inclusion of PT symmetric non-Hermitian potentials can turn a Dirac point into (I) two separate Weyl
points, (II) a pair of mutually complex conjugate Weyl exceptional rings, and (III) a Dirac exceptional
sphere. We find that in case (II) the pair of mutually complex conjugate Weyl exceptional rings are pro-
tected by the vorticity defined on the ring that interlinks with the Weyl exceptional ring. Interestingly,
with open boundary conditions, the non-Hermitian Hamiltonian in real space can be turned Hermitian
for most regions in the Brillouin zone. The similarity transformed Hamiltonian exhibits correct bulk
boundary correspondence, which is verified by directly calculating the topological boundary states. In
case (III), while the Dirac exceptional sphere inherits the Z2 monopole charge from the original Dirac
point, it can be further characterized by an 1/2 topological invariant unique to non-Hermitian systems.
For this kind of non-Hermitian terms, the spectra for both systems with periodic and open boundary
conditions are basically the same. The topological boundary states obtained analytically agree well
with the numerics. Our work can be extended to general non-Hermitian perturbations that even do
not respect PT symmetry, with a similar approach. In this case, we expect new topological phases
and topological phase transitions to be discovered. Since the Dirac point serves as the bridge between
different gapped topological phases, non-Hermitian perturbations help build more bridges in the from
of exceptional points/rings/spheres, thus largely enriching the concept of topological band theory.
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5 Chapter 5Conclusion and outlook
In this thesis, we have extended the study of topological phases of matter from the Hermitian to the
non-Hermitian regime. Chapter 1 serves as an introduction for non-experts in this field and provides
a summary of concepts that lays a theoretical footing for this thesis. Topological materials and their
characterization by topological invariants are discussed. Through the discussion of symmetry and
topology, the classification table of non-interacting topological phases is established. It is found that
topological phases at each entry of the classification table can be described by Dirac Hamiltonians,
which will be extensively used also for non-Hermitian topological phases. A brief introduction to
non-Hermitian systems is made with a focus on the non-Hermitian features of topological band theory.
In chapter 2, we have investigated the PT -symmetric Hermitian Dirac nodal-line semimetals, and
extended our discussion to the PT -symmetric non-Hermitian semimetals. In the Hermitian nodal-line
semimetals, the topological phase is protected by the PT symmetry and can be characterized by a quan-
tized ±pi Berry phase. The correspondence between exotic drumhead surface states and the bulk non-
trivial topological invariants are discussed through both numerical and analytical calculations. From
the low-energy effective model of the nodal-line semimetals, we have identified a (3 + 1)-dimensional
parity anomaly which is not possible in high-energy physics. The parity anomaly leads to an anomalous
transverse current in the bulk. To generate and detect such a current, we have proposed a dumbbell
filtering device to generate a net topological current, based on the property of the topologically pro-
tected surface states of the dumbbell device. The robustness of our device is discussed with respect
to small spin-orbit coupling, finite dispersion of the nodal ring, as well as moderately strong disorder.
We anticipate our proposal can be experimentally realized in materials, such as, CaAgAs and CaAgP.
In the non-Hermitian nodal-line semimetals, for which the PT symmetry is still preserved, the Berry
phase that characterizes the Dirac nodal ring can still be computed in the bulk, though in a different
form.However, the correspondence between the topological surface states and the bulk non-trivial topo-
logical invariants cannot be established, because the non-Hermitian Berry phase cannot be well defined
throughout the Brillouin zone. A theory for non-Hermitian topological phases is therefore required.
We have presented a general formalism to study non-Hermitian topological gapped systems in chap-
ter 3. Similar to the Hermitian cases, most non-Hermitian topological gapped systems can be described
by massive Dirac Hamiltonians with the inclusion of non-Hermitian terms. We present a systematic
investigation on the non-Hermitian terms that do not induce band crossings in the bulk. It is found
that for d-dimensional massive Dirac Hamiltonians, there are three different types of non-Hermitian
terms: (i) non-Hermitian terms that anti-commute with the Dirac Hamiltonian, (ii) non-Hermitian
kinetic terms, and (iii) non-Hermitian mass terms. Subject to different boundary conditions, these
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three types of non-Hermitian Hamiltonians are studied in terms of non-unitary similarity transforma-
tions. If the Hamiltonian can be converted to be Hermitian by a similarity transformation, it is called
superficially non-Hermitian, otherwise it is intrinsically non-Hermitian. With open boundary condi-
tions, terms of type (i) give rise to intrinsic non-Hermiticity, while terms of type (ii) lead to superficial
non-Hermiticity. In contrast, with periodic boundary conditions, type (i) perturbations induce superfi-
cial non-Hermiticity, while type-(ii) perturbations generate intrinsic non-Hermiticity. Thus a two-fold
duality is revealed for these two types of non-Hermitian perturbations. In this duality relation, we find
that exceptional points, a characteristic feature of non-Hermitian systems, form exceptional spheres
of dimension (d − 2) in the surface and bulk band structures for type (i) and (ii) cases, respectively.
On the other hand, terms of type (iii) result in intrinsic non-Hermiticity and there are no exceptional
points, regardless of boundary conditions.
Finally, in chapter 4, we have investigated non-Hermitian topological gapless systems. Instead of
trying to establish a general theory, we have focused on two important systems, namely topological
non-Hermitian Weyl semimetals and the PT symmetric non-Hermitian Dirac semimetals. For the non-
Hermitian Weyl semimetals, which can be represented by a Dirac Hamiltonian, we adopt a similar
approach as that in chapter 3 and find that there are only two types of non-Hermitian terms, non-
Hermitian kinetic terms and mass terms. These two types of non-Hermitian terms are studied in
different slab geometries, where the band topology and topological boundary states are revealed. For
the PT symmetric non-Hermitian Dirac semimetals, it is found that besides Weyl points, the inclusion
of PT symmetric non-Hermitian potentials can turn a Dirac point into a pair of mutually complex
conjugate Weyl exceptional rings and a Dirac exceptional sphere with periodic boundary conditions.
However, the correspondence between bulk and boundary could fail in non-Hermitian systems. It is
found that for the Weyl exceptional rings, the periodic and open boundary spectra differ drastically
from each other, and Fermi arc surface states correspond to Dirac points instead of Weyl exceptional
rings. On the other hand, for the Dirac exceptional sphere case, the periodic and open boundary spectra
are basically the same, a non-Hermitian version of the Fermi arc surface states is found to correspond
to the Dirac exceptional spheres in the bulk.
Our findings can be used as guiding principles for the design of applications in, e.g., photonic cavity
arrays. For example, our analysis shows that topological Dirac systems perturbed by non-Hermitian
mass terms exhibit robust surface states with purely real spectrum. In photonic cavity arrays, these
surface states provide robust channels for light propagation, which are protected against perturbations
and disorder. Importantly, this property can be exploited for the design of efficient laser systems that
are immune to disorder. That is, optically pumping the boundary of the cavity array induces single-
mode lasing in the surface states, with high slope efficiency. It follows from our analysis that these
phenomena should occur in a broader class of photonic band structures, namely in any topological Dirac
system perturbed by non-Hermitian mass terms. Besides non-Hermitian Weyl and Dirac Hamiltonians,
our approach can be generalized in a straightforward manner to generic gapless Dirac Hamiltonians,
i.e., to non-Hermitian periodic lattices with semimetallic band structures. Furthermore it would be
interesting to study the role of symmetries, specifically, how the symmetries constrain the form of the
non-Hermitian terms. It is possible that a general and exhaustive classification of gapless systems
with exceptional points could be established based on symmetry and topology. This is of fundamental
interest to theory and of particular importance in view of the numerous applications of exceptional
points in photonic devices.
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