The problem of combining pieces of information issued from several sources can be encountered in various fields of application. This paper aims at presenting the different aspects of information fusion in different domains, such as databases, regulations, preferences, sensor fusion, etc., at a quite general level. We first present different types of information encountered in fusion problems, and different aims of the fusion process. Then we focus on representation issues which are relevant when discussing fusion problems. An important issue is then addressed, the handling of conflicting information. We briefly review different domains where fusion is involved, and describe how the fusion problems are stated in each domain. Since the term fusion can have different, more or less broad, meanings, we specify later some terminology with respect to related problems, that might be included in a broad meaning of fusion. Finally we briefly discuss the difficult aspects of validation and evaluation.
INTRODUCTION
The problem of combining pieces of information issued from several sources can be encountered in various fields of application, particularly in: (i) sensor fusion, i.e., when pieces of information coming from different sensors are to be aggregated; (ii) multiple source information systems where several sources can provide precise, imprecise, or uncertain information about data of interest; and (iii) expert opinion pooling where different individual statements about numerical parameters have to be synthesized.
In all these situations, we may be faced with conflicting, partially inconsistent information provided by heterogeneous sources having different levels of reliability. In such situations when information is poor, scarce and lacks precision, standard approaches to data fusion based on probabilistic models are not always enough to deal with the problem in an appropriate way. Depending on the nature of the available information, various models can be used for its representation. These models range from fully quantitative frameworks, like probability theory, belief function-based evidence theory, and upper and lower probabilities, to more qualitative ones, like possibility theory and non-monotonic or paraconsistent logics. In all these models, techniques for combining information have been suggested. This paper aims at presenting the different aspects of information fusion in different domains, such as databases, regulations, preferences, sensor fusion, etc. More specific problems will be detailed in the next papers in this issue, and solutions will be proposed and discussed for each of these problems. These problems are illustrative examples, or even case studies for a few of them.
Here we remain at a quite general level. We first present different types of information encountered in fusion problems, and different aims of the fusion process in Section 2. In Section 3, we focus on representation issues which are relevant when discussing fusion problems. Section 4 concentrates on an important issue, the handling of conflicting information. In Section 5, we briefly review different domains where fusion is involved, and describe how the fusion problems are stated in each domain. Since the term fusion can have different, more or less broad, meanings, we specify later some terminology with respect to related problems, that might be included in a broad meaning of fusion. In Section 6, we briefly discuss the difficult aspects of validation and evaluation.
This paper results from numerous discussions carried out during the scientific meetings of the working group FUSION, led by Philippe Smets, and supported by a grant from the European Union.
FUSION: TYPES OF INFORMATION AND AIMS

General Definition
Given the range of application problems and solutions proposed, it is not surprising that there are some quite diverse definitions for the notion of fusion in computing. In this situation, it may be helpful to take a definition of fusion given in an English dictionary (Collins Concise English Dictionary 2nd Edition): In this general definition, we can see that fusion can incorporate a process, a state, and a result. In the computing literature, fusion is normally defined in terms of one or more of these three features.
Resulting from discussions in the working group, the proposed informal definition is as follows: fusion consists in conjoining or merging information that stems from several sources and exploiting that conjoined or merged information in various tasks such as answering questions, making decisions, numerical estimation, etc. This definition contains two main ingredients. First, it focuses on combination of information. Second, it emphasizes the aims of fusion. This definition is general and applies to different domains, with possible different instantiations and specifications for each particular domain or problem.
At this stage, it is worthwhile to consider the relationship of estimation with fusion. Estimation can be defined as follows: from several values of a fluctuating parameter, extract a plausible value that gets rid of noise. Usually averaging operations are chosen, which corresponds to the minimization of the average distance to observed values (i.e., try to get a consensus).
On the one hand, estimation can be seen as a fusion step followed by a selection step (defuzzification for instance). On the other hand, a fusion system relying on numerical representations and combination operators often needs an estimation step of the distributions to be combined.
The fact that fusion has to be carried out in a static or dynamic environment is an important characteristic, that has to be taken into account since it leads to different fusion problems and methods. Let us take a few examples. In a recognition or identification problem, the problem is by nature static, but some useful characteristics of information may be dynamic, or need temporal integration in order to get sufficient accuracy. In classification problems, both types can be encountered. In tracking problems, both the information and the problem are dynamic. Multi-criteria fusion problems are usually static, as well as group decision or data base fusion problems. If the information arrives dynamically, we may either wait until all information is available to perform the combination, but we may also exploit the sequentiality of the information to make partial combination with the available information at a given time.
Types and Origin of Information
Fusion problems in different domains actually deal with different types of information. We distinguish between two types of information. Descriptive information pertains to the real world, while normative information pertains to an ideal world. Descriptive information includes observations and knowledge. Normative information includes preferences and regulations.
Observations
The types of information grouped under the term observations cover information like data issued from sensors, evidences, facts, measurements. Generally speaking, they are description elements of how the world is (now, at the instant where observations are collected), and refer to a particular situation, not a generic one. This type of information can be objective as well as subjective. The first case concerns data supplied by some sensor or device, while the second one concerns opinions provided by some person.
Depending on the type of observations, the items to be fused can have various forms: numbers, intervals, subjective uncertainty distributions, certaintyqualified propositions, and linguistic values.
Knowledge
Knowledge describes how the world is in general. It does not necessarily refers to a particular situation as one observation, but rather to something more generic, like some population, some class of situations. Knowledge can be well defined (for instance as statistical data) or not (default knowledge). Items to be fused are then rules (possibly with exceptions), fuzzy rules, statistical probability distributions, likelihood functions, plausibility orderings, mathematical models, laws of nature, etc.
Preferences
In opposition to the previous type of information, preferences are always subjective descriptions of desires of an individual or a group of persons. They refer to how they would like the world to be. The items to be fused are then utility functions, or binary or fuzzy preference relations. The goal of fusion is to make choices. As with other kinds of information, information about preferences may be incomplete, imprecise or uncertain. Examples of fusing preferences can be found in the paper assignment problem, 6 and in the candidate selection problem as well. 16 
Regulations
Regulations refer to how the world should be in general. The ideal world in this sense is the one where regulations are satisfied. These regulations can describe what is compulsory as well as what is forbidden in a certain domain of interest. It is again a generic type of information, which refers to a class of situations encountered in this domain.
Aims of Fusion
A careful examination of the motivations and reasons for combining information should be useful and shed light on the peculiarities of different types of fusion problems. We find four main reasons for combining:
• To refine or expand our knowledge, information or beliefs about the real world.
• To build a global point of view about an ideal world.
• To update or refresh information about the real world.
• To update or refresh information about the ideal world.
These reasons correspond, respectively, to forming a model of the real world or of the ideal world, and updating a model of the real world or of the ideal world.
Forming a Model of the Real World
A first reason for combining is to refine information about the real world. We suppose we have several sources of information, describing the present state of the real world, usually in terms of attribute values. Typical examples of such a situation are given by target tracking problems, or by "situation assessment" problems. Other typical applications can be found in multi-sensor classification or recognition. In such applications, the purpose is to label some objects, using sensor information. The fusion has to take advantage of the complementarity of the sensors involved, concerning their discrimination ability. Each sensor may highlight different features of the objects, and one sensor is generally not sufficient when we want a precise and reliable classification between quite similar objects (this is why fusion is necessary). Generally speaking, the combination of the pieces of information provided by the different sources, taking into account their respective level of reliability, will afford a refinement of knowledge about the real world: imprecision and uncertainty are reduced, when a conjunctive combination is performed, incomplete information of one source may be completed by other sources. We give further details.
What is called the real world is usually a particular object or collection of objects of interest. This object could be physical (e.g., target, submarine, etc.) or abstract (situation of the battlefield, of an airport, economic situation, etc.). It is described by a set of attributes, which can be of any nature, and as complex as necessary: numerical (scalar or vector) attributes (e.g., frequency, position, velocity, interest rates, etc.), ordinal, or lattice-valued attributes, enumerated attributes (e.g., class of target), complex structures such as trees, graphs, etc. (e.g., scenarios). Objects can be dynamic, i.e., include time in their representation, and in this case may be called events.
A source of information is any physical device, or a human operator, providing data of any kind pertaining to the attributes describing the real world. The data provided by the sources instantiate values of the attributes. These values may be pervaded with imprecision (e.g., "around 5.4", "somewhat large", "red"), with uncertainty (e.g., "it seems to be a civil plane"), or may be incomplete, i.e., some attributes are not instantiated (e.g., "velocity unknown"). Also, the sources themselves may be more or less reliable.
A problem which is often overlooked is the following. The above presentation supposes implicitly that all information provided by the sources are pertaining to the same (real) world (or same object), so that it is natural to combine them, taking into account their reliability and the quality of the information, in order to get a more comprehensive view of the real world. However, in practical applications as target tracking and situation assessment, this is far from being true. The first step, prior to any action of combination, is to verify that the information delivered by the sources pertains to the same object. This preliminary (but most difficult, according to Bar-Shalom and Fortmann 4 ) stage, called association (or data association in multi-target tracking) amounts to finding the most plausible partition of the set of sources, thus splitting the information into distinct objects. Most of the time, the problem is made harder by the fact that the a priori number of observed objects is unknown. In multitarget-tracking, the uncertainty about association comes from random false alarms in the detection, clutter, interfering targets, decoys or other counter-measures. The main models used in this field are either deterministic (involving classical hypothesis testing) or probabilistic (relying mainly on the Bayesian framework). 4 31 38 The most common method 4 relies on Kalman filter under Gaussian hypothesis.
Forming a Model of an Ideal World
A second reason for combining is to have a global point of view, taking into account different points of view, such as individual preferences, or consensual regulations, or otherwise said, on how the world should be. This problem differs considerably from the preceding one. In knowledge refinement, the aim is to get the more comprehensive, synthetic description of the real world, eliminating redundancies and inconsistencies, and enhancing precision. Here, the aim is not necessarily to obtain a refined description of the ideal world but rather to evaluate alternatives. However, here we are interested in the combination step, leading to the synthetic description, not in the final selection step.
In the case of preferences, sources may be human experts, voters, and then we speak of multi-person decision, social choice, opinion pooling, voting problem, etc., or criteria, and then we speak of multicriteria analysis or decision. An example of the last category is the following: consider a data base about cars. Considering several criteria to evaluate the cars (such as "price", "performance", "gas", "comfort"), each criterion gives its point of view to evaluate the cars (the point of view of the price, etc.), and we have to combine them in order to have a global point of view, which allows us to make a decision.
Another typical example is group decision making. Fusion appears then at three possible stages: fusion of information and even models of the problem (point of view of different agents), fusion of objectives if there is not a common objective, this step being related with making coalitions trying to define common strategies, and fusion of decisions, the different decisions that each individual agent would like to make having to be merged into only one.
In the case of regulations, i.e., a set of "laws" specifying what is permitted, obligatory or forbidden to do in this world, as for example "You ought not to kill", "You ought not to eat with your fingers", and so forth, sources can be viewed as different cultural, political, or religious systems, each having its own consistent regulation.
Having several different points of view coming from several sources, the problem is to combine them in order to get a global, coherent point of view. It scarcely happens that all sources have more or less the same opinion about the world, so that contrarily to Sections 2.3.1 and 2.3.3, here conflict is the rule more than the exception. For this reason, methods of combining are completely different from the above, and are of the consensus or average type. Usually, if the conflict between several points of view is not too strong, a kind of midpoint between them is taken, while considering the importance (level of expertise, relevance, etc.) of each source, as well as possible interactions between them. If the conflict is too strong, the two sources causing the conflict should not be combined. The problem happens to be considerably difficult in the case of regulations. What should a Christian soldier do if one (religious) regulation says "Christians ought not to kill", and another (military) regulation says: "Soldiers ought to kill"? The handling of conflicting information is addressed in more detail in Section 4.
Lastly, we want to stress the difference of combination procedures between the present case and the knowledge refinement/updating case. Let us take as an example two sources giving their point of view about the preference of a over b. One source may say that it strongly prefers a over b, while the second one may say that a and b are indifferent. A reasonable combination of the two leads to the conclusion that globally, a is more or less preferred to b, i.e., we have made a kind of average of the two opinions. Let us consider now the case of knowledge refinement. Suppose two reliable sources estimate the position of a target. One source says that the object is near A, and the other says that the object is near B, and A B are imprecise locations which are disjoint. Applying an average type combination to this case would lead to the conclusion that the true position of the object is in between, which is clearly false, since both sources, which are reliable, agree on the fact that the object is certainly not outside A and B! These examples show that different situations have to be treated in completely different ways, and different combinations have to be used.
Updating a Model of the Real World
A third reason for combining is to update, revise or refresh information about the real world. We assume that we have a current model of the real world. The current model is thus a set of instantiated attributes, describing the real world at a given time. This model may have been obtained by a prior combination of sources pertaining to the considered real world (see Section 2.3.1). If a new information about the world is coming, we may want to combine it with the existing information, taking into account its level of reliability. Here, the nature of combination is essentially non-symmetric, since we cannot assign the same role to a source bringing new information and to a knowledge base or a priori information, refined over time, and with a potentially long history. At this stage, a distinction between revision and updating should be done: 15 29 44 • Revision modifies prior information about the world at time t (situation repository) by new information about time t with priority to the latter (the world is envisaged from a static point of view, but the asymmetry is about the information flow). Modification of prior information is minimal. Revision is mostly based on conditioning.
• Updating modifies prior information about the world at time t by new information about time t + 1 with priority to the latter, so as to describe the world at time t + 1. Updating is achieved by:
• minimal evolution of each a priori possible state of the world to a state compatible with the input information (e.g., databases), • or by a prediction step (using a model of the evolution of the world) followed by a revision step (e.g., Kalman filtering).
The priority problem depends on the following situation:
• Sometimes new information incompatible with prior information should be discarded, due to integrity constraints in databases, or if the real world is supposed to have a certain stability in time, which means that there should be no significant change in the knowledge base, nor strong conflict.
• Sometimes new information incompatible with prior information should have priority, if the prior information is expressed for instance as rules that may have exceptions, or if the real world is evolving with time (case of target tracking, situation assessment problem, financial and economical situation, or any dynamical situations). A prediction model may be used here, allowing the comparison (and possibly combination) of the predicted value of attributes with the observed ones. The prediction model is useful in order to discard new information which is too far from expected values.
Here again, a preliminary step of (data) association has to be performed, in order to be sure that the information to be combined with current knowledge pertains to the same real world. Typical applications of updating can be found in tracking, and in assessment of time varying situations.
Updating a Model of the Ideal World
The previous distinctions (between symmetric and asymmetric operators, between revision and update) are relevant as well when dealing with preference or obligations. Although the difference between preference revision and preference update has not received much attention so far (and some ambiguities about the statics or dynamics of the ideal world render their intuitive understanding somewhat risky), much more classical (and related to the revision/update dichotomy) is the difference between incorporating in a "preference base" (i) a new goal or regulation, or (ii) a new fact (this distinction is made clearly within the framework of deontic logics, for instance).
INFORMATION REPRESENTATION ISSUES IN FUSION
Explicit and Succinct Representations
Before planning to develop an information system with fusion capabilities, attention should be paid to the data structure used for encoding as efficiently and as practically as possible the available information.
When the set of states (whether this refers to the actual world or to an ideal world) has a reasonable size, knowledge or preference items can be represented explicitly, by listing all possible situations, possibly ranked-ordered, or else with an attached numerical degree representing, for instance, probability, possibility, belief, utility, cost, etc.
This representation is not any longer reasonable when the set of possible states is prohibitive. This happens in particular when the (actual or ideal) world can be described by a number n of variables, each of which having a domain of possible values; here, the set of states is equal to the set of feasible assignments and thus grows exponentially with n. Therefore, it is obviously unreasonable to require from the agents an explicit specification (in the form of a table or a list) of their pieces of knowledge or their preferences. This argues for the need of a compact (or succinct) representation language for preferences. The knowledge representation community has developed such languages, that we may (roughly speaking) cluster into two classes.
Logical languages. Such languages are based on propositional or first-order logic, or extensions of them (consisting, for instance, in specifying numerical constraints on the uncertainty or preference degree of logical formulas, or in distinguishing explicitly between facts and obligations). Logical representation languages are not only succinct but enjoy two other nice features: (i) they have a great expressivity and enable encoding data as close as possible to the intuition (and, thus, the encoding from a specification in natural language should be feasible); (ii) they are equipped with decision procedures so as to enable the automation of the fusion process. In a logical framework, there are two different ways to represent information, which correspond to the so-called model theory and proof theory of logic. According to the model theory, information is represented by a set of worlds (or states). The kind of worlds depends on the underlying logic. For instance, they can be classical truth assignments, if the underlying logic is a classical logic; or worlds related by an accessibility relation, if the underlying logic is modal; or worlds ordered by an order relation, if the underlying logic is preferential. Consequences of an information are defined by the sentences which are true in all its models, i.e, in all the worlds where it is true. According to the proof theory, an information is represented by a sentence (or a set of sentences) of the language associated with the logic. Consequences of a sentence are here defined by the sentences which can be derived from it, by using the inference rules and the axioms defined by the proof theory. These two representations are equivalent if a soundness and completeness theorem establishes that any valid formula (a formula which is true in any world) is a theorem of the logic and vice versa. Now, when addressing the problem of merging information, we must first decide which kind of representation we adopt to represent the information to be merged. According to the representation adopted, the way of characterizing the merged information will be different. For instance, in Ref. 5 the authors adopt a proof theory (or syntactical) point of view and define the merged information by some maximal consistent subsets of sentences. The unified framework by Liberatore and Schaerf is able to handle simultaneously belief revision, belief update and belief merging. 32 In Ref. 30 , the authors adopt a model theory (or semantical) point of view and the merged information is, by definition, the one whose models are characterized by their merging methods.
Graphical models. This terminology refers to languages expressing explicit dependencies between variables. For instance, Bayesian networks 37 (expressing, for each variable, its conditional probability table given the value of the variables it depends upon) can be used for representing succinctly a joint probability distribution. (Similar models exist as well for representing a utility function or an ordinal preference relation.) Another example is the language of constraint satisfaction problems where a set of constraints, each of which restricts the values that a given set of variables may simultaneously take, enables the succinct representation of an exponentially large set of possible worlds.
Numerical and Symbolic Representations
Information may be numerical or symbolic. By numerical information, we mean data directly given as numbers. These numbers may represent various quantitative attributes, typically physical measures, grey levels, feature evaluations in image processing, etc. They may be directly read from the images to be fused, or attached to the domain or contextual knowledge (e.g., wavelengths in satellite imaging, acquisition times in medical imaging, etc.). 8 By symbolic information, we mean all information given in terms of structures, or chains of characters like graphs, linguistic terms, logical propositions, rules, etc. This type of information can be related to the data to be combined or related to the domain knowledge, such as propositions about the properties of the problem at hand, etc.
Generally speaking, numerical data may have to be interfaced with symbolic labels for categorization and communication purposes. Fuzzy set methods play an important role in this problem (see, e.g., Ref. 18). Moreover, in several situations, a strong complementarity can be observed between the roles of numerical and symbolic information. Let us take the example of a map and an aerial image of the same area. The numerical information carried by the image provides a quite accurate description of the scene, but the interpretation attached to it is hard to derive. For instance, it is generally difficult to assess the type of a building, although its drawing on the image is accurate. On the contrary, the map carries symbolic information labeling the objects represented on the map but its shape is often sketchy. This complementarity has been exploited for instance in heterogeneous image fusion. 7 33 An important use of numerical representations in data fusion is for quantifying imprecision, uncertainty or reliability of the information (this information may be of numerical as well as of symbolic nature), therefore representing instead information about the information than the data themselves.
Symbolic types of treatment include formal computation on propositions (logic is but one example), possibly taking into account numerical knowledge. Structural approaches, like graph-based approaches often used in structural pattern recognition, can be considered as belonging to this class. Manipulation of symbols can be done either at the syntactical level or at the semantical level.
The rest of this section concentrates on important issues when representing information in a fusion system: the defective aspects of information, the generic or factual nature of the information, and the role of representation scales.
Defective Aspects of Information
Information may be imperfect in various respects, and pieces of information to fuse are usually imperfect in some sense, since if one source provides pieces of information which would be non-ambiguous, complete, precise, certain, fully reliable, there will be no fusion problem (since then we should just use the information provided by this source and forget the rest of the information). The reason for fusing information is usually the hope of getting more precise, or more reliable information as a result. Let us briefly recall the different defective aspects of information: ambiguity, uncertainty, imprecision, incompleteness, vagueness, inconsistency.
Ambiguous information has no clear meaning, and can be formally interpreted in several distinct ways. A particular case of ambiguity is when it is unclear to what item the information at hand refers to. As pointed out in Section 2.3.1, the pieces of information may refer to different items, or we may be just unsure if there are one or several items, as in the following scenario. Assume that a clinician receives two reports about a new patient, named Paul. One states "patient coughs and vomits" and the other "patient coughs and has fever". Normally there is only one document accompanying a patient. Here there are two. The clinician can assume that at least one of them applies to Paul, maybe both. If there is some evidence that one of the reports is the regular one, then the other ambiguous information with respect to Paul may be turned, in such a case, into a piece of information also applying to Paul, but considered as not fully certain (if there is no way to check the origin of the report).
Uncertainty refers to lack of sufficient information about the state of the world, for determining whether a Boolean statement (which can only be true or false) is indeed true or false. Examples of such statements are: "It will rain at 5 p.m. today", "Tweety flies" (knowing only that Tweety is a bird and that birds usually fly), "The number of inhabitants in Palma de Mallorca is over 500,000" (but the person who gave me this information is not fully reliable). In such situations, the best that we can do is to try and estimate the tendency of the statement to be true (or false). Several frameworks are possible: (1) numerical methods such as probability theory, quantitative possibility theory, belief functions, (2) purely symbolic deduction methods using defeasible reasoning, mechanisms for producing plausible conclusions in spite of partial lack of information. Uncertainty may be assigned to each piece of information individually, or more globally to a source of information whose level of reliability can be estimated.
Imprecision refers to the contents of the considered statement and depends on the "granularity" of the language used in the statement. For instance, the sentence "Paul is between 25 and 30 years old" is clearly imprecise. The sentence "Paul is 26 years old" is precise if we only expect an age value specified in years, but is imprecise if a more accurate age value indicating the number of months or days is expected. Imprecise statements may stem from disjunctive information such as "Peter is 25 or 27", or negative information such as "Peter is not between 25 and 30 years old". An extreme situation is when Peter's age is entirely unknown, which means that any value of the universe may equally be assigned. Such a case of missing information is also often referred to as a situation of incomplete information. Imprecision is represented in terms of subsets of the relevant attribute domain, which are not singletons. These subsets constrain the possible values which can be assigned to the attribute for the considered object.
A given statement may be both uncertain and imprecise; for instance, when the information "Paul is between 25 and 30 years old" is provided by a source that is not fully reliable. Generally, a balance exists between uncertainty and imprecision: the more imprecise the statement, the more certain we are about it, and conversely, the more precise the statement, the more uncertain we are (with respect to a given state of available information).
Imprecision may also be due to multiple data sources that use different vocabularies for expressing attribute values, corresponding to different partitions of the same universe of discourse. In that case, there is not a one-to-one correspondence between the labels of the elements of the different partitions.
Incompleteness refers to sources with missing information, or that are not able to distinguish between several situations. For instance if a source gives some measurements about the real world, the information it provides is generally partial, and gives only one point of view or one aspect of the observed phenomenon. This is an important motivation for fusion of different and complementary sources.
A vague statement contains vague or gradual predicates. It may also include vague quantifiers. For instance, "Paul is a young researcher" refers to Paul's age using the linguistic term "young". Note that the meaning of a vague predicate depends on the context. When the only available information about Paul's age is that "Paul is young", the statement represents a flexible constraint on the acceptable values for Paul's age. Then, an ordering among the values compatible with the concept of "young" is defined.
A statement, or a set of statements, is inconsistent if there is no possible instantiation of the variables under consideration (or no model) that renders (all) the statement(s) simultaneously true. The two pieces of information "Paul is 25" and "Paul is older than 27" illustrate this situation since there is no way of assigning a value to Paul's age which agrees with both items. Inconsistency may be due to distinct sources of conflicting information with different levels of reliability. Acknowledging this fact is the first step towards a solution.
Let us take a few examples. In fusion problems aiming at recognition and identification, imperfections come from measurements that may be spoilt, noisy, erroneous, features that are more or less observable or discriminant according to the identity that is considered and the conditions of observations, learning and prior knowledge that can be neither exhaustive (information difficult to collect), nor perfectly representative of the objects that are really met (because of evolution of characteristics and conditions). When fusing expert opinions, experts may have valuable knowledge about models and parameters for problems in their field. This knowledge is not certain, but is entertained with an implicit level of subjective confidence, or degree of belief. The quantification and aggregation of experts' degrees of belief may provide important input to a decision maker, and may result in "optimally defensible" choices of parameters of models.
The counterpart of these imperfections is provided by the redundancy and the complementarity of the sources of information, that is exploited in fusion methods. Roughly speaking, redundancy can be used to reduce uncertainty and imprecision, and to increase reliability, while complementarity can be exploited to solve ambiguities and get a more complete information. Conflict is addressed in more details in Section 4.
Generic and Factual Information
According to the above classification, factual information is concerned with observations or maybe preferences, while generic information covers knowledge or regulations. This coarse distinction has to be refined for each type of problem.
The difference between factual data and generic knowledge is of primary importance when making inferences or fusing information. Factual data refer to information pertaining to particular cases, while generic information is constituted by universal rules, even if they are uncertain or have exceptions.
The situation of fusing pieces of factual data provided by different sources is encountered in sensor fusion, in expert opinion pooling, or in databases. The problem is then to sort what is true from what might not be so, from outliers.
The problem of merging knowledge bases corresponds to the joint use of rules provided by different sources. This creates problems only in case of conflicting rules. Then strategies for restoring consistency, or for introducing priorities between rules have to be designed. An example of such a situation is the merging of regulations which may be conflicting. The problem is more generally encountered when merging deductive data bases.
Plausible reasoning by means of default rules in presence of incomplete information about a factual situation amounts to completing the data by derived plausible conclusions. We may also try to interpret the data by inducing explanations, as in causal reasoning. These are not fusion problems, strictly speaking. If the data are used for improving rule-based knowledge, it is a problem which combines learning and fusion aspects.
If sources are more or less generic the fusion process may become invalid. This goes with the notion of knowledge specific to a class, a key issue in nonmonotonic reasoning.
Nature and Role of Measurement Scales
As suggested before when describing the different types of information encountered in fusion problems, their representations may involve different measurement scales for estimating uncertainty, preference, priority and the like. These scales may be substantially different for two main reasons. First their mathematical structure, and thus the operations permitted on the elements of the scale, may be different. Second, because the scales are used for different purposes, the meaning of the elements of the scales, especially the top and bottom elements of a bounded scale, depends on what the scale refers to, probabilities, possibilities or utilities for instance.
Let us first consider the nature of the scale. The scales which are used in information representation are usually bounded, and linearly ordered, which means that all the elements in the scale are comparable. However, this requirement may sometimes be felt too strong, for instance when modeling preferences. The elements in the scale are generally referred to as "levels" or "degrees". "Levels" is more in agreement with a scale whose elements are non-numerical symbols, while the term "degrees" suggest a numerical flavor. Scales may be finite or not, discrete or not. Finite or discrete scales go along with qualitative modeling, where only the ordinal nature of the scale is used. The elements of the scale can receive a linguistic interpretation, which is convenient for the interface with the user, but requires that the linguistic labeling agrees in common sense with the linear ordering of the scale. Numerical scales are required for some uncertainty frameworks such as probabilities or belief functions.
The choice of the type of scale also has consequences on the combination operations which are allowed. For instance some numerical operators can accommodate only numbers, other ones (like min and max for instance) can also deal with ordinal values. The semantics of the scale depend on its role. In particular, the scale can represent levels or degrees of satisfaction, or levels or degrees of uncertainty, etc. Then conventions for interpreting the scale differ. The bounds of the scale may play symmetric roles (like for probability or preference), or asymmetric roles (like for possibility, or feasibility).
Even in a given class of problems, different types of scales can be used. Thus, when considering a scale, e.g., [0, 1], it is very important to make clear what is the interpretation of the degrees, especially the bounds of the scale. For instance, in preference modeling we may use a "satisfaction" scale such as 1 means completely satisfactory, 0 completely unsatisfactory, and 0.5 half satisfactory (indifference). We may also use a "possibility" scale, where 0 means that an alternative to which a 0-evaluation is attached cannot be chosen, while 1 does not express that the associated alternative should be chosen (but only that it is one of the feasible alternatives). Thus, in this latter case 0 and 1 do not play symmetric roles. This second type of scale seems to be appropriate for modeling soft constraints expressing preference profiles, while the first type of scale might be more appropriate in social choice aggregation (for fusing graded "votes": then 0 and 1 play interchangeable roles, since we could reverse the scale as well, and working with the opposite convention for 0 and 1 should not change the resulting choices).
Similarly, when dealing with uncertainty, we can either use a symmetrical scale as in probabilistic modeling, or use a framework where we can distinguish between two graded modalities, expressing "what is believed" (because it is logically entailed by the (uncertain) evidence) and "what is plausible", respectively. For the belief scale the top element (1) means complete belief, while the bottom element (0) just means complete lack of evidence supporting the considered statement; for the plausibility scale it is the bottom element (0) which means impossibility, and thus carry a strong information, while the top element expresses just a mere possibility.
A last issue concerns commensurability between scales. Commensurability problems may occur as soon as several pieces of information expressed on different scales are merged. Although such problems can be avoided when scales have the same, clearly established semantics (e.g., probability, possibility) and are carefully built, attention is needed when scales refer to utility or satisfaction degrees. In this case, we should be careful that "0.6" coming from source i means the same intensity in satisfaction or utility than "0.6" coming from source j. Otherwise, merging these quantities has no meaning.
CONFLICTING INFORMATION AND DEALING WITH CONFLICT
Many tasks that an intelligent agent performs such as decision-making, planning, design, and specification, often involve collecting information from a number of potentially conflicting perspectives or sources, or participants with different views, and forming a single combined view or perspective -a synthesis, or consensus.
Logical fusion is the process of deriving this single consistent view. While theoretical approaches such as belief revision, 1 18 23 databases and knowledge base updating, 20 28 44 47 and combining knowledge bases (for example Refs. 5, 17, 34) are relevant, information fusion addresses a wider range of issues raised by practical imperatives in applications such as requirements engineering. 27 The development of most large and complex systems necessarily involves many people, each with their own perspectives on the system defined by their knowledge, responsibilities, and commitments. Inevitably, the different perspectives of those involved in the process intersect, giving rise to conflicts. From a logical perspective, these conflicts can be viewed as logical contradictions or inconsistencies.
Do Conflicts Have to Always be Solved?
The case of conflict is not infrequent in data fusion problems. The problem of their resolution is not easy and depends upon the type of combination (refinement, updating, global, as discussed in Sections 2.3.1, 2.3.3, 2.3.2, respectively). Faced with a conflict between two sources, we may choose one of the following solutions:
• Make a compromise, i.e., merge to a certain extent the information conveyed by the two sources (compromise resolution).
• Create a new world: in this case, it is considered that the two sources do not observe the same object or world.
• delay the decision, waiting for more information (note that this may cause an increase in complexity, if a lot of information and multiple hypotheses have to be stored and processed).
It should be noted that only the first two solutions can be indeed called "conflict resolution". We are interested here in what cases should not solve the conflict.
Considering the different types of data fusion problems, the following very general guidelines can be given:
• In the case of knowledge refinement (see Section 2.3.1), and for sufficiently reliable sources, most conflict should not be solved and a new world has to be created.
If not, either one of the two sources has to be discarded (case of very different reliabilities), or a compromise has to be made, not of the average type (cf. example in Section 2.3.3), but rather of the disjunctive type.
• The situation is similar for the updating problem (see Section 2.3.3), except that the conflict is to be defined between observed values (new information) and predicted values of the real world.
• In the case of the global point of view (see Section 2.3.2), the general rule is to solve the conflict by making a compromise, except when the conflict is too strong, in which case no combination should occur. The further processing of the conflicting points of view is too dependent on the application to be detailed here. Let us say that in the case of multicriteria decision making where points of view are preferences among pair of objects, conflicting criteria are not merged, and this often leads to an incomparability between some objects (principle of discordance in ELECTRE-type methods 46 ).
A last point is that, in some cases, meta-knowledge could help to solve conflicts, indicating for example that in some situations certain sources are preponderant or should be discarded. Usually, meta-knowledge is not used in multicriteria or multi-persons problems, but it happens to be more useful in the combination of regulations. At least the above example of the Christian soldier seems to require meta-knowledge.
Place of Meta-Knowledge
Meta-knowledge has an important role in the combination process especially in logic-based aproaches to fusion. Information that is manipulated in the combination process can be partitioned, and is often represented, in different ways.
Input information:
The information to be combined. It is object-level information, and has been described above.
Combination information:
The information used to facilitate combination. This is composed of structural information and domain information.
Structural information: Information about the input information. For example, information about
• the sources of the object-level information,
• the reliability of sources,
• preferences about the information. Structural information is a form of meta-level information. Domain information: Information on the context or domain of the input information. This is used to constrain the combination process. Examples of domain information include integrity constraints such as "everybody is either a man or a woman" and "a cube has 6 sides". Domain information can be uncertain, such as for example heuristics. Though using uncertain information significantly increases the difficulty of combining input information. Domain information can contain both object-level information and metalevel information.
Combination information constitutes extra information that can be used by the combination process in order to combine the input information. Neither domain information nor structural information needs to be in the same formalism as the input information. The only constraint on the formalisms is that they can be used by the combination process.
To illustrate these concepts, consider the following example. We have two sources of information S1 and S2 and we wish to combine the input information.
S1:
The color of the object is blue. S2: The color of the object is green.
We also have the following domain information and structural information.
Domain: Green and blue are different colors.
Structural:
The domain information is more reliable than source S1. Structural: Source S1 is more reliable than source S2.
In forming the combined information, we can accept the information from S1, because it is consistent and from the most reliable source. However, we cannot now add the information from S2 since it would cause an inconsistency.
Modalities of Conflict Resolution
Immediate resolution of inconsistency by arbitrarily removing some formulae can result in the loss of valuable information. This can include loss of information that is actually correct and also loss of information that can be useful in managing conflicts. Immediate resolution can also unduly constrain cognitive activities such as problem solving and designing. 21 Identifying the appropriate inconsistency handling strategy depends on the kinds of inconsistency that can be detected and the degree of inconsistency tolerance that can be supported. Possible kinds of actions include:
Circumventing the inconsistent parts of the information. This can be viewed as ignoring the inconsistency, and using the rest of the information regardlessly. This may be appropriate in order to avoid inconsistent portions of the information and/or to delay resolution of the inconsistency. Isolating inconsistency is a special case where the minimally inconsistent subset of the information is not used in the reasoning -it is isolated -but not deleted. Ameliorating inconsistent situations by performing actions that "improve" these situations and increase the possibility of future resolution. This is an attractive approach in situations where complete and immediate resolution is not possible (perhaps because further information is required from elsewhere), but where some steps can be taken to "fix" part or some of the inconsistent information. This approach requires techniques for analysis and reasoning in the presence of inconsistency. Sequencing of conflicts so that some conflicts are addressed before others. The criteria for sequencing are diverse but may include: Granularity of inconsistency: Some conflicts are more significant than others. Furthermore, it is possible that solving a less significant conflict before a more significant conflict may unduly constrain the allowed solutions for the more significant conflict. Solving bigger or more important conflicts first means that we need to order the conflicts. For instance, when designing a building, first solve the conflicts that are about its "function" (deciding what this building is for will determine its height, its surface ), then solve the conflicts about the "inside" of the building (this will determine the number of rooms, the exact places of the walls ), and then solve the conflicts about "decoration" (this will finally determine the style of the curtains and the color of the walls, ). For this, the notion of topic-hood of information, such as in Refs. 10, 14, and 26, is potentially useful. This could allow us to say that "inconsistent set X is about topic T", and may be used in determining the significance of the inconsistency. Temporality of inconsistency: Other temporal constraints can impose an ordering on the sequence of resolution of conflicts. For example, in a building project, delaying the resolution of conflicts about the position of a wall is temporally more sensitive than delaying the resolution of conflicts about the color of the paint on the wall, since the construction of the wall needs to be completed before the wall is painted. Clearly the color of the paint can be chosen before the position of the wall. For the above examples, it can be seen that there is an overlap in granularity and temporality of inconsistencies. However, an example of equally significant inconsistencies, where the first is more temporally sensitive, is choice of paint for the ceiling of a room, and a choice of color for the walls. An example where some inconsistencies are far more significant than others, but where ultimately they are of equal temporal sensitivity, is in a book that is about to be published. Resolving inconsistencies altogether by correcting any mistakes or resolving conflicts.
This depends on a clear identification of the inconsistency and assumes that the actions required to fix it are known.
Circumventing, ameliorating and sequencing inconsistency all imply that the resolution of conflicts or inconsistency is delayed. In practice applications usually involve multiple conflicts of diverse kinds and significance. As a result, a combination of circumventing, ameliorating and sequencing of inconsistency is required.
VARIOUS FUSION PROBLEMS
Here we take the point of view of information combination, as opposed to Sections 2 and 3, which was rather focused on information representation.
We first restate why uncertainty, preference, regulation are different in combination. Although the items to be fused (e.g., distribution functions over a set of interpretations, or sets of weighted formulas) may look somewhat similar in various problems, there exist different types of fusion problems according to their intended purpose (and what is modeled).
Let us first consider the uncertainty versus preference fusion problems. When we are combining uncertain pieces of information, we are basically interested in locating where is the truth, where is the true state of the world. In such a case there is no possible idea of compromise as may be the case in preference combination where we may, for instance, finally choose an alternative which is very bad with respect to one criterion and good with respect to others, if some compensation is allowed. On the contrary, if a state is excluded by one (reliable) source given some uncertain observation, it should remain excluded after the combination, when dealing with the uncertain location of the truth (at least if there is some area of common agreement between the sources).
This suggests that in uncertainty fusion, logical (i.e., conjunction and disjunction-based) combinations play a basic role, while averaging aggregations can be used in preference combination (where logical aggregations are also of interest, especially when no compensation is allowed). However, averaging aggregation may be used in uncertainty combination when the pieces of information can be viewed as coming from a single random source.
The combination of regulations looks like a problem of combining prioritized, context dependent, constraints. This seems to be the case when we have to merge conflicting regulations. This clearly differs from preference aggregation, since no compromise can be found between constraints. Only, less prioritized constraints which apply in a given context may be given up if they conflict with more prioritary ones (which are also applicable in the context).
In case of heterogeneous sources of information using different representation formats, the refinement of partitions of a universe of discourse by combining different partitions (whose elements might be weighted) raise specific issues (for which C-calculus 9 and rough sets 36 may offer specialized tools). Summarizing, in fusion problems we have to take care of the representation framework which is used (and especially of the interpretation of the scales), and also the nature of the combination problem. However, the problem clearly influences the representation framework: preferences and uncertainty are not necessarily represented in the same formal framework.
In this section, we survey general classes of fusion problems, which are first characterized by the type of information involved. We briefly discuss the main representation tools, the information fusion modes, rules, or principles, and the difficulties and specificities of the problem.
Fusing Uncertain Observations from Parallel Sources
In this kind of problem, the aim is to integrate the available (partial, uncertain, imprecise) information about what the actual world is. Typical examples are sensor fusion or expert opinion pooling.
For combining the different pieces of information, a common fusion space has to be defined. This is especially important in case of heterogeneous sources. This step may induce imprecision via refined granularity.
The actual combination is often made based on assumptions of the sources:
• If all sources are reliable, a conjunctive fusion can be performed, possibly with normalization.
• If the sources are dependent, idempotent operators are often used.
• If the sources are independent, information can be reinforced.
• If the sources are identical and independent, this corresponds typically to the case of random experiments, hence statistics and averaging can be used.
More difficult are cases where the information is conflicting, which happens in particular if the sources are heterogeneous. On the basis of possible conflicts it should be found what information is true, which is a difficult part of the problem.
Let us discuss some ways of dealing with conflict in this type of problem. At first some pre-processing can be performed, e.g., by deleting erroneous data if possible, or improve data (this may also be one of the aims of fusion). Also irrelevant sources can be ignored if they can be identified as such (irrelevancy corresponds in this case to sources that are talking about something else), or experts can be tested.
At the combination level, the choice of an operator is crucial. Conjunctive combination operators are discontinuous in the presence of conflicts and may provide no interesting result at all. Averaging is not realistic since such operations may provide answers that are given by none of the sources, or even rejected individually by each source. If some of the sources are assumed to be reliable, disjunctive operators can be used, which will retain all answers from all sources, at the price of increased imprecision. Other operators are more adaptive, in the sense that the underlying assumptions adapt according to the level of conflict. Another solution consists of weighting the sources, through reliability factors and discounting. This assumes that reliable sources can be identified. Sometimes it is difficult to define reliability factors as numbers, but an ordering can be provided, from which priorities can be defined. They may depend on reliability, on specificity, etc. Indeed, conflict often appears between sources of different specificities, and in such cases, the most specific sources (if reliable) have to be given more weight. We can also choose not to combine or to delay the combination if none of these cases apply (see Section 4) .
Mathematical frameworks used in this domain are Bayesian decision theory, likelihoods, fuzzy and possibilistic approaches, Dempster-Shafer, random sets, upper and lower probabilities, etc.
Examples of such fusion problems can be found in some of the papers of this issue (submarine example by Ayoun and Smets 3 and by Grabisch and Prade, 25 candidate assessment example by Dubois et al. 16 (where different expert opinions are to be fused), situation assessment by Appriou 2 ).
Fusing Preferences
The aim of fusing preferences is to find a consensus among individuals. This consensus should correspond to the average opinion, which is likely to avoid extreme positions. It is typically a problem of social choice, for which fully-fledged literature exists. The question is whether the social choice problem is the same as the multicriteria decision-making problem. We might suggest to answer "no", despite analogy. The evaluation of an object from several points of view by a single individual (multiple criteria evaluation) is out of the scope of fusion (not several sources, strictly speaking). Merging desires of one individual often implies compensatory trade-offs, while merging desires from several individuals often implies egalitarian trade-offs.
In this type of problem, scaling difficulties occur. The ways to measure preferences are not easy to define and this step should be carefully performed, considering in particular commensurability constraints.
Mathematical frameworks used in this domain are:
• For absolute preferences: numerical scales or qualitative scales (finite, ordinal), vector-ranking methods, social welfare functions, 35 fuzzy set theory, 19 41 fuzzy integrals. 24 • For pairwise preferences: 39 crisp preference modeling (but Arrow's paradox), fuzzy preference modeling.
In the following papers of this issue, the example of referee assignment problem (by Benferhat and Lang 6 ) belongs to this class, as well as the candidate assessment example 16 due to its multiple criteria aggregation facet. In this example, it will be shown that there might be conflicts between preferences and regulations.
Fusing Databases
The problem of fusing databases arises as soon as one wants to access several databases at the same time. This is the case of the so-called federated databases. Generally, the aim of fusing databases is to provide the user with more information. For instance, by accessing the different bibliography databases that exist in his research institute, a searcher may be able to access more references.
Fusing databases raises classical problems of fusing which are heterogenity and contradictions. When merging information provided by different sources, the problem of heterogeneous representations may arise, whatever this information is (beliefs, knowledge, preferences, norms ). This problem (which should be addressed first) arises when the different sources do not share a common representation of the information, or equivalently, when they do not describe information in the same language.
The problem of contradictions comes from the fact that data stored in the databases are not necessarily true in the real world. Indeed, if they were all true in the real world, since the real world exists, they should not be contradictory. For instance, information stored in a database is not true because the world has changed and the database has not been updated. Or an information is not true because the agent who stored it made a mistake.
In this special issue, Cholvy and Moral 11 address some instances of these two problems. In particular, they consider the problem of matching values where the point is to detect, in several databases, the tuples which describe the same information. They also suggest a pragmatic solution when the domains (for instance, the domain of values) are different from one database to another. They describe an example in which the notion of Student is represented in the first database by a binary relation (which relates the names of students with the diplomas for which they are preparing) and appears as a value of the attribute status of a ternary relation in the second database. A more complete study of the different cases of schemas conflicts may be found in Ref. 40 . As for the problem of contradictions, they describe two different logical solutions and their respective domain of validity.
Fusing Regulations
Regulations are sets of rules which express what is permitted, obligatory, or forbidden and under what conditions. In such a case, the information to be represented and about which one wants to reason, is not a set of assertions which express how the world is or how it is supposed to be, but how it should be. For instance, the sentence John drives on the right-hand side may be a knowledge or a belief an agent has on the real world, depending on the fact that John really drives on the right-hand side or not. In contrast, the sentence John ought to drive on the right-hand side expresses what should be in the real world, i.e, what is the so-called ideal world. Similarly, the sentence driving on the right-hand side expresses what ideally should not be.
In an organization, it often happens that several regulations apply and thus, the problem of merging regulations arises. In order to illustrate this, let us consider an organization whose activity includes dealing with some secret information. This activity may be controlled by a first regulation which includes the following statement: it is obligatory that any document containing some secret information is kept in a safe when nobody is using that document. Assume now that a second regulation, intending to improve efficiency and productivity within the organization states that: if nobody has used a given document for five years, then it is obligatory to destroy this document by burning it. Since these two regulations apply in the organization, the information they express must be merged. In this example, we can see that this can cause contradictions. Indeed, if a secret document has not been used for five years, what should be done is not clear: should we have to keep it in the safe or should we have to burn it?
The problem of merging regulations will be addressed in this special issue by Cuppens et al. 13 In their paper, the authors examine a practical example of security policies merging and they point out that the main problems raised by regulations merging are problems of semantic heterogeneity, of completeness and of conflicting norms.
Fusing Data Material and Rule Bases
In industrial applications, empirical data and expert rules are used simultaneously. Often there is a need to fuse these different types of knowledge. Sometimes the desired result is an improved rule base, sometimes the aim is simply the completion of the data using (maybe defeasible) inference. In many cases a common framework for the representation of quantitative and qualitative knowledge is needed, because methods for learning, adaptation, updating, revision, etc.
have to be integrated. In this special issue, Siekmann et al. 43 address the problem of fusing time series (quantitative knowledge) and weighted rules given by several experts (qualitative knowledge). They analyze different approaches for this fusion task and demonstrate the usefulness of neuro-fuzzy solutions in the context of stock index predictions.
Fusing data and rule bases aims at completing the data using (maybe defeasible) inference or at improving the rules by means of data. This involves some learning, and is close to data mining, where the aim is prediction.
Data mining consists in extracting interesting pieces of data, which may be for instance special, or rare ones. It is different from summarizing which aims at indicating generic trends (fusing for explaining), and from induction which aims at extracting knowledge from data (fusing for generalizing).
Combination of Experts Assessments by Evaluating the Experts
The fusion of (subjective) expert opinions is often needed in industry. It is reasonable to combine the fusion with an evaluation of the experts: the better an expert can express his uncertainty the higher his weight should be. In order to measure how good an expert's assessment is, at least two criteria should be taken into account: the accuracy and the informativeness of the expert. The derived "weights" of the experts can be used to guide the fusion. It should be noted that this general method can be used not only in the case of human experts but also for other information sources such as mathematical prognosis models. In this special issue, Siekmann et al. 43 use a probabilistic methodology for the evaluation and fusion of sources that was developed by Cooke. 12 In their paper the underlying probabilistic method is explained in detail, and it is shown how to apply this technique to the case of stock index predictions. Table I shows a summary of the different characteristics for all examples provided in the following papers.
Examples
The paper by Cholvy and Moral 11 describes several problems raised by database merging and details some solutions. More particularly, this paper addresses the problem of matching values, inconsistent data and summarizing data.
The paper by Appriou 2 deals with multi-sensor processing in order to provide situation assessment in the general practical context where ambiguities occur in data association. More precisely, the modeling of the different kinds of data is expressed in a common framework, the decision process is discussed in order to identify the set of the most likely hypotheses, and finally the matching function is integrated in a global processing that includes detection, counting, localization, and classification functions in order to exploit as suitably as possible all available knowledge.
The paper by Dubois et al. 16 deals with a candidate assessment problem where unequally reliable and imprecise multiple criteria evaluations provided by multiple experts have to be fused. The paper by Benferhat and Lang 6 illustrates the issue of merging heterogeneous data consisting of individual preference profiles and global regulations on the problem of finding a suitable assignment of a set of referees to each one of a set of papers submitted to a conference, given the preferences expressed by the referees regarding the papers they are willing to review, the adequation between their areas of competence and the topics of the papers, and a set of regulations bearing on the global assignment.
The paper by Grabisch and Prade 25 discusses the use of fuzzy relation and possibility theory-based methods in the correlation problem in sensor fusion (where inconsistencies between observations may be due to the existence of multiple objects which are simultaneously observed and which should be differentiated); this problem is also addressed by Ayoun and Smets 3 in the setting of the transferable belief model. The paper by Sossai et al. 45 addresses the problem of fusing numerical information coming from parallel sources (different sensors mounted on a robot) with symbolic knowledge (i.e., abstract description of the environment) to solve the localization problem for a mobile robot. To this aim, a logical framework is used that axiomatizes important properties of different theories of uncertainty (belief, probabilities and possibilities).
The paper by Cuppens et al. 13 discusses the problems raised by merging regulations by detailing an example of merging security policies.
The paper by Siekmann et al. 43 deals with fusing data (databases of objective measurable time series) and knowledge (in the form of rules) in the context of stock index prediction.
CONCLUDING REMARKS ABOUT VALIDATION AND EVALUATION
We conclude this general introduction by a brief discussion of an important but difficult issue. How can a fusion system be validated and evaluated (and what does it mean)? For addressing this question, we have to distinguish between the inputs, the fusion methods in use and the outputs of the system. Indeed, a first issue is the testing of the sources. For instance, in expert opinion pooling, it means the calibration of experts for evaluating their faithfulness and their tendency toward overconfidence. Generally speaking, it is important to make sure that the information provided is correctly and accurately represented together with its reliability or level of confidence. 12 42 Different types of fusion systems exist. The fusion process may create a unique new information base, or be an inference system which exploits the information provided by the different sources (based on some inconsistencytolerant consequence relation) for answering queries, possibly with arguments and counter-arguments about the answer. The fusion machinery itself should be appropriate to the nature of what is to be combined (e.g., are we aggregating preferences or fusing pieces of uncertain evidence?). The fusion operators should be meaningful with respect to the scales which are used. The machinery should be also sound. This means that it is based on a mathematically coherent framework. Moreover fusion operators can be characterized by means of postulates; different general family of operators can thus be characterized; for instance we can distinguish in a given representation framework between operators which tolerate redundancy and operators which allow for reinforcement. The behavior of the operator with respect to conflicts is also a key feature. An interesting criterion might also be the amount of information which is lost when transforming the sets of information provided by the sources into a single body of information. Depending on the representation frameworks the expected loss of information may be more or less easily quantified. Another performance criterion is the computational complexity of the system, a practical issue of interest, which may be traded off against the possible loss of information and other related criteria such as the possibility of providing the user with explanations about fusion results.
For judging the value of the output of a fusion system from the point of view of the intended application, different issues should be raised. First, we may have a collection of examples of input situations for which the expected answers of the fusion systems are known by experience or expertise. If this is known before the system is designed, it plays the role of constraints for the fusion process; in particular some of these examples may suggest general requirements that the fusion process should satisfy. It may also happen that further examples of validated input/output are obtained later, that the fusion process fails to satisfy. This might be the case if the fusion result, playing the role of an "expert" prediction can be further checked against reality. Then there may be several reasons for this discrepancy. Either the new example violates principles on which the fusion process is based, which turns to be inappropriate, or the information provided by the sources is, whatever the fusion machinery may be, insufficient for obtaining the observed output. However, it might sometimes be difficult to determine the right reason in practice. Lastly, another issue of importance, far beyond the scope of the present study, is the cognitive validation of the representation framework used for modeling the information coming from the sources and the information provided as a result to the user, to make sure that the information entered is properly understood and that the information supplied is meaningful.
Clearly, all the above issues are very general, and it does not seem that there exists yet many works on validation and evaluation of fusion systems. The above remarks are just guidelines which have to be made more precise before being applied to a particular case.
