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The information trade-off in quantum measurement constitutes the fundamental basis of the
security and optimality of quantum information processing. While the trade-off between the amount
of obtained and disturbed information has been intensively studied and verified in the literature,
the reversibility of quantum measurement, additional critical quantity characterizing a quantum
measurement, remains obscure. A verification of the information balance in quantum measurement,
including all the information contents, is thus of considerable significance but is still lacking. Here
we establish the total information balance in quantum measurement by deriving the full trade-off
relations of the information contents, i.e., information gain, disturbance, and reversibility. The
reversibility turns out to play a crucial role, filling the gap between the gain and disturbance,
in completing the information balance. Our results implicate that information is preserved in an
ideal quantum measurement and reversal process. We classify all quantum measurements into
different sets based on the upper bounds of the information contents, determining different types of
optimal quantum measurements. We discuss the extension of the no-cloning theorem in the context
of quantum measurement and practical applications for optimizing measurement-based quantum
information protocols.
INTRODUCTION
Since the earliest days of quantum mechanics, quantum
measurement has been at the heart of fundamental quan-
tum theory [1]. It plays an essential role in most quan-
tum information protocols [2–4] not only for extracting
but also for transmitting, protecting, and correcting in-
formation [5–9]. The inevitable disturbance by quantum
measurement constitutes the fundamental basis of secure
quantum information technologies [10, 11]. A quantita-
tive verification of the information balance in quantum
measurement, such as the trade-off relation between the
amount of information gain and disturbance, is thus of
great importance from both fundamental and practical
points of view and has been a longstanding issue [12–23].
Meanwhile, the common belief that a quantum mea-
surement is irreversible has been revised in recent years
[24–40]. It turns out that a quantum measurement that
weakly interacts with the system can be reversed with a
non-zero probability [24, 25] so that a reversing operation
can faithfully recover the input state. The reversibility
has been regarded as a fundamental quantity, different
from the information gain and disturbance, character-
izing a quantum measurement [24–29]. The reversal of
quantum measurement has been studied for practical ap-
plications such as quantum error corrections [30], gate
operations [31, 32], and decoherence suppression [33–35],
and experimentally demonstrated with superconducting
[36], trapped-ion [37] and photonic qubits [33, 35, 38–40].
Some crucial questions arise in this circumstance: How
much information can be extracted, disturbed, and re-
versed by a quantum measurement? How are all these
quantities related? Is the total information preserved in
an ideal situation? Remarkably, although these questions
lie at the core of fundamentals and applications of quan-
tum measurement, we do not have any clear answer yet:
A global quantitative trade-off relation, including all the
information contents, is still missing, and the quantita-
tive links between the information contents have not been
completed yet.
Here we establish the information balance in quantum
measurement by deriving the full trade-off relations of
the information contents, i.e., information gain G, distur-
bance D, and reversibility R. We show that the global
trade-off relation (G-D-R) tightens further the trade-off
between the gain and disturbance (G-D) [17]. The trade-
off between disturbance and reversibility (D-R) compen-
sates the gain and reversibility relation (G-R). It turns
out that R plays a crucial role, filling the gap between
G and D, as the last piece of the puzzle to complete the
information balance. This implicates that a part of the
entire information can remain hidden in quantum mea-
surement, which can be retrieved by reversing operation.
Fundamentally, our work extends the scope of the in-
formation conservation law from the domain of the uni-
tarity (where the second law of thermodynamics [41–43]
or the no-cloning theorem [44] guarantees this) to the
quantum measurement (which cannot be treated as a
unitary process). We discuss a quantitative refinement
and extension of the no-cloning theorem in the context
of quantum measurement. Practically, our results deter-
mine the criteria of optimal quantum measurements. We
classify all quantum measurements into different sets ac-
cording to their optimality to reach the upper bound of
information contents and thoroughly analyze their rela-
tions. These offer useful guidelines for designing quantum
measurements in various quantum information protocols
in, such as quantum computation [6], teleportation [7],
quantum metrology [8], and quantum error corrections
[9]. As all the information contents are defined here to
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2be directly measurable, our results are ready to be tested
and applicable to any quantum information platforms.
RESULTS
General framework
We begin with the general framework of quantum mea-
surement and reversal process as illustrated in Fig. 1(a).
Assume that an arbitrary quantum state ρ is prepared
to convey information. A quantum measurement M is
then applied to extract the information, which certainly
changes ρ to another state. A subsequent operation R
is applied for reversal, attempting to recover the input
state ρ, i.e., (R ◦M)(ρ) ∝ ρ.
Suppose that, without loss of generality, the input
information is encoded into a pure state ρ = |ψ〉〈ψ|
in d-dimensional Hilbert space (We note in advance
that our result is valid for any mixed input state).
The quantum measurement M can be generally de-
scribed by a set of operators {Mˆr|r = 1, . . . , n} with∑
r Mˆ
†
r Mˆr = 1ˆ [3, 4]. For the outcome r, the input state
is disturbed and changed to |ψr〉 = Mˆr|ψ〉/
√
p(r, ψ)
where p(r, ψ) = 〈ψ|Mˆ†r Mˆr|ψ〉. Assume that, in this case,
the observer estimates the input state as |ψ˜r〉 with an
arbitrary estimation strategy. A subsequent operation
R is then applied to reverse M, which is described by
a set of operators {Rˆr,l|l = 1, . . . ,m}. Note that R
is here a selective process dependent on the result of
M and observer’s choice of {Rˆr,l} (note that it differs
from the recovery map [45, 46]). The final output state
is then given by |ψr,l〉 = Rˆr,lMˆr|ψ〉/
√
p(r, l, ψ), where
p(r, l, ψ) = 〈ψ|Mˆ†r Rˆ†r,lRˆr,lMˆr|ψ〉.
Definitions
Let us then define the information contents within the
general framework of quantum measurement and rever-
sal. For a given quantum measurement, the information
contents can be defined in terms of the closeness between
the input |ψ〉, post-measurement |ψr〉, estimated |ψ˜r〉,
and output |ψr,l〉 states (see Fig. 1(b)) as described in
what follows:
(i) Information gain: The amount of information ob-
tained by M can be quantified based on the overlap
between the input |ψ〉 and the estimated state |ψ˜r〉.
We define the information gain as the maximum es-
timation fidelity obtained by averaging |〈ψ˜r|ψ〉|2 over
all input states and possible measurement outcomes∫
dψ
∑n
r=1 p(r, ψ)|〈ψ˜r|ψ〉|2, which has the form (detailed
evaluation in Supplementary Information),
G = 1
d(d+ 1)
[
d+
n∑
r=1
(λr0)
2
]
, (1)
where λr0 is the largest singular value of Mˆr (see Meth-
ods). It is scaled in the range 1/d ≤ G ≤ 2/(d+1), where
a b
r l
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FIG. 1. (a) Quantum measurement M and reversal process
R. (b) The input, post-measurement, estimated and output
states in a single trial (when the outcomes of the measurement
and reversal are respectively r and l) are denoted by |ψ〉,
|ψr〉, |ψ˜r〉, and |ψr,l〉, respectively. The closeness of those
states in average determines the information contents of a
given quantum measurement M.
the upper bound is reached by a von Neumann measure-
ment and the lower bound is obtained with a unitary
operation or a random guess.
(ii) Disturbance: Consider the operation fidelity of
the process first. The operation fidelity of M is de-
fined as the maximum average fidelity between the
input |ψ〉 and the post-measurement state |ψr〉, i.e.,∫
dψ
∑n
r=1 p(r, ψ)|〈ψr|ψ〉|2, resulting in (see Supplemen-
tary Information)
F = 1
d(d+ 1)
[
d+
n∑
r=1
( d−1∑
i=0
λri
)2]
, (2)
where λri is the singular values of Mˆr. Similarly, the op-
eration fidelity of the overall process R◦M is given as the
maximum average fidelity between the input |ψ〉 and out-
put state |ψr,l〉, i.e.,
∫
dψ
∑n
r=1
∑m
l=1 P (r, l, ψ)|〈ψr,l|ψ〉|2,
which has the form
F(R ◦M) = 1
d(d+ 1)
[
d+
n∑
r=1
m∑
l=1
( d−1∑
i=0
λriλ
r,l
i
)2]
, (3)
where λr,li is the singular values of Rˆr,l. The operation
fidelity is scaled in the range 2/(d + 1) ≤ F ≤ 1, where
the upper bound is reached by a unitary operation, while
the lower bound is obtained with a von Neumann mea-
surement. We now define the disturbance induced by M
as
D = 1−F , (4)
scaled in the range 0 ≤ D ≤ (d− 1)/(d+ 1).
(iii) Reversibility: We consider the success event of
the reversing operation R, which faithfully recovers the
input state, i.e., |ψr,l〉 ∝ |ψ〉. Assume that Rˆr,l for l =
1, 2, . . . , s < m are associated with the success event s.t.
Rˆr,lMˆr|ψ〉 = ηr,l|ψ〉 with a complex variable ηr,l. The
reversibility is defined as the maximum overall success
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FIG. 2. Three information contents of quantum measurement,
i.e., the information gain G, disturbance D = 1 − F , and
reversibility R, and their quantitative links: (G-D) in [17],
(G-R) in [29], (G-D-R) Theorem 1, (D-R) Theorem 2.
probability,
R = max
{Rˆr,l}
∫
dψ
n∑
r=1
s<m∑
l=1
|〈ψ|Rˆr,lMˆr|ψ〉|2 =
n∑
r=1
(λrd−1)
2,
(5)
where λrd−1 is the smallest singular value of Mˆr (see
Methods for the detailed evaluation), which is scaled
0 ≤ R ≤ 1.
The optimal reversing operator can be defined in this
context as below: We set s = 1 without loss of gen-
erality. If the quantum measurement operator is given
as Mˆr = VˆrDˆr with a unitary operator Vˆr and a di-
agonal matrix Dˆr =
∑d−1
i=0 λ
r
i |i〉〈i| in the singular value
decomposition (see Methods), its optimal reversing op-
erator can be written by Rˆr,1 = λ
r
d−1Dˆ
−1
r Vˆ
†
r , where
Dˆ−1r =
∑d−1
i=0 (λ
r
i )
−1|i〉〈i| with nonzero λri . For exam-
ple, a unitary operation is deterministically reversible
R = 1, while a von Neumann measurement is irre-
versible R = 0. A weak measurement, Mˆ1 = √η|1〉〈1|
and Mˆ2 = |0〉〈0| +
√
1− η|1〉〈1| with a measurement
strength 0 ≤ η ≤ 1, can be optimally reversed by
Rˆ2,1 =
√
1− η|0〉〈0| + |1〉〈1| and Rˆ2,2 = √η|0〉〈0| when
the outcomes of the measurement and reversal process
are respectively r = 2 and l = 1. The reversibility here
is R = 1− η.
We now have three information contents characteriz-
ing a quantum measurement, i.e., information gain G,
disturbance D, and reversibility R. These are defined as
universal (i.e., independent of the input state) and have
a clear operational meaning, fulfilling the requirement of
the information content in quantum measurement [23].
Note that the information contents, evaluated with pure
input states (i.e., ρ = |ψ〉〈ψ|), are generally valid for
arbitrary mixed input state ρ, as the maximum averaged
in the space of pure states should be the maximum in the
space of convex combination of pure states (i.e., mixed
states).
Trade-off relations
Now, we derive the trade-off relations of the information
contents in quantum measurement and reversal process.
Let us first introduce and prove a useful inequality
on the link between the reversibility and the overall
operation fidelity:
Lemma 1. For any quantum measurement M and subse-
quent reversal R process, the reversibility R of the mea-
surement and the operation fidelity of the overall process
F(R ◦M) satisfy
2 + (d− 1)R ≤ (d+ 1)F(R ◦M), (6)
in arbitrary (finite) dimension d ≥ 2.
The equality in (6) can be reached if and only if the
quantum measurement satisfies
~uli · ~ulj = δij |~uli|2, ∀l 6= 1 (7)
where the vector ~uli is defined in terms of the singular val-
ues of the measurement operators {Mˆr} and the reversing
operators {Rˆ†r,l} as ~uli = (λr=1i λr=1,li , . . . , λr=ni λr=n,li ) for
i = 0, . . . , d−1. The details of the proof of Lemma 1 and
its saturation condition are in Methods. Lemma 1 can
be used to derive the trade-off relations presented in the
following.
Before presenting the derivation of our main results, we
introduce two trade-off relations of information contents
derived previously, denoted by G-D [17] and G-R [29] as
below:
(G-D: Information gain and Disturbance trade-off)
The trade-off relation between the information gain G
and disturbance D = 1− F was derived in Ref. [17] as,√
F − 1
d+ 1
≤
√
G − 1
d+ 1
+
√
(d− 1)
(
2
d+ 1
− G
)
.
(8)
This is the quantitative proof of the heuristic knowledge
‘the more information is obtained by quantum measure-
ment, the more the quantum state is disturbed.’ It draws
the upper bound of the amount of information that quan-
tum measurement can extract with minimal disturbance.
(G-R: Information gain and Reversibility trade-off)
The trade-off relation between the information gain G
and reversibility R was derived in Ref. [29] as,
d(d+ 1)G + (d− 1)R ≤ 2d, (9)
which was the first information-theoretic approach intro-
ducing the role of the reversibility in quantum measure-
ment. It shows that ‘the more information is obtained by
quantum measurement, the less reversible the quantum
measurement is.’ However, a global trade-off relation in-
cluding all three information contents has been missing so
far. The full quantitative links between the information
three information contents have also not been completed
(see Fig. 2).
4We now intend to derive the global trade-off relation,
including all the information contents, G, D, and R,
aiming to complete the total information balance, as
below:
Theorem 1. (G-D-R: Global trade-off relation) The
information gain G, disturbance D, and reversibility R
of quantum measurement always satisfy√
F − 1
d+ 1
≤
√
G − 1
d+ 1
+
√
R
d(d+ 1)
(10)
+
√
(d− 2)
(
2
d+ 1
− G − R
d(d+ 1)
)
,
where F = 1−D, in arbitrary (finite) dimension d ≥ 2.
The inequality in (10) determines the quantitative
relation of the three information contents, G, D, and R
(see Methods for the details of the proof). It draws the
upper bound of F or equivalently the lower bound of D
with respect to both G and R. When d = 2, it becomes
equivalent to G-D. In general, for d > 2, the derived
G-D-R inequality in (10) is fundamentally different
from G-D in (8) as well as G-R in (9). For the relation
between the information gain and disturbance, G-D-R
provides a tighter bound than G-D, which becomes clear
with its saturation condition described below.
(G-D-R saturation condition) The G-D-R inequality (10)
is saturated if and only if the quantum measurement sat-
isfies following conditions: all ~vi for i = 0, · · · , d − 1 are
collinear and
|~v1| = · · · = |~vd−2|, (11)
where ~vi = (λ
r=1
i , . . . , λ
r=n
i ).
See Methods for the detailed description of the con-
dition. We can see that a quantum measurement satis-
fying the G-D-R saturation condition also satisfies the
saturation condition of G-D (i.e., all ~vi are collinear and
|~v1| = · · · = |~vd−1| [17]), but the converse is not always
true. It indicates that the information balance can be
more tightly characterized by G-D-R in a broader set of
quantum measurements than G-D. In the section ‘Clas-
sification of quantum measurements,’ we further discuss
on the different sets of quantum measurements classified
based on the saturation conditions of the trade-off rela-
tions. Besides, we also analytically show that the right-
hand side of the inequality (10) is always lower than or
equal to the right-hand side of the inequality (8) (see
Methods), which guarantees that G-D-R tightens G-D.
We then introduce another useful inequality on the
change of the operation fidelity by reversing operation
as below:
Lemma 2. The overall operation fidelity of quantum
measurement and reversal process, R ◦ M, is upper
bounded by the operation fidelity of M, i.e.,
F(R ◦M) ≤ F(M), (12)
where F(M) = F in our definition.
See Methods for the details of the proof. Note that
the equality holds when M is a unitary operation or
von Neumann measurement. The inequality in (12)
indicates that ‘the disturbance in quantum measurement
never decreases by any subsequent reversal opera-
tion.’ By the definition of the reversing operation,
i.e., (R ◦ M)(ρ) ∝ ρ, the inequality is also valid for
any subsequent measurement M′ applied after M,
s.t. F(M′ ◦ M) ≤ F(R ◦ M) ≤ F(M). This can
be further generalized to arbitrary k-times sequential
quantum measurements, s.t. F(Mk ◦ · · ·M2 ◦ M1) ≤
· · · ≤ F(M2 ◦M1) ≤ F(M1). The inequality in (12)
and the others mentioned above are intuitively plausible
by the second law of thermodynamics. Lemma 2 is not
only useful to derive the trade-off relation of information
contents but also of great significance in itself. It
indicates the non-increasing of the average fidelity of the
output state with the input by reversing operations so
that it differs from but may be fundamentally related to
the data processing inequality [42].
Let us then introduce and prove the quantitative
relation between the disturbance and reversibility in
terms of Lemma 1 and 2:
Theorem 2. (D-R: Disturbance and Reversibility
trade-off) The disturbance D and reversibilityR of quan-
tum measurements satisfy
(d− 1)R+ (d+ 1)D ≤ d− 1, (13)
in arbitrary (finite) dimension d ≥ 2.
Proof– From Lemma 1 and Lemma 2, (d− 1)R ≤ (d+
1)F(R ◦M)− 2 ≤ (d+ 1)F − 2. By D = 1−F , we can
derive the inequality (13). 
The inequality in (13) compensates other trade-off re-
lations, determining the upper bound of R by D. It
implies that ‘the more disturbance induced by a quan-
tum measurement, the less reversible the measurement
is.’ The equality holds for von Neumann measurements
or unitary operations.
Now, we have completed the full quantitative links of
the three information contents, i.e., the information gain,
disturbance, and reversibility of quantum measurement,
as illustrated in Fig. 2.
Information balance
Suppose that we choose and modify a quantum measure-
ment to extract information G maximally from the input
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FIG. 3. Trade-off relations. Left: An example with d =
3, showing that G-D-R tightly bounds the information gain
and disturbance relation than G-D. The gap between G-D-
R and G-D curves is due to the reversibility R (details in
Supplementary Information). Right: The upper bounds of
G-R and D-R relations are plotted with arbitrary d.
state. Such an optimization inevitably increases the dis-
turbance D (i.e., decreases F) from the relation G-D.
The operation fidelity F can be interpreted here as the
remaining information in the post-measurement state as
a part of the initially encoded information into the in-
put state. On the other hand, there exists a hidden part
of information, by which we can recover the input state
by a subsequent reversing operation on the output state,
the amount of which is associated with R. It turns out
that R fills the gap between G and D, and tightens fur-
ther the trade-off relations beyond G-D as proved in the
previous section. The upper bounds of G, F , and R are
determined by the trade-off relations as plotted in Fig. 3,
showing that the three quantities are balanced within the
total quantum information.
We note that some missing parts of the information
would exist, accounted for by none of G, F , or R. Such
a missing part should be due to the non-optimality of
quantum measurement or ignorance in the estimation of
the input state based on the measurement outcomes. In
this context, the optimal quantum measurement can be
defined to reach the upper bounds of trade-off relations,
including G, D and R, without any unaccounted part
of the total information. This generalizes further the
definition of optimal quantum measurement to reach the
bound of G-D with minimal disturbance [20, 39, 47]. We
show that all quantum measurements can be classified
into different sets by different trade-off relations in the
following.
Classification of quantum measurements
The saturation conditions of the trade-off relations de-
termine the criteria for classifying the type of quantum
measurements. Consider the set S whose elements are
all quantum measurements. As subsets of S, denote
by SG-D-R, SG-D, SG-R, and SD-R the sets of quan-
tum measurements saturating G-D-R, G-D, G-R, and
D-R, respectively. The saturation condition of G-R is
Mˆ†r Mˆr = ar|jr〉〈jr| + br 1ˆ where jr ∈ {0, · · · , d − 1} and
ar and br are non-negative parameters [29]. It was shown
in Ref. [39] that a quantum measurement saturating
G-D always satisfies the condition saturating G-R, while
the converse is not true, s.t. SG-R ⊃ SG-D. In the
previous section from Theorem 1, we have observed that
SG-D-R ⊃ SG-D, i.e, a quantum measurement saturating
G-D always saturates G-D-R, but the converse is not
true. We can further find that SG-D-R ∩ SG-R = SG-D
from the saturation conditions of G-D-R and G-R (see
Methods). The elements of SD-R are either unitary oper-
ators or von Neumann measurements by Theorem 2. As
a result, we complete the Venn diagram of quantum mea-
surement sets as illustrated in Fig. 4, classified based on
their fundamental upper bounds of information contents.
Examples
Let us consider some examples of different types of quan-
tum measurements:
(i) Assume that a von Neumann measurement Pˆ =
|i〉〈i| is performed on arbitrary d-dimensional quantum
states. It allows one to obtain the maximum information
G = 2/(d + 1). Therefore, neither of any information
remains at the post-measurement state F = 2/(d + 1)
nor is recoverable R = 0. It is straightforward to see
that these quantities saturate all the trade-off relations.
(ii) Consider a weak quantum measurement with op-
erators Mˆ1 =
√
p|1〉〈1| and Mˆ2 = |0〉〈0|+
√
1− p|1〉〈1|+
|2〉〈2|, performed on an arbitrary quantum state |ψ〉 in
3-dimensional Hilbert space. While the input state |ψ〉 is
completely collapsed on |1〉 when the outcome r = 1, it is
partially collapsed when r = 2 so that the measurement
is reversible (for p < 1). The optimal reversing operators
are Rˆ2,1 =
√
1− p|0〉〈0| + |1〉〈1| + √1− p|2〉〈2| (success
All Quantum 
MeasurementsSG-D-R
SG-RSG-D
SD-R
(i)
(ii)
(iii)
(iv)
(v)
S
FIG. 4. A Venn diagram is constructed for quantum measure-
ments based on their optimality to reach the bounds of G, D,
and R by the trade-off relations. The quantum measurements
(i)-(v) given in the ‘Examples’ section are the representative
examples of the different types of quantum measurements in
each divided region.
6reversal) and Rˆ2,2 =
√
p|0〉〈0| + √p|2〉〈2|. The amount
of obtained information is G = (4 + p)/12, while the re-
maining and reversible ones are F = (2 +√1− p)/3 and
R = 1 − p, respectively. These quantities satisfy all the
trade-off relations but do not saturate any of them.
(iii) Consider a quantum measurement Mˆi =
√
p|i〉〈i|+√
(1− p)/2(1ˆ − |i〉〈i|), i = 0, 1, 2 for 1/3 ≤ p ≤ 1. It be-
comes a von Neumann measurement when p = 1 and a
unitary operator when p = 1/3. It causes a partial col-
lapse of the input state and can be reversed for 1/3 < p <
1. For each outcome r = i, the optimal reversing opera-
tion is defined with Rˆi,1 =
√
(1− p)/2p|i〉〈i|+(1ˆ −|i〉〈i|)
(success reversal) and Rˆi,2 =
√
(3p− 1)/2p|i〉〈i|. For
this, we can obtain G = (1 + p)/4, F = (3 − p +
2
√
2p(1− p))/4, and R = 3(1− p)/2, which are saturat-
ing G-D, G-D-R, and G-R relations, i.e., {Mˆr} ∈ SG-D-R,
{Mˆr} ∈ SG-D and {Mˆr} ∈ SG-R.
(iv) Consider a quantum measurement, Mˆi =√
p|i〉〈i|+√2(1− p)/3|i+1〉〈i+1|+√(1− p)/3|i+2〉〈i+
2|, i = 0, 1, 2 for 2/5 ≤ p ≤ 1, where |i〉 ≡ |i mod 3〉 in
3-dimensional Hilbert space. It can be optimally reversed
by Rˆi,1 =
√
(1− p)/3p|i〉〈i|+√1/2|i+1〉〈i+1|+|i+2〉〈i+
2| and Rˆi,2 =
√
(4p− 1)/3p|i〉〈i|+√1/2|i+1〉〈i+1|. We
can obtain G = (1 + p)/4, F = (3 +√2(1 − p) + (√3 +√
6)
√
p(1− p))/6, and R = 1−p. These saturate G-D-R
but do not saturate G-D and G-R, i.e., {Mˆr} ∈ SG-D-R,
{Mˆr} /∈ SG-D and {Mˆr} /∈ SG-R.
(v) Consider a quantum measurement, Mˆi =√
1/3|i〉〈i| + √p/6(|i + 1〉〈i + 1| + |i + 2〉〈i + 2|) for
i = 0, 1 and Mˆ2 =
√
(3− p)/3|2〉〈2|+√(4− p)/6(|0〉〈0|+
|1〉〈1|) for 0 ≤ p ≤ 1. It can be optimally reversed
with Rˆi,1 =
√
p/2|i〉〈i| + |i + 1〉〈i + 1| + |i + 2〉〈i + 2|
and Rˆi,2 =
√
(1− p)/2|i〉〈i| for i = 0, 1, and Rˆ2,1 =√
(4− p)/2(3− p)|2〉〈2| + |0〉〈0| + |1〉〈1| and Rˆ2,2 =√
(2− p)/2(3− p)|2〉〈2|. We can obtain G = (14−p)/36,
F = (32 − p + 4√2p + 2√6− 2p√4− p)/72, and R =
(4 + p)/6. Notably, these saturate G-R but do not satu-
rate G-D-R and G-D, i.e., {Mˆr} ∈ SG-R, {Mˆr} /∈ SG-D-R
and {Mˆr} /∈ SG-D.
We have observed the information balance in quantum
measurement with several examples given above: the to-
tal information is divided into G, D, and R by each mea-
surement and balanced by the change of the parameter p.
While all the trade-off relations are satisfied by each of
them, some or none are saturated. Each of the examples
(i) - (v) given above represents each divided region in the
diagram of quantum measurement sets as illustrated in
Fig. 4.
DISCUSSION
We have established the complete information balance
in quantum measurement, by deriving the full quantita-
tive trade-off relations between information gain, distur-
bance, and reversibility. A quantum measurement trans-
fers the initial information contained at the input state to
the i) obtained information G, ii) remaining information
(at the post-measurement state) F , and iii) reversible
information R. Our result clearly shows that the three
quantities are balanced by the trade-off relations. The
reversibility R turns out to play an essential role in com-
pleting the information balance, filling the gap between
the information gain G and disturbance D = 1−F . Note
that the three information contents are defined to be uni-
versal (i.e., independent of the input state) and have clear
operational meaning, fulfilling a general requirement of
the information content in quantum measurement [23].
While all quantum measurements, including noisy or
weak measurements, satisfy the trade-off relations, the
conditions to saturate them determine optimal quantum
measurements. We have classified all quantum measure-
ments into different sets based on their optimality to
reach the upper bounds of G, D, and R, and then thor-
oughly analyzed their relations resulted in the Venn di-
agram in Fig. 4. These provide useful guidelines for de-
signing a quantum measurement according to its role in
the protocol. For example, maximum gain with minimal
disturbance is desirable for estimating or discriminating
quantum information [39], whereas maximum reversibil-
ity fits the role of transmitting [7] or protecting [9] quan-
tum information. Details of the applications and imple-
mentations of the optimal quantum measurements will
be presented elsewhere [48].
Our results ensure that total information does not in-
crease in quantum measurement and reversal process.
This can be interpreted as a quantitative refinement of
the no-cloning theorem in the context of quantum mea-
surement. As a direct application, we can consider the
universal cloning machine, which has been analyzed so
far either as a deterministic process with a lower fidelity
[49–54] or a probabilistic one for exact cloning [55, 56].
By contrast, our results allows to enhance the fidelity by
sacrificing the success probability of the cloning. Note
that the trade-off relations between G, D, and R deter-
mine the quantitative upper bounds of the performance
of the cloning (see Supplementary Information for further
details).
An important path for further research is to analyze
the effects of noise in quantum measurement. Specific
practical applications to near-term quantum processors
may be a next step of research. Studying the informa-
tion flow in sequential quantum measurements would also
be interesting, in which the uncertainty relation between
measurements may be crucial. It may also be valuable to
translate our results into the context of quantum ther-
modynamics [57, 58]. As the information contents G, D,
and R are defined as measurable quantities, the derived
trade-off relations are ready to be tested in any quan-
tum information platforms, e.g., superconducting [36],
ion trap [37], and photonic qubits [33, 35, 38–40]. Our
7work opens a new information-theoretic perspective on
quantum measurement and has the potential for wider
application in quantum information technologies.
METHODS
Singular value decomposition
By the singular value decomposition, a measurement op-
erator Mˆr can be represented as Mˆr = VˆrDˆrWˆr in terms
of unitary operators Wˆr and Vˆr and a diagonal matrix
Dˆr =
∑d−1
i=0 λ
r
i |i〉〈i|. Without loss of generality, assume
that the singular values are defined here in decreasing
order, λr0 ≥ λr1 ≥ . . . ≥ λrd−1 ≥ 0. Note that the singular
values satisfy the completeness relation
∑
r
∑
i(λ
r
i )
2 = d.
Similarly, the operator of reversing operation can be
represented as Rˆr,l = Vˆr,lDˆr,lWˆr,l with Wˆr,l and Vˆr,l and
a diagonal matrix Dˆr,l =
∑d−1
i=0 λ
r,l
i |i〉〈i|. We also here
assume, without loss of generality, that Wˆr = Vˆr,l = 1ˆ .
Proof of Lemma 1
For optimally chosen R = {Rˆr,l} to reverse M = {Mˆr},
the singular values are given by λr,l=1i = λ
r
d−1/λ
r
i . If
we define ~uli = (λ
r=1
i λ
r=1,l
i , . . . , λ
r=n
i λ
r=n,l
i ), the second
term of F(R ◦M) in Eq. (3)
n∑
r=1
m∑
l=1
( d−1∑
i=0
λriλ
r,l
i
)2
=
∑
i,j
∑
l
~uli . . . ~u
l
j
=
∑
i,j
(~ul=1i · ~ul=1j +
∑
l 6=1
~uli · ~ulj)
= d2
∑
r
(λrd−1)
2 +
∑
i,j
∑
l 6=1
~uli · ~ulj ,
(14)
and
∑
i,j
∑
l 6=1 ~u
l
i ·~ulj ≥
∑
i
∑
l 6=1 |~uli|2, where the equality
is reached with a condition ~ul 6=1i · ~ul 6=1j = δi,j |~uli|2. From
the completeness relation of the overall measurements,
n∑
r=1
m∑
l=1
d−1∑
i=0
(λriλ
r,l
i )
2 = d
∑
r
(λrd−1)
2 +
∑
i
∑
l 6=1
|~uli|2 = d.
Therefore,
F(R ◦M) = 1
d(d+ 1)
[
d+ d2
∑
r
(λrd−1)
2 +
∑
i,j
∑
l 6=1
~uli · ~ulj
]
≥ 1
d(d+ 1)
[
2d+ (d2 − d)R],
where R = ∑r(λrd−1)2. As a result, we can obtain
2 + (d− 1)R ≤ (d+ 1)F(R ◦M), (15)
with the equality condition ~ul 6=1i · ~ul 6=1j = δi,j |~uli|2. 
Proof of Theorem 1
Let us first define ~vi = (λ
r=1
i , . . . , λ
r=n
i ). Then, g ≡
d(d + 1)G − d = ∑r(λr0)2 = |~v0|2, f ≡ d(d + 1)F −
d =
∑
r(
∑
i λ
r
i )
2 =
∑
i,j ~vi · ~vj , and R =
∑
r(λ
r
d−1)
2 =
|~vd−1|2. The completeness relation can be written by∑
r
∑
i(λ
r
i )
2 =
∑
i |~vi|2 = d.
From the Schwarz inequality,
f ≤
d−1∑
i,j=0
|~vi||~vj | =
(∑
i
|~vi|
)2
=
(√
g +
√
R+
d−2∑
i=1
|~vi|
)2
,
(16)
where the equality can be reached where all the vectors
~vi are collinear. Then, from the inequality of arithmetic
and quadratic means,
d−2∑
i=1
|~vi| ≤
√√√√(d− 2) d−2∑
i=1
|~vi|2, (17)
where the equality can be reached when |~v1| = · · · =
|~vd−2|. Here, the right hand side can be rewritten by the
completeness relation as
√
(d− 2)(d− g −R). There-
fore, we can obtain√
f ≤ √g +
√
R+
√
(d− 2)(d− g −R), (18)
and equivalently√
F − 1
d+ 1
≤
√
G − 1
d+ 1
+
√
R
d(d+ 1)
(19)
+
√
(d− 2)
(
2
d+ 1
− G − R
d(d+ 1)
)
.

Proof that G-D-R tightens G-D
Assume that we have d − 1 non-negative real numbers
xi where i = 0, · · · , d − 1. From the inequality between
arithmetic and quadratic mean,(
1
d− 1
d−1∑
i=1
xi
)2
≤ 1
d− 1
d−1∑
i=1
x2i . (20)
where the equality holds if and only if x1 = x2 = · · · =
xd−1. By letting x1 =
√R and x2 = · · · = xd−1 =√
(d− g −R)/(d− 2), we can obtain
√
R+
√
(d− 2)(d− g −R) ≤
√
(d− 1)(d− g), (21)
which indicates that G-D-R is tighter than G-D. 
Proof of Lemma 2
If we define a vector ~uri = (λ
r
iλ
r,l=1
i , . . . , λ
r
iλ
r,l=m
i ), the
second term of F(R ◦M) in Eq. (3) can be written by
n∑
r=1
m∑
l=1
( d−1∑
i=0
λriλ
r,l
i
)2
=
n∑
r=1
∑
i,j
~vri · ~vrj . (22)
8Then, by the Schwarz inequality,
n∑
r=1
∑
i,j
~vri · ~vrj ≤
n∑
r=1
∑
i,j
∣∣~vri ∣∣∣∣~vrj ∣∣ = n∑
r=1
(∑
i
∣∣~vri ∣∣)2
=
n∑
r=1
(∑
i
λri
√∑
l
(λr,li )
2
)2
. (23)
Let us define Xi =
∑
l(λ
r,l
i )
2, which satisfies the
completeness relation
∑
iXi = d. We then use the
Lagrangian method with Lagrangian equation L =∑
i λ
r
i
√
Xi−Λ(
∑
iXi− d) where Λ is a Lagrangian mul-
tiplier. From ∂L/∂Xi = 0,
√
Xi = Λ, ∀i. Together with
the constraint by
∑
iXi = d, we can find that
∑
i λ
r
i
√
Xi
has the maximum when Xi = 1, ∀i. Therefore, we arrive
at
n∑
r=1
m∑
l=1
( d−1∑
i=0
λriλ
r,l
i
)2
≤
n∑
r=1
( d−1∑
i=0
λri
)2
, (24)
and, from Eq. (2),
F(R ◦M) ≤ F(M). (25)

Proof of SG-D-R ∩ SG-R = SG-D
We can prove that a quantum measurement satisfy-
ing both saturation conditions of G-D-R and G-R al-
ways saturates G-D. From the condition to saturate G-
D-R described in Eq. (11), the singular values satisfy
λr0 ≥ λr1 = · · · = λrd−2 ≥ λrd−1. The measurement opera-
tor is then written by Mˆr = λ
r
0|0〉〈0| + λr1(|1〉〈1| + · · · +
|d− 2〉〈d− 2|) + λrd−1|d− 1〉〈d− 1| so that
Mˆ†r Mˆr =
{
(λr0)
2 − (λrd−1)2
}|0〉〈0|
+
{
(λr1)
2 − (λrd−1)2
}(|1〉〈1|+ · · ·+ |d− 2〉〈d− 2|)
+ (λrd−1)
21ˆ .
(26)
If it satisfies the saturation condition of G-R, i.e.,
Mˆ†r Mˆr = ar|jr〉〈jr| + br 1ˆ with non-negative ar and br
where jr ∈ {0, . . . , d− 1} [29], we can find that
λr1 = λ
r
d−1. (27)
As a result, the quantum measurement satisfies the
saturation condition of G-D, i.e., all ~vi are collinear and
|~v1| = · · · = |~vd−1|, where ~vi = (λr=1i , . . . , λr=ni ) [17]. 
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