









"","QOL."~,~1'<' __ '_ ... ~ ..... _. "'., 
: f'.~ '. . '. I j n! .. ", (, " (i I; 'c' i 












TECHN. HQCH._;:': '; 











Zl:M GEBHAUCH BEI VORLESUNGEN 
ZUSAMMENGESTELLT 
VON 
Ih. ROBERT FRICKE, 
PROFESSOR A~ ll.Ell TE('H~lSL'HE~ HO('HS('H'CLE zr BR..1T;XSCHWEIG. 
ERSTEIt 'l'HEIL. 
BRAUNSCHWEIG, 
DRGCK U~D VERLAG VO:i' FRIEDRICH VIEWEG l"XD ~OHX. 








VOR WO R T. 
Die hier gebotene Darstellung der Grundsätze der Differen-
tial- und Integralrechnung ist in erster Linie für die Studirenden 
an technischen Hochschulen bestimmt. Sie soll denselben eine 
Erleichterung in der Auffassung der Vorlesung über Differential-
und Integralrechnung, aber keinen Ersatz dieser Vorlesung bieten. 
Es erscheint hier nur mehr der wesentlichste Gedankeninhalt 
jener Vorlesung in knapper, jedoch sachlich ziemlich vollständiger 
Form zusammengetragen. Alle näheren Darlegungen und zumal 
fast alle Ausführungen an Beispielen bleiben der Vorlesung selber 
vorbehalten. 
Die Strenge in den Begriffsbildungen und den Beweisfiihrullgeu 
habe ich so weit getrieben, als sie mir zweckmässig und durch-
führbar schien. Dass vereinzelte Wendungen dem scharfen ("1'-
theil nicht genehm erscheinen werden. weiss ich sehr wohl; doch 
darf ich zur Entschuldigung auf den Zweck hinweisen, dem der 
Leitfaden dienen soll. 
Das vorliegende erste Heft umfasst den Stoff, welcher in 
der Vorlesung über Differential- und Integralrechnung während 
des ersten Semesters zu bewältigen ist. Die Anordnung ist so 
gewählt, dass zu Beginn des zweiten Semesters die Vorlesungen 
über technische Mechanik ungehindert einsetzen können. 
Es ist für das Verständniss der Vorlesung über Differential-
und Integralrechnung ,on grundlegender Wichtigkeit. die zu ent-
wickelnden abstracten Vorstellungen, wo es immer angeht, durch 
anschauliche Beispiele zu beleben. Die Geometrie der CuneH 
und für die späteren 'fheile diejenige der Oberttächen bieten hier 
eine fast unerschöpfliche Fundgrube zweckmiissiger Beispieh·. 
Hierbei handelt es sich um AnschauulIgen, die :lllen Zuhörem 
gleichmässig zugänglich sind, und die ohnehin tlurch die gleich-




In den mathematischen Vorlesungen der späteren Semester 
wird man entsprechend die bis dahin entwickelten technischen 
V orlesungen für die Auswahl von Beispielen verwerthen. Wollte 
man dies bereits im ersten Semester bei der Grundlegung der 
Differentialrechnung versuchen, so würde bei der Zusammensetzung 
der Zuhörerschaft dadurch aus nahe liegenden Gründen das Ver" 
ständniss der Vorlesung nicht unerheblich erschwert werden. 
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Einleitung in die Differentialrechnung. 
1. Veränderliche und unveränderliche GrÖssen. 
Erklärung: Eine Grösse, welche im Laufe der Zeit L'erschiedcne 
Werthe annimmt, heisst eine veränderliche oder variabele Grösse oder 
kurz eine "Variabele"; man bezeichnet solche Variabele in der Regel 
durch die letzten Buchstaben des Alphabets, wie x, y ... , X, Y ... , g, 
1J • • • Eine Grösse, welche im Lauje der Zeit ihren Zahl/fertk beibehält, 
heisst eine unveränderliche oder constante Grösse oder kurz eine "Oon-
stante"; zztr Bezeichnung von Oonstanten bedient man sich meist der 
Anjangsb1tchstaben des Alphabets a, b .. ., A, B ... , IX, ß ... 
Zur geometrischen Deutung constanter oder variabeler Grössen 





Fig. 1. Fig. 1 andeutet, als Bilder der 




2 rationalen und irrationalen 
Brüche gelten. 
Eine Yariabele x heisst un-
beschl'iinkt wl'iaue7, falls sie 
jeden möglichen Werth an-
nehmen kann, falls also ihr 
Bildpunkt auf der Zahlenlinie an jede Stelle derselben gelangen kann. 
Wird dagegen die Yariabele ;1' niemals kleiner als eine Zahl a und niemals 
grösser als eine Zahl b, die > a ist, so schreibt man: 
a<:r<b 
und bezeichnet die in Fig. 2 angedeutete Strecke der Zahlenlinie von 
abis b als das Intermll der VariabeleIl x. 
2. Begriff der Functionen und geometrische Deutung 
derselben. 
Erklärung: Sind zwei Variabelc x und y derart an einlwder ge-
bunden, dass bei Veriillderungcl1 l'Oli x sich die l"ariabcle !I "nach einem 
F ri c k e. Leitfaden. 1. 1 
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2 I. Einleitung in die Differentialrechnung. 
festen Gesetz" mitändert , so heisst y eine "Function" von x. Man sieht 
das zwischen x und y bestehende Verhältniss so an, dass man x als die 
"unabhängige" Variabele auffasst, die Function y von x aber als die 
"abhängige" . 
Der Begriff der Function ist der wichtigste in den Anwendungen 
der höheren Mathematik vorkommende Fundamentalbegriff, und auf 
die Functionen beziehen sich die Operationen der Differential- und 
Integralrechnung. 
Die für die Rechnung geeignetste Art der Angabe einer Function 
ist diejenige vel·möge einer Gleichung, wie z. B.: 
y = 2 x + 7 oder y = ax2 + bx + c. 
Will man bei einer auf eine oder mehrere Functionen bezogenen 
Betrachtung unentschieden lassen, um welche besonderen Functionen 
Fig. 3. 
x x-Axe 
es sich handelt, so bedient man 
sich der symbolischen Schreibweise 
y=f(x) oder y=g(x), oder 
auch y = F(x), = cp (x) und 
dergl. mehr. Man spricht dann 
kurz von einer »Function f(x)" 
oder einer »Function g (x)" u. s. w. 
und bezeichnet die unabhängige 
Variabele x auch wohl als das 
Argument der Function fex) etc. 
Ist die Gleichung, durch welche man eine Function giebt, noch 
nicht nach y aufgelöst, so spricht man von einer 1tnentwickelten oder 
Fig. 4. impliciten Angabe der Fttnction und nennt 
in abgekürzter Sprechweise für diesen Fall 
wohl auch die Function selbst eine unent-
wickelte oder implicite. Als Beispiel diene 
die durch die Gleichung: 
y2 - X - 6 Y + 11 = 0 
gegebene Function y von x. Die gleiche 
Function ist als explicite, d. i. entwickelte 
Function definirt oder kurz expliC'ite gegeben 
durch die Gleichung: 
y = 3 + Vx - 2. 
Als symbolische Schreibweisen impliciter Func-
tionen dienen Gleichungen der Gestalt f (x, y) = 0, F (x, y) = 0 u. s. w. 
Um eine geometrische Versinnlichung der Functionen zu gewinnen, 
benutzt man für gewöhnlich ein rechtwinkliges Coordinatensystem in 
der Ebene, wie es in der analytischen Geometrie gebräuchlich ist. Der 
einzelne Punkt der Ebene bekommt eine Abscisse x und eine Ordinate 
y (vergl. Fig. 3), die wir auch zusammenfassend die Coordinaten x, y 
Digitale Bibliothek Braunschweig
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I. Einleitung in die Differentialrechnung. 3 
des Punktes nennen. Alle Punkte, deren Co ordinaten x, y eine 
Gleichung Y = f (x) oder P (x, y) = 0 befriedigen, bilden eine in der 
Ebene gelegene Curve, wie in der analytischen Geometrie gezeigt wird. 
Lehrsatz: Deutet man x und y als recht1t'inklige Coordinaten in 
einer Ebene, so stellt die Gleichung y = f(x) oder F(x, y) = 0 eine 
in dieser ~E'bene gelegene Curve dar; diese Curve benutzt man als geo-
metrisches Bild der durch y = f(x) bezw. F(x, y) = 0 gegebenen 
FUllction. 
So ist z. B. in Fig. 4 die Curve gezeichnet, welche das geometrische 
Bild der Function y = x 2 - 4 ist. Für einige Punkte sind in der Figur 
die 'Yerthe der Co ordinaten in Klammern hinzugesetzt. 
3. Inversion oder Umkehrung der Functionen. 
Sieht man in der Gleichung y = fex) nicht wie bisher x, sondern 
y als die unabhängige Variabele an, so wird x eine Function von y 
Fig. 5. sein. Dieser Auffassung entspricht man 
dadurch, dass man die Gleichung y = f (x) 
nach x auflöst, was x = rp (y) geben mag. 
Hier nehmen wir, damit fortan wieder x 
als Benennung der unabhängigen Varia-
belen diene, einen Austausch in der Be-
zeichnung beider Variabelen vor. 
Man wird so zur Function y = rp (x) 
geführt, welche die zu f(x) ~inverse" oder 
~umgekehrte" Function heisst. Der Process 
des Ueberganges von I(x) zu rp (x) heisst 
entsprechend "Inversion" oder ~ Umkehrung" 
der Function I(x). 
Das Yerhältniss von I (x) zur inversen Function rp (x) ist ein 
gegenseitiges, d. h. zu rp (x) ist wiederum fex) invers. 
Zu einander invers sind z. B. die Functionen I (x) = xn und 
cp (x) = 11;'- oder I(x) = x 2 - 1 und rp (x) = v;-+I" u. s. w. 
Geometrisch vollzieht sich der Process der Inversion durch eine 
solche Umlegung der xy-Ebene, dass die positive x-Axe auf die positive 
.'I-Axe zu' liegen kommt und umgekehrt; weiter hat man dann noch 
die Bezeichnungen x und y auszuwechseln. Diese 1\laassregel kommt 
hinaus auf folgenden 
Lehrsatz: Um aus der Cune einer Functionf(x) das geometris('he 
Bild der inversen Function rp (x) zu gewinnen, hat man jene Gurre 11m 
die Halbirungslinie des von der posith'en x-Axe und der positiren y-Axe 
!let/ildefen Winkels umzuklappen. 
Für die in Fig. 4 dargestellte Curve der Function (x2 - 4) ist 
diese Operation in Fig. 5 ausgeführt; die neue Curve, welche 




4 I. Einleitung in die Differentialrechnung. 
bemerkt, dass hier zu jeder Abscisse x > - 4 zwei einander genau 
entgegengesetzte Ordinaten y gehören. Dies entspricht dem Umstande, 
dass wir die Quadratwurzel ~ sowohl mit dem positiven wie 
negativen Zeichen versehen dürfen. Die hierin liegende Zweideutigkeit 
kommt in der Formel y = ± V x + 4 direct zum Ausdruck. 
4. Die rationalen und die irrationalen Functionen. 
I. Eine der einfachsten Functionen, welche man bilden kann, ist 
die Potenz y = xn mit ganzem positiven Exponenten n. 
Multiplicirt man xn mit der Constanten a und bildet die Summe 
mehrerer solcher Producte, wie z. B. 
y = axn + hxm + exl , 
so gewinnt man eine "ganze rationale Fttndion". 
Der höchste hierbei auftretende Exponent von x heisst der Grad 
der ganzen Function. Ist der Grad = 1, so spricht man auch von 
einer l'inearen ganzen Function. 
Eine ganze rationale Function wird "geordnet", indem man die 
Glieder mit gleichen Potenzen von X zusammenfasst und sodann alle 
Glieder nach ansteigenden Potenzen von x anordnet. 
Lehrsatz: Eine ganze rationeüe Function n ten Grades "VOll x hat 
die geordnete Gestalt: 
(1) y = a6 + alx + ettx2 + ... + (lnXn, 
wo ao, a l , ... , an COllstante Coi'ffieienten sind. 
II. Bildet man den Quotienten zweier ganzen rationalen Functionell 
oder auch die Summe mehrerer solcher Quotienten, so entsteht eine 
georocl!ene rationale Function oder eine "rationale FUHction" schlechthin. 
Man "ordnet ~ eine rationale Function, indem man für die als 
Nenner auftretenden ganzen Functionen den Generalnenner bildet, die 
verschiedenen Brüche addirt und sodann die beiden hierbei oberhalb 
und unterhalb des Bruchstriches auftretenden ganzen rationalen Func-
tionen ordnet. 
(2) 
Lehrsa tz: Eine rationale Function t'on x hat die geordnete Gestalt: 
__ ao + a1 x + a~ x 2 + ... + an x n y 
00 + bl X + b2 x 2 + ... + bmx>n' 
wo die a und b constante Coejficienten sind. Die grässere unter den 
heidell Zahlen oder, falls beide gleich sind, eine von ihnen liefert den 
Grad der rationalen Functio/l. 
Ist der Grad = 1, so spricht man auch von einer linearen Function. 
1 
IH. Die einfachste "irrationale Fnnction" von X ist y=x;' = y';:' 
unter n eine ganze positive Zahl verstanden. 
Ein complicirteres Beispiel einer irrationalen Function von x ist 
die nie Wurzel aus einer beliebigen rationalen Function von x. All-
gemein gilt folgende 
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Erklärung: Man spricht t"01~ einer irrationalen Function t'M x, 
wenn zur Berechmtng des Werthes der Fttnction neben rationalen 
Rechmmgsarten noch eine oder mehrere TVurzelziel/Ungen auszuüben sind. 
Beispiele irrationaler Functionen sind: 
----;c= 
Y'/l + Vx 
Y = vax + b, y = V V u. s. w. 
1 - x 
5. Eindeutigkeit und Mehrdeutigkeit der Functionen. 
Erklärung: Eine FUllction y = f(x) heisst für einen speciellen 
TYerth x n-deutig, u'elln die durch den Ausdruck 'con f(x) gegebene Vor-
schrift zur Berechnung von y für jenen Tratl! ron x im Ganzen 11 t'er-
8chiedene TYerthe y als zugehörig liefert. 
So ist z. B. die Function y = V x-I für alle x, die > 1 sind, 
zweideutig, da man die Quadratwurzel sowohl mit positivem als nega-
tivem Zeichen versehen kann. Für x = 1 ist die Function V x-I 
eindeutig, für x < 1 nulldeutig, d. h. die durch fex) gegebene~Rechen­
vorschrift führt hier auf keinen reellen Werth y. 
Ist y = fex) für einen besonderen Werth x n-deutig, so liefert die 
zn fex) gehörende Curve für die Abscisse x im ganzen n Ordinaten y 
(vergl. Fig. 5, S. 3). 
Lehrsatz: Die rationalen Functionen sind für alle Werthe des 
Argumentes x eindeutig. Die irrationalen FUllctionen liefern Beispiele 
mehrdeutiger Fttnctionen. 
6. Exponentialfunction und Logarithmus. 
I. Ist a eine positive Zahl, 
bestimmten positit"en ·Werth. 
Erklärung und Lehrsatz: 
he isst "Exponcntia(j"nllction" da 
so hat (IX für jeden 'Yerth x emen 
Die FUllction y = (IX mit positirem a 
Basis a. Die Exponcntia(lunction 
ist fiir jeden ll/'I"th x eindeutig und 
Fig. 6. 
. (2,4) hat beständig posithen Zaltlwerth. 
(1.2) 
In der Regel ist 11 > 1. Als 
Beispiel diene a = 2, wo die Ex-
ponentiaUilllctioll den in Fig. 6 an-
gegebenen Verlauf zeigt. .-\n ein-
zelnen Punkten der Curve sind die 
zugehörigen W' erthe der Coordinaten 
in Klammern beigefügt. 
II. Erklärung: Die Z/lr Ex-
ponentietU'/lllctio/l illccrse FUllctioll 
-ist .11 = alO.'IX taul 71eissf "Loget-
"itlllllllS" der Basis 11. 
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6 I. Einleitung in die Differentialrechnung. 
Die aus Fig. 6 nach der Regel von S. 3 hergestellte Logarithmlls-
cu,·ve für a = 2 ist in Fig. 7 durch stärkeres Ausziehen hervorgehoben. 
Fig.7. Lehrsatz: Die PUI/C-
tion y = "/og x ist fiir 
alle positiven x eindeutig, 
fiir alle negativen x nu7l-
deutig. 
Dies tritt in Fig. 7 
direct hervor: Die Lo-
garithmuscurve verläuft 
durchaus rechts von 
der y-Axe und liefert 
hierselbst für jedes x 
ein und nur ein y. 
Ist a > 1, so gelten 
die Formeln: 
(1) "log(O)=-oo, alog(l)=O, "log(+ao)=+oo. 
7. Gradmaass und Bogenmaass der Winkel. 
Statt des in der Trigonometrie gebräuchlichen Gradmaasses der 
Winkel benutzt man in der höheren Mathematik gewöhnlich das sogen. 
Bogenmaass der Winkel. 
Erklärung: Ein TVinkel wird gemessen tllll"ch die Lünge des-
jenigell KreisbogensL"Om Radius 1, zu welchem der -Winkel als Cel/tri-
winkel gehört. 
Hat ein \Yinkel von a Grad in Bogenmaass die Grösse s (vergl. 
Fig. 8, folg. Seite), so gilt die Formel: 
rra 
(1) s = 180· 
Hieraus ergiebt sich folgende Tabelle: 
CI 1" gOO 18{'0 2700 
TI TI 3n 
s n 
I~O 2 2 
360" 
271 
\Vill man s als unbeschränkte Variabele auffassen, so legt man an 
Stelle des Kreises vom Radius 1 zur geometrischen Deutung von seine 
nZahlenlinie" (vergl. S. 1) zu Grunde, auf welcher man den Kreis des 
Radius 1 nach der positiven und negativen Seite unendlich oft ab-
gewickelt denkt. 
Lehrsatz: Bei der letzteren Auffassung gewinnt ein und derselbe 
gCQmetrisch gegebene -Winkel unendlich viele Maasszahlen s. welche alle 
aus einer unter ihnen durch Zujagen beliebiger Multipla von 2rr entstehen. 
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I. Einleitung in die Differentialrechnung. 7 
:n: :n: 
So bekommt ein rechter 'Winkel die Maasszahlen 2' 2 ± 2:n:, 
!!.-+ 4:n: 2 - , 
8. Die trigonometrischen Functionen. 
Erklärung: Als Argument der trigonometrischen Functionen sin, 
COS, tg, ctglciNl nicht die Gradzahl , sondern das Bogenmaass seines 
Fig. 8. Winkels angesehen. Um s als variabel zu 
charakterisiren, schreiben wir x statt S ltnd 
legen zur Deutung der Wert7le s = x 
sogleich die Zahlenlinie (x-he) zu Grunde. 
Den vier Functionen y = sin x, y = cos x, 
y = tg x, Y = ctg x entsprechen ebenso viele 
"trigonometrische Curt'en", welche in Fig. 9 
zusammengestellt sind. 
Lehrsatz: Die trigonometrischen Func-
ti01~en sind fiir jeden TYerth des Argumentes 
x eindeutig. 
I ~.9. 
'" V )1 ""X=lr r ~~~
Sinuscurvc 





8 I. Einleitung in die Differentialrechnung. 
In den Figuren kommt dies dadurch zum Ausdruck, dass für jeden 
Werth x durch die einzelne Curve ein und nur ein y geliefert wird. 
Zwei Werthe x, welche um ein Multiplum von 21t verschieden 
sind, liefern dieselben Winkel und also gleiche Werthe der Functionen. 
Lehrsatz: Die trigonometrischen F~mctionen heissen periodische 
Functionen, weil sie ihren Werth nicht ändern, falls man das Argument x 
1i1n ,2 1t vermehrt oder vermindert. 
Die Functionen tgx und ctg x bleiben auch bereits bei Vermehrung 
oder Vermindenmg des Argumentes x um 1t unverändert, während sin x 
1tnd cos x hierbei das Zeichen wechseln: 
(1) sin (x ± n) = - sinx, cos (x ± 1t) = - cosx, 
(2) tg (x + 1t) = tg x, cfg (x ± 1t) = ctg x. 
Man benennt dieserhalb 2 1t als die "Periode" von sin x und cos x, 
1t als diejenige von tg x und ctg x. 
9. Die cyklometrischen Functionen. 
Erklärung: Die den vier trigonometrischen Functionen inversen 
Hmctionen heissen die "cyklometrischen" Functionen 1tnd werden dttrch 
Fig. 10. Fig. 11. 
y=arcSlDX y=arCC08X 
arcsinx, arccosx, arctgx, arccfgx 
bezeichnet. Es ist somit z. B. die 
Gleichung y = arc sin x gleich-
bedeutend mit x = sin y, so dass in 
y = arc sin x der Werth y dt'e Maass-
z~hl eines Bogens bedeutet, dessen 
SUHIS den Werth x hat. 
Die vier cyklollletrischen eurem entspringen aus denen de F' 9 
'. r 19. 
nach der S. 3 angegebenen Regel. Flg. 10 liefert die Curve f" 
F . . n ur are sin x und are cos .r, 19. 11 die für are tg x. 
Aus den Figuren entspringt folgender 
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1. Einleitung in die Differentialrechnung. 9 
Lehrsatz: Die Jiunetio1len arcsinx ~md arccosx sind für die 
Wert7!e von x im Intervall von -1 bis + 1 unendlich-rieldeutig, ausser-
halb dieses Intervalles aber stets nulldeutig. Die Funetionen are tg x nnd 
are etg x sind für jeden endlichen lVerth von x ~tnendlich vieldeutig. 
Unter den unendlich vielen Werthen, welche die Function are sin x 
für ein dem Intervall - 1 <x< + 1 angehörendes x besitzt, wird als 
"Hauptwerth" derjenige 'Verth-y angesehen, welcher dem Intervall 
1t 1t 
- 2" < Y < + 2" angehört. Aus dem Hauptwerthe y berechnen 
sich alle übrigen Werthe der Function in den Gestalten: 
y + 2v1t und -y + (2v + 1) 1t, 
wo beide Male v alle positiven und negativen ganzen Zahlen durch-
laufen soll. 
Der Hauptwerth y der Function arG tg x soll gleichfalls dem Inter-
valle - ; < y < ~ angehören; alle übrigen Werthe dieser Function 
sind dann in der Gestalt (y + v n-) enthalten. 
Es gelten die Formeln: 
(1) r 
rr . 
arecosx = "2 - aresmx, 
1 arcctgx = ; - arctgx. 
10. Algebraische und transcendente Functionen. 
Die vorstehend besprochenen Functionen sind sämmtlich bereits 
m der Elementarmathematik bekannt und heissen dieserhalb .,die 
elementaren Fnnetionen". 
Erklärung: Die unter XI". 4 besprochenen rationalen ul/d irra-
tionalen Funetiollen /lennt man zusammenfassend .,die elementaren 
algebraischen FUllcliollen"; die Exponclltialjunetioll, der Logarithmus. 
die trigonometrischen und die cyklometrischen FUlletionen heissen "die 
elementaren transeentlenten Funetiollen". 
11. . Zusammengesetzte Functionen. 
Erklärung: Setzt man als Argument in die Funetion f nicht x. 
sOlidem die Funetion q; (x) von x ein, so Irird f[ q; (x)] selbst wieder 
eine Funetion fon x, dielcil' abgekiirzt F (.r) Ilennen lcollen: 
(1) y = F(x) =f[q; (x)] 
und als eine "zusammengesetzte" FUlletion ['on x bezeieh11en . 
. Man sagt auch, es handle sich hier um "eine Funetion I,illl;l' 
Function" von x. 
Beispiele zusammengesetzter Functionen liefern bereits die S. .! 
betrachteten irrationalen Functionen; in y = ~ ((.e -L b ist zunächst 
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10 I. Einleitung in die Differentialrechnung. 
die lineare Function q; (x) = ax + b zu bilden und dann die dritte 
Wurzel zu ziehen. 
Man kann auch weitergehen und f [q; (x)] als Argument in eine 
Function (JJ einsetzen u. s. w. Ein Beispiel ist: 
y = sin [log (ax + b)]. X 
12. Der Begriff der Grenze. 
Erklärung: Will man bei einer (positiven oder negativen) Zahl a 
vom Vorzeichen absehen, so sagt 'man, die Zahl a solle "absohtt ge-
nommen" werden; der hierbei sich ergebende "absoZ,ute Betrag" der 
Zahl a wird d1!rch lai bezeichnet. 
Setzt man: 
(1) al = 0,3, az = 0,33, a3 = 0,333, ... , 
so kann man ein an mit so grossem Index n angeben,1 dass sowohl an 
wie alle folgenden Zahlen an + h an + 2 •• , von dem Werthe 1/3 so wenig, 
als man will, verschieden sind. Dieserhalb heisst 1/3 die "Grenze" 
der Zahlenreihe (1). 
Etwas genauer lässt sich dasselbe Sachverhältniss so aussprechen: 
Wählt man eine beliebig kleine Zahl (j, die jedoch> ° sein soll, so 
lässt sich eine zu diesem (j gehörende endliche ganze Zahl n angeben, 
so dass für alle Indices m > n die Ungleichung 11/3 ~ ami< (j gilt. 
Erklärung: Es sei irgend eine unendliche Zahlenreihe: 
(2) 
t'orgelegt 1md es existire eine endliche Zahl g von folgender Art: Nach 
Auswahl einer "beliebig" kleinen Zahl IS, die jedoch ::> 0 ist, soll es stets 
einen zu diesem (j gehörenden endlichen Index n geben, so dass für 
tII > n der absolute Betrag Ig - ami< (j ist. Kann wirklich eine 
solche Zahl g angegeben werden, so heisst sie die "Grenze" oder der 
"Limes" der Zahlenreihe (2) und wird durch: 
(3) g = l!n:t. an 
n=C(l 
bezeichnet. 
Zusatz: Ist die Zahlenreihe (2) so beschaffen; dass nach Auswahl 
eines beliebig gl'ossen, jedoch endlichen Betrages (i) stets ein zugehöriges n 
angegeben u;el'den kann, so dass für alle Indices m > n die Ungleichung 
Ja". J > (i) gilt, so sagt man, die Zahlenreihe (.2) besitze die Grenze Cl) : 
(4) limo an = Cl). 
tJ=oo 
Beispiel: Yermäge einer Zahl 11 ::> 1 bilde man die Reihe: 
(5) . al = '1, a2 = q2, a3 = q3 ..• , 
wobei (In + 1 > lln allgemein gilt. Entweder existirt eine endliche Zahl 
q = lim. an oder es ist Ihn. (/" = TJ. 
~ n=:c fl=-7:. 
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1. Einleitung in die Differentialrechnung. 11 
Gesetzt, der erste Fall treffe zu, so ist für jedes endliche I noth-
wendig al < [J. Nun kann man wegen q > 1 ein vorschriftsmässiges 6 
so wählen, dass 
6 < [J (1 - +) oder entwickelt q ([J - d) > g 
zutrifft. Dann lässt sich ein endlicher Index 1Il angeben, so dass 
[J - a", < 6 oder also am > g - 6 ist. Durch Multiplication mit 
der positiven Zahl q folgt: 
qam = (("'+1 > q (g - 6) > g, 
so dass am + 1 bereits g übertrifft. Es ist somit limo an = bn. qn = 00. 
n=C(l n=oo 
Ist 0 < r < 1, so ist ~ = IJ > 1, und man hat: 
r 
r n - ~ sowie limo r n = lilll. (~) = o. 
- qn' n=oo n=::o (j_ 
Lehrsatz: Ist q> 1, so ist limo qn = w. Ist () < r< 1. 
so ist lim. rn = o. n='" 
n=co 
13. Stetigkeit einer Variabelen und stetige Annäherung 
an eine Grenze. 
Erklärung: Führt der Bildpunkt einer Variabelen x auf der 
Zahlenlinie irgend welche Bewegungen im gewöhnlichen Sinne des n-orles 
aus, so bezeichnet man die hierdurch gegebenen Veränderungen der 
VariabeleJ~ x als "stetige" oder nennt kurz x eine "stetige Variabele". 
'Wächst eine stetige Variabele um einen endlichen Betrag oder 
nimmt sie um einen solchen ab, so wird sie alle zwischen dem Anfangs-
und Endwerthe liegenden Zahlwerthe in der IIntiirlichen "Folge durch-
laufen. 
Die in Nr. 12 betrachtete Annäherung einer Zahlenreihe (ll· (/2. 
a3 ••• an eine Grenze [J heisst "wlsteti.rr, weil hier sprungweise von 
der einzelnen Zahl a zur folgenden übergegangen wird. 
Dem gegenüber gilt folgende 
Erklärung: lJlan spricht 1;on einer .,stetigen" Annäherung der 
Variabelen x IIn eine endliche Grenze g, falls J: solche stetige Yeräl/(le-
rnngen erfährt, dass nach AlIslcnhl einer beliebig kleinen Grösse {j, tlie 
.iedoch > 0 sein soll. im Lw(fe der Yerändenll/[J des x die Fnglcic7mn(1 
,q - xl < {j richti,q wird ulldll'eiterhin ric7di,q bleibt. 
Eine stetige Variabele x kann zufolge der Definition den Werth x 
nicht annehmen. Indessen kann man mit .I' solche stetige Verän,le-
rungen vornehmen, dass nach Auswahl einer beliebig grossen aber 
endlichen Zahl fi} im Laufe der Yeränderung des :r die unglf'ichung 
:r > fi} richtig wird und weiterhin richtig bleiht. ~Ian sprirht dann ,on 
eine/" stet(ql'fl Alllliilterul/(! des :r an die Grelue x. 
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12 1. Einleitung in die Differentialrechnung. 
1 
In diesem Falle wird sich der reciproke 'Verth stetig der 
Grenze 0 annähern. x 
14. Einführung der Zahl e. 
Sind a und b irgend zwei den Bedingungen: 
(1) a :> b:> 0 
genügende Zahlen und ist n eine positive ganze Zahl, so gilt: 
an -'-1 _ bn + 1 
= an + an- 1 b + a"-2b2 + ... + bn < (n + 1)a". 
a-b 
Hieraus folgt: 
an +1 - bn +1 < (a - b) (n + 1) an, 
sowie weiter durch Transposition: 
(2) (In [a - (a - b) (n + 1)] < bn + 1• 







n + 1 
ein, so ergiebt sich: 
(3) 
Setzt man aber die wieder in Uebereinstimmung mit (1) gewählten 
Werlhe: 
1 
a=I+ 2n , b=1 
in (2) ein, so ergie bt sich: 
(4) ( 1)n 1 1 +- '-<1 2» 2 und also (1 + 2~Yfl< 4. 
. ' 1)" Setzt man nunmehr an = (1 + -;; ,so folgt aus (3), dass in 
der Reihe der positiven Zahlen (/1 = 2, a2 , a3 ••• jede folgende grösser 
als die voraufgehende ist, und aus (4), dass keine Zahl (/n den Betrag 4 
erreicht. 
"~ir schliessen auf die Existenz einer Grenze 9 = limo an, welche 
n=co 
zwischen 2 und 4 gelegen ist. Diese Grenze trägt die besondere Be-
zeichnung C. 
Lehrsatz: Fnter der Zahl e rcrsfe7lt lIIan die Grenze der Zahlen-
reihe (/b 112, (/:1 •• •• /['cnn an den Zahl/l'crth (1 + ~)" bedeutet: 
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Die Zahl e ist irrational und angenähert gegeben durch: 
(6) e = 2,7182818 ... 
Ist x eine stetige Variabele, die> 1 und für den Augenblick von 
einer ganzen Zahl verschieden ist, so liege x zwischen den ganzen 
Zahlen n und (n + 1). Aus n < x < n + 1 folgt: 
1 1 1 1 +;->1 +-;->1 +n+ l' 
(1 +~r>(l +~r>(l +n~ Ir 
oder, wenn man die positiven echten Brüche x - n = 0, 11 + 1 - x = T 
einführt: 
(1 + ~)n+(f> (1 + ~)x> (1 + _l_)n+l-r, n x 11 + 1 
(7) [( l)n](l+~), ( l)X [( 1 )n+l](l-n:l) 1 +;- ~' 1 + x > 1 + 11 + 1 . 
Nähert sich jetzt x der Grenze Cf) , so wächst auch 11 über alle 
o T 
Grenzen, und es ist demnach limo - = 0 und limo -+ = O. In 
11 11 1 
(7) werden somit die rechte und linke Seite übereinstimmend die 
Grenze e haben; der in der Mitte stehende Ausdruck hat also gleich-
falls e zur Grenze. 
Lehrsatz: Auch wenn x als "stetige" Variabele sich der Grcllze 
OC; Ilähert, gilt die Gleichung: 
(8) }~I~. (1 + ~ r = r. 
15. Stetigkeit der Functionen . 
. Erklärung: Eille }'Illlctioll !I = .n.l") lIeis!!t ,,11'1.., dal/II , • ..,frtiy". 
lCClln bei stetirler Vcriillllerul/[I dei! Argumentes .r auch die FUlletiulI 11 
stetig rariabel ist. 
Die Curve der Function !I = f er) verläuft für alle Werthe .r, für 
welche /(.1") stetig ist, ZI/SrtllllllCllhiil/flClid. 
Die elementaren Functionen können nur für einzelne '" erthe .i' 
aufhören, stetig zu sein. Findet dies für ?I = 1 (x), z. B. bei J' = 1/ 
statt, so sagt man, dir' FUlirtioll 11.1') IfI'n/l' 1)l'i ,r = 11 III1.stdi!I. 
Man unterscheidet zn'ci Arten VOll Unstetigkeiten: 
1. Da eine Variabele ;11, so lange sie stetig ist. nothwendig end-
lich ist, so wird eine Function !I = 1 V) für alle diejenigen 'Werthe 
von J' unstetig werden, für welche sie unendlich wird. 
Man spricht in diesem Falle von einer" UlIsfl-lif/keit durch l'ul'l/(/-
7iell/radell". ,"on dieser Art ist die Unstetigkeit von y = "lo!I./, bei 
x = 0 (vergl. Fig. 7, S. 6). 
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14 II. Der Differentialquotient einer Function j(x). 
Liegt für X = a eine Unstetigkeit dieser ersten Art bei y = fex) 
vor, so wird y für limo X = a im Sinne des Schlusses von Nr. 13 
als "stetige" Variabele sich der Grenze 00 annähern. Es wird somit 
. 1 der reClproke Werth -, welcher für X = a verschwindet, bei X = a 
y 
stetig bleiben. Als Beispiel diene die Function y = __ 1_ . 
x-a 
2. Erleidet eine Function y = fex), falls das Argument als stetige 





um einen endlichen Betrag, so sagt man, die 
Function fex) erfahre bei x = a eine" Un-
stetigkeit durch endlichen Sprung". 
In Fig. 12 ist diese Art der Unstetigkeit 
am Curvenverlauf versinnlicht. 
Unstetigkeiten durch endliche Sprünge 
kommen zwar bei "zusammengesetzten" 
elementaren Functionen (S. 9) vor, spielen 
indessen weiterhin keine besondere Rolle. -
Bei manchen Functionen kann man sagen, 
dass SIe für x = 00 einen bestimmten Werth besitzen. Dies ist der 
Fall, wenn für limo x = 00 die Function y sich einer Grenze annähert, 
die auch 00 sein kann. 
So wird die Function y = 2 X für x = + OC) selber 00, für 
x = - 00 aber gleich 0 (vergl. Fig. 6, S. 5). 
Die trigonometrischen Functionen nähern sich für limo x = 00 
keiner Grenze an. 
II. CapiteL 
Erklärung und Berechnung des DUferential-
quotienten einer Function f ( x). 
1. Der Differenzenquotient einer Function f (x). 
Es sei!! = fex) eine ~elementare" Function, und es seien x und x 
irgend zwei endliche Argumente, die in einem solchen Intervall ge~ 
legen sind, in welchem f (;r) überall eindeutig und stetig ist. 
Zu x und ./"I gehören die Werthe y = fex) und YI = f(xj) der 
Function. Wir führen alsdann die Differenzen ein: 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00043140
H. Der Differentialquotient eiuer Function fex). 15 
(1) XI - X = A X, YI - Y = A y. 
Erklärung: Der Quotient der Differenzen A YUJ1d A x: 
Ay _ YI - y _f(xl ) -f(x)_ f(x + Ax) - f(x) 
Ax - Xl - X - Xl - X - A x (2) 
hfisst Differenzenquotient der FunctiOl~ f (x) für das Argl~rnentenpa({1' 
x, Xl oder kurz "Differenzenquotient von f(x)". 
Zur geometrischen Deutung des Differenzenquotjenten markire 
man auf der zu y = fex) gehörenden Curve die Punkte P und PI der 
Coordinaten x, y und Xl' YI und versehe die Secante P PI mit einem 





L ehr s atz: Der Differenzenquotient ist gleich tg ß, wenn ß der 
Winkel zwischen der Pfeilrichtung der Secante P PI und der positiven 
Richtung der x-Axe ist. 
Fig. 13 erläutert dies in einigen Fällen. 
2. Die Differentiale und der Differentialquotient einer 
Function fex). 
Während X für den .Augenblick festbleiben soll, möge sich Xl als 
stetige Variabele der Grenze x annähern. 
Dabei tritt für die Secante P PI die Tangente im Punkte P an die 
Curve als Grenzlage ein. Der Differenzenquotient aber nähert sich als 
stetige Veränderliche dem Wertke tg (J. an, wo (J. der lVinkel zwischen 
der nicht nach 1tnten gerichteten Curventangellteim PunJ.'fe Pund der 
positiven ~Richtung der x-Axe ist (vergl. Fig. 14, a. f. S.). 
Der vorliegende Grenzprocess soll so vollzogen werden, dass die 
veränderliche Differenz A x, und damit auch A y, sich als stetige 
Variabele der Grenze 0 nähert, ohne mit 0 identisch zu lcerden. 
Es werden somit A X und damit A y ohne Ende klein oder, wie 
man kurz sagt, "unendlich klein". 
Er klärung: Um die so gedachten Differenzen kurz bezeichncn ZI( 
können, schreibt man sie d X und d y und nennt sie "DtfferclltiaTe'": 
speciell heis8t dx das D{fferential des Arglttllentes und dy = die)') 
das Differential der Funetion. 
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An Stelle der umständlichen Ausdrucksweise "Grenzwerth des 
Differentialquotienten" (der natürlich nichts anderes als der Grenzwerth 
des Differenzenquotienten ist), ist man übereingekommen, kurz die 
Benennung "DifferentiaZq~tOtient" selbst zu setzen und entsprechend an 
S I Z· cl Y k d Y h'b tel e von Wl. -/ urz d- zu sc re1 en. 
ex X 
Es entstammt dieser Brauch der zwar nicht correcten, aber in 
praxi brauchbaren Vorstellung, dass man sich das Differential d x als 
"constante" und "im Vergleich zu den sonstigen Grössen der Unter-
suchung ausserordentlich kleine Zahl" denkt. 
Fig. 14. 
Lehrsatz: Der DifferentiaZqtwtient einer Function Y =f(x) für 
den llTerth x dcs Argumentes: 
(1) dy = df(x) = Zim. Liy = limo f(x1 ) - fex) 
dx clx Lix xl~X Xl - X 
ist seil/er geollletrischen Bedeutung und seinem Zahlwerthe nach gegeben 
durch tga, teo ader ll'inkeZ zwischen der nicht nach unten gerichteten 
Tal/gente der entre in dem zum fragZichen Argumente x gehörenden 
PIl111dc P und der positi/:cl! Richtung der x-Axe ist. 
3. Die derivirte oder abgeleitete Function f' (x). 
Gestattet man jetzt der eben gedachten Grösse x, irgend welche 
Yeränderungen zu erfahren, so wird sich der \Verth des Differential-
. d f(x). d ( -I quotIenten ~ mIt x än ern verg. Fig. 14) und also eine Function 
von x vorstellen. 
Erklärung: Der Differentialquotient der Function y =f(x) wird 
il/ seine/" Abhängigkeit WI/ x durch l' (x) bezeichnet: 
d.1f =dfCx)= '(x). (1) dx clJ' f , 
f' (x) hei:;:;t dir ,..deririfte" oder ,.abgeleitete" Function oder kurz die 
,.Ableitung" I"On fP-). 
Die Gleichung (1) setzt man auch in die Form: 
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(2) dy = df(x) =f'(x) dx 
und beschreibt sie in dieser Gestalt durch den 
Lehrsatz: Das Differential dy = df(x) der Funetioll fex) ist 
gleich dem Produet der abgeleiteten Function I' (x) und des Differentials 
d x des Argumentes. , 
Das Differential df(x) erscheint hierbei abhängig von den "beiden" 
(j rössen x und d x. 
Dem genauen Sinne nach stellt Formel (2) nichts anderes als (1) 
dar. Fasst man indessen d x als . constanten und ausserordentlich 
kleinen Zuwachs von x, so gilt die Gleichung (2) für den entsprechen-
den Zuwachs d y von y nur angenähert. 
Die Berechnung des Differentialquotienten und damit der abgelei-
teten Function I' (x) einer gegebenen Function fex) heisst DifIeren-
tiation der Ji1mction fex). 
Es ist die GnlJ1daujrlabe der Differentialrechnung, für rorgelegtr: 
Funetiallen die Differentiation zu leisten. 
4. Unstetigkeiten der abgeleiteten Function. 
Aus der geometrischen Bedeutung des Differentialquotienten er-
giebt sich folgender 
Lehrsatz: Die abgeleitete Ji1mction I'(x) Icird für x = a U/1-
stetig durch [Tnendlichwe1"den, falls in dem Punkte x = a, y = f(a) 
Fig. 15. der zu f (x) gehörenden CU/Te die 
Tangente parallel zur y-Axe läuft. 
I ' ~~ --,,~~ Die Ableitungf'(x) lärd bei x = a unstetig durch endlichen Sprun[l,fa17s die zu y = f (x) gehörende CU/Te im Punkte x=a. y=f(a) eine Einknicku//g e/:fiihrt. 
Letzteres Vorkommniss ist durch 
Fig. 15 versinnlicht, kommt übrigens weiterhin kaum zur Geltung. 
5. Differentiation einer Summe, sowie eines Productes aus 
einer Constanten und einer Function. 
Ist fex) = rp (x) + t/l (x), so folgt: 
f(Xl) - fex) -:- rp (XI) - rp (x) + t/l (Xl) - t/.' (.r) . 
Xl - X Xl - X Xl - X 
( 1) 
·Für lim. Xl = x ergiebt sich: 
(2) df(.r:)_drp(x)..L dt/l0} " dx -- dx . dx' J'(x) = rp (:r) + t/.' (:1"). 
Lehrsatz: Eine Summe ron zleei oder mehreren Fundiol/en wird 
ditf·ercntiirt, indem mall jedes Glied differentiir! lind die Summe der so 
cnfspril/gendfll Ableitllllgen bildet. 
}'rickQ, T,eitfadcJl. I. 2 
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18 H. Der Differentialquotient einer Function fex). 
Ist fex) = a q; (x), so ist: 
(3) f(XI) - fex) = a q; (Xl) - q; (X) und also f' (f) = (( q;' (:x). 
XI - X XI - X 
Lehrsatz: Die Ableitung von a q; (x), wo a einen const(mtcn 




d [a ({ (x)] = a cl q; (x) oder kurz cl [a q; (x)] = a d q; (x). 
dx clx 
Differentiation der Potenz und der ganzen rationalen 
Function. 
Ist y = fex) = xH mit ganzem positiven n, so ist: 
Liy x H - x n 
_ - 1 = x n - 1 + X~-2 X + X~-3 x 2 + ... + XH-I, 
Lix XI - X J 
und also folgt: 
limo (X~ - Xn ) = nxn-I, 
Xl=X Xl - x 
eine Formel, die auch für n = 0 gilt. 
Lehrsatz: Die Ableitung cler Potenz y = xn mit ganzem, nicht-
negativen EXJlonenten n ist n xH -1 : 
dy __ d (xn) ~ ~XH-l odel' (1) - ," d(xn) = nx»-lclx. dx dx 
Vermöge Nr. 5 folgt hieraus der 
Lehrsatz: Die Ableitung der ganzen rationalen Function n len 
Grades: 
(2) y =f(x) = ((0 + aIx + ((2X2 + ... + anx» 
ist gegeben durch: 
dy = !,(x) = a l + 2 a2x + 3 ((3 X2 + ... + nan x»-I. dx 
Speciell für 11 = 1 und n = 0 gilt der 
L ehr s atz: Die Ableitung einer linearen ganzen Function ist con-
strtnt, die Ableitung eiuer Constanten ist gleich Null. 
7. Differentiation des Logarithmus. Der natürliche 
Logarithmus. 
Für die S. <) eingeführte Fundion y = alog x ist 
Li y "10[1 (), + d :1:) - "log x_I x ( d X) 
- - - . - "log 1 + - . d:x dx X d:r; X 
X 
Setzt man hier abkürzend - -ü so wird sich, wenn man Li x dx- , 
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positiv wählt (vergl. S. 6), v der Grenze + w annähern, sofern LI x 
unendlich klein wird. Es folgt [vergl. (8), S. 13]: 
(1) dalogx 1 [( 1 )V] 1 --- = - .Iim.alog 1 + - = -. aloge. 
dx x v~~ v x 
(2) 
Man setze den rechts auftretenden Factor alog e = b; dann ist: 
ab = e und also b. "log a = 1. 
Erklärung: Der Logarithmus der positiven Zahl a zur Basis e 
heisst der "natürliche" Logarithmus von a und wird kurz d~trch log a, 
d. h. ohne Angabe der Basis, bezeichnet. 
Aus (1) und (2) folgt der 
Lehrsatz: Die Differentiation des Logarithmus ist gegeben durch: 
(3) dalogx = _1_ oder d"lo x = ~. 
dx x loga g x loga 
Speciell jolgt jür den natürlichen Logarithmus: 
(4) dlogx 1 oder dlogx = clx. 
dx x x 
Die Einfachheit dieser Formel rechtfertigt die Benennung "natür-
licher" Logarithmus. 
Setzt man: 
y = "Iogx, 
so ist x = aY und also: 
z = log x, 
z = log (aY ) = y ·Ioga, alog x = (_1_) . log x. 
. loga 
Erklärung: Den reciproken rVerth des natiirlichen Logarithmus 
von a nennt man den "lJlodul des Logarithmensystems der Basis a" und 
bezeichnet ihn durch 31": 
(5) 1 J1a = loga· 
Lehrsatz: Der Logarithmus irgend einer positiccn Zahl im LO!la-
rithmensystem der Basis a cntsteht allS dem /lrdiirlichen Logarithmus 
derselben Zahl eInreh J1ultiplication mit dem ~l[odul J1;,: 
(6) "log x = J1; •. log x. 
Für die Briggi'schen Logarithmen gilt: 
(7) 3110 = 0,434 294 48 ... 
8. Differentiation der Exponentia1function. 
Die Exponentialgrösse. 
Setzt man y statt x in (3), Xr. 7, so folgt: 
lf log a . cl "10.1'1.11 = d!l. 
Schreibt man hier "log y = x und also 1/ = a", so ist: 




20 II. Der Differentialquotient einer Function fex). 
Lehrsatz: Die Differentiation der Exponentialfundion y = aX 
ist geleistet durch: 
d (aX ) (1) -- = aXloga oder cl (aX) = aXloga . dx. 
clx 
Speciell für die Fundion y = eX folgt: 
d (eX) (2) -- = eX ocler cl (ex) = eX dx. 
clx 
Erklärung und Lehrsatz: Die dem natürlichen Logarithmus 
inverse Fundion y = eX nennt man kurz die "Exponentialgrösse". Sie 
hat die Eigenschaft, mit ihrer Ableitung identisch zu sein. 
9. Differentiation der trigonometrischen Functionen 
sin x und cos x. 
Vorbemerkung: In Fig.16 sei OD=s ein zwischen 0 und i ge-
legener Kreisbogen vom Radius 1, so dass 
AB = coss, BD = sins, OE = tgs 
zutrifft. Die Inhalte des Dreieckes AB D, des Kreisausschnittes A 0 D 
und des Dreieckes A 0 E liefern: 
Fig. 16. 
sin s . cos s < s < tg s 
oder, da sin s > 0 ist, 
~' s 1 coss< -.- <-. sm s cos s 
Wird s unendlich klein, so nähern sich die beiden 
äusseren Seiten dieser Ungleichung überein-
stimmend der Grenze 1: 
A Be 
. sins 
Lehrsatz: Der Quot~el1t -- nähert sich für unendl-ich kleines s 
s 
der Grenze 1: 
(1) . (SinS) 11111. -- = 1. 
8~O S 
Zur Differentiation von y = Binx knüpfe man an: 
. . XI + X • X - X smxl - smx = 2cos ---. sm _1 __ _ 
2 2' 
woraus sich ergiebt: 
(2) Li1/ = cos (x + LiX). sin (~) 
Lix 2 (~x) 
Setzt man nun Li x = 2 s, BO ist für lim. Li x = 0: 
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H. Der Differentialquotient einer ]'unction fex). 
limo (x + s) = x, 
8=0 
aus (2) folgt also für ~ ~ der Wel'th 
I · (Si/1 S) - 1. nn. -- - , 
s ~O S 
eosx. 
Für die Differentiation von y = cos x gründe man auf: 
. Xl + X Xl - X 
eos Xl - COS X = - 2 sm --2-- . sin --2--
eme analoge Rechnung. 
21 
Lehrsa tz: Die Ableitungen bezw. Differentiale der trigonometrischen 
Functionen sin X und cos X sind: 
(3) 
(4) 




dsil/X = cosx dx, 
II cos x = - sin x d x. 
10. Differentiation der cyklometrischen Functionen 
are sin X und m·c eos x. 
Setzt man m die Formel (3) der vorigen Nummer y statt X und 
Tl Tl 
versteht unter y einen innerhalb der Grenzen -"2 < y ;;:;;; "2 ge-
wählten Werth, so ist eos y > 0 und 
dsiny = VI sin2 y dy 
mit positiv genommener Wurzel. 
Setzt man nun sin y = x und also y = are sin x, so ist y der 
Hauptwerlh von aresinx (vergl. S. 9); man hat für denselben: 
dx = VI - X2. daresinx. 
Der Hauptwerth von are eos x sei durch (1), S. 9, gegeben, unter 
a1"C 8in X der Hauptwerth letzterer Function verstanden; dann berechnet 
sich die Ableitung von are eos x aus der von are sin x vermöge der 
Regeln in Nr. 5 und 6 S. 17 u. f. 
Lehrsatz: Die Ableitungen bezUJ. Differentiale der eyklometrischen 
Functionen arc sin x und are eos x sind, wenn die Haupfwerlhe dies!')" 
F~mctionen gemeint sind: 
darc8inx 1 
darcsinx = VI dx (1) -----
-VI , dx _ ;;2 
- x 2 
(2) d are cosx 1 dx dx - VI - x 2 , darccosx = - Vl- ,r2 
Die Gleichungen (2) kann man auch aus (4) Nr. 9 ableiten. 
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22 H. Der Differentialquotient einer Function fex). 
11. Differentiation des Productes und des Quotienten zweier 
Functionen. 
I. Ist Y = f (x) = rp (x) . 'lj! (x), handelt es sich also um Differen-
tiation des Productes zweier Functionen, so knüpfe man an: 
f(XI) - fex) = rp (XI) 1/1 (XI) - rp (Xl) 'lj! (X) + rp (XI) 1/1 (x) - rp (x) 'lj! (x), 
Li y = (Xl)' 1/1 (XI) - 'lj! (X) + 1/1 (X) . rp (XI) - rp (X) . 
Li X rp Xl - X Xl - X 
Für limo Xl = x ergiebt sich hieraus: 
d[rp(x)1/1(x)]= (x)d1/1(x) + 1/1 (x) drp(x) , (1) dx rp dx dx 
wofür man auch abkürzend schreibt: 
(2) d [rp (x) 1/1 (x)] = rp (x) 1/1'(xH 'lj! (x) rp'(x) oder d (rp 1/1) = rp.d'lj! +1jJ. drp. 
dx 
L ehr s atz: Das Product zweier Fltnctionen wird differentiirt, 
indem man jede Fltnction mit der Ableitung der anderen muliipliciri lrnd 
beide Producte addirt. 
II. Zur Differentiation von y = f (x) = : i:; knüpfe man an: 
rp (x) = 1jJ(x)f(x) und also rp'(x) = 1/1(x)f(x) + fex) l),-'(x). 
Hieraus ergiebt sich: 
cl rp.. (X)] 
(3) fex) = _1/1 (x) = rp'(x) -fex) 1/1'(x) _ 1jJ(x)rp'(x) - rp(x)'lj!'(x) 
dx 1/1 (x) [1/1 (x)] 2 
oder abgekürzt geschrieben: 
(4) d (P..) = w . d rp - rp . d 1/1 . 1/1 1/11 
Lehrsatz: Der Quotient zweier Functionen wird differentiirt, 
indem man das Product des Nenners mit der Ableitung des Zählers um 
das Product des Zählers mit der Ableitung des Nenners verminderi ltnd 
die Differenz durch das Qltadrat des Nenners dividirt. 
12. Differentiation der rationalen Functionen, speciell 
der Function x-no 
Der zuletzt angegebene Lehrsatz im Verein mit der Regel der 
Differentiation einer ganzen rationalen Function (S. 18) leistet die 
Differentiation der rationalen Functionell. 
Hat man im Besonderen mit ganzer positiver Zahl n: 
1 
11 = .r- n = xn' 
so ist rp = 1, rp' = 0, 1/1 = .r". l/J' -=- 11.1'" -\ undalsoliefert(3)Nr.ll: 
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dy 
dx 
- nxn - 1 1 
= - n· -- = - nx- n - 1 
x2n Xn + 1 . 
23 
Lehrsatz: Bedeutet In eine ganze positive oder negathe Zahl 
Yull, so gilt stets: 
oder 
(1) d (x"') - --- = 111 X",-l oder d (:1'''') = m X",-l cl x. 
dx 
13. Differentiation der trigonometrischen Functionen 
tg x und cig x. 
sin x GaS x . 
Da tg x = -- und ctr; x = -.- 1st, so leistet Formel (3), S. 22, GaS x . smx 
im Verein mit (3) und (4), S. 21, die Differentiation von tg x und ctg x. 
Für fex) = ty x trage man in (3), S. 22, ein: 
cp (x) = Sil1 x, cp' (x) = GaS x, ljJ (x) = GaS x, ljJ' (,r) = - sin x. 
Es ergiebt sich: 
CO.,2 X + siu 2 ", 
cos2 :c C08 2 .l' = 1 + (q2,r. 
Indem man analog für etg x verfährt, ergiebt sich der 
Lehrsatz: Die Ableitungen ~tndDijlereutiale der triyonometrisehen 





1 + tg 2 x, 




dx dctqx = - --- . 
.. sin 2 x 
14. Differentiation der cyklometrischen Functionen 
((re tg x und ((rc ctg x. 
Da bei den Functionen are trI x und are cfg x beliebige Werthe von 
den entsprechenden Hauptwerthen nur um additil'e COl/stautel':n: ab-
weichen, so werden die Ableitungen nach Xr. 5 für die Hauptwerthe 
are tg x und are ctg x dieselben sein, wie für irgend welche Werthe 
dieser unendlich vieldeutigen Functionen. 
Schreibt man in Formel (1) voriger Nummer y statt x, so ist 
d tg Y = (1 + tg2 y) d y. 
Setzt man nun tg y = x und also y = are tg x, so folgt 
rl x = (1 + x 2) • 17 are tg x. 
Zur Erledigung von are ctg x knüpfe man entsprechend an Formel 
(2), Nr. 13, oder an (1), S. 9. 
Lehrsatz: Die abge7eiteten Functionen und Differentiale der C.ljk!u-
metrischeIl FUllctionen are tg x 1/lld are ctg x sind: 









darcctgx = - ---. 
1 + .1.2 
15 . . Differentiation zusammengesetzter Functionen. 
Ist V=F(x) =j[fP(x)] eine zusammengesetzte Function (cf. S. D) 
oder, wie man auch sagt, die Functionj einer Function fP, so führe man 
zur Differentiation von F(x) die "Hiiljs1;ariabe7e" z = fP (x) ein und 
setze also: 
y =/(z), z = fP (x). 
Vermöge (2), Nr. 3, S. 17, folgt hieraus: 
dy = j'(z)clz, dz = fP'(x)dx. 
Hier ist d z das zu cl x gehörende Differential, und d,ll gehört zu 
d z und dadurch mittelbar zu d x. 
Durch Elimination von d z folgt: 
(1) d y = fez) fP'(x) cl x, 
sowie hieraus weiter: 
(2) cly '( ) '( ) , )] , clx =j z . fP x =j [fP(X . fP (x). 
Lehrsatz: Ist y =j[fP(x)] eine zusammengesetzte Function, ~o 
jühre man zur Differentiation derse7ben die Hüljsvariabele z = fP (x) 
ein, diiferentiire y = j(z) zunächst a7s Function von z oder, wie //Ian 
kurz sagt, nach z und multiplicire das Ergebniss mit der Ab7eitungvoll 
z = fP (x) nach x. 
Zu s atz: Ist fP (x) selber eine zusammengesetzte Function, so hat 
man zur Berechnung des letzten Factors fP' (x) in (2) die gleiche Regel 
ein zweites JJIal, sowie eventuell noch öfter anzuwenden. 
Ist z. B. y = sinax, so setze man ax = Z; nach (2) ist: 
dy d (al') 
dx = cosz· ---zr;;- = acosax. 
Für y = 70g sin x setze man z = sin x und hat: 
cl y 1 d sin x cos x 
- = - . -- = -.- = ctg x. dx z clx smx 
p 
16. Differentiation der Function y = x q = r x p • 
In y = 'C' x P sei q eine positive ganze Zahl und p eine positive 
oder negative ganze Zahl oder O. 
Da yq und x P identisch sind, so gilt das Gleiche von den Ab-
leitungen dieser beiden Functionen nach x: 
cly l1y./--l. - = pxp -- 1• 
dx 
Hieraus folgt weiter: 
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Lehrsatz: Ist In irgend ein positiver oder negather rationaler 
Bruch, die stimmtlichen gan.zen Zahlen eingeschlossen, so gilt: 
d (x"') 
-- = mx"'-l oder d(x ln ) = I1IJ:m - I dx. 
dx 
Die Regeln in Kr. 15 und 16 leisten die DiJlerentiation der il'),(/-
tiOlw/en Functiollel!. 
17. Die logarithmische Differentiation. 
Erklärung: Bei manchen Functionen y =f(x) ist es zw' Be-
rechntmg der Ableitung zlceckmiissig, zunächst wn f(x) den l1atiirlichrn 
Logarithmus log f(x) zu biltZen und diesen nach x zu differentiire/l . 
• IIan nellnt diese Operation die "logarithmische Differentiation" lWl f(:1'). 
Hierzu zwei Beispiele: 
I. Man setze y = fex) = [!p (X)]'J(T) an 1). 
Zur Berechnung von l' (x) differentiire man 
log y = log fex) = 1/-' (x) . log!p (x) 
auf Grund der S. 22 und S. 24 angegebenen Regeln. Es folgt: 
(1) 
(2) 
1 dy !p'(x), y . d x = l/! (x) . !p (x) + l/! (x) . log Cf' (x), 
d y [ q/ (x), ] dx = y. l/!(x) !p(x) + l/! (x) log !P (x) . 
H. Es seif(x) als Product von n Functionen gegeben: 
fex) = !PI (x) . !P2 (x) ... !p,. (x). 
Zur Berechnung von f'(x) differentiire man: 
logf(x) = 2: log!p, (x). 
1'=1 
Auf Grund von Xl'. 15 folgt: 
, n, ( ) f. (.1') = ~ !PI X • 
j (x) )~I !Pl(:)') 
n 
l'(x) = ~ .C(C.l'L· q;(1'). 
._1 !P,> x) 
Lehrsatz: Ein Product wn n Funetionen wird differentiirt, 
intZem man die Ableitung jeder Function mit den übrigen (11 - n Fun/'-
lianen 1/!1Iltiplicirt und die n Produete addirt. 
1) em die Bildung dieser Function zu verstehen, schreibe man: 
y = e10gy = e'P(x) .log'p(x). 
Bei der Herstellung von y als Function von X kommen also neben " (J') und 
~'(.c) noch der natürliche Logarithmus und die Exponelltialgrösse zur Geltung. 
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18. Bemerkung über die Art der abgeleiteten Functionen. 
Die Ver gleichung der Art einer Function j (x) mit der Art der 
zugehörigen Ableitung l' (x) liefert folgenden 
Lehrsatz: Die Ableitung einer elementaren algebraischen }I"lttnc-
tion ist stets wieder algebraisch und im Speciellen diejenige einer ratio-
nalen F~tnction wieder rational. Der Logarithm~ts und die cyklometri-
sehen Functionen haben algebraische Ableitungen. Dagegen haben die 
Exponentia7junctionen Ulld die trigonometrischen Functionen wiederum 
Exponentia7junctionen bezw. trigonometrische F~tnctionen zu Ableitungel1. 
IU. Ca pi tel. 
Die Ableitungen und Differentiale höherer 
Ordnung einer Function f (x). 
1. Die Ableitungen höherer Ordnung einer Function fex). 
Da die Ableitung l' (x) von j (x) wieder eine Function von x ist, 
so können wir auch f' (x) differentiiren. Man schreibt: 
(1.) df'(x)=j"(x) df"(x)=i'''(x) '" dj<n-l)(x)=j(n1() dx ' dx 'dx x, ... 
Erklärung: Die durch den in (1) angedeuteten successiven Diffe-
rentiationsproces;; zu gewinnende Function j<n1(x) heisst die derivirte 
(abgeleitete) Function oeler AbTeit/mg der n len Ordnung oder auch kurz' 
"die n te Ableitung" t'onj(x). 
( 2) 
Ableitung schlechthin ist somit dasselbe wie erste Ableitung. 
Beispiel I. Ist fex) = x" mit positivem ganzen n, so ist: 
[f'(x) = nxn -\ f"(x) = n(n-l)xn - 2, ••• , 
j<n-1l(x) = n(n-l) ... 2.x, f(nl(x) = n(n-l) ... 2.1, 
l.r<n-1- 1)(x) =0, ... 
Durch Ausdehnung dieses Ansatzes auf die ganzen rationalen 
Functionen auf Grund der Regeln von S. 17 u. f. entspringt folgender 
Lehrs atz: Die n fe ANf·ifltllr/ ,·ilter ganzen mtionalen Function 
n ten flrades ist eonstant, a7l,! hiihaen AbleitIHlgent'crschwinden. 
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Beispiel II. Für y = fex) = sinx folgt nach S. 21: 
(3) fex) = cosx, fl/(x) = - sinx, f/lI(X) = - cosx, 
j<4)(X) = sinx, '" 
Lehrsatz: Bei der Functionf(x) = sinx (und ebenso bei cosx) 
ist für jedes n die (n + 4)le .Ableitw~g gleich der n len ~md die (n + 2)fe 
Ableitung ~lntersc71Cidet sich 1.:on der nte>! nur durch dus Vorzeichen. 
Beispiel IH. Für fex) = eh hat man: 
(4) fex) = kckx, fl/(x) = k 2 ekX, ..• , j<n)(X) = k"ekx, ... 
2. Die nte Ableitung des Productes zweier Functionen. 
Ist fex) = ep (x).1jJ (x), so findet man durch wiederholte Anwen-
dung der Formel (2) S. 22, wenn der Kürze halber die Argumente x 
fortgelassen werden: 
f' = ep1jJ' + ep'~'. 
f" = ep ljJ" + 2 ep' 1jJ' + ep" ljJ, 
f'" = ep1jJ"1 + 3 ep'ljJ" + 3 ep"1jJ' + ep'Il1jJ, 
Hier ist die Summe der Ordnungen der Ableitungen in jedem 
rechts stehenden Gliede gleich der Ordnung der links stehenden Ab-
leitung, und überdies haben das Anfangs - und Endglied rechter Hand 
jeweils den Factor 1. 
Diese Angaben bleiben auch bei Fortsetzung des Differentiations-
processes gültig, so dass man hat: 
(1) j<n) = ep 1jJ(n) + G) ep'1jJ(n--l) + ... + G) !pIk) 1jJ(n-k) + ... 
+ ep(n)tJ". 
Hierin ist (~) eine symbolische Schreibweise für diejenige ganze 
Zahl, welche angiebt, wie oft das Glied !pIk) 1jJ(n-k) mit 1 < k< 11 im 
entwickelten Ausdrucke von j<n) auftritt. 
Zur Bestimmung der Anzahl (~) setze man im Speciellen: 
ep (x) = .1Jk, 1jJ (.r) = .rn - k, f(:I.') = :r". 
Dann gilt zufolge (2) S. 26: 
ljJ(n) = 0, 1jJln-l) = 0, ... , 1jJ ln-k+l) = 0, 
1jJ ln-k) = (n-k) (II-k-l) ... 2.1, 
epen) = 0, ep 1"-1) = 0, ... , ep(k + 1) = O. 
epik) := k (k - 1) ... 2.1 
und j<") = n (n - 1) ... 2. 1. Aus (1) ergiebt sich somit: 
1.2.3 ... 11 = G). 1 .2.3 ... k. 1 .2.3 ... (11 -1;). 
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Lehrsatz: Die n te Ableitung des Prolluctes zweier Funetionen 
f(x) = rp (x) . 1/! (x) stellt sich in den Ableitungen der einzelnen Fact01'w 
dureh die Formel (1) dar, wobei die Anzahl (~) durch: 
(2) (n)=n(n-1) ... (n-k+1) 
k 1.2 ... k 
gegeben ist. Der hiermit gewonnene Ansatz zur Berechnung von f(n) (x) 
heisst "die Leibniz' sehe Regel". 
3. Beweis de.s binomischen Lehrsatzes. 
Man setze in die Formel (1), Nr. 2 folgende Werthe ein: 
rp(x) = ebx, 1/!(x) = ca"" f(x) = e(a+b)"'. 
Für diese Functionen folgt aus (4), S. 27: 
rp(k) = bk.eox, 1jJ(n-k) = an~k.eax, j<") = (a+b)".e(a+I,)x. 
Nach Eintragung in (1), Nr. 2 und Forthebung von f(x) folgt: 
(1) (a + b»> = an + G) an-1b + ... + G) a"-kbk + .. , + b". 
Erklärung: Diese Formel bringt den "binomischen Lehrsatz" 
zum Ausdruck. Die in (2), Nr. ,2 dargestellte Zahl (~) heisst dieser-
halb "der k te Binomialcoefficient der nten Potenz". 
Durch directe Rechnung zeigt man: 
Formeln, die auch noch für k = 0 und k = n gelten, wenn man, der 
Gleichung (1) entsprechend, (~) = (:) = 1 setzt. 
4. Die Differenzenquotienten höherer Ordnung von f (x). 
Erklärung: Sieht man den Differenzenquotienten Von Y =f(x): 
Li y Li f(x) f(x + Li x) - f(x) 
Lix=~= Lix 
bei constantem LI.x als Fundion von x an und bildet von dieser Func-
tion aufs Xeue den Differenzenquotienten für die gleiche Aenderung Li x 
von x, so erhält man den Differenzenquotienten jJter Ordnung oder kurz 
den 2 ten Di.D'erenzenquotienten 'Von f (x). Entsprechend gelangt man 
zum .'lten, allgemein zum "n te" Differenzenquotienten" vony = fex). 
Als zweiter Differenzenquotient berechnet sich: 
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(1 ) _1_ [fex + 2..d x) - fex + ..d x) _ fex + ..d x) - fex)] 
..dx..dx ßX 
fex + 2..d x) - 2f(x + ..d x) + fex) 
-
..dx 2 
wobei abkürzend ..dx 2 für (..d X)2 geschrieben ist. 
Lehrsatz: 
!(x) ist: 
Der Ausdruck des n len Dzfferenzenquotienten VOll 
(2) 1 r (11)' 
..dx;;-tf(x + n..dx) - 1 fex + [n - 1] ..dx) 
± (;) fex + [n - 2] -:Jx) - '" + (-l)n feX)} . 
Man zeigt diesen Satz durch den Schluss der "vollständigen In-
duction". Ist er für n richtig, so zeigt die directe Berechnung des 
(n + l)ten Diiferenzenquotienten aus dem nten vermöge (2), NI'. 3, dass 
der Satz auch noch für (n + 1) gilt. Da er nun für n = 2 in (1) 
bewiesen ist, so gilt er allgemein. 
Der Zähler des Ausdrucks (2) heisst Differenz nieT Ordnung oder 
n te Differenz von y = f (x), und wird durch ..dn y oder ..dn f (x) be-
zeichnet. 
Lehrsatz: Der nte Differenzen'luotient einer Function y = f(x) 
stellt sich als Quotient der n len Differenz der Function und der n len 
Potenz der Differem: ..d x des Argumentes dar. 
5. Die Differentialquotienten und Differentiale höherer 
Ordnung von y = f (x). 
Er klärung: Soll sich ..d x als stetige Variabele der Grenze 0 
nähern, ohne mit 0 identisch zu werden, so schreiben wir (wie S. 11i) d x 
statt ..d x und nellnen d x das D~fferential '/.:on x. Entsprechend ersetzt 
man die Schreibweise ..dn y des zugehörigen "fVelihes der n len Differellz 
durch any = dn f (x) und nennt dieselbe "das Differential nter Ordnung" 
oder "das nie Differential" der FUllction. 
An Stelle der Benennung" Grenzt? des nie" Differentialquotienten" 
limo (~::) ist man iibereingekOilimen, gerade wie bei n = 1, kurz 
,.il ler D~fferentialquotient" zu sagcn und zu schrei/Jen. 
Unter Gebrauch dieser Sprechweise gilt der 
Lehrsatz: Der n te D~fferel1tialquotiellt von y = f(x) liefert die 
nie Ableitung '/.:onf(x): 
(1) an y = jln) (.r) oder ausführlich limo (-:"~) = jln) (.e). 
d .e" dx~O LJ.r: 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00043140
30 IH. Ableitungen und Differentiale höherer Ordnuug. 
Zum Beweise dieser Behauptung benutzt man folgenden aus der 
später abzuleitenden Ta y 101" sehen Reihe entspringenden Satz: 
Ist die Function F (x) sammt ihrer Ableitung F' (x) im Intervall 
von x bis (x + Li x) eindeutig und stetig, so gilt die Gleichung: 
(2) F(x+Lix) -F(x) = AF(x) = F'(x+-8'.Ax), 0<-8'<1, Lix Lix - -
wo -8' eine von der Function F, dem Argument x und der Differenz Li x 
abhängende Zahl des Intervalles 0 < {7 < 1 ist. 
Die V oraussetzungen über F (x) sind bei den elementaren Functionen 
stets erfüll bar , falls man solche Werthe der Argumente meidet, bei 
denen Unstetigkeiten der Functionen eintreten. 
Die verschiedenen Zahlen & der folgenden Rechnung sollten stets 
dem Intervall 0 < -8' <1 angehören. 
lVlan trage nun in (2) ein: 
(3) F() _f(x+Lix)-f(x) F'(x) =1'(x+Ax)-f'(x) x - Lix' Lix 
und erhält dadurch: 
Ll2f(x) _1'(x+-8'·Llx+Ax) -j'(x + {7·Llx) 
Ll x 2 Li x 
Die rechte Seite gestalte man vermöge (2) um, indem man unter 
F(x) die Function l' (x + -8'. Ll x) versteht: 
Ll2 f (J') 1/ Q. A <>.' (4) Lix1 =f (X+1J'ilX+ V .Lix)=fl/(x+2ft1 ·L/x), 
wobei -8' + -8" = 2 &1 gesetzt ist. 
Für /im.Lix = 0 folgt aus (4) Formel (1) für n = 2. 
Bildet man Formel (4) für F(x) anstatt fex), und setzt demnächst 
für F(x) den Ausdruck (3), so folgt entsprechend: 
Li3f(:r) 
-- =1'''( +3& ·Ll .) Li x:\ X 2 X 
und damit der Beweis von (1) für n = 3 u. s. w. 
6. Die unendlich kleinen Grössen höherer Ordnung. 
Es sei E eine "unendlich kleine Grösse«, d. h. eine Grösse, welche 
sich als stetige Varia bele der X ull nähert, ohne mit X ull identisch 
zu werden. 
Erkliirung: Hiil/[)f die Grösse ~ demrt Ion E ab, dass i für 
E" 
lim. E = () cnd7irh lIudnm 0 v/;rschiedenist, so sa[)t man, ~ werde im 
Vel'glciclt zn E uncmllich klein (0/1 der /I/eil Ordnung, oder man spricht 
auch, so oft es keillc Ziceideutigkeit hel'Co/'l'ujl, schlechthin von einer 
~ltl!el/(llich k/ei/lc/I (}rösse der n lm Onlllltllg". 
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Da j<n) (x) für gewöhnlich nur für vereinzelte \Verthe von x gleich 
o oder Cf) wird, so folgt aus (1), S. 29, der 
Lehrsatz: Das nte Differential dny = dnf(x) eilter Fundion 
y = f(x) ist im Allgemeinen w~elidlich klein von der n ten Ordnung, 
sofern d x unendlich klein von der ersten Ordnung wird. 
Ist ~ unendlich klein von der n ten und 1J unendlich klein von der 
m ten Ordnung, und ist m > n und also I = In - n > 0, so ist: 
lim. (:1) = limo (:n . ~ . EI) = O. ,~O 1; ,~O E 1; 
Lässt man, gerade wie bei Differentialen, das Zeichen lim. m den 
Formeln fort, so ergiebt sich hieraus: 
S t 1J = 1 oder, was dasselbe besagen Boll, S + l} = ~. 
Dies Ergebniss drückt man aus durch den 
Lehrsatz: Eine unendlich kleine Grösse höherer Ordnung i:;t 
im Vergleich zn einer solchen niederer Orcln1~ng selber unendlich kleiN 
und kann neben jener vernachlässigt werden. 
Eine zwar ungenaue, aber nützliche Veranschaulichung dieser Ver-
hältnisse gewinnt man dadurch, dass man die unendlich kleine Grösse E 
durch eine constante und sehr kleine Zahl ersetzt: 
I. Ist E = (110 Y so ist E2 als tausendster Theil VOll E llll Ver-
gleich zu E sehr klein. 
H. Theilt man den Würfel von der Cubikeinheit, wie Fig. 17 an-
deutet, durch äquidistante Horizontalebenen in n Scheiben der Höhen 
Fig. 17. Fig'o lt:. Fig. 19. 
1 
so wird der Cubikinhalt der einzelnen ~cheibe f und ist E= 
n 
somit bei grossem 11 sehr klein. 
Theilt ~an die einzelne Scheibe. wie Fig. 18 zeigt. durch II 
äquidistante Verticalebenen in /1 Prismen. so ist der Cubikinhalt deo 
einzelnen Prismas E2 und offenbar im Vergleich zum Volumen der 
Scheibe selbel' sehr klein. 
Theilt man endlich das Prisma 11l 11 congruente W iirtd 
(vergl. Fig. 19), so wird der Cubikinhalt eines einzelnen Würfeb Ei 
wiederum gegenüber dem des Prisma s ,ehr kein. 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00043140
32 IV. Die Maxima und Minima einer Function j(x). 
IV. Capitel. 
Bestimmung der Maxima und Minima einer 
Function {(x). 
1. Satz über das Vorzeichen der Ableitung l' (x). 
Unter y = fex) ist auch im Laufe der nächsten zwei Capitel 
irgend eine ~elementare" Function verstau den. 
Erklärung: Eine Function y=f(x) heisst mit x "g7eichändrig" 
oder "ung7eichändrig", je nachdem sie mit stetig wachsendem x g7eich-
falls wächst oder abnimmt. 
Es ist z. B. die Function y = x2 - 2 für alle positiven Werthe 
des Argumentes mit x gleichändrig, für alle negativen Werthe mit x 
ungleichändrig. Die Function sin x ist zwischen x = - ~ und 2 
1l . _1l b,.s 31l 
X = + 2 mit x gleichändrig, im Intervall von 2 2 ungleich-
älldrig u. s. w. 
Lehrsatz: Eine Fundion fex) ist für alle diejenigen lT'ertlte 
von x mit x g7eichändrig (ung7eichändrig) , für we7che die Ab7eitung 
positiven (negativen) Zah7werth hat. 
Der Beweis entspringt aus der geometrischen Bedeutung des 
Differentialquotienten (vergl. Fig. 14, S. 16); daselbst ist a spitz oder 
stumpf, je nachdem für den Punkt P die Function fex) mit x gleich-
ändrig ist oder nicht. 
2. Die Maxima oder Minima einer Function fex). 
Erklärung: Hört f(x) , während x a7s stetig wachsende Grässe 
den lYerth x = a passirt, a1~f, 111it x gleichändrig Zll sein, um dem-
nächst mit x ung7eichändrig zu werden, so wird fex) für x = a zu 
einem "]}Iaximum". Hört f (x), während x als stetig wachsende Grösse 
den TVerth:r = a passirt, auf, mit x ung7eichändrig z'u sein, um dem-
/lüchst mit x g7eichüm7rig zu teerden, so lcird f (x) für x· a zu einem 
_Minimum". 
, Fig. 20 erläutert den Fall des Maximums bei x = a. 
Fig. 20. Zufolge der Erklärung werden hier die 
,,, erthe der Function nur für solche Argu-
mente x mit einander verglichen, welche in der 
nächsten X achbarschaft oder, wie man sagt, 
in der ~ CmgelmIlY" von x = a liegen. Es 
darf somit in Fig. 20 sehr wohl j(b) grösser 
als der Maximalwerth j(a) sein. 
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Lehrsatz: Eine FWlction f(x) wird stets und nur dann für 
x = a zu einem 1liaximmn (JIillimum), falls ihre Ableittt11g l' (x), wäh-
rend x als stetiglcuchscnde (}rösse den n~erth x = a passirt, von posi-
ticen zu negativen (negatiren zu positivcll) Zahlwerthen übergeht. 
Der Beweis ergiebt sich sofort aus Nr. 1. 
Der Vorzeichenwechsel der Zahlwerthe von l' (x) kann auf drei 
Arten vor sich gehen: 
I. Ist l' (x) in der Umgebung 1JOn x = a stetig, so kann l' (.r:) 
nur vermöge des "stetigen Durchganges durch den lVerth 0" bei x = a 




In diesem Falle gewinnt die zu 
y = fex) gehörende Curve im Punkte 
x = a, y =f(a) eine parallel zur x-Xxe 
verlaufende Tangente. Als Beispiel gelte 
die implicite durch: 
2 X" - 3 x2 - 12 x - 6 Y + 1 = 0 
definirte Function y = fex). Die Xb-
leitung: 
l' (.r:) = x 2 - x- 2 = (x + 1) (;I:' - 2) 
geht stetig von positiven zu negativen 
1,v erthen, wenn x als wachsende Grösse 
den Werth x = - 1 passirt; l' (;1:') geht 
von negativen zu positiven Werthen, wenn x ebenso den "Terth x = 2 
durchläuft. Somit istf(-l) = 4/3 ein Maximum undf(2) = - 1~/6 
ein Minimum; der in Fig. 21 gezeichnete Verlauf der Curve der vor-
liegenden Function bringt dies zur Anschauung. 
H. Zweitens kann l' (x) 'cermüge des "Durchganges durch OC;" WH 
positiven zn neqativen lTTerthel1 oder wngekehrt gelaugen. 
Diesen Fall versinnliche das Beispiel: 
f() - 31'1(-2)" " ( , 6 x =;) -. V )' - -. f ,r) = - 5, , [) V(x- 2)3 
wo f' (x) bei x = 2 durch OC; von positiven zu negativen 'Verthen über-
geht. Es ist somit f(2) = [) ein Maximum der Function (vergL:Fig.2:2). 
Fig. 22. Fig. 23. 
x.=ß 
Bei Annäherung an den "r erth ,I' = a von der einen oder anderen 
:c 
Seite wird der S. 16 mit a bezeichnete Winkel sich der Grenze 2" annähern. 
F ri c k e, Leitfaden. I. 3 
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Hieraus ergiebt sich, dass die zu y = f (x) gehörende Curve Im 
Punkte x = a, y = f (a) einen sogen. Rück7;ehrpunkt (eine Spitze) mit 
einer zu'/" y-Axe parallelen Tangente besitzt. 
IH. Endlich kann l' (x) unstetig "du'/"ch endlichen Sprung" wn 
positiven zu negativen vVerthen oder umgekehrt gelangen. 
Dieser Fall, den Fig. 23 (a. v. S.) erläutert, gewinnt bei den 
elementaren Functionen keine Geltung. 
3. Gebrauch der höheren Ableitungen zur Bestimmung 
der Maxima und Minima von fex). 
Es gelte jetzt die specielle Annahme, dass f (x), f' (x), ... , jCn) (x) 
in der Umgebung von x = a stetig und (was nicht immer besonders 
genannt wird) eindeutig seien. 
Soll fex) für x = a zu einem Maximum (Minimum) werden, so 
muss zUfolge 1., Nr. 2 die Gleichung l' (a) = 0 gelten und l' (x) muss 
in der ganzen Umgebung von x = a ungleichändrig (gleichändrig) 
mit x sein. 
Die letztere Forderung wird nach Nr. 1 jedenfalls dann be-
friedigt sein, wenn f" (x) in der ganzen Umgebung von x = a negativ 
(positiv) ist. 
Ist aber f" (a) < 0 (bezw. > 0), so wird wegen der Stetigkeit 
von f" (x) die Ungleichung f" (x) < 0 (bezw. > 0) in der nächsten 
Umgebung von x = a überall gelten. 
Lehrsatz: Sindf(x),1'(x),f"(x) in der Umgebung von x = I/ 
stetig und verschwindet l' (x) für x = a, während f" (a) < 0 (bezw. > 0) 
ist, so wird f (x) für x = a zu einem Maximum (1JIinim~lm). 
'Weitere Untersuchung erfordert der Fall, dass auch f"(a) = 0 
ist. Es sei sogleich: 
(1) f'(a) = 0, f"(a) = 0, ... , jCn-l)(a) = 0, j<n)(a) ~ 0, 
d. h. alle Ableitungen bis zur n ten exclusive sollen für x = a ver-
schwinden. 
Ist z. B. j<n) (a) < 0, so zeigt der letzte Lehrsatz, dass jCn-2) (a) 
= 0 ein :\Iaximum von jCn-2) (x) ist, und dass somit f(n-2) (x) in der 
Umgebung von x = a nicht positiv ist. 
Dies zeigt, dass j<7I-3) (x) in der ganzen Umgebung ,on x = a 
mit x ungleichändrig ist, und dass somit f(n-4) (a) = 0 ein Maximum 
von fl71 -4) (x) ist. 
Durch Fortsetzung des Schlussverfahrens und Ausdehnung auf 
den Fall /In) (a) > 0 ergiebt sich der 
Lehrsatz: Sind f(J;), f' (x), ... , jCn)(x) in der Um!lebung 
VOll x = a stetig und verschu'iJulen die (n - 1) ersten Ableitungen 
für x = (/, u:ähreild jCn) (a) ~ () ist, so ist f (a) weder ein lJIaximum 
1/Och lJlinimum, lfP/1n n eine ungerade Zahl ist. Ist hingc!len n 
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gerade, so wird fra) zu einem lJIaximum (11Iinimum) von f(x), 





der Curve y = fex) im Punkte x = a, y = f(a) 
ist wegen f' (a) = 0 parallel zur x - Axe. Ist 
aber nungerade, so bleibt die Function fex), 
nachdem x den Werth a durchlaufen hat, mit 
x gleichändrig (ungleichändrig), wie sie es vor-
her war. Die Curve y = fex) hat bei x = a, 
y = f (a) einen sogen. "Wendepunkt " mit einer 
zur x - Axe parallelen " Vi endetangente " (vergl. 
Fig. 24). 
V. Capitel. 
Betrachtung des Verlaufes ebener Cm',en, 
1. Die Tangenten und Normalen einer ebenen Curve. 
In der Ebene seien rechtwinklige Co ordinaten x, y zu Grunde 
gelegt, und es sei eine Curve gegeben, deren Gleichung in die Gestalt 
y = fex) gesetzt sei. 
. Die Curve werde kurz C genannt; und fex) sei eine elementare 
eindeutige oder mehrdeutige Function. 
Fig. 25. Erklärung: Sind l' und PI zu'ei 
Punkte der Cun:e C, so bezeichnet man 
die Grenzlage , welcher die durch l' 
und PI hind/tl'chlaufende Gerade zu-
streut, wellil PI dem Punkte l' allf C 
ohne Ende oder unendlich nahe kommt, 
als "Tan[lente" der Curre C im 
Punkte p. 
Die Tangente giebt in der Umgebung von l' den Verlauf der 
Curve C "in erster Annäherung" an. 
Erklärung: Eine im Punkte l' (Ue Tal/gente und also die CUI'!'!' 
senkrecht ,~dtlleidel/de Gerade he isst ,.Xorll1ale" 1'0/1 C im PU/Iktr: 1'. 
Um die Gleichungen für Tangente und Xormale aufzustellen. selen 
~, 1) die C'oordinaten der Punkte auf einer dieser Geraden. wäh-
rend x und !I = fex) die Coordinaten von l' sind. 
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Als "Richtungscoefficienten" für Tangente und Normale folgen 
aus S. 16, sowie aus Fig. 25 (a. v. S.) die vVerthe: 
dy, , tlx ~ 1 
tgu = dx =f (x), t!lu = - dy - f(x)' 
Lehrsatz: Die Gleichung der l'ongente ron C im Punkte l' der 
Cooräinatcll .1'. !I = fex) ist: 
du (1) 1/ - y = d~' (g -- x) oder 1} - Y =f'(x) (g - x). 
(2) 
2. 
Die Gleicltul1!1 der Normalen 'i'on C im P?U1kte P ist: 
(g - .1') + djt ('1 - y) = 0 oder (g - x) + f' (x) (1/ - y) = O. 
dx 
Tangente, Normale, Subtangente und Subnormale der 
Curve C für einen Punkt P. 
Erklärung: Die auf der Tongenteuncl Normale durch elen Be-
riihrungspunkt und die x- Axe eingegrenzten Strecken heissen " Tauqc/lte 
wul Normale im engeren Sinne" und 1cerden (htrch T 1tnel N bezeichnet. 
:E'ig. 26. Hot es keine Zweideutigkeit zw' Folge, 
I~ 
I 
so nennt man l' 1tnel ~V auch wohl 
schlechthin" Tangente"und " "Sonnale " . 
Die Projectionen eler Strecken T 111ld 
N auf elie x - Axe heissen " Subtangente" 
und "Subnonnale" wzd werden durch 
St und Sn bezeichnet. 
Fig. 26 bringt diese Yerhältnisse für den Fall zur Darstellung, 
dass bei P die Ordinate y positiv und fex) mit x gleichändrig ist. 
Durch Discussion der in Fig. 26 auftretenden Dreiecke folgt der 
Lehrsatz: Für die zum Punkte P von C gehörenden Strecken 
St, Sn, T WItZ N gelten die Gleic7111llyeu: 
rl:c y , dy , 
St = y -/ = j"( )' Sn = y -I. = yf (x), (11 x c,r (1) 
1
1' = !/V 1 + (~) 2 = 11 \! 1 -+- (~) 2 , 
\;/ (cl II \2 " S=y I-+- -I' J =yVI + [j(X)]2. ( .r / 
(2) 
Diese Gleichungen bleiben auch in den übrigen, durch Fig. 26 
nicht einbegriffenen FäHen bestehen; nur muss man vorkommenden 
Falles die rechten Seiten im Zeichen wechseln, damit für T, N, Sf, Sn 
positicl! Zahlwerthe entspringen. 
3. Bogendifferential der Curve C. 
Sind P und PI zwei einander nahe gelegene Punkte der Abscissen 
.'l: und XI auf C, so bezeichnen wir die von irgend einem Ausgangs-
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punkte auf () bis l' und PI gemessene Bogenlänge vOn G durch s 
bezw. SI' 
Setzt man XI - X = Li X, SI - S = Li s, so ist Li s der dem Zu-
wachs Li x entsprechende Zuwachs des Bogens s. 
Fig. 27. Erklärung: Kommt 1\ delll Punkte l' 07me 
dy 
Ende nahe, so setzt man clx uJ/d ds jitr Lia' 
und Li s wul nennt d s das dem DitJerential cl)' 
entsprechende "Bogeudifferential" oder "Bogcn-
element" der Gurte G. 
und PI verlaufende 
ansehen I). 
Da G in der Umgebung von l' keine Ein-
knickung erfährt, so kann man, falls PI dem 
Punkte P sehr nahe liegt, das zwischen l' 
Stück vOn C ohne merklichen Fehler als gerade 
Dann zeigt Fig. 27 folgenden 
Lehrsatz: Das Bogewlitj'crential cis ~'on () ist gegeben durch: 
(1) cls2 = dx2 + d y2 oder ds = ± clx VI + [f'(X)J2. 
~co das obere oder untere Zeichen gilt, je nachdem s mit x gleichiil/drig 
ist oder nicht. 
Mit Hülfe des Bogendifferentials schreiben sich die Gleichungen (2) 
Nr.2: 




4. Beispiele zur Berechnung der Tangenten, Normalen u. s. w. 
I. Die in Fig. 28 (a. f. S.) dargestellte Parabel hat die Gleichung: 
(1) y2 = 2px oder !J = ± V2px. 
Der in Fig. 28 gewählte Punkt l' hat positives y, so dass gilt: 
(2) cly =f'(x) = V2~ = P P dx 2Vx V2pl'-Y' 
Die Formeln der vorletzten Nummer geben somit für St und SII: 
(3) 
y2 p 
St = - = 2 X, SI/ = Y . - = p. 
P !J 
Lehrsatz: Bei der Parabel ist die Subtan.l!enfe des einzelnen 
Punktes l' gleich der doppeltclI Abscissc eOIl p, die Subnormale aber ist 
COl1stant gleich p. 
H. Erklärung: Lässt 1//(/1/ rillf:n J{reis m(l einer Gemrlpli rolle/I. 
so beschreibt ein einzelner pllllki des Kreises eine 80g('lI. ,.(·.l/kloiüI'". 
Der Kreis habe den Radius (/ j die Gerade, auf welcher der Kreis 
rollt, werde die .r-Axe; der Berührungspunkt der .r-Axe und des Kreises 
1) Genauer spricht man die Sachlage dahin aus, dass der Quotient des 
Bogens ds und der zugehörigen Sehne für lim. <18 = 0 die Grenze 1 bat. 
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in der Anfangslage sei der Nullpunkt O. Indem der Kreis etwa nach 
rechts rollt, beschreibt der anfängliche Berührungspunkt die in Fig. 29 
angedeutete Cykloide. 
Bei der in Fig. 29 fest gehaltenen Lage des Kreises hat der die 
Cykloide beschreibende Punkt die Stelle A erreicht. Um das Centrum G 
Fig. 28. Fig. 29. 
hat sich der Kreis bis dahin um den Winkel 4. A GB = t, den sogen. 
" Wälzungswinkel", gedreht. 
Für die Coordinaten 0 D = x, A D = Y des Punktes Ader 
Cykloide liefert die Discussion der Fig. 29: 
(4) x = a (t - sint), y = a (1 - cost). 
Durch Elimination von t findet man als Gleichung zwischen x 
und y: 
(5) X = - V2n!J - y2 + a. arccos (a a Y). 
Lehrsatz: In (5) ist die Gleichung der Cykloide gegeben. Inso-
fern hier die transcendente Function are eos vorkommt, heisst die Gykloide 
eine transcendente Curve. 
Für manche Zwecke ist es einfacher, die Cykloide durch das 
Gleichungspaar (4) darzustellen, wobei die Goordinaten x, y des einzelnen 
Gykloidenpunktes als Functionen der unabhängigen Variabelen t erscheinen. 
Aus (4) ergiebt sich leicht: 
dx dy dy (t) ds (6)-lt=a(1-cost), -1 =asint, -=ctg - -
c ct dx 2 ' dX-~(t)' 
sm -
2 




IT = 2a (t)' cos -'i.'(~) St = 2a (f)' 
cos -2 
N= 2asinG), 
Sn = asint. 
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Zufolge der letzten Formel ist die Subnormale in Fig. 29 durch 
die Strecke D B gegeben. 
Lehrsatz: Bei der Cykloide läuft die Xormale des einzelnen 
Punktes A d~t1"Ch den Beriihrungspunkt B des zugehörigen Kreises mit 
der x-Axe kindtt1"Clt. 
5. Concavität und Convexität der Curven. 
Man ziehe im Punkte P der Curve C die Tangente und nehme 
an, dass dieselbe nicht parallel zur y-Axe ist. 
Erklärung: Liegt die CUfve C in der nüchsten Umgeb!mg von P 
unterhalb 1) der Tangente, so heisst elie Curve bei P "nach tmten concal'" 
(nach oben COl1lJex); liegt indess C in der nüchsten [~mgebung ron P ober-
halb der Tangente, so heisst die Cttrt'e bei P "nach wllen com;ex" (nach 
oben concav). 
Der Fall der Concavität nach unten liegt in Fig. 14 (S. 16) sowohl 
rechts wie links vor. 





an jene Figur dargelegten geometrischen 
Bedeutung von f' (x) ergiebt sich, dass 
für diesen Fall bei P die Function 
f' (:1;) mit x ungleichändrig und also 
f" (x) negativ ist. 
Entsprechend findet man, dass im 
Falle der Convexität nach unten f" (x) 
in der Umgebung von P positil' ist. 
Lehrsatz: Ist die Gurte C bei P 
nach ttnten concav (convex) , so hat rlie 
zweite Ableitung f" (x) in der Umgebung von P negative (positive) Zahl-
'!certhe tHld mngekehTt. 
Für die in Fig. 30 dargestellte Ellipse ist: 
x 2 1/ 2 
+'----=1 
a2 b2 ' 
Das obere Zeichen gilt, 
liegt. Für diesen Fall ist: 
y = ± ~ Va 2 - x2• 
a 
wenn der Punkt P oberhalb 
dy bx (12y _ ab 
der :r-Axe 
(1) 
dx aVa2-x2' dx1 (Va 2 -x,)3 
Die Ellipse ist in der Umgebung von P nach unten concav, was 
in Uebereinstimmung mit dem negativen Zeichen des Zahlwerthes von 
(12y b . p' t d x2 e1 1S • 
In die vorstehende Betrachtung ist der Fall, dass die Tangente 
in P mit der y - Axe parallel ist, nicht einbegriffen. Für diesen Fall 
1) Die Richtung ,nach unten" soll in iler xy-Ebene diejenige der llega-
tiven y-Axe sein. 
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gehe man nach S. 3 zur Betrachtung ~er zu f(:r) inversen Function 
über, um die concave Seite der Curve zu bestimmen. 
6. Wende- oder Inflexionspunkte einer Curve. 
Auch weiterhin sei die Tangente in P nicht parallel zur Z! - Axe. 
Er klärung; Ist die Olt/Te C auf der einen Scite des PUI/kte;; P 
nach wden cOl/cav 1tlld auf der anderen Seite nach wdell conte)', ;;0 
heisst der Punkt Pein lYende- oder Il1jiexiollspnnkt der Curte 1llld die 
Tangente in P heisst TYewZe- uder Injlexiollstangente. 








Von einer gewöhnlichen Tangente, als 
der Verbindungsgeraden zweier einander 
unendlich nahe rückenden Punkte von 
C, sagt man, sie habe mit C zwei ~,COII"('­
cutife" Punkte gemein. 
Die stetige Ueberführung einer gewöhn-
lichen Tangente in eine Wendetangente 
(vergl. Fig. 31) zeigt den 
Lehrsatz: hil1c n'clIllctal/yclltelurt mit 
der CI/fee drei consecutit'e PUJlkte fjell/('ill. 
Die Ergebnisse von ~r. ?i liefern weiter den 
Lehrsatz: Passirt X als stetifle Yaria/Je7e den rVerth der Absci;;.w: 
des lYelldepunktes P, so geht f" (:x) 'ton ncgatiücn zu positiven Zahl-
lcerthel/ oaer wl<[jekehrt über. 
Die Rechnungen in :Nr. 7 zeigen, dass f" (x) bei diesem Uebergange 
den lYerth sun passirt. 
Für Z! = sill x ist f" (x) = - sin Xi sämmtliche Schnittpunkte 
der x-Axe und der Sinuslinie sind W endepunkte (vergl. Fig. 9, S. 7). 
Einen etwaigen Wendepunkt mit einer zur y-Axe parallelen Tan-
gente mache man wieder durch Uebergang zu der mit fex) inversen 
Function der Rechnung zugänglich. 
7. Die Krümmungskreise einer Curve. 
Der Kreis durch die drei Punkte P, Pu Pt der Curve C heisse K. 
Rückt Pt dem Punkte P unendlich nahe, so werden Kund C im 
Punkte P gemeinsame Tangente gewinnen und also einander beriihren. 
Fig. 3z. Rückt überdies auch noch Pt dem Punkte 
P unendlich nahe, so geht hierbei K in 
eine Grenzlage über, welche man als deli 
.,ll:riiIllIl/UI/[/8kreis" der Curre C im Punkte 
P bezeichnet. ~P/----P _~-- ~2 . \ I . \ " , ... ! / i '()oI Lehrsatz: Der Kriim/nuilgskreis rOll C 
im Pllukte P hat mit der Curre C bei P 
drei ('ollsl'cufice Punkte gemein. 
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Unter allen die Curve C im Punkte P berührenden Kreisen 
schmiegt sich der Krümmungskreis der Curve am engsten an; er ist 
dieserhalb geeignet, ein "Maass für die Krümmung" der Curve C bei 
l' abzugeben. 
Erklärung: Der ~lIittelpllnkt dc~ Krif/lllllll1l[Jskreises heisst 11Jiilil-
1IluJ/[Jscel1trwn, llcr Radius desselben ](riimm/lligsradius der, eurec C 
an der Stelle P. '''c 
, Das Krümmungscentrum liegt auf der zu P gehörenden Kormale 
von C. 
Sind 1\ und P einander bereits unendlich nahe, während 1'2 noch 
endlich entfernt ist, so findet man den Mittelpunkt J1 von K durch 
die in Fig. 32 angedeutete Construction, wobei J1 Q das Loth auf der 
Mitte von P Pt ist. 
Rückt jetzt auch 1'2 dem Punkte P ohne Ende nahe, so wird (2 J1 
zu einer mit P J1 "consecutiven" ~ormale. 
Lehrsatz: Dus Krii/J1J1I1lIl[lscentrum ist die Grenzlalle de,., Sclwitt-
puuktes der zu P [leItürenden .:v~ormale mit eincr Zlceiten ;-'-urlilale, deri'/l 
Pusspllnkt dem Punkte P o7me Endclla7w kommt: 
Sind x, y die Coordinaten von P, ferner x + Li x, 1/ -+- Li !I diejenigen 
eines P nahe gelegenen Punktes P' und endlich g, I) diejenigen des 
Schnittpunktes der zu P und p' gehörenden Kormalen, so gilt nach 
(2), S. 36 (oben): 
(g - x) +f'(x) (1] - y) = 0, 
(g - x - Llx) + f' (x + Lix) (t) - Y - Liy) = 0. 
Durch Subtraction der zweiten Gleichung von der ersten folgt: 
1 - (f) - y). f'ex + Lix) -fex) -+- ('()' + Lix). Li!! = o. 
Lix ' Li.!' 
Für lim. Li x = 0 ergiebt die Fortsetzung der Rechnung den 
Lehrsatz: Die CoordiJlatcn g, l) des ZUiI/ PUI/kte l' f/ehijrcwleJl 
Kriill1mul/[lsccldrltills, SOleie der KriimmuJli/sradills Q ,tdlcn ,i"'l nrmii!/I' 
der Coordinatcn x, y 1.:un P und der CU/"l'cn,r/leic7///JIiJ !I = /I.r), /1'11' 
ful.',t. dar: 
(1) g = )' 
(2) 
f' Cr) + [/' (lW 
f" (x) 
1 -+- Cf' (x)F 
'I = !/ -+- /" (.r) 
3 
, 11 + [/' (,1)]2 : :! 
Q = = f"(r) 
Die letzte Formel berechnet sich auf Grund des Umstandes. das, 
Q gleich der Entfernung des Krümmungscentrums vom Punkte l' ist. 
Das Vorzeichen ist rechts so zu wählen. dass Q positiven \\" erth b~­
kommt. 
Ist l' 'Yendepunkt. so stellt die \\" endetangente den Krülllmungs-
kreis dar. Dies erfordert, falls f' (I') für P endlich ist. fit i , ) = () in 
Uebereinstimmung mit den Angaben von Nr. (,. 
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Setzt man im Falle der Ellipse in (1) und (2) die in (1), S. 09 
gegebenen Werthe von f' (x), f" (x) ein, so ergiebt die Entwickelung: 
(3) 
unter e2 = [t 2 - b2 das Quadrat der Excentricität verstanden. 
Für die Cykloide liefern die dritte und erste Formel (6), S. 38: 
d c1g (~) 1 [12y _ elt 
----'-----'---
dx 2 elt clx (t) 4ctsin4 2 (4) 
Die Entwickelung der Formeln (1) und (2) ergiebt damit: 
(5) g = a (t + sint), 'YJ = - a (1 - cost), Q = 4a8ill(+)' 
Durch Vergleich mit der zweiten Formel (7), S. 38, entspringt der 
Lehrsatz: Für den einzelnen Punkt der Cyk70ide ist der Kriim-
mungsradius Q doppelt so gross, als die Normale N. 
In Fig. 28, S. 38, ist somit der zum Punkte A gehörende Krüm-
mungshalbinesser die über B um sich selbst verlängerte Strecke AB. 
8. Die Evoluten und Evolventen. 
Erklärung: Der geometrische Ort aller zu einer C~trTe C ge-
hörenden Kriimmungscentra stellt eine neue CttlTe c1ar, we1che man als 
Fig. 33. Kriimmungsmittelpunktscun'e oder Evoltde von C 
bezeichnet. 
In Fig. 33 sind für einige, einander nahe 
gelegene Punkte P, PI, P2 , ••• von C die Nor-
malen errichtet und je zwei auf einander folgende 
unter ihnen in Q, Ql' ... zum Durchschnitt ge-
bracht. Diese Punktreihe giebt ein ungefähres 
Bild vom Verlauf der Evolute. 
Speciell veranschaulicht Fig. 33 folgenden 
Lehrsatz: Die Normale von C im Punkte P 
ist Tanrfente der Evolute in dem P entsprechen-
den Punkte Q. 
Es sind nämlich in (1), Nr. 7 die Coordinaten 
g, 1/ von Q als Function von x gegeben. 
Hieraus folgt: 
dg " 3/'/"2_]I11_/'2flll d1/=3/'fIl2_flll_f'2f''' 
(1) (lx = - j . f"2 .dx /"2 
wo der Kürze halber die Argumente x bei 1', ]", 1''' fortgelassen sind. 
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d~ , dr; df} 
dx = --f (x)· dx' d~ 
43 
Braucht man nun den Winkel a im Sinne von Fig. 14, S. 16, und nennt 
den entsprechenden Winkel bei der Evolute (X,', so folgt aus (2): 
d1) , 1 1 1l 
(3) d~ = tga = - 1'(x) - tgrx. und also a' = rx. ± 2' 
womit der Satz bewiesen ist. 
Des weiteren veranschauliche man sich an Fig. 33 den 
Lehrsatz: Das Bogendijferential d6 der Evolute ist absolut ge-
nommen gleich dem entsprechenden (d. i. zu demselben dx gehörenden) 
Differential d Q des Kriimmungsradius. 
Aus (1) ergiebt sich nämlich: 
( d6)2 = (d~)2 + (dr;)2 = (1 + 1'2) dx dx dx (
31'f"2 - f'" - 1'21''')2 
}'''2 ' 
und zu dem gleichen Ausdruck gelangt man von (2), Nr. 7, aus für 
G~: y, so dass in der That d 6 = ± d Q gilt. 
Denkt man die Tangente Q P der Evolute als gespannten Faden, 
so zeigt der letzte Lehrsatz, dass bei Auf- oder Abwickelung des Fadens 
auf dedEvolute der Endpunkt P des Fadens die ursprüngliche Curve C 
beschreibt. 
Erklärung: Die Curve, welche durch irgend einen Punkt eines 
längs einer gegebenen Curve aufgewickelten und gespannten Fadens bei 
weiterer Alif- oeler Abwickelung beschrieben wird, heisst eine Evolvente 
der gegebenen Curve. 
Da hierbei die Auswahl des beschreibenden Punktes auf dem 
Faden willkürlich ist, so hat jede Curve unendlich viele Evol~'enten. 
Lehrsatz: Das Verhältniss zwischen der ursprünglichen Gurre C 
und ihrer E~'olute kann man auch so aussprechen, dass C eine untcr 
den Evolventen jener Ecolute ist. 
(1) 
9. Gleichung der Evolute und Beispiele. 
Durch die Gleichungen: 
/' + 1'3 ~=x- f" und _ 1 + /,2 1)=1+ 1" 
sind die Coordinaten ~, f} des einzelnen Punktes der Evolute in x dar-
gestellt. Die Elimination von x liefert eine Gleichung F(~, r;) = 0 
für ~ und 1), welche somit die Gleichung der Evolute t'OIt G ist. 
Für die Ellipse galten die Formeln (3), S. 42. Unter Heran-
ziehung der Ellipsengleichung liefert die Elimination von .c und !J: 
2 2. 
(2) (a~fi + (br;)3 = e3 
als Gleichung der Evolute. 
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Die Gestalt dieser Evolute ist in Fig. :34 angegeben, wobei man 
sich die Zuordnung der Punkte P und Q deutlich machen wolle. 
Die Scheitelpunkte der Ellipse sind 
Punkte grösster bezw. kleinster Krüm-Fig. 34. (Jt mung; dem entspricht es, dass die ihnen , zugehörigen Punkte der Evolute Rück-P kehrpunkte (Spitzen) sind. -Die Evolute der Cykloide ist in 
,Q' Fig. 35 dargestellt; es gilt der Lehr-
-+-.-./-/""/;:---+--';-;;---+- satz, dass die Evolute tier Cykloide 
. selbst wieder eine Cykloide ist. 
p Führt man nämlich das in Fig. 35 
angedeutete Coordinatensystem X, Y 
vermöge: 
X=~ + an, Y= 1) + 2a 
em und setzt T = t + 7r, so nehmen die Gleichungen (5), S. 42, der 
Evolute der Cykloide die Gestalt an: 
X = (t (T - sin T), Y = a (1 - cos T). 
Hierdurch ist eine mit der ursprünglichen congruente Cykloide dar-
gestellt [verg!. (4), S. 38]. 
Wickelt man in Fig. 35 den Faden Q/I' pl/' nach links auf der 
Evolute auf, 80 gelangt man zum 
Lehrsatz: Die Bogenläuge eines einzelnen (zlcisclten zwei a~if 
einander folgenden tiefsten Punkten gelegenen) Zweiges der Cykloide ist 





Aus Xl'. -; folgert man noch, dass einem \Vendepunkte von C ein 
"unendlich ferner" Punkt der Evolute zugehört. wobei die Normale 
von C im Wendepunkte "Asymptote~ der Evolute wird. 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00043140
V. Betrachtung des Verlaufes ebener Curveu. J5 
10. Einführung der Polareoordinaten. 
Ein Punkt 0 der Ebene sei als "Pol" und ein von 0 auslaufender 
Strahl 0 Aals "Axe" eines Polarcoordinatensystems fixirt. Die Polar-
eoordinaten ]', i1 eines Punktes P der Ebene sind dann der "Radius 





Es sei eine beliebige Cune C vorgelegt, 
deren Gleichung etwa die Gestalt I' =f(i1) 
habe. 
In Fig. 36 sind auf C zwei Punkte P und Pi 
der Coordinaten 1', i1 und I' + Li 1', i1 + Li iT fixirt, 
und es ist 0 Q = 0 P gemacht, so dass man hat: 
(1) r
- (Lil't)-
,1'Q = 21'sin T ' l'iQ = Li 1', 
't :n: Li !I 2;. OPQ = 2;. OQP = "2 - -:2 . 
Die Definition von E, ~ und r; entnehme man aus Fig. 3ß; es ist: 
:n: LiiT ~=- + - -1/. 2 2 
Durch Betrachtung des Dreicks PQPI ergiebt sich vermöge (1) und (2): 
_ ') (Li iT) . (Li iT) (3) IPP1- = Lil'2 + 4t'2sin2 T + 4j' Li nm2 T ' 
l COS(T}_Li2i1)=cos(Li2iT) :;1 
Die Division der ersten Gleichung durch Li iT 2 liefert: 
(4) 
Der Quotient der Sehne P PI und des zugehörigen Bogens Li s 
wird für lil/l. LiiT = 0 gleich ± 1; somit folgt aus (4): 
(((11,~)2= (((I/:):! " /,'1 (5) IJ v --'- oder ds 2 = dl'2 + 1' 2 diT 2, 
während sich daraufhin aus (3) ergiebt: 
clr 
(6) cos T} = cl,,' 1 (dS)2 (l'diT)2 tq2 = -- - 1 = - - 1 = - , 
,fj (,ost T} d I' d I' 
Lehrsa tz: III Polarcoordi/lafcn drücken sich das Bogendijfel'c/ltial 
und die FU/lctio/l fg des ll'illkels TI zicischcn Radius actol' und Tan-





46 V. Betrachtung des Verlaufes ebener Curven. 
Das Vorzeichen der rechten Seite der letzten Forme] ist richtig 
fixirt, da 11 spitz (stumpf) ist, wenn r mit {t gleichändrig (ungleich-
ändrig) ist (vergl. Fig. 36). 




In Fig. 37 ist in 0 auf dem Radius vector 0 P des Punktes P 
Gerade QR senkrecht gezogen; und es sind Tangente und Normale 
Fig. 37. 
Lehrsatz: Für 
ds T=r-, dr 
Fig.38. 
:11 
von C im Punkte P bis zu ihren Schnitt-
punkten Q und R mit jener Senkrechten ge-
zogen. 
Erklärung: Die Strecken PQ ~md PR 
heissen die zum Punkte P von C gehörelllie 
"Polartangente" T und "Polarnormale" N; 
entsprechend heissen die Strecken OQ und 0 R 
"Polarsubtangente" St und "Polarsubnor-
male" Sn. 
Durch Betrachtung der Dreiecke in Fig. 37 
folgt der 
die Polartangente T tt. S. W. 
N = ds S = r2 dit 
dft' t dr' 
gelten die Formeln: 
dr Sn=-· 
elf} 
Besonders geeignet sind die Polar-
eoordinaten zur Untersuchung der Spiralen. 
Ein Beispiel liefere die durch: 
(2) r = ea .'!-
gegebene logarithmische Spirale, deren 
Verlauf Fig. 38 andeutet. Die logarith-
mische Spirale hat sowohl nach aus sen 
wie auch in der Richtung auf den Pol 0 
unendlich viele Windungen. 
(3) 
Aus (2) ergiebt sich: 
1 V!"+a2 jtgT/=-, T=r , a a 
I v- r \.Y=r 1 + a~, St=-, Sn=ar. 
a 
Lehrsatz: Fiir alle Punkte der logarithmischen Spirale hat der 
·Winkel 1) den gleichen "fVerth: :die Längen T ul/(l ebenso X, St und Sn 
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VI. Capitel. 
Grundlagen der Integralrecbnung. 
1. Begriff des unbestimmten Integrals. 
Erklärung: Die Fundamentalaujgabe der Integralrechnu.ng lautet: 
Gegeben ist die Function rp (x); man soll eine solche Function f (x) an-
geben, deren Ableitung l' (x) mit rp (x) identisch ist. 
Die Auflösung dieser Aufgabe ist die zur Differentiation von fex) 
inverse Operation. 
Von der gesuchten Function f (x) ist unmittelbar das zu d x 
gehörende Differential df(x) = rp (x) d x gegeben. lVlan kleidet dem-
nach die Fundamentalaufgabe auch wohl in die 
Erklärung: Aus dem in der Gestalt rp(x)dx gegebenen Diffe-
rential df(x) soll die F1tnction f(x) selbst hergestellt teerden. Diesen 
Uebergang bezeichnet man als "Integration" des Differentials df(x) 
= rp(x)dx, und das Resultat dieser Operation, d. i.f(x), heisst "Inte-
gral" des Differentials df(x)=rp(x)dx, oder kurz " Integral von 
rp (x) d x". 
Um durch eine Formel auszudrücken, dass die Integration von 
rp (x) d x auf f (x) führt, schreibt man: 
(1) . fex) = f rp (x) da;. 
Erklärung: . .JIan hat hiernach das Zeichen f als "Integral 
von" zu lesen; ttnd die Formel (1) bringt nichts anderes zum Aus-
druck, als dass das Differential df(x) = rp(x)dx oder die Ableitung 
l' (v) = rp (x) sei. 
Weiter unten wird gezeigt, dass es für jedes mit einer elementaren 
Function rp (1;) gebildete DUJerential rp (x) cl x ein Integral f (x) giebt. 
Ist neben f (.v) auch g (x) ein Integral von rp (x) d x, so haben f (x) 
und g (x) gleiche Ableitungen; und also ist für die Function F (x) 
= g (Y) - f (x) die .-\.bleitung F' (x) beständig gleich O. 
Hieraus folgt, dass für die Fuuction !I = F (x) der in Fig. 14 
(:". 16) mit a bezeichnete Winkel beständig gleich 0 ist. und dass also 
die zu y = F(x) gehörende Curve eine Parallele zur :r-Axe ist. 
Die Function F (x) hat somit für alle x den gleichen Werth. sie 




408 \"1. Grundlagell der Integralrechnung. 
XUll hat andererseits die Function [/(.1') + C] bei willkürlich 
gewähltem C dieselbe Ableitung wie fex); also folgt der 
Lehrsatz: Das IlIte[jI"al eines gegebenen DifIerentials g;(.r)dx 
ist nur bis auf eine willkiirlichzcält7bare additice Constwde C eindeutig 
bestimmt, (/. h. mit f(x) ist ~tets auch f(.7') + eIntegral t'on g;(x)dx. 
Cheisst die "IntcgratioilSCOllstlllde"; bleibt der W erth von C un-
bestimmt, so spricht man von einem "wzbestimmten Inteyral". 
2. Unmittelbare Integration einiger Differentiale. 
Soll ein gegebenes Differential g; (x) cl x integrirt werden, so ist 
man zunächst darauf angewiesen, in den Formeln der Differential-
rechnung nach einer Fundion f (x) zu suchen, für welche f' (.1') 
g; (x) wird. 
Indem man sogleich die einfachsten Differentialformeln 
df(x) = g; (x) (/ x m fex) = J' g; (x) cl x, 
d. h. in die entsprechenden Integralformeln umschreibt, ergiebt sich 
folgendes erste Formelsystem : 
f ~,"'+1 (1) x"'dx = m+-l ( für alle ganzen und gebrochenen)\ Zahlen m J'. ' 
(2) f clxx = log x, (3) f eJ cl x = e"", 
(5) ( 4) ! [ cos x cl x = sin x, 
). i -:.. tA,~. [',Ll-
LI., , (6) 1,. d~ = tgx, (7) J' :l.1' = - ctyx 
" 
,I, ~") iCOS2X sw2x' t :J" I!- ~ ,,v,' • ~ 
.. 
(8) J f--;!!X-- = are sin x, (9) J' ~ = are tg x. 
_ .~ 'J. ' , ,}V1 - x 2 1 + .1'2 
"Der Kürze halber sind hier überall die Integrationsconstanten C 
ausgelassen. 
3. Zwei Hülfssätze zur Integration der Differentiale. 
Gelten die beiden Formeln: 
0) . df(x) = f' (x) cl x und cl y (x) = y' (x) cl x, 
so liefert der erste Lehrsatz in Nr. 5, S. 17: 
(2) . rl [fex) ± y (r)] = Cf' (x) + g' (x)] cl l'. 
Setzt man nun f' (x) = g; (r), y' (x) = ljJ (r), so folgt aus (1): 
(3) . f(.l') = J·g;(.i')dX, (/(.1') = f ljJ (x) dx, 
und die zu (2) gehörende Integralformel : 
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(4) J [cp(x) ± 11' (x)] dx =f(x) ± g(x) 
liefert vermöge (3): 
(I) . J [cp(x) ± 1jJ(x)] dx = J cp(x)dx ± J 11' (x) dx. 
Lehrsatz: Eine Summe oder Differenz wird integrirt, indem 
man jedes Glied integrirt und die entspringenden Integrale addirt bezu·. 
snbtr ah i rt. 
Ist l' (x) = cp (x), so liefert Formel (4), S. 18: 
(5) . d [af(x)] = af' (x) cl x = a cp (x) d x. 
Die zugehörige Integralformel: 
(6) . J Cl cp (x) d x = (lf(x) = a J cp (x) d x 
liefert: 
(I1) . . J acp(x)dx = a J cp(x)clx. 
Lehrsatz: Ein constanter Factor des zn integrirenc1en Diffe-
rentials da/i vor das Integralzeichen gesetzt werden. 
Beispiele zu Nr. 2 und Nr. 3 sind: 
J X2 ;r'\ (ao + alx + a2x2 + ... + anXn) dx = C + aox + (11"2 + a2 "3 -l- ... 
x n +1 
+ an n + l' 
f( 2X 3 - 7_+ 3 )dX= C+I/2 x4 -14V-;;+3arcsinx. V X V1-x2 
Hier ist beide Male die Integrationsconstante zugefügt. 
4. Integration durch Substitution einer neuen Variabelen. 
Er klärung: In vielen Fällen gelingt die Inte.llration rOll fP P') 11 x 
durch Einführung einer Hiiljsmriabelen z1:ermöge 
(1) x = 'lj! (z), cl x = 11" (z) cl z. 
Die "Substitution" wn 11' (z) fiir x 7i,'./ert: 
(2) .. ffP(X)dX= ffP['lj!(z)].'lj!'(Z)dZ= JiP(z)dZ. 
Kann man das letzte Ilde[!ra7 als Function F(z) al/geben, i'f) lirj;Tt 
elldlich die lYiedereinführung rOll x das gesudde Integra7: 
(3) ... f tp(x)dx = J iP(z)dz = F(z) =f(x). 
Führt man· z. B. in fSill (a + bx) (1.1: die Yariabele z vermöge 
(t + bx = z, Ii cl r = d z ein, so ergiebt sich: 
Fricke, Leitfaden. I. 4 
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f 
1 f . cosz cos (a + bx) (4) sin(a+bx)dx='b smzdz=-T=- b . 
Bei den folgenden Beispielen ist immer die zur Berechnung des 
Integrals geeignete Substitution in Klammern angegeben: 
(5) fx~a=lOg(x+a), [x+a=z], 
(6) f cos (5 + 7 x) d x = 1/7 sin (5 + 7 x), [5 + 7 x = z], 
(7) !ekxdx = ~.ekX, [kx = z], 





r dx . (X) V = arc s~n - , ~ a2-x2 a 
f 
xdx 
--- = 1/2 log (a 2 + x 2) 
a2 + x2 ' 
f tg X d x = - log cos x, 
J ~x = log tg (~2)' . smx 
[x = az], 
[cos X = z], 
Die Herstellung der Formel (8) gründet sich auf: 
dx 
sinx 
dx 1 d (f) 
tg ( % ) cos2 (%) 
5. Methode der partiellen Integration. 
A.us Formel (2), S. 22 ergiebt sich: 
(1) d [!p(x)x(x)] = !p(x) x' (x) dx + !p'(x)X(x)dx, 
(2) . . !p (x) X (x) = f!p (x) ddX (x) d x + Jd!P (x) X (x) dx: 
x dx 
Schreibt man in (2): 
dX(x) J 
---ax = 1/1 (x) und also X (x) = 1/1 (x) d x, 
so folgt: 
(3) f !P (x) 1/1 (x) dx= !P (x) J 1/1 (x) dx - J[d :;~J 1/I(X)dX] dx. 
Erklärung: Die in dieser Formel enthaltene Regel zur Berech-
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Die partielle Integration verwendet man vielfach mit Vortheil bei 
der Integration gegebener Differentiale; Beispiele sind: 
1. flog x d x, rp (x) = log x, 1/! (x) = 1, 
flog x d x = log x J'd x - f [±,[ d x] d x, 
(4) fl09X dx = x log x-x. 
II. f x sin x d x, rp (x) = x, tjJ (x) = sin x, 
./ x sin x d x = x,/ sin x d x - f [f sin x d x] d x. 
(5) fx sinx dx = - x cosx + sinx. 
III. f arctg x d x, rp (x) = arctg x, 1/! (x) = 1, 
farctgx dx = arctgx fd'X - f[1 ~x2f dX] dx, 
(6) farctgx dx = x arctgx - 1/210g (I +x2). 
6. Begriff des bestimmten Integrals. 
Es sei y = rp (x) eine elementare Function, welche in dem Inter-
vall a < x <b (unter a und b endliche 'Werthe verstanden) eindeutig 
und stetig ist. 
Der Einfachheit halber sei zunächst angenommen, dass rp (x) im 
ganzen Intervall positiv und mit x gleichändrig ist. 
Fig. 39. Das über dem Intervall gelegene Stück 
der Curve y = rp (x), sowie die zu x = a 
und x = b gehärenden Ordinaten sind in 
Fig. 39 durch starkes Ausziehen hervor-
gehoben. Es mäge das von der Curve, 
den genannten beiden Ordinaten und 
der x-Axe begrenzte Flächenstück den 
Inhalt J haben. 
Zur angenäherten Berechnung von J x=b 
x=a 
theilen wir die zwischen a und b gelegene 
Strecke der x-Axe in n Theile, die zwar nicht nothwendig, aber zweck-
mässig einander gleich gewählt werden. Der einzelne Theil habe die 
Länge Li x, so dass man b - a = n· Li x hat. 
Indem auch noch in den (n - 1) Theilpunkten die Ordinaten 
rp (a + Li x), rp (a + 2 Li x), ... , rp La + (I! - 1) Li x] errichtet werden. 
zerfällt die fragliche Fläche in n Streifen. Vom einzelnen Streifen 
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man durch den Endpunkt der linken Ordinate eIne Parallele zur 
x-Axe zieht. 
Der Gesammtinhalt J" der n Rechtecke ist: 
(1) J n =rp(a)L1x+rp(a+L1x)L1x+···+rp[a+(n-l)L1x]L1x. 
Führt man diese Operation wiederholt, und zwar für immer 
grössere n durch, so gilt: 
(2) lim.{rp(a)L1x+rp(a+L1x)L1x+··· 
,,='" . +rp[a+(n-l)L1x]L1x) =.1. 
Zum Beweise vergrössere man den einzelnen der n Streifen (wie 
Fig. 39 andeutet) dadurch zu einem Rechteck, dass man durch den 
Endpunkt der rechten Ordinate eine Parallele zur x-Axe zieht. Der 
Gesammtinhalt J~ der so entspringenden n Rechtecke ist: 
(3) J~ = rp (a + L1 x) L1 x + rp (a + 2 L1 x) L1 x + .,. + q; (b) L1 x. 
Aus Fig. 39, sowie aus (1) und (3) folgt: 
(4) J,,<J<J~, J~--Jn = [rp(b)-rp(a)]L1x; 
also ist limo J~ = Ihn. J" = J. 
n=oo ,»=00 
Die Formel (2) gilt auch dann noch, wenn rp (x) im Intervall 
nicht oder nicht stets mit x gleichändrig, sowie wenn rp (x) nicht oder 
Fig. 40. nicht immer positiv ist. Es ist 
nur nöthig zu verabreden, dass, 
falls die Curve ganz oder theilweise 
unterhalb der x-Axe verläuft, die 
Inhalte der hierselbst zwischen 
Curve und Axe gelegenen Flächen-
stücke negativ in Rechnung zu 
stellen sind. So ist J im Falle der Fig. 40 die Summe der Inhalte der 
Stücke I und III, vermindert um den Inhalt von II. 
Für limo n = 00 gewinnt die in (1) definirte Summe eine über 
alle Grenzen grass werdende Gliederanzahl und jedes Glied gewinnt 
die Rolle eines Differentials rp (x) cl X. Deshalb setzt man: 




80 dass hier das Zeichen! in einer zunächst neuen Bedeutung, nämlich 
als SIlIl1/11ol::cic7lcn, verwendet wird. 
Erklärung: Die ill (1) erklärte SummeJ" bekommtjür limo n= 00 
llie Bedndun!! einCl" Summe unendlich vieler Differentiale. Die so ge-
dachte Summe wird mit da in (;j) gegebenen typischen Bezeichnung 
b 
j'rp (x) d x bl!lcgt. Dicsr:r AU8druck lleisst ein ."bestimmtes Integral", 
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und die unten und oben an das Summenzeiclten gesetzten G1'enzen a 
uncl b des der Betracht~tng Z~t Grunde liegenden Interralles heissen "die 
untere uncl die obere Grenze" des Integrals. Das Intervall selbst heisse 
fortan "Integrationsinterwll';. 
Die Berechtigung und Brauchbarkeit des Begriffes des bestimmten 
Integrals ist gewährleistet durch folgenden 
b 
Lehrsatz: Das bestimmte Integral f rp(x) clx hat unter der 
Voraussetzung, dass die Grenzen a und b endlich sind, ttncl dass rp (x) 
im Illtegrationsinten:a17, die G1'enzen eingeschlossen, eindeutig und stetig 
ist, den oben erklärten fest bestimmten Zahlwerth J. 
7. Zusammenhang zwischen den bestimmten und den 
unbestimmten Integralen. 
Die obere Grenze b des Integrals sei veränderlich und werde in 
diesem Sinne durch x statt durch b bezeichnet. Doch soll zunächst 
x > a sein, und im Intervall von a bis x müssen die wiederholt 
genannten Bedingungen für rp (x) erfüllt sein. 
Der Integralwerth J wird eine eindeutige stetige Function der 




. f rp (x) clx = F(x). 
Man bilde nun F (x + Li x) - F (x), wo x' für den Augenblick als 
gilt und Li x so klein gewählt sei, dass die Function rp (x) im 
Fig 41. Intervall VOll x bis (x + Li x) mit x ent-




Unter diesen L mständen ist F (x + Li x) 
r(H JX) - F (x), als Inhalt des in Fig. 41 stark 
umrandeten Bereiches, mit einem Recht-
eck der Grundlinie Li x und der in der 
Figur punktirt angedeuteten Höhe gleich. 
Letztere ist die Ordinate rp (x + ,l)-. Li x) für ein gewisses, dem 
Intervalle von x bis (x + Li x) angehörendes Argument (x -!- ,l)- . Li x), wo 
also 0 < ,l)- < 1 ist: 
f F (x + Li x) - F (:r) = rp (x + ,l)-. Li x') Li x. 
(2)\ F (x -!- ~J.; - F (r) = rp (:1' + ,l)-. Li x). 
Für /il/l. Li x = 0 folgt F' (x) = rp (.r); es ist somit die in i 1) 
erklärte FUlletion F(x) ein Integral des DW'erentials rp(X)UX il/l Sinne 
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Denkt man nun vorab das unbestimmte Integral!' qJ (x) d x = fex) 
nach S. 47 ff. berechnet, so folgt aus vorstehender Entwickelung: 
x 
(3) .F(x)=f(x)+C und !qJ(X)dX=/(X)+C. 
Zur Bestimmung der Integrationsconstanten C lassen wir x bis a 
abnehmen, so dass der Werth des bestimmten Integrals zu 0 wird: 
o = f(a) + C oder C = - I(a). 
Durch Eintragung dieses Werthes in (3) und Wiedereinführung der 
Bezeichnung b für die obere Grenze folgt: 
b 
(4) . ! qJ (x) d x = f(b):- [Ca). 
a 
Lehrsatz: Um das in (4) links stehende bestimmte Integral zu 
berechnen, integrire man zunächst unbestimmt ! qJ (x) d x = f (x); der 
Werth des bestimmten Integrals ist gleich der Differenz l(b) - f(a) der 
Werthe von fex) für die Integralgrenzen. 
Eine zwar ungenaue, aber nützliche Auffassung der Formel (4) 
ist in folgender Ueberlegung enthalten. 
Durchmisst man das Intervall von x = a bis x = b in einer sehr 
grossen Anzahl sehr kleiner Schritte d x, und addirt man zum Anfangs-
werth f(a) der Function fex) ! qJ (x) dx den jedem Schritte dx 
entsprechenden Zuwachs df(x) = qJ (x) dx, so gelangt man schliess-
lich zum Endwerthe I (b) : 
b 
(5) . f(a) + !qJ(X)dX=f(b). 
a 
Endlich ist zu bemerken, dass die obere Grenze b auch kleiner als 
die untere a sein darf. Man hat dann das Intervall auf der x-Axe 
von rechts nach links zu durchmessen und entsprechend negative d x 
bezw. in den Formeln der voraufgehenden Nummern negative L1 x 
zu benutzen. Der Begriff des bestimmten Integrals, sowie die Formel 
(4) behalten hierbei durchaus ihre Gültigkeit. 
8. Integration bis x = 00 oder bis zu einer Unstetigkeits-
stelle von qJ (x). 
Ist qJ (x)- für alle endlichen Werthe x > a eindeutig und stetig, 
so lasse man die obere Integralgrenze sich als stetige Variabele x dem 
Grenzwerthe (]J annähern. 
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Erklärung: Ergiebt sich bei diesem Gt'enziibergange ein be-
stimmter Grenzwerth: 
x 
(1) x!in:~ ! rp (x) d x = x~~:., [fex) - f(a)] , 
a 
so definiren wir diesen Gt'enzwerth als den Werth des Integrals 
+00 ! mit der oberen Grenze + 00. 
a 
Entsprechende Festsetzungen finden statt, wenn die untere In-
tegralgrenze gleich + Cf) wird, sowie wenn eine der Grenzen gleich 
- Cf) wird. 
Das bestimmte Integral ist auch für den Fall noch nicht erklärt, 
dass rp (x) für eine der Grenzen, etwa b, unstetig wird. 
Erklärung: TYird rp (x) für x = b unstetig durch Unendlich-
werden, so soll: 
b x 
(2) ! rp (x)dx = !i:;:i! rp (x)dx 
a a 
sein, falls bei dem angedeuteten Grenzübergange ein bestimmter Grenz-








Lehrsätze über bestimmte Integrale. 
Aus dem Begriffe des bestimmten Integrals oder aus 
54 ergeben sich die in folgenden Formeln enthaltenen 
a b ! rp (x) d x = - ! rp (x) d x, 
b a 
a 
. ! rp (x) d x = 0, 
(' b C 
(3) J rp (x) d x J rp (x) d x + J rp (x) d x. -
a n b 
Es seien die Functionen rp (x) und 1/1 (x) im Intervall a < x < b 
stetig, und 1/1 (x) sei daseIhst nirgends negativ und nicht stets Kuli. 
Der grösste Werth von rp (x) im Intervall sei M, der kleinste m. Dann 
gilt, d x als positiv vorausgesetzt: 
m'ljl(x)dx < cp (x) 1/1 (x) dx < M'IjI (a:) dx 
für das ganze Intervall; und also folgt weiter: 
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b b I, 
m I 'l/J (x) cl x <I<p (x) 'l/J (x) d x < MI'l/J (x) cl X. 
a (t a 
Setzt man somit zur Abkürzung: 
b 
I<p (x) 'l/J (x) dx 
" b Q, so ist m < Q < lJI. (4) . I'l/J(X)dX 
a 
Da nun die stetige Function <p (x) für einen bestimmten Werth x 
des Intervalles = lJ[ und für einen gewissen anderen Werth = 'In 
wird, so lässt sich zwischen jenen beiden \Verthen x und also im 
Intervall ein Werth x = c angeben, für welchen <p (x) den zwischen 
]J[ und m gelegenen Werth Q annimmt. Die Substitution Q = <p (c) 
in die Gleichung (4) liefert den 
Mittelwerthsatz: Sind im Inte1"tall a < x <b die Func-
tionen rp (x) tmd 'l/J (x) stetig, und ist 1/J (x) daselbst ni1'gends negativ 
und nicht überall gleich Null, so lässt sich im Intervall ein liVe1'th x = c 
angeben, fü1' den die Gleichung gilt: 
b b 
(5) . . I rp (x) 'l/J (x) d x = rp (c) I 'l/J (x) d x, a < c < b. 
" 
10. Quadratur ebener Curven. 
Aus den Betrachtungen von S. 51 ff. entspringt folgender 
Lehrsatz: Ist eine ebene Ourve 0 gegeben, welche für jede dem 
Interrall a < x < bangehörende Abscisse x eine und nur eine Ordi-
nate y = <p (x) aufweist, so ist der Inhalt J der von der Ourve, der 




. J !rp(X)dX=f(b)-f(a). 
Die ~Iaasszahlen von Flächentheilen unterhalb der x-Axe kommen 
Fig. 42. hierbei negativ in Rechnung (verg!. Fig. 40, 
S. 52). 
Die in (1) geleistete Inhaltsbestimmung 
heisst "Quadratu1' der Ourte 0". 
Erstes Beispiel. Es soll das in Fig. 42 
~chraffirte, nach oben hin durch die Parabel 
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Hier ist y = + V2px, und also folgt aus (1): 
b b 
J= jyäx = jV2P xäx. 
a a 
Die unbestimmte Integration liefert das Resultat: 
j V2px clx = 21s x V2px, 
und also gewinnt man für J den Ausdruck: 
57 
Fig. 43. (2) J = ~'3 Cb V2pb - a V2pa), 
welcher einer interessanten geometrischen 
Deutung fähig ist. 
x 
Zweites Beispiel. Es soll die Quadra-
tur der durch x2 y = 1 gegebenen und 
in Fig. 43 dargestellten Ourve zwischen 
den Grenzen 1 und x > 1 geleistet wer-
den. Der Ansatz (1) liefert hier: 
(3) j" j"dJ) J= ydx= - = 1 x2 1 
1 1 
so dass in diesem Falle die Integration bis x = + Cf) ausgedehnt 
werden kann: J nähert sich dabei der Grenze 1. 
11. Rectification ebener Curven. 
Betreffs der Ourve C sollen die Voraussetzungen von Xr. 10 auch 
hier gelten. 
Sieht man die Bogenlänge von C, gemessen von einem fest ge-
wählten Anfangspunkt bis zum Punkte der Ooordinaten J" und y = rp (x), 
als Functionen von x an, so ist nach S. 37: 
(1) ds = ± VI + (~~y elx = ± VI + [q/(X)]2 dx. 
Nimmt man an, dass die Bogenlänge im Intervall a < x < /) 
mit x gleichändrig ist, so gilt in (1) das obere Zeichen. 
Denkt man den über dem Intervall gelegenen Bogen von C in 
unendlich viele Differentiale cl s zerlegt, so ist umgekehrt die Summe 
der letzteren gleich jenem Bogen. 
Lehrsatz: Die Lünge s der Cuue C zwischen dCII Punklell da 
Coordillufcn a, rp (a) lutel b, rp (b) ist fle."euen durch da.' bc8fim II1te 1nte."rol: 
(2) .' = ,lvI + C~~ldX= JVI + [rp'(.J;)]2d.r. 
a (f 
Die Berechnung der Bogenlänge heisst "ReetUication der Guree C"· 
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Beispiel. Im Falle der Cykloiele benutzt man an Stelle von x 
zweckmässig den Wälzungswinkel t als unabhängige Variabele. Die 
Länge S eines Zweiges der Cykloide wird dann: 
r
2Jl' els j2Jl'V(elX)2 (cl y)2 -r2Jl' 
s=, elt· elt = elt + .elf elt=aV2, Vl-costdt, 
o 0 0 
wie man mit Hülfe der Formeln von S, 37 und 38 feststellt. 
Ersetzt man VI - cos t durch V2 sin (~), so folgt weiter: 
2'" 
(3) s = 2a fSin (~) dt = 4a (- caST{ + cosO) = 8a, 
o 
womit ein bereits S. 44 ausgesprochenes Resultat bestätigt ist, 
12. Gebrauch der Polarcoordinaten. 
Eine Curve C sei durch ibre Gleichung in Polarcoordinaten r, {t 
gegeben (vergl. S. 45), und es werde ein solches Stück der Curve be-
trachtet, welches zu jedem dem Intervall IX < {t < ß angehörenden {t 
einen und nur einen Radius vector r = rp ({t) 
Fig. 44, liefert. 
Die Radien vectoren nach den beiden ein-
anderunendlich nahenPunktenP'P1 derCurve 
schliessen im Verein mit dem Bogenelemente 
pi,! einen unendlich schmalen Sector des 
Winkels el {t ein, dessen Flächeninhalt l! 2 r2 el {t 
ist (vergl. Fig. 44), 
Ist die Maasszahl der Bogenlänge im 
Intervall mit.fr gleichändrig, so ist das Bogen-
differential nach S. 45 durch V r 2 el{t2 + dr2 
gegeben. 
Durchmisst man das Intervall von {t = abis .fr = ß in unend-
lich kleinen Schritten el{t und bildet einmal die entsprechende Summe 
der Flächendifferentiale 1/2 r2 el {t, sodann diejenige der Bogendifferen-
tiale ds, so ergiebt sich der 
Lehrsatz: Der Inhalt J derjenigen Fläche, welche durch elie Zt, 
{t = a und {t = ß gehörenelen Raelien vectoren und das dazwischen 
!iegende Stück der Curre begrenzt wird, ist gegeben durch: 
.~ ,~ 
(1) . J= 1/2J1'2el{t = 1/2J'[rp ({t)] 2 d{tj 
" 
die Länge s jenes Curvenstückes aber ist gegeben durch: 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00043140
VI. Grundlagen der Intregalrechllung. 59 
fJ , 
(2) s fVr2 + (:;Y dft = JVr 2 + [qJ'(ft)]2dft. 
" 
13. Cubatur der Rotationskörper. 
Es sei y = qJ (x) eine Function, die im Intervall a < x < b elll-
deutig, stetig und positiv ist. 
Man denke das über dem Intervall gelegene Stück d·er Curve von 
qJ (x) gezeichnet und erzeuge durch Rotation desselben um die x - Axe 
einen Rotationskörper, den man 
sich durch zwei in x = a und 
x = b zur x - Axe senkrecht ge-
legte Ebenen begrenzt denke. 
Zwei in den Punkten x und 
(x + dx) zur x-Axe senkrecht 
errichtete Ebenen schneiden aus 
dem Rotationskörper eine unend-
lich schmale Scheibe vom Y olum-
inhalt n:: y2 d x = n:: [qJ (X)]2 d x 
aus (siehe hier überall Fig. 45). 
Durch Zerlegung des ganzen Rotationskörpers in Scheiben dieser 
Art entspringt der 
Lehrsatz: Der Voluminhalt V (fes in der bezeichneten Art ein-
gegrenzten Rotationskörpers ist durch das Integral gegeben: 
b b 
(1) V= n:: fY2dX = n:: f[qJ(X)]2dXI). 
" 
Die vermöge (1) zu vollziehende Bestimmung des Cubikinhaltes 
V bezeichnet man als" Cubatur" des Rotationskörpers. 
Beispiel: Zur V olumberechnung eines geraden Kreiskegels von der 
Höhe k und dem Radius r der Grundfläche hat man zu setzen: 
r 
y = h x, a = 0, b = h. 
Formel (1) liefert alsdann für das Volumen: 
(2) Jh(r)2 r2Jh .V=n:: h x2 dx=n::.'j;2 x 2 dx= 
o 0 
14. Complanation der Rotationsoberftächen. 
Die in Nr. 13 aus dem Rotationskörper ausgeschnittene unendlich 
schmale Scheibe ist nach aussen durch einen auf der Rotationsober-
1) Streng genommen hat man die Ueberlegung zur Bildung des be-
stimmten Integrals (1) durch einen Grenzübergang zu begründen, welcher in 
jeder Hinsicht an dem S. 52 vollzogenen Grenzübergang .ein Vorbild findet. 
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fläche gelegenen Gürtel begrenzt, welcher als ~Iantel eines abgestumpften 
Kegels angesehen werden kann. 
Der Mantel dieses Kegels hat den Flächeninhalt 2 7r Y ds, und von 
hieraus gewinnt man I) den 
Lehrsatz: Die clw'chRotation des inNr. 13 besprochenen Curven-
stückes y = ep (x) entstehende Oberfläche hat den 1i'/ächeninhalt: 
(1) S= 27rjV;; Ilx = 27rjep(X)Vl + [ep'(x)J 2 dx. 
a a 
Die Berechnung des Inhaltes S heisst "Complanation" der Ober-
fläche. 




a= 0, b =1' 
und findet vermöge des Ansatzes (1): 
(2) S = 27rr JdX = 27r~'2. 
o 
VII. Capitel. 
Theorie der unendlichen Reihen. 
1. Begriffe der Convergenz und Divergenz einer Reihe. 
Es seien uo, ~t), U2' ••• reelle Grössen in unendlicher Anzahl: 
Erklärung: Die aus den "Gliedern" uo, U j , U2, ••• aufgebaute 
tO/eJlC17ichc Reihe: 
(1) 
hei~st "colI/;ergenf", 'wenn die Summe Sn der n ersten Glieder: 
(2) Sn = 110 + 111 + ... + un _ 1 
1) 'Glll hier exact zn yerfahl'en, benutze man die Formel 1l (y + Y )'/8 
für den ::\Iantel des abgestumpften Kegels der Seite LI s und der Radien ~, Yl 
,ier Gl'lmdftachen. Therlt man die Curve y = <p(x) über dem Intervall 
a ~ :r: ::;; IJ in 11 gleiche 'l'heile Js und führt die Integralbildung nach S. 52 
durch, so folgt die Formel (I) de, Textes. 
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fiir lim. n = OCJ einer "bestimmten endlichen" Grenze 8 z~!strebt; ist 
dies nicht der Fall, so heisst elie Reihe "divergent". Im ersten Falle 
heisst 8 eler ,,8ul1l1menwerth" oder kurz der" 'ffTerfh" der Reihe (1). 
Eine convergente Reihe liegt z. B. in der geometrischen Reihe: 
(3) 1 1 1 1 1+-+-+-+-+ ... 2 4 8 16 
vor. Man hat hier nämlich: 






und also ist 8 = limo Sn = 2 (vergl. den Schlusssatz in Nr. 12, S.l1). 
n=oo 
Dem gegenüber hat man das Beispiel einer dirergenten Reihe in: 
(4) 1 1 1 ~+ 1 I 1+"2+"3+4+5 6'···· 
Setzt man nämlich n = 2m, so ist: 
8,,=1 +~+ G+D+G+~+~+~)+'" 
+ (2m-~ + 1 + 2m-~ + 2 + ... + 2~"} 
Hier ist in der einzelnen der (m - 1) Klammern das letzte Glied 
1 . 
2k stets das kleinste, und in der Klammer stehen 2k -1 Glieder. Der 
1 
Zahlwerth der einzelnen Klammer ist somit> -, und man hat: 
2 
In 
Sn> 1 + 2' 
so dass für limo n = OCJ keine endliche Grenze 8 eintritt. 
Divergent ist auch die Reihe: 
(5) 1 - 1 + 1 - 1 + 1 - 1 + "'; 
denn obschon hier die Summe 8n mit wachsendem n nicht über alle 
Grenzen wächst, so nähert sich doch S" keiner bestimmten Grenze. 
2. Lehrsätze über convergente Reihen. 
Lehrsatz I: Für eine con'vergente Reihe gilt limo tin = 0, d. h. 
n=oc 
die Glieder derselben nähern sich einzeln genommen mit wachsendem 
Index JI. der Gren.ze O. 
Denn es ist Sn + 1 - Sn = 11'1; und da sich für limo 11 = x links 
:Minuend und Subtrahend der gleichen Grenze Sannähern. so ist 
lim. ltn = O. 
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Die Reihe (4) in NI'. 1 zeigt, dass die Bedingung limo U n = 0 zur 
Convergenz nicht ausreicht. n= co 
Lehrsatz II: Eine eO/wergente (divergente) Reihe bleibt eonvergent 
(divergent), falls metn derselben neue Anfangsglieder in endlicher Anzahl 
vorsetzt oder derselben eine endliche Anzahl ihrer Anjangsglieder nimmt. 
Lehrsatz III: Für eine Reihe mit aussehliesslieh positiven Gliedern 
U n ist entweder limo Sn = 00, oder die Reihe ist eonvergent. 
n=x 
Da nämlich Sn + t > Sn ist, so werden die Sn mit wachsendem 
Index n entweder über alle Grenzen gross werden, oder es giebt eine 
bestimmte endliche Grenze S, der die Sn ohne Ende nahe kommen, 
ohne sie zu überschreiten. -
Streicht man aus einer unendlichen Reihe irgend welche Glieder 
fort, jedoch so, dass noch eine unendliche Reihe übrig bleibt, so nennt 
man die letztere einen nBestandtheil" der gegebenen Reihe. 
L ehr s atz IV: Jeder Bestandtheil einer eonvergenten Reihe mit 
ausschliesslich positiven Gliedern liefert wieder eine eonvergente Reihe. 
Ist nämlich S der Werth der gegebenen Reihe und S~ die Summe 
der n ersten Glieder des Bestandtheiles, so gilt S~ < S. 
Lehrsatz V: Eine Reihe Uo + U t + U2 + ... ist jedenfalls 
dann eonvergent, wenn die zugehörige Reihe der absoluten Beträge: 
(1) luol + IUll + IUzl + IUgl + '" 
eonvergent ist (vergl. S. 10). 
Nach Lehrsatz II ist diese Behauptung offenbar richtig, wenn in 
der gegebenen Reihe nur endlich viele negative (positive) Glieder vor-
kommen. 
Ist dies nicht der Fall, so streiche man in (1) alle die Glieder, 
welche negativen Gliedern U n entsprechen, und möge so: 
(2) Vo + VI + V2 + ... 
als Bestandtheil von (1) gewinnen. Durch Streichung aller positiven 
Gliedern U n zugehörigen Glieder in (1) folge: 
(3) Wo + Wl + W2 + .... 
Schreibt man Si = Vo + tOJ + '" + Vl-l und S;;. = Wo + W 1 + ... + Wm-h so giebt es nach Lehrsatz iv zwei bestimmte endliche 
Grenzen: 
(4) •. S' = limo Si, S" = limo S;;.. 
1=00 m=oo 
Sind nun unter den 11 ersten Gliedern der ursprünglichen Reihe 1 
positive und JII = 11 - I negative, so ist: 
(5) 110 + Ul + ... + Un.-l = Sn = Si - S::'. 
Damit ergiebt sich vermöge (4) in der That eine bestimmte endliche 
Grenze: 
(6) S = 7illl. Sn = lim. Si - limo S;;. = S' - S"; 
n_oo 1-00 m=oo 
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denn zufolge der Annahme sollten mit lim. n = 00 auch I und m über 
alle Grenzen wachsen. 
3. Convergenzkriterium für Reihen aus positiven Gliedern. 
Princip der Reihenvergleichung: Es seien zwei Reihen aus 
nur positiven Gliedern ~'orgelegt: 
(1) Uo + 1t1 + U2 + ... 1tnd Vo + VI + V2 + ... , 
und es sei bekannt, dass die zweite Reihe c01wergent (divergent) ist. 
lVenn alsdann von einem gewissen endlichen Index m an für alle k > m 
die Bedingung Uk < Vk (bezw. Uk > Vk) erfüllt ist, so ist auch die erste 
Reihe convergent (divergent). 
Vermöge dieses Priucips. beweist man folgenden 
Lehrsatz: Die Reihe tto +u l + 1t2 + ... aus nur positiven 
Gliedern ist convergent, wenn sich eine solche positive Zahl r < 1 an-
geben lässt, dass von ei-nem bestimmten endlichen Index m an für alle 
k > m die Bedingung besteht: 
(2) Uk+1 ::;; r < 1. 
Uk -
Aus (2) folgt nämlich: 
11m +l < rUin, Um +2 < rUm +1 < r 2u m, •.• , 
um +n ::;; rUm + n -1 < ... < j.num• 
Setzt man daraufhin: 
Vi = Ui für i < mund Vk = rk-mum für k > tIl, 
so wird die Bedingung Uk ::;; Vk für alle Indices gelten. 
Nun ist die Reihe der v wegen 0 < r < 1 sicher convergent 
(vergl. S. 11) und hat den Summenwerth: 
1 
Uo + u 1 + '" + U m -1 + Um . -1--; 
-I" 
der zu beweisende Lehrsatz ergiebt sich somit vermöge des Princips 
der Reihenvergleichung. 
Lehrsatz: Die Reihe Uo + UI + ti2 + ... aus lauter nicht cer-
schwindenden positiven Glieder ist divergent, falls von einem bestimmten 
endlichen Index m an für alle k > m die Bedingung gültig ist; 
(3) Uk+1 > 1. 
Uk -
In diesem Falle ist nämlich bereits die zur Convergenz nothwendige 
Bedingung limo u'" = 0 nicht erfüllt. 
n=oo 
Reihen, bei denen lim. U n + 1 = 1 ist, können auf ihre Convcrgenz 
n=oo U n 
oder Divergenz auf Grund der bisherigen Sätze noch nicht untersucht 
werden. Hierher gehört Z. B. die Reihe (4), S. 61, bei welcher man hat: 
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1 1 U n + 1 









so dass der Quotient zweier auf einander folgender Glieder für 7im. n = 'l: 
in der That die Grenze 1 hat. 
Von der Aufstellung genauerer Convergenzkriterien wird indess 
hier abgesehen. 
4. Bedingt und unbedingt convergente Reihen. 
Erklärung: Eille cOI1'cergente Reihe 110 + 11] + 1(2 + "', we7che 
sowoh7 positive, a7s auch negative Glieder innnendlicher Anzahl auf-
weist, Iwisst lU/bedingt (bedingt) convergent, falls die zllgcl/ijrige Reihe 
der absoluten Beträge: 
(1) luol + lu]1 + IU21 + ... 
convergent (divergent) ist. 
Im Anschluss an (1) definire man die beiden Reihen: 
(2) Vo + VI + V2 + ... und 100 + 10] + W2 + 
wie m Nr. 2 und gebrauche auch die dort erklärten Bezeichnungen 
Si, S;~ ... 
Geht die Reihe Uo + Ul + Uz + .,. durch eine beliebige "Neu-
anordnung" der Glieder in u~ + u~ + u; + '" über, so wird jedes 
Glied 1ti der ersten Reihe sich als ein Glied ui, der zweiten auffinden 
lassen und andererseits auch jedes Glied 1tl der zweiten Reihe als ein 
1{,,,, in der ersten. 
Lehrsatz: Eineltnbedingt convergente Reihe des Surmncntverthes 
S behiilt ({uch nach einer beHebigen Xe1wnordnung der Glieder denselben 
SUlllmenwerfh S; der 1Verth Seine/" ltnbeclingt convergenten Reihe ist 
somitron der Gliederanorc7mtng ll1!abhängig. 
In diesem Falle sind nämlich die beiden Reihen (2) convergent. 
Da nun mit 7im. n = XI auch lim. I = XI und 7im. 1/1 = XI an-
zunehmen ist, so kann man nach Auswahl einer beliebig kleinen, posi-
tiven und nicht verschwindenden Zahl ~ den Index n so gross wählen, dass: 
(3) 0 < S' - Si < ~, 0 < S" - S~, < ~ 
ist. 
Für die Xeuanordnung u~ + 11~ + u; + ... definiren wir ent-
sprechende Reihen (1) und (2) und benutzen für die Summe von An-
fangsgliedern das Zeichen 2.' an Stelle ,on S. Kommen somit unter 
den 11' ersten Gliedern der Neuanordnung 7' positive und m' negative 
vor. so ist l':n' = E;, - E;;". 
, Nun wähle man /I' so gross, dass alle Glieder von Sn sich auch in 
Ln' finden. Dann ist auch 2.';, > Si und L;;" > S;;,; und da überdies 
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Li, < 8', .!o:::., < 8" gilt (vergl. den Beweis zum Lehrsatz III, So 62), 
so folgt vermöge (3): 
(-1) o < S' - Li, < 0, 
Durch Subtraction folgt weiter: 
o < S" - L;;., < 00 
- (5 < (S' - S") - (L;, - L;;.,) < 0, 
- 0 < 8 - Ln' < 0, 
so dass limo Ln' = S ist, wo z. b. w. -
n'=:x 
Lehrsatz: Eine bedingt contoergente Reihe lässt sich in eine solche 
~Ycuallordmtng bringen, dass der Summenwerth eine beliebig gewählte 
po.-;itit-e oder negative Zahl 8 ist. 
In diesem Falle sind nämlich beide Reihen (2) divergent; denn 
wären sie beide convergent, so wäre auch die Reihe (1) convergent; 
und wäre die eine Reihe (2) convergent und die andere divergent, so 
könnte Sn = si - S;;" für li1l1. n = Cf) nicht endlich sein. 
Es lässt sich demnach, wenn etwa S > 0 ist, ein endlicher Index 
)/1 so wählen, dass: 
~'o +1:1 + '" +1:",-1 < s< "0 + 'CI + ... + t·n , 
zutrifft. Demnächst reihe man die ersten negativen Glieder - U'o, 
- IVI' ••• an und bestimme den Index ml so, dass man hat: 
/"0 + ... + t"", - ICo -- ••• - W",,_I > S> Co + ... 
+ C"l - U'o - ... - lfmI , 
Jetzt folgt die Anreihung von 1.0", + I, v'" + 2, •.. , (n" und zwar so, dass: 
aber noch nicht die nächst voraufgehende Summe, den Betrag S über-
trifft. Ein solcher endlicher Index 1/2 lässt sich auffinden, da die 
Reihe Co + '1"1 + ... auch nach Fortnahme der (111 -l- 1) ersten Glieder 
divergent bleibt (Lehrsatz II, S. 62). 
Vermöge des so eingeleiteten alternirenden Yerfahrens bringe man 
alle Glieder der ursprünglichen Reihe 110 + U1 + '0. unter. 
Dabei ist der Ueberschuss der Summe (5) über S nicht grösser 
als cn.' und auch bei allen weiter folgenden Summen kann der U eber-
schuss über S die grösste der auf t·n• folgenden Zahlen t 0 1l2 + b tOn. + 2, ••• 
nicht übertreffen. Entsprechendes gilt, wenn man bei der Xeuanord-
Bung bis zu einer Summe des Elldgliedes ellk gelangt ist. 
Auf der anderen Seite schliesst man den Ueberschuss von S über 
die in Rede stehenden Summen entsprechend vermöge der Zahlen 1("", ein. 
~-\.us ller Convergenz von 110 + Ul + 1/2 + ... folgt nun lim. U n = 0 
(vergl. Lehrsatz I, S. 61), und also ist auch lim. 10 " = O. lim. tc,,, = O. 
Fricke, Leitfaden. 1. 
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Die fraglichen Summen nähern sich somit bei wachsender Glieupl'-
anzahl dem Betrage 5, w. z. b. w. I). 
Als Beispiel einer bedingt convergenten Reihe diene: 
(6) 1 1 111 1--+---+---+ .. ·· 2 3 4 5 6 ' 
in dieser Anordnung hat dieselbe den Summenwerth log 2, wie unten 
gezeigt wird. 
5. Begriff der l'otenzreihen. 
Erklärung: Ist u" = a"xn , 1mter a ll einen constanten Coejfi-
cienten und unter x eine Variabele 2'erstanden, so ergiebt sich: 
(1) . ao + a1 x + a2x2 + a3 x 3 + '" 
als Gestalt der unendlichen Reihe. Eine solche Reihe bezeichnet '//lall 
als eine "Potenzreihe~. 
Die Reihe (1) ist unbedingt convergent, falls die zugehörige Reihe 
der absoluten Beträge convergent ist: 
(2) lavl + lai' xl + la2 . x 2 1 + ... 
Man nehme erstlich an, es gäbe eine grösste positit'e und endliche 
Zahl x = g, so dass la"l. g" für limo n = OCJ nicht über alle Grenzen 
wächst. Dann kann man eine endliche Zahl hangeben, so dass die 
Ungleichung: 
(3) lanlgn< h 
für alle n gilt. 
I I lxi Nun wähle man x so, dass x < 9 und also - = r < 1 ist. g 
Schreibt man alsdann die Reihe (2) in der Gestalt: 
(4) . laol + la1lg . r + lazlg2 • r2 + ... , 
so ist jedes Glieduk derselben kleiner als das entsprechende Glied 
der (wegen r < 1) convergenten Reihe: 
h + hr + hr2 + hr:1 + 
Nach dem Princip von S. 63 ist somit die Reihe (4) convergent. 
Lehrsatz: Ist x in dem Intervall - 9 < x < + genthalten 
so conver.qirt die Reihe (1) unbedingt; jenes Interwll heisst dieserhalb 
das Conoergenzintervall der Potenzreihe (1) . 
. Z us a tz: L~sst sich jitr "jed~s~ ?osit!ve endliche g eine gleichjalls 
end11che Zahl h ji-nden, so dass dle ungleichung (3) für alle Indices n 
besteht, so ist die Reihe im Intervall - OCJ < X < + OCJ, d. i. jür jeden 
Werth von x convergent. 
1) Uebrigens wird man bei S < 0 die Bildung der Summen mit _ 
- >V1' ••• beginnen, während es bei S = 0 freisteht, ob man mit Vo o~o~ 
- u'o beginnen will. 
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Ob die Potenzreihe auf einer der" Convergenzgrenzen" x = 9 oder 
x = - 9 noch convergent ist, muss in jedem Falle einzeln entschieden 
werden. 
Vermöge weiterer (hier nicht anzugebender) Betrachtungen ge-
winnt man den 
Lehrsatz: Eine Potenzreihe stellt in ihrem Concergenzinten'al/ 
eine "stetige" Fundion von x ~'or; u·nd sie bleibt auch noch bis x = 9 
(oder x = - g) "inchtsive" stetig, falls für x = 9 (resp. x = - g) 
überhaupt noch Convergenz stattfindet. 
6. Vorentwickelungen zu den Sätzen von Taylor 
und Mac-Laurin. 
Erklärung: ]Jets Product 1 .. 2 . 3 ... n der ganzen positieell 
Zahlen von 1 bis n bezeichnet man mit n! lt/1d liest clies Zeichen "n-
Facultät". 
Die Function fex) sei sammt ihren n ersten Ableitungen im Inter-
vall zwischen x = a und x = b, die Grenzen eingeschlossen, eindeutig 
und stetig. 
Dasselbe gilt somit von der Function: 
f 
' b-x "( (b-X)2 F(x)=f(b)-f(x)-f (x). -ll-f x)· -2-! -- ... 
1 (b-x)n-l _ j<n-l) (x) . . (n-l)! 
(1) 
Differentürt man F(x), so heben sich alle Glieder bis auf eins fort: 
(2) clF(x) = -f(n)(x). (b-x)n-l. dx (u-l)! 
Da hiernach F' (x) im Intervall zwischen x = a und x = b ein-
deutig und stetig ist, so findet man nach S. 54: 
(3) 
b 
_jj<n)(x) (b - x)n-l dx = F(b) _ F(a) = _ F(a); 
(n - 1)1 
denn aus (1) folgt F(b) = O. 
Drückt man F(a) vermöge (1) aus, so folgt der 
Lehrsatz: Ist f(x) sanll/1t seinen n ersten Ableitungen im Inter-
vall zwischen x = a ltnd x = b (inchtsive a und b) eindeutiil und 
stetig, so gilt die Gleichung: 
O( () '( b-a+ Oll() (b-aF , f b)=f a +f a)'-1-!- ja· ~-+- ... 
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Das letzte, vermöge des bestimmten Integrales ausgedrückte Glied 
der rechtsseitigen Entwickelung soll das "Restgliecl" derselben heissen 
und durch Rn bezeichnet werden: 
b 
(5) j j<n)(x) (b - x)n~l Rn = ( I dx. n - 1). 
l! 
Zur Umgestaltung von Rn soll der Mittelwerthsatz (5), S. 56, An-
wendung finden. Beim Beweise dieses Satzes wurde angenommen, 
dass a < b sei; doch gilt er auch für a > b, da die Formel (5), S.56, 
richtig bleibt, falls man sowohl rechts als links die untere mit der 
oberen Integralgrenze tauscht. Es wurde ferner angenommen, dass 
1/! (x) im Intervall nirgends negativ sei; doch gilt Formel (5), S. 56, 
auch noch, falls 1/! (x) im Intervall nirgends positiv ist, da die Formel 
bestehen bleibt, wenn man beiderseits -1/! (x) statt 1/! (x) schreibt. 
Den im Intervall gelegenen \Verth x = c kann man so schreiben: 
(6) c = a + {} (b - a), 
denn es wird, mag nun a < b oder a > b sein, der Werth c das 
Intervall gerade vollständig beschreiben, falls {} stetig von 0 bis 1 
wächst. 
Die Bedingungen des Mittelwerthsatzes sind erfüllt, wenn man: 
setzt. 
(I) 
cp (x) = j(n) (x), (b - x)n--l 1jJ (x) - -'-,----'----
- (n - I)! 
Dies liefert für Rn die Gestalt: 
(b - a)n 
Rn =f(n)[a + {} (b - a)] . I ' 
/I. 
Die Bedingungen des J\Iittelwerthsatzes sind auch für: 
(b - x)n~l 
cp (x) = j(n) (x) . )1' 1/!(x) = 1. (n - 1 . 
erfüllt. Diese Auswahl liefert für Rn die Gestalt: 
(Il) R = j<n) [a + {}' (b _ a)]. (1 - {}')n~l (b - a)n 
n (li-I)! ,O<&'<l. 
Jedes Mal bedeutet {} einen bestimmten im Intervall von 0 bis 1 
gelegenen \Yerth, der indessen allgemein nicht näher angebbar ist. 
7. Der Taylor'sche Lehrsatz. 
Trägt man a = x und b - a = h in (4) :Nr. 6 ein, so ergiebt 
sich der 
Taylor'sche Lehrsatz: I:,t die Function f(x) sart/mt ihren n 
erstcll Ableitul/[len illl Intcrrall t·on x bis (X + h) eindeutig und steti 
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J fex + h)=f(x) + f'(x).~ + j"(x). ~ + ... 
1 + JCn-1) (x) . h"-l + R (n-1)! n, 
69 
deren rechte Seite man als die "Taylor'sche Reihe" fiir fex) be.::eichnet. 
Das "Restglied" Rn kann man noeh (I) Nr. 6 in die ron Lagrangc 
angegebene G-esta7t setzen: 
h n (2) IR" =JCn)(x + ith) . -, 0 < {T < 1 
n! 
oder nach (11) .LYr. 6 in die 1:on Cauehy herrührende Gestalt: 
(3) (1 {T'),,-1 In Rn = fn (x + {T' h)· - . !, 0 < {T' < (n _ I)! = = 1. 
Für h = Lix und n = 1 kommt bei Benutzung der Lagrange'-
sehen Gestalt des Restgliedes die oben bereits benutze Formel (2). 
S.80. 
Ist fex) mit seinen sämmtlichen Ableitungen im Intervall von .1' 
bis (x + h) eindeutig und stetig, so bilde man die unendliche Reihe: 
( ) , () h "() h
2 
,,, () h3 f x + f x . TI + f x . 2i + f x . 3! + "', 
setze die Summe der n ersten Glieder gleich Sn und mache 
S =f(x + h). 
Formel (1) liefert alsdann S:- Sn = Rn. 
Lehrsatz: Ist die Fundion f(x) mit ihren sämmtliehen Ab-
leitungen im Intervall 1;on x bis (x + h) eindeutig und stetig, und ist 
für die vorliegenden rVerthe· x wuZ h die Bedingung limo Rn = 0 
cl/iWt, so ist die auf der rechten SeiteL'oll ,,= '" 
) f '() h .". 71 2 .", h3 (4) f(x+h)=f(x + x·TI+.f (.t)'2i+J (x)'"3!-L ... 
stehende unendliche Taylo /". sehe Reihe conrergcnt lind hat den links 
stehenden Swmllenwerth ((x + h). 
8. Der Mac-Laurin'sche Lehrsatz. 
Setzt man a = 0, b = X in (4), i'. 67. ein, so folgt der 
}ilac-Laurin'sche Lehrsatz: Lst f(x) SWlllllt seincn n erstell 
Ableitungen illl Intervall nm I) I/i8 .t' eindeuti.q Itl1d stdig. so gilt: 
I x " .r
2 
(1) f(:r) = ((0) + f (0) . TI +- f (0) . 2i + ... 
r,,-l 
-L {(n-1)(O) .. ' L Rn, 
. '. (li-I)! 
wo die rechts stehende Rfihr als ~~[ac-Lai/rill·.'che Rdhc" ron fui 
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bezeichnet wird. Das "Restglied" kann man nach (I), S. 68 in die 
Lagrange' sehe Gestalt setzen: 
xn (2) Rn = jC") (!iix) . -, 0 < &:::;; 1, 
nl 
sowie auch nach (11), S. 68 in die Ca~(chy' sehe Gestalt: 
(1 &')n-1 n (3) R =jCn)(Wx)· - X 0 <&'< 1. 
n (n-l)1 ' 
Für die Fortsetzung der ~Iac-Laurin'schen Reihe bis ms Un-
endliche gelten dieselben Ueberlegungen wie in Nr. 7. 
Lehrsatz: Ist f(x) mit seinen sämmtlichen Ableitungen im Inter-
vall zwischen 0 und x (die Grenzen stets eingeschlossen) eindeu,tig und 
stetig, und ist für den fraglichen We~th x die Bedingung limo Rn = 0 
erfiillt, so ist die rechter Hand in: n ~ <Xl 
(4) fex) = f(O) + /' (0) . 3!... + f" (0) . ~ + /''' (0) . :::: + ... 
11 21 31 
stehende unendliche 1}Iac-Laul"in'sche Reihe convergent und hat f(x) 
zum Summenwerth. 
9. Reihenentwickelung der Exponentialfunction. 
Ist x ein beliebiger positiver oder negativer endlicher Werth, so 
ist fex) = If" mit allen Ableitungen im Intervall von 0 bis x eindeutig 
und stetig; denn es ist jCn) (x) = eX • 
Das Restglied R tn + n nach (2), Nr. 8 gebildet, wird für e"': 
(1) elJ"x x
m+ n (elJ"X .xrn ) X X X 
R m + n =(m+n)l= ----:m! ·m+l·m+2····m+n· 
Wählt man m > I x I, so sind die letzten n Brüche in (1) alle 
absolut < 1 und haben für limo n = 00 die Grenze O. Da der Aus-
druck in der Klammer auf der rechten Seite von (1) endlich ist, so 
ist lim. R m+ n = O. 
n=C() 
Lehrsatz: Die Exponentialgrösse eX lässt sich in die fÜl" alle 
enillichen }Yerlhe 'von x convergente Potenzreihe entwickeln: 




aus (4), Nr. 8 folgt. 
Für x = 1J;entspringt als unendliche Reihe für die Zahl e: 
_ +~-l--_l_+_l_+ 1 
e - 1 l' 1.2 . 1.2.3 1.2.3.4 + ". 
Da a'" = If".loga ist, so folgt aus (2) als Potenzreihe für a"': 
x log a + (xJ~g!!>~ + (x log a):! + 
aX = 1 + I! 2! 3! 
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10. Reihenentwickelung der Functionen sin x und cos x. 
Ist x ein beliebiger endlicher Werth, so sind die Functionen sin x 
und cos x mit sämmtlichen Ableitungen im Intervall von 0 bis x ein-
deutig und stetig. 
Für fex) = sin x folgt aus (2), Nr. 8: 
X 2m +2n 
R 2m + 2n = ± sin ({tx) . ( .L )' 2m . 2n. 
[
Sin ({t x). X 2"']:1:l X :C 
= ± (2m)! . 2m + 1 . 211?~2 ... 2m.L 2n' 
Wählt man 2 m > I x I, so findet man auf demselben Wege, wie in 
Xr. 9, 7im. R 2m +2n = O. Gerade so findet man limo R 2m "-2n+1 = 0 
n=CX) »=00 
und führt eine entsprechende Betrachtung für f (x) = cos x durch. 
Formel (4), Nr. 8 liefert daraufhin den 
Lehrsatz: Die Functionen sinx und cosx lassen sich in diefiir 
Itl7e endlichen TVerthe x convergenten Potenzreihen entwickeln: 
(1) 
x 2 x4 XC :1:" (2) cos x = 1 - 2i + 4t - 6i + Si - .... 
Diese Formeln und ebenso die Formel (2), Xr. 9 liefern wichtige 
Hülfsmittel zur Berechnung der Werthe der Functionen sir~ x, cos x, e" 
bei gegebenem X. 
11. Reihenentwickelung der Function 70!1 (l ~ x). 
Für die Function fex) = log (1 + x) ergiebt sich: 
(1) ./ 1 /I _ 1 "li _ 2 ~ / (x) = 1 + x' f (x) - - (1 + :cF' j (x) - 0 -+- .rp' .... 
fn)(x) = (_1)>>-1 . (11 -1) ~. 
. (1 + x)n 
Wählt man demnach x > - 1, übrigens aber als beliebige end-
liche Zahl, so ist f (x) mit seinen sämmtlichen Ableitungen im Intervall 
von 0 bis x eindeutig und stetig. 
Für das Restglied R 11 der 1\1 ac -Lau r in' sehen Reihe findet ma n, 
je nachdem die Formel (2) oder (3), Nr. 8 in Anwendung gebracht 
wird, die erste oder zweite der folgenden Gestalten: 
(2) (_1)>>-1 ( .l" )11 R n = . . n 1+{t,,· 
(3) . (
- x + {t' .1')>>-1 .r 
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Ist ° < X < 1, so ist natürlich auch ° < x < 1 + {t x. sowie 
X 
1 + .& X < 1; und also folgt aus (2) offenbar l~l~ 1!" = O. 
Ist hingegen - 1 < x < 0, so ist 0 < - x < 1, und also: 
° ~ - x (1 - ,frl) = - X + ,fr' X < 1 + {T' x, 
- x + {t'X () < 1 + {T' x < L 
Jetzt ergiebt sich sonach lim. Rn = 0 aus Formel (3). 
(J) 
n=oo 
Der Ansatz (4), Nr. 8 liefert daraufhin folgenden 
Lehrsatz: Die Fundion log (1 + x) lässt sich in dem 1I1termll 
1 < x < + 1 in elie convergente Potenzreihe entwickeln: 
x x2 x 3 x' 
. log (1 + x) = - -- - + - - - + .... 1 234 
Dass die auf der rechten Seite in (4) stehende Reihe für I x I > 1 
nicht convergent ist, folgt auf Grund des zweiten Lehrsatzes in NI'. 3, 
S. 63. aus der für die Reihe (4) geltenden Gleichung: 
U"+l = _ X . --"~_ . 
1tn n+1' 
denn dieser Quotient nähert sich für lirn. n = IX) der Grenze - x 
und ist somit von einem bestimmten n an absolut> L 
,Zusatz: Für elie COWlxrgenzgrenze x = - 1 ist die Reihe (4) 
düwyent (vergi. S. 61); für x = + 1 ist sie convergellt w1(1 lieji3rt 
nach de,:n letzten Lehrsatze in Nr. 5: . 
(5) 111 . log 2 = 1 - "2 + 3" - "4 + .... 
Die Convergenz ergiebt sich aus den beiden Schreibarten : 
( 1 - ~) + (* - ~) + (~ - ~) + 
1 - ( ~ - ~) - (~ - ~) - ... \2 3 4 G 
der Reihe (5). Die erste zeigt nämlich. dass die Reihe entweder con-
vergent ist oder dass lirn. Sn = IX) ist (Lehrsatz III, S. 62); die zweite 
n=CD 
zeigt. dass Sn <:- 1 bleibt. -
Liegt :1' zwischen - 1 und + 1, so gilt dasselbe von - x, und 
also ist: 
Durch Suhtraction dieser Formel von obiger Formel (4) folgt: 
(6) (
1 -t- .1'\ (,r x.:, x:, x' ) log- ) = 2 - + -:- + - .L -;:;- + ... . 1 - .l'j l.~ 5 I 
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Versteht man unter N eine positive ganze Zahl, und setzt 
x = ~ in (4) und x = 2 N 1+ 1 in (6) ein, so folgen die Formeln: 
(7) log (}{+ 1) = 10gJ.,T+ ~- ~ + ~ --~ + .. , 
. N 2~ 3~ 4~ . 
(8) 7o!l (N + 1) = log X + 2 ( 1 + ( ;, + ... ). 
2 N + 1 3 2 ~ + 1)' 
Diese Formeln sind geeignet zur Berechnung des natürlichen 
Logarithmus der ganzen Zahl (X + 1) aus dem von ~:f: 
~W egen des U eberganges zu den Logarithmen einer anderen Basis 
sehe man S. 19. 
12. Die Binomialreihe. 
Ist m ein positiver oder negativer rationaler Bruch (die ganzen 
Zahlen 111 einbegrH'fen), nnd ist x > - 1, so giebt es einen und nur 
einen zugehörigen Werth f (x) = (1 + x)m, der reell und zugleich 
positiv ist. Auch alle Ableitungen der hiermit definirten Function 
sind mit fex) selbst für jedes endliche x > - 1 eindeutig und stetig. 
Die nte Ableitung ist 
fnl(.1') = 111 (111 - 1) ... (11/ - 11 + 1) (1 + .1')/II-n, 
so dass 
(1) 1 1 m(m-l)(m-2) ... (m-n+l) ('IJI') -fit (0) = = 
n! 1.2.3 ... 11 11. 
wird, wo rechts die in (2), S. 28, bei Gelegenheit des "lI ten Bill0lllia7-
coifficienten der mlen Potenz" erklärte Abkürzung gebraucht ist. 
Zur Untersuchung des Restgliedes knüpfen wir an den Integral-
ansatz (5), S. 68, und nehmen sogleich a = 0: 
b 
(2) . Rn = n C:),!(1 +x)1II-n (11-1')"-1 d.l'. 
o 
Die Bedingungen des Mittelwerthsatzes sind erfüllt. wenn wir 
IfJJ (.r) = (1 -!- X)1Ii +1. 1/J (r) = ~~ -+- ~;:~: -1 d (b -X)" 11 (I -1 11) cl ." . 1 -;- .r (3) 
setzen (vergl. S. 56 und S. 68). 
Nun ist, wie bereits in (3) angedeutet wurde: 
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Daraufhin ergiebt der JYIittelwerthsatz 
Rn = C;:) (1 + {}b)"'+l 
(5), S. 56: 
bn 
'l+lJ' 
Setzt man b = x (vergI. Nr. 8), so folgt als Restglied der 11 ae-
Laurin'schen Reihe für (1 + x)m: 
J
E _(I1I)xn(l+{}x)m+l =(1 + {}x)m+l 
n - nil + x 1 -L X· 
t 
·llll~. (m-1)x ... (m-n+1),T]. 
1 2 n. 
(5) 
Lässt man n grösser und grösser werden, so treten in der Klammer 
auf der rechten Seite von (5) mehr und mehr Factoren hinzu, die sich 
für limo n = 00 der Grenze -x nähern. Es wird somit 7im. Rn = 0 
oder = 00, je nachdem I x I < 1 oder > 1 ist. n ~ aJ 
Lehrsatz: Ist m irgend ein rationaler Bruch und lie[Jf x im 
Interwll - 1 < x < + 1, so gestattet die oben erklärte F~tllction 
(1 + x)m die convergente Entwickelung: 
(6) (1 + x)m = 1 + (~) x + c;) x 2 + (~) Xl + ... ; 
diese Reihe wird die Binomialreihe genannt. 
Ist In eine ganze positive Zahl, so verschwinden die Coefficienten 
von xII! -'-1, xm + 2 ... , und es stellt sich der binomische Lehrsatz in der 
S. 28 besprochenen Gestalt wieder ein. 
13. Methode der unbestimmten Coefficienten. 
Eine vorgelegte Function fex) möge in die Potenzreihe : 
(1) fex) = ao + alx + a2 x 2 + a3x3 + ... 
entwickelbar sein, welche innerhalb eines gewissen Intervalles con-
vergent ist. 
Wie man durch eingehendere Betrachtungen zeigen kann gilt 
alsdann für f' (x) die durch gliedweises Differentüren der rechten' Seite 
von (1) entspringende Potenzreihe : 
(2) . f'(x) = al + 2a2x + 3a:jx2 + 4a~x3 + ... , 
welche in demselben Intervall, wie die Reihe (1), convergent ist. 
Hieraus kann man weiter schliessen, dass die Reihe (1) noth-
wendig die l\lac-Laurin'sche Entwickelung von fex) ist, und dass 
somit ausser dieser keine andere Potenzreihe für fex) existirt. 
Ist die Berechnung von an auf Grund des Ansatzes (4), Nr. 8 
schwierig, so ist gelegentlich folgende Operationsweise erfolgreich: 
Man setzt die Potenzreihe von f(x) mit unbestimmten Coefficienten, d. i. 
in der Form (1), an und sucht die Coefficienten ao, al' a2 ••• daraus zu 
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bestimmen, dass der Allsdruck auf der rechten Seite von (1) die Eigen-
schaften der Function f (x) besitzen muss. 
Zur Erläuterung dieser "JYIethode der unbestimmten Coeffieienten" 
diene erstlich die Function fex) = arc tg x,' wobei der "Hauptwerth" • 
dieser Function gemeint ist. 
Aus letzterem Umstande folgt Clo = 0; denn der Hauptwerth 
((rc tg (0) ist = 0 (vergl. S. 9). 
Weiter benutze man f' (x) = (1 + (2)-1 und ziehe aus Nr. 1'" 
(3) . f'(x) = (1 + ( 2)-1 = l-x 2 + X 4 -X" + X'-'" 
als eine im Intervall - 1 < x < + 1 convergente Entwickelung. 
Durch Vergleich von (2) und (3) folgt ohne Weiteres: 
al = 1, ~2a2 = 0, 3a3 = - 1, 4a4 = 0, 5a, = 1 .... 
Lehrsatz: Der Hauptwerth der Flmction are tg x gestattet die 
im Into"t"a71 - 1 < x < + 1 COnt-ergente Reihenenf1cickelung: 
(4) x~ x' Xi x
Y 
{('re tl/ x = x - - + - - - + - - .... 
• 3 5 7 9 
Auch an der oberen Convergenzgrellze x = 1 bleibt die Convergenz 
bestehen 1); und da der Hauptwerth are tg 1 = ~ ist, so ergiebt sich 
Jl 
nach dem Lehrsatz am Ende von Nr. 5, S. 67 für "4 die Entwickelung: 
(5) Jl 1 111 1 -= 1-- + ---+--- + .... 4 3 5 7 9 11 
Für den Hauptwerth f (x) = arc sin x ist gleichfalls ao = O. 
} 
Andererseits hat man f' (x) = (1 - :1;2)-2, so dass man aus Nr. 12: 
, 1 1.3 1.3.5., (6) . f (x) = 1 + - x 2 + - x 4 + -- Xl; -;-- ••• 2 2.4 2.4.6 
als eine im Intervall - 1 < x < -1- 1 convergente Entwickelung 
entnimmt. 
Der Vergleich von (2) und (6) liefert ao, a} '" und damit den 
Lehrsatz: Der Haupltcerth der Functioll are sin x gestattet die 
im Intervall - 1 < x < 1 cOl1vergellte Reihenentldekel ung: 
1 X" 1 . 3 x:, 1 . 3 . 5 . ~ + (7) are sin X = x --L - • - + -- . "7 + -2 3 2.4:> 2.4.6 7 
F 1. bt . h h' Üf X = 2 efgIe SIC leraus : 
(8) 1 1 1 1.3 1 +1.3.5.1 2 + 2' ['-~2:1 + 2.4' 5.2' 2.4.6 7.2' + '" 
1) Siehe die an (:,», S. 72 angeschlo8sene Betra~ht,ung. 
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VIII. Ca pi tel. 
Bestimmung der unter den Gestalten ö' : ' . 
sich darstellenden Functionswerthe. 
1. Die unbestimmte Gestalt %. 
Ist eine elementare Function in der Gestalt fex) = cP (x) gegeben, 
1jJ (x) 
und werden für den endlichen Werth x = a Zähler ?tnd Nenner ,?'!l-
gleich mit 0 identisch, cp (a) = 0, 1jJ (a) = 0, so bietet sich f(a) in der 
Gestalt % dar, mit welcher man keinen bestimmten Sinn oder Zahl-
werth verknüpfen kann. 
{;m gleichwohl von einem Functionswerthe f(a) sprechen zu 
können, giebt man folgende 
Erklärung: Als "wahren rVerth" f(a) deI' Function fex) für 
x = 0 bezeic7l11et man den Grenzwerlh: 
(1) . f(a) = lim. fex) = limo (CP (X»). 
x~a x~a 1jJ(x) 
Dabei gilt hier und in den weiter zur Sprache kommenden Fällen 
die Annahme, dassiiberhrtllpt eine solche Grenze existirt. 
Sind cp (x) und 1jJ (x) in de-r "Umgebung" von x = a stetig und 
gilt dasselbe von cp' (x) und 1jJ' (x), so dient folgende Ueberlegung zur 
Bestimmung von f(a): 
l\Ian wähle den Werth x = b in der Umgebung von a so dass 
cp (b) und t/J (b) von ° verschieden sind, und setze darauf hin: ' 
(2) cp(b) - 4. F (x) = cp (x) - A 1jJ (x). 1jJ(b)-" , 
Die Function F (:r) ist sammt ihrer Ableitung im Intervall von Cl 
bis b stetig. und sie verschwindet sowohl für x = a wie für x = b 
ohne im ganzen Intervall gleich 0 zu sein 1). ' 
Es giebt demnach im Intervall wenigstens einen Werth c, für 
welchen F (x) zu einem ~Iaximum oder .Jlinimum wird; und hieraus 
folgt bei den geltenden Voraussetzungen: 
(3) F' (c) = cp' Ce) - A 1jJ' (e) = 0. 
Den hieraus entspringenden "Werth A setze man lD die erste 
1) Dieser Fall wiirde trivial sein nnd j(a) = A liefern. 
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Gleichung (2) ein, schreibe c = a + .l)- (b - a) und ersetze b durch ,,.; 
dann ergiebt sich: ' 
cp(x) cp'(x l ) (4) ~'(x) - ip'(xY x J = a + {1 (x - a). 
Für limo x = a wird auch limo Xl = a; und also folgt der 
Lehrsatz: Nähern sich elie FUlletionm cp (x) 1md 1/J (x) für 
lim . . 1: = a zugleich der Grenze 0, so gilt die Gleichung: 
(5) . limo (rp(x») = limo (CP:(~»). 
x=a 1)1(x x=a 1)1 .l 
Sollten auch rp' (x) und 1)1' (x) zugleich zu 0 werden, falls x = a 
wird, so werden wir unter der Voraussetzung, dass rpl/ (x) und 1)11/ (x) 
in der Umgebung von x = a stetig sind, durch erneute Anwendung 
der Gleichung (5): 
(6) . ()'J(X») . (rpl/(X») • 7/i1l. - (-:-) = 11111. ~ "(~)- .• x~a 1)1 X .r=<l 1)1 X 
finden und nöthigenfalls die gleiche Schlussweise noch öfter wiederholen. 
Lehrsatz: lV erden Zähler wul Xenner, cp (x) und 1)1(x),uon 
fex) sammt ihren (n-1) asten Ableitungen zugleich zu 0, falls x=a 
wird, u'ährenel cp(") (a) wul 1)1(")(a) wenigstens nicht beiele gleich 0 sind, 
so gilt elie Gleichung: 
. (CP(X») rp(")(a) 
(7) . f(a) = !Z!!!~ 1jJ(x) = 1)1(") (a) • 
Dasselbe Ergebniss liefert die An wendung des Ta y I 0 r' sehen 
8atzes (1) und (2), S. 69, aus welchem man unter den hier gültigen 
Yoraussetzungen folgert: 
hn 11" (8) cp(a+h) = cp(n)(a + ith) -, 1)1(a + 11) = 1)1(n!(a+.l)-'h)·-: 
,nl II! 
dabei ist natürlich .l)-' im Allgemeinen von {1 verschieden. 
Bildet man den Quotienten der Gleichungen (8), so liefert die 
Grenze lim. 11 = 0 die Regel (7) wieder. 
Beispiele sind: 
limo (S0. X) = limo (er':< J") = 1, 
.I.,=o;r ,T=O 1 
limo (I}~~_ r~_~) = lim. (~,. J-.I],~') = 2, 
x=Q Sill X x=o , CI):-;.1 
deren erstes die Formel (1), S. 20 bestätigt. 
2. Die unbestimmte Gestalt 
Erklärung: Hat die Fllnefion f (xj elic,;dbe Ge:,ia7t lI'it; m 
_Yr. 1, /llld werden Zähler wld -,-Yenncr 1'0/1 ft:tJ für ;t = a I,r:id,' 1111-
e/l(llieh gross, cp (a) = 0:, !t' (a) = x, so l'ersteht mall UI/tl'/' dem 
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"wahren lVerthe" f(a) der FU/lction fex) für da" Argument x = (l die 
Grenze f(a) = lim. fex), sofern eine solche existirt. 
x=(t 
Das Unendlichwerden der "elementaren" Functionen cp (x) und 1/J (x) 
ist ein solches, dass die Functionen: 
(1) 1 ljJ (x) = --
1 ljJ (x) 
für x = a zugleich verschwinden, übrigens aber in der Umgebung 
von x = a stetig sind (vergl. S. 14, oben). 
Sind in der Umgebung von x = a auch die Ableitungen cp; (x) 
und 1/1{ (x) stetig, so liefert Nr. 1 für limo f(x): 
x=,a 
(2) I' (1/JI (X») _ l' (1/J{ (X») _ I' (CP (.1'»)2 l" (1/1' (T») x1r::~ CPI (x) - }r::~cP; (x) - x1:~~ 1/J (x) . xlr::~ cp' (x) , 
lim.nx) ='[lim. f(x)]2. 1im. (1/J;«X»). 
x=a x=u x=u rp X 
(3) 
Ist limo fex) von 0 verschieden und endlich, so folgt aus (3): 
x=a 
(4) lim. fex) = limo (~i(~») = limo (CP;(X»). 
x~a x=a 'V X x~a 1/1 (x) 
Ist lim. fex) = 0, so darf man Formel (4) auf die Function 
x=a 
(5) g(x)'= 1 +fex) = 1/1 (x) + cp(x) = X(x) 
1/1 (x) 1/1(.1') 
anwenden und findet auf diese Weise: 
(6) . 1 + lim.f(x) = limo x',ex) = 1 + limo CP;(x) , 
x~a x=a 1/J (x) x=a 1/1 (x) 
so dass die Formel (4) bestehen bleibt. 
Auch für lim. fex) = OCJ ist Formel (4) richtig, wie man durch 
x=a 
Vermittelung der Function g(x) = 1 : f(x) , für welche Formel (4) 
bewiesen ist, zeigt. 
Auf dieselbe Art, wie in Nr. 1, ergiebt sich nunmehr der 
Lehrsatz: TVerden Zähler und Nenner, cp(x) und 1/1(x), von 
f (x) sanI/nt ihren (n - 1) ersten Ableitun.qen zugleich unendlich gross, 
falls x = a wird, während cp(n) (a) und 1/1(") (a) wenigstens nicht heide 00 
sind, so gilt die Gleichung: 
, . (CP (X») cp(n) (a) 
(7) . J (a) = ~'~I,; tJ;(x) = 1/1(") (a) • 
Nähert sich x der Grenze + 00, so nähert sich y = X-I als 
positive Grösse der Grenze O. 
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und untersuche IPI (Y) : 1/J1 (Y) für y = O. 
Die bisherige Entwickelung liefert daraufhin für limo f(x): 
x=+oo 
(9) limo (_1P_1_(~_/») = limo ('E~iYl) = limo (_IP_'(X_») y~O 1/!l(Y) y=o ,1/Jl(Y) x~+'" 1/!'(x) , 
wie man durch Division der beiden Gleichungen zeigt: 
(10) IP{ (Y) = - X21P' (x), 1/!{ (y) = - x 21/!' (x). 
Der letzte Ausdruck (9) für lirn. fex) ergiebt den 
x=+oo 
Lehrsatz: TVachsen für limo x = OCJ Zähler und ;Yellner /"UJI 
fix) gleichßeitig über alle Gren.zen, so bleibt für die Bestimmung des 
,,1ctthren Werthes" f (OCJ) = limo fix) die für ein endliches a gewoJlllcJle 
Regel (7) erhalten. x = + '" 
e X Beispiel I. Es soll der wahre Werth der Function fex) = -
x" 
mit ganzzahligem positiven n für x = OCJ berechnet werden. Hier ist 
n Male im Zähler und Nenner zu differentiiren, wodurch man findet: 
(11) 
. limo (~) = limo (:;) = OCJ. 
X=OO X x=oo n. 
Man spricht das Ergebniss aus durch folgenden 
Lehrsatz: Das Unendlichwerden der Exponentia7junction e·r fiir 
x = 00 ist stärker als dasjenige irgend einer Potenz x" mit endlichem 
positiven Exponenten n. 
Beispiel 11. Es soll der wahre Werth von f (x) = lo!} -! mit irgend 
x 
einem ganzen oder gebrochenen r > 0 für x = :x; berechnet werden. 
Einmalige Differentiation liefert: 
(12) limo (IOr! ;1;). = 7illl'[- (+) J = limo (_1 )' = U. 
X=CO x" x=oo rxr - 1 X=O) rx r 
Lehrsatz: Das UnendNchwerden des Logarithmus 70g.r für 
x = OCJ ist ~c7twächer als dasjenige einer Potenß x T mit irgend eil/em 
von 0 verschiedenen positiven Exponenten r. 
Man vergleiche mit diesen Ergebnissen den Verlauf der Curven für 
Exponentialfunction und Logarithmus (Fig. 6, S. 5 und Fig. 7, S. fi). 
3. Die unbestimmten Gestalten O. OCJ, TJ - OCJ , 0°, ce", I x . 
Nimmt die Function fex) für x = a eine der noch übrigen 
fünf unbestimmten Gestalten O. 00, 00 - x, 0", CL 0, 1 x. an. so 
defiuirt man den "wahren lYerth".f (a) der Function f(.r) für .r = (1 
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Die Berechnung von f(a) gelingt in allen fünf Fällen durch 
Zurückführung auf eine der in Nr. 1 und 2 behandelten Gestalten. 
I. Ist fex) = f{! (x) . 'lj! (x), und wird der erste Factor für 




oder f{!l (x) = f{! (x) . 
Hieraus entspringt für f (x) entweder die Gestalt: 
. fex) = Cf! (x) oder fex) = 'lj! (x) . 
lh (x) Cf!l (x) 
Für x = a tritt dann entsprecheud entweder % oder ;;; ein. 
Beispiel. Um den wahren Werth von fex) = x r . log x mit I' > 0 
für x = 0 zu bestimmen, wähle man die zweite Formel (2): 
limo (x r • log x) = limo (109.:I:) = limo r~L] (3) x~o X~O x-r a;~O -'I' x- r - 1 
= limo (--'!-"-:) = O. 
X~O 1 
Lehrsatz: Das Unendlichwerden von log x für x = 0 ist so 
schwach, dass das Product von log x mit der Potenz x r irgend eines von 0 
t'erschiedenen positit'en Exponenten l' für limo x = 0 die Grenze 0 hat. 
11. Ist fex) = f{! (x) - '!/J (x), und werden :Minuend und Sub-
trahend für x = a gleichzeitig unendlich, so benutze man die in (1) 
erklärten Functionen f{!l (x), '!/J1 (x) und schreibe daraufhin: 
1 1 'lj!l (x) - f{!l (x) 
(4) . fex) = f{!l (x) - '!/Jdx) = f{!l (x) '!/J1 (x) . 
In dieser Form erscheint fex) für x = a in der Gestalt %. 
II1. Nimmt die Function fex) = [f{! (x)]1/'exl für x = a eine der 
Gestalten 00, oc 0, 1°c an, so setze man 
(5) logf{!(x) = f{!l(X), logf(x) = F(x), fex) = eFex). 
Die so definirte Function: 
(6) F(x) = logf(x) = '!/J(x) . f{!l(X) 
erscheint in allen drei Fällen für x = a in der Gestalt O. 00, so dass 
man ]<'(a) und daraufhin f(a) = eF (<<) nach der in 1. angegebenen 
Regel finden kann. 
Beispiel. Die Function fex) = (l + xV nimmt für x = 0 die 
Gestalt 1'" an. Hier ist: 
(7) lim. F(x) = lilll. (IOfl (1 + X») = limo (_1_) = 1. 
X~O .,~O x X~O 1 + :1: ' 
und also ergiebt sich feO) = eF(O) = e l = e in Uebereinstimmung 
mit (8), S. 13. 
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