INTRODUCTION
Web service IS defined by World Wide Web Consortium (W3C) as a software system that provides a standard means of interoperating software applications, running in variety of platforms [l] . It utilizes Web Service Description Language (WSDL) to provide a standard way to define services [2] . A Web service can be published to a Universal Description Discovery and Integration (UDDI) registry to be discovered and defined how to be interacted over Internet [3] . In addition, Web service framework uses Simple Object Access Protocol (SOAP) as de-facto standard to exchange structured information [4] . Requests and responses travel within SOAP messages. Hence, Web services strongly employ SOAP processing engines and transport helpers to contribute the interactions. These functionalities are combined in middleware system called Web service container, which essentially hides the complexity of SOAP processing and details of message transportation.
Web service employs additional functionalities, which are called handlers, by utilizing the extensibility feature of SOAP. Depending on the service container, these functionalities can be called as filters too. Generally, a Web service container provides a handler processing pipeline so that many handlers can contribute to a service interaction. In other words, many capabilities can be incrementally added to a service interaction. Even though handlers improve service capabilities, they may complicate a service 978-1-4244-5540-9/10/$26.00 ©2010 IEEE When handlers are deployed away from a service endpoint, they become individual applications running without knowing each other. Hence, the detached and distributed handlers are needed to be orchestrated and managed so that they can achieve the execution, which was successfully happening before.
There are several reasons to separate a handler from the service endpoint. We may need to benefit from additional resources such as processor, memory and storage space. We may want to have a powerful architecture by offering a more modular and scalable structure. We may need to increase usability. Finally, we may successfully introduce concurrency to the handler execution. However, all these advantages do not come for free. The additional requirements for the orchestration and management of the message execution bring extra burden to the services. Hence, we will investigate overhead for the distribution of Web service handler.
II.

DISTRIBUTING HANDLERS
Handlers are very necessary architectural components of Web service framework. Distribution of the handlers to the individual physical and/or virtual machines provides many advantages and opens doors to the immense computing resources. The computing power of machines almost doubles every year following the projection of Moore's law [5] , the network speed also catches up with the same pace. Hence, the obtainable computing power increases steadily. Moreover, many other resources also became accessible such as application software, storage, and sensor and so on. We may hit barrier if we insist to utilize single machine for Web services while we can access many computing resources in the remote places. Therefore, we build architecture to distribute handlers, shown in Figure 1 .. 
DHArch is able utilizes a Message Oriented
Middleware (MOM) for the transportation purpose. MOM is a powerful tool to provide asynchronous, reliable, efficient delivery mechanism. In addition to excellent messaging capability, it can provide a queuing mechanism for the handler execution to regulate the message flow [11, 13] .
567
On the top, an orchestration mechanism is introduced to coordinate tasks [14] . Additionally, supportive mechanisms are provided to manage a message execution. Queuing systems, data structures are those entities that we want to mention for the architecture.
III. MEASUREMENTS AND ANALYSIS
A. Methodology
In order to calculate the overhead resulting from the handler distribution, we utilize Apache Axis environment. It benefits sequential execution for the handlers. Handlers cannot be distributed to exploit additional resources [15] .
On the other hand, DHArch is able to distribute handlers.
Additionally, handlers can be executed concurrently by using both pipelining and handler parallelism. Any performance improvement mechanism such as parallel execution is not exploited to find out the pure overhead added over the non-distributed execution.
Handlers are running sequentially with the same conditions in the distributed environment too. The same deployment strategy is applied in the distributed environment. Figure 3 illustrates the sequential deployment of the distributed handlers. Handlers are deployed to a separate computing resource such as core, processor or physical machine. 
B. Measurements
The first experiment is conducted in multi-core system.
We initially collected the results in Apache Axis handler structure. Then, the same scenario is repeated in the distributed environment. Figure 4 illustrates the service elapsed time and standard deviation. Figure 5 depicts the results. Even though the tasks are carried to/from the distributed handlers by using LAN, the overhead is lower than that in the multi-core system. Table 2 Number of Handl ers Finally, we have conducted the experiment in a single
processor system. Figure 6 shows the results gathered for this configuration. Similar to the previous hardware configurations, the time for the execution of a service in the distributed environment is higher than those in Apache Axis Figure 6 . Comparison of handler execution in Apache Axis and DHArch for a single processor system Additionally, network latency coming from the transferring messages between computing nodes can be eliminated totally. In this situation, multi-core environments would be best option for the handler distribution.
Number of Handlers
As a result, we witness that the overhead is affordable.
It can be easily compensated by exploiting the advantages, which are originated from the utilization of additional distributed resources. These benefits may even provide substantial gains. One of the ways is to utilize parallel execution for the distributed handlers.
