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" Un expert est une personne qui a commis toutes les erreurs qui peuvent être commises, dans un 
domaine bien précis." 
         Niels Bohr 
 
 
" L'objet de la recherche n'est plus la nature en soi, mais la nature livrée à l'interrogation humaine, 
est dans cette mesure l'homme ne rencontre ici que lui-même." 
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L’émergence d’une nouvelle classe de matériaux, les isolants topologiques, a stimulé une vaste 
activité de recherche. Le bismuth, un élément du groupe V du tableau périodique, est un des 
ingrédients clé d’une famille d’isolants topologiques. Pour des applications dans la technologie des 
composants électroniques, il est essentiel de maîtriser la préparation des matériaux en couches 
minces. Dans ce travail, nous avons étudié la croissance et la structure électronique du bismuth sur 
les surfaces (100) et (111) d’un semi-conducteur III-V, InAs. 
 
Le dépôt de bismuth sur la surface InAs(100) résulte en une auto-organisation du Bi qui forme des 
lignes de taille atomique. On montre que le bismuth interagit très faiblement avec la surface car la 
structure d’origine de la surface propre InAs(100) reste intacte. L’étude par photoémission de la 
bande de valence montre la présence d’états résonants fortement dépendants de l’énergie de 
photons et de la polarisation de la lumière, en cohérence avec la structure quasi unidimensionnelle 
de la surface.  
 
La spécificité de la surface InAs(111) réside dans ses deux terminaisons différentes: soit In (face A) ; 
soit As (face B). Les deux faces présentent des reconstructions différentes. Par photoémission des 
niveaux de cœur nous avons montré une différence de réactivité chimique entre les faces A et B. La 
croissance de Bi sur la face A produit un monocristal de haute qualité pour les films à partir de 10 
monocouches. Par contre, lors du dépôt des premières couches, la face B montre une croissance en 
îlots, un bon monocristal n’étant obtenu seulement que pour des films ayant une épaisseur d’au 
moins 50 monocouches.  
 
Pour la même face, A ou B, nous avons observé des différences de croissance plus subtiles entre les 
surfaces préparées soit par des cycles de bombardement ionique et suivis de recuits, soit par épitaxie 
par jets moléculaires.   
 
La photoémission résolue en angle a permis de caractériser la dispersion des bandes dans les films de 
bismuth. Cette dispersion est tout à fait comparable à celle du cristal massif. Dans une dernière 
étape, la structure électronique d’un monocristal de Sb déposé sur le film de Bi a aussi été étudiée. 
 
Les surfaces propres de InAs(111)A et InAs(111)B présentent une courbure de bande qui résulte en la 
formation d’une couche d’accumulation d’électrons. En déposant Bi sur ces surfaces, la couche 
d’accumulation est préservée, et même amplifiée, car Bi agit comme un donneur dans InAs.  
La couche d’accumulation se traduit par un confinement quantique des électrons, comme le montre 
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A new class of materials, the topological insulators, has opened a wide field of research. Bismuth, an 
element of group V of the periodic table, is one of the key ingredients of this topological insulator 
family. With the aim of improving technological applications, especially the electronic devices, it is of 
highest importance to control the preparation of these materials as thin films. In this work, we have 
studied the growth and the electronic structure of bismuth on the (100) and (111) surfaces of a III-V 
semiconductor, InAs.  
 
Bi deposition on an InAs(100) surface results in a Bi self-assembly which forms lines at the atomic 
scale. We show that Bi interacts very weakly with the surface because the terminating surface 
structure of clean InAs(100) remains unharmed. The study of the valence band sheds light on the 
existence of resonant states strongly dependent on the photon energy and on the light polarization, 
in consistency with the quasi one-dimensional surface structure. 
 
The InAs(111) surface specific feature is that it has two different surface terminations: In termination 
(face A) and As termination (face B). Both faces show a specific reconstruction. By core-level 
photoemission we have identified a difference of chemical reactivity between A and B faces. Bi 
growth on A-faces tends to lead to a high quality monocrystal for films with a thickness of 10 
monolayers. On the contrary, during the deposition of the first layers, the B-face shows an island 
growth ; a good monocrystal is obtained only for films with at least 50 monolayers. 
 
For the same face, A or B, we have seen some more subtle growth differences between prepared 
surfaces either by ionic bombardment and annealing or by molecular beam epitaxy. 
 
Angle-resolved photoemission allowed identifying the band dispersion in the Bi films. The dispersion 
is very similar to that of a bulk Bi crystal. In a final step the electronic structure of a Sb monocrystal 
deposited onto the Bi film has been studied. 
 
Clean InAs(111)A and InAs(111)B surfaces show a band bending which results in the formation of an 
electron accumulation layer. Upon deposition of Bi onto these surfaces, the accumulation layer is 
preserved, and even reinforced, Bi acting as a donor in InAs. The accumulation layer is characterized 
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BIR : Bombardement Ionique et Recuit 
BV : Bande de Valence 
BC : Bande de Conduction 
CBM: Minimum de la Bande de Conduction 
EJM : Epitaxie par Jets Moléculaires 
gaz-2D: gaz d'électrons bidimensionnel  
IT: Isolant Topologique 
MC : Monocouche 
SO: Spin-orbite 
SZB: Zone de Brillouin de Surface 
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Préambule et motivation 
 
Dans ce travail, nous avons étudié des couches minces de bismuth déposées sur un substrat semi-
conducteur, l’arséniure d’indium (InAs). Ces études s’insèrent dans le contexte de la découverte 
récente d’une nouvelle classe de matériaux conducteurs, les « isolants topologiques ». Ces derniers 
n'ont pas seulement un intérêt fondamental : ces matériaux, capables de transporter un courant de 
spin sans l'application d'un champ magnétique ou électrique externe, devraient pouvoir être intégrés 
bientôt dans des composants de la spintronique et, à plus long terme, dans des ordinateurs 
quantiques. Pour les applications technologiques, il est essentiel de maîtriser la croissance de ces 
matériaux et de comprendre le comportement de leurs électrons de conduction. 
 
L’électronique traditionnelle est basée sur l’utilisation des semi-conducteurs et repose 
essentiellement sur une propriété de l’électron, sa charge. Toutefois, au-delà de sa charge, chaque 
électron possède un moment cinétique, le spin. Cette caractéristique, qui est totalement ignorée 
dans la microélectronique classique, donne lieu à des phénomènes physiques qui offrent des 
perspectives intéressantes dans la réalisation d’une nouvelle classe de composants beaucoup plus 
performants, que cela soit au niveau de la fonction, de la rapidité et de la consommation d’énergie. 
C’est en ce sens que la « spintronique » suscite un grand intérêt dans la communauté scientifique, 
comme évolution de l’électronique traditionnelle. 
 
Depuis une dizaine d’années, une nouvelle classe de matériaux, les isolants topologiques (IT), suscite 
un grand intérêt. Historiquement, la première manifestation d’un comportement d'IT peut être 
attribuée à l'effet Hall quantique entier qui montre une conductivité de Hall quantifiée sous un 
champ magnétique perpendiculaire [Klitzing80]. Ultérieurement, Haldane réalisa que l'effet Hall 
quantique peut aussi être observé dans des systèmes sans application d'un champ magnétique 
extérieur [Haldane88].  
Un IT est un matériau ayant une structure de bandes de type isolant mais qui possède des états de 
surface métalliques. Ces matériaux sont donc isolants en volume et conducteurs en surface 
[Hasan10, Qi11]. Cela se traduit par l’apparition dans la structure électronique de nouveaux états 
métalliques dans le gap. La dispersion des électrons au voisinage d’un point de haute symétrie est 
linéaire et les bandes se croisent en un point de Dirac. Ces états électroniques sont insensibles au 
désordre parce qu'ils n'ont pas d'états disponibles pour la rétrodiffusion. Ils ont été initialement 
prédits dans le graphène [Kane05a, Bernevig06a, Bernevig06b]. 
 
Le premier IT 3D à être mesuré par photoémission résolue en angle (ARPES, pour Angle-Resolved 
Photoemission Spectroscopy) a été l'alliage Bi1–xSbx [Hsieh08]. En 2009, d'autres ITs, tel que Bi2Se3, 
avec de nombreuses propriétés attrayantes, étaient identifiés expérimentalement et théoriquement 
[Xia09, Bianchi10, Zhang10].  
Bien que les surfaces des ITs soient prometteuses pour l'application de la spintronique, les couches 
minces sont beaucoup plus pertinentes. Un gros effort a été porté sur la réduction considérable de 
l'épaisseur des ITs connus.  
Les travaux récents se sont concentrés sur les couches minces des composés parents d'ITs, tel que Sb 
et Bi. Dans la littérature, les films de ces matériaux sont préparés sur un substrat Si(111). 
La motivation de cette thèse est de préparer des couches minces de Bi sur un substrat alternatif, 
InAs. 
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Chapitre I - Etat de l'art  
Partie 1 : Structure atomique et électronique du bismuth et de InAs 
 
1.1. Bi cristal 
 
1.1.1. Structure cristalline et propriétés 
Le bismuth cristallise dans la structure rhomboédrique. Cette structure est typique pour les semi-






Figure I-1 : (a) Structure du bismuth : maille primitive rhomboédrique (pointillé vert) ensemble et maille 
conventionnelle hexagonale (pointillé rose) ; les atomes ne sont pas représentés. Les traits pleins représentent les 
vecteurs fondamentaux du réseau rhomboédrique (en vert) et hexagonal (en rose).  
(b) Zone de Brillouin du bismuth avec la projection de la surface (111). La ligne Γ - T correspond à l'axe C3 et à la direction 
[111] dans l'espace réel [Hofmann06]. 
 
La maille rhomboédrique est la maille primitive avec 2 atomes par maille (Fig. 1a, en trait vert). Au 
regard de la maille conventionnelle, celle-ci a une forme hexagonale (a = 4,5332 Å et c = 11,7967 Å) 
et comporte 6 atomes par maille (Fig. 1a, trait rose en pointillé) [Hofmann06]. Concernant la notation 
usuelle cristallographique, on préfère se référencer à un repère cartésien défini par l'axe binaire (C2), 
l'axe bissecteur (C1) et l'axe trigonal (C3). Pour la transformation entre la maille conventionnelle et la 
maille primitive, on utilise les notations hexagonales équivalentes à celles rhomboédriques (Table I). 
La direction trigonale de la structure rhomboédrique est l'axe c du réseau hexagonal. 
 
On remarque également que dans la maille hexagonale suivant l'axe trigonal, le rapport de la 
longueur d1/d2 est de 0,88 (au lieu de 1) ; donc l'atome rouge est plus proche des trois atomes du bas 
comparé à ceux du haut. Quant à l'angle α entre les vecteurs formant la maille rhomboédrique, il est 
de 57,35°. Si l'angle était de 60° et si le rapport d1/d2 était égal à 1, alors on aurait la structure 
rhomboédrique qui serait un cubique simple [Jona67]. Cette légère distorsion d'angle par rapport à 
sa valeur initiale de 60° pour un réseau cubique à faces centrées implique une forte anisotropie de la 
surface Fermi et est responsable des propriétés électroniques particulières du bismuth. Les 
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conductivités électriques et thermiques du bismuth massif sont faibles par rapport à celles des 
métaux. L'ordre de grandeur de la résistivité électrique est d'environ 110 et 135 μΩ.cm à 300K le long 
de l'axe normale et parallèle à l'axe trigonal (C3) respectivement. A température ambiante la 
conductivité thermique est de 10 et 6 W/mK suivant l'axe parallèle et perpendiculaire à C3 [Gallo62]. 
Les vecteurs fondamentaux sont illustrés sur la Fig. 1a en trait vert, ainsi la structure du cristal est 
entièrement décrite par arh , d1/d2 , α . Pour Bi massif, ces valeurs sont : arh = 4,7236 Å, d1/d2 = 0,88 et 




   
  
  
Table I : notations équivalentes entre réseau rhomboédrique et hexagonal  
1.1.2. Structure électronique  
Il est intéressant de comparer la structure électronique du rhomboèdre Bi à celle de la structure 
cubique très similaire. Dans le cas cubique, les deux atomes dans la maille rhomboédrique 
deviennent comparables et la maille contient un seul atome ayant un nombre impair d'électrons (5). 
On prédit donc que la structure cubique a une bande de valence partiellement remplie et est 
métallique. Quant à la maille rhomboédrique, le nombre d'électrons de valence est de 10. Cela peut 
donner lieu à un comportement d'isolant ; pourtant une bande empiète sur le niveau de Fermi, ce 
qui présage un caractère semi-métallique. Bien que la différence entre ces deux structures soit 
minime, on peut s'attendre à obtenir une influence majeure sur la structure électronique par un 







Figure I-2 : (a) Structure de bandes de Bi à partir des calculs de liaisons fortes de Liu et Allan ([Liu95] (en vert); calculs 
premiers-principes par Gonze et al. [Gonze90] (en rouge). L'encadré schématise le comportement semi-métallique du Bi 
au point L et T. (b) Densité d'états près du niveau de Fermi calculée [Liu95]. 
 
D'après la Fig. I-2a, on remarque le caractère semi-métallique du bismuth : la structure de bandes est 
composée de deux bandes pleines s et de trois bandes p remplies séparées par un gap de 
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chaque atome Bi [6s26p3]. Près des points T et L, les bandes p traversent le niveau de Fermi, créant 
ainsi des poches de trous au point T et des poches d’électrons au point L (Figs. I-2a, 1b). Ces poches 
sont très peu profondes : 27,2 meV pour les électrons et 10,0 meV pour les trous, à basse 
température [Hofmann06].  
D'après les calculs, la densité d’états de volume au niveau de Fermi (EF) est considérablement réduite 
(Fig. I-2b) par rapport à celle en-dehors de EF. La densité de porteurs est faible, de l'ordre de 
3.1017/cm3 ; la masse effective de porteurs est 0,03 me pour les électrons le long de l'axe C3 [Liu95]. 
Les valeurs de gap aux points L et T sont confirmées par l'expérience. Au point L, le gap est estimé à 
EgL   15 meV à 0K et à 36 meV à 300 K [Black03]. La valeur du gap en T est plus controversée ; elle 
oscille entre 40 et 400 meV, à température ambiante [Bate67, Isaacson69, Omaggio93, Hirahara07a]. 
Une partie de ce désaccord peut provenir de l'effet du couplage spin-orbite (SO) [Moore49, 
Gonze90].  
 
1.2. Les surfaces de bismuth 
Bi(111) et Bi(100) ont des états de surface métalliques avec une surface de Fermi plus large et 
généralement une vitesse de Fermi plus petite que les états de volume, ce qui revient à dire que la 
densité de charge est plus localisée suivant ces plans. La structure électronique de ces surfaces peut 
être comprise seulement en incluant le couplage SO.  
 
1.2.1. Bi(111) 
1.2.1.1. Structure atomique 
Bi(111) est le plan de clivage naturel et donc est le plan préférentiel pour la croissance en épitaxie, 
même si il existe des exceptions concernant les couches très minces [Nagao04]. Cette préférence de 
direction s'explique par la structure en bicouches, parallèles au plan (111). Le cristal est composé de 
paires de couches proches à trois liaisons covalentes par intra-bicouche par maille (Fig. I-3b). Ces 
bicouches sont faiblement liées par des liaisons de Van der Waals, comme dans le graphite.  En 
créant la surface, le seul degré de liberté de la structure est la relaxation des distances des 






Figure I-3 : Structure de Bi(111). Les traits noirs indiquent les liaisons covalentes. (a) Vue de haut des premières couches 
atomiques. Chaque couche atomique est composée d'un réseau trigonal bidimensionnel. Les plans miroir de la structure 
sont représentés par des lignes en pointillés. (b) Vue de côté des quatre premières couches le long d'un plan miroir 
[Mönig05]. 
 
La bicouche est conservée sur la surface, comme le confirment des mesures de photoémission 
[Ast03a]. Sur la surface, la relaxation est proportionnelle à la température et à des températures plus 
élevées, la relaxation s'atténue [Ramanathan55, Hofmann06, Wells06]. Les calculs sont d'une grande 
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importance afin de montrer que suivant le plan (111) la structure est préservée et est similaire à la 
structure de volume tronquée. 
a)  
b)  
Figure I-4 : (a) Surface de Fermi de Bi(111). kx et ky sont les composantes parallèles des vecteurs d'onde respectivement 
suivant les directions   -  et   - . (b) Structure de bandes le long de la direction   -  [Ast01]. 
 
1.2.1.2. Structure électronique 
Malgré la faible interaction entre les bicouches, la structure de bandes a un aspect tridimensionnel 
[Liu95]. La première bicouche semble être moins liée au substrat en raison de la perte de symétrie de 
translation le long de la normale à la surface. Patthey a été un des premiers à observer des états de 
surface par des mesures de photoémission sur Bi(111) [Patthey94]; ces travaux ont été inspirés par 
les expériences pionnières de Jezequel [Jezequel86]. Plus récemment, il a été prouvé que la surface 
de Fermi contient une poche d'électrons hexagonale centrée au point Γ  de la zone de Brillouin de 
surface (SZB) entourée par des poches de trous dans la direction Γ -  formant une sorte d’étoile 
(Fig. I-4a) [Hengsberger00, Ast02, Ast04]. 
En regardant de plus près la dispersion des états de surface (Fig. I-4b) on peut distinguer une poche 
d'électrons et une poche de trous [Ast01].  
L’accord du calcul avec les données expérimentales autour du point    peut être jugé satisfaisant 
(fig.5b) si l’on inclut l'interaction spin-orbite (SO) (bandes en rouge sur la Fig. I-5a).  
 
1.2.2. Bi(100) 
1.2.2.1. Structure atomique 
La structure est composée de couches quasi-hexagonales. Dans chaque couche, un atome a deux 
voisins équidistants comme pour la surface Bi(111) (4,54Å) et quatre premiers voisins à une distance 
légèrement plus grande (4,72 Å). La liaison entre premiers voisins est indiquée dans les Figs. 6a et b. 
La vue de côté (Fig. I-6b) montre qu'il y a deux espacements différents d'intercouche possibles. 
L'empilement de la structure ressemble à la séquence ABCABC... des couches quasi-hexagonales ; 
néanmoins la 4ème couche d'atomes est presque alignée, du moins il y a un léger décalage de 0,57Å 
entre la 1ère et cette 4ème couche [Hofmann05]. 
 
Par rapport à Bi(111), la symétrie de surface est très basse. Seul le plan miroir fait office d'élément de 
symétrie. Il existe des différences importantes entre les surfaces Bi(111) et Bi(100) pour former le 
cristal Bi(111) : il n'est pas nécessaire de rompre les liaisons covalentes des atomes premiers voisins, 
contrairement à la surface Bi(100) où une liaison par maille doit être cassée. Par ailleurs, Bi(111) 
possède une symétrie plus élevée à cause de son axe trigonal et de ces trois plans miroirs (Fig. I-1b). 
La projection de la surface (100) de Bi à partir du volume de la zone de Brillouin (ZB) est représentée 
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dans la Fig. I-6c. La ZB de volume pour cette projection (100) est tournée de telle manière que la 
direction Γ-L en volume corresponde au point    de la SZB. D'ailleurs, la différence avec la projection 
de la surface (111) (Fig. I-1b) est qu'au point    se trouve une poche d'électrons et non une poche de 




Figure I-5 : (a) Etats de surface de Bi(111) calculés sans (en noir) et avec (en rouge) l’interaction spin-orbite. Les régions 
hachurées sont des projections des bandes de volume sans (violet) et avec (jaune) le couplage spin-orbite [Koroteev04]. 
(b) Structure électronique calculée et mesurée au voisinage de deux points de haute symétrie sur la surface de Bi(111). 
Les points en noir représentent la projection de la structure de bandes de volume [Liu95]. En rouge sont les d'états de 




Figure I-6 : Structure de Bi(100). Les traits noirs indiquent les liaisons covalentes entre les atomes à l'intérieur des 
bicouches. (a) Vue de dessus des quatre premières couches atomiques. Le seul plan miroir de la structure est montré en 
ligne pointillée. (b) Vue de côté des quatre premières couches parallèles au plan miroir. Les lignes en pointillés 
représentent les liaisons pendantes [Sun10]. (c) Zone de Brillouin de Bi et la projection de la surface (100). Le plan grisé 
représente le plan miroir [Hofmann05]. 
 
1.2.2.2. Structure électronique 
La surface Bi(100) n'a pas suscité un engouement aussi fort que la surface Bi(111. Par contre, il y a 
beaucoup d’études sur les dépôts de Bi sur la surface InAs(100) [Laukkanen05a, Ahola-Tuomi08, 
Szamota-Leandersson09, Ahola-Tuomi11].  
La surface de Fermi montre des similitudes avec la surface de Fermi Bi(111) [Hofmann06]. La grande 
différence est dans le comportement des états de surface. Tandis que ces états sont localisés en 
surface de Bi(111), ceux de la surface Bi(100) pénètrent profondément dans le volume.  
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1.3. Surface de InAs 
InAs a une structure zinc blende et fait partie de la famille des semi-conducteurs III-V. La zone de 
Brillouin et la structure de bandes de InAs sont montrées sur la Fig. I-7.  
Les surfaces contiennent une couche d'accumulation d’électrons due à la courbure des bandes. La 
première observation de cette couche a été faite par Tsui [Tsui70, Tsui73]. 
La particularité de la face (111) est qu'elle présente deux terminaisons différentes. Une face est 
terminée par des atomes d’indium (face A) et l'autre par les atomes d'arsenic (face B).  
L'InAs(111)-A a une reconstruction (2x2) expliquée par le modèle de lacunes d'indium. InAs(111)B ne 
montre pas de reconstruction. 
Les surfaces InAs(100) et (111) sont polaires et électrostatiquement instables. Pour InAs(111), le 
caractère ionique des liaisons est très prononcé, tandis que le caractère covalent est marqué pour la 
face (100). InAs(100) présente une reconstruction (4x2)/c(8x2) et le caractère des liaisons de surface 





Figure I-7 : (a) Zone de Brillouin de InAs et la projection de la surface (100) [Lüth98] ; (b) Structure électronique de InAs 
[Chelikowsky76]. 
 
1.3.1. Surface InAs(100)  
La reconstruction dépend de la quantité relative d'indium et d'arsenic en surface. La surface riche en 
In a une reconstruction (4x2)/c(8x2) et la surface riche en As a une reconstruction (2x4). La formation 
de dimères joue un rôle essentiel pour réduire l'énergie associée aux liaisons pendantes sur les deux 
surfaces. Le modèle de reconstruction le plus accepté a été proposé par Kumpf [Kumpf01]. Ce 
modèle, initialement conçut pour InSb, est présenté dans  la Fig. I-8 : il contient une sous-couche de 
dimères In ; la première couche a une symétrie (4x1). Les atomes As forment deux chaînes 
différentes suivant la direction [110], entourées en rouge et en bleu sur la Fig. I-8.  
 
Miwa et al. proposent une structure atomique ζ (Fig. I-9b) [Miwa03], qui est une version du modèle 
introduit par Kumpf et al. Les structures atomiques ζ et ζa ont des taux d'occupation différents de 
monomères d'indium (Fig. I-9). En ζ, pour la première couche, il y a une dimère In, tandis qu’en ζa on 
remarque deux ad-atomes non dimérisés. Toutefois, la stabilité de la structure ζa n'a pas encore été 
démontrée par des calculs ab initio. 




Figure I-8 : Modèle de surface pour InSb (et InAs) (100) c(8x2). Ici, les atomes Sb ont été remplacés par ceux d'As. La 
position des atomes en volume est indiquée sous la ligne rouge en pointillés [Kumpf01]. 
 
a)  b)  
Figure I-9 : a) structure ζ ; b) structure ζa [Miwa03]. 
 
Des mesures de photoémission de la bande de valence ont été effectuées sur la surface propre 
InAs(001)(4x2)-c(8x2) [Håkansson97, De Padova03].  
 
1.3.2. InAs(111)-B  
Cette surface n'est pas reconstruite. La stabilité de cette surface a été étudiée par Mankefors et al. 
[Mankefors99] par des calculs ab initio. Il a été montré que la seule alternative pour réduire la charge 
totale en surface est une  redistribution atomique (par exemple la formation de lacunes). La stabilité 
en surface exige que la charge se déplace du plan de surface vers le volume. Une telle dépolarisation 
doit dépendre de la nature locale du potentiel de volume.  
 
Récemment cette hypothèse a été vérifiée par des mesure STM sur InAs(111)B (1x1) après recuit à 
600°C dans une atmosphère riche en As et suivi d'un second recuit à 400°C (Fig. I-10a ). Le 
mécanisme de relaxation des atomes As en surface vers le volume a été confirmé [Hilner10]. Sur 
l’image STM de la Fig. I-10a) on remarque la présence de défauts triangulaires (en noir). L'apparence 
sombre de ces défauts pourrait être due à la désorption des trois atomes As dans cette première 
couche. Le mouvement de relaxation de surface implique que les atomes As forment de nouvelles 
liaisons (Fig. I-10b) et il en résulte que la stœchiométrie en surface est respectée pour une 
reconstruction du type (1x1). 
 
La reconstruction InAs(111)B (2x2) est aussi observée expérimentalement sur la surface riche en As 
[Andersson96] et elle ne peut être obtenue que par épitaxie par jets moléculaires (EJM). Les calculs 
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indiquent que cette reconstruction est stable et est engendrée par les trimères d'arsenic [Taguchi05]. 
Par la suite un modèle de surface a été proposé pour cette reconstruction (2x2) riche en As 





Figure I-10 : (a) Image STM de InAs(111)B (1x1) recuit à 600°C dans une atmosphère As. Les zones claires blanches sont 
attribuées aux atomes As de la première couche InAs. Le rectangle rouge montre la maille primitive. (b) A gauche, vue 
de dessus du modèle de la surface InAs(111)B (1x1). Les atomes gris formant un triangle représentent la zone ombrée 
triangulaire associée au défaut en (a). À droite, la vue de côté montre un atome In manquant dans la première couche 
InAs ; ceci représente le défaut [Hilner10]. 
 
Pour une reconstruction de surface (2x2), on peut distinguer trois sites différents pour les atomes du 
groupe V : 1) atomes formant des trimères ; 2) atomes se trouvant immédiatement en-dessous du 
trimère ; 3) un atome non lié au trimère.  
 
 
Figure I-11 : Vue de dessus d'une reconstruction par 
trimères As logés en site T4. Les cercles noirs représentent 
In, les petits cercles blancs désignent les atomes As. Les 
gros cercles blancs sont attribués aux trimères d’arsenic. 
La maille primitive est en pointillés [Andersson96]. 
 
 
1.3.3. InAs(111)-A (2x2) 
La surface InAs(111)-A, terminée In a une reconstruction (2x2). Par analogie avec la surface 















Figure I-12 : (a) Modèle lacunaire en In pour la surface InAs(111)A ; (b) Image STM tournée de 45° par rapport au 
modèle lacunaire In (les atomes blancs) [Taguchi06]. 
 




Paramètre de maille 
Des calculs [Mönig05, Huang13] montrent que dans certaines conditions la surface Bi(111) peut 
devenir un isolant topologique. Cela est vrai pour des couches minces déposées sur des substrats qui 
peuvent imposer une contrainte ou qui vont créer des liaisons chimiques.  
 
Pour un cristal massif de Bi, le paramètre de maille correspondant à la surface (111) à 298K est aBi(111) 
= 4,546 Å [Cucka62, Mönig05]. Cependant, en prenant une seule bicouche de Bi(111) et en 
optimisant l'énergie totale on trouve  aBi(111) = 4,33 Å [Huang13].  
Donc, à température ambiante, les désaccords de maille d’une monocouche de Bi (déposée sur la 
surface propre InAs(111) peut prendre des valeurs extrêmes: 
 
R1 = 
                   
          
 = 
         
    
 = 0,063  6,3 %  [Mönig05] 
 
R2 = 
                   
          
 = 
         
    
 = 0,012  1,2% [Huang13] 
  
1.4.1. Structure atomique 
La seule étude en photoémission Bi/InAs(111)-B publiée indique que, pour un faible recouvrement, Bi 
génère la reconstruction (2x2). Les atomes de Bi pourraient se regrouper en trimères sur le site T4 
(Fig. I-11). On suppose que les trimères As sont remplacés par des trimères Bi [Szamota-
Leandersson11]. 
 
Comme déjà mentionné dans le § 1.3.2., la surface propre InAs(111)B-(2x2) ne peut être préparée 
que par épitaxie. Cette surface n’a pas été étudiée par photoémission. Dans un premier temps, on 
peut, par analogie, faire une comparaison avec GaAs(111)B (2x2), obtenu aussi par EJM 
[McGinley99]. Au cours des premiers dépôts de Bi, jusqu'à 1 monocouche (MC), on observe une 
croissance par îlots. La périodicité (2x2) est conservée, ce qui indique qu'il y a formation de trimères 
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de Bi sur les trimères d’As sur le site T4. En revanche après un recuit   300°C, on obtient une 








Figure I-13 : (a) Schéma du cliché DEL pour 1 MC Bi/GaAs(111)B c(4x2) après recuit ; l'encadré rouge délimite la maille 
conventionnelle [McGinley99]; (b) Notre cliché DEL (à MAX-lab) de la surface 1 MC Bi/InAs(111) A - c(4x2) préparée par 
épitaxie ; (c) Modèle de la structure de surface pour Bi/GaAs(111)B c(4x2) [McGinley99]. La maille rectangulaire 
correspond à l'encadré rouge en (a) et en (b).  
 
A ce jour, dans la littérature il n’y a pas d’études de croissance de Bi sur InAs(111)A-(2x2). 
 
1.4.2 Structure électronique 
La surface propre contient deux états de surface qui correspondent aux liaisons pendantes d’arsenic 
et aux liaisons vers l’arrière. Après la dépôt de Bi, l'émission des états de surface et des états de 
volume s'estompe rapidement. Pour 3 MC de Bi, le spectre de photoémission de la bande de valence 
montre trois nouveaux états de surface, SB1, SB2 et SB3 [Szamota-Leandersson11, Szamota-
Leandersson09].  
Après des recuits de cette interface, un nouvel état apparaît près de niveau de Fermi [Szamota-
Leandersson11]. Une étude de dispersion de cet état avec des photons d’énergie variable, de 18 à 
43 eV, c’est-à-dire en variant k perpendiculaire, permet d’affirmer qu’il s’agit des bandes de volume. 
Cette attribution est confirmée par ARPES, en variant l’angle d’émission des électrons au voisinage 
de l’émission normale (Fig. I-14a). La diminution rapide d'intensité suivant l'angle d'émission est 
similaire suivant les deux directions   -  et   -  de la SZB, ce qui indique que les électrons 
proviennent de la couche d'accumulation de charge, comme pour les interfaces Cs sur InAs(111)B-
(1x1) et sur InAs(111)A-(2x2) [Szamota-Leandersson06], Sn sur InAs(111)B-(1x1) [Szamota-
Leandersson06b] et Pb sur InAs(111)B-(1x1) [Szamota-Leandersson07]. 
Olsson a été l'un des pionniers en terme de mesures de photoémission sur le semi-conducteur InAs. 
Il montra que la création d'une couche d'accumulation de charge est une propriété commune aux 
surfaces polaires InAs [Olsson96a]. D'après la Fig. I-14b, en cartographiant la SZB d'InAs propre pour 
la reconstruction (2x2) et celle de volume (1x1), ce nouvel état proche à EF est observé seulement au 
point Γ  (1x1) de la SZB de volume InAs. Par conséquent, cet état provient de l'excitation du centre de la 











1.5.1 Structure atomique  
Cette interface ainsi que des interfaces similaires, comme Bi/GaAs(100), Bi/GaInAs(100), a suscité 
plusieurs travaux [Laukkanen05, Ahola-Tuomi08, Szamota-Leandersson09, Ahola-Tuomi11].  
En déposant Bi, la surface évolue par plusieurs reconstructions et comme les travaux publiés ne sont 
pas très nombreux, il n’existe pas encore de consensus. Pour des dépôts faibles (jusqu’à 0,5 MC) la 





Figure I-14 : a) Interface Bi/InAs(111)-B. Distribution de l'intensité en fonction de l’angle proche à l’émission normale 
suivant les deux directions de la SBZ   -  et   -  [Szamota-Leandersson11]. 
b) Etude de la surface InAs(111)-A-(2x2) à des angles d'émission correspondant au centre d'une SBZ de volume (1x1) et 
d'une SZB reconstruite (2x2) [Olsson96a]. 
 




Figure I-15 : Clichés DEL : a) InAs(100)c(8x2) ; b) 
Bi/InAs(100)(2x6) ; c) Bi/InAs(100)(2x1) avec les nano-
lignes Bi, soit (2x10) ; d) Bi/InAs(100)(2x1) [Ahola-
Tuomi11]. 
Figure I-16 : Images STM de la surface InAs(100) (4x2) : a) 
avant dépôt de Bi ; b) après dépôt Bi et recuit pendant 1 h 
à 250°C ; c) après un recuit prolongé de 12 h à 250°C ; d) 
puis à 260°C ; e) puis à 270°C [Ahola-Tuomi08]. 
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En partant de la reconstruction (4x2), c’est-à-dire riche en In, et après le dépôt de 2-3 MC de Bi, les 
clichés de DEL évoluent de (2x6), ensuite, après des recuits, vers (2x8) et à la fin vers (2x4) 
[Laukkanen05]. Dans ce dernier cas, d’après des observations par STM, la surface est composée de 
rangées séparées de 17 Å, composées de nano-lignes de Bi [Lakkanen05, Ahola-Tuomi08]. Dans ce 
dernier cas, une reconstruction (2x10) est observée [Ahola-Tuomi11] (Fig. I-15). 
 
Un modèle de la structure avec les nano-lignes de Bi a été proposé [Ahola-Tuomi11] (Fig. I-17). Les 
nano-lignes de Bi se forment au-dessus des dimères de Bi placés sur la surface InAs(100), ce qui 
donne naissance à la reconstruction (2x10). 
 
1.5.2 Structure électronique  
Les groupes suédois ont été les premiers à étudier par photoémission les différentes faces cristallines 
de InAs [Olsson96, Håkansson97] et ensuite aussi l’interface avec Bi. Comme pour la surface (111), un 
des principaux résultats est l’observation d’un état, noté « M », au voisinage de EF [Szamota-
Leandersson09, Ahola-Tuomi11]. Cet état correspond à la couche d'accumulation de charge (Fig. I-
18), comme aussi pour l’interface Pb/InAs(100)(2x1)/(1x4) [Layet98]. Bi agit comme donneur et il 






Figure I-17  Modèle atomique (vues de 
dessus et de côté) avec les nano-lignes de Bi 







Figure I-18 : Spectre ARPES de l'état « M » : a) Dépendance en angle d'émission. Le pointillé à 0° correspond à la surface 
InAs(100) propre; b) Dépendance en énergie de photons suivant la direction   -   [Szamota-Leandersson09]. 
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La Fig. I-8a montre l'émission « M » qui est confinée dans une gamme étroite ( 2° ou   0,07 Å–1) 
autour du point Γ. Ce pic présente aussi un maximum d’intensité à 21 eV (Fig. I-18b). 
 
1.6. Gaz d'électrons bidimensionnel 
 
Lorsque la taille d'une couche évaporée par épitaxie devient comparable au libre parcours moyen 
d'un électron (λe), les phénomènes physiques macroscopiques sont fortement modifiés. Les 
structures confinées n'ont pas seulement d'autres propriétés physiques, mais peuvent aussi 
développer une quantification des phénomènes.  
 
1.6.1. Les états de surface et le niveau de neutralité de charge 
Sur la surface ou l’interface on définit le niveau de neutralité de charge (CNL) qui représente le 
niveau d’énergie sur lequel la surface (ou l’interface) est électriquement neutre [Tersoff84]. En 
l’absence d’états de surface, le CNL est à la même énergie que le niveau de Fermi. Si les états de 
surface sont occupés, le niveau de Fermi sera au dessus du CNL.  
 
Si EF se situe en dessous de ECNL, alors des états de surface donneurs devront être inoccupés ; cette 
zone est alors chargée positivement. Pour InAs, ECNL est au-dessus du minimum de la bande de 
conduction (CBM) (Fig. I-19) ; il en résulte une courbure de bande vers le bas et l'observation d'une 
accumulation d'électrons. Ici, les états de surface sont de type donneurs et inoccupés. Par 
conséquent, cette charge de surface positive doit être compensée par une zone de charge d'espace 
(ZDC) à cause de cette courbure de bande, conduisant à une augmentation en densité d'électrons 





Figure I-19 : Le niveau de neutralité de charge (CNL) pour 
les semi-conducteurs AlN, GaN, InN, InAs et GaAs 
[Linhart12]. Le CNL pour InN et InAs est localisé dans la 
bande de conduction. 
 
 
1.6.2. Création du Gaz-2D d'électron en surface 
L’effet de courbure de bande a été observé expérimentalement pour la première fois dans une 
structure MOS dans des mesures de magnétorésistance [Fowler66]. Les états quantifiés ont aussi été 
observés dans la couche d'accumulation par spectroscopie tunnel à la surface d'InAs, InN et InGaN 
[Tsui70, Tsui73, Veal06, Veal07]. 
La formation d’états quantifiés dans le cas d’une courbure de bande et dans le cas des états de 
surface est montrée schématiquement dans la Fig. I-20. 
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                             a)                                                         b) 
 
Figure I-20 : Formation de gaz-2D dans (a) la ZDC et (b) les états de surface. Partie du haut : espace réel. Partie du 
milieu : diagrammes des bandes d'énergies. (a) L'étendue de la courbure de bandes est de 10 nm, (b) pour les états de 
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Chapitre II - Techniques Expérimentales 
 
1. Photoémission  
 
1.1. Introduction historique 
La photoémission repose sur l’effet photoélectrique expliqué par A. Einstein en 1905 [Einstein05] en 
énonçant la conservation de l’énergie entre celle hν du photon associé à une source de rayonnement 
de fréquence ν, l’énergie de liaison El de l’électron et l’énergie cinétique Ec de l’électron après 
extraction du matériau : 
hν = El + Ec +  , 
où  est le travail de sortie du matériau. 
La connaissance du travail de sortie du matériau et de l’énergie cinétique du photoélectron conduit à 
la détermination de l’énergie de liaison de l’électron dans le solide lorsque l’énergie du photon 
incident est connue. La photoémission en tant que technique expérimentale a été développée dans 
les années 1970 par Kai Siegbahn (Prix Nobel de physique en 1981). 
 
Trois grandeurs sont mesurables pour les photoélectrons: 
 i) l'énergie 
 ii) la quantité de mouvement 
 iii) le spin 
En  photoémission résolue en angle, liée aux quantités i) et ii), on envoie un rayonnement 
monochromatique sur un échantillon et les photoélectrons émis sont analysés en fonction de leur 





Figure II-1: géométrie de la photoémission résolue en 
angle [Zab07]. 
Figure II-2: schéma de niveau d'énergie décrivant la 
photoémission. 
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En utilisant la conservation de la quantité de mouvement (ou du vecteur d'onde k), on peut accéder à 
la dispersion de l'énergie des électrons E(k). La composante du vecteur d'onde parallèle à la surface 
est conservée dans le processus de photoémission, tandis que la composante perpendiculaire à la 




1.2. Libre parcours moyen des électrons 
Après l’excitation par un photon et avant de quitter l’échantillon, l’électron se propageant dans le 
cristal peut subir des interactions avec les défauts du cristal, les phonons, les électrons, les plasmons, 
etc. qui déterminent son libre parcours moyen  [Seah79]. 
Les énergies de photons typiques utilisées dans une expérience de photoémission sont de 10 à 
1000 eV, ce qui donne un libre parcours moyen  de l’ordre de nanomètre (Fig. II.3a) [Spicer58, 
Lindau74, Powell74, Brundle75, Seah79]. Pour cette raison une expérience de photoémission doit se 
dérouler dans l'ultravide. L'intensité du photo-courant varie exponentiellement avec la distance d de 







Figure II-3 : (a) Libre parcours moyen des électrons de différents 
éléments en fonction de l'énergie cinétique d'électron. 
(b) Diminution de l’intensité du photo-
courant avec la distance d parcourue dans le 
matériau [Brundle75, Corcoran10]. 
 
1.3. Modèle à trois étapes 
En première approximation, l’interprétation du processus de la photoémission peut se faire dans le 
cadre du modèle à trois étapes. Historiquement, ce modèle fut développé par Berglund et Spicer 
[Berglund64] dans le cadre d'une approche à un électron. Ces trois étapes sont la photo-excitation de 
l'électron, la propagation et le franchissement de l'électron vers la surface.  
 
1.3.1. Photo-excitation de l'électron dans le solide 
Un rayonnement externe produit l'excitation optique d'un électron depuis un état initial  vers 
un état final  (Fig. II.4a). La probabilité de transition  est donnée par la règle d'or de Fermi : 
0
d












où  et  sont les énergies de l'état initial et de l’état final de l'électron, respectivement, et où 




A étant le potentiel vecteur du champ électromagnétique associé au photon incident et p la quantité 
de mouvement de l’électron. 
 
1.3.2. Propagation du photoélectron vers la surface 
La deuxième étape consiste au transport du photoélectron dans la matière vers la surface du solide. 
Cette étape conduit à la diminution du photo-courant due aux interactions inélastiques dans le 
solide. Si, à la suite de ces interactions, leur énergie est suffisante, les électrons peuvent s'échapper 
du solide, mais ils perdent la mémoire de l'état d'où ils sont originaires et donc ils contribuent au 
fond du spectre (Fig. II.4). 
 
  
Figure II-4 : (a) Représentation schématique du modèle à trois étapes. (b) Projection des différentes composantes 
de p suivant les axes Kx, Ky et Kz. 
 
1.3.3. Traversée de la barrière de potentiel de surface et déplacement de l'électron dans le vide 
Si l'énergie du photon incident est suffisante, l'électron excité peut quitter le solide en franchissant la 
barrière de potentiel créée par la surface. 
 
La surface qui délimite le cristal aura des effets sur le vecteur d'onde qui n'est plus un bon nombre 
quantique. Si on applique la relation d'incertitude entre la composante parallèle du vecteur d'onde 
de l'électron dans l'état final et r la distance transversale de l'éclairage de la surface de l'échantillon, 
on obtient  fk  . 1 r . Sachant que l'ordre de grandeur de r est le millimètre, ceci implique que 
r  est suffisamment grand pour que k  puisse être pris comme nul. Ceci entraîne que cette 
composante du vecteur d'onde est bien déterminée. 
La composante du vecteur d'onde perpendiculaire à la surface ne se conserve pas. Connaître le libre 
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rapport à la surface à  près, donc à avoir une incertitude kz sur la composante perpendiculaire du 
vecteur d'onde kz [Thiry80]. On obtient une expression liant le libre parcours moyen  et la distance 











où kBZ est le vecteur réciproque de la ZB dans la direction perpendiculaire à la surface. Si >> az ceci 
correspond à une faible incertitude du vecteur d'onde kz , et alors on peut appliquer le modèle à trois 
étapes (fig. II-4a). Ce modèle n'est plus valable si << az.  
Lors de l'échappement de l'électron à travers la surface, il devra affronter une barrière de 
potentiel V0 à la surface du solide. On peut représenter cette barrière de potentiel, dans le cas le plus 









Figure II-5 : Schéma représentant la barrière de potentiel à 
la surface d'un solide.  
 
Lors du franchissement de cette barrière, l'électron va perdre de l’énergie, et son vecteur d’onde 
changera. Comme cette barrière ne dépend que de z, on aura donc conservation de k suivant les 
deux directions x et y ; d'où : . 
 
Cette égalité n'est valable que dans le cas où le potentiel à l'intérieur et à l'extérieur du solide est 
constant ; toutefois le potentiel à l'intérieur des matériaux cristallins est périodique et la 
conservation de la composante parallèle s’écrit: 
 
 (processus "Umklapp") 
 
où Gs est le vecteur du réseau réciproque de surface, qui vaut Gv en cas d'absence de reconstruction 
de surface. 
 
Le flux d'électrons est détecté dans un repère cartésien (Fig.  II.4b) . 












Pour la composante perpendiculaire, le problème devient plus complexe. Pour son calcul, il va falloir 
déterminer les fonctions d'onde dans les trois régions (extérieur, surface, intérieur). Le raccordement 
de ces trois fonctions d'onde nous renseigne sur la conservation de k. 
 
Pour déterminer l'état final de l’électron à l’intérieur du matériau, il est nécessaire de connaître la 
structure de bandes du matériau ou d’introduire certaines hypothèses sur la nature de cet état. Une 
de ces hypothèses est de supposer que l'état final de l'électron à l'intérieur du solide est décrit par le 
modèle d'électron libre ou "quasi-libre" : 
 
où V0 est ici le potentiel interne, qui est la différence entre le niveau du vide Ev et le bas de la bande 
de valence E0. : 
 
Etant donné que la symétrie de translation est préservée en surface, contrairement à la direction 
normale au cristal, alors les composantes du vecteur d'onde de l'électron parallèles à la surface 
s'équivalent lors de la transition solide-vide. 
 
 
Figure II- 6 : Schéma représentatif du vecteur d'onde k d'électron dans le solide et du vecteur d'onde K dans le vide. 
 
À partir de la loi de conservation de l’énergie : 
 
 
et lors du franchissement de la barrière de potentiel: 
 
0 0V E 
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où  est le travail de sortie. 
La conservation de l’énergie donne Ec = Ei + h - e           




      
 
Le travail de sortie e et la barrière de potentiel V0 sont des caractéristiques du matériau, alors que 
les autres paramètres sont accessibles directement par la mesure. 
 
1.4. Analyseur d'énergie d'électron 
Dans nos résultats de photoémission, nous avons mesuré les énergies cinétiques des photoélectrons 
quittant l'échantillon grâce à un analyseur électrostatique hémisphérique. Cet analyseur est composé 
de deux hémisphères concentriques, avec un rayon interne R1 et un rayon externe R2, portées à des 
potentiels différents V1 et V2. Le potentiel moyen des deux hémisphères correspond à l'énergie de 
passage E0. Avant que les photoélectrons ne pénètrent dans l'analyseur, les photoélectrons sont 
retardés par un ensemble de lentilles électrostatiques. L’analyseur possède des fentes à l'entrée et à 
la sortie de largeurs respectives d1 et d2. La résolution en énergie de l'analyseur est: 
  







Figure II-7 : a) Image de l'analyseur électrostatique hémisphérique Scienta R4000 b) Représentation schématique d’un 
analyseur d'électron électrostatique hémisphérique [Zab07]. 
 
Sur le site synchrotron de MAX-lab, un analyseur hémisphérique électrostatique VG Scienta R4000 a 
été utilisé ; il permet simultanément la détection des électrons émis dans une gamme angulaire large 














2. Diffraction d’électrons 
 
La diffraction d'électrons est une technique qui permet d'étudier la structure et la symétrie des 
surfaces. Elle est basée sur l’aspect ondulatoire des électrons et sur la forte interaction de ceux-ci 
avec la matière. On peut analyser la surface en utilisant des électrons de faible énergie cinétique 
(environ 50 eV à  100 eV) qui ont un libre parcours moyen de l’ordre de la distance inter-atomique 
(quelques angströms) ; c’est le cas de la diffraction d'électrons lents (DEL). Une deuxième possibilité 
est d’utiliser des électrons de haute énergie (> 1 keV). Il s’agit de la technique RHEED (Reflection High 
Energy Electron Diffraction). La géométrie de cette technique permet de suivre en temps réel 
l'évolution de la structure de surface au cours de la croissance de films minces. 
 
 2.1. Diffraction d’électrons lents (DEL) 
 
2.1.1. Principe 
Le principe de la diffraction d’électrons lents est le même que celui de la diffraction des rayons X. 
Comme à trois dimensions (3D), les études de structure cristalline à 2D par diffraction reposent sur 
les effets d’interférences constructives entre les ondes diffusées par le réseau périodique qui produit 
des pics à des positions définies par la loi de Bragg ou de Laue. Dans la technique DEL, on envoie un 
faisceau d’électrons monocinétiques sur la surface de l’échantillon à incidence normale. Ce faisceau 
électronique est assimilé à une onde plane monochromatique de vecteur d’onde . L’énergie V 
(en eV) d’un électron est reliée à sa longueur d’onde donnée par la relation de De Broglie :  
 
(Å) = 




La diffraction d’électrons lents est une technique qui est sensible à l’ordre à longue distance et 
permet d’observer des domaines de cohérence supérieure à ≈ 100 Å sur la surface de l’échantillon. 
La condition de diffraction est donnée par la formule de von Laue : 
 
           i -    d =                                                (2.1) 
 
où    i et    d 
sont respectivement les vecteurs d’onde des électrons incidents et diffusés et où     est le 
vecteur du réseau réciproque. Une représentation géométrique de cette expression est donnée par 
la construction d’Ewald (Fig. II-8). 
 
Les directions d’interférence constructive sont définies par l’intersection de la sphère d’Ewald avec 
les tiges du réseau réciproque de la surface, qui sont perpendiculaires à la surface. Chaque faisceau 
diffracté est identifié par les indices p et q définissant un vecteur du réseau réciproque    .  
L’observation des faisceaux diffractés sur un écran fluorescent donne directement une image du 
réseau réciproque de la surface, ce qui permet de déduire la structure cristalline de la surface.  
 
ik




                                                 Figure II-8: Construction de la sphère d’Ewald 
 
2.1.2. Instrumentation 
Le diffractomètre DEL est constitué d’un canon à électrons, d’un système de quatre grilles (G1 - G4) et 
d’un écran (hémisphérique) qui permettent la visualisation directe de la figure de diffraction (Fig. II-
3). Pour éviter la création d’un champ électrique qui pourrait influencer la trajectoire des électrons 
rétrodiffusés, les grilles G1, G4 et l’échantillon sont reliés à la masse. Les deux grilles G2 et G3 jouent le 




Figure II-9 : Diffractomètre d’électrons lents. 
 
La relation entre un point d'interférence constructive et la distance x mesurée au centre de l'écran et 




       
 
   
 
 
où n est l’ordre de diffraction, R le rayon de l'écran fluorescent et a est le paramètre de maille (Å) 
(Figs. II.8 et II.9). 
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2.1.3. Interprétation physique 
L'origine des tiges dans l'espace réciproque peut être qualitativement interprété par le fait qu’un 
réseau 2D dans l’espace réel est formé à partir d’un réseau 3D dans lequel, par exemple dans la 
direction z, on a espacé des plans cristallins à l’infini. Cela signifie que dans l'espace réciproque les 
points du réseau dans la direction z doivent être infiniment proches les un des autres, ce qui donne 
lieu à la formation des tiges. 
 
Lorsque nous avons une surface rugueuse, les tiges devient structurées à cause de l’échantillonnage 
suivant la troisième dimension du cristal (Fig. II-10).  
 
En réalité les électrons pénètrent plusieurs couches atomiques dans le solide, et plus ils vont sonder 
profondément la matière, plus la diffusion suivant la direction k normale à la surface va contribuer au 
cliché DEL.  
 
 
Figure II-10 : La rugosité en surface du cristal augmente : les tiges deviennent structurées à cause de l'échantillonnage 
suivant la troisième dimension du cristal [Mans05]. 
 
Plus on augmentera l'énergie cinétique du faisceau d'électron, plus on augmentera le rayon de la 
sphère d'Ewald : 
k α   
 
Cela revient à dire que nous augmentons les interactions électron-électron venant d'états de volume. 
Au contraire, si nous balayons notre surface à faible énergie, nous sondons uniquement les toutes 
premières couches atomiques. Si la surface est bien ordonnée et ne comporte ni défauts ni 
d'imperfections telles que les terrasses ou marches, alors un cliché de diffraction purement 
bidimensionnel avec des taches de diffraction très intenses et fines est obtenu. 
 
2.2. Diffraction d'électrons rapides sous incidence rasante (RHEED) 
2.2.1. Principe 
Le RHEED est une technique basée sur la diffraction d’électrons sur une surface. Un faisceau 
d'électrons monocinétiques est orienté sur une surface avec une incidence rasante (de 1° à 4°). Son 
énergie peut varier entre 10 et 40 keV. La longueur d'onde associée aux électrons varie entre 0,12 et 
0,06 Å et leur libre parcours moyen est de l’ordre de quelques nanomètres (100 Å pour 40 keV). En 
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adoptant une géométrie en incidence rasante, la profondeur de pénétration des électrons est 
seulement de quelques angströms. La faible longueur d’onde et la faible épaisseur de pénétration 
font du RHEED une des techniques les plus adaptées à l’étude de la structure de surface. 
Théoriquement, l’intersection des tiges du réseau réciproque d’une surface avec la sphère d’Ewald 
devrait former des points. Cependant le rayon de celle-ci est très grand pour l’énergie considérée. 
Ceci, conjugué à la dispersion en angle et en énergie du faisceau d’électrons ainsi qu’à la qualité 










Figure II-11 : a) Schéma de principe du RHEED ; b) Représentation de la sphère d'Ewald avec le premier cercle 
représentant la tache spéculaire et le second cercle issu de la première diffraction. A droite, un diagramme de diffraction 
RHEED [Li13].  
 
La distance entre deux raies est directement proportionnelle à l'inverse du paramètre de maille de 
surface dans la direction perpendiculaire au faisceau incident. Le coefficient de proportionnalité 
dépend des conditions de projection du faisceau, i.e. de la géométrie de l'installation. 
 
2.2.2. Analyse de diagramme RHEED 
À partir d'un diagramme de diffraction RHEED, on peut obtenir des informations qualitatives sur la 
morphologie de la surface de l’échantillon, telles que la qualité cristalline, le mode de croissance, la 
vitesse de croissance et les reconstructions de surface. Pour faciliter la compréhension, nous allons 
présenter les cas les plus couramment observés (Fig. II-12). 
 
L'information qui nous intéresse en premier lieu concerne la cristallinité de la surface de 
l'échantillon, c'est-à-dire celle du substrat avant croissance et celle de la couche épitaxiée durant la 
croissance. Pour les matériaux amorphes avec un arrangement atomique sans ordre à longue 
distance, le diagramme RHEED est diffus.  
 
Une croissance polycristalline est définie comme une adjonction de domaines monocristallins 
désorientés les uns par rapport aux autres. Le diagramme d’une couche polycristalline est caractérisé 
par l’apparition d’anneaux de Debye-Scherrer sur l’écran (Fig. II-12b). Le diagramme RHEED d’une 
couche 2D idéale est un diagramme de points très fins placés sur des demi-cercles (zones de Laue). 
En pratique la monochromaticité imparfaite du faisceau d’électrons donne à la sphère d’Ewald une 
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certaine épaisseur. L’intersection des tiges avec cette sphère conduit à un diagramme de diffraction 
constitué de taches fines plus ou moins étirées placées sur des demi-cercles (Fig. II-12c, Fig. II-11b). 
En raison du désordre de surface et en particulier de la rugosité de la surface de l’échantillon, il existe 
aussi un élargissement des tiges du réseau réciproque. Comme la sphère d’Ewald possède un très 
grand rayon, la longueur des bâtonnets peut devenir suffisamment grande pour que leur projection 
sur l’écran soit un ensemble de lignes parallèles, plus ou moins épaisses suivant la qualité de la 
surface (Fig. II-12d). Si la surface de l’échantillon présente des îlots, les électrons ne sont plus 
réfléchis par la surface mais transmis à travers les îlots. Il en découle une nouvelle interférence de 
type volumique avec les plans denses du cristal. Ainsi le réseau réciproque d’un cristal 3D étant 
constitué de nœuds, son intersection avec la sphère d’Ewald donne alors un diagramme de taches 
(taches de Bragg). Ces taches additionnent l'intensité des raies observées sur la surface plane. Dès le 
moment où des plans cristallins d'orientation différente de l'orientation initiale du substrat se créent 
sur la surface, alors les taches s'allongent selon des directions dont l'orientation est propre à ces 
nouveaux plans cristallins (Fig. II-12e). 
 
 
Figure II-12 : Diagrammes de diffraction : (a) couche amorphe ; (b) couche polycristalline ; (c) surface 2D quasi idéale ; 
(d) surface 2D lisse ; (e) surface 3D [Gaillard05]. 
 
Grâce à sa géométrie, le RHEED permet de suivre l’évolution de la structure cristallographique au 
cours de la croissance. Pour une croissance épitaxiale, nous pouvons déterminer la vitesse de la 
croissance du dépôt grâce aux oscillations d’intensité observées dans le cas d’une croissance 
bidimensionnelle (Fig. II-13). L'interprétation la plus simple de ces oscillations est liée à la variation 
de la réflectivité du substrat : l'intensité est maximale chaque fois qu'une couche est complète, ce 
qui permet de compter les couches et de déterminer la vitesse de dépôt. 
 
3. Spectroscopie Auger (AES) 
 
3.1. Introduction 
L'effet électronique mis en évidence par Pierre Auger [Auger25, Auger75] est un processus d'auto-
ionisation des atomes, qui conduit à l'émission d'un électron, dit électron Auger. Cette méthode 
permet de déterminer la nature des atomes situés à la surface d'un corps cristallin ou amorphe et de 
préciser la nature de leurs liaisons. Dans notre cas l'échantillon est monocristallin et on associe 
souvent les études Auger à celles de DEL, ce qui permet d'avoir en plus des renseignements sur la 
structure de la surface.  





Figure II-13 : à gauche, évolution de la croissance sur le substrat; en haut à droite, cliché de diffraction; en bas à droite 
évolution dans le temps des oscillations RHEED. 
 
3.2. Principe 
Lorsqu'un électron du faisceau primaire entre en collision avec un atome de l'échantillon, un électron 
d'un niveau de cœur peut être éjecté. Il en résulte une réorganisation du nuage électronique de 
l'atome excité par deux processus de relaxation : un processus radiatif (émission X) et un processus 
non radiatif (émission Auger).  La désexcitation d'un niveau de cœur (par exemple K, Fig. II-14a) par le 
processus non radiatif consiste à combler le niveau interne par un électron du niveau supérieur (L1 
dans la Fig. II-14a) ou de la bande de valence (Fig. II-14d).  L'énergie ainsi disponible sert à éjecter un 
autre électron d'un niveau moins lié (par exemple L2 dans la Fig. II-14a).  
 
 
Figure II-14 : a-d Des processus Auger possibles. L'électron primaire produit un état initial trou dans un niveau de cœur 
et l'électron s'échappant est indiqué par une flèche pointillée; un autre électron est désexcité à partir  d'un niveau 
supérieur du niveau de cœur (a,b,c) et de la bande de valence d'un solide (d). La désexcitation en énergie est alors 
transmise vers un troisième électron, qui quittera le système comme étant un électron Auger [Lüth10].  
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L'énergie cinétique de l'électron Auger émis ne dépend pas de l'énergie des électrons primaires mais 
uniquement des énergies des niveaux électroniques mis en jeu par la transition. Empiriquement, on 
peut écrire [Chung70] : 
 
 
où ΔE(L1L2) est le terme correctif causé par les effets de relaxation de plusieurs électrons et Z est le 
numéro atomique : 
 
L’étude des spectres Auger de basse énergie rend cette technique adaptée à l'étude des surfaces. 
L'identification des différents éléments chimiques peut être réalisée en comparant les énergies Auger 
mesurées avec celles répertoriées dans les tables [Davis76].  
 
3.3. Traitement du signal lors de l'analyse AES 
Pour mesurer les électrons Auger, on utilise souvent le dispositif d’optique électronique de la 
diffraction d’électrons lents lequel peut être utilisé comme un analyseur non dispersif à potentiel 
retardateur (Fig. II-15). Le potentiel retardateur Vr auquel est superposé une tension alternative ν, 
est appliqué sur la grille G2. Puis le courant est filtré et collecté par l'écran, puis traité par un 
amplificateur à détection synchrone (lock-in). Dans un appareil à 4 grilles, on applique le potentiel 
retardateur sur les grilles G2 et G3. Ce processus de différentiation électronique utilisé permet 
d'obtenir directement la courbe de distribution de l'énergie N(E) ou sa dérivée première 





Figure II-15 : Schéma de l'optique électronique d'un diffractomètre d'électrons lents utilisé en analyseur Auger à 
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3.4. Intensité du signal Auger 
Si l’énergie cinétique de l’électron Auger nous permet d’identifier l’élément présent sur la surface, 
son intensité permet la quantification de cet élément. L’expression analytique de l’intensité est en 
général complexe ; elle dépend d’un certain nombre de paramètres physiques, géométriques et 
expérimentaux. 
Pendant l’expérience, on suit l’évolution de l’intensité (intégrale) d’un pic Auger corrigée par le 
facteur de sensibilité qui tient compte des éléments de matrice de la transition. Dans le traitement 
de nos spectres, nous avons utilisé l’intensité de la dérivée des pics Auger. Le suivi du comportement 
de cette intensité peut nous renseigner sur la cinétique de la croissance d’un élément et permet 
d’évaluer son épaisseur. Nous présentons dans la Fig. II-16 les allures de la variation de l’intensité 
Auger pour trois types de croissance. 
 
Figure II-16 : Variation de l’intensité des signaux Auger en fonction de l’épaisseur du matériau déposé sur un substrat 
pour les trois modes de croissance : (a) Frank-Van-Der Merwe (couche par couche) ; (b) Stranski-Krastanov (première 
couche + îlots) ; (c) Volmer-Weber (îlots) [Ossicini85]. 
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Chapitre III - Bi/InAs(100) 
 
3.1. Elaboration et caractérisation des échantillons 
 
3.1.1. Surface de InAs(100)  
La préparation de la surface propre de InAs nécessite plusieurs cycles de bombardement ionique et 
des recuits. Nous avons utilisé des ions Ar+ à l’énergie de 800 eV et la surface a été recuite à 
  400° C. Le bombardement est effectué pendant 30 minutes et le recuit dure 45–60 minutes. Cette 
méthode de préparation conduit à une reconstruction (4x2)-c(8x2). En général, cette préparation 
comporte aussi le chauffage de l’échantillon (à 320–400°C) pendant le bombardement ionique [De 
Padova03a, Szamota-Leandersson09, Ahola-Tuomi11].  
Nous avons pu employer cette méthode dans notre laboratoire, mais pendant les mesures avec le 
rayonnement synchrotron à Elettra, sur la ligne APE, le chauffage de l’échantillon pendant le 
bombardement ionique n’était pas disponible. Malgré ce fait, nous avons obtenu des clichés de DEL 
(et les spectres de photoémission) comparables à nos mesures au laboratoire et à la littérature, 








Figure III-1 : Cliché DEL de la surface propre InAs(100) mesurée : a) au laboratoire (énergie des électrons E=42 eV) ; b) sur 
la ligne APE d’Elettra (E=20 eV) ; c) cliché pris de la littérature [Szamota-Leandersson09] (E=64 eV). 
 
On constate que dans la littérature il y a une dispersion de valeurs des températures de traitement 
d’échantillon. Par exemple, dans la publication [Ahola-Tuomi11] la température de recuit annoncée 
est de 470°C ; elle est seulement de 400°C dans [Szamota-Leandersson09] et pourtant les deux 
publications donnent des clichés de DEL tout à fait comparables. Il est important de remarquer ici 
que cette valeur (mais aussi d’autres valeurs liées aux conditions expérimentales) peut fortement 
dépendre de la façon dont les mesures sont effectuées. Pour cette raison, dans notre laboratoire, 
nous avons effectué un étalonnage en température de notre porte-échantillons et de l’échantillon 
(Fig. III-2). L'échantillon est fixé sur une plaque en molybdène ; le chauffage de l'échantillon se fait 
donc par conduction. Les mesures de la température se font avec un pyromètre optique (IMPAC) ; 
l’émissivité a été choisie à ε = 0,33. Ce pyromètre permet de mesurer les températures à partir de 
300°C. La Fig. III-2 met en évidence le gradient de température entre les surfaces de substrat et 
l’échantillon dont il faudra tenir compte. Afin d'avoir des mesures les plus reproductibles, toutes les 
croissances ont été réalisées avec la même plaque de molybdène. Evidemment, un léger changement 
de la forme ou de l'épaisseur de cette plaque peut induire les températures réelles à osciller d'une 
dizaine de degrés. 








Figure III-2 : Courbe d'étalonnage 
d’un échantillon de fer (Fe) et du 
porte-échantillon en molybdène 
utilisé au laboratoire. 
 
3.1.2. Dépôt de Bi 
La détermination de la vitesse de dépôt de Bi dans nos expériences est en général effectuée par une 
microbalance à quartz. Pour la surface InAs(100) la connaissance de la quantité exacte de Bi déposée 
a moins d’importance car, après le dépôt, la surface est recuite pour former les nano-lignes de Bi et 









Figure III-3 : Clichés DEL de la surface de Bi/InAs(100) après le recuit. On observe une reconstruction (2x6). Mesure 




Dans chaque expérience nous avons déposé quelques monocouches de Bi. Pour obtenir une bonne 
qualité de la reconstruction (2x6), il est important d’effectuer les recuits de longue durée. À Elettra 
un recuit progressif a été réparti suivant trois tranches de 30 min à trois différentes températures, à 
250°C, puis à 275°C et enfin à 300°C. 
 
Après le recuit le cliché de diffraction tourne de 90° par rapport au cliché de la surface 
InAs(100) (4x2). C’est la preuve de la formation de nano-lignes de Bi [Szamota-Leandersson09, Ahola-
Tuomi11]. La Fig. III-3 montre les clichés des échantillons préparés au laboratoire (a) et sur la ligne 
APE à Elettra (b). Nos surfaces peuvent être favorablement comparées à la littérature [Szamota-
Leandersson09] comme on le voit sur la Fig. III-3 (c). 
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Pour caractériser le dépôt de Bi au laboratoire, nous avons utilisé la spectroscopie Auger. Comme on 
l’a vu, l'analyse Auger permet de vérifier la composition chimique de la surface. Nous avons utilisé 
cette technique seulement dans notre laboratoire où la photoémission n’est pas disponible.  
 
Un exemple d’étude est montré dans la Fig. III-4 où nous avons enregistré les transitions Auger Bi 
N7O4,5O4,5 (énergie autour de 110 eV [McGilp77]) et In M4,5N4,5N4,5 ( énergie aux alentours de 400 eV 
[Ghaffour11]). L’absence du pic de carbone à 280 eV confirme la bonne préparation de la surface. Les 
spectres ont été enregistrés après dépôt de Bi sur la surface (100) suivi de recuits à 300° et 400°C. 
Comme on pouvait s’y attendre, la quantité de bismuth diminue. À 400°C, on s’attend à une 
évaporation de Bi. Cette étude montre la persistance du signal de Bi malgré un recuit prolongé à 
cette température et malgré le fait que le cliché DEL témoigne d’une reconstruction 4x2, 
caractéristique de la surface InAs(100) propre. Cela conduit à la conclusion qu’une partie des atomes 










Figure III-4 : Evolution des spectres Auger en fonction 
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3.2. Spectroscopie des niveaux de cœur  
 
3.2.1. Introduction  
L'énergie de liaison d'un électron d'un niveau de cœur est influencée par l'environnement chimique 
de l'atome qui le contient. Dans le solide, les orbitales des électrons les plus externes se recouvrent 
pour former des bandes. Les niveaux de cœur ont une extension spatiale faible, par conséquent ils ne 
se recouvrent pas. Lorsqu'un atome change de liaison dans le solide, en surface, ou en interface, il en 
résulte une modification de l’écrantage pour les électrons internes, entraînant une variation de leur 
énergie de liaison, ce qu’on appelle un déplacement chimique. Il nous renseigne sur la nature des 
liaisons entre atomes et, d’une façon indirecte, sur la structure atomique [Briggs03, Hüfner05]. 
 
La forme et la largeur de l’émission de photoélectron sont déterminées par plusieurs facteurs. La 
forme intrinsèque du spectre est une lorentzienne. Sa largeur en énergie, ΔE, mesurée à mi-hauteur, 
peut être vue comme une conséquence du principe d'incertitude de Heisenberg : 
 
ΔE.Δt  ћ 
 
où Δt est la durée de vie d'un état atomique excité. 
La largeur totale d’un spectre est déterminée par un ensemble de contributions comme les phonons, 
les imperfections du cristal, la largeur en énergie du rayonnement d’excitation et la résolution de 
l’analyseur.  
 
Pour la fin de ce paragraphe, nous donnons, dans la Table III-1, la température de fusion et 
l’électronégativité de In, As et Bi. En particulier, on peut constater que Bi s'évapore vers 400°C, tandis 
que As se sublime au voisinage de 250°C [Szamota-Leandersson11, Tereschenko09, Ahola-Tuomi11, 
Szamota-Leandersson09]. 
L’information sur l’électronégativité est une indication qualitative sur les interactions à la surface de 
l’échantillon.  
 
 Elément In As Bi 
Temp. de fusion (°C) 156 817 271 
Electronégativité  
(échelle de Pauling) 
1,78 2,18 1,9 
Table III-1: La température de fusion de In, As et Bi et leur électronégativité [Pauling39] 
 
3.2.2. Simulation des spectres : approche mathématique 
Pour la simulation des spectres, nous avons utilisé le Multi-peak Fit Package du logiciel Igor. Le calcul 
du spectre simulé est basé sur la méthode des moindres carrés. Les spectres sont d’abord normalisés 
à leur maximum. Nous avons simulé le fond continu dû aux électrons secondaires par une fonction 
linéaire (Fig. III-5). Ce fond a été systématiquement soustrait des spectres avant la simulation. Utiliser 
une autre forme pour les électrons inélastiques, comme, par exemple, l’approche de Shirley 
[Shirley72], serait fondamentalement plus juste, mais l’avantage de la fonction linéaire est la 
simplicité de l’utilisation. Dans notre cas, le fond linéaire donne des résultats suffisamment précis.  
 










Figure III-5: Première étape d'ajustement 
de la courbe par la soustraction du fond 
linéaire. 
 
Le logiciel permet de calculer, pour chaque composante du spectre, la fonction de Voigt V(x) 
[Varekamp96, Wang00], qui résulte du produit de convolution entre une fonction gaussienne G(x) et 
une fonction lorentzienne L(x). 
 




       





















HG  est la valeur maximale de la fonction gaussienne en x0. ; HL celle de la fonction lorentzienne L(x) 
en x0 ; σ est la largeur à mi-hauteur de la gaussienne. Cette largeur traduit la résolution 
expérimentale (source et analyse), ainsi que d'autres phénomènes contribuant à l'élargissement du 
pic de photoémission tels que les vibrations thermiques, la rugosité de la surface , … ; Δ est la largeur 
à mi-hauteur de la lorentzienne et correspond à la durée de vie du trou créé par le processus de 
photoémission. 
 
La fonction de Voigt, V(x), qui ne peut pas s'exprimer analytiquement, est calculée numériquement. 
Le programme nécessite une entrée de divers paramètres de simulation comme une estimation des 
positions des pics (Ec), de la largeur de la gaussienne (σ), de la largeur de la lorentzienne (Δ), de la 
séparation spin-orbite et du rapport de branchement entre les pics correspondants.  
 
3.2.3. Simulation des niveaux de cœur mesurés 
 
 3.2.3.1. Surface InAs(100) (4x2) 
La surface propre InAs(100) est la surface de départ pour l’évaporation de Bi et la création de lignes 
de Bi. Pour contrôler la qualité de cette surface, nous avons mesuré seulement les niveaux In 4d et 
comparé avec la littérature. Il faut remarquer que notre objectif n’est pas d’améliorer l’analyse de 
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cette surface, mais de s’assurer que le substrat de départ est de bonne qualité. La surface InAs(100) a 




Paramètres de simulation: 
 
ΔL (eV)  = 0,16  
ΔG (eV) = 0,30  
SO (eV) = 0,855 
 
Déplacement chimique (eV) : 
 
S1 - B = 0,19  0.01 
B - S2 = 0,27  0.01  
Figure III-6 : Niveaux de cœur In 4d de la surface propre InAs(100)-(4x2). 
 
Nos mesures des niveaux de cœur In 4d de la surface propre InAs(100) avec la reconstruction (4x2) 
sont en bon accord avec la littérature [De Padova01, Aureli05, Laukkanen05b]. La simulation du 
spectre doit inclure deux états de surface de part et d’autre du niveau de volume. L’existence des 
états de surface a été prouvée d’une façon indépendante en comparant des spectres à différents 
angles d’émission d’électrons, pour faire apparaître des effets de photo-diffraction [De Padova01]. 
La largeur de la lorentzienne dans nos simulations (0,16 eV) est proche des valeurs publiées. La 
largeur de la gaussienne dépend de la résolution expérimentale et aussi de la qualité de la surface. La 
valeur (0,30 eV) que nous avons utilisée témoigne que notre surface est bien préparée. 
La position de la composante de surface S1 ne varie pas avec le mode de préparation et notre valeur 
est en très bon accord avec celles de la littérature. Pour les surfaces préparées par épitaxie, le 
déplacement de la composante S2 par rapport à la composante de volume peut augmenter 
légèrement [Aureli05]. Le déplacement de S2 dans notre simulation est conforme aux surfaces 
préparées par le bombardement ionique. 
Afin de comprendre l'origine des composantes S1 et S2, on doit se référer au modèle atomique 
théorique le plus récent et admis pour cette structure (4x2) à la surface InAs(001), qui est le modèle 
ζ(4x2) [Miwa03]. Ce modèle est constitué par une dimère In dans le premier plan atomique de la 
bicouche, et de deux dimères In longeant le second plan de la bicouche. Au regard de la maille de 
surface ζ(4x2), il y a 4 atomes In liés triplement aux atomes As, ainsi que 6 atomes In dimérisés  dans 
la première et deuxième bicouche (voir Fig. I-9). 
En définitive, la composante S2 dans notre expérience correspond à l'atome In relié triplement aux 
atomes As, tandis que la composante S1 est attribuée aux dimères In de cette bicouche. 
 
 3.2.3.2. Surface Bi/InAs(100) 
L’interface Bi/InAs(100) a été assez peu étudiée. Seulement deux groupes en rapportent des 
mesures, qui ont été toutes réalisées à MAX-lab. Dans les deux cas, l’interface est formée sur la 
surface riche en indium, reconstruite, donc (4x2)/c(8x2).  
Il apparaît que l’interface est très complexe. Malgré le fait que le bismuth réagisse très faiblement 
avec les surfaces des composés III-V, en particulier avec InAs, il forme une grande variété de 
reconstructions qui dépendent d’une façon subtile de la température de recuit.   




Dans la première étude de cette interface [Ahola-Tuomi08], des images STM et des clichés DEL 
apportent une évidence de la formation de nano-lignes de Bi. Pour les obtenir, la surface doit être 
recuite à 250°C après le dépôt de quelques monocouches de Bi. Suite à ce traitement, la diffraction 
d’électrons lents montre une reconstruction (2x6). Les nano-lignes ainsi formées sont séparées de 
4,3 nm, ce qui représente 10 fois la distance de la maille de surface de InAs(100)(1x1) (0,43 nm). Il est 
proposé que les nano-lignes soient formées de deux chaînes parallèles de Bi contenant des dimères 
de Bi adjacents, eux aussi parallèles à la chaîne. D’après le modèle proposé dans [Ahola-Tuomi11], la 
surface entre les nano-lignes est couverte d’une monocouche de Bi. Des recuits à plus hautes 
températures entraînent la désorption du bismuth. 
 
Il y a quelques désaccords dans l’interprétation et dans la préparation entre les deux groupes 
expérimentaux. Le recuit ne semble pas nécessaire pour obtenir la reconstruction (2x6) : celle-ci 
apparaît tout de suite après le dépôt [Ahola-Tuomi11]. Contrairement à ce résultat, le dépôt de 
3,5 MC de Bi résulte en une reconstruction (4x1)/(1x3) avec des taches de diffraction diffuses 
[Szamota-Leandersson09]. 
Ceci montre que les différences d’énergie entre les reconstructions sont très faibles. Dans cette 
deuxième étude, la configuration expérimentale est probablement telle que la chaleur apportée par 
l’évaporateur est suffisante pour induire l’organisation des atomes de Bi. 
Dans le même temps, les images de STM prouvent que la reconstruction (2x6), quand elle est 
obtenue sans le recuit, est en fait une empreinte moyenne d’une surface assez désordonnée, formée 
de structures en forme de méandres [Ahola-Tuomi08]. 
 
À ce jour, la dernière étude de cette interface [Ahola-Tuomi11] montre une plus grande complexité 
de l’interface. Avec les recuits à 250°C pendant quelques heures, la reconstruction (2x6) évolue vers 
(2x1), ce qui, en incluant les nano-lignes, constitue en fait une reconstruction (2x10). Les auteurs 
reconnaissent implicitement que la reconstruction (2x1) est probablement plus compliquée, car il y a 
des taches de diffraction « non résolues » [Ahola-Tuomi11]. Il a été spéculé que cette reconstruction 
(2x6) était visible au-delà d'une épaisseur de 2 MC Bi et qu'une MC suffisait à donner une structure 
(2x1) suivant laquelle les atomes Bi formaient des dimères dans la direction [0-11]. De plus, la 
deuxième couche est propice à la création des nano-lignes de Bi, donnant ainsi cette reconstruction 
(2x10).  
Un recuit à 480°C entraîne la désorption de tout le bismuth et la surface retrouve la reconstruction 
(4x2)/c(8x2) de la surface propre InAs(100). 
 
Dans notre expérience, après des recuits, nous avons clairement obtenu la reconstruction (2x6) 
(Fig. III-3) ; toutefois nous n’avons pas pris de clichés de diffraction sur la surface Bi/InAs(100) (2x1). 
 
Malgré la complexité de l’interface et malgré quelques divergences dans l’interprétation de la 
structure atomique, il est rassurant que les spectres de niveaux de cœur et leur analyse soit 
cohérente dans les deux études publiées. 
 
 Niveaux In 4d 
Les spectres de photoémission In 4d et leurs simulations après le dépôt du bismuth et après le recuit 
sont montrés dans les Figs. III-7 à III-10. On peut constater que le recuit induit un épaulement plus 
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prononcé à plus haute énergie cinétique, ce qui a été également observé en littérature ; mais ce 
phénomène reste controversé au regard de la préparation de surface de l'échantillon, de la 
calibration du taux d'évaporation de Bi, aux températures de recuit, et de la coexistence de phase 
(2x6) et (2x1) [Ahola-Tuomi11].  
Une analyse plus détaillée montre que le dépôt du Bi fait apparaître un épaulement autour de 
l’énergie cinétique 14,3 eV (Fig. III-7). Cet épaulement est plus marqué après le recuit (Fig . III-8 et 9).  
La simulation révèle trois composantes, comme pour la surface propre InAs(100). B étant la 
composante de volume, S1 correspond aux dimères existant sur la surface propre InAs(100), mais qui 
survivent sous la couche de Bi. Pour la composante S2, les atomes In relient les atomes de Bi ou les 
dimères Bi situés dans la deuxième couche. L’épaulement dans le spectre In 4d à plus haute énergie 
cinétique est attribué aux atomes In qui se lient avec les dimères Bi de la première couche. 
 




Figure III-7 : Spectre In 4d de la surface Bi/InAs(100) 
après le dépôt de Bi et sans recuit.  
Figure III-8: Spectre In 4d de la surface Bi/InAs(100) mesuré 
après un recuit à 303° C.  L’énergie de photon est de 50 eV. 
 
  
Figure III-9 : Spectre In 4d de la surface de la surface 
Bi/InAs(100) après recuit présentent une reconstruction 
(2x6). 
Figure III-10 : Le même spectre que sur la Fig. III-9, ici mesuré 




 Niveaux Bi 5d 
On remarque que les niveaux de cœur de Bi 5d subissent des modifications après le recuit (Table III-
3). Nos mesures sont en parfait accord avec les données publiées. 




D'après un calcul théorique, le modèle atomique le plus stable énergétiquement pour la 
reconstruction avec les nano-lignes est composé d'une MC de Bi avec des dimères Bi-Bi symétriques 
[Laukkanen08, Punkkinen08]. Par conséquent, à l'origine de la composante S1 (Fig. III-11) sont les 
dimères Bi. La composante S2* dépend de la préparation et son déplacement de 0,29 eV par rapport 
à S1 correspond à la coexistence d'une autre phase (2x1) avec la structure Bi-Bi.  
Après la formation des nano-lignes la composante S2* disparaît au détriment de S2 qui est attribuée 
aux liaisons dimères Bi voisines situées aussi dans la première couche atomique (Figs. III-12 à 14). La 
composante S3 est issue des atomes Bi positionnés dans la seconde couche qui sont placés sous les 
lignes de dimères Bi.  
 
 In 4d 
                  Paramètre (eV)  









S1 - B = 0,33 









S1 - B = 0,35 










S1 - B = 0,37 









S1 - B = 0,37 








Table III-2 : Paramètres de simulation des spectres des niveaux de cœur In 4d. 
 
Les mesures STM montrent que la surface de reconstruction (2x6) comporte des lignes de Bi 
sinueuses. C'est uniquement après des recuits de longues durées à température de 250°C on observe 
la reconstruction (2x1) laquelle se transforme en (2x10) en recuisant à des températures plus élevées 
[Ahola-Tuomi08, Ahola-Tuomi11].  
 
Ici encore, nous remarquons qu'après recuit un épaulement majeur se manifeste sur les doublets, ce 













Figure III-11 : Spectre Bi 5d de la surface Bi/InAs(100) 
sans recuit .  
Figure III-12 : Spectre Bi 5d de la surface Bi/InAs(100) après 





Figure III-13 : Spectre Bi 5d de la surface Bi/InAs(100) 
après recuit. La diffraction d’électrons donne la 
reconstruction (2x6). L’énergie de photons est de 45 eV. 
Figure III-14 : Le même spectre que sur la Fig. III-13, mais 
mesuré à 50 K. 
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S1 - S2 = 0,44 0.02 










S1 - S2 = 0,47 









S1 - S2 = 0,50 
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 Niveaux As 3d 
Quant aux niveaux de As 3d, les composantes concordent assez bien avec la littérature (Fig. III-15), 
hormis un transfert de charge faiblement différent de  0,04 eV [Ahola-Tuomi11]. 
D'autre part, les niveaux de cœur As 3d restent inchangées pour les deux reconstructions (2x1) sans 
nano-lignes et (2x10), ce qui prouve que les atomes As n’interagissent pas avec le bismuth. En effet, 
le dépôt d’une MC Bi correspondrait d'après la littérature à l'apparition de (2x1) et au-delà d'1 MC, 
l'auto-organisation de nano-lignes Bi et la coexistence éventuelle de plusieurs phases. Par 
conséquent, même après dépôt de différentes épaisseurs de Bi, on note que les atomes As restent 
en volume et ne contribuent donc pas aux modifications en surface. 
Néanmoins il existe une légère différence également notable en intensité entre les doublets d3/2 des 
profils d'intensité (Fig. III-16).  
 
  
Figure III- 15 : Spectre As 3d après dépôt de 1 MC de Bi 
mesuré à l’énergie de photon de hν = 90 eV. 
ΔL (eV) = 0,16  
ΔG (eV) = 0,31 
SO (eV) = 0,68 
déplacement chimique (eV) : S1 - B = 0,21 
Figure III -16: Niveaux de cœur As 3d après un dépôt de 
1,5 MC de Bi et recuit 1 h à 300°C (en rouge) et après un 
dépôt supplémentaire 1 MC de Bi, recuit 1 h à 300°C (en 
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3.3 Spectroscopie des bandes de valence Bi/InAs(100) 
 
3.3.1. Règles de sélection et configuration de l'expérience 
Le photo-courant en ARPES dépend des règles de sélection déterminées par la parité des fonctions 
d’onde et par la polarisation de la lumière. Le faisceau de photons incident et la direction de 
détection des électrons émis constituent le plan d'incidence qu’on peut faire coïncider avec un plan 
miroir de la surface échantillon (Fig. III-17). L’état électronique initial peut être pair ou impair suivant 
la réflexion dans le plan miroir. La fonction d'onde d'un état final doit toujours être paire. 
L’orientation du champ électrique E (ou du potentiel vecteur A) des photons par rapport au plan 
d’incidence permet la détermination de la parité de l’état initial [Lüth10].  
 
 
Figure III-17 : Symétrie dans une expérience de photoémission pour pouvoir utiliser les règles de sélection. La direction 
du rayonnement incident (hν) et la trajectoire des photoélectrons émis constituent le plan qu’on peut faire coïncider 
avec un plan miroir de la surface de l’échantillon [Lüth10].  
 
3.3.2. Surface de InAs(100) (4x2) / c (8x2) 
Tout d’abord nous présentons l'étude de la structure électronique de la bande de valence de la 
surface InAs(100). Les mesures ont été réalisées sur la ligne de lumière APE à Elettra, Trieste, Italie. 
Les échantillons étaient préparés in situ par bombardement ionique et recuit. La qualité cristalline et 
l'orientation des axes de symétrie étaient caractérisées par DEL. La majorité des spectres ont été 
enregistrés à la température ambiante, une partie à la température de l’hélium liquide. Nous avons 
travaillé avec une résolution expérimentale typique de 30 meV. La résolution angulaire a été ajustée 
à 0,85° lors de l'intégration des profils de la BV. Il faut préciser que dans la littérature citée la 
résolution angulaire était de  1,2° [Szamota-Leandersson09] et de 2° [Ahola-Tuomi11]. 
 
Cette surface a été déjà beaucoup étudiée, comme mentionné dans le Chapitre 1. Elle va nous servir 
comme de substrat de départ pour l’évaporation du bismuth et ensuite pour la préparation de nano-
lignes de Bi. Pour contrôler la qualité de la surface, nos mesures sont donc comparées à celles de la 
littérature, notamment aux références [De Padova03a, De Padova03b]. Nous avons enregistré les 
spectres avec deux énergies de photons, 31 eV et à 61 eV, comme dans les deux références citées. 
Ces énergies ont la particularité d’exciter les résonances dans la bande de valence [De Padova03a, De 
Padova03b].  
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Après le recuit, la surface de InAs(100) est constituée de lignes auto-organisées d’atomes d’indium. 
Les lignes se propagent dans la direction [011] et sont distantes de 17 Å. Evidemment, cette 
anisotropie se reflète aussi dans la structure électronique ; les spectres de photoémission dépendent 
fortement de la polarisation de la lumière, c’est-à-dire de la l’orientation relative du vecteur E et des 
chaînes. Les états de surface présentent un comportement quasi-unidimensionnel. Il est donc 
intéressant d’enregistrer les spectres de photoémission dans différentes configurations 
géométriques, en variant la direction de la polarisation linéaire des photons par rapport à la direction 










Figure III-18:  
 
Configuration dans la chambre expérimentale sur la ligne APE à Elettra. Le faisceau incident arrive à un angle θ de 45° par 
rapport à la surface de l'échantillon dans le cas de l’émission normale de photoélectrons. HP et VP signifie la polarisation 
de la lumière horizontalement et verticalement respectivement.  
 
a) Configuration de la première expérience : la fente est orientée horizontalement.  
 
b) Configuration de la deuxième expérience : la fente de l’analyseur d’électrons est orientée selon la verticale. Elle 
détermine la direction de la mesure de la dispersion angulaire, suivant ky. En variant l’angle e (tilt), c’est-à-dire en 
faisant la rotation de l’échantillon autour de l’axe vertical mécaniquement, on change l’émission des électrons par 
rapport à la normale, donc on change le vecteur kx. La combinaison de l’acceptance angulaire de l’analyseur θA (direction 
ky) avec la rotation de e (direction kx) permet de mesurer des surfaces en énergie constantes dans le plan kx, ky.  
 
c) Cette figure montre l’orientation des lignes de l’indium le long de l’horizontale, (i) surface propre;  Après le dépôt du 
bismuth, les lignes de Bi se forment à 90° par rapport aux lignes de l’indium (ii). 
 
d) En polarisation horizontale, il existe une composante du champ électrique perpendiculaire au plan de la surface (voir 
encadré). En raison de la géométrie de l'expérience, l'angle d'incidence  impose cette condition. 





Pour mieux comprendre les études en fonction de la polarisation de la lumière, nous montrons sur la 
Fig. III-19 la structure atomique étudiée par STM [De Padova01]. Les images STM montrent 
clairement l’orientation des chaînes auto-organisées et de la reconstruction c(8x2) et (4x2). Il est à 
noter que l’orientation des lignes d’In est perpendiculaire aux « lignes » dans les clichés DEL. 
 
Figure III-19 : [De Padova01] : a) cliché DEL (4x2)-c(8x2) de la surface propre InAs(001) (Ep=50,4 eV) ; b) image STM 200 x 
200 Å² des états inoccupés (U= +0,7 V, 0,5 nA) ; c) image STM 100 x 100 Å² des états occupés (U = -1,2 V, I=0,6 nA). 
 
 
Il faut préciser que les échantillons ont été taillés suivant le plan de clivage, à partir d’une plaquette 
de InAs orientée dans la direction [100]. Le plan de clivage naturel de InAs est le plan (110), ce qui est 
très favorable au positionnement de l’échantillon dans la chambre expérimentale. Comme les lignes 
auto-organisées de In sont aussi dans la direction [011], elles sont parallèles à deux côtés de 
l’échantillon. On peut donc choisir leur orientation le long de la verticale ou de l’horizontale. Les 
mesures ont été faites pour les deux orientations (voir aussi Fig. III-18 a et b).  
 
Lors des mesures avec le rayonnement synchrotron, la ligne de lumière permet de sélectionner la 
polarisation des photons (vecteur E). Nous avons travaillé avec la polarisation horizontale (pol H ou 
HP) et verticale (pol V ou VP). Si maintenant on tient compte de la géométrie dans la chambre 
expérimentale (Fig. III-18a et b), il est clair que pour la VP, le champ électrique E est entièrement 
dans le plan de l’échantillon. En fonction de la combinaison du montage de l’échantillon et du choix 
de la polarisation des photons, il est possible de mesurer les spectres avec E parallèle ou 
perpendiculaire aux lignes d’In.  
Pour la HP, il y a toujours une composante de E perpendiculaire à la surface (Fig. III-18d dans 
l'encadré). Pour l’émission normale de photoélectrons, à cause de l’angle d’incidence des photons, 
les composantes perpendiculaire et parallèle à la surface ont la même norme.  
Si l’on veut faire des mesures avec la polarisation (vecteur E) strictement parallèle ou perpendiculaire 
aux lignes, il faut choisir la VP pour 2 positions de l’échantillon tournées de 90°, l’une par rapport à 
l’autre, dans le plan vertical (Fig. III-18). 




Le spectre mesuré va dépendre donc de la configuration géométrique de l’expérience. Dans la suite, 
on va noter : 
HP (VP) polarisation de la lumière (c’est-à-dire le vecteur E) horizontale (verticale) 
H (V) orientation de la fente de l’analyseur qui détermine la mesure dépendant en angle, 
horizontale (verticale) 
HL (In ou Bi) orientation des lignes de In (ou Bi) horizontale 
VL (In ou Bi) orientation des lignes de In (ou Bi) verticale 
 
Dans un premier temps, nous avons vérifié l’énergie de la résonance de l’état de surface [De 
Padova03a] étant donné que l’étalonnage du monochromateur de la ligne de lumière peut 
légèrement varier d’une ligne de lumière à l’autre. Pour cela, nous avons mesuré l’intensité de l’état 
résonant, à l’énergie de liaison -2,95 eV, pour différentes énergies de photons autour de h = 31 eV. 




VP, V, HL(In) 
b) 
 
HP, H, VL(In) 
c) 
 
VP, H, VL(In) 
Figure III-20 : Spectres de bande de valence de InAs(100) (4x2), hν=31 eV. a) Vecteur E (vertical) perpendiculaire aux 
lignes In, dispersion mesurée perpendiculaire aux lignes ; b) Vecteur E (horizontal) perpendiculaire aux lignes In, 
dispersion mesurée perpendiculaire aux lignes ; c) Vecteur E (vertical) parallèle aux lignes In, dispersion mesurée 
perpendiculaire aux lignes. 
 
Les Figs. III-20 et III-21 montrent clairement que l’intensité relative de l’état résonant est la plus forte 
dans la configuration où les lignes In sont perpendiculaires au vecteur E.  
En effet, le spectre de la Fig. III-20 a) est enregistré avec la polarisation de la lumière perpendiculaire 
et la dispersion angulaire perpendiculaire aux lignes In. Le spectre en émission normale (courbe 
rouge) est montré sur la Fig. III-21 a). Cette mesure est tout à fait comparable à celle de la littérature 
[De Padova03a] (Fig. III-21 b), (=90°). L’état résonant est noté ici « n1 » et correspond à l’état « S2 » 
de la Fig. III-21 c. Le pic autour de l’énergie de liaison de 2 eV correspond aux états de volume. L’état 
résonant ne disperse pas avec l’énergie des photons, ce qui prouve que c’est un état de surface 
[De Padova03a]. Cet état de surface se trouve au bord de gap et il suit la dispersion des états de 
volume tout en gardant la position entre le gap et les états de volume (voir la structure de bande de 
sur la Fig.I-7b). Il a été attribué aux liaisons vers l’arrière (« backbonds ») [Håkansson97] (voir aussi la 
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Fig. III-21c). Notre mesure sur la Fig. III-20a) montre cette dispersion. On peut constater que 
l’intensité du pic décroît rapidement avec k//. 
Maintenant, si l’on tourne la polarisation de la lumière de 90° (le vecteur E sera donc parallèle aux 
lignes In), tout en gardant la géométrie de la mesure, on constate que l’intensité de l’état de surface 
a complétement disparu (Fig. III-20 c). En extrayant le spectre à l’émission normale (courbe bleue sur 
la Fig. III-21 a), on peut constater de nouveau un excellent accord avec la littérature : le spectre pris 








Figure III-21 : a) Comparaison des spectres à l’émission normale extraits de la Fig. III-20 a) (rouge), b) (vert), c) (bleu) ; b) 
Spectres de la littérature mesurés sur la même surface [De Padova03a] ; c) Comparaison avec notre spectre (Fig. III-20 b) 
et les calculs de la littérature [Håkansson97]. 
 
Il est important de noter que dans le cas des spectres montrés sur les Figs. III-20a) et c), la 
polarisation de la lumière est verticale ; donc le vecteur E est strictement parallèle à la surface. Nous 
avons fait des mesures dans la même géométrie expérimentale, c’est-à-dire E horizontal et la 
dispersion angulaire perpendiculaire aux lignes d’In, mais cette fois-ci E n'est plus parallèle à la 
surface (Fig. III-18d et Fig. III-20b). Dans ce cas, comme discuté plus haut, seule une composante de E 
est parallèle à la surface, ce qui se traduit par la chute de l’intensité de l’état résonant, courbe verte 
sur la Fig. III-21 a. 
 
On s’intéresse maintenant à la dispersion angulaire parallèle aux lignes d’In. De nouveau, on utilise 
une configuration expérimentale « pure », c’est-à-dire avec le vecteur E strictement parallèle à la 
surface (polarisation de la lumière verticale). Dans le cas où le vecteur E est perpendiculaire aux 
lignes d’In, on observe, comme attendu, une forte intensité de l’état résonant à -2.95 eV (Fig. III-22a). 
Contrairement à la dispersion mesurée perpendiculairement aux lignes (Fig.  III-20 a), l’intensité de 
l’état résonant ne diminue pas avec k// et cette fois-ci elle a une  forme convexe (elle est concave sur 
la Fig. III-20 a). Quand on tourne la polarisation de la lumière de 90° degrés (Fig. III-22b), l’intensité 
de l’état de surface chute et la dispersion devient concave, probablement due à la contribution 
prédominante des états de volume. La comparaison des spectres à l’émission normale est montrée 
sur la Fig. III-22c). Bien évidemment ces spectres doivent être les mêmes que ceux, de couleur 
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correspondante sur la Fig. III-21a). Une autre remarque importante est que lorsque l'on mesure la 
dispersion angulaire perpendiculairement aux lignes (Fig. III-20a et c), l'intensité est très limité dans 
l'espace des k. En revanche, lorsque la dispersion est parallèle aux lignes, l'intensité de l'état 




VP, H, HL(In) 
b) 
 





Figure III-22 : a) Vecteur E vertical et perpendiculaire aux lignes In, dispersion mesurée parallèle aux lignes ;  
b) Vecteur E vertical parallèle aux lignes In, dispersion mesurée parallèle aux lignes ; c) Comparaison des spectres à 
l’émission normale extraits de la Fig. a) (rouge) et b) (bleue) 
 
En plus de l’état de surface étudié, il en existe d’autres, au voisinage du niveau de Fermi, comme 
l’indique la Fig. II-21c) (état « S1 »). Il serait donc intéressant d’étudier leur dispersion en fonction de 
différentes configurations expérimentales. Dans ce contexte, il faut rappeler la structure de la surface 
montrée sur la Fig. III-19, notamment l’orientation de la reconstruction par rapport aux axes 
cristallographiques. Si les états de surface sont dus à la reconstruction, on s’attend à observer une 
périodicité quatre fois plus grande que celle de volume dans la direction perpendiculaire aux lignes 
d’In et deux fois plus grande dans la direction de lignes. Rappelons que le vecteur k de la zone de 
Brillouin de la surface (100) non reconstruite est 1,47 Å–1. Cette valeur a été vérifiée par la mesure 
(voir § 3.3.3.1, Fig. III-32b). Les Figs. III-23a) et b) montrent une  vue détaillée au voisinage de EF 
respectivement des Figs. III-20a) et III-22b), c’est-à-dire la mesure de la dispersion 
perpendiculairement (a) et parallèlement (b) aux lignes d’In.  
 
Dans les deux cas la polarisation de la lumière est alignée à la mesure de la dépendance angulaire. 
On peut distinguer une dispersion de bandes dont l’amplitude est de l’ordre de 0,5 eV. Pour mieux 
caractériser la périodicité de ces bandes, la Fig. III-23c) montre les intensités spectrales dans la 
direction de k//, déterminées à l’énergie de 26 eV respectivement pour le spectre en a) (rouge) et en 
b) (bleu). La période de la courbe rouge est approximativement 0,36 Å–1 , ce qui correspond très bien 
à 1/4 de la zone de Brillouin de volume (1/4 x 1,47 Å–1). Dans ce cas, la direction cristallographique 
mesurée est [0-11], en accord avec la direction de la multiplicité 4 de la reconstruction. On vérifie 
que dans la direction parallèle aux lignes In, représentée par la courbe bleue [Fig. III-23 c)], la 
périodicité est deux fois plus grande, liée avec la multiplicité 2 de la reconstruction. 





VP, V, HL(In) 
b) 
 
VP, V, VL(In) 
c) 
 
Figure III-23 : a) Vecteur E (vertical) perpendiculaire aux lignes In, dispersion mesurée perpendiculaire aux lignes (vue 
détaillée au voisinage de EF de la Fig. III-20 a)) ; b) Vecteur E (vertical) parallèle aux lignes In, dispersion mesurée 
parallèle aux lignes (vue détaillée au voisinage de EF de la Fig. III-22 b)) ; c) Intensité spectrale dans le direction  k// 
mesurée à l’énergie cinétique de 26 eV de la Fig a) (rouge) et b) (bleue). Les lignes verticales indiquent la périodicité. 
 
Pour compléter les études de la surface propre InAs(100), nous avons vérifié aussi la présence de la 
résonance de surface apparaissant à l’énergie de photons de 61 eV [De Padova03a]. Dans ce cas 
l’état de surface excité se trouve à l’énergie de liaison de 1 eV. Le spectre sur la Fig. III-24a) est 
enregistré avec la polarisation de la lumière perpendiculaire et la dispersion angulaire parallèle aux 
lignes d’In. Le spectre en émission normale (courbe rouge) est montré sur la Fig. III-24c). Cette 
mesure est tout à fait comparable à celle de la littérature [De Padova03a] sur la Fig. III-24b), (=90°). 
L’état résonant est noté ici « n2 ». 
En conclusion, notre surface propre InAs(100) est bien ordonnée et elle possède toutes les 
caractéristiques publiées dans la littérature. De plus, les spectres présentés sur les figures dans ce 
paragraphe ont été mesurés pendant deux campagnes de mesures avec rayonnement synchrotron. A 
chaque fois, la qualité de la surface est reproductible, ce qui témoigne que la préparation des 
échantillons est maîtrisée. 
 
3.3.3. Bi / InAs(100) 
 
Dans le § 3.1.2 nous avons décrit la procédure d’évaporation de Bi et la préparation de la surface 
avec les lignes de Bi auto-organisées. Comme décrit dans le § 3.2.3.2, l’existence de ces nano-lignes a 
été étudiée par spectroscopie de niveaux de cœur et par microscopie à effet tunnel. Cependant, il 
n’existe pas d’étude approfondie de la bande valence. On peut donc légitimement se poser la 




















Figure III-24 : a) et b) Polarisation verticale, h=61 eV. a) Lignes In perpendiculaires et b) parallèles à E ; c) Comparaison 
des spectres à l’émission normale, extraits de a) et b) ; d) Pour comparaison, spectres de la même surface 
[De Padova03a] 
 
 3.3.3.1 Etats résonants 
 
Vérification de l’énergie de photons 
Avant de se pencher sur la dispersion des électrons, nous avons voulu vérifier si l’état résonant 
observé sur la surface propre de InAs(100) a pu survivre à la formation de l’interface. Si oui, quelles 
sont ces modifications ?  
Dans ce contexte, une autre question peut surgir, à savoir si la couche de bismuth engendre un 
nouvel état résonant. Pour réaliser les mesures, il ne faut pas oublier que les lignes de Bi formées 
après le dépôt sont orientées perpendiculairement aux lignes d’In. Pour stimuler la résonance, il est 
donc nécessaire d’utiliser la polarisation de la lumière perpendiculaire aux lignes de Bi. Pour tester la 
résonance, nous avons changé l’énergie de photons, comme pour la surface propre InAs(100), au 
voisinage de h = 31 eV. 
La Fig. III-25 montre les spectres de la bande de valence en fonction de l’énergie de photons dans la 
géométrie où le vecteur E est perpendiculaire aux lignes de bismuth. On observe une résonance à 
l’énergie de photons de 31 eV ; celle-ci est due aux états du bismuth. 





Figure III-25 : Pic de résonance observé à 31 eV 
 
Spectres à l’émission normale 
Tout d’abord nous allons faire quelques comparaisons de spectres pris à l’émission normale. Dans le 
§ 3.3.1., il a été mentionné qu’il est important de prendre en compte la configuration géométrique 
de l’expérience.  
La polarisation verticale des photons offre une situation « pure », c’est-à-dire que le champ E ne 
possède qu’une composante parallèle à la surface de l’échantillon. 
Sur la Fig. III-26a), nous montrons les spectres de la surface avec le bismuth (en rouge) et de 
InAs(100) propre (en bleu). Dans les deux cas, la géométrie expérimentale est optimale pour 
maximiser la résonance. Clairement, une forte résonance existe aussi sur la surface avec les lignes de 
bismuth. Elle apparaît dans le spectre à une énergie de liaison différente (~ 0,5 eV) de celle de la 
surface InAs(100) propre (~ 3 eV). Les spectres sont normalisés pour avoir la même intensité des 
états de volume, un pic large autour de l’énergie de liaison de 1,5 eV, les états de volume n’ayant pas 
une résonance pour l’énergie de photon de 31 eV. On utilisera la même normalisation dans les 
figures suivantes. 
On peut remarquer que pour la surface avec le bismuth, l’état à ~ 3 eV a une intensité relativement 
importante. Dans cette géométrie expérimentale où les lignes de l’indium sont perpendiculaires au 
vecteur E, cet état est plus faible sur la surface propre (Fig. III-22c), en bleu). L’intensité de cet état 
est comparable à celle de la surface propre mesurée avec le vecteur E horizontal (et les lignes 
d’indium verticales) comme le montre la Fig. III-26b) ; voir aussi la Fig. III-21a), courbe verte.  
 
L’existence même de cet état sur la surface avec bismuth conduit à une conclusion importante : les 
lignes de l’indium ne sont pas détruites par le dépôt du bismuth. En d’autres termes, le bismuth 
interagit extrêmement faiblement avec la surface. Par la suite, on apportera d’autres preuves dans ce 
sens.  
À ce stade, il faut rappeler que la préparation de l’interface mène à la formation d’une monocouche 
de Bi qui couvre la surface et en même temps à la formation de lignes, elles-mêmes composées de Bi 
[Ahola-Tuomi11]. 
Dans un cadre un peu plus général, il est intéressant de remarquer que l’état résonant du bismuth 
apparaît à la même énergie de liaison que dans un monocristal de Bi, surface (111) [Fig. III-26 c)]. 
 









Figure III-26 : Spectres à l’émission normale. Le spectre de la surface avec bismuth (en rouge), mesuré dans la 
configuration expérimentale pour maximiser l’état de surface résonant (E perpendiculaire aux lignes de du bismuth), 
comparé à : a) la surface propre InAs(100) (en bleu) mesurée avec le champ E vertical et perpendiculaire aux lignes 
d’indium ; les dispersions sont montrées sur la Fig. III-28 ; b) la surface propre InAs(100) (en bleu) mesurée avec le champ 
E horizontal et perpendiculaire aux lignes d’indium ; c) mesure sur un monocristal de Bi(111) (en bleu) (voir Fig. IV-33). 
 
La constatation que les lignes de l’indium sont préservées sous la couche de bismuth est renforcée 
sur la Fig. III-27. Les spectres, sur la figure a) b), pour les deux surfaces, avec le bismuth (rouge) et 
pour la surface InAs(100) (bleu), sont mesurés dans la configuration expérimentale pour maximiser le 
signal des lignes d’indium (le champ E est vertical et perpendiculaire aux lignes d’indium). Ce qui est 
étonnant, c’est que la surface avec le bismuth semble amplifier l’intensité totale du pic résonant, 
quand on le compare à l’intensité des états de volume se trouvant à l’énergie de liaison de ~ 1,5 eV. 
En réalité, la forme du pic résonant est exactement la même, comme on le voit sur la Fig. 27b), où le 
spectre de la surface avec le bismuth est déplacé sur l’axe des intensités. On suppose que 
l’augmentation de l’intensité du pic résonant est due aux électrons secondaires. Ceci est tout à fait 
compréhensible car les électrons issus du substrat InAs doivent traverser la couche du bismuth, ce 
qui s’accompagne de l’excitation des électrons de la couche et donc de l’augmentation du fond. 
Pour compléter, on montre sur la Fig. III-27c) que le pic résonant de la surface avec le bismuth 
mesuré avec le champ E horizontal a la même intensité que sur la surface InAs(100) propre.  
 
Dispersions au voisinage de k//=0 
On va s’intéresser de plus près à la dispersion des états électroniques, dans un premier temps 
perpendiculairement aux lignes d’indium (bismuth).  
La Fig. III-28 montre les dispersions de la surface propre (a) et avec du bismuth (b). Les spectres à 
l’émission normale extraits de ces images sont montrés sur la Fig. III-26 a). Dans les deux cas, la 
configuration expérimentale est la même : le champ E est vertical et perpendiculaire aux lignes 
respectives afin de maximiser l’état résonant. La dispersion est mesurée perpendiculairement à ces 
lignes.  
On remarque que, dans les deux cas, en s’éloignant de l’émission normale, la résonance perd 
rapidement de l’intensité et que la dispersion en énergie est très faible, notamment pour l’état du 
bismuth. Cela signifie que les lignes interagissent peu entre elles. Autrement dit c’est une autre 
confirmation du caractère unidimensionnel des lignes. 





Si maintenant, pour la configuration entre le champ E et les lignes, on mesure la dispersion parallèle 
aux lignes, le changement est important pour l’état résonant de la surface InAs(100).  Comme on le 
voit sur la Fig. III-29a), la dispersion change d’orientation ; elle est comme pour une poche 
d’électrons et, en même temps, l’intensité du pic reste quasiment constante. On constate la même 




VP,Vθ,HL(In) :  InAs(100) RT 
b) 
 
VP,Vθ,HL(Bi) :  LHe 
Figure III-28 : Images ARPES de la surface InAs(100) propre a) et avec le bismuth b). Les spectres correspondant à 
l’émission normale sont montrés dans la Fig. III-26 a). Dans les deux cas, la mesure est effectuée respectant la même 
géométrie : - pour maximiser l’état de surface résonant : le champ E est perpendiculaire aux lignes d’indium en a) et du 








Figure III-27 : Spectres à l’émission normale. Le spectre de la surface de InAs(100) (en bleu), mesuré dans la configuration 
expérimentale pour maximiser l’état de surface résonant (E perpendiculaire aux lignes d’indium), a) comparé à la surface 
avec le bismuth (en rouge) mesurée avec le champ E vertical et perpendiculaire aux lignes de l’indium (parallèle aux 
lignes de bismuth) ; b) même figure que a) avec le spectre de la surface avec bismuth déplacé en intensité pour comparer 
la forme des pics résonants ; c) comparé à la surface avec bismuth (en rouge) mesurée avec le champ E horizontal et 
perpendiculaire aux lignes d’indium (parallèle aux lignes de bismuth). 
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De manière surprenante, les états du bismuth ne subissent pas de changement. Autour de k=0, la 
dispersion suit la forme de la poche d’électrons, mais rapidement, autour de k≈0,2 Å–1, les bandes se 
replient (voir la Fig. III-29 c). Les bandes de bismuth sont donc confinées en dessous de niveau de 
Fermi, ce qui est la conséquence de la formation de la couche d’accumulation. Ce point est discuté 







VP,Hθ,HL(In) avec Bi 
 c) 
 
VP,Hθ,HL(Bi) avec Bi 
Figure III-29 : Images ARPES de la surface propre a) et avec le bismuth b) c). Les spectres correspondants à l’émission 
normale de a) et b) sont montrés dans la Fig. III-26 a). Dans les trois cas, la mesure est effectuée respectant la même 
géométrie : - pour maximiser l’état de surface résonnant : le champ E est perpendiculaire aux lignes de l’indium en a), b) 
et du bismuth en c) ; - les dispersions sont mesurées parallèlement aux lignes d’indium en a) et b) et du bismuth en c). 
 
La Fig. III-30 résume l’allure de l’état résonant du bismuth pour les deux dispersions, parallèle et 
perpendiculaire aux lignes. 
 
Dispersion dans toute la zone de Brillouin 
Lors de nos mesures, l’analyseur d’électrons (Scienta SES 2002) disponible sur la ligne de APE avait 
une ouverture angulaire limitée, typiquement ± 6°, ne permettant de prendre qu’une fraction de la 
zone de Brillouin. Pour l’énergie de photons utilisée (31 eV), l’ouverture angulaire est équivalente à 
environ ± 0.3 Å–1, comme on le voit sur les images montrées plus haut. Cette ouverture représente ~ 
±1/5 de la zone de Brillouin de notre échantillon.  
 
 






Figure III-30 : Dispersion de la bande de bismuth au 
voisinage de k=0 Å–1, mesurée en résonance. Ce plan se 
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Dans certains cas, nous avons mesuré des dispersions pour couvrir toute la zone de Brillouin, ce qui a 
nécessité une rotation de l’échantillon. On peut remarquer que la surface Bi/InAs(100) a été mesurée 
à deux reprises sur la ligne APE, en 2011 et en 2012. Lors de la première expérience, en 2011, la fente 
de l’analyseur était horizontale, verticale en 2012 [voir aussi les Figs. III-18a) et b)]. Pour parcourir 
toute la zone de Brillouin, dans la première configuration, il a suffi de tourner l’échantillon autour de 
l’axe vertical. Quand la fente de l’analyseur est verticale, il a fallu tourner l’échantillon autour de l’axe 
horizontal. Sur la ligne APE, cette opération (rotation en « tilt ») est manuelle et par conséquent pas 
très précise. 
Pour obtenir la dispersion après ces opérations, il a fallu assembler des images. Le problème consiste 
à ajuster des intensités entre les images, car la rotation de l’échantillon change la configuration 
expérimentale.  
 
Sur la Fig. III-31a), où les conditions expérimentales sont équivalentes à celles de la Fig. III-29c), on 
peut suivre la dispersion de la bande de bismuth (à l’énergie de liaison de -0.5 eV) à travers toute la 
zone de Brillouin (valeur théorique de 1,47 Å–1 pour la surface InAs(100)). En fait, la bande est 
quasiment parallèle au niveau de Fermi.  
La Fig. III-31b) montre une situation très similaire mais cette fois le champ E est dans la direction 
horizontale. Cette géométrie augmente l’intensité de la couche de l’accumulation qui apparaît 
clairement au voisinage de k=0 Å–1. La mesure est faite à basse température.  
 
Quand on mesure la dispersion perpendiculairement aux lignes de bismuth (Fig. III-32), une forte 
intensité de la bande de bismuth est visible seulement autour de k=0 [Fig. III-32a)] quand le champ E 
est vertical. En plaçant le champ E dans la direction horizontale, la couche d’accumulation devient 
visible [Fig. III-32b)]. Cette dispersion angulaire a été suivie jusqu’à des angles suffisamment grands 
pour arriver au second point Γ. La couche d’accumulation au voisinage de k = 1.5 Å–1 est clairement 




 VP, H, HL(Bi) 
b) 
  
HP, V, VL(Bi) 
Figure III-31 : Dispersion mesurée parallèlement aux lignes de bismuth avec le champ E perpendiculaire aux lignes. a) Le 
champ E est vertical (mesure à la température ambiante). b) Le champ E est horizontal (mesure à la température de 
l’hélium liquide).  
 
 





VP, V, HL(Bi) 
b) 
 
HP, V, HL(Bi) 
Figure III-32 : Dispersion mesurée perpendiculairement aux lignes de bismuth avec le champ E perpendiculaire aux 
lignes. Mesures à basse température. a) Le champ E est vertical. b) Le champ E est horizontal (les lignes pointillées rouge 
délimitent la zone de Brillouin). 
 
Influence de l’orientation du champ E 
Pour compléter l’information sur les propriétés de l’état résonant de Bi, on montre sur la Fig. III-33 
les spectres dans un intervalle d’énergies de liaison au voisinage de EF. La figure a) confirme que 
l’utilisation du champ E horizontal, mais toujours perpendiculaire aux lignes du bismuth, diminue 
considérablement l’intensité de la résonance (courbe bleue). En même temps, dans cette dernière 
configuration expérimentale, la composante de E, perpendiculaire à la surface, fait ressortir la 
contribution de la couche d’accumulation au niveau de Fermi. La couche d’accumulation est 
beaucoup plus faible pour le champ E strictement parallèle à la surface (courbe rouge). On discutera 








Figure III-33 : Spectres à l’émission normale. a) L’état de surface résonant de Bi dans la configuration expérimentale 
optimale (rouge) comparé à la même résonance mais avec le champ E horizontal (bleu), c’est-à-dire seulement une 
projection de E est parallèle à la surface. b) L’état de surface résonant de Bi dans la configuration expérimentale optimale 
(rouge) comparé au spectre hors résonance (bleu), c’est-à-dire avec le champ E parallèle aux lignes de Bi. La courbe verte 
présente pour référence un spectre de la surface propre InAs(100). c) La même configuration expérimentale que pour la 
courbe bleue en a), mesurée à la température de l’hélium liquide (en bleu) et à la température ambiante (en rouge).  
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En choisissant le champ E parallèle aux lignes de bismuth, on éteint complétement la résonance ; la 
contribution de Bi ne contribue que par une faible intensité résiduelle, la courbe bleue sur la Fig. III-
33b). Sur la même figure, on montre aussi la surface propre InAs(100) (courbe verte) avec les deux 
spectres de la surface avec du bismuth. La comparaison entre le spectre de la surface propre et celui 
avec le bismuth hors résonance (en bleu) montre clairement trois contributions des états du bismuth 
aux énergies de liaison de ~ 0,5, ~ 0,8 et ~ 1,4 eV. Il est à noter que l’état résonant (à 0,5 eV) se 
trouve dans le gap de InAs(100), juste au dessus du sommet de la bande de valence.  
 
Mesures à basse température 
Certaines de nos mesures ont été réalisées à basse température (20K sur l’échantillon). La Fig. III-33c) 
montre l’influence de la température sur la forme du spectre. A part des modifications attendues à 
basse température, comme la marche au niveau de Fermi plus abrupte et les pics (ici l’état résonant) 
plus fins et plus intenses, on observe aussi un comportement plus subtil : un léger déplacement 
(~ 20 meV) vers les énergies de liaison plus grandes de l’état résonant à basse température. Ce 
déplacement, bien réel, puisqu’on dispose d’une référence précise de la position du niveau de Fermi 
et puisque nous l’avons observé aussi sur la surface (111), a une signification plus profonde. Il est le 
résultat de la présence du gaz bidimensionnel d’électrons (gaz-2D) sur la surface, dans ce qu’on 
appelle la couche d’accumulation. Ce gaz peut influencer d’une façon significative la taille du gap à 
travers des effets non-linéaires, une conséquence de la densité importante d’électrons. Il a été 
montré que le gap sur la surface est plus petit que dans le volume [King10]. En variant la 
température, on modifie la densité d’électrons dans ce gaz bidimensionnel ; on change donc 
l’écrantage, ce qui se répercute sur la position en énergie des niveaux électroniques de la bande de 
valence et des niveaux de cœur. 
 
Comparaison avec la littérature 
Pour clôturer ce paragraphe, on montre sur la Fig. III-34 une comparaison rapide entre les résultats 
de la littérature [Ahola-Tuomi11] (a) et nos spectres (b). Pour les spectres de la littérature, il n’y a pas 
d’indications sur la direction du champ E des photons, ni sur l’orientation des lignes d’indium 
(bismuth), mais le bon accord entre les spectres pour InAs(100) propre témoigne que les 
configurations expérimentales devraient être les mêmes. La comparaison est favorable aussi entre 
les spectres mesurés sur la surface avec le bismuth. On constate notamment la présence des états au 
voisinage du niveau de Fermi et le pic noté « B2 ». On peut en conclure que la qualité de nos surfaces 
est au moins comparable à celle de la littérature. Par contre, le grand avantage de nos mesures 
réside sur le fait qu’elles étaient faites avec un analyseur d’électrons bidimensionnel (énergie, angle 
de l’émission), ce qui donne une information plus précise sur la dispersion des bandes électroniques. 
 
3.3.3.2 Couche d’accumulation 
La formation de la couche d’accumulation et la formation du gaz-2D a été décrite dans le Chapitre 1 
(§ 1.6). 
L’apparition de la couche d’accumulation sur la surface InAs(100) dépend de la préparation de la 
surface. Sur la surface propre, nous ne l’avons pas observée. Par contre, la présence du bismuth fait 
apparaître la couche d’accumulation ; il se comporte donc comme un donneur.  
Nos mesures montrent que l’intensité de la couche d’accumulation dépend de la configuration 
expérimentale (Fig. III-35). Elle augmente si le champ E a une composante perpendiculaire à la 
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surface, c’est-à-dire pour la polarisation horizontale de la lumière. Le spectre en bleu est le même 







HP, H, HL(Bi) avec Bi  
 
HP, H, HL(In) InAs propre 
 
Figure III-34 : a) Spectres de la bande de valence pour différentes reconstructions de surface [Ahola-Tuomi11] ; b) Nos 
mesures de la valence sur la surface propre InAs(100) et avec Bi donnant la reconstruction (2x6). 
 
La courbe en rouge représente la configuration expérimentale avec le champ E parallèle à la surface 
(polarisation verticale) et aussi parallèle aux lignes de Bi. L’émission de la couche d’accumulation est 
très faible. Si maintenant on tourne l’échantillon et en même temps le champ E, ce dernier devient 
horizontal tout en restant parallèle aux lignes de Bi ; l’intensité de la couche d’accumulation 
augmente considérablement (courbe en noir). Le reste du spectre reste inchangé.  
La courbe verte présente pour référence un spectre de la surface propre InAs(100) où on n’observe 





Figure III-35 : Spectres à l’émission normale. L’intensité de la couche 
d’accumulation dépend de la configuration expérimentale. Le spectre en 
bleu est le même que sur la Fig. III-25-1 a) et c) (en bleu). La configuration 
expérimentale avec le champ E vertical et parallèle aux lignes de Bi (en 
rouge). La configuration expérimentale avec le champ E horizontal et 
parallèle aux lignes de Bi (en noir). La courbe verte présente pour 
référence un spectre de la surface propre InAs(100) où on n’observe pas  
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3.3.3.3 Etats électroniques de Bi 
Dans la discussion précédente, nous avons pu constater que l’interaction entre le bismuth et la 
surface InAs(100) est très faible. On peut se poser la question si la contribution des états 
électronique de bismuth peut être identifiée à partir des spectres ARPES. 
 
Sur la Fig. III-36, on reprend deux couples, a)-c) et b)-d), de dispersions déjà montrées, mais cette 
fois-ci on s’intéresse à la région proche au niveau de Fermi. Les figures a) et c) montrent les spectres 
de la surface InAs(100) et b), d) ceux de la surface avec Bi. Chaque couple est mesuré dans la même 
géométrie expérimentale.  
La comparaison montre clairement que les états électroniques du bismuth se placent dans les gaps 
des états de InAs. C’est le cas de l’état résonant de la figure b) ; on peut le voir aussi dans les spectres 
à l’émission normale (Fig. III-35). 
La géométrie expérimentale où on éteint la résonance du bismuth (Fig. III-36d)) permet de montrer 
que des états entre -0,7 et -1 eV autour de k=0 se placent dans les gaps des états de surface 
InAs(100) (figure c). 
















 VP, V, HL(In) = VL(Bi) 
 
Figure III-36 : Comparaison de la surface propre InAs(100) a) et c) et de la surface avec le bismuth b) et d). La 
configuration de l'expérience est que les chaînes In sont horizontales;  polarisation horizontale de la lumière : a) surface 
propre b) avec Bi; Polarisation verticale de la lumière : c) surface propre d) avec Bi. Energie de photon de 31 eV. 
 
Finalement, on peut essayer de voir si l’allure des bandes de bismuth peut être comparée aux calculs 
de la littérature. Bien sûr, il s’agit ici de déceler des tendances générales, puisque la structure de 
l’interface Bi/InAs(100) n’est pas encore déterminée avec certitude. 
 
Dans la littérature il y a une multitude de résultats, majoritairement pour la surface Bi(111). On 
s’intéressera ici aux calculs pour une MC.  
Une étude de la modification des bandes dans une MC de Bi libre et aussi déposée sur différents 
substrats a été menée [Huang13]. Il apparaît que l’interaction entre le bismuth et le substrat est très 
faible dans le cas de BN avec la structure hexagonale (h-BN), comme pour notre interface. La Fig. III-
37 a) montre la structure de bande Bi/h-BN-√2x√2. Qualitativement, les deux contributions de 
bismuth, la bande en forme de « M » (énergie de liaison entre 0,5 et 1 eV) et la bande en « Λ » (à 
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partir de l’énergie de liaison de 1,2 eV), correspondent aux états mesurés en photoémission. On 
notifie qu’à l’énergie de liaison de -0,5 eV, les états se situent dans la projection de la structure de 











Figure III-37 : a) Calcul de la structure électronique d’une monocouche de Bi déposée sur le substrat h-BN-√2x√2 
[Huang13] comparé à notre mesure b). c) Calculs pour 1 et 2 monocouches libres [Koroteev08]. 
 
Un autre calcul [Koroteev08] d’une et de deux MCs libres  donne des dispersions similaires, (Fig. III-37 
c). Par contre, la comparaison est moins favorable avec les calculs de l’interface Bi/InAs(100) avec les 
lignes de bismuth [Alzahrani09] (Fig. III-38). Leur structure de bande calculée présente un système 






Figure III-38 : Structure de bande de surface pour les nano-
lignes Bi sur la surface Bi/InAs(100) (2x6). La zone ombrée 









D'après nos mesures de photoémission des BVs, on observe que Bi interagit très faiblement avec la 
surface car la structure d'origine de la surface propre InAs(100) reste intacte. Les niveaux de cœur In 
4d peuvent en témoigner par la contribution du signal S1 attribué aux dimères existant sur cette 
surface propre survivant sous la couche Bi. L'étude de la BV révèle aussi la présence d'états résonants 
fortement dépendants de l'énergie des photons et de la polarisation de la lumière, en rapport avec la 
structure quasi-unidimensionnelle de la surface. Concernant l'interface Bi, les lignes Bi s'arrangeant 
perpendiculairement face aux lignes In, et les états électroniques Bi se placent au sein des gaps des 
états InAs. 
La couche d'accumulation a été visible uniquement lors d'une polarisation horizontale de la lumière. 
Les bandes de Bi sont confinées en dessous du niveau de Fermi. La structure électronique d'1 MC de 
Bi peut être comparée avec les calculs dans la littérature [Koroteev08, Huang13].  
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Chapitre IV - Bi/InAs(111) 
 
4.1. Elaboration et caractérisation des échantillons  
 
4.1.1. Surface propre 
La spécificité de la surface InAs(111) est qu’elle a deux terminaisons: In (face A) et As (face B). Les 
deux faces présentent des reconstructions différentes. On s’attend donc à ce que la croissance du 
bismuth dépende de la face.  
 
Comme la surface (100), la surface InAs(111) propre nécessite pour être obtenue plusieurs cycles de 
bombardement ionique et de recuits. Nous avons utilisé des ions Ar+ de 800 eV et la surface a été 
recuite   400°C. Le bombardement est effectué pendant 30 minutes et le recuit dure 45–60 min. 
Cette méthode de préparation a été bien mise au point et est publiée dans la littérature [Olsson96a, 
Szamota-Leandersson11]. 
 
La surface polaire InAs(111)-B n’obéit pas à la règle de comptage d’électrons et sa stabilité est 
expliquée par la polarisation de la bicouche As-In qui entraîne un transfert de charge perpendiculaire 
à la surface [Mankefors99]. Cette surface, après la préparation par bombardement ionique et recuit, 
montre une reconstruction (1x1), tandis que la face A est reconstruite (2x2). La reconstruction (2x2) 
peut être observée aussi sur la face B quand elle est préparée par épitaxie [Andersson96].  
 
Nous avons pu employer la méthode BIR (bombardement ionique suivi d’un recuit) dans notre 
laboratoire, et aussi pendant les mesures avec rayonnement synchrotron à MAX-lab, sur la ligne I3, 
et à Elettra, sur la ligne APE. Il faut de noter que la température de désorption de l'oxyde sur la 
surface InAs-B est plus élevée que la température maximale à laquelle la surface commence à se 
décomposer. Par conséquent, les recuits et les bombardements ioniques sur cette surface ne font 
que de la dégrader [Hilner10]. En revanche, pour la surface A, l'oxyde est beaucoup plus 







Figure IV-1 : Montage des échantillons InAs(111)-A et InAs(111)-B dans notre laboratoire a) et à MAX-lab b). 
 
Pendant plusieurs séjours à MAX-lab, nous avons pu avoir aussi accès à des échantillons préparés par 
épitaxie (EJM). Ce mode de préparation donne une surface d’excellente qualité, mais pas avec les 
mêmes propriétés que celles obtenues par bombardements et recuits. La chambre d’épitaxie est 
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directement connectée à la chambre de photoémission de la ligne de lumière et les échantillons 
peuvent donc être transférés sous ultravide.  
À chaque fois, les deux surfaces InAs(111)A et InAs(111)B sont placées sur le même porte-






Figure IV-2 : Clichés DEL de la surface propre préparé par BIR. a) InAs(111)A (2x2) à 23 eV ; b) InAs(111)B (1x1) à 43 eV. 
 
Pendant la préparation par EJM, l'influence de la pression d’arsenic joue un rôle déterminant. Par 
exemple, la structure (2x2) est susceptible de se former dans des conditions riches en As et la 
structure (1x1) dans des conditions pauvres en As [Andersson94, Andersson96, Mankefors99, 
Grishin05, Taguchi05, Tereshchenko09]. Dans notre expérience, la surface InAs(111) A et B a été 






Figure IV-3 : Clichés DEL à 51 eV a) et RHEED b) de la surface InAs(111)-A après le recuit, préparée par EJM. 
 
Dans la chambre d’épitaxie, il est impossible de baisser rapidement la pression résiduelle d’arsenic 
après la croissance. Il en résulte que même la surface A, terminée par In, contenait une fraction 
(typiquement 0,5 MC) d’arsenic, ce qui influençait la croissance de Bi. En résumé, même si la surface 
préparée par EJM est de bien meilleure qualité que celle issue de la méthode BIR, l’obtention de  
monocristaux de bismuth sur la surface A est plus facile avec la préparation par BIR. On va le montrer 
à travers des analyses de niveaux de cœur et par la mesure de la BV. 
Après la préparation, la surface a été contrôlée par la diffraction d’électrons lents. La chambre de 
préparation par EJM dispose d’un RHEED pour caractériser la surface (Fig. IV-3b).  
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4.1.2. Dépôt de Bi 
 
Etalonnage de la source  
Nous avons étalonné  la vitesse de croissance de Bi à l’aide d’une microbalance à quartz. La Fig. IV-4 
montre clairement une vitesse qui s'uniformise, les intervalles de temps étant équidistants à partir 
du deuxième pic. La mesure a une forme en dent de scie car après avoir déposé 1 Å de Bi, nous avons 
réinitialisé la mesure de l’épaisseur. 
Au début de la mesure, la courbe évolue dans les valeurs négatives. Cette tendance est due à 
l’échauffement du cristal oscillant après l’exposition à l’évaporateur. 
 








Figure IV-5 : Clichés DEL. a) surface propre InAs(111) A - 2x2 à 21 eV ; b) 4 MC Bi à 37 eV ; c) 10 MC Bi à 37 eV. 
 
Il est intéressant de voir à quel point ces deux faces A et B sont différentes lorsque l'on dépose une 
couche épaisse (10–20 MC) de Bi. Le recouvrement de la face A par le bismuth montre une 
reconstruction que l’on peut assimiler à (6x1) avec 3 domaines tournés de 60° (Fig. IV-5), tandis que 
la surface B est sans reconstruction (1x1) (Fig. IV-6a). 
 
4.2. Simulation des niveaux de cœur  
 
4.2.1. InAs(111)A (2x2) et InAs(111)B (1x1) par BIR 
La surface InAs(111)A (2x2) est terminée par In et présente une structure lacunaire d'indium 
[Olsson96, Tong84]. Pour la simulation des spectres In 4d nous avons utilisé une méthode similaire à 
celle trouvée dans la littérature [McGinley00], où le fond continu est soustrait par une fonction 
linéaire. La simulation donne un bon accord avec des résultats antérieurs [Szamota-Leandersson03]. 
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D’une façon plus générale, les déplacements relatifs des niveaux de cœur sont similaires sur la face A 
dans les composées III-V, par exemple GaAs(111)A (2x2) [McGinley00].  
Comme on peut le voir sur la Fig. IV-7, le niveau In 4d contient un seul pic de surface. Le déplacement 






Figure IV-6 : Cliché DEL après dépôt d'environ 10 MC Bi. (a) pas de reconstruction pour la surface InAs(111)-B ; (b) 







Paramètres de simulation:   
 
 
déplacement chimique (eV) : 
ΔL (eV)  = 0,18 eV 
ΔG (eV) = 0,35 eV 
SO (eV) = 0,868 eV 
B - S = 0,30 eV 
Paramètres de simulation: 
 
 
déplacement chimique (eV) : 
ΔL (eV)  = 0,18 
ΔG (eV) = 0,35 
SO (eV) = 0,828 
B - S = 0,26 eV 
Figure IV-7 : Simulation du spectre In 4d de la surface propre 
InAs(111)A avec la reconstruction (2x2).   
Figure IV-8 : Simulation du spectre In 4d de la surface 
InAs-B avec la reconstruction (1x1). 
 
Une approche théorique a été publiée pour identifier les composantes des niveaux In 4d pour la 
surface A [Taguchi06]. Le déplacement vers de plus hautes énergies de liaison de la composante de 
surface, S, s’explique par un transfert de la charge de l’indium à l'atome d’arsenic près du site 
lacunaire. La composante de volume, B, résulte de la liaison entre In et As de la deuxième couche 
(Fig. IV-7).  
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Malgré le fait que la surface B soit terminée par des atomes de As, le spectre In 4d est très similaire à 
celui de la surface A : notamment il contient la même et unique composante de surface à plus haute 
énergie de liaison que la composante de volume. Notre valeur de déplacement chimique (0,26 eV) 
est en accord avec celle de la littérature [Szamota-Leandersson11]. Ce déplacement est expliqué 
comme la conséquence de la réduction de charge dans la dernière couche atomique engendrée par 
la diminution du dipôle sur la surface [Szamota-Leandersson11]. Pour la composante S, ce sont les 
atomes In, liés aux atomes As de la première couche qui relaxent [Taguchi05, Hilner10]. 
Il faut rappeler que la situation de la surface B est plus compliquée car la reconstruction dépend 
fortement de la préparation. Bombardements ioniques et recuits (BIR) produisent une reconstruction 
(1x1), mais celle-ci devient (2x2) avec une préparation par EJM [Andersson96]. Inversement, le 
passage 2x2 – 1x1 a été observé après le recuit de la 
surface (250-450°C), à cause d’une désorption de 
trimères d’arsenic [Hilner10]. On comprend que 
l’intensité de la composante de surface doive suivre 
ces changements d’organisation de la dernière 
couche atomique. En effet, en comparant les 
Figs. IV-8 et IV-7, la composante S est plus faible sur 
la surface B. Ceci est clairement visible aussi sur la 
Fig. IV-9 où on compare les spectres In 4d des deux 
surfaces. Le spectre de la surface B est plus 
« creusé » à cause de la diminution de l’intensité 
de S. Cette composante disparaît quand l’échantillon 




Figure IV-9 : Comparaison des spectres In 4d des 
surfaces A et B. 
Le déplacement du spectre de la surface B vers les énergies de liaison plus basses peut être expliqué 
par la réduction du dipôle de surface, comme mentionné plus haut. 
 
4.2.2. Interfaces Bi/InAs(111) 
 
4.2.2.1. Surface A préparée par BIR 
Notre première approche pour comprendre la croissance de Bi sur la surface InAs(111) consistait à 
des évaporations successives suivies de mesures des niveaux de cœur Bi 5d et In 4d. En même temps 
nous avons enregistré des clichés de DEL (Fig. IV-10).  
La diffraction d’électrons montre qu’après les premiers dépôts de premières monocouches (Figs. IV-
10b, c) la reconstruction 2x2 disparaît et seules les taches du substrat (1x1) sont faiblement visibles. 
Dans le § 4.3 où on analyse les BV, nous allons montrer qu’à partir des premiers dépôts on observe 
une dispersion de bandes correspondant au Bi, mais avec un faible contraste. 
 
Dans un premier temps, on suivra l’évolution globale de l’intensité des niveaux de cœur In 4d et 
Bi 5d5/2 mesurés avec des photons de 40 eV. À cause de la séparation suffisamment importante 
(3,1 eV) entre les composantes Bi 5d5/2 et 5d3/2, il suffit de suivre l’évolution du premier des deux 
niveaux. L’intégrale de l’intensité des niveaux In 4d et Bi 5d5/2 est tracée dans la Fig. IV-11. 
 











    
Figure IV-10 : Clichés de DEL après le dépôt de Bi sur la surface InAs(111)-A.  (a) Surface propre avec la reconstruction 2x2 
(E=54 eV) ; (b) 2 MC de Bi (E=61,4 eV) ; (c) 5 MC (E=67,5 eV) ; (d) 10 MC ( E=56,9 eV). 
 
Comme on peut s’y attendre, l’intensité des niveaux de cœur In 4d diminue en fonction du temps de 
dépôt. Un examen plus détaillé permet de voir des cassures dans les pentes des droites 
d’interpolation entre les points de mesure (ligne noire dans la Fig. IV-11). Ce changement de pente 
est très clairement marqué notamment au début de la croissance, autour de 5 min de dépôt (Fig. IV-
11a). Par la suite, on attribuera ce temps au dépôt d’une monocouche. Le choix de cet intervalle de 






Figure IV-11 : Intensité de In 4d (a) et de Bi 5d5/2 (b) en fonction du temps de dépôt. L’interpolation (ligne noire) met en 
évidence la variation de la pente des intensités qui est attribuée chaque fois au dépôt d’une couche complète de Bi. 
 
Un examen plus fin des spectres de In 4d montre deux aspects distincts. Tout d’abord, après la 
première évaporation, on observe un net déplacement vers des énergies de liaison plus faibles. La 
Fig. IV-12a indique que ce déplacement est de l’ordre de 300 meV. On le détermine en comparant la 
position des niveaux In 4d de la surface propre et après le dépôt de 2,8 MC de Bi. Le choix de prendre 
comme référence la surface avec 2,8 MC de Bi est un bon compromis, car les niveaux In 4d sont 
encore suffisamment intenses. De plus, on peut constater que les spectres In 4d n’évoluent ni en 
position ni en forme après le dépôt de 1 MC de Bi. Notons que les niveaux In 4d ne sont plus 
détectables après un dépôt de ~ 10 MC de Bi. 
 
Le deuxième aspect à prendre en compte est le changement de forme des spectres. L’évolution en 
Fig. IV-12a montre d’une part que la «vallée » entre In 4d5/2 et 4d3/2 se « creuse » avec la durée des 
dépôts, notamment vers 1 MC. D’autre part, on observe la formation d’un épaulement côté hautes 
énergies cinétiques. Ces modifications apparaissent plus clairement sur la Fig. IV-12c où on compare 
les spectres après le dépôt de 0,2 MC (en rouge) et de 2 MC (en vert). La soustraction (faite dans 
l’ordre pour montrer, en bleu, la composante disparue après le dépôt) entre les deux spectres [In 4d 
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(0,2 MC) - In 4d (2 MC)] nous informe que la couche de Bi enlève complètement l’état de surface de 
la surface propre. En effet, on sait que cet état de surface est placé à plus haute énergie de liaison 
par rapport à la composante de volume (voir Fig. IV-7). Dans la soustraction sur la Fig. IV-12c on 
élimine la composante de volume qui doit exister dans les deux spectres. Le résultat (la courbe bleue) 
montre clairement une composante dont la position en énergie correspond à l’état de surface de la 
surface propre. Cet état n’est que partiellement éliminé après le dépôt de 0,2 MC que nous avons 













Figure IV-12 : Dépôt de Bi sur le substrat InAs(111)A - 2x2. Evolution des niveaux de cœur a) In 4d et  b) Bi 5d5/2. c) La 
différence (en bleu) entre les spectres In 4d après le dépôt de Bi de 0,2 MC (en rouge) et de 2 MC (en vert). 
 
Dans ce contexte, on remarque qu’il serait plus délicat d’utiliser dans la soustraction le spectre In 4d 
de la surface propre à cause de la courbure de bande induite par la présence des atomes de Bi. Si l’on 
se réfère aux spectres de Bi 5d5/2 (voir Fig. IV-12b et la discussion qui suit), la position des niveaux de 
cœur (c’est-à-dire la courbure de bande) est fixée déjà après le premier dépôt de Bi (0,2 MC). Même 
si, à première vue, il semble que le spectre In 4d continue à se déplacer (Fig. IV-12a) pour les couches 
de Bi > 0,2 MC ; ce déplacement n’est qu’apparent. Il est généré par la disparition progressive de 
l’état de surface. 
 
Il est intéressant de voir que la soustraction sur la Fig. IV-12c montre aussi l’apparition d’une autre 
composante, à plus haute énergie cinétique, autour de 19 eV. Cette composante représente la liaison 
Bi–In, en accord avec la littérature. Même si, à notre connaissance, la surface Bi/InAs(111)-A n’a pas 
été étudiée, les interfaces similaires [Bi/InAs(100), Bi/GaAs(111)-A] montrent des tendances 
similaires [McGinley00, AholaTuomi11, Szamota-Leandersson11]. Le déplacement vers l’énergie 
cinétique plus haute est expliqué par la réduction de la charge du dipôle de surface. 
 
Les niveaux Bi 5d5/2 ne montrent pratiquement pas de variations ni en forme ni en énergie de liaison 
(Fig. IV-12b). La largeur à mi-hauteur converge très rapidement vers la valeur pour le Bi massif. On le 
voit avec plus de clarté sur la Fig. IV-13a; le spectre n’évolue quasiment plus à partir de 3,5 MC. Les 
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spectres entre 0,2 MC et 3,5 MC fait apparaître deux composantes, en plus de celle de volume 
(Fig. IV-13b). La composante à plus haute énergie cinétique peut être associée avec la liaison Bi–In et 
celle de l’autre côté de la composante de volume, à plus basse énergie cinétique et aussi avec plus 
faible intensité spectrale, est caractéristique de la liaison Bi-As (voir aussi [Szamota-Leandersson11]). 
Malgré le fait que la surface (dans le cas idéal) est terminée par In, la présence de défauts peut 
laisser la place sur la surface à une faible quantité d’arsenic. Les deux composantes disparaissent très 
rapidement avec le recouvrement de Bi. Comme pour la discussion sur In 4d, on peut constater que 
ce qui paraît comme un faible déplacement en énergie pour les recouvrements inférieurs à 1 MC, 








Figure IV-13 : a) Comparaison des spectres Bi 5d5/2 après le dépôt de Bi de 3,5 MC (en vert) et de 15 MC (en bleu). 
b) La différence des spectres Bi 5d5/2 (en bleu) après le dépôt de Bi de 0,2 MC (en rouge) et de 3,5 MC (en vert). 
 
Le comportement des deux niveaux de cœur permet de conclure que la croissance de Bi sur la face A 
est épitaxiale. Cette constatation est en accord d’une part avec l’évolution des intensités (Fig. IV-11) 
où on peut distinguer la cassure de la pente même pour la deuxième MC et d’autre part aussi par la 
convergence rapide de la forme de Bi 5d. Les spectres de BV apporteront un argument de plus dans 
ce sens.   
 
4.2.2.2. Surface B préparée par BIR  
Dans un premier temps, comme pour la surface A, nous avons fait des évaporations successives de 
petites quantités (<< 1 MC) de Bi. L’étalonnage de notre évaporateur a été déjà fait en étudiant la 
face A. Cette fois-ci la surface est terminée par As ; on s’attend donc à une formation de l’interface 
différente de celle pour la surface A. 
 
La croissance de la première MC s’effectue, comme pour la face A, par épitaxie. On voit clairement 
un changement de pente de l’intensité des niveaux Bi 5d5/2 autour de 5 minutes, montré sur la 
Fig. IV-14. Par contre, il est difficile de déterminer avec certitude la cassure de la pente due à la 
deuxième MC.  
Quand on regarde plus près les spectres des niveaux de cœur, enregistrés cette fois-ci avec l’énergie 
de photon de 45 eV, on constate quelques différences en comparaison avec la face A, surtout en ce 
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Il faut déposer plus de 50 MC de Bi pour faire disparaître l’intensité In 4d. Pour de faibles 
recouvrements, les niveaux In 4d évoluent comme pour la face A, ainsi qu’on peut le voir sur la 
Fig. IV-15a. Pour la face B, on n’observe pas de courbure de bande après le premier dépôt de Bi 
(0,2 MC) ; on constate seulement une forte diminution de l’état de surface. Ceci est bien visible sur le 
résultat de la soustraction [In 4d (0 MC) – In 4d (0,2 MC)], en bleu sur la Fig. IV-16a. La différence des 
spectres correspond bien à la position en énergie de l’état de surface sur la surface propre, à 















Figure IV-14 : Intensité de Bi 5d5/2 en 
fonction du temps de dépôt. 
Figure IV-15 : Le dépôt de Bi sur le substrat InAs(111)B – 1x1. Evolution 
des niveaux de cœur a) In4d et  b) Bi5d5/2.  
 
Pour les dépôts plus importants, les spectres In 4d développent un épaulement à haute énergie 
cinétique, mis en évidence par la soustraction [In 4d (13 MC) – In 4d (0 MC)] sur la Fig. IV-16b. 
L’augmentation globale de l’intensité de l’épaulement avec l’épaisseur de la couche de Bi peut être 
suivie aussi sur la Fig. IV-17, mais une information plus fine est obtenue seulement en effectuant une 
soustraction. La Fig. IV-16c, où on montre seulement les résultats des soustractions, résume 
l'évolution des composantes de In 4d avec le dépôt de Bi. Les deux courbes du bas (en rouge et en 
bleu au milieu) sont reprises des Figs. IV-16a et 16b. La courbe en haut montre que l’épaulement 
après un dépôt de 27 MC est en fait formé de deux composantes, indiquées par les lignes verticales 
rouges. L’indium forme donc deux liaisons chimiques distinctes. Ce point a été évoqué par Szamota-
Leandersson [Szamota-Leandersson11], mais dans ce travail la résolution en énergie n’a pas permis 
de distinguer les deux contributions. 
Nos mesures permettent de clarifier un peu plus la situation sur cette surface. En effet, des études 
précédentes [Verma01] montrent que Bi remplace As dans la maille zinc-blende, ce qui favorise la 
formation des liaisons Bi–In dans le cristal. Cette étude a été menée sur les cristaux avec une faible 
concentration de Bi (1 à 4%), ce qui peut justifier la composante dans l’épaulement à plus forte 
énergie cinétique. En déposant une plus grande quantité de Bi, il est fort probable que l’indium est 
libéré de la maille ; il peut donc former des liaisons In–In ou encore In–Bi, mais cette dernière serait 







































Figure IV-16 : Spectres In 4d et les différences entre 0 MC et a) 0,2 MC et b) 13 MC; c) spectres différence. 
 
L’évolution des niveaux Bi 5d est plus marquée que sur la face A. Pour des dépôts faibles, la largeur 
des spectres Bi 5d5/2 sur la Fig. IV-15b montre la présence de plusieurs composantes qui persistent 
au-delà de quelques MC de Bi.  Si l’on compare la soustraction [Bi 5d (0,2 MC) – Bi  5d (13 MC)] 
(Fig. IV-19) avec celle de la face A (Fig. IV-13b), on peut constater que, logiquement, l’intensité 
spectrale correspondante à la liaison Bi–As est plus importante pour la face B.  
 
   
Figure IV-17 : Spectres In 4d à forts 
recouvrements de Bi. 
Figure IV-18 : Spectres Bi 5d5/2 à forts 
recouvrements de Bi. 
Figure IV-19 : Spectres Bi 5d5/2. La 
comparaison et soustraction entre 0,2 et 
13 MC de Bi. 
 
Une autre constatation importante est que la largeur de Bi 5d5/2 continue à diminuer même pour les 
couches épaisses de Bi (Fig. IV-18). Si en même temps on tient compte de la persistance du signal de 
In 4d, ceci indique une croissance en îlots sur la face B. De façon similaire, le système GaAs(111)B 
pour une épaisseur de 2 MC de Bi mène à une formation d’îlots du Bi à l'interface [McGinley99]. Ceci 
a été confirmé par les mesures STM sur le système InAs(111)B [Hilner10]. 
 
4.2.2.3.  Echantillons préparés par EJM 
Pendant nos campagnes de mesures avec le rayonnement synchrotron à MAX-lab, nous avons 
travaillé aussi sur des échantillons préparés par EJM. Dans ce cas, le dépôt de Bi a été effectué dans 
la chambre d’épitaxie. Evidemment, comme déjà mentionné, les échantillons sont de bien meilleure 
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Il y a cependant un petit problème concernant la face A. Dans la chambre d’épitaxie, après la 
croissance du substrat InAs, il est impossible de baisser rapidement la pression partielle de l’arsenic. 
Celui-ci se dépose, en petite quantité, de l’ordre de 0,5 MC, donc sur la face A terminée par In et il 
modifie ses propriétés. Nous avons déjà vu que As est plus électronégatif que In et Bi [Szamota-
Leanderson11], il va former des liaisons avec Bi, comme sur la face B, ce qui compromet une bonne 
croissance épitaxiale de Bi. On peut le voir sur les Figs. IV-20a et IV-21a où l’épaulement à plus basse 
énergie cinétique de Bi 5d5/2 est la signature de cette liaison. Paradoxalement donc, on obtient des 






Figure IV-20 : Spectres Bi 5d et In 4d après dépôt de 4 MC de Bi par EJM sur InAs(111). On observe une reconstruction 
(2x2) pour les deux faces à température ambiante. 
 
Par contre, sur la face B, le spectre In 4d ne contient que la composante de volume indiquant une 
interface Bi/InAs très homogène (Fig. IV-21b). On peut voir que dans la simulation sur la Fig. IV-21b il 
est nécessaire d’ajouter artificiellement une composante d’ajustement, marquée « S ». Cette 
composante a été déjà introduite dans la littérature [Andersson96, Szamota-Leandersson11], sans 
une explication plus profonde de son origine.  
 
Recuits 
Sur certaines interfaces, nous avons effectué des recuits. À l’origine, cette démarche avait pour but 
d’améliorer la qualité de l’interface et éventuellement de former une seule monocouche de Bi sur la 
surface de InAs. Ce but n’a pas été atteint car l’interface a un comportement plus complexe. Malgré 
cela, on obtient quelques renseignements intéressants sur l’évolution de l’interface grâce à l’étude 
des niveaux de cœur.  
Les résultats pour les échantillons préparés par épitaxie, avec une couche de 15 MC de Bi, sont 
montrés sur les Figs. IV-22 à IV-25. Nous avons effectué deux recuits à des températures différentes, 
T < 300°C et T > 300°C. Il n’a pas été possible de déterminer la température avec plus de précision.  
 
Comme on peut s’y attendre, la croissance sur la face A est plus proche de mode couche-par-couche. 
Par conséquent, le signal de In 4d sur la surface non recuite est beaucoup plus faible sur la face A. 




















Figure IV-22:  interface Bi/InAs(111)-A en fonction des recuits. a) In 4d  b) Bi 5d5/2  
 
La réorganisation est importante après le premier recuit (T < 300°C). On observe un déplacement 
chimique des niveaux In 4d sur la face A (Fig. IV-24a). Pour la face B, le spectre Bi 5d  montre un 
épaulement marqué à basse énergie cinétique. La comparaison des spectres Bi 5d entre les deux 





Figure IV-23 : interface Bi/InAs(111)-B en fonction des recuits. a) In 4d  b) Bi 5d5/2. 
 
 







Figure IV-24 : Recuit à T < 300°C : comparaison entre la face A (en rouge) et al face B (en vert) de a) In 4d et b) Bi 5d5/2. 
 
La position en énergie de l’épaulement correspond bien aux résultats de la littérature, obtenus sur la 
même interface [Szamota-Leandersson11]. De plus, la simulation des spectres Bi 5d avant et après un 
recuit (Figs. IV-25a et b) est en bon accord avec cette même littérature. 
 
La température T > 300°C est suffisante pour permettre aux deux faces de trouver un équilibre, ce 
qui se manifeste par les mêmes formes de spectres des deux niveaux de cœur et par les mêmes 








S1 (BiBi et Bi-In) 
S2 (Bi-As) 
Figure IV-25 : Niveau de cœur Bi 5d, de la surface 4 MC Bi/InAs(111) B (2x2), a) mesuré à température ambiante sans 
recuit b) à température ambiante après recuit.  
 
Nous avons fait aussi une série de recuits sur la face B préparée par BIR et sur laquelle nous avons 
déposé 1 MC de Bi (Fig. IV-26). Les évolutions des spectres sont les mêmes que celles observées pour 














Figure IV-26 : interface Bi/InAs(111)-B préparée par BIR. La légende (1/400°) = 1 MC recuit à 400°C. Evolution en 




Nous avons montré que pour les surfaces préparées par BIR la face A est un meilleur substrat pour 
l’épitaxie de Bi que la face B. C’est la conséquence de la faible réactivité entre les atomes de Bi et 
cette surface terminée par In. 
Curieusement, les échantillons préparés par EJM, où on obtient une bien meilleure qualité de 
surface, ne montrent pas une bonne de croissance de Bi, notamment pour la face A. Dans ce cas, la 
croissance épitaxiale est compromise par la présence résiduelle d’atomes d’As dans la chambre 
d'épitaxie qui se déposent (de l’ordre d’une demi monocouche) sur la surface terminée par l’In. La 
présence d’As est confirmée, dans les spectres Bi 5d,  par l'apparition d'un épaulement à plus forte 
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4.3. Spectroscopie des bandes de valence Bi / InAs(111) A et B 
4.3.1. Surface propre 
Pour contrôler la qualité de la préparation de nos substrats, nous avons d’abord mesuré les 





Figure IV-27: Comparaison des spectres des BV de la surface propre avec la littérature : a) face A, notre mesure (à 
gauche) et selon [Olsson96b] (à droite) ; b) face B : notre mesure (à gauche) et selon [Szamota-Leandersson06], (à 
droite). 
 
Les structures de bandes de la face A et de la face B portent des signatures distinctes à cause de la 
différence dans la terminaison atomique (Fig. IV-27). Bien entendu, les bandes correspondant au 
volume ont la même dispersion dans les deux cas. On peut clairement les distinguer sur les spectres 









Figure IV-28 :  Spectres de la bande de valence de la surface propre : a) Face B préparée par BIR ; b) Face B  préparée par 
épitaxie ; c) face A préparée par BIR ; d) face A préparée par EJM. 
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L’état de surface a une intensité très prononcée sur la face B (Fig. 28a) préparée par BIR. Cet état, 
avec une faible dispersion autour de l’énergie de liaison de 0,7 eV (Fig. IV-27b), est placé dans le gap 
de volume, comme on peut le voir sur la Fig. IV-29 où l’on compare des spectres de la face A et B à 





Figure IV-29 : Comparaison des spectres de la bande de valence en émission normale : a) face B préparée par BIR (rouge) 
et par épitaxie (bleu). Les spectres sont extraits respectivement de la Fig. 1a et 1b ; b) face A préparée par BIR (rouge) et 
par épitaxie (bleu). Les spectres sont extraits respectivement de la Fig. 1c et 1d. 
 
Une explication de l'origine de cet état est proposée dans la publication [Mankefors99]. À cause de 
l’asymétrie de potentiel, la surface est instable. En conséquence, les atomes d'arsenic résidant dans 
la première couche relaxent vers le volume dans le but de maintenir l'hybridation sp3 des orbitales. 
On suggère donc que l'état dispersif à -0,7 eV provient de l'atome As relaxé. On peut remarquer ici, 
comme déjà mentionné dans le Chapitre 1, que  la face B n'est pas reconstruite. 
 
Il est cependant intéressant de noter que lorsque l'échantillon est préparé par épitaxie, l’état de 
surface de la face B n’est plus présent. Pour les deux faces, le gap est bien plus clairement défini 
quand les échantillons sont préparés par épitaxie et sa largeur correspond à la valeur dans InAs 
cristallin. La raison de cette différence entre les deux modes de préparation peut provenir du fait que 
le bombardement ionique génère des défauts. La surface est de ce fait moins homogène, ce qui 
induit des gaps de tailles différentes, comme on peut le constater sur la Fig. IV-29. Au voisinage du 
centre de la ZB, on observe pour les deux faces, la présence d’une couche d’accumulation d’électrons 
(Fig. IV-28 et Fig. IV-30). Elle est due à la courbure des bandes sur la surface. La couche 
d’accumulation a été identifiée pour la première fois par Olsson et al. [Olsson96a]. D'après la Fig. IV-
30, nos mesures reproduisent celles de la littérature.  
4.3.2 Formation du monocristal de Bi 
4.3.2.1 Dispersion au voisinage de Γ et M 
Les études des niveaux de cœur (§ 4.1) montrent une très bonne épitaxie sur la face A de InAs(111), 
contrairement à la face B. Il a été conclu que la raison principale est la différence de réactivité entre 
Bi et respectivement In et As. Une très faible interaction de Bi avec In sur la face A permet la 
formation d’un monocristal d’orientation (111) de très haute qualité. Sur la face B, on peut aussi 
obtenir un monocristal, mais seulement après la dépôt d’une couche épaisse de Bi (> 50 MC). Dans 
ce cas, le monocristal est le résultat de la fusion des îlots formés à l’étape initiale du dépôt. 







Figure IV-30 : a) BV de la surface InAs(111)-(2x2), en émission normale. L’état de surface "P" correspond à la couche 
d’accumulation d’électrons [Olsson96a] ; b) notre mesure de la BV de InAs(111)A - (2x2).  
 



















Figure IV-31 : Bi/InAs(111)-A dans la direction   -   surface préparée par BIR : a) surface propre ; b) 2 MC ; c) 5MC ; d) 
12 MC (hv = 20 eV). Surface préparée par épitaxie : e) surface propre ; f) 2 MC Bi ; g) 5 MC ; h) 12 MC (hv = 18 eV); 
 
Dans la discussion suivante, on s’intéressera seulement à la face A et, dans un premier temps, on 
comparera la croissance sur la surface préparée par BIR et par épitaxie. La Fig. IV-31 donne un aperçu 
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de cette évolution. Pour les deux modes de préparation, l’évolution de la structure électronique est 
très similaire. Après avoir déposé 2 MC de Bi, les bandes de bismuth dominent les spectres. La 
largeur des bandes s’affine avec l’épaisseur du film jusqu’à peu près 10 MC. 
 
Ce résultat confirme les conclusions obtenues dans l’analyse des niveaux de cœur. Une analyse plus 
fine, présentée sous forme des spectres à l’émission normale sur la Fig. IV-32, montre quelques 
petites spécificités dues à la différence dans la préparation du substrat. 
Les Figs. IV-32a et b indiquent qu’après avoir déposé 2 MC (en bleu), les états électroniques de Bi 
dominent au voisinage du niveau de Fermi et sont placés dans le gap de InAs(111)-A (en rouge). 
Cette tendance apparaît déjà pour 0,5 MC de Bi (courbe verte sur la Fig. IV-32b). Le pic à l’énergie de 
liaison de 0,4 eV avec une forte intensité est une structure caractéristique de Bi. Ce pic a été 









Figure IV-32 : Spectres à l’émission normale de la surface InAs(111)-A et de l’interface Bi/ InAs(111)-A : a) la surface du 
substrat préparée par BIR : surface propre (rouge)  et avec 2 MC de Bi (bleu) ; b) la surface du substrat préparée par 
épitaxie : surface propre (rouge) et avec 2 MC de Bi (bleu) et 0,5 MC de Bi (vert) ; c) 12 MC de Bi sur la surface de InAs 
préparée par BIR  (bleu) et sur la surface de InAs préparée par épitaxie ;d) 5 MC de Bi sur la surface de InAs préparée 
par BIR (bleu) et 12 MC de Bi sur la surface de InAs préparée par épitaxie (rouge).  
 
Pour le film de 12 MC de Bi, les bandes apparaissent plus larges sur le substrat préparé par épitaxie 
(Fig. IV-32c). À première vue, c’est un résultat paradoxal, car la surface préparée par épitaxie est bien 
meilleure, comme constaté déjà plusieurs fois (voir par exemple Figs. IV-31a et IV-31e). Comme nous 
l’avons déjà expliqué dans le § 4.2.2.3, ce comportement est dû à la présence résiduelle d’arsenic 
dans la chambre de croissance. Celui-ci se dépose, en petite quantité, de l’ordre de 0,5 MC, sur la 
face A terminée par In et modifie ses propriétés. Par conséquent, les liaisons de Bi avec les atomes  
d’arsenic résiduel vont compromettre la bonne croissance épitaxiale de Bi. 







Figure IV-33 : a) Spectres de photoémission en émission normale sur un monocristal massif [Patthey94] (h = 21.2 eV).  
b) Notre mesure sur 12 MC Bi/InAs(111)-A préparée par BIR (h = 20 eV, 300K). 
 
En fait, il suffit de déposer seulement 5 MC sur la surface préparée par BIR et la qualité de cette 
couche est équivalente aux 12 MC de Bi sur la surface préparée par EJM (Fig. IV-32d).  
Les spectres de photoémission de la surface Bi(111) témoignent aussi sur la présence des états de 
surface. La photoémission d’un de ces états (structure A, Fig. IV-33a) situé à l’énergie de liaison de 
0,2 eV a été expérimentalement observée à plusieurs reprises [Jezequel86, Jezequel97, Tanaka99a, 
Tanaka99b, Patthey94, Ast04]. 
 
Une comparaison de nos mesures avec les résultats obtenus sur un monocristal massif [Patthey94] 
montre un bon accord (Fig. IV-33). Notre spectre mesuré à 300K montre toutes les structures ; 
seulement la résonance de surface à 0,4 eV présente une intensité bien plus forte. La qualité du 
monocristal épitaxié est donc supérieure à celle d’un échantillon massif.  
Ceci est vrai d’une façon plus générale, par exemple, en comparant les spectres au point M de la 
Fig. IV-37b (monocristal massif) et de la Fig. IV-36. Il est fort probable que la préparation par 
bombardement d’un monocristal massif génère des défauts qu’on n’arrive pas à éliminer par des 
recuits, tandis que la surface préparée par épitaxie reste intacte. 
 
Une explication plus fondamentale des états de surface de Bi a été proposée plus récemment 
[Koroteev04]. Une confrontation entre les mesures et le calcul prouve la présence d’un fort couplage 
spin-orbite qui lève la dégénérescence en spin. Ce couplage influence fortement la dispersion des 
états de surface (voir la Fig. IV-34a) et définit aussi la forme de la surface de Fermi. Le spectre ARPES 
de la littérature conforte ces prévisions théoriques (Fig. IV-34b et 34d) et nos résultats (Fig. IV-34c) 
sont en très bon accord avec ces résultats. La Fig. IV-34d montre la dispersion des bandes calculée 
pour la surface (111) du cristal de Bi [Koroteev08].  
 











Figure IV-34 : a) Etats de surface de la surface Bi(111) calculés sans (noir) et avec (rouge) couplage spin-orbite. Les 
parties coloriées correspondent à la projection des états de volume ; en jaune avec le couplage spin-orbite 
[Koroteev04] ; b) La structure électronique mesurée et calculée au voisinage de deux points de hautes symétries sur la 
surface de Bi(111). En rouge sont les états de surface et en rose des résonances de surface, les deux calculés 
[Hirahara06] ; c) Notre mesure ARPES dans la direction   -   sur 12 MC de Bi/InAs(111)-A ; d) Calculs de dispersion de 










Figure IV-35 : Détail au voisinage de niveau de Fermi pour mettre en évidence des états de surface des spectres de la 
Fig. IV-31 (e) et (h), c’est-à-dire pour 12 MC. Substrat préparé par (a) BIR et (b) par épitaxie ; (c) comparaison des 
intensités hors émission normale, en k// = 0,11 Å
–1
, de (a) (bleu) et de (b) (rouge).  
 
Les états de surface sont aussi un bon test de la qualité du monocristal. En regardant plus près les 
images ARPES des Figs. IV-31d et 31h, c’est-à-dire les films de 12 MC de Bi sur des substrats préparés 
par BIR et par EJM, on confirme de nouveau la meilleure qualité du monocristal de Bi déposé sur la 
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surface préparée par BIR (Figs. IV-35a et 35b). Cette différence est encore mieux confirmée sur les 
spectres (Fig. IV-35c) extraits au point k = 0,1 Å–1 de ces images. Clairement, l’état de surface près de 
EF est bien plus marqué sur monocristal de Bi déposé sur la surface préparée par BIR. 
 
Figure IV-36. En haut : la surface de Fermi entre Γ et M, vue schématique de la surface de Fermi, et une représentation 
qualitative de la structure électronique aux points Γ et M. En bas : spectres ARPES le long de la ligne de haute symétrie 
entre Γ et M. 
 
Pour compléter la description de la structure électronique, nous montrons sur la Fig. IV-36 l’évolution 
des bandes du monocristal de Bi entre les points   et M. La surface de Fermi, mesurée avec un pas 
de 0,033 Å–1, est en haut de cette figure avec son schéma et une représentation de la structure 
électronique aux points   et M. Ici, l’intention n’était pas d'avoir une cartographie très détaillée de la 
surface de Fermi, mais de montrer que la dispersion des bandes est conforme aux prévisions 
théoriques, par exemple, [Koroteev04, Koroteev08] et ainsi qu’aux résultats expérimentaux (par 
exemple [Hirahara06, Hofmann06, Ohtsubo13]).  
Il est à remarquer qu’au point M l’intensité du signal est très faible. Pourtant, nous avons obtenu la 
dispersion avec un bon contraste, supérieur à celui dans la mesure ARPES de la surface du cristal 
massif de Bi [Ohtsubo13], si l’on compare le dernier spectre en bas de la Fig. IV-36 et la Fig. IV-37a.  
Le point M a la particularité d’être placé au milieu entre deux points  . On peut s’attendre donc que 
les états de surface soient dégénérés en ce point, ce qui a été prévu par calcul (voir la Fig. IV-37b 
[Koroteev04]). Il est difficile de séparer ces états de surface des états de volume, aussi présents en 
M. Notre spectre ARPES montre clairement une dispersion des bandes variant fortement en k et qui 
sont probablement un mélange des états de surface et de volume. La qualité de l’échantillon ne 
permet pas une telle observation sur le spectre de la Fig. IV-37b. 
 
 







Figure IV-37 : a) Image ARPES dans la direction MK [Ohtsubo13] ; b) Structure électronique au point M. Les points noirs 
représentent la projection de la structure électronique de volume. Les points et lignes en rouge montrent les états de 
surface [Koroteev04]. 
 
4.3.2.2. Surface de Fermi au voisinage de   
La surface de Fermi contient des informations clés sur les propriétés électriques, magnétiques, 
optiques et thermiques des matériaux. D’une façon fondamentale, la mesure de la surface de Fermi 
représente un test crucial des calculs de la structure électronique. Une représentation schématique 
de la surface de Fermi de Bi(111) est montrée sur la Fig. IV-38. 
Une des séries de nos spectres ARPES, enregistrés avec des photons de 9 eV, permet de construire 
les surfaces iso-énergie et donc aussi la surface de Fermi. Pour la construction de chaque surface, 
l’intensité de photoémission est intégrée sur un intervalle d’énergies de 150 meV. Ces mesures (Fig. 
IV-39) ont été faites pour différentes épaisseurs de Bi ; ce sont les mêmes échantillons comme sur la 
Fig. IV-31. On peut constater que la surface de Fermi forme ses traits caractéristiques dès 2 MC et, 
dans la barre d’erreurs de la mesure, elle est entièrement construite à partir de 5 MC. Nos mesures 
sont bien comparables à celles de la littérature (Fig. IV-38b). 





Figure IV-38 : a) Représentation schématique de la surface Fermi de Bi(111) dans la zone de Brillouin de surface 
[Hirahara06] ; b) Surface de Fermi déterminée par ARPES [Ohtsubo13]. 
 
4.3.3. Formation d’un monocristal de Sb sur le film Bi/InAs(111)-A 
Une fois prouvé que nous pouvons obtenir un monocristal de Bi(111), l’étape suivante est de 
préparer des IT sur ce substrat. Le premier candidat naturel est l’antimoine. Sb(111) a une structure 
atomique et électronique semblable à celle de Bi(111). Il forme facilement des alliages avec Bi et Bi1–
xSbx (0,07 < x < 0,2) a été identifié comme le premier IT 3D [Hsieh09]. L’antimoine a une structure 
électronique plus simple que celle du bismuth ; il a donc fait l’objet de nombreuses études, par 
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exemple [Bian12] et les références citées dans cet article. Sb est aussi un semi-métal, avec un gap 
négatif et, de plus, il possède un ordre topologique non trivial. Une paire d’états de surface (Fig. IV-
40d) dédoublés par effet Rashba et placés dans le gap se forme sur la surface (111). Comme c’est le 
cas pour bismuth, le couplage spin-orbite joue un rôle important dans la distribution des états de 







Figure IV-39, Surfaces de Fermi mesurée avec une énergie de photons de 9 eV de Bi/InAs(111)A pour : a) 2 MC de Bi ; b) 
5 MC de Bi  c) 12 MC de Bi. 
 
Nous avons préparé un monocristal de Sb(111) sur le substrat de 15 MC de Bi /InAs(111)-A (Fig. IV-
40a, b). Pour avoir une bonne qualité de cristal, il faut déposer un film de plus de 10 de MC de Sb. La 
raison principale consiste dans le fait que les atomes de Sb forment des clusters en quittant 
l’évaporateur. La formation du film devient donc homogène seulement après avoir déposé 
l’équivalent de plusieurs monocouches. Lors de notre travail, nous n’avons pas disposé 
d’évaporateur spécifique qui décompose ces clusters en atomes individuels. Dans ces conditions, il 
est impossible de déposer un film de l’épaisseur de 1 ou 2 MC. Pour les couches de ces épaisseurs, 









Figure IV-40 : Spectres ARPES de la face (111) : a) du monocristal Bi préparé sur la surface InAs(111)-A ; b) de la face (111) 
du monocristal de Sb (8 MC) préparé sur la couche tampon Bi(111); (c) comparaison des spectres BV Bi (a) et Sb (b) au 
point Γ; (d) spectre ARPES de Sb(111), la surface est préparée par clivage d’un cristal massif. Les états de volume calculés 
sont représentés en rouge [Sugawara06].  
 
Les cristaux Bi (Fig. IV-40a) et Sb (Fig. IV-40b) peuvent être utilisés comme substrats pour la 
croissance de films BixSb1–x. 
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Il faudrait noter que plus le film Sb devient fin, plus le gap semi-métallique s'élargit. Ceci n'est pas le 
cas lorsque l'on dépose le film Sb sur le substrat Si(111) terminé par Bi, où une forte interaction à 
l'interface entre le film et le substrat supprime l'effet tunnel et ainsi exclut l'ouverture du gap 
[Bian12]. 
4.3.4. La couche d'accumulation aux surfaces Bi / InAs(111)A et B (2x2)  
Dans le Chapitre 1, il a été mentionné que les semi-conducteurs InN et InAs sont particulièrement 
intéressants car ils manifestent, comme une propriété intrinsèque, une courbure de bande vers le 
bas donnant lieu à une accumulation d'électrons en surface. La région de surface a une densité de 
charge plus élevée qu'en volume du matériau [Lu03, Stampfl00, King10]. La courbure s’étend sur une 
distance faible, de l’ordre de 20 nm [King10], ce qui impose une quantification des énergies des  
électrons dans la direction perpendiculaire à la surface. La présence de ce gaz-2D à haute densité 
d'électrons près de la surface diminue la taille du gap par rapport à celui du volume [King10]. Ces 
effets sont connus dans le volume des semi-conducteurs très fortement dopés [Berggren81].  
Curieusement, après avoir déposé ensuite recuit quelques MC de Bi sur la surface A et B de 
InAs(111), nous avons observé que la couche d’accumulation du substrat n’a pas été alterée. Au 
contraire, l'intensité spectrale de ces états est extrêmement élevée et elle est comparable à 
l'émission provenant des états de bandes de volume. La couche d’accumulation mesurée dans nos 
expériences est toujours moins profonde sur la face A (< 200 meV) que sur la face B (~250 meV), 





Figure IV-41 : 4 MC de Bi recuites et déposées sur InAs(111) : a) face A ; b) face B. 
 
Les mesures ARPES à la température ambiante et à l’hélium liquide (environ 50K) donnent des 
éléments complémentaires pour mieux comprendre le comportement de ce gaz-2D. Comme 
attendu, le rétrécissement du gap se produit à la température ambiante. Sur la Fig. IV-42a, on 
montre schématiquement, par des lignes horizontales, la variation du gap avec la température. À 
basse température, on observe un rétrécissement de la couche d’accumulation, ce qui traduit une 
diminution de la quantité d’électrons. 
 
 








Figure IV-42 : a) Spectres ARPES de la surface Bi/InAs(111)-B mesurés à la température ambiante (rouge) et à 50K (bleu). 
L’intensité spectrale en k = 0 est sur le panneau à droite. Les lignes horizontales indiquent la largeur du gap ; b) Niveaux 
de cœur Bi 5d et In 4d mesurés à la température ambiante (rouge) et à 5 K (bleu) montrant clairement un déplacement 
de 250 meV. 
 
Cette diminution de la charge dans la couche d’accumulation modifie l’écrantage des électrons sur 
les niveaux internes et augmente donc leur énergie de liaison. Nous avons déterminé un 
déplacement chimique de 250 meV entre les deux températures (Fig. IV-42b). Nous avons observé un 
comportement similaire sur l’interface Bi/InAs(100) (Fig. III-33c). 
À partir de nos mesures, nous avons calculé de la masse effective du premier état quantique de 
l’interface Bi/InAs-B. La masse effective une grandeur importante car elle est reliée à la mobilité des 
électrons, donc à la conductivité. D’une façon générale la mobilité des électrons peut être 





Figure IV-43 : a) 4MC Bi/InAs(111)B (2x2), à 50K, spectre de photoémission. La courbe parabolique formée de points en 
noir représente l'ajustement du profil ; b) calcul de la masse effective à partir de nos résultats par le tracé de profil de 
cette dispersion 2 DEG.  
 
La masse effective m* est égale à 
 
    
 
Chapitre IV - Bi / InAs(111) 
85 
 
Dans une première approximation on considère que la dispersion mesurée est parabolique. À partir 
de nos spectres, on détermine le rapport entre la masse effective et la masse de l’électron libre 
m*/mo=0,031. 
Cette valeur est proche de celle de InAs trouvée dans la littérature m*/m0=0,023. La valeur de la 
masse effective peut être fortement influencée par la présence de défauts et par l’interaction avec 
les phonons dans le cristal. Ces deux mécanismes expliqueraient la différence entre notre mesure et 
la valeur de la littérature.   
Conclusion  
Les mesures de la bande de valence par ARPES confirment que sur la surface InAs(111)-A nous 
obtenons la formation d'un monocristal de Bi de très haute qualité. Les spectres de la bande de 
valence mesurés au voisinage de   et dans la direction  -  sont comparables avec ceux publiés dans 
la littérature et obtenus sur les monocristaux de Bi déposés sur la surface de silicium. 
Sur ce substrat de Bi nous avons déposé une couche mince de Sb (8 MC) dont la structure 







Dans ce travail, nous avons étudié, par la spectroscopie de photoélectrons, des couches minces de Bi 
déposées sur les faces cristallographiques (100) et (111) d’InAs. Les surfaces ont été préparées par la 
méthode conventionnelle : bombardement ionique suivi par des recuits. Dans quelques cas, la 
surface (111) a pu être préparée aussi par l’épitaxie par jets moléculaires.  
L’analyse des niveaux électroniques profonds et des spectres de la bande de valence montre que la 
croissance est fortement influencée par la terminaison de la surface.  
 
Une faible réactivité de Bi avec les atomes d’indium est confirmée sur le substrat InAs(100) (4x2). 
Après le dépôt de Bi les états de surface du substrat sont conservés et les états électroniques de Bi se 
placent dans les gaps des états d’InAs.  
Dans le cristal d’InAs, le bismuth agit comme un donneur ; son dépôt sur la surface d’InAs(100) induit 
la courbure des bandes, comme en témoigne l’apparition de la couche d'accumulation d’électrons.  
L’auto-organisation des atomes d’indium en chaînes unidimensionnelles sur la surface InAs(100) 
n’est modifiée ni par la croissance de couches minces de bismuth, ni par des recuits de celles-ci. 
Après le recuit les atomes de bismuth forment aussi des rangées unidimensionnelles, mais dans la 
direction perpendiculaire aux chaînes d’indium.  
L’unidimensionnalité des structures sur la surface d’InAs(100) donne des signatures claires dans les 
spectres. Nous avons utilisé les quatre combinaisons possibles entre l’orientation du vecteur E des 
photons et la mesure de dispersion angulaire (E et  peuvent être perpendiculaires ou parallèles 
aux chaînes d’In (Bi).  De fortes résonances sont observées dans les états de surface. 
 
Le résultats le plus marquant dans la croissance de Bi sur la face InAs(111)-A est la formation d’un 
monocristal de Bi de très haute qualité pour les films à partir de 10 MC. Jusqu’à présent, le travaux 
publiés dans la littérature s’appuient sur la croissance de Bi sur la surface de Si(111). Ce travail ouvre 
la voie de l’utilisation d’un substrat alternatif pour la croissance non seulement des monocristaux, 
mais aussi des alliages, comme, pas exemple, des isolants topologiques à base de bismuth. Nous 
avons montré que sur le substrat de Bi/InAs(111)-A un monocristal de Sb peut être obtenu. 
Au contraire, la face d’InAs(111)-B montre une croissance en îlots et un monocristal n’est obtenu que 
pour des films d'au moins de 50 MC de Bi.  
Pour la même face, A ou B, des différences de croissance plus subtiles ont été identifiées entre la 
préparation par bombardement/recuit et par épitaxie.  
 
Les surfaces propres InAs(111)A et InAs(111)B montrent une courbure de bande qui résulte en la 
formation d'une couche d'accumulation d'électrons. En déposant Bi sur ces surfaces, la couche 
d'accumulation est préservée, et même amplifiée. La couche d'accumulation se traduit par un 
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