In this paper we present two Douglas-Rachford inspired iteration schemes which can be applied directly to N -set convex feasibility problems in Hilbert space. Our main results are weak convergence of the methods to a point whose nearest point projections onto each of the N sets coincide. For affine subspaces, convergence is in norm. Initial results from numerical experiments, comparing our methods to the classical (product-space) Douglas-Rachford scheme, are promising.
The aim of this paper is to introduce and study the cyclic Douglas-Rachford and averaged DouglasRachford iteration schemes. Both can be applied directly to the N -set convex feasibility problem without recourse to a product space formulation.
The paper is organized as follows: In Section 2, we give definitions and preliminaries. In Section 3, we introduce the cyclic and averaged Douglas-Rachford iteration schemes, proving in each case weak convergence to a point whose projections onto each of the constraint sets coincide. In Section 4, we consider the important special case when the constraint sets are affine. In Section 5, the new cyclic Douglas-Rachford scheme is compared, numerically, to the classical (product-space) Douglas-Rachford scheme on feasibility problems having ball or sphere constraints. Initial numerical results for the cyclic Douglas-Rachford scheme are quite positive.
Preliminaries
Throughout this paper, H is a real Hilbert space with inner product ·, · and induced norm · . We use w. to denote weak convergence.
We consider the N -set convex feasibility problem:
C i = ∅ where C i ⊆ H are closed and convex.
Given a set S ⊆ H and point x ∈ H, the best approximation to x from S is a point p ∈ S such that p − x = d(x, S) := inf s∈S x − s .
If for every x ∈ H there exists such a p, then S is said to be proximal. Additionally, if p is always unique then S is said to be Chebyshev. In the latter case, the projection onto S is the operator P S : H → S which maps x to its unique nearest point in S and we write P S (x) = p. The reflection about S is the operator R S : H → H defined by R S := 2P S − I where I denotes the identity operator which maps any x ∈ H to itself.
Fact 2.1. Let C ⊆ H be non-empty closed and convex. Then:
(i) C is Chebyshev.
(ii) (Characterization of projections)
(iii) (Characterization of reflections) R C (x) = r ⇐⇒ x − r, c − r ≤ 1 2 x − r 2 for all c ∈ C.
(iv) (Translation formula) For y ∈ H, P y+C (x) = y + P C (x − y).
(v) (Dilation formula) For 0 = λ ∈ R, P λC (x) = λP C (x/λ).
(vi) If C is a subspace then P C is linear.
(vii) If C is an affine subspace then P C is affine.
Proof. See, for example, [7, Theorem 3.14 
Note that T A,B and T B,A are typically distinct, while for an affine set A we have T A,A = I.
The basic Douglas-Rachford algorithm originates in [20] and convergence was proven as part of [31] .
Theorem 2.1 (Douglas-Rachford [20] , Lions-Mercier [31] ). Let A, B ⊆ H be closed and convex with nonempty intersection. For any x 0 ∈ H, the sequence T n A,B x 0 converges weakly to a point x such that P A x ∈ A ∩ B.
Theorem 2.1 gives an iterative algorithm for solving 2-set convex feasibility problems. For applications involving N > 2 sets, an equivalent 2-set formulation is posed in the product space H N . This is discussed in detail in Remark 3.4. Let T : H → H. We recall that T is asymptotically regular if T n x − T n+1 x → 0, in norm, for all x ∈ H. We denote the set of fixed points of T by Fix T = {x : T x = x}. Let D ⊆ H and T : D → H. We say T is nonexpansive if T x − T y ≤ x − y for all x, y ∈ D (i.e. 1-Lipschitz). We say T is firmly nonexpansive if
It immediately follows that every firmly nonexpansive mapping is nonexpansive. The class of nonexpansive mappings is closed under convex combinations, compositions, etc. The class of firmly nonexpansive mappings is, however, not so well behaved. For example, even the composition of two projections onto subspaces need not be firmly nonexpansive (see [6, Example 4 
.2.5]).
A sufficient condition for firmly nonexpansive operators to be asymptotically regular is the following. The composition of firmly nonexpansive operators is always nonexpansive. However, nonexpansive operators need not be asymptotically regular. For example, reflection with respect to a singleton, clearly is not; nor are most rotations. The following is a sufficient condition for asymptotic regularity. Lemma 2.2. Let T i : H → H be firmly nonexpansive, for each i, and define T := T r . . . T 2 T 1 . If Fix T = ∅ then T is asymptotically regular.
Proof. See, for example, [7, Theorem 5.22 ].
Remark 2.1. Recently Bauschke, Martín-Márquez, Moffat and Wang [12, Theorem 4.6] showed that any composition of firmly nonexpansive, asymptotically regular operators is also asymptotically regular, even when Fix T = ∅. ♦
The follow lemma characterizes fixed points of certain compositions of firmly nonexpansive operators.
Lemma 2.3. Let T i : H → H be firmly nonexpansive, for each i, and define T := T r . . .
Fix T i . Proof. See, for example, [7, Corollary 4.37] .
There are many way to prove Theorem 2.1. One is to use the following well-known theorem of Opial [33] . Theorem 2.2 (Opial). Let T : H → H be nonexpansive, asymptotically regular, and Fix T = ∅. Then for any x 0 ∈ H, T n x 0 converges weakly to an element of Fix T .
Proof. See also, for example, [33] or [7, Theorem 5.13] .
In addition, when T is linear, the limit can be identified and convergence is in norm. Fix T i = ∅ and define T := T r . . . T 2 T 1 . Then for any x 0 ∈ H, T n x 0 converges weakly to an element of
Proof. Since T is the composition of nonexpansive operators, T is nonexpansive. By Lemma 2.3, Fix T = ∅. By Lemma 2.2, T is asymptotically regular. The result now follows by Theorem 2.2 and Theorem 2.3.
We note that the verification of many results in this section can be significantly simplified for the special cases we require.
Cyclic Douglas-Rachford Iterations
We are now ready to introduce our first new projection algorithm, the cyclic Douglas-Rachford iteration scheme. Let C 1 , C 2 , . . . , C N ⊆ H and define
Given x 0 ∈ H, the cyclic Douglas-Rachford method iterates by repeatedly setting
Remark 3.1. In the two set case, the cyclic Douglas-Rachford operator becomes
That is, it does not coincide with the classic Douglas-Rachford scheme. ♦
Where there is no ambiguity, we take indices modulo N , and abbreviate T Ci,Cj by T i,j , and
Recall the following characterization of fixed points of the Douglas-Rachford operator.
Lemma 3.1. Let A, B ⊆ H be closed and convex with nonempty intersection. Then
It is straightforward to check the reverse inclusion.
We are now ready to present our main result regarding convergence of the cyclic Douglas-Rachford scheme.
Theorem 3.1 (Cyclic Douglas-Rachford). Let C 1 , C 2 , . . . , C N ⊆ H be closed and convex sets with a nonempty intersection. For any x 0 ∈ H, the sequence T n [1 2 ... N ] x 0 converges weakly to a point x such that
Thus, P Ci x = P Ci−1 x, for each i; and we are done.
Again by invoking Opial's Theorem, a more general version of Theorem 3.1 can be abstracted.
. . , C N ⊆ H be closed and convex sets with nonempty intersection, let T j : H → H, for each j, and define T := T N . . . T 2 T 1 . Suppose the following three properties hold.
, is nonexpansive and asymptotically regular,
Then, for any x 0 ∈ H, the sequence T n x 0 converges weakly to a point x such that P Ci x = P Cj x for all i, j. Moreover, P Cj x ∈ N i=1 C i , for each j. Proof. By Theorem 2.2, T n x 0 converges weakly to point x ∈ Fix T . The remainder of the proof is the same as Theorem 3.1.
Remark 3.2. We give a sample of examples of operators which satisfy the three conditions of Theorem 3.2.
where A j ∈ {C 1 , C 2 . . . C N }, and is such that each C i appear in the sequence A 1 , A 2 , . . . , A M at least once.
2.
T is any composition of P C1 , P C2 , . . . , P C N , such that each projection appears in said composition at least once. In particular, setting T = P C N . . . P C2 P C1 we recover Bregman's seminal result [17] .
3. T j = (I + P j )/2 where P j is any composition of P C1 , P C2 , . . . , P C N such that, for each i, there exists a j such that P j = P Ci Q j for some composition of projections Q j . A special case is, Of course, there are many other applicable variants. For instance, Krasnoselski-Mann iterations (see [7, Theorem 5.14] and [15] ).
♦
We now investigate the cyclic Douglas-Rachford iteration in the special-but-common case where the initial point lies in one of the target sets; most especially the first target set.
. . , C N ⊆ H be closed and convex sets with a nonempty intersection. If y ∈ C i then T i,i+1 y = P Ci+1 y. In particular, if x 0 ∈ C 1 , the cyclic Douglas-Rachford trajectory coincides with that of von Neumann's alternating projection method.
and the result follows.
Remark 3.3. If x 0 ∈ C 1 , then the cyclic Douglas-Rachford trajectory need not coincide with von Neumann's alternating projection method. We give an example involving two closed subspaces with codimension 1 (see Figure 1 ). Define
where a 1 , a 2 ∈ H such that a 1 , a 2 = 0. By scaling if necessary, we may assume that a 1 = a 2 = 1. Then one has,
and
Similarly,
By Remark 4.1, Similarly, 2 a 2 ,
A second example, involving a ball and an affine subspace is illustrated in Figure 2 . ♦ Remark 3.4 (A product version). We now consider the classical product formulation of (1). Define two subsets of H N :
which are both closed and convex (in fact, D is a subspace). Consider the 2-set convex feasibility problem
Then (1) is equivalent to (4) in the sense that
Further the projections, and hence reflections, are easily computed since
That is, if-as is reasonable-we start in D, the cyclic Douglas-Rachford method coincides with averaged projections.
In general, the iteration is based on
If x = (x 1 , x 2 , . . . , x N ), then the ith coordinate of (5) can be expressed as
which is a considerably more complex formula. ♦ Let A, B ⊆ H. Recall that points (x, y) ∈ A × B form a best approximation pair relative to (A, B) if
Remark 3.5. (a) Consider C 1 = B H := {x ∈ H : x ≤ 1} and C 2 = {y}, for some y ∈ H. Then
where P C1 z = z if z ∈ C 1 , and z/ z otherwise. Now,
Thus,
• If x ∈ C 1 then x = P C1 y.
• If y − x + P C1 x ∈ C 1 then x = y.
• Else, x > 1 and y − x + P A x > 1. By (6),
In each case, P C1 x = P C1 y and P C2 x = y. Therefore (P C1 x, P C2 x) is a best approximation pair relative to (C 1 , C 2 ) (see Figure 3 ). In particular, if C 1 ∩ C 2 = ∅, then P C1 y = y and, by Theorem 3.1, the cyclic Douglas-Rachford scheme weakly converges to y, the unique element of
1 cannot be invoked to guarantee convergence. However, the above analysis provides the information that
. A similar analysis can be performed. If y = 0 and
• Else, x = λy where
Again, (P C1 x, P C2 x) is a best approximation pair relative to (C 1 , C 2 ). ♦ Experiments with interactive Cinderella 2 dynamic geometry applets, suggest similar behaviour of the cyclic Douglas-Rachford method applied to many other problems for which C 1 ∩ C 2 = ∅. For example, see Figure 4 . This suggests the following conjecture.
Conjecture 3.1. Let C 1 , C 2 ⊆ H be closed and convex with C 1 ∩C 2 = ∅. Suppose that a best approximation pair relative to (C 1 , C 2 ) exists. Then the two-set cyclic Douglas-Rachford scheme converges weakly to a point x such that (P C1 x, P C2 x) is a best approximation pair relative to the sets (C 1 , C 2 ).
Remark 3.6. If there exists an integer n such that either T
, by Corollary 3.1, the cyclic Douglas-Rachford scheme coincides with von Neumann's alternating projection method. In this case, Conjecture 3.1 holds by [18, Theorem 2] . In this connection, we also refer the reader to [3, 4] .
It is not hard to think of non-convex settings in which Conjecture 3.1 is false. For example, in R, let
which is not a best approximation pair relative to (C 1 , C 2 ). ♦ We now present an averaged version of our cyclic Douglas-Rachford iteration.
Theorem 3.3 (Averaged Douglas-Rachford). Let C 1 , C 2 , . . . , C N ⊆ H be closed and convex sets with a nonempty intersection. For any x 0 ∈ H, the sequence defined by
converges weakly to a point x such that P Ci x = P Cj x for all indices i, j. Moreover,
Proof. Consider C, D ⊆ H N as (3) and define
Since T x n ∈ D, for each n, we write x n = (x n , x n , . . . , x n ) for some x n ∈ H. Then
, for each i, and hence P Ci x ∈ C i+1 . The same computation as in Theorem 3.1 now completes the proof.
Since each 2-set Douglas-Rachford iteration can be computed independently, the averaged iteration is easily parallelizable.
Affine Constraints
In this section we observe that the conclusions of Theorems 3.1 and 3.3 can be strengthened when the constraints are affine.
Lemma 4.1 (Translation formula). Let C 1 , C 2 , . . . , C N ⊆ H be closed and convex sets with a nonempty intersection. For fixed y ∈ H, define C i := y + C i , for each i. Then
Proof. By the translation formula for projections (Fact 2.1), we have
The first result follows since,
Iterating gives,
from which the second result follows. 
Since C i are affine we write C i = c + C i , where C i is a closed subspace. Since
By Lemma 4.1 and Corollary 2.1,
This completes the proof.
Remark 4.1. For the case of two closed affine subspaces, the iteration becomes
That is, the cyclic Douglas-Rachford and averaged Douglas-Rachford methods coincide. For N > 2 closed affine subspaces, the two methods do not always coincide. For instance, when N = 3,
= I − (P C1 + P C2 + P C3 ) + (P C1 P C3 + P C2 P C1 + P C3 P C2 + P C3 P C1 + P C1 P C2 ) − (P C3 P C2 P C1 + P C1 P C3 P C2 + P C1 P C3 P C1 + P C1 P C2 P C1 ) + 2P C1 P C3 P C2 P C1 , which includes a term which is the composition of four projection operators. ♦ Theorem 4.2 (Averaged norm convergence). Let C 1 , C 2 , · · · , C N ⊆ H be closed affine subspaces with a nonempty intersection. Then, in norm
Proof. Let C, D ⊆ H N as in (3) . Let c ∈ ∩ N i=1 C i and define c = (c, c, . . . , c) ∈ H N . Since C i are affine we may write C i = c + C i , where C i is a closed subspace, and hence C = c + C where
As a consequence of Lemma 4.1, we have the translation formula
As in the proof of Theorem 4.1, the translation formula, together with Corollary 2.1, shows T n x 0 → P ker T x 0 =: z where x 0 = (x 0 , x 0 , . . . , x 0 ) ∈ H N . As x n ∈ D, we may write x n = (x n , x n , . . . , x n ) for some x n ∈ H. Similarly, we write z = (z, z, . . . , z).
, and the proof is complete. 
Numerical Experiments
In this section we present the results of computational experiments comparing the cyclic DouglasRachford and (product-space) Douglas-Rachford schemes-as serial algorithms. These are not intended to be a complete computational study, but simply a first demonstration of viability of the method. From that vantage-point, our initial results are promising.
Two classes of feasibility problems were considered, the first convex and the second non-convex.
Here B H (resp. S H ) denotes the closed unit ball (resp. unit sphere).
To ensure all problem instances were feasible, constraint sets were randomly generated using the following criteria.
• Ball constraints: Randomly choose x i ∈ [ −5, 5] n and r i ∈ [ x i , x i + 0.1].
• Sphere constraints: Randomly choose x i ∈ [−5, 5] n and set r i = x i .
In each cases, by design, the non-empty intersection contains the origin. We consider both over-and under-constrained instances. Note, if C i is a sphere constraint then P Ci (x i ) = C i (i.e., nearest points are not unique), and P Ci a set-valued mapping. In this situation, a random nearest point was chosen from C i . In every other case, P Ci is single valued.
For the comparison, the classical Douglas-Rachford scheme was applied to the equivalent feasibility problem (4), which is formulated in the product space (R n ) N . Computations were performed using Python 2.6.6 on an Intel Xeon E5440 at 2.83GHz (single threaded) running 64-bit Red Hat Enterprise Linux 6.4. The following conditions were used.
• Choose a random x 0 ∈ [− 10, 10] n . Initialize the cyclic Douglas-Rachford scheme with x 0 , and the parallel Douglas-Rachford scheme with (x 0 , x 0 , . . . , x 0 ) ∈ (R n ) N .
• Iterate by setting
An iteration limit of 1000 was enforced. • Stopping criterion:
x n − x n+1 < where = 10 −3 or 10 −6 .
• After termination, the quality of the solution was measured by
Results are tabulated in Tables 1, 2 We make some comments on the results.
• The cyclic Douglas-Rachford method easily solves both problems.
Solutions for 1000 dimensional instances, with varying numbers of constraints, could be obtained in under half-a-second, with worst case errors in the order of 10 −13 . Many instances of the (P1) where solved without error. Instances involving fewer constraints required a greater number of iterations before termination. This can be explained by noting that each application of T [1 2 ... N ] applies a 2-set Douglas-Rachford operator N times, and hence iterations for instances with a greater number of constraints are more computationally expensive.
• When the number of constraints was small, relative to the dimension of the problem, the DouglasRachford method was able to solve (P1) in a comparable time to the cyclic Douglas-Rachford method.
For larger numbers of constraints the method required significantly more time. This is a consequence of working in the product space, and would be ameliorated in a parallel implementation.
• Applied to (P2), the original Douglas-Rachford method encountered difficulties.
While it was able to solve (P2) reliably when = 10 −3 , when = 10 −6 the method failed to terminate in every instance. However, in these cases the final iterate still yielded a point having a satisfactory error. The number of iterations and time required, for the Douglas-Rachford method was significantly higher compared to the cyclic Douglas-Rachford method. As with (P1), the difference was most noticeable for problems with greater numbers of constraints.
• Both methods performed better on (P1) compared to (P2).
This might well be predicted. For in (P1), all constraint sets are convex, hence convergence is guaranteed by Theorem 3.1 and Theorem 2.1, respectively. However, in (P2), the constraints are non-convex, thus neither Theorem cannot be evoked. Our results suggest that the cyclic DouglasRachford as a heuristic.
• We note that there are some difficulties in using the number of iterations as a comparison between two methods.
Each cyclic Douglas-Rachford iteration requires the computation of 2N reflections, and each Douglas-Rachford iteration (N + 1). Even taking this into account, performance of the cyclic Douglas-Rachford method was superior to the original Douglas-Rachford method on both (P1) and (P2). However, in light of the "no free lunch" theorems of Wolpert and Macready [39] , we are heedful about asserting dominance of our method. 
Conclusion
Two new projection algorithms, the cyclic Douglas-Rachford and averaged Douglas-Rachford iteration schemes, were introduced and studied. Applied to N -set convex feasibility problems in Hilbert space, both weakly converge to point whose projections onto each of the N -set coincide. While the cyclic Douglas-Rachford is sequential, each iteration of the averaged Douglas-Rachford can be parallelized. Numerical experiments suggest that that the cyclic Douglas-Rachford scheme outperforms the classical Douglas-Rachford scheme, which suffers as a result of the product formulation. An advantage of our schemes is that they can be used in the original space, without recourse to this formulation. For inconsistent 2-set problems, there is evidence to suggest that the two set cyclic Douglas-Rachford scheme yields best approximation pairs.
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