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Abstract
The mean field limit for systems of many fermions is naturally coupled with a semi-
classical limit. This makes the analysis of the mean field regime much more involved,
compared with bosonic systems. In this paper, we study the dynamics of initial data
close to a Slater determinant, whose reduced one-particle density is an orthogonal pro-
jection ωN with the appropriate semiclassical structure. Assuming some regularity of
the interaction potential, we show that the evolution of such an initial data remains
close to a Slater determinant, with reduced one-particle density given by the solution of
the Hartree-Fock equation with initial data ωN . Our result holds for all (semiclassical)
times, and gives effective bounds on the rate of the convergence towards the Hartree-Fock
dynamics.
1 Introduction
In the last years, important progress has been achieved in the mathematical understanding
of the many body dynamics of bosonic systems in the mean field limit. A system of N bosons
in the mean field regime can be described by the Hamiltonian
HboseN =
N∑
j=1
−∆j + 1
N
N∑
i<j
V (xi − xj) (1.1)
acting on the Hilbert space L2s(R3N ), the subspace of L2(R3N ) consisting of functions sym-
metric with respect to an arbitrary permutation of the N particles.
Typical initial data are prepared by confining the system in a volume of order one (for
example, restricting the Hamiltonian (1.1) to L2(ΛN ), for a cube Λ ⊂ R3 of volume one, or
by adding a trapping external potential), and letting it relax to the ground state (which is
experimentally achieved by cooling it down to very low temperatures). For large N , these
initial data are approximately factorized, having the form ψN (x1, . . . xN ) '
∏N
j=1 ϕ(xj)
for an appropriate one-particle wave function ϕ ∈ L2(R3) (obtained as minimizer of the
corresponding Hartree energy functional). For such data, the coupling constant 1/N in front
of the interaction guarantees that both parts of the Hamiltonian are of the order N and
that the total potential acting on every particle, given by the sum of a large number (order
N) of weak contributions (order 1/N), can be effectively approximated by an average, mean
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field, interaction. As a consequence, factorization is approximately preserved in time, and
the many body time evolution generated by (1.1) can be effectively described in terms of the
nonlinear one-particle Hartree dynamics.
To be more precise, for ψN ∈ L2s(R3N ), we consider the solution ψN,t = e−iHN tψN of the
N -particle Schro¨dinger equation
i∂tψN,t = HNψN,t .
We define the reduced one-particle density γ
(1)
N,t associated with ψN,t as the non-negative
trace class operator on L2(R3) with integral kernel
γ
(1)
N,t(x; y) = N
∫
dx2 . . . dxN ψN,t(x, x2, . . . , xN )ψN,t(y, x2, . . . , xN ) .
We normalize the reduced density γ
(1)
N,t so that tr γ
(1)
N,t = N . Under suitable assumptions on
the potential V , it is possible to show that complete condensation is preserved by the time
evolution, meaning that
1
N
γ
(1)
N,t → |ϕt〉〈ϕt| as N →∞, (1.2)
for all t ∈ R, assuming this to hold at time t = 0. Here ϕt is the solution of the nonlinear
Hartree equation
i∂tϕt = (−∆ + Vext)ϕt + (V ∗ |ϕt|2)ϕt
with the initial data ϕ0 giving the condensate wave function at time t = 0.
The first rigorous proof of this result was obtained in [40], for bounded interaction po-
tentials. In [9], the method of [40] was extended to prove the convergence (1.2) for particles
interacting through a Coulomb potential V (x) = ±1/|x|. More recently, these techniques
have been applied in [10, 11, 12, 13] to systems of bosons in the so called Gross-Pitaevskii
limit; in this case, the interaction is scaled so that its range and its scattering length are both
of the order 1/N . As a consequence, the limiting Hartree equation has a local nonlinearity
(nonlinear Schro¨dinger equations with local nonlinearity in one and two dimensions have been
derived from many body quantum mechanics in appropriate mean field limits in [1, 31]). In
contrast with the mean field regime, in the three-dimensional Gross-Pitaevskii limit collisions
among particles are rare and strong and the solution of the Schro¨dinger equation develops a
singular short scale correlation structure.
Inspired by ideas from [30, 18], a different approach was developed in [36] to control the
rate of the convergence towards the Hartree equation in the mean field limit of many body
quantum dynamics. For a certain class of initial data, and for interaction potentials allowing
Coulomb singularities, it was shown in [36, 7] that
tr
∣∣∣γ(1)N,t −N |ϕt〉〈ϕt|∣∣∣ ≤ CeK|t|
Among many other important contributions to the mathematical understanding of the
many body dynamics for bosonic systems in the mean field regime, let us also recall [17],
[2], [35, 32], and the series of papers [21, 22, 23]. In [17], the mean field limit for particles
interacting through a Coulomb potential was revisited and interpreted as a Egorov type
theorem. For regular interactions, the convergence towards the Hartree dynamics was stated
in [2] as propagation of Wigner measures. In [32, 35], a different approach to obtain control of
the rate of the convergence towards the Hartree evolution was proposed; its main advantage
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compared with other techniques is the fact that it can be extended to potentials with more
severe singularities. In [21, 22, 23], on the other hand, it was shown how a more precise
approximation of the many body dynamics can be obtained by considering also the next
order corrections to the Hartree dynamics. Finally, we remark that also the study of the
spectral properties of bosonic mean field Hamiltonians received a lot of attention in the last
few years. A first proof of the emergence of Bogoliubov excitation spectrum has been found
in [38] (for systems of bosons in a box) and in [24] (in the presence of an external potential).
A new and more general approach to the analysis of the excitations spectra of bosonic mean
field systems was then obtained in [33].
In contrast with this long list of results concerning the mean field dynamics of bosons,
much less is known for the mean field limit of fermionic systems. It turns out that, in the
fermionic case, the mean field regime is naturally linked with a semiclassical limit. Consider a
system of fermions initially confined in a volume of order one. Because of the Pauli principle,
the kinetic energy of a system of N fermions confined in a volume of order one is at least of
the order N5/3, much larger than in the bosonic case. In order for the potential energy to be
comparable with the kinetic energy, the coupling constant in front of the interaction should
be of the order N−1/3 (in contrast with the coupling constant of order N−1 in the bosonic
case). Because of the large kinetic energy, particles move very fast. The average kinetic
energy per particle is of the order N2/3, and hence the average velocity of the particles is of
the order N1/3. This means that one can only expect to follow the evolution of fermionic
systems in the mean field regime for times of the order N−1/3. As a consequence, the relevant
time-dependent Schro¨dinger equation has the form
iN1/3∂tψN,t =
 N∑
j=1
−∆j + 1
N1/3
N∑
i<j
V (xi − xj)
ψN,t . (1.3)
With this convention, we are interested in times t of order one (so that τ = N−1/3t is small, of
order N−1/3). Let ~ = N−1/3. Multiplying (1.3) by ~2, we obtain the Schro¨dinger equation
i~∂tψN,t =
− N∑
j=1
~2∆j +
1
N
N∑
i<j
V (xi − xj)
ψN,t . (1.4)
The mean field scaling, characterized by the 1/N coupling constant in front of the potential
energy, is therefore combined, for fermionic systems, with a semiclassical limit characterized
by a small ~ = N−1/3  1.
We observe that a different mean field regime, characterized by ~ = 1 in (1.4), has been
considered in [16, 4]. This alternative scaling may describe physically interesting situations
if the particles occupy a large volume (so that the kinetic energy per particle is of order
one) and if the interaction has a long range (to make sure that also the potential energy per
particle is of order one). In this paper, we will be interested in the evolution of initial data
describing N fermions in a volume of order one; correspondingly, we will only consider the
scaling appearing in (1.4), with ~ = N−1/3.
Similarly to the bosonic case, typical initial data can be prepared by confining the N
fermions in a volume of order one and by cooling them down to very low temperatures. In
other words, interesting initial data for (1.4) are ground states of Hamilton operators of the
form
HtrapN =
N∑
j=1
(−~2∆xj + Vext(xj))+ 1N
N∑
i<j
V (xi − xj) (1.5)
3
where Vext is an external trapping potential, confining the N particles in a volume of order
one. Such initial data are well approximated by Slater determinants
ψslater(x1, . . . , xN ) =
1√
N !
∑
pi∈SN
sgn(pi)f1(xpi(1))f2(xpi(2)) . . . fN (xpi(N))
with a family of N orthonormal orbitals {fj}Nj=1 in L2(R3) (sgn(pi) denotes the sign of the
permutation pi ∈ SN ). Slater determinants are quasi-free states, i.e. they are completely
characterized by their one-particle reduced density, given by the orthogonal projection
ω =
N∑
j=1
|fj〉〈fj | .
In fact, a simple computation shows that 〈ψslater, HtrapN ψslater〉 is given by the Hartree-Fock
energy
EHF(ω) = tr
(−~2∆ + Vext)ω + 1
N
∫
dxdyV (x− y)ω(x;x)ω(y; y)
− 1
N
∫
dxdyV (x− y)|ω(x; y)|2.
(1.6)
In analogy with the convergence (1.2) observed in the bosonic setting, we expect that the
evolution determined by the Schro¨dinger equation (1.4) of an initial Slater determinant
approximating the ground state of (1.5) remains close to a Slater determinant, with an
evolved reduced one-particle density, given by the solution of the time-dependent Hartree-
Fock equation
i~∂tωt =
[−~2∆ + (V ∗ ρt)−Xt, ωt] (1.7)
associated with the energy (1.6). Here ρt(x) = N
−1ωt(x;x) is the normalized density as-
sociated with the one-particle density ωt, while Xt is the exchange operator, having the
kernel
Xt(x; y) = N
−1V (x− y)ωt(x; y) .
Of course, we cannot expect this last statement to be correct for any initial state close to
a Slater determinant. We expect minimizers of the Hartree-Fock energy functional (1.6) to
be characterized by a semiclassical structure which is essential to understand its evolution.
In fact, as we will argue next, we expect the kernel ω(x, y) of reduced density minimizing
(or approximately minimizing) the functional (1.6) to be concentrated close to the diagonal
and to decay at distances |x − y|  ~. To understand the emergence of this semiclassical
structure, and to find good characterizations, let us consider a system of N free fermions
moving in a box of volume one, for example with periodic boundary conditions. The ground
state of the system is given by the Slater determinant constructed with the N plane waves
fp(x) = e
ipx with p ∈ (2pi)Z3 and |p| ≤ cN1/3, for a suitable constant c (guaranteeing that
the total number of orbitals equals exactly N). The corresponding one-particle reduced
density has the kernel
ω(x; y) =
∑
|p|≤cN1/3
eip·(x−y)
where the sum extends over all p ∈ (2pi)Z3 with |p| ≤ cN1/3. Letting q = ~p (with ~ =
N−1/3), we can write
ω(x; y) =
∑
|q|≤c
eiq(x−y)/~ ' 1
~3
∫
|q|≤c
dq eiq·(x−y)/~ =
1
~3
ϕ
(
x− y
~
)
(1.8)
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with
ϕ(ξ) =
4pi
|ξ|2
(
sin(c|ξ|)
|ξ| − c cos(c|ξ|)
)
, ξ ∈ R3. (1.9)
Hence, at fixed N and ~, ω(x; y) decays to zero for |x − y|  ~. Moreover, the fact that ω
depends only on the difference x − y (for x, y in the box) implies that the density ω(x;x)
is constant inside the box (and zero outside). This is of course a consequence of the fact
that we are considering a system with external potential vanishing inside the box, and being
infinity outside of it. More generically, if particles are trapped by a regular potential Vext
with Vext(x)→∞ for |x| → ∞, we expect the resulting reduced one-particle density to have,
approximately, the form
ω(x; y) ' 1
~3
ϕ
(
x− y
~
)
χ
(
x+ y
2
)
(1.10)
for appropriate functions ϕ and χ, or to be linear combinations of such kernels. While χ
determines the density of the particles in space (because ϕ(0) = 1, to ensure that trω = N),
ϕ fixes the momentum distribution.
Next we look for suitable bounds, characterizing Slater determinants like (1.10) which
have the correct semiclassical structure. To this end, we observe that, if we differentiate the
r.h.s. of (1.10) with respect to x or y, a factor ~−1 will emerge from the derivative of ϕ (this
produces a kinetic energy of order N5/3, as expected). However, if we take the commutator
[∇, ω], its kernel will be given by
[∇, ω](x; y) = (∇x +∇y)ω(x; y) = 1~3ϕ
(
x− y
~
)
∇χ
(
x+ y
2
)
. (1.11)
In this case the derivative only hits the density profile χ; it does not affect ϕ, and therefore
it remains of order one (of course, in the example with plane waves in a box, there is the
additional problem that χ is the characteristic function of the box, and therefore that it is
not differentiable; this is however a consequence of the pathological choice of the external
potential, which is infinity outside the box). We express the fact that the derivative in (1.11)
does not produce additional ~−1 factors through the bound
tr |[∇, ω]| ≤ CN. (1.12)
Similarly, the fact that ω(x; y) decays to zero as |x− y|  ~, suggests that the commutator
[x, ω], whose kernel is given by
[x, ω](x; y) = (x− y)ω(x; y), (1.13)
is smaller than ω, by order ~. In fact, one has to be a bit careful here. Going back to
the plane wave example, we observe that the function ϕ computed in (1.9) does not decay
particularly fast at infinity. For this reason, it is not immediately clear that one can extract
an ~ factor from the difference (x−y) on the r.h.s. of (1.13). Keeping in mind the plane-wave
example, let us compute the commutator of the reduced density ω with the multiplication
operator eir·x, for a fixed r ∈ (2pi)Z3. We find[
eir·x, ω
]
=
∑
|p|≤cN1/3
[
|ei(r+p)·x〉〈eip·x| − |eip·x〉〈ei(p−r)·x|
]
.
A straightforward computation shows that∣∣[eir·x, ω]∣∣2 = ∑
p∈Ir
|eip·x〉〈eip·x| (1.14)
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where
Ir = (2pi)Z3 ∩
{
p ∈ R3 : |p− r| ≤ cN1/3, |p| ≥ cN1/3 or |p− r| ≥ cN1/3, |p| ≤ cN1/3
}
.
It follows that |[eir·x, ω]| = |[eir·x, ω]|2 is a projection, and therefore that
tr
∣∣[eir·x, ω]∣∣ ≤ CN~|r|. (1.15)
Hence, the trace norm of the commutator is smaller, by a factor ~, compared with the norm
of the operators eip·xω and ωeip·x. The fact that the kernel ω(x; y) is supported close to the
diagonal allows us to extract an additional ~-factor from the trace norm of the commutator
[eip·x, ω]. Notice, however, that if we considered the Hilbert-Schmidt norm of [eip·x, ω], we
would find from (1.14) that
‖[eir·x, ω]‖HS = (tr ∣∣[eir·x, ω]∣∣2)1/2 ≤ (CN~|r|)1/2.
In other words, the Hilbert Schmidt norm of the commutator [eip·x, ω] is only smaller than
the Hilbert-Schmidt norm of the two operators eip·xω and ωeip·x by a factor ~1/2. This is
consistent with the fact that, in (1.10), the function ϕ does not decay fast at infinity (which
follows from the fact that ω is a projection corresponding to a characteristic function in
momentum space).
So far, we proved the bounds (1.12) and (1.15) for minimizers of systems of confined non-
interacting electrons. What happens now if we turn on a mean-field interaction? Can we still
expect the minimizer of the Hamiltonian (1.5) to satisfy (1.12) and (1.15)? We claim that the
answer to this question is affirmative, and we propose a heuristic explanation1. Semiclassical
analysis suggests that the reduced density of the minimizer of (1.5) can be approximated by
the Weyl quantization ω = OpwM of the phase space density M(p, x) = χ(|p| ≤ (6pi2ρ(x))1/3),
where ρ is the minimizer of the Thomas-Fermi type functional
εTF(ρ) =
3
5
(3pi2)2/3
∫
dxρ5/3(x) +
∫
dxVext(x)ρ(x) +
1
2
∫
dxdyV (x− y)ρ(x)ρ(y)
over all non-negative densities ρ ∈ L1(R3) ∩L5/3(R3) normalized so that ‖ρ‖ = 1. Here, the
Weyl quantization OpwM of M is defined by the kernel
ω(x, y) = OpwM (x, y) =
1
(2pi~)3
∫
dpM
(
p,
x+ y
2
)
eip·
x−y
~
It turns out that the commutators of ω with the position operator x and with the momentum
operator ∇ are again Weyl quantizations. In fact, a straightforward computation shows that
[x, ω] = −i~Opw∇pM , [∇, ω] = Opw∇qM .
Hence, semiclassical analysis predicts that
tr |[x, ω]| ' ~
(2pi~)3
∫
dpdq|∇pM(p, q)| = CN~
∫
ρ2/3(q)dq
and that
tr |[∇, ω]| ' 1
(2pi~)3
∫
dpdq|∇qM(p, q)| = N
∫
|∇ρ(q)| dq
1We would like to thank Rupert Frank for pointing out this argument to us.
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Under general assumptions on Vext and V , we can expect the integrals on the r.h.s. of the
last two equations to be finite, and therefore, we can expect the bounds (1.12) and (1.15)
to hold true ((1.15) easily follows from the estimate tr |[x, ω]| ≤ CN~). Although one could
probably turn the heuristic argument that we just presented into a rigorous proof, we do
not pursue this question in the present work. Instead, we will just assume our initial data
to satisfy (1.12) and (1.15). We consider these bounds as an expression of the semiclassical
structure that emerges naturally when one considers states with energy close to the ground
state of a trapped Hamiltonian of the form (1.5).
For initial data ψN close to Slater determinants and having the correct semiclassical struc-
ture characterized by (1.12) and (1.15), we consider the time evolution ψN,t = e
−itHN/~ψN ,
generated by the Hamiltonian
HN = −
N∑
j=1
~2∆j +
1
N
N∑
i<j
V (xi − xj) (1.16)
and we denote by γ
(1)
N,t the one-particle reduced density associated with ψN,t. Our main
result, Theorem 2.1, shows that, under suitable assumptions on the potential V , there exist
constants K, c1, c2 > 0 such that
‖γ(1)N,t − ωN,t‖HS ≤ K exp(c1 exp(c2|t|)) (1.17)
and
tr
∣∣∣γ(1)N,t − ωN,t∣∣∣ ≤ KN1/6 exp(c1 exp(c2|t|)) (1.18)
where ωN,t denotes the solution of the time-dependent Hartree-Fock equation (1.7) with the
initial data ωN,t=0 = γ
(1)
N,0. The bounds (1.17) and (1.18) show that the difference γ
(1)
N,t−ωN,t
is much smaller (both in the Hilbert-Schmidt norm and in the trace-class norm) than γ
(1)
N,t
and ωN,t (recall that ‖ω(1)N,t‖HS, ‖γ(1)N,t‖HS ' N1/2 while trωN,t, tr γ(1)N,t ' N).
It turns out that the contribution of the exchange term is small compared to the other
terms in the Hartree-Fock equation (1.7); in fact, for the class of regular potential that we
will consider in this paper, it is of the relative size 1/N . As a consequence, the bounds (1.17),
(1.18) and also all other bounds that we prove in Theorem 2.1 for the difference between
γ
(1)
N,t and the solution of the Hartree-Fock equation remain true if we replace the solution of
the Hartree-Fock equation ωN,t by the solution ω˜N,t of the Hartree equation
i~∂tω˜N,t =
[−~2∆ + (V ∗ ρ˜t), ω˜N,t] (1.19)
with the same initial data ω˜N,t=0 = γ
(1)
N,0 (here ρ˜t(x) = N
−1ω˜(x;x) is the normalized density
associated to ω˜N,t). For more details, see the last remark after Theorem 2.1 and Proposi-
tion A.1 in Appendix A.
Observe that both the Hartree-Fock equation (1.7) and the Hartree equation (1.19) still
depend on N , through Planck’s constant ~ = N−1/3. In the semiclassical limit ~ → 0, the
Hartree (and the Hartree-Fock) dynamics can be approximated by the solution of the Vlasov
equation. We define the Wigner transform WN,t associated with the solution ωN,t of the
Hartree-Fock equation by
WN,t(x, p) =
1
(2pi)3
∫
dy ωN,t
(
x+ ~
y
2
;x− ~y
2
)
e−ipy
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It is a well-known fact that, in the limit ~→ 0, the Wigner transform WN,t of the solution of
the Hartree-Fock equation (1.7) (or the Wigner transform of the solution ω˜N,t of the Hartree
equation) converges towards the solution of the Vlasov equation
∂tW
vl
t (x, p) + p · ∇xW vlt (x, p) = ∇x
(
V ∗ ρvlt
)
(x)∇pW vlt (x, p) . (1.20)
where ρvlt (x) =
∫
dpW vl(x, p). The difference between the Wigner transform WN,t of ωN,t
and the solution of the Vlasov equation W vlt is of the order ~N = N2/3, and therefore much
larger than the difference between the reduced one-particle density γ
(1)
N,t associated with the
solution of the many body Schro¨dinger equation and the solution ωN,t of the Hartree-Fock
equation (or the solution ω˜N,t of the Hartree equation). In other words, the Hartree-Fock
approximation (or the Hartree approximation) keeps the quantum structure of the problem
and gives a much more precise approximation of the many body evolution compared with the
classical Vlasov dynamics. Our result is therefore a dynamical counterpart to [3, 19], where
the Hartree-Fock theory is shown to give a much better approximation to the ground state
energy of a system of atoms or molecules as compared with the Thomas-Fermi energy (but,
of course, in contrast to [3, 19], our analysis does not apply so far to a Coulomb interaction).
As mentioned above, the literature on the mean field dynamics of fermionic systems is
rather limited. As far as we know, the first rigorous results concerning the evolution of
fermionic system in the regime we are interested in was obtained in [34], where the authors
prove that, for real analytic potential, the Wigner transform of the reduced density γ
(1)
N,t
associated with the solution of the Schro¨dinger equation converges weakly to the solution of
the Vlasov equation (1.20). The regularity assumptions were substantially relaxed in [41].
Notice that neither [34] nor [41] give a bound on the rate of the convergence. More recently, in
[8] the many body evolution is compared with the N -dependent Hartree dynamics described
by (1.19); under the assumption of a real analytic potential, it is shown that, for short
semiclassical times, the difference between γ
(1)
N,t and ω˜N,t, when tested against appropriate
observables, is of the order N−1. The results of our paper are comparable with those of
[8], but we obtain convergence for arbitrary semiclassical times (for arbitrary t of order one,
where t is the time variable appearing in (1.4)) and under much weaker regularity conditions
on the interaction potential. It should also be noted that the mean field limit of fermionic
systems with a different scaling (the same scaling used in (1.1) for bosonic systems) has
been considered in [4] (for regular interactions) and in [16] (for potentials with Coulomb
singularity). On the other hand, we remark that a joint mean field and semiclassical limit
has been considered, for bosonic systems, in [20] and [15].
2 Fock space representation and quasi-free states
The fermionic Fock-space over L2(R3) is defined by
F =
⊕
n≥0
L2a(R3n, dx1 . . . dxn)
where L2a(R3n) is the subspace of L2(R3n) consisting of all functions which are antisymmetric
with respect to permutation of the n particles. In other words,
L2a(R3n) = {f ∈ L2(R3n) : f(xpi(1), . . . , xpi(n)) = sgn(pi)f(x1, . . . , xn) for all pi ∈ Sn}.
Here sgn(pi) denotes the sign of the permutation pi ∈ Sn.
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For a one-particle operator O, acting on L2(R3), we denote its second quantization by
dΓ(O). This is an operator on F , defined by
(dΓ(O)ψ)(n) =
n∑
j=1
O(j)ψ(n)
where O(j) denotes the operator O acting only on the j-th particle (i.e. O(j) = 1⊗(j−1)⊗O⊗
1⊗(n−j)). An important example is the number of particles operator, defined by N = dΓ(1).
On F , it is useful to introduce creation and annihilation operators. For f ∈ L2(R3), we
define
(a∗(f)ψ)(n)(x1, . . . , xn) =
1√
n
n∑
j=1
(−1)jf(xj)ψ(n−1)(x1, . . . , xj−1, xj+1, . . . , xn),
(a(f)ψ)(n)(x1, . . . , xn) =
√
n+ 1
∫
dxf(x)ψ(n+1)(x, x1, . . . , xn).
Observe here that creation operators are linear while annihilation operators are antilinear in
their argument. They satisfy canonical anticommutation relations
{a(f), a∗(g)} = 〈f, g〉, {a(f), a(g)} = {a∗(f), a∗(g)} = 0 (2.1)
for all f, g ∈ L2(R3). It is also important to note that, in contrast to the bosonic case,
fermionic creation and annihilation operators are bounded. In fact
‖a(f)ψ‖2 = 〈a(f)ψ, a(f)ψ〉 = 〈ψ, a∗(f)a(f)ψ〉 = ‖f‖22 − 〈ψ, a(f)a∗(f)ψ〉 ≤ ‖f‖22
and a similar computation for ‖a∗(f)ψ‖2 imply that
‖a(f)‖ ≤ ‖f‖2 and ‖a∗(f)‖ ≤ ‖f‖2. (2.2)
It is also useful to introduce operator valued distributions a∗x and ax, which formally create,
respectively, annihilate a particle at the point x ∈ R3. They are defined by
a(f) =
∫
dx f(x) ax, a
∗(f) =
∫
dx f(x) a∗x
for all f ∈ L2(R3). In terms of these operator valued distributions, it is possible to write the
second quantization dΓ(O) of a one-particle operator O with integral kernel O(x; y) as
dΓ(O) =
∫
dxdy O(x; y)a∗xay. (2.3)
In particular, the number of particles operator is given by
N =
∫
dx a∗xax.
Observe that, even for bounded O, the second quantized operator dΓ(O) does not need to
be bounded, simply because the number of particles is not bounded. It turns out, however,
that because of the fermionic statistics, dΓ(O) is a bounded operator if O is trace-class. This
fact together with other useful bounds will be shown in Lemma 3.1 in Section 3.
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Since we want to study the time evolution of fermionic systems, we need to define a
Hamilton operator on the Fock space F . Inspired by (1.16), we introduce the operator HN ,
by setting (HNψ)(n) = H(n)N ψ(n), with
H(n)N =
n∑
j=1
−~2∆xj +
1
N
n∑
i<j
V (xi − xj)
where, as discussed in the introduction, ~ = N−1/3. Hence, the Hamiltonian HN leaves
each sector of the Fock space with a fixed number of particles invariant. On the N -particle
sector, it agrees with (1.16). Notice that in the notation HN , the index N does not refer here
to the number of particles, since HN acts on the whole Fock space. It reminds instead of
the coupling constant 1/N in front of the potential energy, and of the N -dependent Planck
constant ~ = N−1/3 in front of the kinetic energy. Of course, in order to recover the mean
field regime discussed in the introduction, we will consider later the time evolution of states
in F having approximately N particles. Observe that, in terms of the operator valued
distributions ax and a
∗
x, we can express the Hamiltonian HN as
HN = ~2
∫
dx∇xa∗x∇xax +
1
2N
∫
dxdyV (x− y)a∗xa∗yayax. (2.4)
Notice that the kinetic energy is just given by the second quantization dΓ(−~2∆).
It will also be important to consider linear combinations of creation and annihilation
operators. For f, g ∈ L2(R3) we set
A(f, g) = a(f) + a∗(g¯), and A∗(f, g) = (A(f, g))∗ = a∗(f) + a(g¯).
Observe that
A∗(f, g) = A(Jg, Jf) (2.5)
where we introduced the antilinear operator J : L2(R3)→ L2(R3) defined by Jf = f . Note
that A∗ is linear while A is antilinear in its two arguments. In terms of the operators A,A∗
the canonical anticommutation relations assume the form
{A(f1, g1), A∗(f2, g2)} = {a(f1), a∗(f2)}+ {a∗(g¯1), a(g¯2)}
= 〈f1, f2〉+ 〈g¯2, g¯1〉 = 〈f1, f2〉+ 〈g1, g2〉
= 〈(f1, g1), (f2, g2)〉L2⊕L2 .
(2.6)
Note that {A(f1, g1), A(f2, g2)} and {A∗(f1, g1), A∗(f2, g2)} in general do not vanish.
We now introduce Bogoliubov transformations (a useful review on this subject can be
found, for example, in the lecture notes [39]). A (fermionic) Bogoliubov transformation is a
linear map ν : L2(R3)⊕ L2(R3)→ L2(R3)⊕ L2(R3) with the properties
{A(ν(f1, g1)), A∗(ν(f2, g2))} = {A(f1, g1), A∗(f2, g2)} (2.7)
for all f1, g1, f2, g2 ∈ L2(R3), and
A∗(ν(f, g)) = A(ν(g¯, f¯)) (2.8)
for all f, g ∈ L2(R3). In other words, a Bogoliubov transformation is a map ν : L2(R3) ⊕
L2(R3)→ L2(R3)⊕L2(R3) with the property that (2.5) and the canonical anticommutation
relations (2.6) continue to hold for the new field operators B(f, g) := A(ν(f, g)). Note that,
10
by (2.6), condition (2.7) means that every Bogoliubov transformation ν is unitary. The
condition (2.8), on the other hand, is equivalent to(
0 J
J 0
)
ν = ν
(
0 J
J 0
)
.
It is then simple to check that a linear map ν : L2(R3) ⊕ L2(R3) → L2(R3) ⊕ L2(R3) is a
Bogoliubov transformation if and only if it has the form
ν =
(
u v
v u
)
(2.9)
where u, v : L2(R3)→ L2(R3) are linear maps with u∗u+ v∗v = 1 and u∗v + v∗u = 0. Here
we used the notation u = JuJ , for any linear operator u : L2(R3)→ L2(R3). Notice that, if
u is a linear operator with integral kernel u(x; y), then u is again a linear operator, with the
integral kernel u(x; y) = u(x; y) (this explain the notation u).
We say that a Bogoliubov transformation ν is implementable on the fermionic Fock space
F if there exists a unitary operator Rν : F → F with the property
R∗νA(f, g)Rν = A(ν(f, g)) (2.10)
for all f, g ∈ L2(R3). A Bogoliubov transformation (2.9) is implementable if and only if v is
a Hilbert-Schmidt operator (Shale-Stinespring condition, see e. g. [39, Theorem 9.5] or [37]).
Given a Fock space vector ψ ∈ F , we define the one-particle reduced density γψ associated
with ψ as the non-negative operator with the integral kernel
γψ(x; y) = 〈ψ, a∗yaxψ〉.
Notice that γψ is normalized such that tr γψ = 〈ψ,Nψ〉. Hence γψ is a trace class operator
if the expectation of N in the state ψ is finite. In general, if ψ does not have a fixed number
of particles, it is also important to track the expectations 〈ψ, ayaxψ〉 and 〈ψ, a∗xa∗yψ〉. We
define therefore the pairing density αψ associated with ψ as the one-particle operator with
integral kernel
αψ(x; y) = 〈ψ, ayaxψ〉.
Then we also have αψ(x; y) = 〈ψ, a∗xa∗yψ〉. The operators γψ and αψ can be combined into
the generalized one-particle density Γψ : L
2(R3)⊕ L2(R3)→ L2(R3)⊕ L2(R3) defined by
〈(f1, g1),Γψ(f2, g2)〉 = 〈ψ,A∗(f2, g2)A(f1, g1)ψ〉 .
A simple computation shows that Γψ can be expressed in terms of γψ and αψ as
Γψ =
(
γψ αψ
−αψ 1− γψ
)
. (2.11)
As a consequence of the canonical anticommutation relations, it is simple to check that
0 ≤ Γψ ≤ 1.
Knowledge of the generalized one-particle density Γψ allows the computation of the ex-
pectation of all observables which are quadratic in creation and annihilation operators. To
compute expectations of operators involving more than two creation and annihilation oper-
ators, one needs higher order correlation functions, having the form〈
ψ, a#x1 . . . a
#
xk
ψ
〉
(2.12)
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where each a# is either an annihilation or a creation operator. An important class of states
on F are quasi-free states. A pure quasi-free state is a vector in F with the form ψ = RνΩ,
where Rν is the unitary implementor of an (implementable) Bogoliubov transformation ν.
The crucial (and defining) property of quasi-free states is the fact that all higher order
correlations functions like (2.12) can be expressed, using Wick’s theorem, just in terms of
the reduced density γψ and the pairing density αψ (see, for example, [39, Theorem 10.2]).
In other words, quasi-free states are completely described by their generalized one-particle
reduced density Γψ. If ν is a Bogoliubov transformation of the form (2.9), it is simple to
check that the reduced one-particle density associated with ψ has the form
Γν =
(
v∗v v∗u
u∗v u∗u
)
.
Hence, the reduced density of the quasi-free state associated with the Bogoliubov transforma-
tion ν is γν = v
∗v, while the pairing density is αν = v∗u. From the property of Bogoliubov
transformations, we conclude that γν is trace class (because v is a Hilbert-Schmidt oper-
ator, for ν to be implementable) and hence the expectation of the number of particles is
always finite for quasi-free states. Moreover, it follows that Γ2ν = Γν , i.e. Γν is a projection.
Conversely, for every linear projection Γ : L2(R3) ⊕ L2(R3) → L2(R3) ⊕ L2(R3) having the
form
Γ =
(
γ α
−α 1− γ
)
for a trace class operator γ, there exists a quasi-free state, i.e. an implementable Bogoliubov
transformation ν, such that Γ = Γν , i.e. Γ is the generalized reduced density associated with
the Fock space state RνΩ. Restricting the Hamiltonian (2.4) on quasi-free states of the form
RνΩ one obtains the Bardeen-Cooper-Schrieffer (BCS) energy functional. BCS theory plays
a very important role in physics. Originally introduced to describe superconductors, it has
been later applied to explain the phenomenon of superfluidity observed in dilute gases of
fermionic atoms at low temperature. In the last years, there has been a lot of progress in
the mathematical understanding of BCS theory; see, for example, [27, 25, 14, 28] for results
concerning equilibrium properties and [26, 29] for results about the time-evolution in BCS
theory.
In this paper we will be interested in pure quasi-free states with no pairing, i.e. with
α = 0. Since Γ must be a projection, the assumption α = 0 implies that γ is a projection.
We require the number of particles to be N , i.e. tr γ = N . We know then that there
exists a Bogoliubov transformation ν, such that γ is the reduced density of RνΩ. In fact,
it is easy to construct such a Bogoliubov transformation. Since we assumed γ to be an
orthogonal projection with tr γ = N , there must be an orthonormal system {fj}Nj=1 such that
γ =
∑N
j=1 |fj〉〈fj |. We define then v =
∑N
j=1 |f¯j〉〈fj |. Then we have v∗ = v =
∑N
j=1 |fj〉〈f¯j |
and v∗v =
∑N
j=1 |fj〉〈fj | = γ. We also set
u = u∗ = 1−
N∑
j=1
|fj〉〈fj | = 1− γ.
Then u is a projection and u∗u = u2 = u = 1 − γ. Hence u∗u + v∗v = 1, and v∗u = 0. It
follows that
ν =
(
u v
v u
)
=
(
1− γ ∑Nj=1 |fj〉〈f¯j |∑N
j=1 |f¯j〉〈fj | 1− γ¯
)
(2.13)
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is an implementable Bogoliubov transformation, with
Γν =
(
γ 0
0 1− γ¯
)
. (2.14)
Both the pure quasi-free state RνΩ and the N -particle Slater determinant ψslater(x) =
(N !)−1/2 det (fj(xi))i,j≤N satisfy the Wick theorem and are therefore fully characterized by
their generalized one-particle density. Since (2.14) coincides with the generalized one-particle
density of ψslater, it follows that RνΩ = {0, . . . , 0, ψslater, 0, . . . }. Hence, Slater determinants
are the only pure quasi-free states with vanishing pairing density.
Although we will not make use of this fact, let us notice that unitary implementors of
Bogoliubov transformations of the form (2.13), generating Slater determinants, can be con-
veniently constructed as particle-hole transformations. In fact, let {fi}Ni=1 be an orthonormal
system on L2(R3) and extend it to an orthonormal basis {fi}∞i=1. The Slater determinant
ψslater(x) = (N !)
−1/2 det(fi(xj))1≤i,j≤N can be expressed as RνΩ, where the operator Rν is
defined by
RνΩ := a
∗(f1) · · · a∗(fN )Ω
and by the property
Rνa
∗(fi)R∗ν :=
{
a(fi) for i ≤ N
a∗(fi) for i > N.
It is then simple to check that Rν preserves the canonical anticommutation relations and
that it is surjective. As a consequence, it is a unitary operator on F .
The next theorem is our main result. In it, we study the time evolution of initial data
close to Slater determinants, and prove that their dynamics can be described in terms of the
Hartree-Fock (or the Hartree) equation. Of course, we cannot start with an arbitrary Slater
determinant. Instead, we need the initial state to have the semiclassical structure discussed
in the introduction. We encode this requirement in the assumption (2.16) below. We do
not expect the result to be correct if the initial data is not semiclassical, i.e. if (2.16) is not
satisfied. Notice, however, that the semiclassical structure emerges naturally, when one tries
to minimize the energy. Hence, the assumption (2.16) is appropriate to study the dynamics
of initially trapped fermionic systems close to the ground state of the trapped Hamiltonian
(traps are then released, or changed, to observe the dynamics of the particles, which would
otherwise be trivial).
Theorem 2.1. Assume that, in the Hamiltonian (2.4), V ∈ L1(R3) is so that∫
dp (1 + |p|)2|V̂ (p)| <∞ . (2.15)
Let ωN be a sequence of orthogonal projections on L
2(R3), with trωN = N and such that
tr |[eip·x, ωN ]| ≤ CN~ (1 + |p|) and
tr |[~∇, ωN ]| ≤ CN~
(2.16)
for all p ∈ R3 and for a constant C > 0. Let νN denote the sequence of Bogoliubov transfor-
mations constructed in (2.13) such that RνNΩ has the generalized one-particle density
ΓνN =
(
ωN 0
0 1− ωN
)
.
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Let ξN ∈ F be a sequence with 〈ξN ,N ξN 〉 ≤ C uniformly in N . Let γ(1)N,t be the reduced
one-particle density associated with the evolved state
ψN,t = e
−iHN t/~RνN ξN (2.17)
where the Hamiltonian HN has been defined in (2.4). On the other hand, denote by ωN,t the
solution of the Hartree-Fock equation
i~∂tωN,t =
[−~2∆ + (V ∗ ρt)−Xt, ωN,t] , (2.18)
with the initial data ωN,t=0 = ωN . Here ρt(x) = N
−1ωN,t(x;x) is the normalized density and
Xt is the exchange operator associated with ωN,t, having the kernel Xt(x; y) = N
−1V (x −
y)ωN,t(x; y). Then there exist constants K, c1, c2 > 0 such that∥∥∥γ(1)N,t − ωN,t∥∥∥
HS
≤ K exp(c2 exp(c1|t|)) (2.19)
and
tr
∣∣∣γ(1)N,t − ωN,t∣∣∣ ≤ KN1/2 exp(c2 exp(c1|t|)) (2.20)
for all t ∈ R.
Assume additionally that dΓ(ωN )ξN = 0 and 〈ξN ,N 2ξN 〉 ≤ C for all N ∈ N. Then there
exist constants K, c1, c2 > 0 such that
tr
∣∣∣γ(1)N,t − ωN,t∣∣∣ ≤ KN1/6 exp(c2 exp(c1|t|)) (2.21)
for all t ∈ R. Moreover, under this additional assumption, we obtain that∣∣∣tr eix·q+~p·∇ (γ(1)N,t − ωN,t)∣∣∣ ≤ K(1 + |q|+ |p|)1/2 exp(c2 exp(c1|t|)) (2.22)
for every q, p ∈ R3, t ∈ R.
Remarks.
• Using (2.10), it is simple to check that R∗νNNRνN = N−2dΓ(ωN )+N . The assumption
〈ξN ,N ξN 〉 ≤ C implies therefore that∣∣∣tr γ(1)N,0 − tr ωN ∣∣∣ = ∣∣〈ξN , R∗νNNRνN ξN 〉 −N ∣∣ ≤ C
uniformly in N (this bound is of course preserved by the time-evolution). Following
the arguments of Section 4 it is also easy to check that
‖γ(1)N,0 − ωN‖HS ≤ C, and tr |γ(1)N,0 − ωN | ≤ CN1/2,
if 〈ξN ,N ξN 〉 ≤ C. Under the additional assumption dΓ(ωN )ξN = 0, one can even show
that
tr
∣∣∣γ(1)N,0 − ωN ∣∣∣ ≤ C,
uniformly in N (applying the arguments at the beginning of Step 3 in Section 4). This
proves that, at time t = 0, the bulk of the particles is in the quasi-free state generated
by RνN . The small fluctuations around the quasi-free state are described by ξN . In
particular, it follows that the bounds (2.19), (2.20), (2.21) and (2.22) hold at time
t = 0. Results similar to (2.19), (2.20), (2.21), (2.22) also hold if 〈ξN ,N ξN 〉 ' Nα and
〈ξN ,N 2ξN 〉 ' Nβ, for some α, β > 0, but then, of course, the errors become larger.
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• Suppose that the initial data is ωN =
∑N
j=1 |fj〉〈fj | for a family {fj}Nj=1 of orthonor-
mal functions in L2(R3). Then the condition dΓ(ωN )ξN = 0, required for (2.21) and
(2.22), is satisfied if a(fi)ξN = 0 for all i = 1, . . . , N , meaning that particles in ξN are
orthogonal to all orbitals fj building the quasi-free part of the state.
• All our results and our analysis remain valid if we included an external potential in the
Hamiltonian (2.4) generating the time-evolution (in this case, the external potential
would, of course, also appear in the Hartree-Fock equation (2.18)).
• Eq. (2.19) is optimal in its N dependence (it is easy to find a sequence ξN ∈ F with
〈ξN ,N ξN 〉 < ∞ such that, already at time t = 0, the difference between γ(1)N,0 and
ωN,0 is of order one). On the other hand, we do not expect (2.20) and (2.21) to be
optimal (the optimal bound for the trace norm of the difference should be, like (2.19),
of order one in N). Since the Hilbert-Schmidt norm of γ
(1)
N,t and of ωN,t is of the
order N1/2 (while their trace-norm is of order N), it is not surprising that in (2.19)
we get a better rate than in (2.20) and in (2.21). We point out, however, that we can
improve (2.21) and get optimal estimates, if we test the difference γ
(1)
N,t − ωN,t against
observables having the correct semiclassical structure, even if these observables are not
Hilbert-Schmidt; see (2.22).
• The bounds (2.19), (2.20), (2.21), (2.22) deteriorate quite fast in time. The emergence
of a double exponential is a consequence of the fact that when we propagate (2.16) along
the solution ωN,t of the Hartree-Fock equation (2.18) we get an additional factor which
is growing exponentially in time. It is reasonable to expect that in many situations, the
exponential growth for the commutators [eip·x, ωN,t] and [~∇, ωN,t] is too pessimistic.
In these situation, it would be possible to get better time-dependences on the r.h.s. of
(2.19), (2.20), (2.21) and (2.22).
• Let ω˜N,t denote the solution of the Hartree equation
i~∂tω˜N,t =
[−~2∆ + (V ∗ ρ˜t), ω˜N,t] (2.23)
with the initial data ωN . Under the assumptions of Theorem 2.1 on the initial density
ωN and on the interaction potential V , we show in Appendix A that the contribution
of the exchange term [Xt, ωN,t] in the Hartree-Fock equation (2.18) is of smaller order,
and that
tr |ωN,t − ω˜N,t| ≤ C exp(c1 exp(c2|t|)).
It follows from this remark that the bounds (2.19), (2.20), (2.21) and (2.22) remain
true if we replace the solution ωN,t of the Hartree-Fock equation with the solution ω˜N,t
of the Hartree equation (with the same initial data).
We can also control the convergence of higher order reduced densities. The k-particle
reduced density associated with the evolved Fock state ψN,t defined in (2.17) is defined as
the non-negative trace class operator γ
(k)
N,t on L
2(R3k) with integral kernel given by
γ
(k)
N,t(x1, . . . xk;x
′
1, . . . x
′
k) =
〈
ψN,t, a
∗
x′1
. . . a∗x′kaxk . . . ax1ψN,t
〉
.
The k-particle reduced density associated with the evolved quasi-free state with one-particle
density ωN,t (obtained through the solution of the Hartree-Fock equation (2.18)) is given,
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according to Wick’s theorem, by
ω
(k)
N,t(x1, . . . xk;x
′
1, . . . x
′
k) =
∑
pi∈Sk
sgn(pi)
k∏
j=1
ωt(xj ;x
′
pi(j)). (2.24)
Notice that these reduced densities are normalized such that tr ω
(k)
N,t = N !/(N − k)!.
Theorem 2.2. We use the same notations and assume the same conditions as in Theo-
rem 2.1 (the condition dΓ(ωN )ξN = 0 is not required here). Let k ∈ N and assume, addition-
ally, that the sequence ξN is such that 〈ξN , (N + 1)kξN 〉 ≤ C. Then there exists constants
D, c1, c2 > 0 (with c1 depending only on V and on the constant on the r.h.s. of (2.16) and
D, c2 depending on V , on the constants on the r.h.s. of (2.16) and on k) such that∥∥∥γ(k)N,t − ω(k)N,t∥∥∥
HS
≤ DN (k−1)/2 exp(c2 exp(c1|t|)) (2.25)
and
tr
∣∣∣γ(k)N,t − ω(k)N,t∣∣∣ ≤ DNk− 12 exp(c2 exp(c1|t|)). (2.26)
Remark. The N -dependence of the bound (2.25) is optimal. On the other hand, the
N -dependence of (2.26) is not expected to be optimal, the optimal bound for the trace norm
of the difference γ
(k)
N,t − ω(k)N,t should be of the order Nk−1.
In order to show Theorem 2.1 and Theorem 2.2 we are going to compare the fully evolved
Fock state ψN,t = e
−iHN t/~RνN ξN with the quasi-free state on F with reduced one-particle
density given by the solution ωN,t of the Hartree-Fock equation (2.18). To this end, we
write ωN,t =
∑N
j=1 |fj,t〉〈fj,t| for an orthonormal family {fj,t}Nj=1 in L2(R3). Notice that the
functions fj,t can be determined by solving the system of N coupled non-linear equations
i~∂tfj,t(x) = − ~2∆fj,t(x) + 1
N
N∑
i=1
∫
dyV (x− y)|fi,t(y)|2fj,t(x)
− 1
N
N∑
i=1
∫
dyV (x− y)fj,t(y)f i,t(y)fi,t(x)
with the initial data fj,t=0 = fj appearing in (2.13). This system of equations is equivalent to
the Hartree-Fock equation (2.18). We define then uN,t = 1−ωN,t and vN,t =
∑N
j=1 |f j,t〉〈fj,t|.
Similarly to (2.13), we define the Bogoliubov transformation
νN,t =
(
uN,t vN,t
vN,t uN,t
)
=
(
1− ωN,t
∑N
j=1 |fj,t〉〈f j,t|∑N
j=1 |f j,t〉〈fj,t| 1− ωN,t
)
. (2.27)
The generalized reduced density matrix associated with the quasi-free state RνN,tΩ is given
by
ΓνN,t =
(
ωN,t 0
0 1− ωN,t
)
.
We expect ψN,t to be close to the quasi-free state RνN,tΩ. To prove that this is indeed
the case, we define ξN,t ∈ F so that
ψN,t = e
−iHN t/~RνN ξN = RνN,tξN,t
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for every t ∈ R. Equivalently, ξN,t = UN (t; 0)ξN , where we defined the two-parameter group
of unitary transformations
UN (t; s) = R∗νN,te−iHN (t−s)/~RνN,s (2.28)
for any t, s ∈ R. We refer to UN as the fluctuation dynamics; it describes the evolution of
particles which are outside the quasi-free state.
As we will show in detail in Section 4, the problem of proving the convergence of γ
(1)
N,t
towards the solution of the Hartree-Fock equation ωt can be reduced to the problem of
controlling the expectation of the number of particles operator (and of its powers) in the
state ξN,t, or, equivalently, of controlling the growth of the number of particles operator with
respect to the fluctuation dynamics UN .
In spirit, this approach is similar to the coherent state method developed in [36] for
bosonic systems. In the bosonic case, however, one considers the evolution of approximately
coherent initial data. In this case, the fluctuation dynamics is obtained by conjugating the
full evolution exp(−iHN (t − s)) with evolved Weyl operators, in contrast to the Bogoli-
ubov transformation appearing in (2.28). Notice that also in the bosonic case, Bogoliubov
transformations can be applied, in addition to Weyl operators, to obtain a more precise
description of the evolution. In particular, bosonic Bogoliubov transformations have been
used in [5], to describe fluctuations around the condensate, and in [6], to implement the
short scale correlation structure produced by the singular potential. In both cases, bosonic
Bogoliubov transformations describe corrections to the evolving condensate created by the
Weyl operator. In the fermionic case, on the other hand, the Pauli principle excludes the
presence of a condensate and the Bogoliubov transformations produce the main term in the
approximation of the many body dynamics.
3 Bounds on growth of fluctuations
In this section we prove bounds for the growth of the expectation of the number of particles
operator and of its powers with respect to the fluctuation dynamics UN (t; s). To obtain such
estimates, we will make use of the following lemma, where we collect a series of important
bounds for operators on the fermionic Fock space.
Lemma 3.1. For every bounded operator O on L2(R3), we have
‖dΓ(O)ψ‖ ≤ ‖O‖ ‖Nψ‖
for every ψ ∈ F . If O is a Hilbert-Schmidt operator, we also have the bounds
‖dΓ(O)ψ‖ ≤ ‖O‖HS ‖N 1/2ψ‖,∥∥∥∥∫ dxdx′O(x;x′)axax′ψ∥∥∥∥ ≤ ‖O‖HS ‖N 1/2ψ‖,∥∥∥∥∫ dxdx′O(x;x′)a∗xa∗x′ψ∥∥∥∥ ≤ 2‖O‖HS ‖(N + 1)1/2ψ‖.
(3.1)
for every ψ ∈ F . Finally, if O is a trace class operator, we obtain
‖dΓ(O)‖ ≤ 2‖O‖tr ,∥∥∥∥∫ dxdx′O(x;x′)axax′∥∥∥∥ ≤ 2‖O‖tr ,∥∥∥∥∫ dxdx′O(x;x′)a∗xa∗x′∥∥∥∥ ≤ 2‖O‖tr .
(3.2)
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Here ‖O‖tr = tr |O| = tr
√
O∗O indicates the trace norm of O.
Proof. For any bounded operator O on L2(R3) we have
‖dΓ(O)ψ‖2 =
∞∑
n=1
n∑
i,j=1
〈ψ(n), O(i)O(j)ψ(n)〉 ≤ ‖O‖2
∞∑
n=1
n2‖ψ(n)‖2 = ‖O‖2‖Nψ‖2 .
For a Hilbert-Schmidt operator O on L2(R3), we have, using (2.2),∥∥∥∥∫ dxdx′O(x′;x) a#x′axψ∥∥∥∥ ≤ ∫ dx ‖a#(O(.;x))axψ‖
≤
∫
dx ‖O(.;x)‖2 ‖axψ‖
≤ ‖O‖HS
(∫
dx ‖axψ‖2
)1/2
≤ ‖O‖HS‖N 1/2ψ‖
(3.3)
where a# is either an annihilation operator a or a creation operator a∗. This proves the
first two bounds in (3.1). The third bound in (3.1) can be reduced to the previous bound as
follows:∥∥∥∥∫ dxdy O(x; y)a∗xa∗yψ∥∥∥∥ = sup
ϕ∈F , ‖ϕ‖=1
∣∣∣∣〈ϕ,∫ dxdy O(x; y)a∗xa∗yψ〉∣∣∣∣
= sup
ϕ∈F , ‖ϕ‖=1
∣∣∣∣〈∫ dxdy O(x; y)axay(N + 1)−1/2ϕ, (N + 3)1/2ψ〉∣∣∣∣
≤ sup
ϕ∈F , ‖ϕ‖=1
‖O‖HS‖N 1/2(N + 1)−1/2ϕ‖‖(N + 3)1/2ψ‖
≤ ‖O‖HS‖(N + 3)1/2ψ‖.
Finally, we prove (3.2). Assume first that O is a self-adjoint trace-class operator. Then
we have the spectral decomposition
O =
∑
j
λj |fj〉〈fj |
for a real sequence {λj} of eigenvalues with
∑
j |λj | = tr |O| and an orthonormal family of
eigenvectors fj ∈ L2(R3). We find∥∥∥∥∫ dxdx′O(x;x′) a#x a#x′∥∥∥∥ ≤∑
j
|λj |
∥∥∥∥∫ dxdx′ fj(x′)f j(x) a#x a#x′∥∥∥∥ = ∑
j
|λj |
∥∥∥a#(f˜j)a#(f˜j)∥∥∥
where f˜j is either fj or its complex conjugate f j . We conclude from (2.2) that∥∥∥∥∫ dxdx′O(x;x′)a#x a#x′∥∥∥∥ ≤∑
j
|λj |‖fj‖2 = ‖O‖tr . (3.4)
Now, for an arbitrary, not necessarily self-adjoint, trace-class operator O, we write
O =
O +O∗
2
+ i
O −O∗
2i
.
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Therefore, applying (3.4), we find∥∥∥∫ dxdx′O(x;x′) a#x a#x′∥∥∥
≤
∥∥∥∥∫ dxdx′ (O +O∗2
)
(x;x′) a#x a
#
x′
∥∥∥∥+ ∥∥∥∥∫ dxdx′ (O −O∗2i
)
(x;x′) a#x a
#
x′
∥∥∥∥
≤
∥∥∥∥O +O∗2
∥∥∥∥
tr
+
∥∥∥∥O −O∗2i
∥∥∥∥
tr
≤ 2‖O‖tr .
We are now ready to state the main result of this section, which is a bound for the growth
of the expectation of (N + 1)k with respect to the fluctuation dynamics.
Theorem 3.2. Assume (2.15) and (2.16). Let UN (t; s) be the fluctuation dynamics defined
in (2.28) and k ∈ N. Then there exist a constant c1 > 0, depending only on V , and a
constant c2 > 0 depending on V and on k such that〈
ξ,UN (t; 0)∗(N + 1)k UN (t; 0)ξ
〉
≤ exp(c2 exp(c1|t|)) 〈ξ, (N + 1)kξ〉. (3.5)
The first step in the proof of Theorem 3.2 is an explicit computation of the time derivative
of the expectation of the evolved moments of the number of particles operator appearing on
the l.h.s. of (3.5). Recall from (2.28) that UN (t; 0) = R∗νN,te−iHN t/~RνN , where
νN,t =
(
uN,t vN,t
vN,t uN,t
)
is the Bogoliubov transform defined in (2.27), with v∗N,tvN,t = ωN,t and uN,t = 1− ωN,t.
In the rest of this section, we will use the shorthand notation Rt ≡ RνN,t , ut ≡ uN,t, vt ≡
vN,t and vt ≡ vN,t. Moreover, we define the functions ut,x, vt,x, vt,x by ut,x(y) = uN,t(y;x),
vt,x(y) = vN,t(y;x) and vt,x(y) = vN,t(y;x), where uN,t(y;x), vN,t(y;x) and vN,t(y;x) denote
the integral kernels of the operators uN,t, vN,t and vN,t. Note that, from (2.10), the action
of the Bogoliubov transformation Rt on the operator valued distributions ax, a
∗
x is given by
R∗t axRt = a(ut,x) + a
∗(vt,x) and R∗t a
∗
xRt = a
∗(ut,x) + a(vt,x) .
Proposition 3.3. Let UN (t; s) be the fluctuation dynamics defined in (2.28), ξ ∈ F , and
k ∈ N. Then
i~
d
dt
〈
UN (t; 0)ξ, (N + 1)kUN (t; 0)ξ
〉
= −4i
N
Im
k∑
j=1
∫
dxdy V (x− y)
×
{〈
UN (t; 0)ξ, (N + 1)j−1a∗(ut,x)a(vt,y)a(ut,y)a(ut,x)(N + 1)k−jUN (t; 0)ξ
〉
+
〈
UN (t; 0)ξ, (N + 1)j−1a(vt,x)a(vt,y)a(ut,y)a(ut,x)(N + 1)k−jUN (t; 0)ξ
〉
+
〈
UN (t; 0)ξ, (N + 1)j−1a∗(ut,y)a∗(vt,y)a∗(vt,x)a(vt,x)(N + 1)k−jUN (t; 0)ξ
〉}
.
(3.6)
Proof. A simple computation using (2.10) shows that
RtNR∗t = N − 2dΓ(ωN,t) +N
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and therefore that
UN (t; 0)∗NUN (t; 0) = R∗0 eiHN t/~(N − 2dΓ(ωN,t) +N)e−iHN t/~R0
= R∗0NR0 − 2R∗0eiHN t/~dΓ(ωN,t)e−iHN t/~R0 +N.
Hence
i~
d
dt
U∗N (t; 0)NUN (t; 0) = −2R∗0 eiHN t/~ {dΓ(i~∂tωN,t)− [HN , dΓ(ωN,t)]} e−iHN t/~R0
= −2U∗N (t; 0)R∗t {dΓ(i~∂tωN,t)− [HN , dΓ(ωN,t)]}Rt UN (t; 0).
On the one hand, from the Hartree-Fock equation (2.18) for ωN,t we find
dΓ(i~∂tωN,t) = dΓ
([−~2∆, ωN,t])+ dΓ ([V ∗ ρt −Xt, ωN,t])
where we recall the definitions of the normalized density ρt(x) = (1/N)ωN,t(x;x) and of the
exchange operator Xt(x; y) = (1/N)V (x− y)ωN,t(x; y). On the other hand
[HN , dΓ(ωN,t)] = [dΓ(−~2∆), dΓ(ωN,t)] + [VN , dΓ(ωN,t)]
with the interaction
VN = 1
2N
∫
dxdyV (x− y)a∗xa∗yayax.
We conclude that
i~
d
dt
U∗N (t; 0)NUN (t; 0)
= −2U∗N (t; 0)R∗t {dΓ ([V ∗ ρt −Xt, ωN,t])− [VN , dΓ(ωN,t)]}RtUN (t; 0).
(3.7)
Next, we compute the two terms in the brackets. The first term is given by
dΓ([V ∗ ρt −Xt, ωN,t])
=
1
N
∫
dz1dz2 a
∗
z1az2
∫
dxV (z1 − x)
[
ωN,t(z1; z2)ωN,t(x;x)− ωN,t(z1;x)ωN,t(x; z2)
]
− h.c.
(3.8)
Using (2.10), we find
R∗t dΓ([V ∗ ρt −Xt, ωN,t])Rt
=
1
N
∫
dz1dz2 (a
∗(ut,z1) + a(vt,z1)) (a(ut,z2) + a
∗(vt,z2))
×
∫
dxV (z1 − x)
[
ωN,t(z1; z2)ωN,t(x;x)− ωN,t(z1;x)ωN,t(x; z2)
]− h.c.
(3.9)
The integration over z2 can be done explicitly using the property
∫
dz2 ut(y1; z2)ωN,t(y2; z2) =
(ωN,tut)(y2; y1) = 0 and the fact that ωN,tvt = vt. We get
R∗t dΓ([V ∗ ρt −Xt, ωN,t])Rt
=
1
N
∫
dz1 (a
∗(ut,z1) + a(vt,z1))
×
∫
dxV (z1 − x)
[
a∗(vt,z1)ωN,t(x;x)− a∗(vt,x)ωN,t(z1;x)
]− h.c.
=
1
N
∫
dxdy V (x− y)
[
ωN,t(x;x)a
∗(ut,y)a∗(vt,y)− ωN,t(y;x)a∗(ut,y)a∗(vt,x)
]
− h.c.
(3.10)
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where in the last step the contributions containing a(vt,z1) are cancelled by their hermitian
conjugates.
We now consider the second contribution in the brackets on the r.h.s. of (3.7). Using the
canonical anticommutation relations, we obtain
[VN , dΓ(ωN,t)] = 1
N
∫
dxdydz V (x− y)ωN,t(z, y)a∗za∗xayax − h.c.
Conjugating with the Bogoliubov transformation Rt, we find
R∗t [VN , dΓ(ωN,t)]Rt
=
1
N
∫
dxdydz V (x− y)ωN,t(z; y)
× (a∗(ut,z) + a(vt,z)) (a∗(ut,x) + a(vt,x)) (a(ut,y) + a∗(vt,y)) (a(ut,x) + a∗(vt,x))
− h.c.
Integrating over z, using again ωN,tut = 0 and ωN,tvt = vt, we find
R∗t [VN , dΓ(ωN,t)]Rt
=
1
N
∫
dxdy V (x− y)a(vt,y) (a∗(ut,x) + a(vt,x)) (a(ut,y) + a∗(vt,y)) (a(ut,x) + a∗(vt,x))
− h.c.
Since
〈
vt,y, ut,x
〉
= 0 the operators a(vt,y) and a
∗(ut,x) anticommute. Taking into account
the fact that many contributions cancel after subtracting the hermitian conjugate, we find
R∗t [VN ,dΓ(ωN,t)]Rt
= − 1
N
∫
dxdy V (x− y)
[
a∗(ut,x)a(vt,y)a(ut,y)a(ut,x)
+ a(vt,x)a(vt,y)a(ut,y)a(ut,x)− a(vt,x)a(vt,y)a∗(vt,x)a(ut,y)
]
− h.c.
Normal ordering the last term in the brackets using
〈
vt,y, vt,x
〉
= ωN,t(x; y), we conclude
that
R∗t [VN , dΓ(ωN,t)]Rt
= − 1
N
∫
dxdy V (x− y)
[
a∗(ut,x)a(vt,y)a(ut,y)a(ut,x)
+ a(vt,x)a(vt,y)a(ut,y)a(ut,x) + a
∗(ut,y)a∗(vt,y)a∗(vt,x)a(vt,x)
]
− h.c.
+
1
N
∫
dxdy V (x− y)
[
ωN,t(x;x)a
∗(ut,y)a∗(vt,y)− ωN,t(y;x)a∗(ut,y)a∗(vt,x)
]
− h.c.
(3.11)
Combining (3.10) with (3.11), we find
R∗t {dΓ ([V ∗ ρt −Xt, ωN,t])− [VN , dΓ(ωN,t)]}Rt
= − 1
N
∫
dxdy V (x− y)
[
a∗(ut,x)a(vt,y)a(ut,y)a(ut,x)
+ a(vt,x)a(vt,y)a(ut,y)a(ut,x) + a
∗(ut,y)a∗(vt,y)a∗(vt,x)a(vt,x)
]
− h.c.
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From (3.7), we obtain
i~
d
dt
U∗N (t; 0)NUN (t; 0)
= − 4i
N
Im
∫
dxdy V (x− y)U∗N (t; 0)
[
a∗(ut,x)a(vt,y)a(ut,y)a(ut,x)
+ a(vt,x)a(vt,y)a(ut,y)a(ut,x) + a
∗(ut,y)a∗(vt,y)a∗(vt,x)a(vt,x)
]
UN (t; 0).
Eq. (3.6) now follows from the observation that
i~
d
dt
〈
ξ,U∗N (t; 0)(N + 1)kUN (t; 0)ξ
〉
=
k∑
j=1
〈
ξ,U∗N (t; 0)(N + 1)j−1
× UN (t; 0)
[
i~
d
dt
U∗N (t; 0)NUN (t; 0)
]
U∗N (t; 0)(N + 1)k−jUN (t; 0)ξ
〉
.
Next, we have to bound the three terms on the r.h.s. of (3.6) by the expectation of
(N + 1)k in the state UN (t; 0)ξ. A key ingredient to obtain such bounds is an estimate for
the trace norm of the commutators [eip·x, ωN,t]. For t = 0 such an estimate was assumed
in (2.16). In the next proposition, whose proof is deferred to Section 5, we show that the
bound can be propagated to all t ∈ R.
Proposition 3.4. Let V ∈ L1(R3) such that∫
dp (1 + |p|2) |V̂ (p)| <∞ .
Let ωN be a non-negative trace class operator on L
2(R3), with trωN = N , ‖ωN‖ ≤ 1 and
such that
sup
p∈R3
1
1 + |p| tr |[ωN , e
ip·x]| ≤ CN~
tr |[ωN , ~∇]| ≤ CN~ .
(3.12)
for all p ∈ R3. Let ωN,t be the solution of the Hartree-Fock equation (2.18) with initial data
ωN . Then, there exist constants K, c > 0 only depending on the potential V such that
sup
p∈R3
1
1 + |p| tr |[ωN,t, e
ip·x]| ≤ KN~ exp(c|t|)
tr |[ωN,t, ~∇]| ≤ KN~ exp(c|t|)
(3.13)
for all p ∈ R3 and t ∈ R.
We are now ready to estimate the three terms appearing on the r.h.s. of (3.6).
Lemma 3.5. Under the assumptions (2.15) und (2.16) of Theorem 2.1, there exists a con-
stant c1 > 0 depending on V and a constant C > 0 depending on V and on k ∈ N, such
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that∣∣∣ 1
N
∫
dxdy V (x− y)
〈
UN (t; 0)ξ, (N + 1)j−1
{
a∗(ut,x)a(vt,y)a(ut,y)a(ut,x)
+ a(vt,x)a(vt,y)a(ut,y)a(ut,x) + a
∗(ut,y)a∗(vt,y)a∗(vt,x)a(vt,x)
}
(N + 1)k−jUN (t; 0)ξ
〉∣∣∣
≤ C~ exp(c1|t|)
〈UN (t; 0)ξ, (N + 1)kUN (t; 0)ξ〉
(3.14)
for all j = 1, . . . , k and t ∈ R.
Proof. We estimate the contributions arising from the three terms in the parenthesis sepa-
rately. Let us start with the first term,
I :=
∣∣∣ 1
N
∫
dxdy V (x− y)
〈
UN (t; 0)ξ, (N + 1)j−1
× a∗(ut,x)a(vt,y)a(ut,y)a(ut,x)(N + 1)k−jUN (t; 0)ξ
〉∣∣∣ .
Inserting 1 = (N + 3)k/2−j(N + 3)−k/2+j , pulling (N + 3)−k/2+j through the fermonic
operators to the right, and using the Cauchy-Schwarz inequality, we get:
I ≤ 1
N
∫
dp|V̂ (p)|
∥∥∥∥∫ dx a∗(ut,x)eip·xa(ut,x)(N + 3)k/2−j(N + 1)j−1UN (t; 0)ξ∥∥∥∥
×
∥∥∥∥∫ dy a(vt,y)e−ip·ya(ut,y)(N + 1)k/2UN (t; 0)ξ∥∥∥∥ . (3.15)
The first norm can be bounded using that, for any φ ∈ F :∥∥∥∥∫ dx a∗(ut,x)eip·xa(ut,x)φ∥∥∥∥ = ∥∥∥∥∫ dxdr1dr2 ut(r1, x)eip·xut(x, r2)a∗r1ar2φ∥∥∥∥
=
∥∥dΓ(uteip·xut)φ∥∥
≤ ‖Nφ‖
(3.16)
where the last line follows from Lemma 3.1 together with ‖uteip·xut‖ ≤ 1 (with a slight abuse
of notation, eip·x denotes a multiplication operator). As for the second norm on the r.h.s. of
(3.15), we use that:∥∥∥∥∫ dy a(vt,y)e−ip·ya(ut,y)φ∥∥∥∥ = ∥∥∥∥∫ dr1dr2 (vte−ip·xut) (r1; r2)ar1ar2φ∥∥∥∥
=
∥∥∥∥∫ dr1dr2 (vt[e−ip·x, ωN,t]) (r1; r2)ar1ar2φ∥∥∥∥
≤ 2 ∥∥vt[e−ip·x, ωN,t]∥∥tr ‖φ‖
≤ 2K~(1 + |p|)Nec|t|‖φ‖ (3.17)
where the second line follows from vtut = 0 and ut = 1−ωN,t, the third from from Lemma 3.1,
while the last from ‖vt‖ ≤ 1 and Proposition 3.4. Using the bounds (3.16), (3.17) in (3.15)
we get:
I ≤ 2K~
(∫
dp|V̂ (p)|(1 + |p|)
)
ec|t|
∥∥∥N (N + 3)k/2−j(N + 1)j−1UN (t; 0)ξ∥∥∥
×
∥∥∥(N + 1)k/2UN (t; 0)ξ∥∥∥
≤ C~ec|t|‖(N + 1)k/2UN (t; 0)ξ‖2 (3.18)
23
for a suitable constant C > 0 (depending on k). Consider now the second term on the right
hand side of (3.14),
II :=
∣∣∣ 1
N
∫
dxdy V (x− y)
〈
UN (t; 0)ξ, (N + 1)j−1
× a(vt,x)a(vt,y)a(ut,y)a(ut,x)(N + 1)k−jUN (t; 0)ξ
〉∣∣∣.
Inserting a 1 = (N + 5)k/2+1−j(N + 5)−k/2−1+j and pulling (N + 5)−k/2−1+j through the
annihilation operators to the right, we get:
II ≤ 1
N
∫
dpdxdy |V̂ (p)|
∥∥∥(N + 1)j−1(N + 5)k/2+1−jUN (t; 0)ξ∥∥∥
×
∥∥∥∥∫ dxdy a(vt,x)eip·xa(ut,x)a(vt,y)e−ip·ya(ut,y)(N + 1)k/2−1UN (t; 0)ξ∥∥∥∥ .(3.19)
Using that vtut = 0 and that ut = 1− ωN,t, we obtain, for any φ ∈ F :∥∥∥∥∫ dx a(vt,x)eipxa(ut,x)φ∥∥∥∥ = ∥∥∥∥∫ dr1dr2dx vt(r1;x)eipxut(x; r2)ar1ar2φ∥∥∥∥
≤ ‖vt[eip·x, ωN,t]‖HS‖N 1/2φ‖
≤ 21/2 ∥∥[eip·x, ωN,t]∥∥1/2tr ‖N 1/2φ‖
≤ (2K~(1 + |p|)N)1/2ec|t| ‖N 1/2φ‖ (3.20)
where the second line follows from Lemma 3.1, the third from ‖vt‖ ≤ 1, ‖eip·x‖ ≤ 1, ‖ωN,t‖ ≤
1, while the last follows from Proposition 3.4 (the constants K, c > 0 depend on V but not
on k). Applying this bound twice, we can estimate the last norm in the r.h.s. of (3.19) as:∥∥∥∫ dxdy a(vt,x)eip·xa(ut,x)a(vt,y)e−ip·ya(ut,y)(N + 1)k/2−1UN (t; 0)ξ∥∥∥
≤ (2K~(1 + |p|)N)1/2ec|t|
∥∥∥∥∫ dy a(vt,y)e−ip·ya(ut,y)N 1/2(N + 1)k/2−1UN (t; 0)ξ∥∥∥∥
≤ 2K~(1 + |p|)Ne2c|t|
∥∥∥N (N + 1)k/2−1UN (t; 0)ξ∥∥∥
≤ 2K~(1 + |p|)Ne2c|t|
∥∥∥(N + 1)k/2UN (t; 0)ξ∥∥∥ . (3.21)
Plugging this bound into (3.19), we conclude that
II ≤ 2K~
(∫
dp |V̂ (p)|(1 + |p|)
)
e2c|t|
∥∥∥(N + 5)k/2UN (t; 0)ξ∥∥∥2
≤ C~e2c|t|
∥∥∥(N + 1)k/2UN (t; 0)ξ∥∥∥2
where the constant c > 0 depends on V while the constant C > 0 depends on V and on k.
The last term in (3.14) is bounded analogously to I. This completes the proof of (3.14).
Proof of Theorem 3.2. Combining Proposition 3.3 and Lemma 3.5, we find∣∣∣∣i~ ddt 〈UN (t; 0)ξ, (N + 1)kUN (t; 0)ξ〉
∣∣∣∣ ≤ C~ec1|t| 〈UN (t; 0)ξ, (N + 1)kUN (t; 0)ξ〉.
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Gronwall’s Lemma implies that〈
UN (t; 0)ξ, (N + 1)k UN (t; 0)ξ
〉
≤ exp(c2 exp(c1|t|))
〈
ξ, (N + 1)kξ〉
where the constant c1 depends only on the potential V , while c2 depends on V and on
k ∈ N.
4 Proof of main results
In this section we prove our main results, Theorem 2.1 and Theorem 2.2. As in Section 3,
we will use the notation Rt ≡ RνN,t , ut ≡ uN,t, vt ≡ vN,t, vt ≡ vN,t. Moreover, we define the
functions ut,x(y) = uN,t(y;x), vt,x(y) = vN,t(y;x) and vt,x(y) = vN,t(y;x).
Proof of Theorem 2.1. We start from the expression
γ
(1)
N,t(x; y) = 〈ψN,t, a∗yaxψN,t〉
= 〈e−iHN t/~R0ξN , a∗yaxe−iHN t/~R0ξN 〉
= 〈ξN , R∗0eiHN t/~a∗yaxe−iHN t/~R0ξN 〉.
(4.1)
Introducing the fluctuation dynamics UN defined in (2.28), we obtain
γ
(1)
N,t(x; y) =
〈
ξN ,U∗N (t; 0)R∗t a∗yaxRtUN (t; 0)ξN
〉
=
〈
ξN ,U∗N (t; 0) (a∗(ut,y) + a(vt,y)) (a(ut,x) + a∗(vt,x))UN (t; 0)ξN
〉
=
〈
ξN ,U∗N (t; 0)
{
a∗(ut,y)a(ut,x)− a∗(vt,x)a(vt,y) + 〈vt,y, vt,x〉
+ a∗(ut,y)a∗(vt,x) + a(vt,y)a(ut,x)
}UN (t; 0)ξN〉.
Here we used the defining property (2.10) of the Bogoliubov transformation Rt and, in the
third line, the canonical anticommutation relations (2.1). We observe that
〈vt,y, vt,x〉 =
∫
dzvt(z; y)vt(z;x) = (vtvt)(y;x) = ωN,t(x; y).
This implies that
γ
(1)
N,t(x; y)− ωN,t(x; y) =
〈
ξN ,U∗N (t; 0)
{
a∗(ut,y)a(ut,x)− a∗(vt,x)a(vt,y)
+ a∗(ut,y)a∗(vt,x) + a(vt,y)a(ut,x)
}UN (t; 0)ξN〉.
Step 1: Proof of (2.19). We integrate this difference against the integral kernel of a
Hilbert-Schmidt operator O on L2(R3) and find
tr O
(
γ
(1)
N,t − ωN,t
)
=
〈
ξN ,U∗N (t; 0)
(
dΓ(utOut)− dΓ(vtO∗vt)
) UN (t; 0)ξN〉
+ 2Re
〈
ξN ,U∗N (t; 0)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
UN (t; 0)ξN
〉
.
(4.2)
From Lemma 3.1, and using ‖ut‖ = ‖vt‖ = 1, we conclude that∣∣∣trO (γ(1)N,t − ωN,t)∣∣∣ ≤ (‖utOut‖+ ‖vtO∗vt‖) 〈ξN ,U∗N (t; 0)NUN (t; 0)ξN〉
+ 2‖vtOut‖HS
∥∥∥(N + 1)1/2UN (t; 0)ξN∥∥∥ ‖ξN‖
≤ C‖O‖HS
〈
ξN ,U∗N (t; 0)(N + 1)UN (t; 0)ξN
〉
.
(4.3)
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From Theorem 3.2 and from the assumption 〈ξN ,N ξN 〉 ≤ C, we obtain∥∥∥γ(1)N,t − ωN,t∥∥∥
HS
≤ C exp(c1 exp(c2|t|))
which completes the proof of (2.19).
Step 2: Proof of (2.20). We start anew from (4.2), assuming now O to be a compact
operator on L2(R3), not necessarily Hilbert-Schmidt. Proceeding as in (4.3), we find∣∣∣ trO (γ(1)N,t − ωN,t) ∣∣∣
≤ 2‖O‖ ‖(N + 1)1/2UN (t; 0)ξN‖2 + 2‖vtOut‖HS
∥∥∥(N + 1)1/2UN (t; 0)ξN∥∥∥ ‖ξN‖
≤ 2‖O‖ ‖(N + 1)1/2UN (t; 0)ξN‖2 + ‖O‖ ‖vt‖HS‖(N + 1)1/2UN (t; 0)ξN‖‖ξN‖.
Applying Theorem 3.2, the assumption 〈ξN ,N ξN 〉 ≤ C, and ‖vt‖HS = N1/2, we obtain∣∣∣ trO (γ(1)N,t − ωN,t) ∣∣∣ ≤ CN1/2 exp(c1 exp(c2|t|)) .
This completes the proof of (2.20).
Step 3: Proof of (2.21). Let us now assume additionaly dΓ(ωN )ξN = 0. Let ξ
(n)
N the
n-particle component of the Fock space vector ξN . With a slight abuse of notation, we denote
again by ξ
(n)
N the Fock space vector {0, . . . , 0, ξ(n)N , 0, . . . } ∈ F . The assumption implies that
dΓ(ωN )ξ
(n)
N = 0 for all n ∈ N. Hence
NRνN ξ(n)N = RνN (N +N − 2dΓ(ωN ))ξ(n)N = RνN (n+N)ξ(n)N = (n+N)RνN ξ(n)N . (4.4)
In other words, RνN ξ
(n)
N is an eigenstate of the number of particles operator with eigenvalue
n+N . Hence
γ
(1)
N,t(x; y)
=
∑
n≥0
〈e−iHN t/~RνN ξ(n)N , a∗yaxe−iHN t/~RνN ξ(n)N 〉
=
∑
n≥0
〈UN (t; 0)ξ(n)N , (a∗(ut,y) + a(v¯t,y))(a(ut,x) + a∗(v¯t,x))UN (t; 0)ξ(n)N 〉.
Proceeding as in the proof of the first part of Theorem 2.1, for a compact operator O on
L2(R3), we end up with:
trO(γ
(1)
N,t − ωN,t)
=
∑
n≥0
〈ξ(n)N ,U∗N (t; 0)
(
dΓ(utOut)− dΓ(vtO∗vt)
)UN (t; 0)ξ(n)N 〉
+ 2 Re
∑
n≥0
〈ξ(n)N ,U∗N (t; 0)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
UN (t; 0)ξ(n)N 〉
=: I + II .
(4.5)
We estimate separately the two lines in the r.h.s. of Eq. (4.5). Let us start with
I =
∑
n≥0
〈ξ(n)N ,U∗N (t; 0)
(
dΓ(utOut)− dΓ(vtO∗vt)
)UN (t; 0)ξ(n)N 〉.
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From Lemma 3.1, we get
I ≤ (‖utOut‖+ ‖vtO∗vt‖)
∑
n≥0
〈ξ(n)N ,U∗N (t; 0)NUN (t; 0)ξ(n)N 〉
≤ C‖O‖ exp(c1 exp(c2|t|))
∑
n≥0
〈ξ(n)N ,N ξ(n)N 〉
= C‖O‖ exp(c1 exp(c2|t|))〈ξN ,N ξN 〉 ≤ C‖O‖ exp(c1 exp(c2|t|))
(4.6)
where we used the fact that ‖ut‖ = ‖vt‖ = 1, Theorem 3.2 to control the growth of the
expectation of N w.r.t. the fluctuation dynamics UN , and that by assumption 〈ξN ,N ξN 〉 ≤
C. Therefore, we are left with
II = 2 Re
∑
n≥0
〈ξ(n)N ,U∗N (t; 0)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
UN (t; 0)ξ(n)N 〉 . (4.7)
It follows from Proposition 3.3 that, for any k ∈ N,
i~
d
dt
〈
U∗N (t; 0)ξ,N kUN (t; 0)ξ
〉
=
〈
ξ,U∗N (t; 0)[N k,LN (t)]UN (t; 0)ξ
〉
where we defined
LN (t) = 1
N
∫
dxdy V (x− y){a∗(ut,x)a(vt,y)a(ut,y)a(ut,x)
+
1
2
a(vt,x)a(vt,y)a(ut,y)a(ut,x)− a∗(ut,y)a∗(vt,y)a∗(vt,x)a(vt,x)
}
+ h.c.
(4.8)
The operator LN (t) plays the role of the generator of the dynamics UN (t; 0) (up to terms
which commute with the number of particles operator). Approximating the orthogonal
projection Pn = 1(N = n) on the n-particle sector of F by polynomials in N , we conclude
that
i~
d
dt
〈U∗N (t; 0)ξ, f(N )UN (t; 0)ξ〉 = 〈ξ,U∗N (t; 0)[f(N ),LN (t)]UN (t; 0)ξ〉 (4.9)
for every continuous function f : R → C. We are going to compare the dynamics UN (t; 0)
with a modified dynamics, whose generator only contains one of the three terms on the r.h.s.
of (4.8) (and terms which commute with N , therefore not contributing to the change of the
expectation of functions of N ). We define
L˜N (t) = 1
N
∫
dxdyV (x− y)
× {a∗(ut,x)a(vt,y)a(ut,y)a(ut,x)− a∗(ut,y)a∗(vt,y)a∗(vt,x)a(vt,x)}+ h.c.
(4.10)
and we denote by U˜N (t; s) the time evolution generated by U∗N (t; 0)L˜N (t)UN (t; 0) which is
the two-parameter group of unitary transformation satisfying U˜N (s; s) = 1 for all s ∈ R and
i~ ∂t U˜N (t; s) = −U∗N (t; 0)L˜N (t)UN (t; 0) U˜N (t; s). (4.11)
Finally, we define
U (1)N (t; s) = UN (t; s) U˜N (t; s)
27
and we observe that, from (4.9) and (4.11),
i~∂t〈ξ,U (1)∗N (t; 0)f(N )U (1)N (t; 0)ξ〉 =
〈
ξ,U (1)∗N (t; 0)
[
f(N ),L(1)N (t)
]
U (1)N (t; 0)ξ
〉
(4.12)
where we set
L(1)N (t) = LN (t)− L˜N (t)
=
1
2N
∫
dxdyV (x− y) {a(vt,x)a(vt,y)a(ut,y)a(ut,x) + a∗(ut,x)a∗(ut,y)a∗(vt,y)a∗(vt,y)}
Notice that L(1)N (t) can only create or annihilate four particles at a time. This implies that,
although L(1)N (t) does not commute with N , it satisfies [L(1)N (t), iN ] = 0. From (4.12), we
conclude that
〈ξ,U (1)∗N (t; 0)iNU (1)N (t; 0)ξ〉 = 〈ξ, iN ξ〉
for all t ∈ R and all ξ ∈ F . We conclude that U (1)∗N (t; 0) iN U (1)N (t; 0) = iN for all t ∈ R and
therefore that
iNU (1)N (t; 0) = U (1)N (t; 0) iN . (4.13)
We rewrite now (4.7) as
II = 2 Re
∑
n≥0
{
〈ξ(n)N ,U (1)∗N (t; 0)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
U (1)N (t; 0)ξ(n)N 〉
+ 〈ξ(n)N ,
(
U∗N (t; 0)− U (1)∗N (t; 0)
)(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
U (1)N (t; 0)ξ(n)N 〉
+ 〈ξ(n)N ,U∗N (t; 0)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)(
UN (t; 0)− U (1)N (t; 0)
)
ξ
(n)
N 〉
}
=: II1 + II2 + II3 .
(4.14)
The key remark which allows us to improve the rate of convergence with respect to Eq. (2.20)
is that II1 = 0. This follows from the remark that U (1)N can only create or annihilate particles
in groups of four. So, the expectation of the a product of two creation or two annihilation
operators in the state U (1)N (t; 0)ξ(n)N , where ξ(n)N has a fixed number of particles must vanish.
To prove this fact rigorously, we use (4.13), which implies that
〈ξ(n)N ,U (1)∗N (t; 0)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
U (1)N (t; 0)ξ(n)N 〉
= 〈ξ(n)N ,U (1)∗N (t; 0)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
U (1)N (t; 0)iN ξ(n)N 〉i−n
= 〈ξ(n)N , iN+2U (1)∗N (t; 0)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
U (1)N (t; 0)ξ(n)N 〉i−n
= −〈ξ(n)N ,U (1)∗N (t; 0)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
U (1)N (t; 0)ξ(n)N 〉,
and therefore
〈ξ(n)N ,U (1)∗N (t; 0)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
U (1)N (t; 0)ξ(n)N 〉 = 0.
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We are left with bounding the last two terms in (4.14); let us start with
II2 = 2 Re
∑
n≥0
〈
ξ
(n)
N ,
(
U∗N (t; 0)− U (1)∗N (t; 0)
)
×
(∫
dr1dr2(vtOut)(r1, r2)ar1ar2
)
U (1)N (t; 0)ξ(n)N
〉
.
(4.15)
We expand UN in terms of U (1)N using the Duhamel formula:
UN (t; 0)− U (1)N (t; 0) = −
i
~
∫ t
0
dsU(t; s)L˜N (s)U (1)N (s; 0). (4.16)
Plugging (4.16) into (4.15) and using (4.10) we end up with
II2 ≤ 4~N
∑
n≥0
{∣∣∣∣〈ξ(n)N ,∫ t
0
dsU (1)∗N (s; 0)
×
(∫
dxdy V (x− y)a∗(us,x)a(v¯s,y)a(us,y)a(us,x) + h.c.
)
× U∗N (t; s)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
U (1)N (t; 0)ξ(n)N
〉∣∣∣∣
+
∣∣∣∣〈ξ(n)N ,∫ t
0
dsU (1)∗N (s; 0)
(∫
dxdy V (x− y)a∗(us,y)a∗(v¯s,y)a∗(v¯s,x)a(v¯s,x) + h.c.
)
× U∗N (t; s)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
U (1)(t; 0)ξ(n)N
〉∣∣∣∣}
=: II2.1 + II2.2 .
(4.17)
We start by estimating II2.1. We find
II2.1 ≤ 2~N
∑
n≥0
∫ t
0
ds
∫
dp |Vˆ (p)|
×
{∣∣∣〈ξ(n)N ,U (1)∗N (s; 0)dΓ(useipxu¯s)
×
(∫
dω1dω2 (vse
−ipxu¯s)(ω1;ω2)aω1aω2
)
U∗N (t; s)
×
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
U (1)N (t; 0)ξ(n)N
〉∣∣∣
+
∣∣∣〈ξ(n)N ,U (1)∗N (s; 0)(∫ dω1dω2 (v¯se−ipxus)(ω1;ω2)a∗ω1a∗ω2)
× dΓ(useipxu¯s)U∗N (t; s)
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
U (1)N (t; 0)ξ(n)N
〉∣∣∣} .
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Using Cauchy-Schwarz inequality, we obtain
II2.1 ≤ 2~N
∑
n≥0
∫ t
0
ds
∫
dp|Vˆ (p)|
∥∥∥dΓ(useipxu¯s)U (1)N (s; 0)ξ(n)N ∥∥∥
×
∥∥∥∥(∫ dω1dω2 (vse−ipxu¯s)(ω1;ω2)aω1aω2)U∗N (t; s)
×
(∫
dr1dr2(vtOut)(r1; r2)ar1ar2
)
U (1)N (t; 0)ξ(n)N
∥∥∥∥
+
2
~N
∑
n≥0
∫ t
0
ds
∫
dp |Vˆ (p)|
×
∥∥∥(N + 2)−1/2dΓ(useipxu¯s)
×
(∫
dω1dω2 (vse
−ipxu¯s)(ω1;ω2)aω1aω2
)
U (1)N (s; 0)ξ(n)N
∥∥∥∥
×
∥∥∥∥(N + 2)1/2U∗N (t; s)(∫ dr1dr2(vtOut)(r1; r2)ar1ar2)U (1)N (t; 0)ξ(n)N ∥∥∥∥ .
(4.18)
From Lemma 3.1, it follows that
II2.1 ≤ 2~N
∑
n≥0
∫ t
0
ds
∫
dp |Vˆ (p)|
∥∥∥NU (1)N (s; 0)ξ(n)N ∥∥∥∥∥vse−ipxu¯s∥∥HS
×
∥∥∥∥N 1/2U∗N (t; s)(∫ dr1dr2(vtOut)(r1; r2)ar1ar2)U (1)N (t; 0)ξ(n)N ∥∥∥∥
+
2
~N
∑
n≥0
∫ t
0
ds
∫
dp |Vˆ (p)|‖vse−ipxu¯s‖HS
∥∥∥NU (1)N (s; 0)ξ(n)N ∥∥∥
×
∥∥∥∥(N + 2)1/2U∗N (t; s)(∫ dr1dr2(vtOut)(r1; r2)ar1ar2)U (1)N (t; 0)ξ(n)N ∥∥∥∥ .
(4.19)
Using Theorem 3.2 to control the growth of N with respect to the unitary evolutions, and
again Lemma 3.1, we conclude that
II2.1 ≤ C exp(c1 exp(c2|t|))~N
×
∑
n≥0
∫ t
0
ds
∫
dp |Vˆ (p)|∥∥vse−ipxu¯s∥∥HS ‖vtOut‖HS ∥∥∥(N + 2)ξ(n)N ∥∥∥2 . (4.20)
Here we also used a bound of the form ‖NU (1)N (t; 0)ξ‖ ≤ C exp(c1 exp(c2|t|))‖N ξ‖ for the
growth of the expectation of the number of particles w.r.t. to the modified dynamics
U (1)N (t; 0). This bound can be proven exactly as the estimate in Theorem 3.2 for the dynamics
UN (t; 0), with the only difference that when we compute the derivative of 〈ξ,U (1)N (t; 0)(N +
1)kU (1)N ξ〉 only one of the three terms on the r.h.s. of (3.6) appears.
Since ‖utOvt‖HS ≤ ‖O‖N1/2 and, using Proposition 3.4,∥∥vseipxu¯s∥∥2HS ≤ tr ∣∣[γs, eipx]∣∣ ≤ C(1 + |p|)N~ exp(c|s|),
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we find that
II2.1 ≤ C‖O‖~−1/2 exp(c1 exp(c2|t|))
∑
n≥0
‖(N + 2)ξ(n)N ‖2
≤ C‖O‖~−1/2 exp(c1 exp(c2|t|))‖(N + 2)ξN‖2.
The same strategy is followed to bound II2.2 in (4.17), and II3 in (4.14). Hence, we have
shown that, for every compact operator O,∣∣∣trO (γ(1)N,t − ωN,t)∣∣∣ ≤ C‖O‖N1/6 exp (c2 exp(c1|t|))〈ξN , (N + 2)2ξN 〉
≤ C‖O‖N1/6 exp (c2 exp(c1|t|))
where we used the assumption 〈ξN ,N 2ξN 〉 ≤ C. This completes the proof of (2.21).
Step 4: Proof of (2.22). We consider an observable O = eix·q+~p·∇ with p, q ∈ R3. As in
(4.5) we decompose
trO(γ
(1)
N,t − ωN,t) = I + II.
The bound for I obtained in (4.6) for an arbitrary bounded operator O is already consistent
with (2.22). However, we have to improve the bound for II, using the special structure of
the observable O. Writing II = II1 + II2 + II3 as in (4.14), and noticing again that II1 = 0,
we are left with the problem of improving the bound for II2 and II3. To bound II2, we use
(4.20) and the remark that, for O = eix·q+~∇·p,
‖vtOut‖2HS =
∥∥∥vteix·q+~p·∇ut∥∥∥2
HS
≤ tr
∣∣∣[ωN,t, eix·q+~p·∇]∣∣∣ ≤ tr ∣∣[ωN,t, eix·q]∣∣+ tr ∣∣∣[ωN,t, e~p·∇]∣∣∣ . (4.21)
Using that
[ωN,t, e
~p·∇] = ωN,te~p·∇ − e~p·∇ωN,t = −
∫ 1
0
ds
d
ds
es~p·∇ωN,te(1−s)~p·∇
= −
∫ 1
0
ds es~p·∇[~p · ∇, ωN,t]e(1−s)~p·∇
we conclude from Proposition 3.4 that
tr |[ωN,t, e~p·∇]| ≤ |p| tr |[~∇, ωN,t]| ≤ C|p|N~ exp(c|t|).
Therefore, using Proposition 3.4 also to bound tr |[ωN,t, eix·q]|, (4.21) implies that
‖vtOut‖2HS ≤ C(1 + |q|+ |p|)N~ exp(c|t|).
Inserting this bound in (4.20), we obtain that, for O = eix·q+~∇·p,
II2 ≤ C exp(c1 exp(c2|t|))(1 + |p|+ |q|)1/2‖(N + 1)ξN‖2.
A similar bound can be found for the contribution II3. Hence∣∣∣tr eix·q+~∇·p (γ(1)N,t − ωN,t)∣∣∣ ≤ C(1 + |p|+ |q|)1/2 exp(c1 exp(c2|t|))‖(N + 1)ξN‖2
≤ C(1 + |p|+ |q|)1/2 exp(c1 exp(c2|t|)),
where we used the assumption ‖(N +1)ξN‖2 < C. This concludes the proof of Theorem 2.1.
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Next, we proceed with the proof of Theorem 2.2.
Proof of Theorem 2.2. We start from the expression
γ
(k)
N,t(x1, . . . , xk;x
′
1, . . . x
′
k)
=
〈
e−iHN t/~R0ξ, a∗x′k . . . a
∗
x′1
ax1 . . . axke
−iHN t/~R0ξ
〉
=
〈UN (t; 0)ξ,R∗t a∗x′k . . . a∗x′1ax1 . . . axkRtUN (t; 0)ξ〉
=
〈UN (t; 0)ξ,(a∗(ut,x′k) + a(vt,x′k)) · · ·(a∗(ut,x′1) + a(vt,x′1))
× (a(ut,x1) + a∗(vt,x1)) · · · (a(ut,xk) + a∗(vt,xk)) UN (t; 0)ξ
〉
.
(4.22)
This product will be expanded as a sum of 22k summands. Each summand will be put
in normal order using Wick’s theorem, which gives rise to contractions. The completely
contracted contribution will be identified with the Hartree-Fock density matrix ω
(k)
N,t, all
other contributions will be of smaller order.
Step 1: Expanding the product and applying Wick’s theorem. We recall Wick’s theorem.
For j = 1, . . . , 2k, we denote by a#j either an annihilation or a creation operator acting on
the fermionic Fock space F . We denote by : a#j1 . . . a
#
j`
: the product a#j1 . . . a
#
j`
in normal
order (obtained by moving all creation operators on the left and all annihilation operators
on the right, proceeding as if they were all anticommuting operators). Wick’s theorem states
that
a#1 a
#
2 · · · a#2k = : a#1 a#2 · · · a#2k : +
k∑
j=1
∑
n1<···<n2j
: a#1 · · · â#n1 · · · â#n2j · · · a#2k :
×
∑
σ∈P2j
(−1)|σ|〈Ω, a#nσ(1)a#nσ(2)Ω〉 · · · 〈Ω, a#nσ(2j−1)a#nσ(2j)Ω〉
where P2j is the set of pairings
P2j =
{
σ ∈ S2j : σ(2`− 1) < σ(2`) ∀` = 1, . . . , j and
σ(2`− 1) < σ(2`+ 1) ∀` = 1, . . . , j − 1}.
and |σ| denotes the number of pair interchanges needed to bring the contracted operators in
the order a#nσ(1)a
#
nσ(2) . . . a
#
nσ(2j) . We call
〈
Ω, a#i a
#
j Ω
〉
the contraction of a#i and a
#
j .
Next, we apply Wick’s theorem to the products arising from (4.22). To this end, we
observe that the contraction of a a#(ut,z1)-operator with a a
#(vt,z2)-operator is always zero
because utvt = vtut = 0. Furthermore, the a
#(ut,z)-operators among themselves are al-
ready in normal order, so their contractions always vanish. Hence, the only non-vanishing
contractions arising from the terms on the r.h.s. of (4.22) have the form〈
Ω, a(vt,x′i)a
∗(vt,xj )Ω
〉
= ωN,t(xj , x
′
i) . (4.23)
Since each contraction of the form (4.23) involves one x- and one x′-variable, the normal-
ordered products in the non-vanishing contributions arising from Wick’s theorem always have
the same number of x- and x′-variables. So, all terms emerging from (4.22) after applying
Wick’s theorem have the form
±
〈
UN (t; 0)ξ, : a#(w1(·;x′σ(1))) · · · a#(wk−j(·;x′σ(k−j)))
× a#(η1(·;xpi(1))) · · · a#(ηk−j(·;xpi(k−j))) : UN (t; 0)ξ
〉
× ωN,t(xpi(k−j+1);x′σ(k−j+1)) · · ·ωN,t(xpi(k);x′σ(k))
(4.24)
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where j ≤ k denotes the number of contractions, pi, σ ∈ Sk are two appropriate permutations,
and, for every j = 1, . . . , k − j, wj , ηj : L2(R3) → L2(R3) are either the operator ut or the
operator vt (the operators are identified with their integral kernels).
Step 2: Estimating (4.24) in the case 0 ≤ j < k. We will use the shorthand notation
xk = (x1, . . . , xk) ∈ R3k and similarly x′k = (x′1, . . . , x′k) ∈ R3k. Let O be a Hilbert-Schmidt
operator on L2(R3k), with integral kernel O(xk;x′k). Integrating (4.24) against O(xk;x′k),
we set
I :=
∣∣∣ ∫ dxkdx′k O(xk;x′k) 〈UN (t; 0)ξ, : a#(w1(·;x′σ(1))) · · · a#(wk−j(·;x′σ(k−j)))
× a#(η1(·;xpi(1))) · · · a#(ηk−j(·;xpi(k−j))) : UN (t; 0)ξ
〉
× ωN,t(xpi(k−j+1);x′σ(k−j+1)) · · ·ωN,t(xpi(k);x′σ(k))
∣∣∣.
(4.25)
We remark that
I =
∣∣∣ ∫ dxkdx′k [η(pi(1))1 · · · η(pi(k−j))k−j Ow(σ(1))1 · · ·w(σ(k−j))k−j ] (xk;x′k)
× 〈UN (t; 0)ξ, : a#x′
σ(1)
· · · a#
x′
σ(k−j)
a#xpi(1) · · · a#xpi(k−j) : UN (t; 0)ξ
〉
× ωN,t(xpi(k−j+1);x′σ(k−j+1)) · · ·ωN,t(xpi(k);x′σ(k))
∣∣∣
where η
(pi(`))
` and w
(σ(`))
` denote the one-particle operators η` and w` acting only on particle
pi(`) and, respectively, on particle σ(`). Notice that to be precise some of the operators
η
(pi(`))
` and w
(σ(`))
` may need to be replaced by their transpose, their complex conjugate, or
their hermitian conjugate. In the end, this change does not affect our analysis, since we will
only need the bounds ‖ηj‖, ‖wj‖ ≤ 1 for the operator norms. From Ho¨lder’s inequality, we
get
I ≤ ∥∥η(pi(1))1 · · · η(pi(k−j))k−j Ow(σ(1))1 · · ·w(σ(k−j))k−j ∥∥HS
×
(∫
dxkdx
′
k
∣∣〈UN (t; 0)ξ, : a#x′
σ(1)
· · · a#
x′
σ(k−j)
a#xpi(1) · · · a#xpi(k−j) : UN (t; 0)ξ
〉∣∣2
× ∣∣ωN,t(xpi(k−j+1);x′σ(k−j+1))∣∣2 · · · ∣∣ωN,t(xpi(k), ;x′σ(k))∣∣2)1/2
≤ ‖O‖HS‖ωN,t‖jHS
×
(∫
dxpi(1) · · · dxpi(k−j)dx′σ(1) · · · dx′σ(k−j)
× ∣∣〈UN (t; 0)ξ, : a#x′
σ(1)
· · · a#
x′
σ(k−j)
a#xpi(1) · · · a#xpi(k−j) : UN (t; 0)ξ
〉∣∣2)1/2.
Since ‖ωN,t‖HS = N1/2 and since the operators in the inner product are normal ordered, we
obtain
I ≤ C‖O‖HSN j/2〈UN (t; 0)ξ, (N + 1)k−jUN (t; 0)ξ〉 .
Hence, the contribution of each term with j < k arising from (4.22) after applying Wick’s
theorem and integrating against a Hilbert-Schmidt operator O can be bounded by
C‖O‖HSN (k−1)/2〈UN (t; 0)ξ, (N + 1)kUN (t; 0)ξ〉 . (4.26)
Step 3: Fully contracted terms, j = k. To finish the proof of Theorem 2.2, we consider the
fully contracted terms with j = k arising from (4.22) after expanding and applying Wick’s
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theorem. Since
〈
Ω, a(vt,·,yi)a∗(vt,xj )Ω
〉
= ωN,t(xj ; yi) are the only non-zero contractions,
only the term
a(vt,yk) · · · a(vt,y1)a∗(vt,x1) · · · a∗(vt,xk)
on the r.h.s. of (4.22) produces a non-vanishing, fully contracted, contribution. From (4.23)
and comparing with the definition (2.24), this contribution is given by∑
pi∈Sk
sgn(pi)ωN,t(x1;x
′
pi(1)) . . . ωN,t(xk;x
′
pi(k)) = ω
(k)
N,t(xk;x
′
k).
Combining the results of Step 2 and Step 3, we conclude that∣∣∣tr O (γ(k)N,t − ω(k)N,t)∣∣∣ ≤ CN (k−1)/2‖O‖HS〈UN (t; 0)ξ, (N + 1)k−1UN (t; 0)ξ〉
for every Hilbert-Schmidt operator O on L2(R3k). Eq. (2.25) now follows from Theorem 3.2.
Step 4: Bound for the trace norm. Eq. (2.26) follows, similarly to (2.25), if we can show
that, for any bounded operator O on L2(R3k), the contribution (4.25) can be bounded by
I ≤ C‖O‖N k+j2 exp(c1 exp(c2|t|)) (4.27)
for all ξ ∈ F with 〈ξ,N kξ〉 <∞, and the number of contractions 0 ≤ j < k. In fact, because
of the fermionic symmetry of γ
(k)
N,t and ω
(k)
N,t, it is enough to establish (4.27) for all bounded
O with the symmetry
O(xpi(1), . . . , xpi(k);x
′
σ(1), . . . , x
′
σ(k)) = sgn(pi)sgn(σ)O(x1, . . . , xk;x
′
1, . . . x
′
k)
for any permutations pi, σ ∈ Sk. For such observables, (4.25) can be rewritten as
I =
∣∣∣ ∫ dxkdx′k O(xk,x′k) 〈UN (t; 0)ξ, : a#(w1(·, x′1)) · · · a#(wk−j(·, x′k−j))
× a#(η1(·, x1)) · · · a#(ηk−j(·, xk−j)) : UN (t; 0)ξ
〉
× ωN,t(xk−j+1, x′k−j+1) · · ·ωN,t(xk, x′k)
∣∣∣
=
∣∣∣ ∫ dxk−jdx′k−j [η(1)1 · · · η(k−j)k−j (trk−j+1,...,k O(1⊗ ω⊗jN,t)) w(1)1 · · ·w(k−j)k−j ] (xk−j ;x′k−j)
× 〈UN (t; 0)ξ, : a#x′1 · · · a#x′k−ja#x1 · · · a#xk−j : UN (t; 0)ξ〉
where (
trk−j+1,...,k O(1⊗ ω⊗jN,t)
)
(xk−j ;x′k−j)
=
∫
dxk−j+1dx′k−j+1 . . . dxkdx
′
k O(xk;x
′
k)
k∏
`=k−j+1
ωN,t(x`;x
′
`)
denotes the partial trace over the last j particles. Using Cauchy-Schwarz, we obtain
I ≤
∥∥∥η(1)1 . . . η(k−j)k−j (trk−j+1,...,k O (1⊗ ω⊗jN,t))w(1)1 . . . w(k−j)k−j ∥∥∥
HS
∥∥∥N k−j2 UN (t; 0)ξ∥∥∥2
≤
∥∥∥η(1)1 . . . η(k−j)k−j ∥∥∥
HS
∥∥∥trk−j+1,...,k O(1⊗ ω⊗jN,t)∥∥∥ ∥∥∥N k−j2 UN (t; 0)ξ∥∥∥2
≤ N k−j2
∥∥∥trk−j+1,...,k O(1⊗ ω⊗jN,t)∥∥∥ ∥∥∥N k−j2 UN (t; 0)ξ∥∥∥2
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where in the second line we used that ‖w(j)j ‖ = 1 for all j = 1, . . . , k − j. Since∥∥∥trk−j+1,...,k O(1⊗ ω⊗jN,t)∥∥∥ = sup
φ,ϕ∈L2(R3(k−j))
‖φ‖=‖ψ‖≤1
∣∣∣〈φ,(trk−j+1,...,k O(1⊗ ω⊗jN,t))ϕ〉∣∣∣
= sup
φ,ϕ∈L2(R3(k−j))
‖φ‖=‖ψ‖≤1
∣∣∣tr O (|ϕ〉〈φ| ⊗ ω⊗jN,t)∣∣∣
≤ (tr|ωN,t|)j ‖O‖ ≤ N j ‖O‖ , (4.28)
we get
I ≤ N k+j2 ‖O‖
∥∥∥N k−j2 UN (t; 0)ξ∥∥∥2 ,
which, by Theorem 3.2, proves (4.27).
5 Propagation of semiclassical structure
In this section we prove Proposition 3.4, which propagates the bounds (2.16) along the
solution of the Hartree-Fock equation and plays a central role in our analysis.
Proof of Proposition 3.4. Let ωN,t denote the solution of the Hartree-Fock equation (2.18).
We define the (time-dependent) Hartree-Fock Hamiltonian
hHF(t) = −~2∆ + (V ∗ ρt)(x)−Xt
where ρt(x) = (1/N)ωN,t(x;x) and Xt is the exchange operator, having the kernel Xt(x; y) =
V (x− y)ωN,t(x; y). Then ωN,t satisfies the equation
i~∂tωN,t = [hHF(t), ωN,t].
Therefore, we obtain
i~
d
dt
[eip·x, ωN,t] = [eip·x, [hHF(t), ωN,t]]
= [hHF(t), [e
ip·x, ωN,t]] + [ωN,t, [hHF(t), eip·x]]
= [hHF(t), [e
ip·x, ωN,t]]− [ωN,t, [~2∆, eip·x]]− [ωN,t, [Xt, eip·x]]
(5.1)
where we used the cyclic properties of the commutator and the fact that [ρt ∗ V, eipx] = 0.
We compute
[~2∆, eip·x] = i~∇ · ~peip·x + eip·x~p · i~∇
and hence
[ωN,t, [~2∆, eip·x]] = [ωN,t, i~∇ · ~peip·x + eip·x~p · i~∇]
= [ωN,t, i~∇] · ~peip·x + i~2∇ · p[ωN,t, eip·x]
+ ~peip·x[ωN,t, i~∇] + [ωN,t, eip·x]i~2∇ · p .
From (5.1) we find
i~
d
dt
[eip·x, ωN,t] = A(t)[eip·x, ωN,t]− [eip·x, ωN,t]B(t)
− ~peip·x[ωN,t, i~∇]− [ωN,t, i~∇] · ~peip·x − [ωN,t, [Xt, eip·x]]
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where we defined the time-dependent operators
A(t) = hHF(t) + i~2∇ · p and B(t) = hHF(t)− i~2∇ · p .
Observe that A(t) and B(t) are self-adjoint for every t ∈ R (the factor ±i~2p · ∇ can be
interpreted as originating from a constant vector potential). They generate two unitary
evolutions U1(t; s) and U2(t; s) satisfying
i~∂tU1(t; s) = A(t)U1(t; s) and i~∂tU2(t; s) = B(t)U2(t; s)
with the initial conditions U1(s; s) = U2(s; s) = 1. We observe that, by definition of the
unitary maps U1(t; s) and U2(t; s),
i~
d
dt
U∗1 (t; 0)[eip·x, ωN,t]U2(t; 0)
= U∗1 (t; 0)
{
−A(t)[eip·x, ωN,t] + [eip·x, ωN,t]B(t) + i~ d
dt
[eip·x, ωN,t]
}
U2(t; 0)
= − U∗1 (t; 0)
{
~peip·x[ωN,t, i~∇] + [ωN,t, i~∇] · ~peip·x + [ωN,t, [Xt, eip·x]]
}U2(t; 0).
Hence
U∗1 (t; 0)[eip·x, ωN,t]U2(t; 0)
= [eip·x, ωN ]
+
i
~
∫ t
0
dsU∗1 (s; 0)
{
~peip·x[ωN,s, i~∇] + [ωN,s, i~∇] · ~peip·x + [ωN,s, [Xs, eip·x]]
}U2(s; 0)
and therefore
[eip·x, ωN,t]
= U1(t; 0)[eip·x, ωN ]U∗2 (t; 0)
+
i
~
∫ t
0
dsU1(t; s)
{
~peip·x[ωN,s, i~∇] + [ωN,s, i~∇] · ~peip·x + [ωN,s, [Xs, eip·x]]
}U2(s; t).
Taking the trace norm, we find
tr |[eip·x, ωN,t]| ≤ tr |[eip·x, ωN ]|+ 2|p|
∫ t
0
ds tr |[~∇, ωN,s]|+ 1~
∫ t
0
ds tr |[ωN,s, [Xs, eip·x]]|.
(5.2)
To control the contribution of the last term, we observe that
Xs(x; y) =
1
N
V (x− y)ωN,s(x; y) = 1
N
∫
dq V̂ (q)eiq·(x−y)ωN,s(x; y) =
1
N
∫
dq V̂ (q)ωq,t(x; y)
where we defined the operator ωq,t = e
iq·xωN,te−iq·x (here x indicates the multiplication
operator). Hence, we get
[ωN,t, [Xt, e
ip·x]] =
1
N
∫
dq V̂ (q)[ωN,t, [ωq,t, e
ip·x]]
and therefore, using ‖ωN,t‖ ≤ 1,
tr |[ωN,t, [Xt, eip·x]]| ≤ 1
N
∫
dq|V̂ (q)| tr |[ωN,t, [ωq,t, eip·x]]|
≤ 2
N
∫
dq|V̂ (q)| tr |[ωq,t, eip·x]|
≤ 2
N
(∫
dq|V̂ (q)|
)
tr |[ωN,t, eip·x]|
36
where in the last line we used that [ωq,t, e
ipx] = eiqx[ωN,t, e
ipx]e−iqx. From (5.2), we conclude
that
tr |[eip·x, ωN,t]| ≤ tr |[eip·x, ωN ]|+ 2|p|
∫ t
0
ds tr |[~∇, ωN,s]|+ C
N~
∫ t
0
ds tr |[eip·x, ωN,s]| (5.3)
and therefore, from (3.12), we find
sup
p
1
1 + |p| tr |[e
ip·x, ωN,t]| ≤ C~N + 2
∫ t
0
ds tr |[~∇, ωN,s]|
+ C
∫ t
0
ds sup
p
1
1 + |p| tr |[e
ip·x, ωN,s]|.
(5.4)
Next, we need to control the growth of tr |[~∇, ωN,t]|. Consider
i~
d
dt
[~∇, ωN,t] =[~∇, [hHF(t), ωN,t]]
=[hHF(t), [~∇, ωN,t]] + [ωN,t, [hHF(t), ~∇]]
=[hHF(t), [~∇, ωN,t]] + [ωN,t, [V ∗ ρt, ~∇]]− [ωN,t, [Xt, ~∇]] .
As before, the first term on the r.h.s. can be eliminated by an appropriate unitary conjuga-
tion. Denote namely by U3(t; s) the two-parameter unitary group satisfying
i~∂t U3(t; s) = hHF(t)U3(t; s)
and U3(s; s) = 1. Then we compute
i~
d
dt
U∗3 (t; 0)[~∇, ωN,t]U3(t; 0) = U∗3 (t; 0)
{
−[hHF(t), [~∇, ωN,t]] + i~ d
dt
[~∇, ωN,t]
}
U3(t; 0)
= U∗3 (t; 0) {[ωN,t, [V ∗ ρt, ~∇]]− [ωN,t, [Xt, ~∇]]}U3(t; 0).
This gives
[~∇, ωN,t] = U3(t; 0)[~∇, ωN ]U∗3 (t; 0)
+
1
i~
∫ t
0
dsU3(t; s) {[ωN,s, [V ∗ ρs, ~∇]]− [ωN,s, [Xs, ~∇]]}U3(s; t)
and therefore
tr |[~∇, ωN,t]| ≤ tr |[~∇, ωN ]|
+
1
~
∫ t
0
ds tr |[ωN,s, [V ∗ ρs, ~∇]]|+ 1~
∫ t
0
ds tr |[ωN,s, [Xs, ~∇]]|.
(5.5)
The second term on the r.h.s. can be controlled by
tr |[ωN,s, [V ∗ ρs, ~∇]]| = ~ tr |[ωN,s,∇(V ∗ ρs)]|
≤ ~
∫
dq |V̂ (q)||q||ρ̂s(q)| tr |[ωN,s, eiq·x]|
≤ ~
(∫
dq |V̂ (q)|(1 + |q|)2
)
sup
q
1
1 + |q| tr |[ωN,s, e
iq·x]|
where we used the bound ‖ρ̂s‖∞ ≤ ‖ρs‖1 = 1. As for the last term on the r.h.s. of (5.5), we
note that
[ωN,s, [Xs, ~∇]] = 1
N
∫
dq V̂ (q)[ωN,s, [ωq,s, ~∇]]
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where, as above, we set ωq,s = e
iq·xωN,se−iq·x. Hence, we obtain
tr |[ωN,s, [Xs, ~∇]]| ≤ 2
N
∫
dq |V̂ (q)| tr |[ωq,s, ~∇]|
≤ 2
N
(∫
dq |V̂ (q)|
)
tr |[ωN,s, ~∇]|
where in the last inequality we used that
[ωq,s, ~∇] = eiqx[ωN,s, ~(∇+ iq)]e−iqx = eiqx[ωN,s, ~∇]e−iqx .
From (5.5), we conclude that
tr |[~∇, ωN,t]| ≤ C~N + C
∫ t
0
ds sup
q
1
1 + |q| tr |[ωN,s, e
iq·x]|+ C
∫ t
0
ds tr |[ωN,s, ~∇]|.
Summing up the last equation with (5.4) and applying Gronwall’s lemma, we find constants
C, c > 0 such that
sup
p
1
1 + |p| tr |[e
ip·x, ωN,t]| ≤ C~N exp(c|t|),
tr |[~∇, ωN,t] ≤ C~N exp(c|t|).
A Comparison between Hartree and Hartree-Fock dynamics
In the next proposition we show that, under the assumptions of Theorem 2.1, the solution
ωN,t of the Hartree-Fock equation (2.18) is well-approximated by the solution ω˜N,t of the
Hartree equation (2.23). Since we can show that the difference ωN,t − ω˜N,t remains of order
one in N for all fixed times t ∈ R, this result implies that all bounds in Theorem 2.1 remain
true if we replace ωN,t by ω˜N,t.
Proposition A.1. Assume that the interaction potential V ∈ L1(R3) satisfies (2.15) and
that the sequence ωN of orthogonal projections on L
2(R3) with trωN = N satisfies (2.16).
Let ωN,t denote the solution of the Hartree-Fock equation
i~∂tωN,t =
[−~2∆ + (V ∗ ρt)−Xt, ωN,t]
and ω˜N,t the solution of the Hartree equation
i~∂tω˜N,t =
[−~2∆ + (V ∗ ρ˜t), ω˜N,t]
with initial data ωN,t=0 = ω˜N,t=0 = ωN (recall here that ρt(x) = N
−1ωN,t(x;x), ρ˜t(x) =
N−1ω˜N,t(x;x) and Xt(x; y) = N−1V (x−y)ωN,t(x; y)). Then there exist constants C, c1, c2 >
0 such that
tr |ωN,t − ω˜N,t| ≤ C exp(c1 exp(c2|t|))
for all t ∈ R.
Proof. Let W(t; s) be the unitary dynamics generated by the Hartree Hamiltonian hH(t) =
−~2∆ + (V ∗ ρ˜t). In other words, W(s; s) = 1 for all s ∈ R and
i~
d
dt
W(t; s) = hH(t)W(t; s) .
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Then, we have
i~∂tW∗(t; 0)ω˜N,tW(t; 0) = 0 ,
i~∂tW∗(t; 0)ωN,tW(t; 0) =W∗(t; 0) ([V ∗ (ρt − ρ˜t) , ωN,t]− [Xt, ωt])W(t; 0).
Integrating over time, we end up with
ω˜N,t =W(t; 0)ωNW∗(t; 0) ,
ωN,t =W(t; 0)ωNW∗(t; 0)
− i
~
∫ t
0
dsW(t; s) ([V ∗ (ρ˜s − ρs) , ωN,s]− [Xs, ωN,s])W∗(t; s)
and thus
tr |ωN,t − ω˜N,t| ≤ 1~
∫ t
0
ds {tr |[V ∗ (ρ˜s − ρs) , ωN,s]|+ tr |[Xs, ωN,s]|} =: I + II. (A.1)
Let us first estimate II. We get
II =
1
~
∫ t
0
ds tr |[Xs, ωN,s]|
≤ 1
~N
∫ t
0
ds
∫
dp |V̂ (p)| tr ∣∣[eip·xωN,se−ip·x, ωN,s∣∣]
≤ 2
~N
∫ t
0
ds
∫
dp |V̂ (p)| tr ∣∣[eip·x, ωN,s]∣∣
≤ C exp (c|t|), (A.2)
where in the last step we used Proposition 3.4 (eip·x denotes here the multiplication operator).
We are left with I. Writing
V ∗ (ρ˜s − ρs)(x) =
∫
dp V̂ (p)
(̂˜ρs(p)− ρ̂s(p)) eip·x
we find
I ≤ 1
~
∫ t
0
ds
∫
dp |Vˆ (p)|
∣∣∣̂˜ρs(p)− ρ̂s(p)∣∣∣ tr ∣∣[eip·x, ωN,s]∣∣
≤ CN exp(c|t|)
∫ t
0
ds sup
p∈R3
∣∣∣ρ̂s(p)− ̂˜ρs(p)∣∣∣
≤ C exp(c|t|)
∫ t
0
ds tr |ωN,s − ω˜N,s| (A.3)
where in the second inequality we used again Proposition 3.4, while in the last inequality we
used the bound∣∣∣ρ̂s(p)− ̂˜ρs(p)∣∣∣ = 1N ∣∣tr eip·x(ωN,s − ω˜N,s)∣∣ ≤ 1N tr |ωN,s − ω˜N,s|.
Inserting (A.2), (A.3) into (A.1), and applying Gronwall lemma, we get
tr |ωN,t − ω˜N,t| ≤ C exp (c1 exp (c2|t|)) (A.4)
for some C, c1, c2 only depending on the potential V .
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