These studies applied rapid distortion approximations to predict the Reynolds stresses with good accuracy. Both experiment and analysis show dramatic decreases in velocity fluctuations and Reynolds stresses but not of the mass-flux fluctuations. 2 Further, mean velocity profiles 1 ' 3 ' 4 show tremendous amounts of distortion of the outer layer from the fully developed, equilibrium, turbulent profile. In addition, in some instances a "sub-boundary layer" develops through a thickening of the viscous sublayer that indicates that the boundary layer may "relaminarize," 5 a term that should however be used with caution in view of the nearly unattenuated mass-flux fluctuations downstream. 2 Most recently, the mean surface pressure distribution has been studied to identify parameters that govern the expansion process. 6 The study found that the surface pressure asymptotically approaches the downstream inviscid pressure, but for practical purposes a downstream influence can be identified. This downstream influence, normalized by the corner boundary-layer thickness, scales to first order with a hypersonic similarity parameter
The aforementioned studies have contributed to the understanding of a number of key mean and fluctuating features. Nonetheless, the effect of the expansion on surface pressure fluctuations has not been studied at all to the authors' knowledge. Surface pressure fluctuations are an important aspect of turbulent flows and their accurate knowledge is crucial in structural design. The knowledge is especially necessary at hypersonic Mach numbers because the rms value of the fluctuations is proportional to M 2 for turbulent flows past cold walls. 8 This paper intends to fill gaps in the state of understanding by reporting an experimental study aimed at examining the effect of an expansion corner on the surface pressure fluctuations of an incoming hypersonic turbulent flow. Before discussing the data, the experimental techniques used are briefly described.
Experimental Techniques Test Facility and Models
The experiments were performed in the University of Texas at Arlington's hypersonic shock tunnel facility. The shock tunnel and its operation were previously reported, 6 ' 9 and only a brief description is provided here. The shock tunnel was operated in the reflected, equilibrium interface mode.
10 A double-diaphragm section was used to separate the driver and driven gases and to obtain precise control of the driven-and driver-tube pressures and the tunnel firing sequence that, in turn, allowed accurate control of stagnation conditions and unit Reynolds number. The test gas, which was dried air, was expanded by a conical nozzle with a 7.5-deg half-angle connected to a semifree jet test section 536 mm (21.1 in.) long and 440 mm (17.5 
Test Conditions
The tunnel was operated by first charging the driver tube and the double-diaphragm section to 24 MPa ± 1.5% (3500 psia) and 12 MPa (1750 psia), respectively. Room air was evacuated from the driven tube that was then charged with dried air to 280 kPa ± 1.3% (40 psia), whereas the test section, diffuser, and dump tank were evacuated to less than 0.32 kPa (0.05 psia). The tunnel was started by breaking the two diaphragms through venting the double-diaphragm section. A shock propagated into the driven tube and an unsteady expansion propagated into the driver tube. The speed of the shock was determined by timing the shock passage at two locations toward the end of the driven tube using flush-mounted pressure transducers. A shock Mach number of 2.15 with a run-torun variation of less than ±5% was obtained. The low value of the shock Mach number insured that real gas effects were negligibly small. The test conditions obtained are displayed in Table 1 . The poor estimate of the shock Mach number was due to difficulty in resolving the shock fronts and was not due to poor control of the initial tunnel conditions. The stagnation pressure and temperature and the unit Reynolds number were sensitive to the estimate of shock Mach number. The 5% resolution in estimating the shock Mach number resulted in an estimated maximum scatter of 13, 7, and 20% for the three respective properties. The run-to-run variation in measured pressure was minimized by normalizing the measurements with a mean reference pressure. The downstream inviscid conditions for the 2.5-and 4.25-deg corners were static pressures and temperatures of 0.33 kPa (0.048 psia) and 51 K (92°R) and 0.23 kPa (0.033 psia) and 46 K (83°R), respectively. These conditions were close to but above the air saturation line. 15 The respective downstream Mach numbers were 8.65 and 9.15. The flat plate was at room temperature (T w « 290 K, 522 °R), and thus the experiments were performed under coldwall conditions (T W /T 0 «0.35). Finally, the undisturbed boundary layer developed naturally on the flat plate. In the test region, the undisturbed boundary layer possessed features typical of a low Reynolds number, turbulent flow with a negligible wake component. 16 The boundary-layer thickness at the corner location was estimated to be 13.5 ±2 mm (0.53 ± 0.08 in.), whereas Re e = 1.8-2.3 x 10 3 throughout the measurement region. 17 ' 18 To illustrate the preceding observations, the flat-plate velocity profiles through the test region subjected to the van Driest II transformation 19 and plotted in wall coordinates are shown in Fig. 1 . Also shown is a combined wall-wake law fitting the data.
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A test flow of about 0.5-ms duration was established at the interaction region after a starting time of about 2 ms. The test time corresponded to a slug of test gas 0.6 m long. The interaction region along the expansion corner of about 0.2 m or one-third the length of test gas more than fulfilled the requirement for a fully developed turbulent flow to exist. 21 Further, it can be noted here that the test times provided the lower cutoff frequency to the test data, this frequency being about 2 kHz.
Data Acquisition
Kulite Model XCS-093-5A and XCS-093-50A transducers with 0-35 kPa (0-5 psia) and 0-350 kPa (0-50 psia) ranges having Type "M" protective screens and sensing surfaces of 0.97 mm (0. 038 in.) diameter were used. The transducers were potted in place using silicone rubber sealant, and the flushness of the transducers, important in dynamic measurements, had a tolerance of better than 0.0056 0 . Only eight data-acquisition channels were available; thus, the surface pressure distribution was built up from a number of runs. Seven channels were used to obtain the pressure distribution, whereas the eighth was used to measure the reference pressure p^ at 34.9 mm (1.375 in. or 2.59<5 0 ) ahead of the corner. Unused orifices were plugged with dummy transducer replicas made from steel rods.
According to the manufacturer, the -5 and -50 A transducers had natural frequencies of 100 and 200 kHz, respectively. Moreover, the eight surface pressure signals were conditioned by instrumentation amplifier filters with 100-kHz bandwidths and gains of 500 and were acquired simultaneously at a rate of one million samples per second per channel. Thus, the bandwidth of the data was about 2-100 kHz. After filtering, the signal-to-noise ratio of the measurements was better than 10:1. It was further estimated that about 60% of the rms fluctuations were captured within the data bandwidth. 22 The Kulite transducers were calibrated in situ against an MKS Baratron Model 127A vacuum gauge, a capacitancetype manometer accurate to ± 7 Pa ( ± 0.001 psia), before a daily set of runs. The calibrations were checked continually throughout the daily test sequence, and the transducers were recalibrated if necessary to minimize drift. 23 In the data reduction, the mean surface pressures were adjusted for drift. 9 Each data record possessed about 500 data points that were deemed adequate for statistical analyses. To check if the earlier statement is valid, a number of data records were divided into two halves, and the mean and rms values of these halves were compared. The mean and rms values differed from 1 to 12% and differed by 6% on average. Therefore, it was thought that the amount of data per record was sufficient.
In analyzing the data, the transducer spatial and frequency resolution limits were considered. The 100-kHz transducer bandwidth severely limited the upper nondimensional fre- quency/6/t/oo to about 1.0, which was low compared with previous dynamic measurements. 24 The frequency resolution was also compared with those of different investigations by using a reduced frequency fi> w /U?. In the present experiments, fv w /U? « 0.008, which was also comparatively low.
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In addition to the bandwidth limitation, high-frequency damping was also partly due to transducer size. A nondimensional transducer diameter d + = U T d/v w was used for examining the effects of transducer size on spatial resolution, d being the transducer diameter. In the present experiments, d + « 200, which was in the 50-500 range of most supersonic experiments. 24 It remained unclear how d + 9 fd/U w , or fv w / t/ 2 could be used to provide proper estimates of transducer spatial and frequency resolutions at high Mach numbers. The inability to resolve the highest frequencies means that knowledge of the spectral behavior of the finest scales that adjusts rapidly downstream of the corner was missing. Finally, it may also be noted that no corrections were made to the data due to the transducer size.
Results and Discussion
The mean surface pressure distributions for the two test cases are plotted in Fig. 2 . The pressure distributions approached the downstream inviscid values some distance from the corner. To quantify this strictly asymptotic pressure decay, a downstream influence of the corner can be defined as the intersection of the tangent through the downstream pressure data with the inviscid downstream pressure. 6 The downstream influence was found to scale with the hypersonic similarity parameter K for a wide range of Mach numbers. The pressure fluctuations remained Gaussian downstream of the expansion corner as is illustrated in Fig. 3 , which plots the normalized probability density function (PDF) against the standard devia- tion from the mean 25 for an undisturbed location at x ~ -0.71 and for downstream locations at x= 1.18. The PDF of the 4.25-deg expansion showed more distortion from the Gaussian than that of the 2.5-deg expansion. This might be due to an insufficiently long data record because contamination from the tunnel starting and stopping processes gave rise to slightly higher pressures at both ends of the data record, thereby causing the PDF to be skewed slightly.
The standard deviations of the surface pressure fluctuations were normalized by the local mean surface pressure, by the dynamic freestream pressure at x = 0, and by the incoming standard deviation and are plotted in Figs. 4-6 , respectively. Moreover, the ensemble of all of the upstream transducers yielded o p values that differed by about 2% and this was presumed to be the error in the a p estimate through the expansion downstream. Plotted in Fig. 4 Fig. 5) . Moreover, the o p data did Fig.  4 that, at the most downstream measurement station, a p /p was about 45 and 60% below the turbulence predictions for the two respective weaker and stronger expansions. In terms of dynamic pressure, the surface pressure fluctuations were about 40% below the turbulent predictions for the 2.5-deg corner and were about 53% below the predictions for the 4.25-deg corner (Fig. 5) . It is obvious that the surface pressure fluctuations for the stronger expansion would take a longer distance to recover to the presumably ultimate turbulent level given a sufficiently long downstream length.
Another way of viewing the surface pressure fluctuation development is to compare the fluctuations with that of the incoming boundary layer, as shown in Fig. 6 . Figure 6 emphasizes even more clearly the attenuation provoked by the favorable pressure gradient. It can be seen that the surface pressure fluctuations four boundary-layer thicknesses downstream of the corner damped to only 37 and 21% of the incoming value for the 2.5-and 4.25-deg corners, respectively. Possibly, these downstream fluctuation levels could be the "tare" levels of the shock tunnel, although this was expected to be unlikely since the tunnel vibrations were at lower frequencies. The data indicated once again that the flow at four to five boundarylayer thicknesses downstream of the corner was still relatively quiescent. Although data are unavailable currently and are probably unfeasible to obtain, it is thought that the boundary layer would revert to an equilibrium turbulent state based on low-speed observations and that the entire "recovery" process would occupy a long distance of possibly hundreds of boundary-layer thicknesses downstream of the corner. 26 This behavior can be significant in the design of high-speed vehicles where even relatively weak expansions such as used in the present study can be used to severely attenuate surface pressure fluctuations, perhaps for considerable distances downstream.
It is also interesting to examine the space-time cross correlation of the surface pressure fluctuations. Three space-time correlations are plotted in Figs. 7a-7c , namely those of a flat plate and the two expansion corners, for comparison. That of the flat plate was obtained upstream of the corner for transducer spacings of £ = 0.47 and 0.94, whereas those of the expansions were obtained with the first transducer located at x= 1.186 0 and with two additional transducers downstream spaced at 0.476 0 intervals. The cross correlations downstream of the expansion appeared broadly similar in shape as that of the flat plate. These cross correlations were also typical of turbulent flows in which the maxima occur at a positive time delay r*. A convection velocity can therefore be defined as
The convective velocity suggests that a disturbance, in this case a wall pressure signal, is convected from one transducer to a downstream transducer at a time interval T*. The actual estimates of U c are, however, prone to error due to difficulties in resolving the maxima accurately. In the present data, a l-/*s error resulted in an error of 10% to U C9 and similar error bands can be inferred from previous investigations. 24 Within the accuracy of the present measurements, the convection velocity for a given transducer was roughly constant regardless of the test configuration. Thus, for a transducer spacing of £ = 0.47<5 0 , UC/UM = 0.65, 0.71, and 0.55 for the flat plate and for the 2.5-and 4.25-deg corner, respectively, where U x is the incoming freestream velocity. Further, for a transducer spacing of £ = 0.946 0 , Uc/Un = 0.70, 0.79, and 0.60 for the three configurations, respectively. There appeared to be a definite trend of an increase of U c with £, this being also observed by previous investigators for flat-plate flows. 24 The increase in convection velocity is commonly interpreted as follows. Smallscale (or high-frequency) components of the pressure fluctuations are thought to travel downstream slowly since these fluctuations, being small, would be convected at velocities more typical of the lower portion of the boundary layer. These small fluctuations also have a short "time constant" and decay rapidly. On the other hand, the large-scale pressure fluctuations can be expected to be associated with large eddies within the boundary layer that are convected downstream at higher velocities.
The individual transducer data were further correlated by themselves to give rise to autocorrelations R pp (r) . Although autocorrelations are commonly plotted with the time delay r on the abscissa, the present data are plotted against a normalized "convection distance" D c = TU c /d 0 to facilitate the discussion, where a value of t/ c «0.65C/oo«810 ms" 1 (2650 ft/s) was used. Thus, both U c and 6 0 were assumed constant, although they were expected to increase through the expansions. The increase of both terms would approximately be compensated by the normalization. It may be noted that using D c tacitly accepted Taylor tance in terms of <5 0 that a disturbance is convected at a velocity U c . The autocorrelations of the surface pressure fluctuations R pp (r) are plotted in Fig. 8 for both corner angles. In the figures, the autocorrelation upstream of the corner is shown as a thick solid line, whereas the autocorrelations downstream are shown as symbols connected by dotted lines. The symbols denote only one-quarter of the total data for each correlation to avoid cluttering the plots. Also, the legend for Fig. 8b is the same as that for Fig. 8a and is omitted for clarity. The autocorrelations showed shapes typical of those encountered in surface pressure measurements at lower Mach numbers, namely, they exhibited a rapid decrease followed by a shallow negative lobe and a subsequent shallow positive lobe. For larger values of D c , the shallow positive lobe in R PP (T) in the present experiments might be affected by disturbances from flow starting or stopping because of the short duration of the quasisteady test period. It was difficult to detect any trends in the autocorrelations, and it was thought there may not be any distinct trends in the shape of the autocorrelations downstream due to the weak expansions encountered.
An integral scale and a microscale were estimated from the autocorrelations. These estimates were of the ensemble of the downstream measurements for each test configuration. The determination was affected by "jitters" and "bumps" in the curves. The integral scale, found by integrating the autocorrelations, was estimated to be about 4.5<5 0 for the 2.5-deg expansion and about 6.7<5 0 for the 4.25-deg expansion, with an rms scatter of ±20 and ±10%. (In physical dimensions, the integral scales were 75 ± 15 and 110 ± 10 jus, respectively.) The integral scale obtained was larger than the incoming boundary-layer thickness, a phenomenon also found in previous flat-plate studies that was attributed by Dolling and Dussauge 24 to the limited data bandwidth. Despite the difficulties associated with data bandwidth, the integral scale is a rough measure of the interval that a turbulent signal is correlated with itself, and the trend of the data indicated that the "largescale" surface pressure fluctuations maintained their identities longer for the stronger expansion.
The microscale determination was also affected by the "jaggedness" of the autocorrelations, perhaps more so than for the integral scale, and the following technique was used to estimate the microscale. Only data very near the origin were fitted to an osculating parabola, with data thresholds of rU c / 5 0 = ±2, ±1, ±0.75, ±0.5, and ±0.25. A second-order least-squares fit was then performed on the microscales obtained from the data within the five individual thresholds. Extrapolation to r(/ c /5 0^0 of the curvefit constants obtained for the data thresholds then gave the desired value of the microscale. The composite value of the microscale for both expansion corners given by the previous technique was about TU c /d 0 = 1, with an rms scatter, of 20-40%. This value was also on the same order as that found for the upstream flow. In physical dimensions, this corresponded to a time of 16 /^s and, invoking Taylor's hypothesis, a distance of about one boundary-layer thickness. The present estimates were much lower than those of Raman. 27 In Raman's experiments at Mach 7.4, the flow past a flat plate at Reynolds numbers of Re x = 0.93 and 1.34 x 10 6 produced boundary layers 17.5 mm (0.67 in.) and 14.5 mm (0.57 in.) thick, respectively. For both flows, the microscale was about 50 /*s. The present estimates were thought to be more accurate than Raman's since only data very near the origin were fitted to ihe oscujating parabola by a limiting process.
Conclusions
The surface pressure fluctuations of hypersonic turbulent flow downstream of small expansion corners were found to be normally distributed through the expansion process but were severely attenuated. The pressure fluctuations indicated that there was no recovery to an equilibrium turbulent flow within four to six incoming boundary-layer thicknesses downstream even though the mean pressures reached downstream inviscid values within that distance. The fluctuations were convected with a velocity comparable to that on a flat plate, and these fluctuations maintained their identities longer for stronger expansions. The extremely large damping of the pressure fluctuations, even by small corner angles, may be exploited in fatigue design.
