Introduction
In the nonparametric regression problem, one is given a set of vector valued variables 3 (termed carriers) and with each an associated scalar quantity Y (termed the response). RI (t) and Rr(t) (R+t) U Rrlt) = Rt and Rlct) n Rrlt) = 0) and a corresponding partitioning of St into two disjoint subsets 3 (t) and 'r(t).
The binary regression tree is defined recursively: let to be the root node and 
so that we want to choose the parameters on the RHS of (4) The example of Figure 3b indicates a possible quadratic dependence of the res (and hence the response) on carrier X(j). For X E Rt: -
If the model associated with the parent node is Lt (X) =jbl At(j 1 X(j) + Bt then from (8), the corresponding quantities for the son nodes are: This is illustrated in Figure 4 . Here node t is split forming son nodes tl (which subsequently becomes terminal) and t'. Right son t' is further split forming nodes t2 and t3 which become terminal.
The improvement associated with node t (and all further splits) is then defined to be it = 4, -6, 1 -G2 -G3 (10) That is the difference between the empirical residual sum of squares at node t and the sum of those associated with all terminal descendants of t. A reasonable condition for making t a terminal node is then -.
If ?.t < 2 k make t terminal, otherwise accept split at t,
The factor of two on the RHS of the inequality comes from the fact that two splits were required to form these three terminal nodes and this introduces even more optim- Figure 5a .
Figure 5a
There is usually a rapid decrease in the empirical residual sum of squares for the first few splits, followed by a very slow decrease with successive splits.
The true residual sum of squares Q(Tk) from the model tends also to decrease rapidly for the -first few splits, followed by a slower decrease reaching a minimum, and then slightly increasing for even further splitting. This is illustrated in Figure 5b .
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Figure 5b The increase of Q(Tk) for large 1~~1 is a result of oversplitting, which causes increased variance to be associated with the parameter estimates. The tree Tk* asso-* ciated with the value k* that minimizes Q(T,) is the desired regression tree. Figure 6 . __ -- Figure 6 Speculative Splitting 
Example
In order to gain insight into the application of the partitioning procedure and the resulting regression tree model, we apply it to a computer generated training sample.
Artificial rather than actual data is used so that the resulting regression tree model can be evaluated in the light of the known true underlying model. 
