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Introduction
In our paper [3], we show that the natural environment for Po´lya’s fundamental enu-
meration theorem and for one of its possible generalizations, is Schur-Macdonald’s theory
of invariant matrices (cf. [4, Ch. I, Appendix]). The main result of this theory is the eqi-
valence between the category of finite-dimensional linear representations of the symmetric
group Sd and the category of polynomial homogeneous degree d functors on the category
of finite-dimensional linear spaces. The above-mentioned generalization is a particular
case of the main equality of characteristics of two objects corresponding each other via
Schur-Macdonald’s equivalence. For the original version of Po´lya’s theorem, we suppose
that this fact was pointed out to G. Po´lya by I. Schur himself (cf. [5, Ch. 1, no 20]).
Quite the contrary, it turns out that such a generalization of Redfield’s master theorem
lives only in the environment of the representation theory of the symmetric group, as a
direct consequence of the decomposition of the tensor product of several induced monomial
representations of the symmetric group into its transitive summands. The underlying
permutation representations give rise to the original Redfield’s group-reduced distributions,
or, equivalently, to Read’s equivalence relation of “T -similarity”.
The paper is stratified as follows. In Section 1, Proposition 1.2.5 asserts that the
tensor product of several induced monomial representations of the symmetric group Sd is
a monomial one. Lemma 1.2.3 discusses the corresponding permutation representation of
Sd and, in particular, shows that there is a canonical bijection between the Sd-orbit space
thus obtained and the set of Read’s equivalence classes from [6, sec. 3]. Section 2 contains
two equivalent statements: Theorem 2.1.1 and Theorem 2.1.2, which generalize Redfield’s
master theorem. Evaluating the equality from Theorem 2.1.2 at p1 = · · · = pd = 1, we
get Theorem 2.1.3 which is a generalization of the superposition theorem (cf. [6, sec. 4]).
Using Lemma 1.2.3 as a link between the representation theory of the symmetric group
and the combinatorial analysis, we formulate several particular cases of Theorem 2.1.3 as
graphical corollaries. Let Γ1, . . . ,Γk be graphs with d vertices (loops and multiple edges
allowed), together with their automorphism groups W1 ≤ Sd, . . . ,Wk ≤ Sd. In Corollary
3.1.1 is given the number of all superpositions of Γ1, . . . ,Γk, under the assumption that
the only k-tuple of permutations (σ1, . . . , σk) ∈W1 × · · · ×Wk, each with the same cyclic
structure, is ((1), . . . , (1)), where by (1) we denote the unit permutation. Suppose that at
least one of the groupsWm, sayW1, is cyclic and let b be its order. If a is a divisor of b, the
second corollary gives the number of all superpositions of Γ1, . . . ,Γk whose automorphism
1
groups are (cyclic) groups of order dividing a. Under the same assumption, Corollary
3.1.3 counts the number of all superpositions of Γ1, . . . ,Γk, whose automorphism groups
are trivial. Corollary 3.1.4 gives the number of all superpositions of Γ1, . . . ,Γk, whose
automorphism groups consist of even permutations.
Below, with the kind permission of the participants of the e-mail discussion apropos
of the last two corollaries, we cite a fragment of it.
Prof. R. Robinson wrote me an e-letter where he, among other things, noted that
Corollary 3.1.3 “... is a special case of Redfield’s “Case 2: Theorem” , p. 449, where
he counted the superpositions by automorphism group when one of the range groups is
cyclic”. Prof. F. Harary concluded the discussion with the following e-message:
“Date: Fri, 8 Aug 1997 11:49:29 -0600 (MDT)
From: F. Harary 〈fnh@crl.nmsu.edu〉
To: R. Robinson 〈rwr@pollux.cs.uga.edu〉
Subject: V. Iliev’s discovery
Cc: palmer@math.msu.edu, rcread@math.uwaterloo.ca, viliev@math.bas.bg
Dear Bob,
It is not at all surprising that Redfield anticipated Valentin as he also anticipated
Polya, Read, Ed, you, me and many many others! I thank you very much indeed for your
prompt, detailed and scholarly reply to V. Iliev.”
We note that [7, Case 2: Theorem, p. 449] yields a finite procedure for finding the
number of superpositions with cyclic automorphism group of a given order a which divides
the order of the cyclic range group, whereas in Corollary 3.1.3 we give an explicit formula
for the case a = 1.
In case one of the automorphism groups is the dihedral group of order 2b where b is
an odd number, Corollary 3.2.1 establishes the number of all superpositions of Γ1, . . . ,Γk,
whose automorphism groups have an odd order.
In general, when one of the automorphism groups has a normal solvable subgroup of
order r, such that the corresponding factor-group is cyclic of order relatively prime to r,
Corollary 3.2.2 counts the number of all superpositions of Γ1, . . . ,Γk, whose automorphism
groups have an order dividing r.
Corollary 3.2.3 is a modification of 3.2.2. Here the number r is a power of a prime q
and one of the Wm’s has a normal subgroup of order r, such that the corresponding factor-
group is cyclic of order relatively prime to q. Under these hypotheses, the corollary gives
the number of all superpositions of Γ1, . . . ,Γk, whose automorphism groups are q-groups.
In Section 4 we lift the results from Theorem 2.1.1 and Theorem 2.1.2 via Schur-
Macdonald’s equivalence to the category of polynomial homogeneous degree d functors on
the category of finite-dimensional spaces.
1. Tensor product of induced monomial representations of Sd
Throughout the end of the paper we assume that K is an algebgaically closed field of
characteristic zero and that all group characters are K-valued.
1.1. According to Schur-Macdonald’s equivalence, the Grothendieck’s group of the
category of polynomial homogeneous degree d functors over the category of finite dimen-
sional K-linear spaces, is isomorphic to the Grothendieck’s group of the category of finite-
2
dimensional K-linear representations of the symmetric group Sd, that is, to the Abelian
group Rd consisting of all generalized characters of Sd (the set of all irreducible characters
of Sd is a basis for R
d). The characteristic map ch identifies both groups with the Abelian
group Λd of homogeneous degree d symmetric functions with integer coefficients in a count-
able set of variables x0, x1, x2, . . . (cf. [4, Ch. I, Appendix, A7]). The tensor product of
two finite-dimensional K-linear representations of Sd with characters u and v, has charac-
ter uv. If f = ch(u) and g = ch(v), where u and v are generalized characters of Sd, one
defines the internal product f ∗ g of two symmetric functions f, g ∈ Λd by f ∗ g = ch(uv).
With respect to the internal product the Abelian group Λd becomes a commutative and
associative ring with identity element hd = ch(1Sd) [4, Ch. I, sec. 7]. Transfering the
product ∗ via the characteristic map ch (or, eqiuvalently, transfering the tensor product of
representations of Sd via Schur-Macdonald’s equivalence), one also defines internal product
∗ of homogeneous degree d polynomial functors.
1.2. Let W be a subgroup of the symmetric group Sd and let χ:W → K be a one-
dimensional character of W . The field K has a natural structure of left KW -module
given by σc = χ(σ)c, where σ ∈ W , c ∈ K. We denote by Kχ the corresponding one-
dimensional K-linear representation of W . Let I be a left transversal of W in Sd. The
induced monomial representation indSdW (χ) = KSd ⊗KW Kχ has a natural basis (ei)i∈I ,
ei = i ⊗ 1, as a K-linear space. Since for any ζ ∈ Sd and i ∈ I there exist unique j ∈ I
and σ ∈W such that ζi = jσ, we obtain a group homomorphism s:Sd → S(I) defined by
the formula
(s(ζ)(i))−1ζi ∈W. (1.2.1)
Moreover, the permutation group s(Sd) is transitive on the set I. We have ζei = ζ(i⊗1) =
(ζi)⊗ 1 = (jσ)⊗ 1 = j ⊗ (σ1). Therefore the action of Sd on ind
Sd
W (χ) is given by
ζei = βi(ζ)es(ζ)(i),
where βi(ζ) = χ(σ) = χ((s(ζ)(i))
−1ζi).
For the rest of the paper we introduce the following notation.
(Wm)
k
m=1 is a finite family of subgroups of the symmetric group Sd;
(χm)
k
m=1, χm:Wm → K, is a family of one-dimensional characters;
For any m = 1, 2, . . . , k, we denote by Im, (ei)i∈Im , sm:Sd → S(Im) and (β
(m)
i )i∈Im ,
the above ingredients for the induced monomial representation indSdWm(χm);
The rule (i1, . . . , ik)→ (s1(ζ)(i1), . . . , sk(ζ)(ik)) defines a group homomorphism
s:Sd → S(I), i→ s(ζ)(i), (1.2.2)
where I = I1 × · · · × Ik and i = (i1, . . . , ik).
Next trivial lemma paves the way for some combinatorial applications.
Lemma 1.2.3. If s:Sd → S(I) is the action (1.2.2) of Sd on the Cartesian product I =
I1 × · · · × Ik, then
(i) two k-tuples (i1, . . . , ik) and (j1, . . . , jk) are in the same Sd-orbit in I if and only
if there exist ζ ∈ Sd and wm ∈Wm, such that jm = ζimwm for m = 1, . . . , k;
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(ii) the stabilizer of the k-tuple (i1, . . . , ik) in the symmetric group Sd, is the intersec-
tion i1W1i
−1
1 ∩ . . . ∩ ikWki
−1
k ;
(iii) there exists a canonical bijection between the orbit space Sd\I and the orbit space
Sd ×W
◦
1 × · · · ×W
◦
k \Sd × · · · × Sd,
where the action of the group Sd ×W
◦
1 × · · · ×W
◦
k on the set Sd × · · · × Sd is given by
(ζ, w1, . . . , wk)(a1, . . . , ak) = (ζa1w1, . . . , ζakwk)
(here W ◦m stands for the group Wm with the oposite group structure).
Proof: Definition of the action (1.2.2).
Remark 1.2.4. The orbit space
Sd ×W
◦
1 × · · · ×W
◦
k \Sd × · · · × Sd,
coincides with the factor-set of Sd × · · · × Sd with respect to the equivalence relation “T -
similarity”, defined in [6, sec. 3]. Therefore, according to Lemma 1.2.3, (iii), there is a
bijection between the orbit space Sd\I and the set of all distict superpositions of k graphs
with d vertices each (multiple edges and loops allowed), cf. [6, sec. 4].
Proposition 1.2.5. The tensor product
indSdW1(χ1)⊗K ind
Sd
W2
(χ1)⊗K · · · ⊗K ind
Sd
Wk
(χk) (1.2.6)
is a monomial K-linear representation of Sd with basis (ei = ei1 ⊗ · · · ⊗ eik)i∈I , the action
of Sd being given by the rule
ζei = βi(ζ)es(ζ)(i),
where βi(ζ) = β
(1)
i1
(ζ) . . . β
(k)
ik
(ζ).
Proof: It is clear that the family (ei)i∈I is a basis for the K-linear space (1.2.6). We
have ζei = ζei1 ⊗ · · · ⊗ ζeik = β
(1)
i1
(ζ) . . . β
(k)
ik
(ζ)es1(ζ)(i1) ⊗ · · · ⊗ esk(ζ)(ik) = βi(ζ)es(ζ)(i).
In particular, (1.2.6) is a monomial representation of Sd.
Let N0 be the set of all non-negative integers. It is mentioned in [3, sec. 2] that the
characteristic of an induced monomial representation indSdW (χ) is equal to the generalized
cyclic index
Z(χ; p1, . . . , pd) = |W |
−1
∑
σ∈W
χ(σ)p
c1(σ)
1 . . . p
cd(σ)
d ,
where ps =
∑
i∈N0
xsi are the power sums and cs(σ) is the number of cycles of length s
in the cyclic decomposition of the permutation σ. By definition, the characteristic of the
tensor product (1.2.6) is the internal product
Z(χ1; p1, . . . , pd) ∗ · · · ∗ Z(χk; p1, . . . , pd).
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We set
C(W1, . . . ,Wk) = {(σ1, . . . , σk) ∈W1 × · · · ×Wk | cs(σ1) = · · · = cs(σk) for s = 1, . . . , d}.
Obviously, ((1), . . . , (1)) ∈ C(W1, . . . ,Wk). For σ = (σ1, . . . , σk) ∈ C(W1, . . . ,Wk) we
have σ−1 ∈ C(W1, . . . ,Wk) and ηση
−1 ∈ C(W1, . . . ,Wk) for each η ∈ W1 × · · · ×Wk. In
particular, the set C(W1, . . . ,Wk) is a disjoint union of conjugasy classes of the abstract
group W1 × · · · ×Wk.
For any σ = (σ1, . . . , σk) ∈ C(W1, . . . ,Wk) we can define cs(σ) = cs(σ1) = · · · =
cs(σk) for s = 1, . . . , d. Moreover, we set zσ =
∏d
s=1 s
cs(σ)cs(σ)!.
Next lemma links the present definition of internal product to Read’s one from [6,
subsec. 3.3].
Lemma 1.2.7. One has
Z(χ1; p1, . . . , pd) ∗ · · · ∗ Z(χk; p1, . . . , pd) =
1
|W1| . . . |Wk|
∑
σ∈C(W1,...,Wk)
zk−1σ χ1(σ1) . . . χk(σk)p
c1(σ)
1 . . . p
cd(σ)
d .
Proof: An immediate consequence of [4, Ch. I, sec. 7, (7.12)].
2. Redfield’s Ansatz
2.1. In this section we generalize Redfield’s master theorem and superposition theo-
rem.
Theorem 2.1.1. One has
indSdW1(χ1)⊗K ind
Sd
W2
(χ1)⊗K · · · ⊗K ind
Sd
Wk
(χk) ≃
⊕(ω1,...,ωk)∈T (W1,...,Wk)ind
Sd
ω1W1ω
−1
1
∩...∩ωkWkω
−1
k
(ψ(ω1,...,ωk)),
where T (W1, . . . ,Wk) is a system of distinct representatives of the Sd-orbits in the Carte-
sian product I = I1×· · ·×Ik with respect to the action (1.2.2) of Sd, and ψ(ω1,...,ωk) is the
one-dimensional character of the group ω1W1ω
−1
1 ∩ . . .∩ωkWkω
−1
k , which is the restriction
of the expression
βω(ζ) = χ1((s1(ζ)(ω1))
−1ζω1) . . . χk((sk(ζ)(ωk))
−1ζωk)
from (1.2.5).
Proof: Proposition 1.2.5 implies that the tensor product (1.2.6) is a monomial represen-
tation of Sd, so it gives an induced monomial representation on each Sd-orbit in the set
I and (1.2.6) is the direct sum of these transitive constituents. Now, Lemma 1.2.3, (ii),
finishes the proof.
Transfering this result on the Abelian group Λd of homogeneous degree d symmetric
functions with integer coefficients in a countable set of variables x0, x1, x2, . . ., we obtain
a direct generalization of Redfield’s master theorem.
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Theorem 2.1.2. One has
Z(χ1; p1, . . . , pd) ∗ · · · ∗ Z(χk; p1, . . . , pd) =
∑
(ω1,...,ωk)∈T (W1,...,Wk)
Z(ψ(ω1,...,ωk); p1, . . . , pd).
Following R. C. Read, if A is a polynomial in several variables p1, . . . , pd, we denote
by N(A) the sum of its coefficients. Applying the operation N on the two sides of the
previous equality, we establish
Theorem 2.1.3. One has that
N(Z(χ1; p1, . . . , pd) ∗ · · · ∗ Z(χk; p1, . . . , pd))
is the number of the elements ω ∈ T (W1, . . . ,Wk) such that ψ(ω1,...,ωk) = 1 on the stabilizer
ω1W1ω
−1
1 ∩ . . . ∩ ωkWkω
−1
k .
Proof: It enough to note that given a one-dimensional character χ:W → K, we have
N(Z(χ; p1, . . . , pd)) = 〈χ, 1W 〉W , where 〈 , 〉W is the scalar product of functions on W , cf.
[4, Ch. I, sec. 7].
Remark 2.1.4. When χm = 1Wm for m = 1, . . . , k, Theorem 2.1.2 (respectively, Theo-
rem 2.1.3) turns into Redfield’s master theorem (respectively, turns into the superposition
theorem).
Graphical corollaries
3.1. Here is how the above machinery applies to graph theory. Combining Theorem
2.1.3 with Remark 1.2.4, we establish several graphical corollaries. Obviously, these corol-
laries can also be stated in the more general language of superpositions of k sets each of d
elements, with a priori given “automorphism groups”.
Let Γ1, . . . ,Γk be graphs with d vertices (loops and multiple edges allowed) and let
W1 ≤ Sd, . . . ,Wk ≤ Sd, be their automorphism groups, respectively. Given a cyclic group
of order b and a divisor a of b, let ̺(a) be a one-dimensional character of this cyclic group,
whose kernel has order a.
Lemma 1.2.7 yields immediately
Corollary 3.1.1. If C(W1, . . . ,Wk) = {((1), . . . , (1))}, then the number of all superpo-
sitions of Γ1, . . . ,Γk is
(d!)k−1
|W1| . . . |Wk|
.
Corollary 3.1.2. If the group W1 is cyclic of order b and if a is a divisor of b, then the
number of all superpositions of Γ1, . . . ,Γk, which have a cyclic authomorphism group of
order dividing a, is
N(Z(̺(a); p1, . . . , pd) ∗ Z(1W2 ; p1, . . . , pd) ∗ Z(1Wk ; p1, . . . , pd)),
where ̺(a):W1 → K ia a one-dimensional character whose kernel has order a.
In the particular case a = 1, we obtain
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Corollary 3.1.3. If the permutation group W1 is cyclic, then the number of all super-
positions of Γ1, . . . ,Γk, having trivial authomorphism group, is
N(Z(̺; p1, . . . , pd) ∗ Z(1W2 ; p1, . . . , pd) ∗ Z(1Wk ; p1, . . . , pd)),
where ̺:W1 → K is an injective one-dimensional character of W1.
Corollary 3.1.4. The number of all superpositions of Γ1, . . . ,Γk, whose authomorphism
group consist of even permutations, is
N(Z(ε; p1, . . . , pd) ∗ Z(1W2 ; p1, . . . , pd) ∗ Z(1Wk ; p1, . . . , pd)),
where ε:W1 → K is the restriction of the alternating character of Sd on W1.
3.2. Let us suppose that
(1) W1 is the dihedral group of order 2b where b is an odd natural number.
Let δ:W1 → K be the nontrivial one-dimensional character of W1. The kernel of δ is
the cyclic subgroup H ≤W1 of order b and all subgroups of W1 which have an odd order,
are subgroups of H.
Corollary 3.2.1. If the group W1 satisfies (1), then the number of all superpositions of
Γ1, . . . ,Γk, which have an authomorphism group of odd order, is
N(Z(δ; p1, . . . , pd) ∗ Z(1W2 ; p1, . . . , pd) ∗ Z(1Wk ; p1, . . . , pd)).
The last result is an important special case of the following statement.
Let r be a natural number. We suppose that
(a) W1 has a normal solvable subgroup R of order r such that the factor-group W1/R
is a cyclic group of order relatively prime to r.
Then the group W1 itself is solvable. According to the generalized Sylow theorems
(cf [1, Ch. 9, Theorem 9.3.1]), R is the only subgroup of W1 of order r. Moreover, any
subgroup of W1 of order which divides r, is contained in R.
Denote by π a one-dimensional character of W1 with kernel R.
Corollary 3.2.2. If the group W1 satisfies (a), then the number of all superpositions of
Γ1, . . . ,Γk, whose authomorphism groups are of order dividing r, coincide with
N(Z(π; p1, . . . , pd) ∗ Z(1W2 ; p1, . . . , pd) ∗ Z(1Wk ; p1, . . . , pd)).
Now, we formulate a version of the preceding corollary. Let q be a prime number.
Suppose that
(i) W1 has a normal q-subgroup R such that the factor-group W1/R is a cyclic group
of order relatively prime to q.
According to Sylow theorems (cf. [1, Ch. 4, Theorems 4.2.1 - 4.2.3]), R is the only
Sylow q-subgroup of W1 and any q-subgroup of W1 is contained in R.
Denote by ι a one-dimensional character of W1 with kernel R.
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Corollary 3.2.3. If the group W1 satisfies (i), then the number of all superpositions of
Γ1, . . . ,Γk, whose authomorphism group is a q-group, coincide with
N(Z(ι; p1, . . . , pd) ∗ Z(1W2 ; p1, . . . , pd) ∗ Z(1Wk ; p1, . . . , pd)).
Remark 3.2.4. Examples of abstract groups W1 which satisfy the hypothesis (a) (re-
spectively, the hypothesis (i)) can be obtained by constructing a semi-direct profuct of a
solvable group R of order r (respectively, a q-group R) with a cyclic group C of order
relatively prime to r (respectively, relatively prime to q). Schur-Zassenhaus’ theorem (cf.
[8, Ch. IV, sec. 8, IV.7.c]) asserts that there are no other examples. In the symmetric
group Sd, it is enough to choose R ≤ Sd and C ≤ Sd with the above-mentioned properties
so that RC = CR, R ∩ C = {(1)} and R is a normal subgroup of the group W1 = RC.
4. Internal product of semi-symmetric powers
4.1. Now, we transfer Theorem 2.1.1 as an isomorphism between polynomial homo-
geneous degree d functors, using Schur-Macdonald’s equivalence. It is known that the
induced monomial representation indSdW (χ) corresponds via that equivalence to the poly-
nomial functor [χ]d(−) called a semi-symmetric power (cf. [2, Theorem 2.2]).
Theorem 4.1.1. Using notation from (2.1.1), one has
[χ1]
d(−) ∗ [χ1]
d(−) ∗ · · · ∗ [χk]
d(−) ≃
⊕(ω1,...,ωk)∈T (W1...,Wk)[ψ(ω1,...,ωk)]
d(−).
The group ω1W1ω
−1
1 ∩ . . . ∩ ωkWkω
−1
k ≤ Sd acts on the Cartesian product N
d
0 by
permuting its components. Let J(Nd0 , ψ(ω1,...,ωk)) be the set of those ω1W1ω
−1
1 ∩ . . . ∩
ωkWkω
−1
k -orbits in N
d
0 , which contain the maximum number
|ω1W1ω
−1
1 ∩ . . . ∩ ωkWkω
−1
k : Kerψ(ω1,...,ωk)|
of Kerψ(ω1,...,ωk)-orbits (cf. [3, subsec. 3.2]). We set
U(χ1, . . . , χk) =
∐
(ω1,...,ωk)∈T (W1...,Wk)
J(Nd0 , ψ(ω1,...,ωk))
Theorem 4.1.2. The symmetric function in a countable set of variables x0, x1, x2, . . .,
Z(χ1; p1, . . . , pd) ∗ · · · ∗ Z(χk; p1, . . . , pd),
is the weighted inventory of the set U(χ1, . . . , χk).
Proof: For any one-dimensional character χ:W → K we denote by g(χ, x0, x1, x2, . . .)
the characteristics ch([χ]d(−) of the semi-symmetric power [χ]d(−). In view of Theorem
2.1.2 and [3, Theorem 2.1.2], we obtain that
Z(χ1; p1, . . . , pd)∗· · ·∗Z(χk; p1, . . . , pd) =
∑
(ω1,...,ωk)∈T (W1...,Wk)
g(ψ(ω1,...,ωk); x0, x1, x2, . . .),
and the statement follows from the combinatorial interpretation of a symmetric function
of the type g(χ; x0, x1, x2, . . .), given in [3, subsec. 3.2].
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