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We consider the KoFriedman notion of (non-uniform) time complexity for real
functions approximately computable in the generalized sense defined earlier. It
turns out that, beside the KoFriedman theory, also the classical theory of time
complexity for discrete functions over N is naturally embedded in our setting. The
real functions computable with total recursive time bounds are characterized to be
just those approximately computable functions which have recursively closed
domains.  2000 Academic Press
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1. INTRODUCTION
The approximate approach to computability over the real numbers is
nearly as old as the theory of computability at all. It goes back to Turing’s
seminal paper [13] and was founded in detail by Grzegorczyk [2] and
Lacombe [8]. More recent presentations and developments were contri-
buted by Ko and Friedman [6, 5], Pour-El and Richards [11], and by
Weihrauch et al., see [7, 14, 15]. The basic idea of the approach consists
in representing the real numbers by suitably converging sequences of finitary
objects (like rational numbers, dyadic rational numbers, rational intervals,
etc.) and then applying the notions and methods of classical discrete computa-
bility and complexity to the reals via those representations.
Usually, the functions considered in approximate computability are totally
defined on rather regular domains, like the whole real line R or closed
bounded intervals (and on Rd or closed bounded d-dimensional rectangles,
respectively, in the case of d-ary functions). Ko and Friedman [6] started
the study of approximate computability of genuinely partial real functions.
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Their computable functions can have arbitrary recursively open domains.
In dealing with computational complexity, however, they again passed over
to functions completely defined on closed intervals. A natural generaliza-
tion of the KoFriedman approach was already proposed by Kreitz and
Weihrauch in [7]. It has been rediscovered and used in [3]. Here the sets
from 6 ta2 (this is the 62-class of the topological arithmetical hierarchy, see
below) are allowed to occur as domains of computable real functions. It
has been shown that this notion of computability can also be characterized
within the framework of the algebraic approach to computability, wherein
real numbers are treated as entities.
The present note deals with the time complexity of these (generalized)
approximate computations. The presentation follows the KoFriedman frame-
work based on function-oracle Turing machines that process dyadic rational
numbers. It will be shown that our generalized view to time complexity
also includes the classical theory of time complexity for discrete functions.
The real functions which are approximately computable with total recur-
sive complexity bounds will turn out to be just those computable functions
whose domains are recursively closed. This completes some results from
[7] (where the uniform notion of time complexity was considered).
The paper is organized as follows. Sections 2 and 3 recall some basic
notions and results on approximate computability and on the topological
arithmetical hierarchy, respectively. Section 4 introduces the time complexity
of our generalized approximate computations. The core of Section 5 is the
above mentioned characterization of the real functions which are computable
with recursive time bounds. Section 6 supplements some remarks concerning
the graphs and ranges of these functions.
To improve the readability and to keep the presentation concise, we restrict
ourselves to the treatment of unary real functions. With some more technical
effort, the results can be transferred to functions of arbitrary arity. Especially,
Tarski’s effective quantifier elimination [1] represents a fundamental tool in
this context. For a demonstration of the framework, the reader may consult [3].
For the same reasons, we only deal with time complexity. It is rather obvious,
however, that the notions and results also apply to space complexity straight-
forwardly defined as well as to similar variants of computational complexity.
2. APPROXIMATE COMPUTABILITY
To define approximate computability of (partial) real functions f : R ~ R,
we use the framework introduced by Ko and Friedman. Real numbers are
represented by binarily converging sequences of dyadic rational numbers,
and the computations are performed by function-oracle Turing machines
processing dyadic rational numbers. This setting is well-suited to deal with
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computational complexity of real functions. For discussions of related
approaches based on other representations of the reals, the reader is referred
to [5, 14, 15]. In [3], regular sequences of nested rational intervals are
used as representations.
Let D (Dn) denote the set of all dyadic rational numbers (of precision n).
More precisely,
D=[m } 2&n : m # Z, n # N],
Dn=[m } 2&n : m # Z] (n # N).
We say that a sequence of dyadic rational numbers, ,: N  D, binarily
converges to some real number r (briefly: blimn   ,(n)=r) iff, for all n # N,
,(n) # Dn and |,(n)&r|2&n.
CF(r) denotes the set of all sequences that binarily converge to r (they are
called Cauchy functions for r).
The notion of function-oracle Turing machine (OTM) that processes
dyadic rational numbers is defined as usual, cf. [5, 6, 7]. Such an OTM M
takes a natural number n as input and a binarily converging sequence , as
oracle, and it yields an output M,(n) # Dn if it halts. The oracle queries are
of the form ‘‘m?’’, for m # N, and they are answered by providing the
machine with the mth element of sequence ,, i.e., with the dyadic rational
number ,(m).
A real function f : R ~ R is said to be approximately KF-computable (this
means: computable in the KoFriedman sense) if there is an OTM M such
that
1. for every real number r # dom( f ) and any sequence , # CF(r), the
results M,(n) always exist and yield a sequence which binarily converges
to the value f (r), i.e., blimn   M,(n)= f (r);
2. for all r  dom( f ), every sequence , # CF(r) and all n # N, M,(n)
is undefined (i.e., the machine does never halt).
The domains of functions computable in this way are exactly the recur-
sively open sets.
A set SR is called recursively open if it is an effective union of open
intervals with dyadic rational endpoints, i.e., if there are two (total) recursive
functions 1 , 2 : N  D such that
S= .
n # N
(1(n), 2(n))
(where (a, b)=<, for ab).
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S is said to be recursively closed if the complement, R"S, is recursively
open.
From [5, 6], we have
Lemma 2.1. If a function f : R ~ R is approximately KF-computable,
then dom( f ) is recursively open. If a set SR is recursively open, then its
partial characteristic function, /S=S_[1], is approximately KF-com-
putable.
Unfortunately, there are rather simple functions which don’t have recur-
sively open domains. Moreover, the (nowhere defined) empty function is
the only function f : N ~ N that is approximately KF-computable. This
follows since the empty set is the only (recursively) open subset of N.
In [7, 3], the following generalization of KF-computability is proposed.
It both includes the classical computability over N and allows, for example,
to compute functions with closed domains.
A function f : R ~ R is called approximately computable if there is an
OTM M such that
1. for every real number r # dom( f ) and any sequence , # CF(r),
the results M,(n) always exist and it holds blimn   M,(n)= f (r) (this
coincides with the first condition of approximate KF-computability);
2. for all r  dom( f ) and every sequence , # CF(r), there is an input
n # N such that M,(n) is undefined.
We have shown the following propositions in [3].
Proposition 2.1. Let f : R ~ R be an approximately computable func-
tion and S be a recursively open set such that Sdom( f ). Then the function
f |S , this is the restriction of function f to the set S, is approximately KF-com-
putable.
Corollary 2.1. Let f : R ~ R and dom( f ) be recursively open. Then f
is approximately computable iff it is approximately KF-computable.
One also verifies the validity of several natural properties for this generalized
notion of approximate computability. For example, it is closed under the
composition of functions. Also the thesis of continuity of approximately
computable functions is satisfied.
Proposition 2.2. Every approximately computable function f : R ~ R is
continuous on its domain.
In contrast to KF-computability, our concept naturally includes the
classical notion of computability.
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Proposition 2.3. Let f : N ~ N, and dom( f ) be a recursively enumerable
set. Then f is a (classically) recursive function iff it is approximately computable.
3. TOPOLOGICAL ARITHMETICAL HIERARCHY
In order to compare the descriptive complexity of subsets of some Rd, we
used the topological arithmetical hierarchy (TAH) in [3]. It represents an
effective counterpart of the hierarchy of Borelian subsets of finite order in
Rd, cf. [4, 9]. On the other hand, it is a straightforward generalization of
the classical arithmetical hierarchy (AH) over the natural numbers, see
[10, 12, 14], to real-number problems, where topological demands are
additionally taken into account. Even if we need only the lower classes of
the hierarchy for the treatment of time complexity, the subject seems to be
interesting enough to recall some basic notions and results on the TAH in
general.
Here we mainly restrict ourselves to one-dimensional problems instead of
arbitrary d-dimensional sets (d1) in [9, 3]. This will be indicated by the
lower index 1 in front of the denotations of classes.
Let 1 70k , 16
0
k , 12
0
k (k # N+) denote the (one-dimensional) classes of the
classical AH; they consist of subsets of N.
The (one-dimensional) TAH is built by the classes 17 tak , 16
ta
k , 12
ta
k
defined as follows. For SR, let S # 17tak iff there are two recursive func-
tions 1 , 2 : Nk  D such that
S={
n1 # N n2 # N } } } nk # N (1(n1 , n2 , ..., nk), 2(n1 , n2 , ..., nk))
if k is odd,
n1 # N n2 # N } } } nk # N (1(n1 , n2 , ..., nk), 2(n1 , n2 , ..., nk))
if k is even.
Herein the overline denotes the complement.
Like usual, the 16 tak -sets are defined to be the complements of the 17
ta
k -sets,
and the 12 tak -sets are the corresponding intersections:
S$ # 16 tak iff S$=R"S, for some 17 tak -set S,
and 12tak = 17
ta
k & 1 6
ta
k .
The sets of 17 ta1 are just the recursively open sets, whereas 1 6
ta
1 consists
of the recursively closed sets, and 12 ta1 =[<, R]. Moreover, the 1 6
ta
2 -sets
are well known as recursively G$ sets, 1 7ta2 contains just the recursively F_
sets, etc.
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As the discrete parts of the (sets contained in the) classes of the TAH, we
essentially obtain the classical AH. More precisely, let
dis(S)=S & N, for SR,
and
dis(1 )=[dis(S) : S # 1], for a class 1.
Since N # 16 ta1 & 1 7
ta
2 and the classes of the TAH are closed under
(finite) intersections and under (finite) unions, we have
Lemma 3.1. For all classes 1 of the (one-dimensional ) TAH, with the
exception of 17 ta1 and 12
ta
1 , it holds dis(1)1. Moreover, for any k # N+ ,
dis(17 tak )= 1 7
0
k ,
dis(16 tak )= 1 6
0
k ,
it holds dis(12 tak )= 1 2
0
k , for all k>1.
This and the related properties of the classical AH imply
Proposition 3.1. For all k # N+ ,
12tak /{ 17
ta
k
1 6 tak =/ 1 7 tak _ 16 tak / 12tak+1 ,
17 tak and 16
ta
k are incomparable.
One easily proves the following shifting lemma which shows that the charac-
teristic hierarchy properties for the TAH hold also outside the classical AH.
Lemma 3.2. For any SR, a rational number q and a class 1 of the
(one-dimensional ) TAH,
S # 1 iff [r+q : r # S] # 1.
All these results also hold for the general TAH whose classes consist of
sets SRd, for some dimension d # N+ . For example, 7tak consists of all
such sets S which are representable in the form
S={
n1 # N n2 # N } } } nk # N 9(n1 , n2 , ..., nk)
if k is odd,
n1 # N n2 # N } } } nk # N 9(n1 , n2 , ..., nk)
if k is even,
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with some recursive function 9 of Nk into the set of d-dimensional open
balls or cubes with rational coordinates of the centers and rational radii
resp. side lengths (where recursiveness is meant with respect to some standard
encoding of these sets).
Figure 1 (with the usual interpretation, cf. [14]) illustrates the inclusions
between the classes of the (general) TAH and AH.
By means of the TAH, the power of approximate KF-computability and
of our generalized notion, respectively, can be compared, for example by
characterizing the classes of domains of functions computable in both of
FIGURE 1
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the variants. By Lemma 2.1, the domains of KF-computable real functions
are just the 1 7 ta1 -sets. In [7, 3], it is shown
Proposition 3.2. The domains of approximately computable functions
f : R ~ R are just the 16 ta2 -sets.
The ranges and graphs of approximately computable functions have also
been characterized in [3], but these details would yield beyond the scope
of the present note.
4. TIME COMPLEXITY
We use the definition of (non-uniform) time complexity given by Ko and
Friedman [6].
For an OTM M, a binarily converging sequence , and n # N, let
timeM (,, n) # N _ [] be the number of steps performed by M on input
n and oracle , up to reaching a halt configuration. For r # R, let
timeM (r, n)=sup [timeM (,, n) : , # CF(r)].
We remark that timeM (r, n) # N whenever M computes a real function
which is defined on r; moreover, the function timeM (r, } ): N  N is recur-
sive, cf. [7].
A function f : R ~ R is said to be approximately computable with a time
complexity bounded by a function t: N  N (briefly, function t is called a
time bound of f ) if there is an OTM M such that
1. M computes f approximately in the sense of Section 2;
2. for all n # N and all r#dom( f )&[&2n, 2n], it holds timeM (r, n)t(n).
Thus, for any n # N the time-complexity function gives the number of
steps that M performs in order to approximate the values f (r) with the
binary precision n, for an arbitrary oracle , # CF(r). Herein only the reals
r # dom( f ) & [&2n, 2n] are considered. To take the intersection with inter-
val [&2n, 2n] implies that the number of bits of the integral part of r is
bounded by n. This natural assumption enables us to prove Propositions
4.1, 4.2 below and, thus, it guarantees that classical (discrete) complexity
theory is embedded in our setting. The intersection becomes superfluous if
time complexity is considered only for total functions on closed intervals
[a, b], as it is preferably done in [6, 5]. For this setting, our notions com-
pletely coincide with those by Ko and Friedman, and all their results apply.
In this note, we want to study some aspects of time complexity for
genuinely partial functions which may have arbitrary domains from 1 6 ta2 ,
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cf. Proposition 3.2. Particularly, in the next section, we are interested in
functions or computations whose time complexities are bounded by total
recursive functions t: N  N.
To simplify matters, let all time bounds t be at least linearly increasing
and monotonic in the sequel; more precisely, let
nt(n)t(n+1), for all n # N.
It is easily seen that functions approximately computable with recursive
time bounds are recursively bounded.
A real function f : R ~ R is said to be recursively bounded if there is a
total recursive function .: N  N such that, for all r # dom( f ) & [&2n, 2n],
it holds | f (r)|.(n).
Lemma 4.1. If a function f : R ~ R is approximately computable with a
total recursive time bound t: N  N, then f is recursively bounded.
To show this, let t: N  N be an arbitrary time bound of an OTM M
computing f. For r # dom( f ) & [&2n, 2n] and , # CF(r), within the t(n)
steps allowed to compute the result M,(n), the machine can print at most
t(n) bits on its output tape. Hence, | f (r)|.(n) :=2t(n)+1+1.
So the approximately KF-computable function f (r)= 1r (r{0) cannot be
computed with a recursive time bound, not even with any total time
bound.
The following results deal with relationships between classical time-
complexity theory and the time complexity of approximate computations.
Suppose that the classical computability and time complexity of discrete
functions f : N ~ N is defined by means of multi-tape Turing machines
(TM) processing binary expansions of natural numbers, cf. [5].
Proposition 4.1. If a discrete function f : N ~ N is classically computable
with a time bound t: N  N, then it is approximately computable with a time
bound O(t(n)).
To prove this, let an OTM M work as follows on an input n2 and an
oracle sequence ,. First it checks if there is a natural number z such that
|z&,(n)|2&n. Since n2, z is uniquely determined if it exists. The check
takes O(n)O(t(n)) steps of M. If z does not exist, let M enter a cycle of
working such that it never halts. Otherwise, let it simulate a classical
computation of f (z) and output that value if it exists. This can be done
within O(t(n)) steps, again.
To prove a converse of Proposition 4.1, analogously to Proposition 2.3,
one has to suppose that dom( f ) is classically recognizable with some time
bound. We say that a set SN is (classically) recognizable with a time
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bound s: N  N if its partial characteristic function, /S=S_[1], is classi-
cally computable with time bound s.
Proposition 4.2. If a discrete function f : N ~ N is approximately com-
putable with a time bound t: N  N and dom( f ) is recognizable with a time
bound s: N  N, then f is classically computable with a time bound O(t(n)+s(n)).
Indeed, given an input z # N, let a TM T first check if z # dom( f ). This
is possible with a time bound O(s(n)), for n=Wlog(z)X.
If z  dom( f ), the check never terminates. Otherwise, for z # dom( f ), let
T put here an approximation r of f (z) such that |r& f (z)|2&2. This is
done by computing M,(2), for an OTM M approximately computing f,
where ,(n)#z, and it is possible within O(t(n)) steps if n2. Then the
uniquely determined natural number m= f(z) with |m&r|2&2 is constructed
within O(t(n)) steps.
Thus, with respect to our generalized notion of approximate computability,
the theory of (approximate) time complexity includes, in a certain sense, the
classical theory of time complexity for discrete functions. For example, all
separation results known for time-complexity classes of classical theory apply
to our setting, too.
5. RECURSIVELY TIME-BOUNDED COMPUTABILITY
Now we are going to characterize the functions which are approximately
computable with (total) recursive time bounds. Theorem 5.1 will give a
plain solution of this problem which was left open in [7].
Proposition 5.1. If a function f : R ~ R is approximately computable
with a total recursive time bound t: N  N, then dom( f ) # 16 ta1 .
To prove this, we represent the complement of dom( f ) as an effective
union of open intervals, i.e.,
R"dom( f )= .
k # N
(1(k), 2(k)), (V)
for recursive functions 1 , 2 : N  D.
This is done by the following procedure working in Stages n, for
n=0, 1, 2, ... .
Let M be an OTM which computes function f with a recursive time
bound t. Without loss of generality, we can suppose that M,(n+1) is
undefined if M,(n) is undefined, for all n # N and all binarily converging
sequences ,.
372 ARMIN HEMMERLING
In Stage n, let the procedure simulate (maximal) t(n) steps of computa-
tion of M,(n), for all , # CF(r) with r # [&2n, 2n].
There are only finitely many initial parts of such sequences , which are
queried for during these simulations, since at most a precision t(n) can be
reached within t(n) steps of M. For all those (finitely many) initial parts
,0 of sequences , # CF(r) with r # [&2n, 2n], for which the computations
of M,(n) would take more than t(n) steps, let the procedure generate the
interval
(1(k), 2(k))=(,(t(n))&2&n, ,(t(n))+2&n) & (&2n, 2n),
for a suitable index k of the enumeration (V).
When all these finitely many intervals of Stage n have been generated,
the procedure has to proceed with Stage n+1.
If r # (1(k), 2(k)), for some interval produced in some Stage n of the
procedure, then the corresponding initial part of a sequence, ,0, can be
continued to a sequence ,$ # CF(r) such that the computation of M,$(n)
does not halt after t(n) steps. Thus, r  dom( f ).
Conversely, if r  dom( f ), there are a sequence ,$ # CF(r) and some
n # N such that M,$(n) is undefined. By our supposition on machine M, we
may assume that r # (&2n, 2n). Thus, at least in Stage n, the procedure
generates an open interval containing r. This completes the proof.
Now the classical theory of computability already yields a variety of
functions which are approximately computable, but not with a recursive
time bound. Indeed, let f : N ~ N be a partial recursive function with
dom( f ) # 1 701 "16
0
1 , i.e., dom( f ) is not recursively decidable. For example,
take f =/S , for some S # 1701"1 6 01 . By Proposition 2.3, f is approximately
computable. It is not approximately computable with a recursive time
bound, since this would imply that dom( f ) # 16 ta1 & N=dis(1 6
ta
1 )=16
0
1 .
Corollary 5.1. If a real function f : R ~ R is approximately KF-com-
putable with a total recursive time bound t: N  N, then dom( f ) # [<, R].
So it is clear why Ko and Friedman considered time complexity only for
total real functions or for computable functions totally defined on closed
intervals [a, b] which (at least if the endpoints a, b are computable) can
computably be expanded to functions defined on the whole real line.
As a first step to converse Proposition 5.1, it is easily seen that any 16 ta1 -set
can occur as the domain of a function computable with some recursive time
bound.
Lemma 5.1. For any set S # 16 ta1 , the partial characteristic function /S
is approximately computable with a recursive time bound.
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For the proof, we suppose a representation of the complement of S,
S = .
k # N
(1(k), 2(k)),
with recursive functions 1 , 2 : N  D.
On an input n # N and an oracle sequence ,, let the OTM M first check
whether ,(n)(1(k), 2(k)), for some kn.
If yes, let M enter a cycle of working (never halt); if not, let it output
the (binary expansion of) number 1.
If blimn   ,(n)  S, there are some n and kn such that ,(n) #
(1(k), 2(k)). Then M,(n) does not exist. If blimn   ,(n) # S, then
M,(n)=1, for all n # N.
Let t(n) be the maximal number of steps needed to compute all intervals
(1(k), 2(k)), kn, and to compare their endpoints with the finitely
many ,(n) # [&2n, 2n] & Dn . This yields a recursive time bound t: N  N.
For a real function f : R ~ R, a discrete function m: N  N is said to be
a (non-uniform) modulus function of f if, for all n # N and r1 , r2 # R, it
holds
if r1 , r2 # dom( f ) & [&2n, 2n] and |r1&r2 |2&m(n),
then | f (r1)& f (r2)|2&n.
Proposition 5.2. Let f : R ~ R be approximately computable and
dom( f ) # 1 6 ta1 . Then there is a recursive (non-uniform) modulus function of
f, and f is approximately computable with a recursive time bound.
To sketch the proof, let M be an OTM computing f approximately, and
R"dom( f )= .
k # N
(1(k), 2(k)),
with recursive functions 1 , 2 : N  D.
For n # N, let a Turing machine T generate (successively and alternating)
both the intervals (1(k), 2(k)) and those open intervals
(,(l )&2&l, ,(l)+2&l) (+)
which intersect the segment [&2n, 2n] and for which l is the maximal argu-
ment such that ,(l ) is queried in the course of computing M,(n), for some
related oracle ,. (Take l=0 in the case that no such query is done.) Since
the infinite sequence merged from both these types of intervals covers the
segment [&2n, 2n], by the HeineBorel theorem, there are already finitely
many such intervals covering [&2n, 2n]. This is additionally checked by T
and realized ultimately.
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Now let m$(n) be the maximal index l corresponding to an interval of
type (+) that occurs so far. Then m(n)=m$(n+1) is a modulus function
for f. Indeed, if r1 , r2 # dom( f ) & [&2n, 2n] and |r1&r2 |2&m(n), there
are sequences ,1 # CF(r1) and ,2 # CF(r2) such that ,1(l )=,2(l ), for all
indices l for which ,i (l ) are queried in the course of computing M,1(n+1)
=M,2(n+1). Thus,
| f (r1)& f (r2)|| f (r1)&M,1(n+1)|+|M,2(n+1)& f (r2)|
2&(n+1)+2&(n+1)=2&n.
So we have proved the first assertion. The second one follows from this
in a rather similar way.
To compute f (r) up to precision 2&n, for all r # dom( f ) & [&2n, 2n], one
can successively generate the existing values M,(n+1), for all oracles ,
with blimk   ,(k) # [&2n, 2n] & Dm(n) and ,(k)#,(m(n)) for all km(n).
Alternating to this part of procedure, one also generates the intervals exhaust-
ing the complement R"dom( f ).
By the HeineBorel theorem, the segment [&2n, 2n] is covered at some
stage of the procedure. The number of steps performed up to this covering
situation, increased by the time necessary to construct, from the grid of
obtained values, the approximation of f (r) if it exists, determines the time
bound t(n). This completes the proof of Proposition 5.2.
Propositions 5.1 and 5.2 yield the following characterization of the real
functions approximately computable with recursive time bounds.
Theorem 5.1. An approximately computable function f : R ~ R is
approximately computable with a recursive time bound iff dom( f ) # 16 ta1 .
6. SUPPLEMENTARY REMARKS
In [3], it has been shown that, for any approximately computable
function f with recursively closed domains, the set
graph( f )=[(r, f (r)) : r # dom( f )]
is recursively closed, too (as a set of pairs of real numbers). By Proposi-
tion 5.1, it follows that graph( f ) is recursively closed for every function f
approximately computable with a recursive time bound.
The converse does not hold, as the function f (r)= 1r (r{0) shows. Its
graph is recursively closed, but the function is not computable with a recursive
time bound, since it isn’t bounded on the interval [&1, 1], cf. Lemma 4.1.
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If f is recursively bounded and graph( f ) is recursively closed, then
dom( f ) # 1 6 ta1 , however.
The ranges of functions f approximately computable with recursive time
bounds are projections of the recursively closed sets graph( f )/R2, see
above.
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