Abstract -Data is increasing day to day thus, processing this data and selection of right method and tool is really a big problem. Computer scientists are processing and analysing data on different machine learning methods using various Data Mining tools to get the high accuracy of results and minimum time for building of Model. There are several data analysis and processing tools like WEKA, RapidMiner, Keel, and etc. available for the purpose of processing, analysis, modelling and etc. Still no single tool is perfect or nominated for data processing and analysis. In this concern, the authors present here a comparative and analytical research study on the performance of different classification machine learning algorithms like Naïve Bayes, KNN, IBK, Random Forest, C4.5, J48 and Data Mining tools which are WEKA and RapidMiner on a large datasets to evaluate their performance and analytical results with low cost of error. The data set Adult Income is taken from UCI Data repository for this research study. The significance and aim of this study is to evaluate and assess the range of performance of different machine learning methods and two diverse data mining tools on dissimilar datasets. The result of each classification method and Data mining tool is analysed and presented in the end.
The data is increasing fast every day because of several reasons and sources like databases, flat files, data warehouses, and etc. To get the accurate information and knowledge from this data, there is need of suitable tools; otherwise, it is not possible to justify the results and therefore, right decisions cannot be taken. Data mining is technique that processes the data which is stored in different formats in data warehouses and databases etc. [1] . Different data mining techniques are used to analyse and process the large number of data by Data Mining tools such as WEKA, RapidMiner, Orange, Keel etc. [2] .
Classification is one of the popular and essential procedures of Data mining that performs most important supervised tasks. Several analytical research studies are carried out on performance of a number of classifiers on diverse types of datasets using several types of Data Mining tools and various results have been obtained. This independent research study is different than others. Here, it is tried to assess the performance of different classifiers and Data Mining tools on large data set.
There are two dimensions of this research study; one is to estimate the performance of diverse classifiers using two types of open source data mining tools and other dimension is to analyse the performance of two data mining tools on classification algorithms using large dataset. In this regard, model building time and the performance of both tools are counted. The training set of Adult Income data is evaluated and analysed in two environments of Data Mining by applying classification methods.
In data mining, a number of researches have conducted to perform multiple tasks. Therefore, different tools and methods have been used to evaluate and process large scale data. Mikut et al [3] , describe that Data mining techniques are forecasting the prospect trends, behaviours to take the positive, practical and knowledge based decisions. The use of proper and powerful Data Mining tool for the application of data mining algorithms is very important. Christa et al [4] portray in their research study that the primary challenge for any organization is to process large scale data; therefore, there is need of proper evaluation and assessment of a range of Data mining tools and The idea of this research is to compare and evaluate the performance of WEKA and RapidMiner on diverse Classification Algorithms as well as performance of dissimilar classifiers using large dataset. In this concern, accuracy, precision, recall and classification error of each classification method are investigated by using these two environments of Data Mining and the difference of performance of each tool and classification method is assessed.
mazharaliabro@gmail.com husnain.mansoor@szabist.edu.pk methods accessible to mining specialists. In this concern, there is need of expert users to conduct the experiments by choosing proper techniques and tools to develop a knowledge model. Graczyk et al [5] discussed the results of six machine learning methods applied on dataset derived from the Cadastral Systems using WEKA, KEEL and Rapid Minor and describe that KEEL and WEKA give the same results but there was difference between RapidMiner and KEEL. Sharma et al [6] performed a study on spam email data analysis using WEKA and find out J48 as highest accuracy oriented classifier while CART, AD Tree and ID3 remained low than the J48. Rodriguez-Galiano et al [7] talk about the Random Forest classification method which achieved above the ground performance with highest accuracy on land-cover classification. In that study, it is shown that Random Forest method is acknowledged as one of the significant classification method for categorizing the land cover. A number of research studies are performed on the classifiers to evaluate their performance on different type of data. Chai et al [8] gave details of the accuracy of Naïve Bayes and Decision trees classifiers and mentioned the massive accomplishment of both classifiers in building a classification models with little cost of the error. . The importance of classification technique on Off-line signature recognition was shown in [9] . These researchers mentioned the K-NN on the highest rank by getting 96% accurate results [9] .
Classifying Adult Income Dataset, [10] discussed that naïve Bayes gives good results of accuracy in the small datasets but it could not scale up the accuracy in large data sets of classification. This study suggested that Decision trees provide the higher accuracy in large datasets [10] .
Viewing this suggestion, we used the Random forest and C4.5 / J48 decision trees along with other classification methods for the classification of Adult income in this study. Naïve Bayes algorithm is also used in this research to verify the mentioned paper's assessment. K-NN and IBK algorithms are also added in this research to see result differences.
"Waikato Environment for Knowledge Analysis" known as WEKA tool is open source Data mining tool developed by Java in the "University of Waikato" New Zealand. This tool is widely used by researchers and academicians for purpose of research and teaching. It is a workbench for Machine-Learning methods which plans to develop an application to solve the real world problems using various types of machine learning methods [11] . WEKA had been ranked high in comparison of Orange, KNIME, and Tanagra working on diverse type of classification methods [11] .
A) WEKA
It is integrated and open source Data Mining environment which provides solutions, services and platform for Machine-Learning, analytics consisted of predictive analytics, data mining, text mining, and business analysis. This software was developed in year 2001 with name "YALE" at the "University of Dortmund" and then in year 2007 with name RapidMiner-1. RapidMiner is employed by businesses, researchers and academicians for research, data analysis and education. This tool keeps the data tables as the example set objects and store in memory [12] [13] .
There are diverse properties of WEKA and RapidMiner. Some are similar and others are different. Both tools are open source and have cross platform. In this age of computer and information technology, data processing and knowledge extraction is important due to overwhelming expansion of data.. Therefore, to process that large data and explore the knowledge from that rich data require sophisticated technology. Data Mining is a technology that mines the knowledge from abundance of data and provides a better environment with extracted knowledge to decision makers to make proper decision. There are numerous Data Mining and Knowledge discovering tools that process the data and summarizes the results to give concrete information to decision makers and researchers. This study is designed to assess the performance of different classification algorithms on large dataset of Adult Income using two environments of data processing and knowledge extraction namely WEKA and RapidMiner.
B) RAPIDMINER
The Adult Income data set is taken from UCI data repository for this research. It is a multivariate and categorical data set. It has 48842 instances and 14 attributes with one class attribute Income that has two categories one is Income <=50K and second is Income >= 50K. The class type is nominal. The training set of this data set is consisted of 32561 example set.
This set of data is processed in RapidMiner and WEKA tools for cleansing and classification process. All the values are processed and normalized. The class attribute is labelled as class to classify the adult income. The data set is converted into CSV format for both tools of data mining (Figure 1 and 2 ). Data understanding is the fundamental step to find out the proper and useful data set for research; especially, when it comes to application of data mining techniques. Data preparation measures are required to make the data set clean and usable for the classification.
Random Forest also called the RF algorithm and is one of the machine learning methods that is commonly used for the developing continuous variables as well as image classification. This classifier is an ensemble model that gathers the outcomes of diverse models to work out and then gives an estimated output. In this way, a number of decision trees or classifiers are established and result of them is calculated to present an outcome [18] . To build a RF framework, two constraints are required; the amount of Decision Tree together or in the ensemble and an amount of input predictors randomly chosen from each node. Usually it is one third of the whole contributed variables of a classification process [19] . Random Forest algorithm has several applications including the cloud, shadow detection and Land cover mapping [18] B) RANDOM FORESTS K-Nearest Neighbour is classification algorithm which is used and widely accepted. This is easily understandable and
Decision trees or DTs perform an important role in classification technique of Data Mining. The C4.5 algorithm is one of the Decision Tree algorithms used for the classification problems of Data Mining as well as Machine Learning. This algorithm is successor of ID3 and developed by J. Ross Quinlan. C4.5 algorithm divides the data into small sub sets through testing specific attribute of node till the entire sub sets are purified resulting in instances of sub sets falling in similar class. The test is performed thorough Gain Ratio or Gain [16] . Meera [22] described C4.5 decision tree as good classifier for prediction than the instance based and Naïve Bayes classification methods. RapidMiner tool uses the C4.5 decision tree algorithm for classification while WEKA tool is using J48 in place of C4.5 for classification process which is java implementation of C4.5 method [6] .
D) C4.5 / J48
Classification is supervised method that classifies the data on basis of target class. The model of Adult Income data set defined in figure 3 to 7 is constructed separately by cross validation with the intention of estimation of the statistical performance of learning methods and in this research, the number of cross-validation is set to 10-fold cross-validation and sampling type is stratified sampling. 
V. MATERIALS AND METHOD
Classification is a patent and important technique that is applicable to numerous fields and domains [14] . There are several classification algorithms but authors have concentrated on those learning methods of classification which are available in both WEKA and RapidMiner DM tools and are capable of processing chosen dataset. Therefore, Naïve Bayes, Random Forest, K-NN, IBK, C4.5 and J48 algorithms are preferred to process and analyse the selected dataset of Adult Income. These algorithms are categorized and assessed on basis of their accuracy.
V.I CLASSIFICATION METHOD VI. MODELING AND TESTING
Though Naïve Bayes is good for spam filtering and text classification but it cannot be ignored in the other areas of classification. In this concern, a number of modifications have been revised to formulate and build this technique more flexible by the diverse statistical, machine learning, pattern recognition and data mining groups [15] . On basis of its ease, solidity, significance, worth and simple to apply on big set of data, Naïve Bayes is considered as prominent and useful algorithm of data mining and machine learning [16] . Naïve Bayes is supervised method of classification. This algorithm resolves the problems of diagnostic and prediction [17] .
A) NAIVE BAYES
instance-based algorithm. It collects the nearest objects of data of similar kind from training data set; therefore, it is appropriate for multi-function or model class decision. It locates the nearby elements called K elements from training set whereas the value of K is defined [20] .
The RapidMiner tool use K-NN classifier while WEKA use IBK. The IBK is a java implementation of the K-nearest Neighbour in WEKA. These types of classifiers classify the instance by major votes of close elements called K elements. Here K is positive integer and it may be equal to 1, 3 or 5 etc.
[21]. In this research, the value of K is set to 3. The Figure 8 shows the performance of classification methods executed in WEKA and RapidMiner. WEKA and RapidMiner have different performance on classification methods. Performance is measured in form of accuracy, classification error and kappa values. Training data set is processed in Naïve Bayes, Random Forest, K-NN vs. IBK and C4.5 vs. J48 classifiers. The accuracy of J48, IBK and Random Forest was measured higher than the C4.5, K-NN and Random Forest while accuracy of Naïve Bayes remained same in both tools. The figure 8 shows the good performance of WEKA on large data set. The cost of error of classifiers is less in WEKA in contrast of RapidMiner. The parameter settings are kept same for all mentioned classification methods in both tools.
Both tools are analysed on their performance including the time taking for the construction of models. The classification learning methods are also evaluated and their results are This research is planned to assess the performance of data mining tools WEKA and RapidMiner in terms of how much time these tools take in building the models of classifiers like Naïve Bayes, Random forest, K-NN/IBK and C4.5/J48. Along with this, performance of mentioned classification methods is also measured on data set of Adult income.
In this way, accuracy, classification error, precision, recall and kappa is evaluated and compared. The parameters are set same in both tools. The Figure 8 shows the performance of all mentioned classification methods which processed in both tools.
VI.I. EVALUATION AND ANALYSIS

VII. RESULTS
analysed on the subject of the accuracy, precision, recall, classification error and Kappa values. In this way, confusion matrices are derived and analysed after developing the models.
This comparative research is performed on analytical assessment and evaluation of performance of two data mining tools RapidMiner and WEKA as well as performance of diverse classifiers on large dataset of Adult income. The WEKA and RapidMiner tools are emerging and significant tools in the field of Data Mining. The performance of both tools is evaluated on basis of comparison of time taken for the model building by each tool including accuracy and precision measurement of classifiers. The training sets and models are built and tested by cross validation. The cross-validation is set to 10-fold cross-validation. The efficiency of every tool in terms of time is discussed in figure 9 . This study ranks WEKA better for J48. Random Forest and ranks RapidMiner tool measured good for K-NN and Naïve Bayes on basis of time efficiency in building models. VIII. DISCUSSION Figure 9 shows the performance difference of WEKA and RapidMiner in form of building the models and executing the classifiers. Both tools take dissimilar time in building models. Even the performance accuracy of classification methods is different. WEKA takes more time than RapidMiner in building models of IBK and Naïve Bayes while it takes less time in contrast of RapidMiner in building models of J48 and Random Forest. Figure 10 shows the precision disparity of classification methods executed in WEKA and RapidMiner and Fig 11 shows the recall disparity of classification methods executed in WEKA and RapidMiner. In this research study, classification methods are analysed on basis of precision and recall using WEKA and RapidMiner data mining tools. The class precision and recall are found almost same in Naïve Bayes and little disparity is Data mining is best source for knowledge extraction. It provides platform to decision makers to take proper decisions. This research is carried out on large data set of adult income which is obtained through census. Data scientists are worried in selecting the tool for proper prediction. Viewing this problem, present research study was planned and two data mining tools were selected which are WEKA and RapidMiner. Four classifications methods Naïve, Bayes, K-NN vs. IBK, Random forest and C4.5 vs. J48 were chosen for processing. The parameter settings were kept same in both tools. In this study, WEKA performed well on large dataset using dissimilar classifiers than RapidMiner. In development of models, WEKA took less time in building models of J48 and Random Forest but took more time in building models of Naïve Bayes and IBK. The RapidMiner took less time in building models of Naïve Bayes and N. Padhy and R. Panigrahi "Multi Relational Data Mining Approaches: A Data Mining Technique," International Journal of Computer Applications, vol. 57, no. 17, pp: 23-32, 2012 . R. S. Priyaa, and S. S. Kumar. "Efficient Aircraft Traffic Scheduling using Population Heuristics with CART Algorithm," International Journal of Science and Research, vol. 3, no. 1, pp: 248-252, 2014 As a result, J48 classifier is proper learning method for prediction on large dataset like Adult Income in contrast of C4.5 decision tree. Random Forest classifier is a better option for prediction on large dataset using WEKA tool. Therefore, WEKA performed well on large dataset using different classifiers than RapidMiner. In scenario of modelling, WEKA took less time in building models of J48 and Random Forest. Both classifiers gave good result in this study than the other classifiers but took more time in building of models of Naïve Bayes and IBK. RapidMiner took less time in building models of Naïve Bayes and K-NN but more time in building models of Random Forest and C4.5 Decision Trees.
K-NN but took more time in building models of C4.5 Decision tree and Random Forest. The performance of diverse classifiers remained different. As a result, J48 classifier performed better on mention dataset and proved itself as proper learning method for prediction on large dataset of little element of class in contrast of C4.5 decision tree. Random Forest classifier is also good for prediction on large dataset using WEKA tool. The K-NN and Naïve Bayes performance remained less in RapidMiner in contrast of IBK and Naïve Bayes in WEKA.
There is a need of further analytical and comparative study using these tools on large and small dataset so that more difference can be found.
