Introduction
While various methods for speech analysissynthesis are known [3] , the line spectrum pair (LSP) method, first introduced and studied by Itakura and Sugamura [4] , is generally accepted as one of the most efficient speech analysissynthesia techniques. The LSP parameters, which represent the short-term speech spectrum, are completely equivalent, in a mathematical sense, to other linear predictive coding coefficients such as the LPC or PARCOR coefficients [3] . However, the LSP parameter have Borne properties which make them more attraetive than the LPC and PARCOR coefficients. The increased use of LSP parameters in speech coding applications has spurred a significant research activity in developing more efficient quantization algorithm
In this paper, we will develop two system for encoding the LSP parameters; in both system, we attempt to utilize the correlation between the LSP parameters within a frame and between frames in an dfort to reduce the average number of bits/parameter for a given level of quantization distortion. Similar ideas have been used in encoding the harmonic magnitudes in [ll] . The first scheme is based on the two-dimensional discrete cosine transform coding ideas that have been ueed successfully in image coding applications 171. The second system is a hybrid of one-dimensional discrete cosine transform (to reduce the intraframe correlation) and DPCM in the time domain (to reduce the interframe correlation). For both schemes, we have developed an algorithm for reordering of quantized LSP parameters which is needed to ensure the stability of the synthesis filter; we have shown that this algorithm can only reduce the mean-squared quantization error.
For the spectral distortion measure, we have studied the performance of the above schemes and have made appropriate comparisons against other quantization algorithms. Our results indicate that U+ ing the two-dimensional transform coding scheme with a delay of 100 m c , an average spectral distortion of 1 dBZ can be obtained with only 21 bits/frame.
The rest of this paper is organized as follows. In Section 2, the LSP parameters are described and empirical evidence on the intraframe and interframe correlation of LSP parameters is provided. In Section 3 the two-dimensional discrete cosine transform coding of the LSP parameters is described, followed by Section 4 in which the a hybrid system using the discrete cosine transform and DPCM is presented. In Section 5, performance results of different systems are presented and comparisons are made. Finally, in Section 6 a summary and suggestions for further research is provided.
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(3)
In (3) consider two extreme artificial boundary conditions: kp+l = 1 and kp+l = -1. These conditions correspond, respectively, to a complete closun and a complete opening at the glottis in the acoustic tube model [3] . Under these conditions, the polynomial A,+l(r) can he expressed as for tp+l = -1, where it is assumed that WI < W Q < . . . < wp-l, and wa < w~ < . . . < wp and that p is an even integer. i = 1,2,, . ., p , are the roots of the polynomials P(z) and Q(z). The parameters {wi]i=1,~,..,,~, are defined an the line spectrum poir(LSP) parameters. Note that W O = 0 and wp+l = T are fixed roots of P ( z ) and Q(z), respectively. In view of the shove definition, the LSP parametem can be interpreted as the resonant frequencies of the vocal tract under the two extreme artificial boundary conditions at the glottis [4] . From now on, we will use n, = [R,,I, %,z,. . . , to denote the pdimensional random vector of LSP parameters sesociated with the nth frame of speech.
The polynomials P ( z ) and Q(z) psome interesting and important properties summarized in the following:
1.) All roots of P(2) and Q ( z ) lie on the unit circle. 
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Similarly, to investigate the inferfmme correlation of the LSP parameters, we have also computed the correlation coefficient between %,i and %-k,i, denoted by +i,k. Tbeae results are presented in Table   3 for k = 1,2, . . . , 10, indicating a strong correlation between the LSP parameters of the same order in neighboring frames. 
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These results indicate that there is a strong correlation between the LSP parameters of adjacent frames and neighboring parameters in the same frame. Therefore, any compression algorithm that effectively utilizes this correlation can result in improved performance over those that do not use this correlation. One such technique that has been nsed successfuly in the context of image coding is the twc~dimensional (2-D) discrete cosine transform (DCT) coding. In what follows we will describe the 2-D DCT coding of the LSP parameters. 
. 2-D D C T Coding of LSP Ftames
Here, Yk.1 is called the (k, 1)th transform coefficient. Upon performing the transformation, the transform coeflicients are quantized by means of scalar quantieers and encoded separately. Suppose ?k,r denotes the quantized version of Yk,). Then, the inverse transform (2-D IDCT) of these quantized coefficients is described by
The 2-D DCT, which has been used successfully in image compression applications, performs on a Z D array of highly correlated variables (as demonstrated in Tables 2 and 3) , and produces a set of nearly m c o m h l e d transform coefficients which can then be transmitted more efficiently [7] .
In encoding the LSP blocks, we will confine our attention to minimizing the mean squared-error (MSE) between the block X and its replica X = in such a way as to minimize the expression in (sa) while satisfying the average number of bits per LSP coefficient, bo", according to This is astandard bit allocation problem discuesed in (71, [SI, [lo] . A related issue which is of critical importance is that of the stability of the synthesis filter. Recall from (5) that the LSP parameters satisfy an ordering property which is the necessary and sufficient condition for the stability of the syntheais filter [4]. Thus, for the synthesis filter to be stable, the quantized LSP parameters {bo,;, i E J r } muat also satisfy the ordering property. Since the above quantization procedure uses scalar quantizers that operate on the transform coefficients =pa-rately, it is quite possible that the ordering property is violated by this procedure. In what follows we establish a technique that reorders the quantized LSP parameters to satisfy the ordering property without increasing the distortion. to generate a new vector U(').
From the above algorithm, it is clear that v = f(u) = U@-'). Now we will show that II w -U(*) I 1 5 I 1 w -U ( ' -' ) 11 , Vk E JF-'. -wjb)(ut-') -U('-') ). >. (11) Notice that hy the definition of j r , we always have jr 2 k which, in turn, implies W. I w,, and U?-') 2 U$:-"; hence A 5 0, which proves the theorem.
Let us suppme that A., the quantized version of fl.,-violates the ordering property in (5), i.e., A, # f(A,]. If n. = f(n,),then baaed on the above tbeorem, not only does n. sstisfy the ordering property, hut (1 n, -4 11 5 11 n, -n. 11, i.e., it results in a smaller Euclidean distance from n,. Consider a Z D DCT coding scheme wbich encodes L LSP frames at a time. This system requim an encoding delay of LT, where TI is the frame period (10 maec in our studies). Clearly, the system performance gets better by increasing L. While in onsway communication situations (e.g., storcand-forward) the delay associated with large values o f t doea not caw a major difficulty, in two-way communication situations this encoding delay is undesirable and should be minimized.
As an alternative system wbich utilizes the intraframe and interframe correlation of LSP parameters without introducing large delays we have coosided a hybrid DCT-DPCM system which we will briefly describe in the following.
Hybrid DCT-DPCM Coding of LSP Vectors
In the hybrid DCT-DPCM scheme, we perform a onodimensional (1-D) DCT on the LSP parameters sssociated with each frame (eq. (6) with L = 1) in an effort to reduce the intraframe correlation. This is the followed by DPCM coding of the rantltant DCT coaficients to utilize the interframe correlation between the DCT d c i e n t s of successive frames. Specifically, a separate DPCM encoder is designed for each of the p DCT eafficientn. The justification for using DPCM on the 1-D DCT eaffieienb m i d B in the strong correlation between the DCT co&cienta of neighboring framea. The correlation coefficient between the ith DCT catfieients of two neighboring frames, denoted by Bi, is presented in Table 4 . i 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 Bi I 0.95 10.90 10.95 I 0.90 10.90 10.84 I 0.83 10.85 10.87 10.79 The operation of the DCT-DPCM system is very similar to that illustrated in Fig. 1 with the exception that L = 1 and the bank of scalar quantizern is replaced by a bank of DPCM encodem. At the very end, the mapping f is still needed to ensure the stability of the syntheais filter.
Performaurn Results
In this section we will present simulation results to demonstrate the efficacy of the schemes propwed in Sections 3 and 4. In all of these results the data base and the experimental conditions are as described in Table 1 , unless stated otherwise.
While the squared-error distortion criterion is used for the design of the quantizers, we use the spectral distortion M a measure ofsystem performance. The average spectral distortion is defined according to where S,,(w) and $,(U) are the spectra of the nth speech frame without quantization and with quantization, respectively, and NI is the total number of frames. The spectral distortion messure is known to have a good correspondence with subjective measures [E].
A. 2-D DCT
We have obtained simulation results for the Z D DCT coding scheme of Section 3 for bit rates of b.. = 1,2,. . . , 10. In obtaining t h e e results we have assumed that the DCT coefficients of the LSP parameters have a G a w i a n distribution. Experimental study of the distribution of these parameters has indicated that the Gaussian assumption is reasonable. The bit assignment algorithm used is based on the steepest descent algorithm described in [9] and modified in [lo] . An example of the bit allocation matrix is tabulated in Table 5 for the case with L = 10 and b, = 2.0 bits/parameter. The large variation between the number of bits assigned to different DCT coefficients is again another indication of strong correlation among LSP parameters. Notice that the br,,'s drop more rapidly in the I direction indicating a stronger interframe correlation aa compared to intraframe correlation. Table 6 . For comparison purpoees, we have obtained performance results for two additional systems: (i) the s y k tem using uniform quantisation of the LSP parameters (UQ) ss described in [Z] and the adaptive quantization in the backward direction (AQSW) $so described in [2] . These results are also included in Table  6 .
It can be ~e e n from theae results that the 2-D DCT coding scheme offers substantial performance improvements compared to the UQ and AQBW scheme. Generally speaking, the performance improves ss L gets lar er It is interesting to note that an average spectral distortion limen) can be obtained with 1. . = 2.5 bits/parameter and L = 4.
Further, if we are willing to tolerate larger delays, the same distortion can be achieved with L = 10 at b.. = 2.1 bits/parameter.
B. Hybrid DCT-DPCM
For the hybrid DCT-DPCM scheme, we have obtained performance results at the same rates aa for the 2-D DCT scheme; these resulta are also included in Table 6 . Here, the quantkrs for the DPCM encoders are designed based on a training sequence of prediction errors. Specificdly, if y.,~ is used to denote the ith DCT d c i e n t of the nth frame and yi is ita mean, then the sequence The performance results of the DCT-DPCM scheme preaented in Table 6 indicate that 1 dB' average spectral distortion can be achieved with 2.5 bits/parameter. At higher bit rates, the performance of this scheme is better than that of 2-D DCT with L = 4, while at lower rates this behavior is reversed.
of 1 dB 1 '
(generally accepted M the perceptually significant difference 
An important issue in encoding the LSP parameters is that of distribution of the spectral distortion about its mean value. This distribution is important an it provides information on the percentage of Gamea that suffer from spectral distortions that are significantly larger than the average d u e . In comparing two encoding systems with the name average spectral distortion, clearly the one that has a d l a number of framea with large distortion should be preferred. For comparison purpava the histogram of the spectral distortion for the UQ (3.8 bits/parameter), AQSW (3.5 bita/parameter), DCT-DPCM (2.5 bits/parameter) and 2-D DCT with Z = 4 (2.5 bits/parameter) schemes are presented in Fig. 2 . Note that in all these casea the average spectral distortion is approximately 1 dB'. The results in Fig. 2 indicate that the histograms of the spectral dw tortion in these canen are very similar; however, it must be noted that the percentage of frames with very large spectral distortions is larger in the 2-D DCT and DCT-DPCM schemes ae compared to the UQ and AQBW schemes. Finally, we have conducted a few experiments on speech input choscn from out of the training sequence. We limikd ourselves to canen with D, % 1 dBz. In all these caws, the 0, that we obtained on out of the training data, WM lesr then 1.3 dBz. We fed that incressing the size of the training sequence will decrease the sesitivity of the system performance to out of the training data. Replacing the Z D DCT by the Z D Karhunen-Laeve transtormation and using entropy coding to encode the quantized DCT cceffidents are among the interesting idess for further research on this subject.
Summary and Conclusions

