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Abstract
We study certain non-symmetric wavefunctions associated to the quantum nonlinear
Schro¨dinger model, introduced by Komori and Hikami using Gutkin’s propagation opera-
tor, which involves representations of the degenerate affine Hecke algebra. We highlight how
these functions can be generated using a vertex-type operator formalism similar to the recur-
sion defining the symmetric (Bethe) wavefunction in the quantum inverse scattering method.
Furthermore, some of the commutation relations encoded in the Yang-Baxter equation for
the relevant monodromy matrix are generalized to the non-symmetric case.
1 Introduction
The quantum nonlinear Schro¨dinger (QNLS) or Lieb-Liniger model was introduced in 1963 [33]
and has been studied extensively since, e.g [9, 11, 12, 14, 15, 16, 17, 19, 20, 21, 23, 25, 28,
29, 48, 54]. It describes a system of N spinless (in particular, bosonic) particles restricted to
a circle or an infinite line with pairwise contact interaction whose strength is determined by a
constant γ ∈ R; most of the theory deals with the repulsive case (γ > 0). In many ways the
QNLS model is a prototypical integrable model; it was introduced [33] as the first example of
a parameter-dependent boson gas for which eigenstates and eigenvalues of the quantum Hamil-
tonian can be calculated exactly. Earlier, Girardeau [18] studied a related system without a
(nontrivial) parameter but which can be obtained from the QNLS model in the limit γ → ∞.
Furthermore, there has been experimental interest; the low energy eigenstates of a certain gas of
three-dimensional particles in a long cylinder are described by the QNLS model [34, 45] and such
systems have been manufactured [1, 2] by magnetically trapping and cooling rubidium-85 atoms.
Consider the standard Euclidean basis of RN consisting of the vectors e1, . . . ,eN . Assume the
particle coordinates are given by x = (x1, . . . , xN ) ∈ JN where J = [x+, x−] ⊂ R and write
∂j =
∂
∂xj
. In convenient units, the Hamiltonian for the QNLS model is formally given by
H
γ
(N) = −
N∑
j=1
∂2j + 2γ
∑
1≤j<k≤N
δ(xj − xk).
Its eigenfunctions will be referred to as wavefunctions; the eigenvalue problem for Hγ(N) can
be made rigorous [33] by replacing it with a Helmholtz equation and imposing certain jump
conditions on the derivatives of the candidate functions.
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We note that a physically acceptable wavefunction Ψ describing a bosonic system must be sym-
metric: Ψ(x1, . . . , xN ) = Ψ(xw1, . . . , xwN ) for all w ∈ SN . Notwithstanding this, we will consider
the non-symmetric1 eigenfunctions ψ of the QNLS Hamiltonian, brought into the theoretical
picture of the QNLS model by Komori and Hikami [25, 28] by means of Gutkin’s propagation
operator [12, 19], which intertwines two representations of the A-type degenerate affine Hecke
algebra (dAHA) [12, 19, 23], in analogy to the non-symmetric Jack polynomials in the Calogero-
Sutherland-Moser model [3, 5, 24, 41]. From the non-symmetric wavefunctions the symmetric
ones are obtained by symmetrization: Ψ(x) = 1
N !
∑
w∈SN
ψ(xw1, . . . , xwN ). Our main result is a
recursive formula generating the non-symmetric wavefunctions with vertex-type operators, akin
to the formula recursively defining the symmetric (Bethe) wavefunction in the quantum inverse
scattering method [21, 30, 46], thus closely tying this method to the Hecke algebra approach,
and emphasizing the importance of the non-symmetric wavefunctions in the theoretical under-
standing of the QNLS model. Similarly, a recursive structure is known for the non-symmetric
Jack polynomials featuring in the Calogero-Sutherland-Moser model [3, 27].
1.1 Outline
We will recall how to treat the QNLS Hamiltonian eigenvalue problem more rigorously in Sect.
2. We will also discuss the history of the solution methods of the QNLS model, in particular
we will review Lieb and Liniger’s solution and briefly discuss the quantum inverse scattering
method (QISM) for the QNLS model. In Sect. 3 of the present paper we will discuss aspects
of the dAHA approach for the pertinent case (AN−1-type) in more detail. In particular, we will
review the propagation operator and the non-symmetric eigenfunctions ψλ alluded to earlier. In
Sect. 4 we will define two non-symmetric creation operators b±µ that can be used to generate the
ψλ recursively, by virtue of convenient commutation relations with the propagation operator.
In Sect. 5 for the case of the QNLS problem on the circle we will define operators a±µ , c
±
µ
that together with b±µ satisfy certain commutation relations. The connection between the “non-
symmetric” operators a±µ , b
±
µ , c
±
µ and their established “symmetric” equivalents, the operators
Aµ, Bµ, Cµ, Dµ from the QISM for the QNLS model is made in Sect. 6. Some well-known
commutation relations of these symmetric operators are recovered. We conclude in Sect. 7 by
summarizing the main results, unresolved issues and possible applications and generalizations.
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2 Rigorous definition of the QNLS model and solution methods
Throughout this paper we will let γ ∈ R, N ∈ Z≥0 and J = [x+, x−] ⊂ R be fixed but arbitrary.
The interval J may be unbounded; if it is bounded we will denote L = x− − x+ > 0.
1Where suitable we will denote non-symmetric objects by lowercase letters and their symmetric counterparts
by the corresponding capital letters.
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2.1 Hyperplanes and derivative jump conditions
To place Hγ
(N)
on a more rigorous footing, consider the standard AN−1 hyperplane arrangement{
Vj k := (ej − ek)⊥ =
{
x ∈ RN ∣∣xj = xk }}
1≤j<k≤N
and2 the associated set of regular vectors
RNreg := R
N \
⋃
1≤j,k≤N
Vj k =
{
x ∈ RN ∣∣xj 6= xk if j 6= k } .
SN is the Weyl group associated to the collection of hyperplanes Vj k in the following way. Given
1 ≤ j 6= k ≤ N , write sj k for the transposition swapping j and k, and for j = 1, . . . , N − 1 write
sj := sj j+1. Then the orthogonal reflection in the hyperplane Vj k is given by
sj k(x1, . . . , xN ) = (x1, . . . , xk
(j)
, . . . , xj
(k)
, . . . , xN ),
which can be extended to a left action of SN on R
N . RNreg is an invariant subset and this action
carries over to the set of its connected components, the alcoves. In fact, we have
RNreg =
⋃
w∈SN
wRN+ , R
N
+ =
{
x ∈ RN ∣∣x1 > . . . > xN } . (1)
Let U ⊂ CN . We use the standard notations F (U), C(U), C r(U) for the vector spaces of func-
tions, continuous functions and, for r ∈ Z≥1 ∪ {∞} and open U , r-times continuously differ-
entiable functions: U → C, respectively. If U is an SN -invariant subset of CN such as RN
or RNreg these are left SN -modules through (wf)(x) = f(w
−1x). Furthermore, the following
SN -submodules of C(R
N ) have been introduced [12, 19]:
CB1(RN ) =
{
f ∈ C(RN )
∣∣∣ ∀w f |wRN+ has a C1-extension to an open neighbourhood of wRN+ } ,
CB
∞(RN ) =
{
f ∈ C(RN )
∣∣∣∀w f |wRN+ is smooth} .
Given the above action of SN on invariant subsets X ⊂ C(RN ), the set of SN -invariant (i.e.
symmetric) elements of X is denoted XSN . The action of the group SN can be linearly extended
to an action of the group algebra CSN , which is the algebra consisting of formal linear combina-
tions
∑
w∈SN
cww where each cw ∈ C. A particularly important element of CSN for the present
purposes is the symmetrizer S(N) :=
1
N !
∑
w∈SN
w, which sends elements of invariant subsets
X ⊂ C(RN ) to elements in XSN .
Given 1 ≤ j < k ≤ N , call x ∈ Vj k subregular if x is not on any other hyperplane. For
subregular x ∈ Vj k and δ > 0 small enough, x±δ := x± δ(ej − ek) is in an alcove, w−1RN say,
the walls of which are subsets with nonempty interior of the hyperplanes Vw−1(r)w−1(r+1) where
r = 1, . . . , N − 1. Hence w(j) = r and w(k) = r + 1 for some r = 1, . . . , N − 1. We now recall
the following key result.
Proposition 2.1. [12, Prop. 2.2] Let f ∈ CB1(RN ) and γ,E ∈ R. Then f is an eigenfunction
of Hγ(N) with eigenvalue E precisely if f satisfies
−
N∑
j=1
∂2j f |RNreg = Ef |RNreg (2)
2The vectors ej − ek, 1≤ j <k≤N , realize a positive system of a finite root system of AN−1-type, spanning
the subset of RN of vectors whose coordinates sum to zero (corresponding to studying the N-particle system in
the centre-of-mass frame). It is a peculiarity of A-type root systems that their natural realizations do not span
the whole coordinate space. In this paper, we will work with Weyl group actions on the whole RN .
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and the derivative jump conditions
lim
δ→0
δ>0
(
(∂j − ∂k) f(xδ)− (∂j − ∂k) f(x−δ)
)
= 2γf(x), (3)
for 1 ≤ j < k ≤ N and x ∈ Vj k subregular. A priori, (2) is interpreted distributionally; however,
if f also satisfies (3) then f ∈ CB∞(RN ).
For f to describe a system of particles on a circle of circumference L, say, then the finite hyper-
plane arrangement {Vj k}1≤j<k≤N needs to be replaced by the affine hyperplane arrangement{
Vj k;m :=
{
x ∈ RN ∣∣xj − xk = mL}}1≤j<k≤N,m∈Z .
A key role is played by the affine Weyl group SˆN = 〈s0, . . . , sN 〉, where the affine simple reflection
s0 acts as s0(x) = (xN + L, x2, . . . , xN−1, x1 − L). Furthermore, f is required to be L-periodic
in each variable. We refer to [11, 12] for more detail. We will follow an alternative approach
[33], where we take a solution f of the QNLS problem on RN , i.e. satisfying (2)-(3), consider
its restriction to a hypercube JN , where J = [x+, x−] with x− − x+ = L, and impose
f(x)|xj=x+ = f(x)|xj=x− ,
lim
xj→x+
∂jf(x) = lim
xj→x−
∂jf(x),
for j = 1, . . . , N. (4)
2.2 The Bethe ansatz
Lieb and Liniger [33] solved the QNLS problem (both on the line and the circle) by modifying
Bethe’s approach for analysing the one-dimensional Heisenberg model [6], now known as the
(coordinate) Bethe ansatz (BA). Write i =
√−1 and 〈w,z〉 = ∑Nj=1wj z¯j for the Euclidean
complex inner product on CN . Consider the plane wave eiλ ∈ C∞(RN ) with wavevector λ =
(λ1, . . . , λN ) ∈ CN defined by eiλ(x) = ei〈λ,x〉. The BA results in
Proposition 2.2. [33] The function Ψλ ∈ CB∞(RN )SN defined by
Ψλ|RN+ =
1
N !
∑
w∈SN
G
γ
wλ e
i(wλ) (5)
satisfies (2)-(3) with E =
∑
j λ
2
j precisely if G
γ
λ =
∏
j<k
λj−λk−i γ
λj−λk
. If in addition the λj are
distinct and satisfy the Bethe ansatz equations (BAEs), viz.
eiλjL =
N∏
k=1
k 6=j
λj − λk + i γ
λj − λk − i γ , for j = 1, . . . , N, (6)
then Ψλ|JN satisfies (4).
2.3 The quantum inverse scattering method
The quantum inverse scattering method (QISM) was developed by the Faddeev school [13, 30,
46, 49, 50] after Baxter’s pioneering work on exactly solvable models in statistical mechanics
and his method of commuting transfer matrices; see [4] for a textbook account and references
therein. It turns out [21, 42, 40] that the QNLS Hamiltonian can be expressed in terms of
quantum field operators, certain operator-valued distributions, associated to a non-relativistic
quantum field theory (the formalism known as “second quantization”). The corresponding time
evolution equation is a quantized version of the classical nonlinear Schro¨dinger equation, whence
the name of our quantum model. Using the QISM the QNLS model can be solved, as follows.
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Consider the standard L2-inner product (f, g) =
∫
JN
dNxf(x)g(x). SN acts on the N -particle
sector hN = L
2(JN ) by means of (wf)(x) = f(w−1x), with (wf, g) =
(
f,w−1g
)
for all w ∈ SN .
hN is a Hilbert space with respect to (, ), as are HN = h
SN
N and H , the (bosonic) Fock space, the
subset of the direct sum of all HN consisting of elements of finite L
2-norm. The QISM revolves
around the so-called monodromy matrix [21, 30, 46]
Tµ =
(
Aµ
Cµ
Bµ
Dµ
)
∈ End(C2 ⊗ H ),
which satisfies the Yang-Baxter equation (YBE) related to the Yangian of gl2, viz.
Rµ−ν(Tµ ⊗ 1)(1 ⊗ Tν) = (1⊗ Tν)(Tµ ⊗ 1)Rµ−ν ∈ End(C2 ⊗ C2 ⊗ H ), (7)
where the R-matrix Rµ is an element of End(C
2⊗C2) with a meromorphic dependence on µ. For
the QNLS model, the R-matrix is given by Rµ = 1− i γµ P , with P the flip operator: C2 ⊗ C2 →
C2 ⊗ C2 : v1 ⊗ v2 7→ v2 ⊗ v1. The matrix entries Aµ, Bµ, Cµ,Dµ can be explicitly given as
integral operators [21, 30, 46]. For any model with the R-matrix given as above, the YBE (7)
encodes commutation relations for the operators Aµ, Bµ, Cµ,Dµ:
[Aµ, Aν ] = 0 [Bµ, Bν ] = 0 [Cµ, Cν ] = 0 [Dµ,Dν ] = 0
[Aµ, Bν ] =
− i γ
µ−ν (BµAν−BνAµ) [Aµ, Cν ] = i γµ−ν (CµAν−CνAµ)
[Bµ, Aν ] =
− i γ
µ−ν (AµBν−AνBµ) [Cµ, Aν ] = i γµ−ν (AµCν−AνCµ)
[Dµ, Bν ] =
i γ
µ−ν (BµDν−BνDµ) [Dµ, Cν ] = − i γµ−ν (CµDν−CνDµ)
[Bµ,Dν ] =
i γ
µ−ν (DµBν−DνBµ) [Cµ,Dν ] = − i γµ−ν (DµCν−DνCµ)
[Aµ,Dν ] =
− i γ
µ−ν (BµCν−BνCµ) [Bµ, Cν ] = − i γµ−ν (AµDν−AνDµ)
[Dµ, Aν ] =
− i γ
µ−ν (CµBν−CνBµ) [Cµ, Bν ] = − i γµ−ν (DµAν−DνAµ)
(8)
The algebra so generated is called the Yang-Baxter algebra. The relevance of the monodromy
matrix lies in the fact that the transfer matrices TrC2 Tµ = Aµ+Dµ form a self-adjoint commuting
family and are generating functions for the integrals of motion, including the Hamiltonian Hγ(N)
[13, 30]. The eigenfunction Ψλ can be recursively generated, viz.
Ψλ1,...,λN = BλN · · ·Bλ1ψ∅, (9)
where ψ∅ = 1 ∈ H0 ∼= C. In addition, for bounded J , if the BAEs (6) hold, Ψλ is an eigenfunction
of the transfer matrix, and hence of Hγ(N). This method of constructing Ψ is known as the
algebraic Bethe ansatz (ABA).
2.4 Root system generalizations and recursive structure
An important contribution by Gaudin [16] was the realization that the BA approach can be
modified to solve certain generalizations of the Lieb-Liniger system in terms of classical (crystal-
lographic reduced) root systems, which have been the subject of further study [11, 12, 19, 22, 23].
It has been highlighted by Heckman and Opdam [23] that representations of a certain degen-
eration of the affine Hecke algebra play an essential role, providing another method for solving
the QNLS problem, and in fact one which works for all root systems [12]. We will review the
A-type case in Sect. 3.
Unfortunately, there exists no generalization of the QISM to arbitrary root systems3. On the
other hand, the drawback of the dAHA method is the apparent lack of a recursive structure,
3However, the C-type analogues, both finite and affine, involving 1 or 2 reflecting boundaries, respectively, can
be solved by Sklyanin’s boundary Yang-Baxter equation formalism [47].
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which we will address in this paper. The results of this paper, in particular of Sect. 4, are an
indication of a deep connection between these two solution methods, at least for the A-type
case. This interplay can be seen as something reminiscent of Schur-Weyl duality [44, 43, 52];
the Yangian of gl2, the algebraic object underlying the YBE, is a deformation of the current
algebra of gl2 and its representation theory should be related to that of the degenerate affine
Hecke algebra, which is a deformation of the group algebra of SN .
3 The degenerate affine Hecke algebra
We review the existing theory of the so-called Dunkl-type operators associated to the QNLS
model, in particular the study of their eigenfunctions as a means to understanding the QNLS
model as started by Komori and Hikami [25, 28]. A running example for the case N = 2 is
provided in Appendix A.
3.1 Dunkl-type operators; degenerate affine Hecke algebra
Given w ∈ SN , consider the set
Σw =
{
(j, k) ∈ {1, . . . , N}2 ∣∣ j < k, w(j) > w(k) } ,
which labels those positive roots in the standard realization of the AN−1-type root system which
are mapped by w to a negative root; hence the length of w is given by l(w) = |Σw|. Writing
w = si1 · · · sil with l = l(w) we have
{wsj k | (j, k) ∈ Σw } = { si1 · · · sˆim · · · sil |m = 1, . . . , l } , (10)
where sˆim indicates that sim is removed from the product. This follows by induction on l and
the equivalence of the statements
l(w1w2) = l(w1) + l(w2),
Σw1w2 = w
−1
2 Σw1 ∪Σw2 ,
∀(j, k) ∈ w−12 Σw1 : j < k.
(11)
for which see [36, Eqn. (2.2.4)]. For j = 1, . . . , N we define the auxiliary operator Λj ∈
End(C∞(RNreg)) by specifying its action on each alcove:
Λjf =
∑
k:(k,j)∈Σw
sj kf −
∑
k:(j,k)∈Σw
sj kf on w
−1RN+ , (12)
for w ∈ SN , f ∈ C∞(RNreg). Note that (sj kf)|w−1RN+ = sj k(f |(wsj k)−1RN+ ) and for (j, k) ∈ Σw we
have l(wsj k) < l(w) as per (10).
Definition 3.1. [25, 37, 39] Let j = 1, . . . , N . The Dunkl-type operator ∂γj is given by
∂
γ
j = ∂j − γΛj ∈ End(C∞(RNreg)). (13)
In particular, for f ∈ C∞(RN
reg
) we have
∂
γ
j f = ∂jf on R
N
+ . (14)
It is well-established (see, e.g. [37, 39]) that the simple transpositions sj (j = 1, . . . , N − 1) and
the Dunkl-type operators ∂γk (k = 1, . . . , N) satisfy the following relations in End(C
∞(RNreg)):
s2j = 1, sjsj+1sj = sj+1sjsj+1 and sjsk = sksj for |j − k| > 1; (15)
sj∂
γ
j − ∂γj+1sj = γ and sj∂γk = ∂γksj for k 6= j, j + 1; (16)
∂
γ
j ∂
γ
k = ∂
γ
k∂
γ
j . (17)
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This implies that s1, . . . , sN−1,− i ∂γ1 , . . . ,− i ∂γN define a representation (to be called the Dunkl-
type representation) of the degenerate affine Hecke algebra (dAHA) AγN , as introduced by
Drinfel′d [10] and Lusztig and Kazhdan [26, 35]. Note that AγN
∼= CSN ⊗ C[X1, . . . ,XN ] as
vector spaces; the algebra multiplication is a γ-deformation of the standard action of SN on the
polynomial algebra, as per (16). The centre of AγN is given by the symmetric expressions in the
generators of its polynomial subalgebra [8, 35, 39]. In particular, for F ∈ C[λ1, . . . , λN ]SN and
w ∈ SN we have [w,F (∂γ1 , . . . , ∂γN )] = 0. Using (14) we obtain
F (∂γ1 , . . . , ∂
γ
N ) = F (∂1, . . . , ∂N ) ∈ End(C∞(RNreg)). (18)
3.2 Integral-reflection operators; the propagation operator
For 1 ≤ j 6= k ≤ N , consider the integral operator Ij k ∈ End
(
C(RN )
)
defined by
(Ij kf)(x) =
∫ xj−xk
0
dyf(x− y(ej − ek)) =
∫ xj
xk
dyf(x1, . . . , xj + xk − y
(j)
, . . . , y
(k)
, . . . , xN )
for f ∈ C(RN ) and x ∈ RN ; we note that Ij k restricts to an operator on C∞(RN ). This operator
was introduced as a tool to study the QNLS problem in [19, 22]. Given 1 ≤ j 6= k ≤ N , we have
wIj k = Iw(j)w(k)w for w ∈ SN , (19)
Ij kf = 0 on Vj k, for f ∈ C(RN ). (20)
For j = 1, . . . , N − 1, we write Ij := Ij j+1 and introduce the integral-reflection operator
s
γ
j := sj + γIj ∈ End(C(RN )),End(C∞(RN )). (21)
It can be checked [12, 23] that the sγj (j = 1, . . . , N − 1) and − i ∂k (k = 1, . . . , N) define a
representation, to be called the integral representation, of the dAHA on End(C∞(RN )), i.e. we
may replace (sj, ∂
γ
k ) 7→ (sγj , ∂k) in (15)-(17). Hence, given any w ∈ SN and any decomposition
w = si1 · · · sil , the expression sγi1 · · · s
γ
il
is independent of the choice of the sim , and we will denote
this element of End(C∞(RN )) by wγ .
Following Hikami [25] we study the intertwiner of the aforementioned two representations, re-
stricted to a suitable function space.
Definition 3.2. The propagation operator is the element of End(C(RN
reg
)) determined by
P
γ
(N)f = w
−1wγf on w−1RN+ . (22)
for w ∈ SN , f ∈ C(RNreg). This operator was introduced by Gutkin [19]. From (20) one obtains
that P γ(N) restricts to an element of End(C(R
N )); furthermore, since the wγ restrict to elements of
End(C∞(RN )), the propagation operator P γ(N) restricts to an element
4 of Hom(C∞(RN ), CB∞(RN )).
Crucially, P γ(N) intertwines the integral and Dunkl-type representations of the dAHA [12, 25]:
wP
γ
(N) = P
γ
(N)w
γ ∈ Hom(C∞(RN ), CB∞(RN )), (23)
∂
γ
j (P
γ
(N)|RNreg) = (P
γ
(N)∂j)|RNreg ∈ Hom(C∞(RN ), C∞(RNreg)), (24)
for w ∈ SN and j = 1, . . . , N . (23) is established straightforwardly by making a variable
substitution in the summation in P γ
(N)
. (24) is shown on each alcove w−1RN+ , where one uses
4Following [12] we repeat that P γ(N) does not restrict to an element of End(CB
∞(RN)).
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(23) and the fact that (wγ ,− i ∂j) defines a representation of the dAHA, so that we may use the
well-known identity [8, 35, 39]
wγ∂j = ∂w(j)w
γ + γwγ
( ∑
k:(j,k)∈Σw
s
γ
j k −
∑
k:(k,j)∈Σw
s
γ
j k
)
.
From sj kIj k = Ik jsj k = Ik j = −Ij k it follows that sjsγj = 1+ γIj+1 j ; combining this with (19)
we obtain the following useful expression for P γ(N)|sN−1···smRN+ :
P
γ
(N) = sN−1 · · · smsγm · · · sγN−1 =
(
1 + γIN m
) · · · (1 + γIN N−1) on sN−1 · · · smRN+ . (25)
3.3 Common eigenfunctions of the Dunkl-type operators
Let j = 1, . . . , N and f ∈ CB∞(RN ); suppose that ∂γj f |RNreg ∈ C∞(RNreg) is a constant multiple of
f |RNreg . Hence ∂
γ
j f |RNreg can be continuously extended to RN and seen as an element of CB∞(RN ).
Therefore, given λ = (λ1, . . . , λN ) ∈ CN the system {∂γj f = iλjf}Nj=1 for f ∈ CB∞(RN ) is
well-posed and we have
Definition 3.3. Let λ ∈ CN and γ ∈ R. Then we have the following subspace of CB∞(RN ):
solγλ =
{
f ∈ CB∞(RN )
∣∣∣ ∂γj f = iλjf for j = 1, . . . , N } (26)
Two technical lemmas follow.
Lemma 3.4. Let λ ∈ CN and w ∈ SN . Suppose that f ∈ solγλ satisfies f(0) = 0. If f vanishes
on w˜−1RN+ for all w˜ ∈ SN with l(w˜) < l(w), then f vanishes on w−1RN+ .
Proof. Assume that for all w˜ ∈ SN with l(w˜) < l(w) we have f = 0 on w˜−1RN+ . From (12)
and the subsequent comments we conclude that Λjf = 0 on w˜
−1RN+ . Hence ∂j(f |w−1RN+ ) =
∂
γ
j f |w−1RN+ = iλjf |w−1RN+ for j = 1, . . . , N so that f = cw e
iλ on w−1RN+ for some cw ∈ C.
Continuity at x = 0 yields that f = 0 on w−1RN+ .
Lemma 3.5. Let λ ∈ CN . Suppose that f ∈ solγ
λ
satisfies f(0) = 0. Then f = 0.
Proof. First we will establish that f = 0 on all alcoves w−1RN+ by induction on l(w); Lemma
3.4 implies both the base case l(w) = 0 (where there are no w˜ ∈ SN for which l(w˜) < l(w)) and
the induction step. Hence f = 0 on the regular vectors and by continuity we have f = 0.
Note that sol0(λ) is 1-dimensional, and spanned by e
iλ. Something similar holds for general γ.
Proposition 3.6. Let λ ∈ CN . solγλ is 1-dimensional and spanned by P γ(N) eiλ.
Proof. Suppose that f, g ∈ solγλ and f 6= 0, g 6= 0. We wish to show that f is a multiple of
g. From Lemma 3.5 we conclude that f(0) 6= 0 6= g(0) and the function g˜ := f(0)
g(0)g satisfies
f(0) = g˜(0). Note that h = f − g˜ is also an element of solγλ, and h(0) = 0. From Lemma 3.5
it follows that h = 0; hence f is a multiple of g. P γ(N) e
iλ ∈ solγλ follows from the intertwining
property (24); it is nonzero since P γ(N) e
iλ(0) = limRN+∋x→0
eiλ(x) 6= 0.
Definition 3.7. Let λ ∈ CN . The corresponding non-symmetric wavefunction is defined as
ψλ = P
γ
(N) e
iλ ∈ CB∞(RN ).
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Lemma 3.8. Let λ ∈ CN . For j = 1, . . . , N − 1 we have
sjψλ = ψsjλ − i γ
ψλ − ψsjλ
λj − λj+1 . (27)
If λj = λj+1 the right-hand side is to be interpreted as a limit: λj+1 → λj.
Proof. Straightforwardly one finds that Ij e
iλ = − i
λj−λj+1
(
eiλ− ei sjλ). Using this and the inter-
twining property (23) we obtain the lemma.
LetN > 1 and j = 1, . . . , N−1. (27) implies that unless λj−λj+1 = − i γ we see that ψλ 6= sjψλ.
It follows that for generic λ, ψλ is not SN -invariant.
Definition 3.9. Let λ ∈ CN . The corresponding symmetric wavefunction is given by
Ψλ = S(N)ψλ ∈ CB∞(RN )SN .
3.4 Connection to the QNLS model
The relevance of the space solγλ to the QNLS problem is expressed in
Proposition 3.10. Suppose that f ∈ solγ
λ
for some λ ∈ CN . Then f solves (2)-(3) with
E =
∑
j λ
2
j , i.e. it is a non-symmetric solution to the QNLS eigenvalue problem.
Proof. (2) follows from the fact that
∑N
j=1 ∂
2
j and
∑N
j=1(∂
γ
j )
2 are the same on RNreg, which is a
consequence of (18) with F equal to the sum-of-squares polynomial. As for the derivative jump
conditions (3), consider the hyperplane Vj k with 1 ≤ j < k ≤ N . Let x ∈ Vj k be subregular with
xδ ∈ w−1RN+ , say, for δ > 0 small enough. We know that j = w−1(r) and k = w−1(r+1) for some
r = 1, . . . , N − 1 and hence Σsrw = Σw ∪{(j, k)} by (11). From x−δ ∈ sj kw−1RN+ = (srw)−1RN+
we have
lim
δ→0
((Λjf)(xδ)− (Λjf)(x−δ)) =
= lim
δ→0
( ∑
l:(l,j)∈Σw
(sj lf)(xδ)−
∑
l:(j,l)∈Σw
(sj lf)(xδ)−
∑
l:(l,j)∈Σsrw
(sj lf)(x−δ) +
∑
l:(j,l)∈Σsrw
(sj lf)(x−δ)
)
= lim
δ→0
( ∑
l:(l,j)∈Σw
((sj lf)(xδ)− (sj lf)(x−δ))−
∑
l:(j,l)∈Σw
((sj lf)(xδ)− (sj lf)(x−δ)) + (sj kf)(x−δ)
)
= f(x),
since all sj lf ∈ C(RN ). Similarly, limδ→0 ((Λkf)(xδ)− (Λkf)(x−δ)) = −f(x). (3) now follows
from ∂jf = iλjf + γΛjf and the continuity of f .
By virtue of Prop. 3.6 we have
Proposition 3.11. For all λ ∈ CN , ψλ satisfies (2)-(3) with E =
∑
j λ
2
j .
From Prop. 3.10 and Prop. 3.11 we obtain
Corollary 3.12. Let λ ∈ CN . Then Ψλ satisfies the derivative jump conditions (3). Further-
more, for any symmetric polynomial F ∈ C[λ]SN , Ψλ is an eigenfunction of F (∂γ1 , . . . , ∂γN ) with
eigenvalue F (iλ); in particular, Ψλ solves (2) with E =
∑
j λ
2
j . Hence, Ψλ is an eigenfunction
of the QNLS Hamiltonian Hγ(N).
Remark 3.13. Symmetric polynomials in the ∂γj can be interpreted as constants of motion.
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Assume J is bounded. We are interested under what conditions the restriction of the function
Ψλ to J
N can be extended to an L-periodic function on RN , i.e. invariant with respect to the
translation group of the lattice LZN . The following statement is well-known [30, 33] and can be
straightforwardly checked.
Proposition 3.14. Let λ ∈ CN . For Ψλ|JN to be able to be extended to a function which is
L-periodic in each argument, continuous and smooth away from the set of affine hyperplanes{
Vj,k;m :=
{
x ∈ RN+
∣∣xj − xk = mL}}1≤j<k≤N,m∈Z
it is necessary that the BAEs (6) are satisfied.
Contrary to both the symmetric and the non-interacting (γ = 0) case, by imposing conditions
on λ one cannot extend the restricted non-symmetric wavefunction ψλ|JN to a function on RN
which is L-periodic in each variable. We will demonstrate this in appendix A for N = 2.
We remark that Dunkl-type operators and integral-reflection operators, and hence also the
propagation operator can be defined in the affine setting [12] as well. For the A-type case,
this means that the propagation operator generates a common eigenfunction of the Dunkl-type
operators which satisfies the derivative jump conditions associated to the affine hyperplanes
Vj k;m, but which itself is not invariant with respect to the action of the affine Weyl group SˆN ,
i.e. not symmetric and not invariant with respect to translations of the lattice LZN .
4 Non-symmetric creation operators
We will describe certain integral operators b±µ ∈ Hom(CB∞(RN ), CB∞(RN+1)) that generate the
non-symmetric wavefunctions recursively in two ways, viz.
ψλ1,...,λN+1 = b
−
λN+1
ψλ1,...,λN = b
+
λ1
ψλ2,...,λN+1 (28)
corresponding to adding a particle to an N -particle system from the left (b+µ ) or the right (b
−
µ ).
We remark upon the similarity of (9) and (28), although in the former there is only one recursion,
because the functions Ψλ are also invariant with respect to permuting the λj .
4.1 Notations
We will from now on reserve the symbol n for the number of particle locations used as integration
limits in certain integral operators. To keep track of which particle locations are used in these
operators, we introduce the following sets of tuples of particle labels. Given an interval K ⊂ R
and a nonnegative integer n we introduce
inK = { (i1, . . . , in) ∈ (Z ∩K)n | il 6= im for l 6= m } ,
InK = { (i1, . . . , in) ∈ (Z ∩K)n | i1 < . . . < in } ⊂ inK .
Note that i0K = I
0
K = {()} and inK = InK = ∅ if n exceeds the number of integers in K. In the
particular case K = [1, N ] we note that there is a faithful action of SN on i
n
[1,N ] in such a way
that In[1,N ] intersects each orbit in a point.
Given 1 ≤ j < k ≤ N , define the step operator θj k ∈ End(F (RN )) by
(θj kf)(x) =
{
f(x), xj > xk,
0, otherwise,
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which restricts to an endomorphism of C∞(RNreg). Extending this to n-tuples, given i ∈ in[1,N ],
n = 1, . . . , N , define
θi = θi1 ... in := θi1 i2 · · · θin−1 in ∈ End(F (RN )),
We remark that θi satisfies wθi = θwiw for w ∈ SN . It maps C∞(RNreg) to itself and CB∞(RN )
to
{
f ∈ F (RN )
∣∣∣ f |RNreg ∈ C∞(RNreg)}.
It is convenient to introduce notation that respects the left-right distinction present in the
recursions in (28) as follows.
• We will write j+ = j + 1 ∈ {1, . . . , N + 1} given j ∈ {0, . . . , N} and, where convenient,
j− = j ∈ {1, . . . , N + 1} given j ∈ {1, . . . , N + 1}. Extending this to n-tuples, write
i+ = (i1 + 1, . . . , in + 1) ∈ in[1,N+1] for i = (i1, . . . , in) ∈ in[0,N ]; equally, write i− = i for
i ∈ in[1,N+1].
• For i ∈ in[0,N ], write θ+i := θi+ ∈ End(F (RN+1)). For i ∈ in[1,N+1], write θ−i := θi− ∈
End(F (RN+1)).
• For ǫ = ± and j = 1, . . . , N − 1, write sǫj := sjǫ ∈ SN+1. Extending this to all of
SN by writing permutations as compositions of simple transpositions, given w ∈ SN we
obtain wǫ ∈ SN+1 determined by wǫ(jǫ) = (w(j))ǫ for j = 1, . . . , N , w+(1) = 1 and
w−(N + 1) = N + 1. Using the integral representation of AγN+1 we also write w
ǫ,γ :=
(wǫ)γ ∈ End(C(RN+1)) for w ∈ SN .
• For ǫ = ± and j = 1, . . . , N , define ∂ǫ(,γ)j := ∂(γ)jǫ ∈ End(C∞(RN+1(reg))).
Let j = 1, . . . , N + 1. The assignment
(φˆjf)(x) = f(x1, . . . , xj−1, xj+1, . . . , xN+1), for f ∈ F (RN ), x ∈ RN+1,
defines basic particle creation operators φˆj ∈ Hom(F (RN ),F (RN+1)). The φˆj preserve smooth-
ness on the alcoves and continuity, and hence restrict to elements of Hom(CB∞(RN ), CB∞(RN+1)).
Also, let j = 1, . . . , N and y ∈ R. The assignment
(φ¯j(y)f)(x) = f(x1, . . . , xj−1, y, xj+1, . . . , xN ), for f ∈ F (RN ),x ∈ RN ,
defines φ¯j(y) ∈ End(F (RN )); it preserves continuity and smoothness on the alcoves, and hence
restricts to an element of End(CB∞(RN )). Given n = 0, . . . , N , i ∈ in[1,N ] and y ∈ Rn, in a
multivariate setting we write
φ¯i(y) =
n∏
m=1
φ¯im(ym).
We have
wφ¯i(y) = φ¯wi(y)w for w ∈ SN .
Furthermore, if the particle number is clear from the context we will write only a sign, and not
an index, on an operator that is associated to the left- and rightmost variable in the following
situations.
• We denote s+ = s1, s− = sN ∈ SN+1, the simple transpositions acting on the first two and
last two indices, respectively.
• We write φˆ+ = φˆ1, φˆ− = φˆN+1 ∈ Hom(F (RN ),F (RN+1)).
For ǫ = ± we have φˆǫφ¯i(y) = φ¯iǫ(y)φˆǫ.
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4.2 The operators eˆ±µ;i and b
±
µ
Definition 4.1. Let i ∈ in[1,N ] and µ ∈ C. The elementary (non-symmetric) creation operators
eˆ±µ;i ∈ Hom(C(RN ), C(RN+1)) are defined by
(eˆ+µ;if)(x) = e
iµx1 θ+i 0(x)
 n∏
m=1
∫ x
i
+
m
x
i
+
m+1
dym e
iµ(x
i
+
m
−ym)
 (φˆ+φ¯i(y)f)(x),
(eˆ−µ;if)(x) = e
iµxN+1 θ−N+1 i(x)
 n∏
m=1
∫ x
i
−
m−1
x
i
−
m
dym e
iµ(x
i
−
m
−ym)
 (φˆ−φ¯i(y)f)(x),
for f ∈ C(RN ) and x ∈ RN+1, where i+n+1 = 1 and i−0 = N + 1.
Given ǫ = ±, eˆǫµ;i preserves smoothness on the alcoves and vanishes continuously at the hyper-
planes Viǫl iǫm ⊂ RN+1 for 1 ≤ l < m ≤ n + 1 and 0 ≤ l < m ≤ n, respectively. Hence both
eˆ±µ;i ∈ Hom(CB∞(RN ), CB∞(RN+1)). Moreover, by restricting the arguments of the functions on
which the eˆ±µ act to regular vectors, we may view eˆ
±
µ ∈ Hom(C∞(RNreg), C∞(RN+1reg )). For w ∈ SN
and ǫ = ± we have
wǫeˆǫµ;i = eˆ
ǫ
µ;wiw. (29)
Note that for n = 0 and ǫ = ± the definitions eˆǫ
µ;∅ simplify to
(eˆ+
µ;∅f)(x1, . . . , xN+1) = e
iµx1 f(x2, . . . , xN+1)
(eˆ−
µ;∅f)(x1, . . . , xN+1) = e
iµxN+1 f(x1, . . . , xN ),
(30)
which restrict to elements of Hom(C∞(RN ), C∞(RN+1)). In the case γ = 0, these operators equal
bǫµ and the obvious statements eˆ
+
µ;∅ e
iλ = ei(µ,λ), eˆ−
µ;∅ e
iλ = ei(λ,µ) yield (28).
Lemma 4.2 (Relation between eˆ+µ;i and eˆ
−
µ;i). Let i ∈ in[1,N ]. We have
eˆ+µ;i = s1 2s2 3 . . . sN N+1si1 i2si2 i3 . . . sinN+1eˆ
−
µ;i.
Proof. By induction on n. For n = 0, the statement yields eˆ+
µ;∅ = s1 2s2 3 . . . sN N+1eˆ
−
µ;∅, which is
obvious from (30). The induction step follows from the claim that given i ∈ in[1,N ] and w ∈ SN+1,
if eˆ+µ;i′ = weˆ
−
µ;i′ then eˆ
+
µ;i = wsin−1 in eˆ
−
µ;i, where i
′ = (i1, . . . , in−1), which is easily established.
Definition 4.3. Let µ ∈ C and ǫ = ±. We define the non-symmetric creation operators
bǫµ =
N∑
n=0
γn
∑
i∈in
[1,N]
eˆǫµ;i ∈ Hom(CB∞(RN ), CB∞(RN+1)).
We may also think of b±µ as an element of Hom(C
∞(RNreg), C
∞(RN+1reg )) or Hom(C(R
N ), C(RN+1)).
From (29) it follows that for µ ∈ C, w ∈ SN and ǫ = ± we have
wǫbǫµ = b
ǫ
µw (31)
4.3 Recursion of the ψλ
We now arrive at the heart of this paper, where we obtain the QISM-type recurrence relations
(28) for the ψλ. One way of doing this is to establish certain commutation relations between b
±
µ
and ∂γj . More precisely, for µ ∈ C and ǫ = ± we have
∂
ǫ,γ
j b
ǫ
µ = b
ǫ
µ∂
γ
j for j = 1, . . . , N. (32)
∂
γ
N+1b
−
µ = iµb
−
µ , ∂
γ
1 b
+
µ = iµb
+
µ , (33)
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in Hom(C∞(RNreg), C
∞(RN+1reg )). For a proof of these identities we refer to [51, App. B.2]. Note
that b−λN · · · b−λ1ψ∅, b+λ1 . . . b+λNψ∅ ∈ CB∞(RN ) since ψ∅ ∈ CB∞(R0) ∼= C; one establishes that
b−λN · · · b−λ1ψ∅, b+λ1 . . . b+λNψ∅ ∈ sol
γ
λ as follows:
∂
γ
j b
−
λN
· · · b−λ1ψ∅ = b−λN∂
γ
j b
−
λN−1
· · · b−λ1ψ∅ = . . . = b−λN · · · b−λj+1∂
γ
j b
−
λj
· · · b−λ1ψ∅ = iλjb−λN · · · b−λ1ψ∅
∂
γ
j b
+
λ1
· · · b+λNψ∅ = b
+
λ1
∂
γ
j−1b
+
λ2
· · · b+λNψ∅ = . . . = b
+
λ1
· · · b+λj−1∂
γ
1 b
+
λj
· · · b+λNψ∅ = iλjb
+
λ1
· · · b+λNψ∅
by virtue of (32) and (33), as required. In light of Prop. 3.6, it follows that b−λN · · · b−λ1ψ∅ and
b+λ1 · · · b+λNψ∅ are multiples of ψλ1,...,λN . To obtain equality, it suffices to show that they coincide
on RN+ . This follows from (22) and b
ǫ
µf |Rn+ = eˆǫµ;∅f |Rn+ for n = 0, . . . , N − 1 and f ∈ CB∞(Rn).
Remark 4.4. (31) and (32) together express that the bǫµ intertwine the Dunkl-type representation
of AγN with subrepresentations of the Dunkl-type representation of A
γ
N+1.
However, we will derive (28) in a different way.
Theorem 4.5. Let µ ∈ C and ǫ = ±. In Hom(C∞(RN ), CB∞(RN+1)) we have
P
γ
(N+1)eˆ
ǫ
µ;∅ = b
ǫ
µP
γ
(N).
Proof. We wish to prove (P γ(N+1)eˆ
ǫ
µ;∅f)(x) = (b
ǫ
µP
γ
(N)f)(x) for all f ∈ C∞(RN ) and all x ∈ RN+1.
Because the operators involved preserve continuity, it is sufficient to check the statement for x
in the dense set RN+1reg . Furthermore, because of (23) and w
ǫ,γ eˆǫ
µ;∅ = eˆ
ǫ
µ;∅w
γ for w ∈ SN , we may
assume (x1, . . . , xN ) ∈ RN+ , i.e. x ∈ ∪N+1m=1sN · · · smRN+1+ and it suffices to prove
P
γ
(N+1)eˆ
ǫ
µ;∅f |sN ···smRN+1+ = b
ǫ
µP
γ
(N)f |sN ···smRN+1+ ,
for allm = 1, . . . , N+1. For ǫ = −, this follows from Lemma B.4 and Lemma B.7. Using Lemma
4.2 the results from Appendix B can be straightforwardly modified to deal with ǫ = +.
Theorem 4.6 (Recursive construction for the non-symmetric wavefunction). Let λ ∈ CN . The
recursions (28) hold, and hence
ψλ1,...,λN = b
−
λN
· · · b−λ1ψ∅ = b+λ1 · · · b+λNψ∅ ∈ CB∞(RN ). (34)
Proof. This follows from the fact that ψλ can be written in two ways using Thm. 4.5:
ψλ = P
γ
(N) e
iλ = P γ(N)eˆ
−
λN
ei(λ1,...,λN−1) = b−λNP
γ
(N−1) e
i(λ1,...,λN−1) = b−λNψλ1,...,λN−1 ,
ψλ = P
γ
(N) e
iλ = P γ(N)eˆ
+
λ1
ei(λ2,...,λN ) = b+λ1P
γ
(N−1) e
i(λ2,...,λN ) = b+λ1ψλ2,...,λN .
We also recover the restrictions of (32)-(33) to the P γ(N)-image of C(R
N ) by using arguments
such as
∂
ǫ,γ
j b
ǫ
µP
γ
(N) = ∂
ǫ,γ
j P
γ
(N+1)eˆ
ǫ
µ;∅ = P
γ
(N+1)∂
ǫ
j eˆ
ǫ
µ;∅ = P
γ
(N+1)eˆ
ǫ
µ;∅∂j = b
ǫ
µP
γ
(N)∂j = b
ǫ
µ∂
γ
j P
γ
(N).
4.4 Commuting the b±µ on the span of the ψλ
Consider the following subspace of CB∞(RN ):
zN := Sp
{
ψλ
∣∣λ ∈ CN } .
By virtue of the recursions (28) both b±µ map zN to zN+1, for all µ ∈ C. We will now study the
commutation relations among the b±µ acting on these subspaces zN . First of all, from (28) it is
immediately clear that
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Proposition 4.7. For all µ, ν ∈ C we have
[b+µ , b
−
ν ] = 0 ∈ Hom(zN , zN+2). (35)
As for the commutation relation of two creation operators of the same sign, we have
Proposition 4.8. Given ǫ = ± and µ, ν ∈ C we have
sǫbǫµb
ǫ
ν − bǫνbǫµ =
−ǫ i γ
µ− ν
[
bǫµ, b
ǫ
ν
] ∈ Hom(zN , zN+2). (36)
For µ = ν the right-hand sides represent the limits −ǫ i γ limν→µ [b
ǫ
µ,b
ǫ
ν ]
µ−ν .
Proof. It suffices to prove the stated identities when applied to ψλ with λ ∈ CN arbitrary. By
virtue of (28) in the case µ 6= ν we need to show that
s1ψµ,ν,λ = ψν,µ,λ − i γ
µ− ν (ψµ,ν,λ − ψν,µ,λ) ,
sN+1ψλ,ν,µ = ψλ,µ,ν +
i γ
µ− ν (ψλ,ν,µ − ψλ,µ,ν) ,
but this is precisely what is stated in Lemma 3.8 with N → N + 2, for j = 1 (taking λ1 =
µ, λ2 = ν) and j = N + 1 (taking λN−1 = ν, λN+2 = µ). The case µ = ν follows from the case
µ 6= ν by taking limits and noting that the propagation operator preserves continuity.
Remark 4.9. We do not claim that zN = CB
∞(RN ). Therefore we do not prove that the
commutation relations among the b±µ hold on the entire CB
∞(RN ), although we conjecture this.
5 The non-symmetric Yang-Baxter algebra
There is a natural embedding of C(JN ) into the Hilbert space hN = L
2(JN ), which contains the
dense subspace
dN := C
∞
cpt(J
N ) (37)
of test functions, viz. smooth functions with compact support. The (non-symmetric) Fock space
h, the subset of the direct sum of all hN consisting of elements of finite L
2-norm, is also a Hilbert
space with respect to (, ) and contains the dense subspace of finite vectors
hfin :=
{
f ∈ h
∣∣∣∣∣∃M ∈ Z≥0 : f ∈
M⊕
N=0
hN
}
. (38)
By restricting the arguments of functions acted upon by φˆj , eˆ
±
µ;i, b
±
µ to J we may view these
operators as acting on C(JN ). Furthermore, they are densely-defined linear maps: h→ h.
From now on, throughout sections 5 and 6, assume that J is bounded with x− − x+ = L.
We note that, given µ, the elementary integral operators eˆ±µ;i, and hence the operators b
±
µ , are
bounded operators5 and may therefore be considered as elements of End(h). This means they
can be composed with other elements of End(h). We will now construct operators a±µ and c
±
µ out
of the non-symmetric creation operators b±µ and show that they satisfy commutation relations
akin to some of the relations in (8).
5A proof for this statement could go along the same lines as [21, Props. 6.2.1 and 6.2.2].
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5.1 The operators a±µ
The assignments
(φˇ+f)(x) = f(x+,x), (φˇ
−f)(x) = f(x, x−),
for f ∈ hN+1, x ∈ JN define φˇ± ∈ Hom(hN+1, hN ). We have
[φˇ+, φˇ−] = 0, (39)
(φˇǫ)2(1− sǫ) = 0 for ǫ = ±. (40)
Lemma 5.1. Let ǫ = ±, µ ∈ C, n = 0, . . . , N − 1 and i ∈ in[1,N−1]. Then in End(h) we have
eˆǫµ;iφˇ
ǫ = φˇǫsǫeˆǫµ;iǫ , (41)
bǫµφˇ
ǫ = φˇǫsǫbǫµ. (42)
Proof. (41) follows from the equalities
(eˆ+µ;iφˇ
+f)(x1, . . . , xN ) = e
iµx1 θi+ 1(x)
(
n∏
m=1
∫ x
i
+
m
x
i
+
m+1
dym e
iµ(x
i
+
m
−ym)
)
(φ¯i+(y)f)(x
+, x2, . . . , xN )
= (eˆ+
µ;i+
f)(x1, x
+, x2, . . . , xN ),
and
(eˆ−µ;iφˇ
−f)(x1, . . . , xN ) = e
iµxN θN i(x)
(
n∏
m=1
∫ xim−1
xim
dym e
iµ(xim−ym)
)
(φ¯i(y)f)(x1, . . . , xN−1, x
−)
= (eˆ−
µ;i−
f)(x1, . . . , xN−1, x
−, xN ),
respectively, for arbitrary f ∈ hN and x = (x1, . . . , xN ) ∈ JN .
To demonstrate (42), we show that
∑
i∈in
[1,N−1]
eˆ+µ;iφˇ
+ =
∑
i∈in
[1,N]
φˇ+s+eˆ+µ;i for x1, . . . , xN > x
+.
Indeed, ∑
i∈in
[1,N−1]
eˆ+µ;iφˇ
+ =
∑
i∈in
[1,N−1]
φˇ+s+eˆ+
µ;i+
=
∑
i∈in
[2,N]
φˇ+s+eˆ+µ;i =
∑
i∈in
[1,N]
φˇ+s+eˆ+µ;i,
where we have applied (41) and used that φˇ+s+eˆ+µ;i = 0 if im = 1 for some m. A similar
argument can be made for the product φˇ−s−b−µ .
Out of φˇ± and the non-symmetric particle creation operators b±µ two new operators can be
constructed that are endomorphisms of hN ; in particular, they preserve the particle number.
Definition 5.2. Let ǫ = ±, µ ∈ C, n = 0, . . . , N and i ∈ in[1,N ]. Define
e¯ǫµ;i = φˇ
ǫeˆǫµ;i ∈ End(hN ).
In other words,
(e¯+µ;if)(x) = e
iµx+ θi(x)
(
n∏
m=1
∫ xim
xim+1
dym e
iµ(xim−ym)
)
(φ¯i(y)f)(x),
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(e¯−µ;if)(x) = e
iµx− θi(x)
(
n∏
m=1
∫ xim−1
xim
dym e
iµ(xim−ym)
)
(φ¯i(y)f)(x),
for f ∈ hN and x ∈ JN , where xin+1 = x+ and xi0 = x−. Furthermore, define
aǫµ = φˇ
ǫbǫµ =
∑
n≥0
γn
∑
i∈in
[1,N]
e¯ǫµ;i ∈ End(hN ).
Similar to the situation for b±µ , the operators a
±
µ are bounded on their domain of definition and
may therefore be viewed as elements of End(h); in particular, they may be composed with other
such elements. From (31), for w ∈ SN and ǫ = ±, we obtain the identities
[w, aǫµ] = 0 ∈ End(hN ). (43)
Lemma 5.3. Let µ ∈ C and ǫ = ±. We have bǫµaǫν = φˇǫsǫbǫµbǫν ∈ Hom(hN , hN+1).
Proof. Directly from (42) and the definitions of a±µ .
Lemma 5.4. Let µ ∈ C, n = 0, . . . , N and i ∈ in[1,N ], we have the formal adjointness relations(
e¯+µ;i
)∗
= e− i µ¯(x
++x−) e¯−µ¯;i,
(
a+µ
)∗
= e− i µ¯(x
++x−) a−µ¯ .
Proof. The first statement can be easily checked by comparing the inner products
(
e¯+µ;if, g
)
and(
f, e¯−µ¯;ig
)
for arbitrary f, g ∈ dN . The statement relating a+µ and a−µ¯ is obtained by summing
over all tuples i.
5.2 The operators c±µ
The formal adjoints of b±µ have not been considered yet.
Definition 5.5. Let ǫ = ±, µ ∈ C, n = 0, . . . , N and i ∈ in[1,N ], the operators eˇǫµ;i ∈
Hom(hN+1, hN ) are densely defined by
(eˇ+µ;if)(x) = e
iµx+ θi(x)
(
n∏
m=0
∫ xim
xim+1
dym e
iµ(xim−ym)
)
(φ¯i(y)f)(x, y0),
(eˇ−µ;if)(x) = e
iµx− θi(x)
(
n+1∏
m=1
∫ xim−1
xim
dym e
iµ(xim−ym)
)
(φ¯i+(y)f)(yn+1,x),
for f ∈ dN+1 and x ∈ JN . where again xin+1 = x+ and xi0 = x−. Furthermore we define
cǫµ ∈ End(h) by cǫµ = 0 on h0 and
cǫµ|hN+1 =
N∑
n=0
γn+1
∑
i∈in
[1,N]
eˇǫµ;i ∈ Hom(hN+1, hN ).
Lemma 5.6. Given ǫ = ±, µ ∈ C, n = 0, . . . , N and i ∈ in[1,N ], we have the formal adjointness
relations (
eˆǫµ;i
)∗
= e− i µ¯(x
++x−) eˇ−ǫµ¯;i,
(
bǫµ
)∗
= γ−1 e− i µ¯(x
++x−) c−ǫµ¯ .
Proof. In the same way as for Lemma 5.4.
Lemma 5.7. Given ǫ = ± and µ ∈ C we have, in Hom(hN+1, hN ),
cǫµ = [φˇ
−ǫ, aǫµ] = φˇ
ǫ[φˇ−ǫ, bǫµ]. (44)
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Proof. For x ∈ JN , in (b+µ f)(x+,x, x−) split the summation over i ∈ in[1,N ] according to whether
i1 equals N or not, corresponding to the terms appearing in (c
+
µ f)(x) and (a
+
µ f)(x
+,x), respec-
tively. Then use φˇ+φˇ−b+µ = φˇ
−a+µ . A similar argument for c
−
µ is used.
Again, it can be verified that the operators c±µ are bounded on their domain of definition and
may therefore be viewed as elements of End(h); in particular, they may be composed with other
such elements. First of all, from (31) and Lemma 5.6 for w ∈ SN and ǫ = ± we obtain
wcǫµ = c
ǫ
µw
−ǫ ∈ Hom(hN+1, hN ). (45)
5.3 Non-symmetric Yang-Baxter relations
The operators a±µ , b
±
µ , c
±
µ generate a subalgebra of End(h) which we will call the non-symmetric
Yang-Baxter algebra. Given µ, ν ∈ C we can formulate commutation relations, to be referred
to as the (non-symmetric) Yang-Baxter relations, between a±µ , b
±
µ and c
±
µ , on the subspace z¯N ,
given by
z¯N := Sp {ψλ|JN |λ ∈ CN } ⊂ hN .
Theorem 5.8. Given ǫ = ±, µ, ν ∈ C, we have
aǫµb
ǫ
ν =
µ− ν + ǫ i γ
µ− ν b
ǫ
νa
ǫ
µ −
ǫ i γ
µ− ν b
ǫ
µa
ǫ
ν ∈ Hom(z¯N , z¯N+1), (46)
cǫµa
ǫ
ν =
µ− ν − ǫ i γ
µ− ν a
ǫ
νc
ǫ
µ +
ǫ i γ
µ− ν a
ǫ
µc
ǫ
ν ∈ Hom(z¯N+1, z¯N ). (47)
Proof. Left-multiplying (36) by φˇǫsǫ yields
φˇǫbǫµb
ǫ
ν − φˇǫsǫbǫνbǫµ =
−ǫ i γ
µ− ν
(
φˇǫsǫbǫµb
ǫ
ν − φˇǫsǫbǫνbǫµ
)
.
Lemma 5.3 and the definition of aǫµ now imply (46). We obtain (47) by taking adjoints.
Theorem 5.9. Given ǫ = ±, µ, ν ∈ C, we have[
aǫµ, a
ǫ
ν
]
= 0 ∈ End(z¯N ). (48)
Proof. By virtue of (42) and (40) we have
aǫµa
ǫ
ν = φ
ǫbǫµφ
ǫbǫν = (φ
ǫ)2sǫbǫµb
ǫ
ν = (φ
ǫ)2bǫµb
ǫ
ν .
Clearly it suffices to prove that
(φǫ)2bǫνb
ǫ
µ = (φ
ǫ)2bǫµb
ǫ
ν . (49)
(36) yields
bǫνb
ǫ
µ =
(µ− ν)sǫ + ǫ i γ
µ− ν + ǫ i γ b
ǫ
µb
ǫ
ν ;
left-multiplying by (φǫ)2 and applying (40) again we obtain (49).
By restricting (35) to J and taking its formal adjoint we obtain
Theorem 5.10. Given µ, ν ∈ C we have[
b+µ , b
−
ν
]
= 0 ∈ Hom(z¯N , z¯N+2), (50)[
c+µ , c
−
ν
]
= 0 ∈ Hom(z¯N+2, z¯N ). (51)
We also obtain a commutation relation involving a+µ and a
−
ν .
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Theorem 5.11. Given µ, ν ∈ C we have
[a+µ , a
−
ν ] = c
−
ν b
+
µ − c+µ b−ν ∈ End(z¯N ); (52)
In particular, [a+µ , a
−
ν ] is not invariant under µ↔ ν.
Proof. Focusing on the right-hand side, we have
c−ν b
+
µ − c+µ b−ν = φˇ+a−ν b+µ − a−ν φˇ+b+µ − φˇ−a+µ b−ν + a+µ φˇ−b−ν ,
by virtue of (44). Now using the definition of a±µ in terms of b
±
µ as well as (50) and (39) we
obtain the result.
5.4 A partial algebraic Bethe ansatz for the ψλ
The statements Thm. 5.8 allow us to express a±µψλ as linear combinations of eigenfunctions
ψν where ν ranges over the set of N -tuples whose entries are distinct elements of the set
{µ, λ1, . . . , λN}.
Theorem 5.12. Given n = 0, . . . , N , i ∈ In[1,N ], λ ∈ CN and λ0, λN+1 ∈ C, we write i0 = 0
and in+1 = N + 1 and we have
a+λ0ψλ =
N∑
n=0
∑
i∈In
[1,N]
a+i (λ;λ0)ψλ1,...,λi0
(i1)
,...,λi1
(i2)
,...,λin−1
(in)
,...,λN , (53)
a−λN+1ψλ =
N∑
n=0
∑
i∈In
[1,N]
a−i (λ;λN+1)ψλ1,...,λi2
(i1)
,...,λi3
(i2)
,...,λin+1
(in)
,...,λN . (54)
The complex numbers a±
i
(λ;µ) are defined by the recursions
a+
i+
(λ1, . . . , λN ;µ) =
λ1−µ−i γ
λ1−µ a
+
i
(λ2, . . . , λN ;µ), for i ∈ In[1,N),
a+
1 (i′)+
(λ1, . . . , λN ;µ) =
i γ
λ1−µa
+
i′
(λ2, . . . , λN ;λ1), for i
′ ∈ In−1[1,N),
a−i (λ1, . . . , λN ;µ) =
λN−µ+iγ
λN−µ a
−
i (λ1, . . . , λN−1;µ), for i ∈ In[1,N),
a−
i′N (λ1, . . . , λN ;µ) =
−i γ
λN−µa
−
i′
(λ1, . . . , λN−1;λN ), for i
′ ∈ In−1[1,N),
and the initial values aǫ∅(∅;µ) = eiµx
ǫ
for ǫ = ±.
Proof. We present the proof for the expression for a−λN+1ψλ; the expression for a
+
λ0
ψλ is es-
tablished along the same lines. The proof is by induction on N ; the N = 0 case reproduces
a−λN+1ψ∅ = e
iλN+1x
−
ψ∅. Assuming the statement for N , we will prove it with N replaced by
N + 1, using (28) and (5.8). Writing λ = (λ1, . . . , λN ) we have
a−λN+2ψλ,λN+1 =
λN+1−λN+2+i γ
λN+1−λN+2 b
−
λN+1
a−λN+2ψλ −
i γ
λN+1− λN+2 b
−
λN+2
a−λN+1ψλ.
Using the induction hypothesis, we have
a−λN+2ψλ,λN+1 =
N∑
n=0
∑
i∈In
[1,N]
λN+1−λN+2+i γ
λN+1−λN+2 a
−
i (λ;λN+2) e
iλi1x
−
ψλ1,...,λi2
(i1)
,...,λN+2
(in)
,...,λN ,λN+1+
+
N∑
n=0
∑
i∈In
[1,N]
− i γ
λN+1−λN+2 a
−
i (λ;λN+1) e
iλi1x
−
ψλ1,...,λi2
(i1)
,...,λN+1
(in)
,...,λN ,λN+2
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=N∑
n=0
∑
i∈In
[1,N]
a−i (λ, λN+1;λN+2) e
iλi1x
−
ψλ1,...,λi2
(i1)
,...,λin+1
(in)
,...,λN ,λN+1+
+
N+1∑
n=1
∑
i∈In
[1,N+1]
in=N+1
a−
i
(λ, λN+1;λN+2) e
iλi1x
−
ψλ1,...,λi2
(i1)
,..., λin
(in−1)
,...,λN ,λN+2
(N+1)
where we have used the recursion for the coefficient functions a−
i
(λ;µ). Hence, using the de-
composition In[1,N+1] =
(
In−1[1,N ] × {N + 1}
)
∪ In[1,N ] into disjoint subsets, we indeed obtain,
a−λN+2ψλ,λN+1 =
N+1∑
n=0
 ∑
i∈In
[1,N]
a−i (λ, λN+1;λN+2) e
iλi1x
−
ψλ1,...,λi2
(i1)
,...,λin+1
(in)
,...,λN ,λN+1+
+
∑
i∈In
[1,N+1]
in=N+1
a−i (λ, λN+1;λN+2) e
i λi1x
−
ψλ1,...,λi2
(i1)
,..., λin
(in−1)
,...,λN ,λN+2
(N+1)

=
N+1∑
n=0
∑
i∈In
[1,N+1]
a−i (λ, λN+1;λN+2) e
i λi1x
−
ψλ1,...,λi2
(i1)
,...,λin+1
(in)
,...,λN+1 .
Remark 5.13. Thm. 5.12 provides a partial analogue of the ABA in the non-symmetric setting.
In the symmetric case, the action of the operators Aµ,Dµ on Ψλ = S(N)ψλ can be obtained by
replacing a+µ → Aµ, a−µ → Dµ in (53)-(54); then identities such as
− i γ
λj−µ
λk−µ+i γ
λk−µ +
− i γ
λj−λk
− i γ
λk−µ =
− i γ
λj−µ
λj−λk−i γ
λj−λk (55)
allow one to combine coefficients of the (equal) eigenfunctions Ψ...,µ
j
,...,λk
k
,... and Ψ...,λk
j
,...,µ
k
,... in
the expansion of DµΨλ. After having combined terms in the expansion of AµΨλ in an analogous
manner one may set coefficients of “unwanted” terms in the expansion of (Aµ +Dµ)Ψλ to zero
by imposing the BAEs (6). The failure of the ABA in the non-symmetric case owes to the fact
that ψ...,λj
(j)
,...,λk
(k)
,... 6= ψ...,λk
(j)
,...,λj
(k)
,... so that (55) cannot be used to combine coefficients.
6 Recovering the symmetric Yang-Baxter algebra
Note that the commutation relations involving a±µ , b
±
µ , c
±
µ , viz. (46), (47), (48), (50), and (51) are
of the exact same form as some of the established commutation relations involving Aµ, Bµ, Cµ,Dµ
appearing in (8), i.e. by replacing lower case letters by uppercase letters these non-symmetric
and symmetric Yang-Baxter relations transform into each other. In fact, we can prove these
relations, and further highlight why the operators a±µ , b
±
µ , c
±
µ are relevant to the study of the
QNLS model, by defining the operators Aµ, Bµ, Cµ,Dµ in terms of the operators a
±
µ , b
±
µ , c
±
µ .
Consider
JN+ := R
N
+ ∩ (x+, x−)N =
{
x ∈ RN ∣∣x− > x1 > . . . > xN > x+ }
so that JN = ∪w∈SNwJN+ . Given F ∈ HN , µ ∈ C, i ∈ in[1,N ] and ǫ = ±, it can be checked that
S(N+1)eˆ
ǫ
µ;iF |JN+1+ =
(N − n)!
(N + 1)!
∑
j∈In+1
[1,N+1]
Eˆµ;jF |JN+1+ ,
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where Eˆµ;i ∈ Hom(HN ,HN+1) is defined by(
Eˆµ;iF
)
(x1, . . . , xN+1) =
(
n∏
m=1
∫ xim
xim+1
dym
)
ei(
∑n+1
m=1 xim−
∑n
m=1 ym) ·
F (x1, . . . , x̂i1 , . . . , x̂in+1 , . . . , xN+1, y1, . . . , yn)
for F ∈ HN , x ∈ JN+1+ . In particular, the restricted function S(N+1)eˆǫµ;iF |JN+1+ is independent of
i and ǫ. Since the cardinality of in[1,N ] equals
N !
(N−n)! , it follows that
S(N+1)b
±
µF |JN+1+ =
1
N + 1
N∑
n=0
γn
∑
i∈In+1
[1,N+1]
Eˆµ;iF |JN+1+ .
Hence we define
Bµ := S(N+1)b
±
µ |HN ∈ Hom(HN ,HN+1). (56)
This Bµ =
1
N+1
∑N
n=0 γ
n
∑
i∈In+1
[1,N+1]
Eˆµ;i is the known top-left entry of the QNLS monodromy
matrix Tµ [21, 30, 46].
Using (43) it is clear that a±µ maps SN -invariant functions to SN -invariant functions. Equally
from (45) it follows that c±µ maps SN+1-invariant functions to SN -invariant functions; further-
more given µ ∈ C, n = 0, . . . , N − 1 and i ∈ in[1,N−1], the elementary operators eˇ±µ;i coincide
on HN as can be easily checked, so that c
±
µ coincide on HN . Hence, we define the other QNLS
monodromy matrix entries Aµ, Cµ,Dµ [21, 30, 46] as follows
Aµ := a
+
µ |HN , Dµ := a−µ |HN ∈ End(HN ), Cµ := c±µ |HN+1 ∈ Hom(HN+1,HN ). (57)
Now all commutation relations in (8) except the ones involving all of Aµ, Bµ, Cµ,Dµ can be
derived. For example,
[Bµ, Aν ] +
i γ
µ−ν (AµBν−AνBµ) =
(
Bµa
+
ν −AνS(N+1)b+µ +
i γ
µ−ν
(
AµS(N+1)b
+
ν −AνS(N+1)b+µ
)) |HN
= S(N+1)
(
b+µ a
+
ν −a+ν b+µ +
i γ
µ−ν
(
a+µ b
+
ν −a+ν b+µ
)) |HN ,
which vanishes by virtue of (46).
Remark 6.1. It remains an open problem to derive relations such as
[Aµ,Dν ] =
− i γ
µ− ν (BµCν −BνCµ)
using this formalism. Equally, the non-symmetric commutation relations (52) cannot be re-
stricted to relations involving only the symmetric operators Aµ, Bµ, Cµ,Dµ. We reiterate that
the non-symmetric relations obtained in sections 4.4 and 5.3 are proven on the closure of the
span of the ψλ only. The symmetrized relations obtained here must correspondingly hold on the
closure of the span of the Ψλ, which is known [9] to be equal to the whole HN .
We may view the definition (56) of Bµ as an identity in Hom(CB
∞(RN )SN , CB∞(RN+1)SN+1).
Then by virtue of (31) we obtain
Theorem 6.2. Let µ ∈ C and ǫ = ±. We have
S(N+1)b
ǫ
µ = BµS(N) ∈ Hom(CB∞(RN ), CB∞(RN+1)SN+1).
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Hence, we obtain a novel proof for the QISM recursion (9); writing λ = (λ1, . . . , λN+1) and
λ′ = (λ1, . . . , λN ) we have
Ψλ = S(N+1)ψλ = S(N+1)b
−
λN+1
ψλ′ = BλN+1S(N)ψλ = BλN+1Ψλ.
Combining Thm. 4.5 and Thm. 6.2, we obtain the following scheme for the recursive construc-
tion of Ψλ:
1
P
γ
(0)

eˆ−
λ1
// ei λ1
P
γ
(1)

eˆ−
λ2
// . . .
eˆ−
λN−1
// ei(λ1,...,λN−1)
P
γ
(N−1)

eˆ−
λN
// ei(λ1,...,λN )
P
γ
(N)

1
S(0)

b−λ1
// ψλ1
S(1)

b−λ2
// . . .
b−
λN−1
// ψλ1,...,λN−1
S(N−1)

b−λN
// ψλ1,...,λN
S(N)

1
Bλ1
// Ψλ1
Bλ2
// . . .
BλN−1
// Ψλ1,...,λN−1
BλN
// Ψλ1,...,λN
Note that the three operators eˆ−
µ;∅, b
−
µ , Bµ coincide when acting on h0 or h1; equivalently,
P
γ
(0) = P
γ
(1) = S(0) = S(1) = 1. A second scheme may be created by replacing each operator acting
horizontally in the above scheme by its +-version, and simultaneously each λj by λN−j+1.
7 Summary and conclusions
The main purpose of this paper has been to tie closer together the two mathematical theories
underlying the QNLS model (the dAHA method and the QISM) which we have theoretically
motivated as resulting from a “deformation” of Schur-Weyl duality. In particular, in Section 4 we
have described a vertex-type operator formalism generating the non-symmetric wavefunctions
which have hitherto only been defined in terms of representations of the dAHA (Section 3); put
in different words, we have highlighted the (hidden) recursive structure in the dAHA method. A
key result in this respect is Thm. 4.5, the commutation relation of Gutkin’s propagation opera-
tor (defined in terms of representations of the dAHA) with a particle creation operator, realized
as a non-symmetric version of the vertex-type operators featuring in the QISM. In Section 5 we
have defined further non-symmetric vertex-type operators satisfying QISM-type commutation
relations, and we have seen how the ordinary QISM can be recovered by symmetrizing the vertex
operators introduced in this paper (Section 6).
Further theoretical work directly related to the contents of this paper remains to be done; we
highlight the following unresolved issues.
1. It is not clear whether the set of non-symmetric wavefunctions
{
ψλ
∣∣λ ∈ CN } spans
CB∞(RN ). It is tempting to pursue a proof of this by making use of a density property of
the set of plane waves eiλ in a suitable function space, and inverting the propagation op-
erator P γ(N), but it unclear how to make this rigorous. The only invertibility result known
to the author restricts the domain of P γ(N) to analytic functions [12, Thm. 5.3(ii)]. On a
related point, it might be feasible to prove the key commutation relations (35)-(36) on the
entire CB∞(RN ) by using the γ-expansions for b±µ , thereby bypassing the need to restrict
to the span of the ψλ.
2. The precise relation of the operators a±µ , b
±
µ , c
±
µ to the Yangian Y (gl2) is unclear. In partic-
ular, it is not straightforward to “combine” these operators into non-symmetric analogons
of the monodromy matrix Tµ which should satisfy a variant of the Yang-Baxter equation
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(7) encoding the relations (46), (47), (48), (50), and (51). Also, we reiterate that the
commutation relations involving all four of the symmetrized operators Aµ, Bµ, Cµ, Dµ do
not have an analogon for the non-symmetric counterparts, and that relation (52) does not
immediately lead to a relation for symmetrized operators.
The techniques discussed in this paper may be relevant or applicable to other physical models
involving δ-interaction.
(i) There exists a large body of theory dealing with the fermionic QNLS model (e.g. [37,
38, 53]). Without going in detail, we remark that the physically relevant wavefunctions
can in principle be constructed from the same non-symmetric wavefunctions discussed in
this article by antisymmetrization, i.e. by calculating 1
N !
∑
w∈SN
sgn(w)ψ(xw1, . . . , xwN )
and it should be possible to express fermionic particle creation operators in terms of the
non-symmetric operators b±µ in analogy to (56). Again, this ties in with the idea that the
non-symmetric wavefunctions are somehow the more fundamental objects in these theories,
together with, we argue, the non-symmetric creation operators b±µ . More generally, this
method may work for anyonic models with δ-interaction [31, 32] and may even lead to
a description of “particle creation” or “raising” operators for invariant wavefunctions. It
is expected that in this case the dAHA needs to be replaced by some deformation of the
group algebra of the braid group, instead of the symmetric group. Related to this, the
compatibility of the vertex-type operator formalism discussed here with the notion of spin
needs to be investigated in more detail, requiring vector analogues of the propagation
operator [11] and the non-symmetric creation operators.
(ii) It would be interesting to see in how far the results of this paper can be generalized to
other root systems, i.e. to systems with open or reflecting boundary conditions. Quantum
Hamiltonians can be defined in general terms, as can the Dunkl-type operator and propa-
gation operator formalisms [11, 12, 16, 19, 22, 23, 25, 28]. The problems lie on the side of
the QISM; notwithstanding the discussion of the C-type formalism in [47], there seems to
be no general way to formulate monodromy matrices, or even particle creation operators,
for an arbitrary root system. However, mindful of the explicit connection between the
dAHA approach and the QISM set out in this paper, one may be able to find particle
creation operators for non-invariant wavefunctions (with respect to the Weyl group asso-
ciated to the root system) by discovering a “natural” recursion involving the propagation
operators associated to root systems of the same type and subsequent rank. It is key to
assess in how far “special” properties of the A-type system (for example the realization in
terms of the centre-of-mass frame) are crucial in the formulation of the particle creation
operators. Failing that, it would be interesting to see if the non-symmetric wavefunctions
of A-type can be used directly to construct invariant wavefunctions of general type.
Finally, we remark that it would be beneficial to investigate correlation functions, orthogonality
relations and norms (with respect to the L2-inner product) of the non-symmetric wavefunctions,
although the required commutation relations between c±λ and b
±
µ are as yet elusive. This could
be especially useful for systems that are not of A-type, since for these systems the corresponding
norm formulae for Ψλ have been conjectured but not proven [7, 11, 29].
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Appendices
A Explicit formulae for N = 2
The Dunkl-type operators ∂γ1 , ∂
γ
2 ∈ End(C∞(R2reg)) are defined by
(∂γ1 f)(x1, x2) = (∂1f)(x1, x2) +
{
0, x1 > x2
γf(x2, x1), x2 > x1,
(∂γ2 f)(x1, x2) = (∂2f)(x1, x2)−
{
0, x1 > x2
γf(x2, x1), x2 > x1,
.
∂
γ
1 , ∂
γ
2 and s1 ∈ End(C∞(R2reg)) defined by (s1f)(x1, x2) = f(x2, x1) represent the dAHA Aγ2 :
s21 = 1, s1∂
γ
1 − ∂γ2 s1 = γ, [∂γ1 , ∂γ2 ] = 0.
Furthermore, we have the integral-reflection operator sγ1 = s1 + γI12 ∈ End(C∞(R2)) where
(I12f)(x1, x2) =
∫ x1−x2
0
dyf(x1 − y, x2 + y)
which with the partial differential operators ∂1, ∂2 also represent A
γ
2 :
(sγ1)
2 = 1, sγ1∂1 − ∂2sγ1 = γ, [∂1, ∂2] = 0.
Write θ12 for the multiplication operator corresponding to the characteristic function of the
alcove R2+; then θ21 = s12θ12s12 corresponds to the characteristic function of the other alcove
s1R
2
+. The propagation operator P
γ
(2) ∈ Hom(C∞(R2), CB∞(R2)) is defined by
P
γ
(2) =
{
1, on R2+
s1s
γ
1 , on s1R
2
+
= 1 + γθ21I21.
P
γ
(2)
satisfies the intertwining relations
s1P
γ
(2) = P
γ
(2)s
γ
1 , ∂
γ
j (P
γ
(2)|R2reg) = (P
γ
(2)∂j)|R2reg for j = 1, 2.
ψλ1,λ2 = P
γ
(2) e
i(λ1,λ2) spans the solution space of the system ∂γ1 f = iλ1f , ∂
γ
2 f = iλ2f in
CB∞(R2reg). We have
ψλ1,λ2 = e
i(λ1,λ2)+γθ21I21 e
i(λ1,λ2) = ei(λ1,λ2)+
i γθ21
λ1 − λ2
(
ei(λ1,λ2)− ei(λ2,λ1)
)
. (58)
The symmetrized eigenfunction is now given by
Ψλ1,λ2 =
1
2
(ψλ1,λ2+s1ψλ1,λ2) =
1
2
(
λ1−λ2−sgn1 2 i γ
λ1−λ2 e
i(λ1,λ2)+
λ1−λ2+sgn1 2 i γ
λ1−λ2 e
i(λ2,λ1)
)
,
where sgn1 2 = θ12 − θ21. By restricting Ψλ1,λ2 to J2, where J = [x+, x−] with x− − x+ = L,
and imposing the Bethe ansatz equations
λ1 − λ2 + i γ
λ1 − λ2 − i γ = e
iλ1L = e− i λ2L,
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Ψλ1,λ2 |J2 can be extended to a function L-periodic in each variable. However such an extension
for ψλ1,λ2 |J2 does not exist, unless γ = 0. Indeed, from (58) it follows that periodicity in the
first argument, viz. ψλ1,λ2(x
+, x) = ψλ1,λ2(x
−, x) for x ∈ J , amounts to
ei(λ1−λ2)x =
λ1 − λ2 + i γ
i γ
ei(λ1−λ2)x
+ −λ1 − λ2
i γ
ei(λ1x
−−λ2x+)
For this to hold for all x ∈ J , it is necessary that λ1 = λ2, which leads to a contradiction as
follows. By l’Hoˆpital’s rule we have
ψλ,λ(x1, x2) := lim
λ1,λ2→λ
ψλ1,λ2(x1, x2) = e
iλ(x1+x2)+
{
0, x1 > x2,
γ(x2 − x1) eiλ(x1+x2), x2 > x1.
Hence ψλ,λ(x
+, x) = ψλ,λ(x
−, x) for all x ∈ J implies that 1 + γ(x − x+) = eiλL for all x ∈ J ,
contradicting γ 6= 0. Periodicity in the second argument can be ruled out in the same way.
The non-symmetric creation operators can be used to construct ψλ1,λ2 from the pseudovacuum
ψ∅ = 1 by means of ψλ1,λ2 = b
−
λ2
b−λ1ψ∅ = b
+
λ1
b+λ2ψ∅ and are given by
(From N = 0 to N = 1) For f ∈ C and x ∈ R we have (b±µ f)(x) = eiµx f .
(From N = 1 to N = 2) For f ∈ CB∞(R) and (x1, x2) ∈ R2 we have
(b−µ f)(x1, x2) = e
iµx2 f(x1) +
{
0, x1 > x2,
γ
∫ x2
x1
dy eiµ(x1+x2−y) f(y), x2 > x1,
(b+µ f)(x1, x2) = e
iµx1 f(x2) +
{
0, x1 > x2,
γ
∫ x2
x1
dy eiµ(x1+x2−y) f(y), x2 > x1.
The operators a±µ are given by
(N = 0) For f ∈ C, ǫ = ± we have aǫµf = eiµxǫ f .
(N = 1) For f ∈ h1 and x ∈ J we have
(a−µ f)(x) = e
iµx− f(x) + γ
∫ x−
x
dy eiµ(x
−+x−y) f(y),
(a+µ f)(x) = e
iµx+ f(x) + γ
∫ x
x+
dy eiµ(x
++x−y) f(y).
(N = 2) For f ∈ h2 and (x1, x2) ∈ J2 we have
(a−µ f)(x1, x2) = e
iµx− f(x1, x2)+
+ γ
∫ x−
x1
dy eiµ(x
−+x1−y) f(y, x2) + γ
∫ x−
x2
dy eiµ(x
−+x2−y) f(x1, y)+
+
{
γ2
∫ x−
x1
dy1
∫ x1
x2
dy2 e
iµ(x−+x1+x2−y1−y2) f(y1, y2), x1 > x2,
γ2
∫ x2
x1
dy1
∫ x−
x2
dy2 e
iµ(x−+x1+x2−y1−y2) f(y1, y2), x2 > x1,
(a+µ f)(x1, x2) = e
iµx+ f(x1, x2)+
+ γ
∫ x1
x+
dy eiµ(x
++x1−y) f(y, x2) + γ
∫ x2
x+
dy eiµ(x
++x2−y) f(x1, y)+
+
{
γ2
∫ x1
x2
dy1
∫ x2
x+
dy2 e
iµ(x++x1+x2−y1−y2) f(y1, y2), x1 > x2,
γ2
∫ x1
x+
dy1
∫ x2
x1
dy2 e
iµ(x++x1+x2−y1−y2) f(y1, y2), x2 > x1,
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leading to the following expressions for a±µψλ1,λ2 as per Thm. 5.12:
a+µψλ1,λ2 =
µ−λ1+i γ
µ−λ1
µ−λ2+i γ
µ−λ2 e
iµx+ ψλ1,λ2 +
−i γ
µ−λ1
λ1−λ2+i γ
λ1−λ2 e
i λ1x+ ψµ,λ2+
+
µ−λ1+i γ
µ−λ1
−i γ
µ−λ2 e
iλ2x+ ψλ1,µ +
−i γ
µ−λ1
−i γ
λ1−λ2 e
i λ2x+ ψµ,λ1 ,
a−µψλ1,λ2 =
λ1−µ+i γ
λ1−µ
λ2−µ+i γ
λ2−µ e
iµx− ψλ1,λ2 +
− i γ
λ1−µ
λ2−µ+iγ
λ2−µ e
iλ1x− ψµ,λ2+
+
λ1−λ2+i γ
λ1−λ2
− i γ
λ2−µ e
iλ2x− ψλ1,µ +
− i γ
λ1−λ2
− i γ
λ2−µ e
i λ1x− ψλ2,µ.
B Commutation relations between eˆ−µ;i and Ij k
In this appendix we present lemmas used in the proof of the key result Thm. 4.5. As µ ∈ C is
arbitrary but fixed we will use the following shorthand: eˆ−i = eˆ
−
µ;i and b
− = b−µ .
Lemma B.1. Let n = 1, . . . , N , i ∈ In[1,N ] and j < i1. Then
I ′N+1 j eˆ
−
∅ = eˆ
−
j ; (59)
I ′N+1 j eˆ
−
i
= eˆ−j i + eˆ
−
i
I ′i1 j . (60)
Proof. (59) is immediate; for (60) it is sufficient to prove that
(IN+1 j eˆ
−
i f)(x) = (eˆ
−
j if)(x) + (eˆ
−
i θi1 jIi1 jf)(x)
for f ∈ C(RN ) and x = (x1, . . . , xN+1) ∈ RN+1 such that xN+1 > xi1 > . . . > xin . We have
(IN+1 j eˆ
−
i f)(x) =
∫ xN+1
xj
dy0
∫ xN+1+xj−y0
xi1
dy1f˜y0,y1(x);
(eˆ−j if)(x) =
∫ xN+1
xj
dy0
∫ xj
xi1
dy1f˜y0,y1(x),
where
f˜y0,y1(x) =
∫ xi1
xi2
dy2 · · ·
∫ xin−1
xin
dyn e
iµ
(
xN+1+xj−y0+
∑n
m=1(xim−ym)
)
f(x1, . . . , y1
(i1)
, . . . , yn
(in)
, . . . , xN ).
On the other hand,
(eˆ−i θi1 jIi1 jf)(x) =
∫ xN+1
xi1
dy1 · · ·
∫ xin−1
xin
dyn e
iµ(xN+1+
∑n
m=1(xim−ym)) ·
· (θi1 jIi1 jf)(x1, . . . , y1
(i1)
, . . . , yn
(in)
, . . . , xN )
=
∫ xN+1
xj
dy1
∫ xi1
xi2
dy2 · · ·
∫ xin−1
xin
dyn e
iµ
(
xN+1+
∑n
m=1(xim−ym)
)
·
·
∫ y1
xj
dy0f(x1, . . . , y0
(j)
, . . . , xj + y1 − y0
(i1)
, . . . , yn
(in)
, . . . , xN )
=
∫ xN+1
xj
dy0
∫ xN+1
y0
dy1
∫ xi1
xi2
dy2 · · ·
∫ xin−1
xin
dyn e
iµ
(
xN+1+
∑n
m=1(xim−ym)
)
·
· f(x1, . . . , y0
(j)
, . . . , xj + y1 − y0
(i1)
, . . . , yn
(in)
, . . . , xN )
=
∫ xN+1
xj
dy0
∫ xj+xN+1−y0
xj
dy1f˜y0,y1(x),
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where we have changed the order of integration of the integrals over y0 and y1, and substituted
y1 → xj+ y1− y0. The following decomposition (ignoring sets of measure zero) for xN+1 > xj >
xi1 completes the proof:{
(y0, y1) ∈ R2
∣∣xN+1 > y0 > xj , xj + xN+1 − y0 > y1 > xi1 } =
=
{
(y0, y1) ∈ R2
∣∣xN+1 > y0 > xj > y1 > xi1 }∪
∪ { (y0, y1) ∈ R2 ∣∣xN+1 > y0 > xj, xj + xN+1 − y0 > y1 > xj } .
For n = 0, . . . , N and i ∈ in[1,N ] introduce for j = 1, . . . , in−1 such that j 6= ik for any k, the
“next label” function nj(i) = min { im | im > j }, and
I ′i := θiIi1 i2 · · · Ii1 in ∈ End(C(RN )).
Note that I ′i = I
′
i1 i2
I ′i2···in . Furthermore, for p ≤ q ≤ N and k ∈ Iq[1,N ], introduce the following
set of “decompositions” of k:
dp(k) =
{
(i, j) ∈ Iq−p[1,N ] × Ip[1,N ]
∣∣∣∀l∃m : il = km, ∀l∃m : jl = km, ∀l∀m : il 6= jm, iq−p = kq } ,
i.e. the set of pairs of disjoint ordered tuples such that the second member has the prescribed
length p, their union (seen as sets) is the given ordered tuple k and the last entry of the first
member is the last entry of the given tuple.
Lemma B.2. Let q = 1, . . . , N and k ∈ Iq[1,N ]. Then
I ′N+1keˆ
−
∅ =
q−1∑
p=0
∑
(i,j)∈dp(k)
eˆ−i I
′
nj1 (i) j1
· · · I ′njp (i) jp .
Proof. By induction on q. The case q = 1 is equivalent to (59); the set dp(k) is empty unless
p = 0, in which case d0((k1)) = {((i1), ())}. With k′ = (k2, . . . , kq), the induction step yields
I ′N+1keˆ
−
∅ = I
′
N+1 k1I
′
N+1k′ eˆ
−
∅ =
q−2∑
p=0
∑
(i,j)∈dp(k′)
I ′N+1 k1 eˆ
−
i
I ′nj1 (i) j1
· · · I ′njp(i) jp,
where we have applied the induction hypothesis. Using (60) we obtain
I ′N+1keˆ
−
∅ =
q−2∑
p=0
( ∑
(i,j)∈dp(k′)
eˆ−k1 iI
′
nj1 (i) j1
· · · I ′njp (i) jp +
∑
(i,j)∈dp(k′)
eˆ−
i
I ′i1 k1I
′
nj1 (i) j1
· · · I ′njp (i) jp
)
.
One completes the induction step by re-writing the first summation as one over ((k1, i), j) ∈
dp(k) and the second summation as one over (i, (k1, j)) ∈ dp+1(k).
Lemma B.3. Let m = 1, . . . , N + 1. On sN · · · smRN+1+ we have
P
γ
(N+1)eˆ
−
∅ =
∑
n≥0
γn
∑
i∈In
[m,N]
eˆ−
i
∑
p≥0
∑
j∈I
p
[m,in)
∀r,s: ir 6=js
(
γI ′nj1 (i) j1
)
· · ·
(
γI ′njp(i) jp
)
.
Proof. The condition x ∈ sN · · · smRN+1+ is equivalent to x1 > . . . > xm−1 > xN+1 > xm > . . . >
xN . From (25) we obtain
P
γ
(N+1) =
∑
q≥0
γq
∑
k∈Iq
[m,N]
IN+1 k1 · · · IN+1 kq ,
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so that by virtue of Lemma B.2 we find that
P
γ
(N+1)eˆ
−
∅ =
∑
q≥0
γq
∑
k∈Iq
[m,N]
I ′N+1keˆ
−
∅ =
∑
q≥0
γq
∑
k∈Iq
[m,N]
q∑
n=0
∑
(i,j)∈dp(k)
eˆ−
i
I ′nj1 (i) j1
· · · I ′njp (i) jp
=
∑
n≥0
γn
∑
p≥0
∑
k∈In+p
[m,N]
∑
(i,j)∈dp(k)
eˆ−
i
(
γI ′nj1 (i) j1
)
· · ·
(
γI ′njp(i) jp
)
,
(we have substituted n = q − p) and we settle the lemma by combining the summation over k
with the summation over (i, j), noting that in = kn+p is equivalent to in > jp.
Given n = 0, . . . , N , fix i ∈ In[1,N ]. We may split i into subtuples of consecutive runs; e.g. the
consecutive runs of the tuple (1, 3, 4, 5, 7, 8) are the tuples (1), (3, 4, 5) and (7, 8). We will denote
the number of consecutive runs by l(i). An entry ir is termed an initial entry or a terminal
entry if ir− 1 or ir+1 6= im for any m, respectively; in other words if ir is the first or last entry
of a consecutive run of i, respectively. We denote by (σ1(i), . . . , σl(i)(i)) the ordered subtuple of
i consisting of its initial entries, and by (τ1(i), . . . , τl(i)(i)) the ordered subtuple of i consisting
of its terminal entries. We have σk(i) ≤ τk(i) for k = 1, . . . , l(i) and τk(i) < σk+1(i) − 1 for
k = 1, . . . , l(i) − 1. Note that for j 6= ik, j < in, nj(i) is an initial entry of i. If it is clear
from the context what i is, we will not specify this in the notation. For example, let N = 10
and i = (2, 4, 5, 6, 9, 10). Then l = 3, (σ1, σ2, σ3) = (2, 4, 9) and (τ1, τ2, τ3) = (2, 6, 10). For
j = 1, 3, 7, 8 we have nj(i) = 2, 4, 9, 9.
Lemma B.4. Let m = 1, . . . , N + 1, n = 0, . . . , N and i ∈ In[m,N ]. On sN · · · smRN+1+ we have
∑
p≥0
∑
j∈I
p
[m,in)
∀r,s: ir 6=js
(
γI ′nj1 j1
)
· · ·
(
γI ′njp jp
)
=
l∏
k=1
(
1 + γI ′σk τk−1+1
)
· · ·
(
1 + γI ′σk σk−1
)
,
where τ0 = m−1. In the case that σ1 = m, the (k = 1)-factor in the product over k is understood
to equal 1. Hence,
P
γ
(N+1)eˆ
−
i =
∑
n≥0
γn
∑
i∈In
[m,N]
eˆ−i
l(i)∏
k=1
(
1 + γI ′σk(i) τk−1(i)+1
)
· · ·
(
1 + γI ′σk(i)σk(i)−1
)
.
Proof. The idea is to place the different entries of j in different “bins” determined by the l
consecutive runs in i; this means in each bin the entry njp is the same, namely σk. This yields
the first formula. By virtue of Lemma B.3 the expression for P γ(N+1)eˆ
−
∅ follows.
Lemma B.5. Let m = 1, . . . , N + 1, n = 0, . . . , N and i ∈ In[m,N ]. With the same notations as
in Lemma B.4, on sN · · · smRN+1+ we have
eˆ−i = eˆ
−
i
σ1∑
m1=τ0+1
· · ·
σl∑
ml=τl−1+1
θ1 ...m−1
(
l∏
k=1
θτk−1 ...mk−1σkmk ... σk−1σk+1 ... τk
)
θτl ... N .
Proof. Due to the step operator θN+1 i incorporated in eˆ
−
i the function acted upon by eˆ
−
i vanishes
in certain alcoves. By definition, eˆ−i introduces n integrations whose variables y1, . . . , yn replace
the xi1 , . . . , xin in the argument of the function acted upon, and are bounded by xil−1 > yl > xil
for l = 1, . . . , n. The intervals over which the yl run can be split up into intervals bounded by
neighbouring xj .
27
Lemma B.6. Let m = 1, . . . , N + 1, n = 0, . . . , N and i ∈ In[m,N ]. With the same notations as
in Lemma B.4, on sN · · · smRN+1+ we have
eˆ−i P
γ
(N) = eˆ
−
i
σ1∑
m1=τ0+1
· · ·
σl∑
ml=τl−1+1
l∏
k=1
θτk−1 ...mk−1σkmk ... σk−1(1 + γIσkmk) · · · (1 + γIσk σk−1).
Proof. We remark that the product of θ-operators in Lemma B.5 defines precisely one alcove,
given by the inequality
x1>. . .>xm−1>. . .>xm1−1>xσ1>xm1>. . .>x̂σ1>. . .>xτ1>
>. . .>xm2−1>xσ2>xm2>. . .>x̂σ2>. . .>xτ2>
...
>. . .>xml−1>xσl>xml>. . .>x̂σl>. . .>xτl>. . .>xN ,
i.e. the alcove
RNm1 ···ml(i) :=
(
l∏
k=1
sσk−1 · · · smk
)
RN+ ;
Note that since τk−1 < mk ≤ σk, for different values of k the cycles sσk−1 · · · smk commute, so
the order of the product over k is immaterial. Using this commutativity, on RNm1 ···ml(i) we have
P
γ
(N) =
(
l∏
k=1
sσk−1 · · · smk
)(
l∏
k=1
s
γ
σk−1
· · · sγmk
)−1
=
l∏
k=1
sσk−1 · · · smksγmk · · · sγσk−1.
Using (25) we obtain the lemma.
Lemma B.7. Let m = 1, . . . , N + 1, n = 0, . . . , N and i ∈ In[m,N ]. With the same notations as
in Lemma B.4, on sN · · · smRN+1+ we have
eˆ−
i
P
γ
(N) = eˆ
−
i
l∏
k=1
(1 + γI ′σk τk−1+1) · · · (1 + γI ′σk σk−1)
and hence
b−P
γ
(N) =
∑
n≥0
γn
∑
i∈in
[m,N]
eˆ−
i
l(i)∏
k=1
(1 + γI ′σk(i) τk−1(i)+1) · · · (1 + γI ′σk(i)σk(i)−1).
Proof. By combining the step operators in Lemma B.6 for different values of m1, . . . ,ml.
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