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ABSTRACT 
Modeling of the built environment is used in a variety of engineering analysis 
scenarios. Significant applications include monitoring of construction work in progress, 
quality control of on-site assemblies, building energy diagnostics, and structural 
integrity evaluation. The modeling process mainly consists of three sequential steps: 
data collection, modeling, and analysis. In current practice, these steps are performed 
manually which are time-consuming, prohibitively expensive, and prone to errors. 
While the analysis stage is fairly quick, taking several hours to complete, data collection 
and modeling can be the bottlenecks of the process: the first can spread over a few days, 
and the latter can span over multiple weeks or even months. In consequence, the 
applicability of as-built modeling has been traditionally restricted to high latency 
analysis, where the model need not be updated frequently. In fast changing 
environments such as construction sites, due to the difficulty in rapidly updating 3D 
models, model-based assessment methods for purposes such as progress or quality 
monitoring have had very limited applications. There is a need for a low-cost, reliable, 
and automated method for as-built modeling. This method should quickly generate and 
update accurate and complete semantically-rich models in a master format that is 
translatable to any engineering scenario and can be widely applied across all 
construction projects. To address these limitations, recent research efforts have focused 
on developing methods to (1) segment point cloud models at user’s desired level of 
abstraction; and (2) fit surface topologies such as NURBS into the segmented point 
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clouds. While these methods exhibit flexibility in accounting for the user desired level 
of abstraction, yet they still result in over segmentation. Even if properly segmented, 
there is still a need to merge several segmented point clouds to create continuous surface 
models. The geometrical labels can also be used to better populate the scene with 
distinct surface objects based on the segmented subsets. To address current needs, this 
thesis focused on automatically labeling each segmented point cloud based on their 
geometrical properties as wall, floor, ceiling, and pipe, and fits in cylindrical and planar 
surfaces into the labeled point cloud models. To do so, the method detects and 
characterizes various types of geometrical features for each segment (e.g. density of the 
point cloud segment, curvature, height distributions, etc.) and infers their geometrical 
labels (wall, floor, ceiling, and pipe) using multiple one-vs.-all discriminative machine 
learning classifiers. Next, the most appropriate type of surface is fitted into the point 
cloud segments. The experiment results from applying the introduced method on real 
world point clouds – with an average accuracy of 89% in geometrical labeling – show 
promise in defining the relationship among segments, improve the accuracy of 
segmentation process, and can ultimately assist with populating the scene with distinct 
surface objects based on the segmented subsets. 
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CHAPTER 1                                          
INTRODUCTION 
Modeling of the built environment is used by the Architecture/ Engineering/ 
Construction and Owner (AEC/O) industry in a variety of engineering analysis 
scenarios. Significant applications include monitoring of work in progress on 
construction sites (Golparvar-Fard et al. 2009), quality control of fabrication and on-
site assemblies (Bryde et al. 2013), building energy diagnostics (Bazjanac 2008), and 
structural integrity evaluation (Hajian and Brandow 2012). The modeling process 
mainly consists of three sequential steps: data collection, modeling, and analysis. In 
current practice, these steps are performed manually by surveyors, designers, and 
engineers. Such manual tasks can be time-consuming, prohibitively expensive, and 
prone to errors. While the analysis stage is fairly quick, taking several hours to complete, 
data collection and modeling can be the bottlenecks of the process: the first can spread 
over a few days, and the latter can span over multiple weeks or even months. In 
consequence, the applicability of as-built modeling has been traditionally restricted to 
high latency analysis, where the model need not be updated frequently. In fast changing 
environments such as construction sites, due to the difficulty in rapidly updating 3D 
models, model-based assessment methods for purposes such as progress or quality 
monitoring have had very limited applications. There is a need for a low-cost, reliable, 
and automated method for as-built modeling. This method should quickly generate and 
update accurate and complete semantically-rich models in a master format that is 
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translatable to any engineering scenario and can be widely applied across all 
construction projects.  
 
 
Figure 1: Scan2BIM Process– Segmenting point cloud models and fitting parametric 
surfaces to them 
 
To address these limitations, recent research efforts have focused on developing 
methods to (1) segment point cloud models at user’s desired level of abstraction; and 
(2) fit surface topologies such as NURBS into the segmented point clouds (see Figure 
1). While these methods exhibit flexibility in accounting for the user desired level of 
abstraction, yet they still result in over segmentation. Even if properly segmented, there 
is still a need to merge several segmented point cloud to create continuous surface 
models. The geometrical labels can also be used to better populate the scene with 
distinct surface objects based on the segmented subsets. Dimitrov and Golparvar-Fard 
(2015) addresses the main challenge to the following: 
 Density: Point clouds exhibit locally variable densities based on surface 
orientation and distance from the capture device. The density will increases 
when several scans are overlapped. Occlusions from surface irregularities and 
adjacent objects also produce regions with missing data. Figure 2 shows the 
different of point density.  
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Figure 2: A map of the density of the points in the scene (blue for high, green for 
low). (Left) Density variations of a raw point cloud due to occlusions and registration 
of multiple scans. (Right) A more uniform density after sub-sampling does not 
completely eliminate variations (Source: Dimitrov and Golparvar-Fard 2015) 
 
 Surface Roughness: In construction site, the surface could change from 
smooth (steel) to rough (concrete), therefore, it is difficult to determine the 
level of noise (Figure 3.a). 
 Curvature: A surface in construction site could be flat, single curved, double 
curved, which would make the boundary hard to detect (Figure 3.b). 
 
  
Figure 3: (a) A map of an estimated noise level (lowest eigenvalue from local 
principal component analysis); (b) Example of different surface curvature 
 
 Clutter and Occlusion: A small object in a scene represented by a few 
points would make feature estimation difficult. A large object in a scene will 
Original point cloud density map Sub-sampled point cloud density map 
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occlude objects behind them, which produces disjointed descriptions of the 
background surfaces (Figure 4) 
 Missing or Erroneous Data: Transparent and very reflective surfaces will 
produce unpredictable data during data collection, such as windows and 
mirrors. They always have no point associated to them, or they are placed at 
false location. 
 
Figure 4: A scene can be made up of multiple objects in close proximity, making 
feature detection difficult 
 
To address these gaps, this thesis focuses on automatically labeling each segment 
based on their geometrical properties as wall, floor, ceiling and pipe. More specifically, 
the introduced method detects and characterizes various types of geometrical features 
for each segment (e.g. density of the point cloud segment, curvature, and height 
distributions) and infers the geometrical types (wall, floor, ceiling and pipe) using 
multiple one-vs.-all discriminative machine learning classifiers. Detailed experiments 
are conducted on real world point cloud model to thoroughly assess the performance of 
the method. Hence, the contribution of the method introduced in this thesis are primarily 
in two areas: first, it provides geometrical information about each segment and 
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characterizes the relationship of the segment with other segments; second, it improves 
the accuracy of segmentation by grouping over segmented parts with similar 
geometrical characteristics. Figure 5 shows two examples on outcome of the introduced 
method. The following describes the specific objective and the overall structure of this 
thesis: 
 
 
a. original point cloud  b. labeled point cloud  c. original point cloud    d. labeled point cloud 
Figure 5: The method introduced in this thesis treats a segmented point cloud as an 
input and automatically labels them based on their geometrical characteristics 
 
1.1 Research Objective 
The objective of this research is to create and validate a method that takes in 
segmented point cloud models as input and automatically provides geometrical labels 
such as wall, pipe, ceiling, and floor, and fits the most appropriate surfaces into them. 
A new dataset of segmented point cloud models together with their ground truth labels 
are also introduced which can be used for benchmarking and assessing the performance 
of future algorithmic developments. 
The significance of the developed method are the following: (1) it addresses the 
problem of over segmentation in current method that segment point cloud data; (2) it 
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provides an opportunity to merge several segmented point cloud to create continuous 
surface models; and (3) it allows the geometrical labels to assist with better populating 
the scene with distinct surface objects based on the segmented subsets. 
1.2 Structure of Thesis 
Section 2 of this thesis provides an overview of all related work in the literature 
and their corresponding limitations. Section 3 provides the overview of the overall 
method and theoretical details of each step in the algorithm. In section 4, the result of 
the labeling algorithm is presented and serval metrics are introduced that are used to 
compare the output with the ground truth. Section 5 provides conclusion and discussion 
on future work.  
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CHAPTER 2                                                  
RELATED WORK 
In the Architecture/ Engineering/ Construction and Facility Management 
(AEC/FM) domain, several projects have focused on streamlining the process of 
collecting, analyzing, and generating as-built Building Information Models (BIM) (e.g., 
Bosché et al. 2014; Dore and Murphy 2014; Jung et al. 2014; Tzedaki and Kamara 2013; 
Volk et al. 2014). The Scan2BIM pipeline can be broadly seen from these perspectives: 
(1) a pipeline of segmentation and then surface fitting (Dimitrov and Golparvar-Fard 
2014a; b; Dore and Murphy 2014) and (2) a pipeline of segmentation, labeling, and 
then surface fitting (Jung et al. 2014). A detail survey on these pipelines is presented in 
(Tang et al. 2010a). 
Segmentation is the first step in the BIM modeling process and has gained 
significant attention over the past few years. A detailed description of several 
segmentation methods could be found in (Tang et al. 2010b). One important type of 
segmentation methods is Feature based method. In (Son et al. 2013), a segmentation 
method is introduced based on curvature computation. The method still requires a lot 
of careful fine tuning of input and still results in over-segmentation in areas where 
building systems and architectural/structural components are in close proximity of one 
another. Rabbani et al. (2006) uses smoothness constraint – instead of curvature, which 
is able to find the smoothly connected areas. However this method requires several 
intuitive parameters. Among other researchers (Dey et al. 2005; Huang and Menq 2001; 
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Kalogerakis et al. 2009; Klasing et al. 2009), point normal and curvature are the most 
popular features for segmentation process. These methods also rely on the continuity 
of the point cloud and can be categorized as: 
(1) Surface based methods. For example, (Zhang et al. 2013) presents an algorithm 
to segment point cloud based on the surface primitives. (Deschaud and Goulette 
2010) introduces a method to detect planes using filtered normal and voxel 
growing. However, both of these methods rely on a priori information from the 
point cloud. They typically perform well only when the a priori knowledge is 
available.  
(2) Region growing methods which are classification based. A classification 
method based on a combination of edge and node is developed in (Kamali et 
al. 2011). The method labels a point cloud into curvilinear, surface-like, and 
noise. Golovinskiy et al. (2009) presents an object recognition method through 
four steps: locating, segmenting, characterizing, and classifying. These 
methods provide an efficient method to segment point cloud with labels 
attached. However, they also share the common limitation: the accuracy will 
decrease and computational time will increase when the number of different 
categories increases. (Dimitrov and Golparvar-Fard 2015) is a more recent 
example which treats the user input as a locally adoptive threshold, identifies 
seeds based on a new feature called surface roughness which is captured at 
multiple scales to account for local context and grows the seeds to full point 
cloud segments. The experimental results from applying this method show that 
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when building systems (Mechanical/Electrical and plumbing components 
together with Architectural/Structural systems) are in close proximity of one 
another works well, though still generates over segmentations and exhibits 
room for improvement. 
To improve the accuracy of segmentation and efficiently fit surface to the 
segmented point clouds, a labeling process should be adopted to characterize surfaces 
based on their geometrical or semantic appearance features. These methods can be 
categorized in two groups:  
(1) Object recognition. Early in 1980s, Fischler and Bolles (1981) developed a 
RANSAC algorithm to find the best match between the data and the predefined 
model. However, this method is difficult to use in construction point cloud data 
because of the complicated nature of the point clouds and the difficulty of using 
multiple predefined model templates for fitting purposes. Kazhdan et al. (2003) 
introduced a rotation invariant method to detect object classes, which could 
deal with the shape variations. Although it could replace objects with object 
classes, it still produces good results for construction related point cloud 
datasets, considering the large amount of objects and difficulty of fitting one 
continuous surface to all of them (main underlying assumption of the Poisson 
Reconstruction method) 
(2) Context recognition. Cantzler (2003) presents a modeling method using 
constraint relationships. They extract planes and lines from the data and 
automatically discover the relationship among these planes and lines 
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(orthogonality and parallel). Xiong et al. (2013a) develops a planar surface 
modeling method. They first detect planar patch and use the relationship 
(orthogonal, parallel, adjacent and coplanar) between each other to predict the 
label of each segment. However, these two methods are limited to planar 
surfaces and have not been tested for recognizing curved surfaces.  
 Surface fitting process typically follows the labeling process or could be directly 
applied to the outcome of the segmentation. For the surface fitting method, several 
researchers have studied the method of reconstruct the building (Budroni and Boehm 
2010; Radopoulou et al. 2012; Valero et al. 2011; Xiong et al. 2013b; Yang and Shi 
2014). The methods primarily follow hand-coded rules, and hence could not be directly 
applied to all various types of point cloud segments. Currently, the most popular surface 
fitting method is Non-Uniform Rational Basis Spline (NURBS). Chouychai (2015) 
introduces this method in detail. Given a set of point cloud segments, fitting a NURBS 
surface could be considered as a task to solve for positions of control points (Piegl and 
Tiller 1997). The main challenge is how to find the appropriate parameters for the input 
point cloud segments. Several resolutions have been proposed to address this challenge. 
Liu et al. (2006) develops the method to measure 3D point cloud data in the presence 
of constraints, and utilizes these constraints to find the relations between segments, such 
as parallelism and orthogonality. Bo et al. (2012) utilizes a simple surface to be the 
initial guess, and projects points onto the initial surface to estimate the parameters. The 
limitation of these methods is that the initial guess should be performed by users. It will 
be a difficult task for non-professional users. In addition, these methods are not suitable 
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for planar surface, because it does not fold on itself. For planar surface, Weiss et al. 
(2002) develops a fitting strategy based on a good initial parametrization and is able to 
refine parameters by iteratively addition of control points. If assuming the point cloud 
is completed, cross section (Xie et al. 2012) could be used in the fitting process, which 
would lead to appropriate parameters. Both of these methods are limited by the initial 
assumption. A comprehensive list of metrics for benchmarking performance of NURBS 
fitting algorithm could be found in (Dimitrov and Golparvar-Fard 2014b) . In addition, 
all of aforementioned NURBS surface fitting methods are highly related to the number 
of points in point cloud data. A larger number of points makes the estimations more 
accurate, but it also requires more computational time.  
In this thesis, the surface fitting is also performed after labeling and classification 
of the point cloud segments, which means the category of each segment is known when 
the surface is fitted to them. Therefore it is possible to fit a solid geometry directly. 
Rabbani and van den Heuvel (2004) uses constructive solid geometry tree to reconstruct 
models, which could be converted to a triangular mesh. In (Zhao Jibin et al. 2006), they 
convert the unordered point clouds to ordered array points and fit a smooth surface to 
the point cloud. The limitation of these methods lies on the computation time, they need 
to go through each point, which is a heavy work. 
 Among all these related works, (Xiong et al. 2013a) is the most similar to this 
thesis. However their method is limited to the planar surface, and is not able to detect 
and label curved surfaces (e.g. pipes). Our method extend the labeling process to the 
main curvature surface in most buildings – Mechanical/ Electrical / Plumbing and Fire 
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Protection components. The significance of the developed method are the following: 
(1) it addresses the problem of over segmentation in current method that segment point 
cloud data; (2) it provides an opportunity to merge several segmented point cloud to 
create continuous surface models; and (3) it allows the geometrical labels to assist with 
better populating the scene with distinct surface objects based on the segmented subsets. 
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CHAPTER 3                                                    
METHOD 
3.1 Overview 
 The point cloud to surface fitting presented in this thesis starts with (Dimitrov and 
Golparvar-Fard 2015)’s method for segmentation of point clouds at a given desired 
level of abstraction. The method requires one parameter to be set by the user, the radius 
of interest for modeling abstraction. This input is treated as a locally adaptive threshold 
to account for local context. Starting with a pre-processing step that subsamples the 
point cloud, a multi-scale feature detection is conducted using the user input as a soft 
upper bound to describe surface roughness and curvature around each 3D point. Each 
segment starts by finding one seed point based on surface roughness and is then grown 
by incrementally adding new points to it. The outcome of this process is a set of 
segmented point cloud models which will be an input for surface fitting. Figure 6 
provides an overview of the method. More details can be found in (Dimitrov and 
Golparvar-Fard 2015). 
 
Figure 6: Overview of segmentation method 
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 The labeling algorithm takes a segmented point cloud ( 𝑃 ) as input, extracts 
geometrical features for each segment, and outputs geometrical labels, such as wall, 
floor, pipe and ceiling, for each segment. The overall process is demonstrated in Figure 
7 and can be divided into two independent but related steps: feature detection and 
training and testing label inference models. In the first step, the point cloud segment is 
characterized based on a probabilistic representation of three categories of geometrical 
properties: point cloud dimensional ratio, height and curvature. This will be explained 
in the following section. In the next step, the proposed algorithm infers the geometrical 
labels (wall, ceiling, floor, and pipe) in new datasets based on the training of 
discriminative classifier. To do so, one-vs.-all Support Vector Machine (SVM) 
classifiers are used to detect where or not a label best presents the segment of interest. 
Considering this is a multi-class classification problem (four labels), a “one-vs-all” 
scheme is used for these classifiers to train the model and infer the most appropriate 
label based on the highest score returned from the classifier. The algorithm is shown in 
Algorithm 1. To make the algorithm clear, it is necessary to define several notations: 𝑅 
– feature ratio, 𝐶 – feature Curvature, 𝐻 – feature height, and 𝑃𝐿 – Predicted label. 
 
a. Original point cloud         b. Segmented point cloud       c. Labelled point cloud 
Figure 7: Point cloud labeling process 
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Algorithm 1 Segments labeling 
Input: Segments & ground truth label (GL) 
Output: Labeled segments 
1: Estimate feature 𝑅: 3 dimension 
2: Estimate feature 𝐶: 101 dimension 
3: Estimate feature 𝐻: 101 dimension 
4: for 𝑖 = 1 →  4 do 
5:    if label of segment j 𝐺𝐿𝑗  ≠  𝑖 then 
6:        𝐺𝐿𝑗  ← 0 
7:    end if 
8:    𝑀𝑜𝑑𝑒𝑙𝑖  ← 𝑡𝑟𝑎𝑖𝑛 𝑐𝑙𝑎𝑠𝑠𝑓𝑖𝑒𝑟 𝑖 𝑤𝑖𝑡ℎ 𝑅, 𝐶, 𝐻, 𝐺𝐿 
9:    𝑃𝐿 ← 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑙𝑎𝑏𝑒𝑙𝑠 𝑤𝑖𝑡ℎ 𝑀𝑜𝑑𝑒𝑙𝑖 
10: end for 
11: For each segment 𝑗, select the highest score label 
12: Evaluation 
 
3.2 Feature Detection 
To classify the segmented point cloud, it is necessary to find the unique features of 
each type. Four categories of features are used in this work in a probabilistic 
representation form to characterize the point cloud segments– curvature, height, size 
ratio and density. These features and the methods used to detect and describe them are 
discussed in the following subsections. 
 
3.2.1 Curvature 
Curvature is a unique feature in our geometrical description space. This is because 
among all categories we consider (walls, ceilings, floors, and pipes), pipes typically 
exhibit more curvatures and other types or segments have very minimal curvature 
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properties (even in curved walls, the curvature is distributed over a longer distance 
which allows us to differentiate it from the pipes and compound pipes.  
The curvature estimation process of each point is implemented by applying the 
multi-scale feature detection algorithm of (Dimitrov and Golparvar-Fard 2014a). The 
curvature estimation process is based on a neighborhood (within distance 𝑟) of one 
point. All the points (the point and its neighborhood) are projected into the 𝑅2 
subspace. Then a sphere is fitted to these points using least square method, and the 
curvature is calculated from this sphere. Given the curvature of each point, the curvature 
feature (𝐶) could be created. 𝐶 contains the curvature of points in each segment (101 
dimensional feature descriptor). As shown in the Figure 8, the curvature of pipe is larger 
than the curvature of the planar surfaces. Therefore, theoretically curvature is a strong 
geometrical property which could be used in a probabilistic form to differentiate pipes 
from other planar and even non-planar segments. 
 
Figure 8: Distribution of curvature in a point cloud models which exhibits part of a 
ceiling and contains several surfaces with different planar geometries together with 
several pipes and compound pipes 
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3.2.2 Height 
Height is another critical feature. For example, ceiling components in any point 
cloud that are in the Euclidean coordinate system will have the highest elevations. Same 
applies to floors as segments corresponding to them typically have the lowest elevations. 
Walls also show a uniform distribution in a height histogram representation. To better 
compare height and height distributions across all points with different point cloud 
segments, the height of each point is normalized from 0 to 1, 0 being the lowest 
elevation among all points and 1 being the highest elevation. Hence, the height is 
captured and represented in form of a histogram of heights (H) which is also a 101 
dimensional feature descriptor. This histogram captures the frequency of various height 
at a 101 step level granularity. Figure 9 presents the height distribution for the same 
point cloud model that was showed in Figure 8. 
 
Figure 9: Distribution of height 
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3.2.3 Size ratio 
The next feature in our description space is the ratio of the segment size – 
𝑑𝑥/𝑑𝑦, 𝑑𝑥/𝑑𝑧, and 𝑑𝑦/𝑑𝑧. The size of each segment is captured and characterized in 
form of a 3 dimensional feature descriptor. This feature combines size information with 
location information, which is demonstrated in Figure 10. For instance, wall is a large 
vertical surface, which means 𝑑𝑥  (or 𝑑𝑦 ) is much smaller than 𝑑𝑧  (𝑑𝑥 ≪ 𝑑𝑧 ). 
Consequently, 𝑑𝑥/𝑑𝑧 ≈ 0. As mentioned in the height distribution discussions, in this 
thesis, it is assumed that the input point cloud is also transformed into Euclidean 
coordinate system. Therefore the normal of each plane is perpendicular to each axis (x, 
y or z). In this way, 𝑑𝑥 (𝑑𝑦 or 𝑑𝑧) will exactly represent each one-dimensional size 
of the segments. 
 
Figure 10: Example of ratio distribution and how the ratios are captured in our work 
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Figure 11: Examples of density distribution in different point cloud segmentation; (a) 
example walls; (b) example ceiling and floor components; and (c) example walls 
a. 𝑥 − 𝑦 plane density 
b. 𝑥 − 𝑧 plane density 
c. 𝑦 − 𝑧 plane density 
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3.2.4 Density 
The last feature considered in this thesis is the projected density of points. When 
the point cloud model is projected to the 𝑥 − 𝑦 plane (𝑧 value representing the height), 
the vertical wall will have the highest density. When the point is projected to the 𝑦 − 𝑧 
or 𝑥 − 𝑧 plane, ceiling, floor and walls perpendicular to the plane will have the highest 
density. Figure 11 demonstrates the result when the point cloud is projected to different 
planes. The original point cloud is shown in Figure 13.a. Figure 11.a shows the x-y 
density, Figure 11.b is the x-z density, and y-z density is presented in Figure 11.c. 
According to these figures, the surface that is perpendicular the corresponding plane 
has a higher density than others. This feature is a 2-D feature while other features are 
1-D feature. In the experiment, this feature will make the result worse, therefore it is 
not included in the final model. 
 
3.3 Training and Testing Label Inference Models 
All features presented in the previous sections are casted into histogram 
representation to describe each feature in a more probabilistic manner. Because of the 
multi-class classification problem, we select “one-vs-all” scheme to train the label of 
each segment and infer the labels based on the highest score from all classifiers. That 
is, there are four classifiers, and each classifier would predict the segment either with 
positive or negative scores. Therefore each segment will get four predicted labels, and 
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the best one with the highest score is selected as the final result. In the first step, the 
training stage will take the aforementioned features and ground truth label database as 
input. In each training stage, only one label is regarded as positive and all other three 
labels will considered as negative. In the predicting stage, the features and point clouds 
(P) are the input. The algorithm will output the predicted labels as well as the score 
associated with the corresponding inferred label. 
 
3.4 Overview of the Geometrical Surface Fitting Method  
Up to this step, the geometrical labels are already assigned to each segment. Next, 
we fit the most representative geometrical surface into each segment. This process is 
conducted using two different procedures: one accounting for pipe fitting by identifying 
their centerline and radius (Algorithm 2), and the other accounting for planar surfaces 
(Algorithm 3), including walls, ceilings and floors. The details of both algorithms are 
provided in the following section. 
Algorithm 2 Curving surface fitting 
Input: Labeled segments (pipes) 
Output: Solid geometries 
1: Load standard pipe radius (𝑆𝑅) 
2: 𝐶𝐿 ← Find centerline of the input pipe 
3: 𝐸𝐿 ← Find elbow of the input pipe 
4: 𝑅 ← Find radius of the input pipe 
5: 𝑇𝑅 ← Compare with the standard radius list, get 
the true radius 
6: 𝐶𝐸 ← Center to end distance of elbow according 
to radius 
7: Fit solid geometries 
8: Optimization 
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Algorithm 3 Planar surface fitting 
Input: Labeled segments (planes) 
Output: Solid geometries 
1: 𝐵𝐼 ← Empty binary image 
2: Project the input segments on the BI 
3: if 𝑣𝑜𝑥𝑒𝑙𝑖𝑗 is occupied then 
4:     𝐵𝐼𝑖𝑗 = 1 
5: Else 
6:     𝐵𝐼𝑖𝑗 = 0 
7: end if 
8: Display results 
 
3.4.1 Curving Surface fitting 
The curving surface fitting method starts from finding centerline (𝐶𝐿) (Dimitrov 
and Golparvar-Fard 2014b), radius (𝑅) and elbow (𝐸𝐿) in each pipe. In the centerline 
estimation process of a labeled pipe segment, the first step is to find a set of cylinders 
in the point cloud. It starts from finding a seed, which has the lowest curvature estimated 
in the aforementioned step. Based on the curvature feature, a cylinder could be 
estimated. Then the neighbor of this seed would be calculated using a 𝑘 − 𝑑  tree 
structure. A point in this neighbor would be added if its distance to the current cylinder 
axis (𝐴𝐶) is less than a threshold: 
 
(𝑑𝑎𝑥𝑖𝑠
𝑖 − 𝑅𝑐𝑦) < 2𝐶𝑅 𝑎𝑛𝑑 cos(𝑛𝑝𝑖 , 𝐴𝐶) < 0.3      (1) 
 
where 𝑑𝑎𝑥𝑖𝑠
𝑖  is the distance from point 𝑖  to 𝐴𝐶 , 𝑅𝑐𝑦  is the radius of the current 
cylinder, 𝐶𝑅 is roughness of the current cylinder, and 𝑛𝑝𝑖 is the normal of point 𝑖. 
By repeating the above steps for each point cloud segment, we identify multiple 
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cylindrical components and from these, the centerlines can be extracted. Once the 
centerline is known, we can then estimate the cylinder radius estimation and locate the 
elbow components. Next, we compare 𝑅 with radius in the standard industry pipe 
radius list (𝑆𝑅), and select the closest one (true radius 𝑇𝑅) to replace the estimated 𝑅. 
Another value get from 𝑆𝑅 is the center to end (𝐶𝐸) distance (for elbow) according to 
the radius selected above. Table 1 represents an example of the standard industry pipe 
list which has been used in this study. Given all these information – 𝐶𝐿, 𝑇𝑅, 𝐸𝐿, 𝐶𝐸 – 
fitting solid cylindrical surfaces into the pipe segments is straightforward. 
 
Table 1: An example of a standard industry pipe list which is used for cylindrical pipe 
fitting purposes 
Nominal 
size 
O.D. 
(mm) 
Center to end 
90 degree 45 degree 
1/2 21.3 38 16 
3/4 26.7 38 19 
1 33.4 38 22 
1 1/4 42.2 48 25 
1 1/2 48.3 57 29 
2 60.3 76 35 
2 1/2 73 95 44 
3 88.9 114 51 
3 1/2 101.6 133 57 
…… …… …… …… 
 
3.4.2 Planar Surface fitting 
The planar surface fitting is implemented by projecting the input segment (𝑃) onto 
the parallel binary image (𝐵𝐼). The voxel size of the binary image is 
𝑠𝑖𝑧𝑒 𝑜𝑓 𝑝
𝑛
 (in our 
experiment, we use 𝑛 = 50). If the 𝑣𝑜𝑥𝑒𝑙𝑖𝑗 is the occupied by at least one point, then 
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the value of 𝐵𝐼𝑖𝑗 is 1, otherwise the value of 𝐵𝐼𝑖𝑗 is 0. 
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CHAPTER 4                                                    
EXPERIMENTS AND DISCUSSIONS 
4.1 Experimental Setup and Datasets 
The dataset for validating the method proposed in Section 3 comes six segmented 
point cloud models which has already been pre-processed and segmented based on the 
multi-scale feature detection and region growing algorithm of (Dimitrov and 
Golparvar-fard 2014). These point cloud models are denoted as 𝑀 =
{𝑀1, 𝑀2, … … , 𝑀6}. Table 2 shows detail information about these six models. 
 
Table 2. Experimental dataset of building point clouds 
Model Description Curvature Roughness 
Clutter / 
Occlusion 
Dimension 
(m) 
M1 
Interior, Multiple 
Scans 
Planar to High 
Curvature 
Medium, 
uniform 
High 18 × 12 × 5 
M2 
Interior, Multiple 
Scans 
Planar to High 
Curvature 
Medium, 
uniform 
High 16 × 5 × 5 
M3 
Interior, Multiple 
Scans 
Planar to High 
Curvature 
Medium, 
uniform 
Medium 13 × 12 × 4 
M4 
Interior, Multiple 
Scans 
Planar to High 
Curvature 
Medium, 
uniform 
Medium 18 × 10 × 4 
M5 
Interior, Multiple 
Scans 
Planar to High 
Curvature 
Medium, 
uniform 
Medium 21 × 12 × 4 
M6 
Interior, Multiple 
Scans 
Planar to High 
Curvature 
Medium, 
uniform 
Medium 17 × 10 × 4 
 
The original point cloud of each model is presented in Figures 12 to 17. We 
manually attached labels to these segmented models to create ground truth that could 
be used for validation purposes. Table 3 shows the total number of segments in each 
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point cloud model. 
 
Table 3: The Datasets used for experiments and validation 
 Model1 Model2 Model3 Model4 Model5 Model6 Total 
Wall 29 51 186 66 410 228 970 
Ceiling 1 2 25 103 168 72 371 
Floor 1 1 7 125 23 4 161 
Pipe 33 103 271 390 515 145 1457 
Total 64 157 489 684 1116 449 2959 
 
4.2 Validation Metrics 
 The performance measure of our algorithm is derived from the ability to classify 
and label the geometry associated with the segmented point cloud. We define the proper 
description of the difference between the predicted category of point clouds and ground 
truth. Given predicted segment categories of entire model 𝑃 = {𝑝1, 𝑝2, … … , 𝑝𝑛 } and 
ground truth 𝐺 =  {𝑔1, 𝑔2, … … , 𝑔𝑛 }, we use: True Positive rate (𝛼), False Positive rate 
(𝛽) and False Negative rate (𝛾).  
We define a test model 𝑀𝑖 with hundreds of segments (𝑠𝑗), which contains at least 
χ points (In our experiment, we use 𝜒 = 150). The performance of our algorithm in 
𝑀𝑖 is measured by the segments classified correctly (𝛼) and the segments classified 
incorrectly (𝛽, 𝛾), where α represents the True Positive rate, 𝛽 is the False Positive 
rate and 𝛾 is the False Negative rate.  
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4.3 Classification and Labeling Results 
The performance of our classification and labeling method for the six point cloud 
models is presented in Table 4, and the labeled point cloud models are visualized in 
Figures 12 to 17. The second column in Table 4 represents the accuracy of classification 
results. The average accuracy over all six models is 89.4%. The point-based error is 
shown in the third and fourth column, which is defined as: 𝑒𝑟𝑟𝑜𝑟 = 𝑁𝑒/𝑁, where 𝑁𝑒 
is the number of points that is misclassified, and N is the number of entire point cloud. 
The last row is average accuracy and error. According to Table 3, the main error is 𝛽, 
which means the misclassification concentrates on pipes and walls. The main reason of 
having this error is that one large segment is divided into several smaller pieces during 
segmentation process. As presented in Figure 15 and 17, the floor and ceiling are 
divided into several pieces. There are three pieces in blue color in Figure 15 and one 
small piece in blue color in Figure 17. Because of over-segmentation, features become 
similar with each other. For example, if a wall is over-segmented (shown in Figure 17), 
then the height of one small piece will focus on one height level, which is similar to the 
height of pipe. In addition, because of the number of point in this small piece, the 
curvature may not be estimated correctly. Considering the above reasons, it is difficult 
to differentiate between pipe and wall. 
Figures 12 to 17 demonstrate both the original point cloud and the results. In these 
figures, the upper one is original point cloud and the other is classification result. In the 
classification results, red segments represent pipes, pink ones are ceilings, blue parts 
are walls, and green segments are floor. Some typical errors are illustrates in Figure 18 
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to Figure 20, the misclassified segment is selected by the red rectangle. In Figure 18, 
part of one pipe is regarded as wall, the floor in Figure 19 is classified as wall and the 
wall in Figure 20 is misclassified as pipe. However they consume a small portion of 
entire point cloud, and it turns out that it would not affect the final result. Figure 21 
presents the confusion matrix of six models. The diagonal line in the confusion matrix 
represents the average accuracy across each category of labels.  
 
Table 4 Classification Result 
Model 𝛼 (%) 𝛽 (%) 𝛾 (%) 
M1 87.97 12.03 0 
M2 88.82 11.18 0 
M3 94.69 3.98 1.33 
M4 90.61 8.44 0.95 
M5 81.00 16.37 2.63 
M6 93.32 5.87 0.81 
Average Performance 89.4 9.65 0.95 
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Figure12: Classification result of Model 1 
 
 
Figure13: Classification result of Model 2 
 
a. Original point cloud 
b. Labeled point cloud 
a. Original point cloud b. Labeled point cloud 
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Figure 14: Classification result of Model 3 
 
 
Figure 15: Classification result of Model 4 
 
a. Original point cloud 
b. Labeled point cloud 
a. Original point cloud 
b. Labeled point cloud 
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Figure 16: Classification result of Model 5 
 
Figure 17: Classification result of Model 6 
 
a. Original point cloud 
b. Labeled point cloud 
a. Original point cloud 
b. Labeled point cloud 
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Figure 18: Pipe is misclassified as wall 
 
 
Figure 19: Floor is misclassified as wall 
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Figure 20: wall is misclassified as pipe 
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Figure 21: Confusion Matrices on performance of surface fitting for different models 
 
4.4 Surface fitting results 
After all the segments are assigned to one of the four categories, surface fitting is 
performed. The result of surface fitting is presented in Table 5. The fourth column in 
this table demonstrates the mean distance from the point to the fitted surface. The planar 
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surface includes wall, floor and ceiling. The result for planar surface fitting in 𝑀2 is 
much better than the surface in 𝑀1. The reason is that the some planar surfaces in M1 
are not perfect planes (see Figure 12), they have a low curvature. Therefore the planar 
surface fitting method does not work for these planes. The visual result for pipe surface 
fitting is shown in Figure 22 and 23. Figure 22 demonstrates the fitting result of model 
1. This model contains some complicated compound pipes, and our method is able to 
create all the models. As presented in Figure 23, geometry of pipes in Model 2 is simple. 
It could be noticed that there are some parts of pipes missed in Model 2, which is 
selected by green rectangle. The reason is that the original point cloud is not density 
enough to detect the pipe. Figure 24 shows the surface fitting for planes. The original 
point cloud is demonstrated in Figure 24.a, and the fitted surface is presented in Figure 
24.b. According to these figures, these two planes have the same geometry, which 
means our method works for the planes. 
 
Table 5 Experimental results for surface fitting 
Model 
Surface 
type 
Number of 
element 
Distance from fitted surface 
Mean 
Stand 
Deviation 
Min 
Distance 
Max 
Distance 
M1 
Pipe 9 12.4 𝑚𝑚 9.1 𝑚𝑚 0.0 𝑚𝑚 35.7 𝑚𝑚 
planar 8 19.3 𝑚𝑚 21.8 𝑚𝑚 0.0 𝑚𝑚 84.3 𝑚𝑚 
M2 
Pipe 15 45.9 𝑚𝑚 33.3 𝑚𝑚 0.0 𝑚𝑚 95.4 𝑚𝑚 
Planar 6 5.1 𝑚𝑚 2.6 𝑚𝑚 0.0 𝑚𝑚 9.3𝑚𝑚 
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Figure 22: Pipe surface fitting for Model 1 
 
 
Figure 23: Pipe surface fitting for Model 2 
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Figure 24: Surface fitting for plane 
 
 
  
a. Original point cloud 
b. Plane Surface 
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CHAPTER 5                                                    
CONCLUSION AND FUTURE WORK 
In this paper, we presented a labeling algorithm to classify and label segmented 
point clouds based on their geometrical characteristics input wall, ceiling, floor, and 
pipe. We also presented a method to fit solid geometry surface to the labeled point cloud 
segments. The method first extracts four crucial features from input point cloud models: 
curvature, height, normal and ratio. These features are captured and represented in the 
form of histograms. Next, multiple one-vs-all discriminative Support Vector Machine 
(SVM) classifiers are trained to predict and infer labels of the input segments. Each 
classifier predicts either a positive or negative label as well as the corresponding score 
for the classification. The label with highest score would be selected as the final label. 
Based on the labelled point cloud, the method fits solid geometrical surface to each 
segment. More specifically two different types of surfaces are currently considered: 
cylindrical (pipe) and planar surface (walls, floors and ceilings). For pipes, cylinders 
are fitted according to a standard pipe list (diameters, etc.). In planar surface fitting, 
binary images are adopted to identify the boundaries of the fitted planes. Detailed 
experimental results are provided on six datasets. The performance of classification and 
labeling is evaluated using the following three metric and also using confusion matrices: 
True Positive rate (𝛼), False Positive rate (𝛽) and False Negative rate (𝛾). The final 
result shows promise in the reliable performance of our algorithm. To evaluate the 
surface fitting performance, the distance from each point in the segmented to fitted 
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surface is estimated. 
While satisfactory results are achieved, yet there is still room to improve the 
performance of our classification (more specifically increasing 𝛼 and decreasing 𝛽 
and 𝛾  respectively). One of the possible solutions would be considering context 
information. For example, the segment near a pipe should more likely to be classified 
as a pipe than other categories. In addition, much more information could be introduced 
during the process of labeling, one of them could be considering the application of 
geometry labels, such as cylindrical, vertical, horizontal components.   
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