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NASA PERT TIME I1 
by Ross C. Bainbridge and E l i zabe th  Ryan 
Lewis Research Center 1 
SUMMAHY 
The NASA PERT Time I1 program has  been produced t o  answer t h e  need f o r  a 
compiler language PERT time program. F l e x i b i l i t y ,  a d a p t a b i l i t y ,  and e f f i c i e n c y  
a r e  t h e  prime cons ide ra t ions  of t h e  NASA PERT T ime  I1 program. This program i s  
designed t o  be compatible wi th  cu r ren t  and fu tu re  data process ing  equipment con- 
f i g u r a t i o n s  i n  use throughout bo th  government and indus t ry .  It i s  a l s o  compat- 
i b l e  w i t h  va r ious  s tandards  of input /output  and i s  designed t o  c r o s s  computer 
manufacturing l i n e s .  The program can e a s i l y  be modified t o  change t h e  approach 
of ana lyz ing  PERT time networks and t h e  methods of r e p o r t i n g  t h e  r e s u l t s  of 
t h e s e  ana lyses .  The capac i ty  of t h e  program i s  i n  excess  of 30 000 
I 
~ when u t i l i z i n g  a modular technique. 
INTRODUCTION 
PERT (Program Evalua t ion  and Review Technique) t ime i s  de f ined  as a d i s c i -  
p l i n e d  management technique involv ing  computer processing. 
terms i s  given i n  appendix A . )  
t h e  va r i ab le s ,  which a r e  time and performance, of p r o j e c t  development. PERT 
g ives  t h e  p r o j e c t  manager i n s i g h t  i n t o  h i s  cur ren t  and f u t u r e  program develop- 
ment as w e l l  as p o t e n t i a l  problem a r e a s  r e l a t e d  t o  i t s  development. The t o t a l  
u se fu lness  of PERT, however, i s  e n t i r e l y  dependent on judgement and a n a l y s i s .  
1 PERT can formal ize  planning and serve as a guide t o  con t ro l ,  bu t  it cannot r e -  
p lace  good management. 
( A  g los sa ry  of 
PERT time a ids  i n  t h e  planning and c o n t r o l  of 
' 
The purpose of t h i s  r e p o r t  i s  t o  present in format ion  r e l a t i n g  t o  t h e  NASA 
PERT time program i n  F o r t r a n  I V  compiler language. 
of program development, gene ra l  a lgor i thms used or developed t o  make t h e  pro- 
gram func t iona l ,  and program systems information. The l a t t e r  i s  dzsigned t o  
g ive  computer o r i e n t e d  p r o f e s s i o n a l  and t e c h n i c a l  personnel  enough i n s i g h t  i n t o  
t h e  program func t ion ing  t o  allow f o r  maintenance as w e l l  as f u r t h e r  development 
of t h e  program. 
It inc ludes  a b r i e f  h i s t o r y  
I n  March of 1963, t h e  ve r s ion  of PERT i n  use by NASA and i t s  c o n t r a c t o r s  
was a machine language adap ta t ion  of t h e  Lockheed PERT t ime program. 
n a t i o n  of hardware and system developments i n  t h e  computer i n d u s t r y  and t h e  dis- 
advantages of maintaining a machine-coded program prompted NASA Lewis t o  pro- 
pose t h a t  a PERT program be w r i t t e n  e n t i r e l y  i n  compiler language. 
A combi- 
Some of 
1 
t h e s e  disadvantages can be summarized as follows: 
(1) The machine-coded program could be run only on one manufacturer ' s  
equipment. 
( 2 )  A g r e a t  d e a l  of t ime was be ing  spent  i n  maintaining machine-coded pro- 
grams and i n  modifying them each t ime a system change w a s  implemented. 
(3)  The adopt ion of new hardware ( s u b s t i t u t i o n  of d i s k  o r  drum f o r  t a p e s )  
by an i n s t a l l a t i o n  even without  a change of manufacturer o f t e n  r equ i r ed  exten-  
s i v e  rewr i t ing  of t h e  machine-coded programs. 
A compiler-wri t ten program would s u b s t a n t i a l l y  minimize t h e s e  problems. 
modif icat ions t o  a compiler-wri t ten program can more e a s i l y  be made by recom- 
p i l i n g  a source deck, language documentation would au tomat i ca l ly  be provided 
f o r  a l l  modif icat ions.  
Since 
NASA Lewis a l s o  proposed t h a t  t h e  PERT program be w r i t t e n  i n  FORTRAN I V  
because it i s  t h e  compiler t h a t  has been implemented by most computer manufac- 
t u r e r s ,  and it i s  t h e  compiler language most used by indus t ry  as w e l l  as govern- 
ment. 
The Lewis proposa l  w a s  accepted by NASA Headquarters i n  June of 1963. The 
program development was d iv ided  i n t o  two phases. The f i r s t  phase w a s  a f e a s i -  
b i l i t y  study i n  which a program w r i t t e n  i n  F o r t r a n  I V  w i th  a l i m i t e d  network ca- 
p a c i t y  was produced. This  program, known as t h e  Lewis Goddard (NASA) PERT 
Time I program, not  only proved t h a t  an  e f f i c i e n t  F o r t r a n  I V  coded program 
could be produced bu t  a l s o  became widely d i s t r i b u t e d  throughout i n d u s t r y  and 
t h e  government. 
d i x  B . )  The second phase w a s  t o  produce a program u t i l i z i n g  t h e  concepts  of 
t h e  f i r s t  phase wi th  a network capac i ty  of a t  l e a s t  30 000 a c t i v i t i e s .  It i s  
t h i s  program, known as t h e  NASA PERT Time I1 program, which i s  be ing  presented  
i n  t h i s  r epor t .  
(Performance data from t h i s  program can be found i n  appen- 
IMPLEDENTATION OF A MODULAR TECHNIQUE 
The increased  capac i ty  of t h e  NASA PERT Time I1 program i s  obta ined  by us- 
i ng  a subnet technique.  I n  t h e  PERT network shown i n  f i g u r e  1, where t h e  c i r -  
c l e s  represent  events  and t h e  connect ing l i n e s  r ep resen t  a c t i v i t i e s ,  t h e  shaded 
a c t i v i t i e s  make up a subnet, as do t h e  a c t i v i t i e s  enc losed  i n  t h e  broken l i n e s .  
Note t h a t  t h e r e  a r e  t h r e e  events  common t o  bo th  subnets .  These events  a r e  
c a l l e d  i n t e r f a c e  events .  Note t h a t  i n t e r f a c e s  are even t s  not  a c t i v i t i e s .  
I n  p r a c t i c a l  terms, a subnet i s  o f t e n  a l o g i c a l  e n t i t y  of some kind.  For  
instance,  i n  a network ( f i g .  2 )  r ep resen t ing  a p r o j e c t  involv ing  f o u r  cont rac-  
t o r s  (A,  B, C, and D )  t h e r e  could be f o u r  subnets  each r ep resen t ing  t h e  work 
assigned t o  one of t h e  f o u r  con t r ac to r s .  It i s  not  r e q u i r e d  t h a t  t h e  i n t e r f a c e  
even t s  have t h e  same event  number i n t e r i o r  t o  each subnet i n  which they  appear.  
This  e l imina tes  t h e  n e c e s s i t y  of coord ina t ing  numbering of common events  among 
many cont rac tors .  
numeric name, t h e  i n t e r f a c e  name, when i t s  subnet i s  t o  be in t eg ra t ed .  I n  f i g -  
2 
To e l imina te  t h i s ,  each i n t e r f a c e  event  i s  given an alpha-  
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Figure 1. - PERT network. 
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Figure 2. - Project network. 
ure 2, f o r  example, t h e  i n t e r f a c e  
event t h a t  has  been l abe led  SK1 may 
be known i n  con t r ac to r  A ' s  subnet as 
event 6 and as event  1 i n  contrac-  
t o r  B ' s  subnet.  With re ference  t o  
the  network as a whole, however, it 
i s  simply i n t e r f a c e  event  SK1. 
PROGRAM FEATURES 
A u s e f u l  f e a t u r e  of t h e  program 
i s  t h e  p rov i s ion  f o r  a d i f f e r e n t  
type of subnet, t h e  summary network. 
Suppose t h e  subnet shown i n  f i g u r e  3 
below t h e  dashed l i n e  i s  being main- 
t a i n e d  by a department f o r  i t s  own 
use. It may be that  only those  
events  w i t h  upward po in t ing  broken 
arrows need t o  be r epor t ed  t o  high- 
e r  management. These events  can - 
t h e n  be made i n t e r f a c e s  t o  a new subnet, c a l l e d  t h e  summary network, whose ac- 
t i v i t i e s  a r e  de f inab le  by t h e  PERT a n a l y s t s .  The r e s u l t i n g  s m a r y  subnet i s  
r ep resen ted  by t h e  network above t h e  dashed l i ne .  It i s  a summary of t h e  o r i g i -  
n a l  subnet or subnets  and shows not  only event r e l a t i o n  b u t  a l s o  PERT network 
l o g i c a l  f low as i n d i c a t e d  by t h e  s o l i d  arrows. The program w i l l  compute t i m e  
e s t i m a t e s  a long  each pa th  of t h e  s m a r y  network by us ing  t h e  d e t a i l e d  pa ths  
from t h e  o r i g i n a l .  If requested,  a c t i v i t y  cards f o r  t h e  summary network can be 
punched out  w i th  d e l t a  t ime estimates. This deck can t h e n  be sen t  on t o  h igher  
management t o  be run  as t h i s  department 's  subnet i n  a l a r g e r  network. 
Most e x i s t i n g  PERT programs processed networks having e i t h e r  event  o r  ac- 
t i v i t y  o r i e n t e d  input ,  b u t  not  both.  
a c t i v i t y  o r i en ted ,  b u t  it a l s o  provides  f o r  event o r i e n t e d  input .  
The NASA PERT Time I1 program i s  p r imar i ly  
This  was done 
3 
Test A 
1 week 
t o  e l imina te  t h e  i n s e r t i o n  i n t o  ne t -  
works of dummy a c t i v i t i e s  w i t h  zero 
t i m e  e s t ima tes .  
The a c t i v i t y  connect ing even t s  7 
and 1 7  i n  f i g u r e  4 i s  an example of a 
dummy i n s e r t e d  f o r  t h e  express  purpose 
of i nven t ing  a p lace  t o  hang t h e  l a b e l  
END TESTING. What i s  a c t u a l l y  needed 
here  i s  a way of i d e n t i f y i n g  event  7 as 
t h e  end of t e s t i n g .  The i n s e r t i o n  of 
t h e  dummy has added an e x t r a  event  and 
This  p r a c t i c e  of s u b s t i t u t i n g  f o r  event  nomenclature 
e 17 
cs-33144 
Figure 4. - Dummy activity. 
a c t i v i t y  t o  t h e  network. 
i s  qu i t e  common and causes  a s i g n i f i c a n t  i nc rease  i n  t h e  s i z e  and process ing  
t ime of a network. 
With t h e  PERT TIME I1 program, t h e  event  7 can be named d i r e c t l y  by t h e  use 
of an event card: 
000000 7000000 7 END TESTING 
The event number i s  en te red  i n  both  t h e  predecessor  and successor  columns, and 
nomenclature appears  i n  t h e  normal f i e l d .  A t  r e p o r t  time, t h e  event  w i l l  appear  
i n  normal s o r t  o rde r  w i th  i t s  expected and allowed d a t e s  and s lack .  The event  
card  does not  i n  any way e n t e r  i n t o  t h e  PERT c a l c u l a t i o n .  
The updat ing o r  f i l e  maintenance technique used i n  PERT Time I1 a l s o  repre-  
s e n t s  a new approach. I n  prev ious  PERT programs t h e  master  f i l e  has  been noth- 
i n g  more than  a t a p e  bea r ing  t h e  a c t i v i t y  ca rds  f o r  a given network. When it 
was des i r ed  t o  change t h e  network, t h e  t a p e  was f i r s t  updated t o  o b t a i n  a new 
master  f i l e ,  and t h e  new master  f i l e  w a s  used as inpu t  f o r  a complete reexecu- 
t i o n  of t h e  network. The PERT Time I1 program performs updat ing as a p a r t  of 
t h e  normal PERT run, t h u s  e l imina t ing  d u p l i c a t i o n  of opera t ions .  A b i n a r y  t a p e  
developed as p a r t  of t h e  PERT c a l c u l a t i o n  i s  used as t h e  master f i l e .  Th i s  t ape  
conta ins  not only t h e  a c t i v i t y  ca rds  i n  packed form b u t  a l s o  a l l  o t h e r  informa- 
t i o n  needed t o  make r e p o r t s  d i r e c t l y  from t h e  t ape  wi thout  r e c a l c u l a t i o n .  A l l  
t h i s  information i s  separa ted  by subnet.  Since not  a l l  subnets  may need t o  be 
changed on a g iven  update run, only those  t h a t  are changed need be r eca l cu la t ed .  
The master t ape  i s  r ead  only once as updat ing and r e c a l c u l a t i o n  of a subnet a r e  
overlapped. I n  a d d i t i o n  t o  providing a fast  and e f f i c i e n t  update, t h i s  t ech -  
nique e l imina te s  dependence on t h e  a v a i l a b i l i t y  of a second computer. 
A s  a f u r t h e r  a i d  t o  maintaining networks, completed a c t i v i t i e s  may be de- 
l e t e d  f r o m  t h e  master  f i l e  by c o n t r o l  ca rd  opt ion.  
t a n t  results. 
p r o j e c t  schedule, it reduces t h e  e f f e c t i v e  in-core  s i z e  of t h e  network. Second, 
it has  been found t h a t  a g r e a t  d e a l  of updat ing i s  done f o r  t h e  purpose of r e -  
moving completed a c t i v i t i e s .  This  type  of r o u t i n e  updat ing can now be complete- 
l y  e l i m i n a t e d .  
Th i s  f e a t u r e  has  two impor- 
F i r s t ,  by e l imina t ing  p a s t  a c t i v i t i e s  t h a t  no longe r  a l t e r  t h e  
4 
PROGRAM ANALYSIS 
The program can be d iv ided  f u n c t i o n a l l y  i n t o  four s e c t i o n s  by consider ing 
t o g e t h e r  t hose  subrout ines  concerned wi th  network ana lys i s ,  execut ion cont ro l ,  
repor t ing ,  and updat ing of a master tape .  
Network Analysis 
The a n a l y s i s  of a subnet ted  network proceeds i n  t h r e e  d i s t i n c t  s t e p s  or 
phases: t h e  condensation of a l l  subnets  t o  obta in  a c o n t r o l  network, t h e  c a l -  
c u l a t i o n  of expected and allowed d a t e s  f o r  t h e  con t ro l  network, and t h e  f i n a l  
de te rmina t ion  of expected and allowed d a t e s  f o r  each subnet f o r  which a r e p o r t  
i s  requested.  
F i r s t  phase. - A t  t h e  beginning of t h e  f i r s t  phase, a l l  i n t e r f a c e  cards  
and a c t i v i t y  cards  f o r  a p a r t i c u l a r  subnet have been read.  The a c t i v i t y  ca rds  
provide a t a b l e  of t h e  a c t i v i t i e s ,  each def ined  by a beginning and ending 
event,  which make up t h i s  subnet. With each a c t i v i t y  i s  a s s o c i a t e d  a time es -  
t imate ,  a desc r ip t ion ,  a scheduled o r  a c t u a l  date  i f  any, and o t h e r  information. 
The i n t e r f a c e  ca rds  provide a l i s t  of a l l  events  i n  t h i s  subnet that  a l s o  ap- 
pear  i n  another  subnet and t h e  corresponding i n t e r f a c e  names by which each such 
event  w i l l  be  recognized whenever it appears  throughout t h e  e n t i r e  network. 
Subroutine TEST l o c a t e s  a l l  s t a r t  and end events  f o r  t h e  subnet. If t h e y  
a r e  not  i n t e r f a c e  events  t hey  a r e  made t o  be, so t h a t  t h e  e n t i r e  subnet i s  
bounded by i n t e r f a c e s .  Subroutine TOPOL i s  now used t o  t r a c e  out  a l l  subnet 
pa ths  and t o  make t i m e  c a l c u l a t i o n s  as it proceeds ( s e e  appendix C ) .  A t  t h i s  
po in t  t h e  expected and allowed d a t e s  f o r  subnet a c t i v i t i e s  cannot be determined 
because they  a r e  a f f e c t e d  a t  i n t e r f a c e  events  by o t h e r  subnets .  However, f o r  
a l l  t hose  a c t i v i t i e s  on a pa th  connecting two i n t e r f a c e  even t s  a beginning and 
ending t i m e  r e l a t i v e  t o  t h e  d a t e s  which w i l l  be determined f o r  t h e  i n t e r f a c e  
even t s  can be ca l cu la t ed .  Also, t h e  g r e a t e s t  t o t a l  t i m e  along a l l  pa ths  con- 
nec t ing  any two i n t e r f a c e  events  can be found and can be thought of as t h e  es -  
t imated  t ime f o r  t h e  c o n t r o l  network a c t i v i t y  def ined  by t h e  i n t e r f a c e  events .  
Since a given subnet can be a f f e c t e d  by any o ther  only a t  t h e  p o i n t s  of connec- 
t i o n  between t h e  two ( i . e . ,  a t  t h e  i n t e r f a c e  events ) ,  on ly  t h e s e  c o n t r o l  ne t -  
work a c t i v i t i e s  need be considered when r e l a t i n g  t h i s  subnet t o  a l l  o thers .  The 
f i r s t  phase of a n a l y s i s  f o r  each subnet t hen  r e s u l t s  i n  a c a l c u l a t e d  r e l a t i v e  
t ime f o r  each subnet event  and a l i s t  of con t ro l  network a c t i v i t i e s .  The r e l a -  
t i v e  t i m e  c a l c u l a t i o n s  are p laced  i n  a separa te  f i l e  f o r  each subnet. The l i s t  
of c o n t r o l  network a c t i v i t i e s  from each subnet i s  added t o  a table which, a f t e r  
a l l  subnets  have been processed, desc r ibes  the  c o n t r o l  network. 
Second phase. - The c o n t r o l  network t h a t  was cons t ruc t ed  i n  t h e  f i r s t  phase 
of a n a l y s i s  i s  a complete network i n  i t s  own r i g h t .  It i s  an a b s t r a c t i o n  of t h e  
o r i g i n a l  network and f u l l y  r e f l e c t s  a l l  i n t e r r e l a t i o n s h i p s  between subnets.  A l l  
scheduled d a t e s  encountered i n  process ing  ind iv idua l  subnets  have been c a r r i e d  
through t o  t h e  c o n t r o l  network so t h a t  these,  t oge the r  w i t h  t h e  t ime span be- 
tween i n t e r f a c e  events ,  make it poss ib l e  t o  ca l cu la t e  expected and allowed d a t e s  
f o r  each a c t i v i t y  i n  t h e  c o n t r o l  network. The c o n t r o l  network can, i n  o t h e r  
( a )  Subnetted network. (b) Nonsubnetted network 
Figure 5. - Sample deck sequences. 
words, be completely eva lua ted  i n  
t h e  same manner as any complete 
nonsubnetted network. It i s  t h i s  
eva lua t ion  t h a t  makes up t h e  sec-  
ond phase of ana lys i s .  The table 
of a c t i v i t i e s  which def ine  t h e  
c o n t r o l  network i s  f i r s t  s o r t e d  
by using subrout ines  PREPAR, 
SSORT, and MOVE so t h a t  a l l  ac-  
t i v i t i e s  o r i g i n a t i n g  a t  t h e  same 
i n t e r f a c e  eve n t  a r e  t o g e t h e r  . 
Subrout ine TEST then  i s o l a t e s  t h e  
s tar t  and end even t s  and c a l l s  on 
subrout ine  TOPOL t o  t r a c e  out  a l l  
network pa ths  and t o  compute ex- 
pec ted  and allowed dates f o r  each 
event .  The event  d a t e s  a r e  then  
converted t o  a c t i v i t y  d a t e s  so 
t h a t  bo th  event-  and a c t i v i t y -  
o r i en ted  r e p o r t s  on t h e  c o n t r o l  network can be made a t  t h i s  t ime. The r e s u l t  
of t h e  second phase of a n a l y s i s  t h e r e f o r e  i s  t o  a s s o c i a t e  w i t h  each i n t e r f a c e  
event  an expected and allowed date .  
Third phase. - The t h i r d  phase of a n a l y s i s  i s  performed only on those  sub- 
n e t s  f o r  which a r e p o r t  has  been requested.  Since t h e  f i r s t  phase of a n a l y s i s  
has  produced a c t i v i t y  t imes  r e l a t i v e  t o  an i n t e r f a c e  event  f o r  each subnet ac- 
t i v i t y ,  and t h e  second phase has  determined expected and allowed d a t e s  f o r  each 
i n t e r f a c e  event, t h e  t h i r d  phase need only combine t h e s e  two r e s u l t s  t o  g ive  a 
complete d e s c r i p t i o n  of an i n d i v i d u a l  subnet.  When a r e p o r t  of a g iven  subnet 
i s  requested,  t h e  c o n t r o l  s e c t i o n  of t h e  program l o c a t e s  t h e  f i l e  which con ta ins  
t h e  r e l a t i v e  t ime informat ion  f o r  t h a t  subnet. The s ta r t s  and ends f o r  t h e  sub- 
n e t  and pa ths  have been previous ly  determined so TOPOL can be c a l l e d  t o  t r a c e  
t h e  subnet pa ths  and compute expected and allowed d a t e s  d i r e c t l y .  A s  t h e  dates 
f o r  each a c t i v i t y  are determined, t h e s e  a c t i v i t y  d a t e s  and a l l  o t h e r  d e s c r i p t i v e  
information ( s l ack ,  t ime remaining, e t c .  ) are p laced  i n  a f i l e  i n  a packed form 
t o  conserve space. I f  output  i n  predecessor  o rde r  has  been reques ted  f o r  t h i s  
network, it i s  p r i n t e d  a t  t h i s  t ime. The f i l e  w i t h  packed a c t i v i t y  informat ion  
w i l l  be used by t h e  r e p o r t  subrout ines  t o  perform any o t h e r  ou tpu t s  f o r  t h i s  
subnet.  
Execution Cont ro l  
The a n a l y s i s  and r e p o r t i n g  of a network i s  c o n t r o l l e d  by t h e  main super- 
v i so ry  rou t ine  ASKER i n  accordance w i t h  t h e  a s t e r i s k  c o n t r o l  ca rds  suppl ied  by 
t h e  PERT ana lys t .  The execut ion  of a subnet ted  network whose deck format i s  as 
shown i n  f i g u r e  5 ( a )  w i l l  now be descr ibed .  
The a s t e r i s k  ca rds  a r e  r ead  and i n t e r p r e t e d  one by one. The informat ion  
from t h e  *DATE and *TITLE ca rds  t h a t  d e f i n e s  t h e  da t e  and t i t l e  of t h e  network 
i s  s tored  i n  t h e  appropr i a t e  s to rage  l o c a t i o n s .  When t h e  *SUBNET ca rd  i s  read, 
t h e  subnet name i s  taken  from it and p l aced  i n  a l i s t  which w i l l  con ta in  t h e  
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names of a l l  subnets  i n  t h e  o rde r  encountered. The i n t e r f a c e  cards  a r e  read 
and t h e  i n t e r f a c e  name and event  number a r e  placed i n  t h e i r  r e spec t ive  t a b l e s .  
The -WETWORK ca rd  marks t h e  end of i n t e r f a c e  cards  and beginning of subnet ac-  
t i v i t y  cards .  When it i s  read, subrout ine  TEST i s  c a l l e d  t o  r ead  t h e  a c t i v i t y  
ca rds  and perform t h e  f i r s t  phase of a n a l y s i s  on t h i s  subnet.  When t h e  f i rs t  
subnet has  been condensed, c o n t r o l  r e t u r n s  t o  ASKER and t h e  next  a s t e r i s k  ca rd  
i s  read. Since o t h e r  subnets  follow, t h e  procedure i s  r epea ted  f o r  each one. 
When t h e  l a s t  subnet  has been condensed and c o n t r o l  r e tu rned  t o  subrout ine  * ASKER, t h e  next  ca rd  r e a d  i s  no t  a 
that a l l  subnets  have been read  and condensed and causes  ASKER t o  c a l l  on t h e  
t h r e e  s o r t i n g  r o u t i n e s ,  PREPAR, SSORT, and MOVE, which i n i t i a t e  phase two of  t h e  
net-work a n a l y s i s  ( e v a l u a t i o n  of t h e  c o n t r o l  network).  
has  been completed, c o n t r o l  a g a i n  r e t u r n s  t o  ASKER, which i n t e r p r e t s  t h e  *REPORT 
ca rd  r e a d  previously.  The name of t h e  subnet i s  t aken  from t h e  ca rd  and l o -  
ca t ed  i n  t h e  l i s t  of subnets.  The output  r eques t s  are in t e rp re t ed ,  encoded, 
and p laced  i n  a second l i s t  i n  a p o s i t i o n  corresponding t o  t h e  p o s i t i o n  of t h e  
subnet i n  t h e  subnet name l i s t .  More cards  a re  t h e n  r e a d  u n t i l  a non-*REPORT 
ca rd  i n d i c a t e s  tha t  a l l  r e p o r t  ca rds  have been read.  Subrout ines  TEST and 
TOPOL a r e  then  c a l l e d  t o  perform t h e  t h i r d  phase of a n a l y s i s  on t h e  f i r s t  sub- 
n e t  requested.  They w i l l  a l s o  perform t h e  f i r s t  output  f o r  t h a t  subnet i f  it 
has  been requested.  The output  reques t  word i s  then  checked again, and i f  f u r -  
t h e r  r e p o r t s  a r e  reques ted  f o r  t h i s  subnet, the  r e p o r t i n g  r o u t i n e s  a r e  c a l l e d  
t o  perform them. The process  i s  repea ted  f o r  each reques ted  subnet i n  tu rn .  
STJBNET b u t  a *REPORT ca rd .  This i n d i c a t e s  
A f t e r  t h i s  second phase 
A s  mentioned previously,  a non-*REPORT card was r ead  by ASKER before  t h e  
subnet r e p o r t i n g  phase began. I f  t h a t  card  was an  *END BATCH card, execut ion  
t e rmina te s  as soon as a l l  r e p o r t  r eques t s  have been f u l f i l l e d .  If it was not,  
another  network i s  assumed t o  fol low and a l l  s to rages  a r e  r e - i n i t i a l i z e d  i n  
p repa ra t ion  f o r  i t s  processing.  I n  t h i s  way the  a n a l y s i s  and r e p o r t i n g  of t h e  
network i s  coord ina ted  through t h e  a s t e r i s k  cards  by subrout ine  ASKER. 
A nonsubnetted network i s  handled i n  t h e  same g e n e r a l  manner ( s e e ' f i g .  
5 ( b ) ) .  
t h e  *NETWORK ca rd  t h a t  immediately precedes the a c t i v i t y  cards .  Upon recog- 
n i z i n g  t h e  *TuTTWORK card, t h e  network can be analyzed and r e p o r t s  m.ade imme- 
d i  a t  e l y  . 
For such a network t h e  *REPORT card  and a l l  o t h e r  ca rds  are read  be fo re  
Reporting 
If r e p o r t s  o t h e r  t han  t h e  predecessor  output r e p o r t  are reques ted  f o r  a 
g iven  subnet, t h e  output  superv isory  subrout ine SUPER i s  c a l l e d  as soon as t h e  
subnet has been eva lua ted .  AS t h e  f i n a l  p a r t  of t h i s  eva lua t ion ,  t h e  s ihne t  
a c t i v i t i e s  and a s s o c i a t e d  d a t a  were placed i n  a f i l e  i n  packed form. The func-  
t i o n  of t h e  r e p o r t i n g  subrout ines  i s  t o  sort and output  t h e s e  a c t i v i t y  d a t a  i n  
va r ious  formats  as s p e c i f i e d  by t h e  PERT ana lys t .  
For  each output  reques ted  SUPER consul t s  a t a b l e  contained i n  t h e  program 
which provides  i n d i c a t o r s  of t h e  primary and secondary keys t o  be used. To r e -  
def ine,  add, o r  d e l e t e  output  t ypes  only t h i s  t a b l e  need be changed. A second 
t a b l e  i s  then  consul ted  t o  f i n d  t h e  information needed t o  e x t r a c t  each key from 
t h e  packed a c t i v i t y  records.  The r eco rds  a r e  then  r e a d  from t h e  f i l e  i n t o  t h e  
a c t i v i t y  buf fer ,  which i s  e s s e n t i a l l y  a t a b l e  of a c t i v i t y  records  i n  o rde r  by 
predecessor.  The s o r t  r o u t i n e s  PRSCAN and SORT then  determine t h e  o rde r  of t h e  
records  wi th  r e s p e c t  t o  t h e  keys f o r  t h i s  p a r t i c u l a r  r e p o r t  and output  each ac-  
t i v i t y  i n  i t s  c o r r e c t  order .  The method by which t h i s  o rde r  i s  determined w i l l  
be descr ibed i n  d e t a i l  i n  appendix D; however, it i s  necessary here  t o  mention 
t h a t  the  a c t i v i t i e s  as they  a r e  i n  t h e  a c t i v i t y  b u f f e r  a r e  not  rear ranged  i n  
any way. Because of t h i s ,  succeeding output  formats  f o r  t h i s  subnet can be 
produced without  having t o  r e r e a d  t h e  a c t i v i t i e s  from t h e  f i l e .  A s  each output  
i s  completed, t h e  output  superv isory  r o u t i n e  need only  o b t a i n  from t h e  t a b l e s  
d e s c r i p t i v e  information f o r  t h e  next  output  format and c a l l  t h e  s o r t  r o u t i n e s  
again.  
Of course, only a l i m i t e d  amount of core s to rage  i s  a v a i l a b l e  t o  be used 
as an a c t i v i t y  bu f fe r ,  and it i s  q u i t e  poss ib l e  t h a t  t h e  s i z e  of t h e  subnet 
be ing  repor ted  may exceed t h e  s i z e  of t h e  bu f fe r .  The preceding d i scuss ion  has  
assumed t h a t  t h i s  i s  not  t h e  case.  I n  those  cases  where subnet s i z e  does ex- 
ceed bu f fe r  s i z e  a merging process  i s  r equ i r ed  t o  perform t h e  va r ious  outputs .  
This  process i s  begun by reading  a f u l l  b u f f e r  l oad  of a c t i v i t i e s  i n t o  t h e  core 
and determining t h e i r  o rde r  i n  t h e  same manner as was done before .  The a c t i v -  
i t i e s  a re  then  p laced  i n  an in te rmedia te  f i l e  ( i n  o rde r  re la t ive  t o  t h e  r e -  
quested format ) .  The next b u f f e r  l oad  i s  then  read, ordered, and p laced  i n  a 
second f i l e .  If more a c t i v i t i e s  remain, t h e  t h i r d  b u f f e r  l oad  w i l l  be  p laced  
as a second set i n  t h e  f irst  f i l e ,  and t h e  f o u r t h  as a second s e t  i n  t h e  second 
f i l e .  S imi la r ly ,  a l l  odd-numbered b u f f e r  l oads  w i l l  be p laced  as a d d i t i o n a l  
s e t s  i n  t h e  f i r s t  f i l e  and even-numbered loads  i n  t h e  second f i l e .  When a l l  
a c t i v i t i e s  have been t r e a t e d  i n  t h i s  manner, t h e  process  of merging t h e  two 
f i l e s  begins.  
The a c t i v i t y  b u f f e r  i s  d iv ided  i n t o  f o u r  s e c t i o n s  wi th  two s e c t i o n s  as- 
s igned t o  each of t h e  f i l e s  1 and 2. I n i t i a l l y  a l l  s e c t i o n s  a r e  f i l l e d  w i t h  
a c t i v i t i e s  from t h e i r  r e spec t ive  f i l e s .  Comparisons a r e  then  made between t h e  
a c t i v i t y  keys from each f i l e .  A t  each comparison, t h e  a c t i v i t y  whose key i s  
smal le r  i s  w r i t t e n  i n  a t h i r d  in te rmedia te  f i l e  which w i l l  be r e f e r r e d  t o  as 
f i l e  3. As soon as one of t h e  s e c t i o n s  ass igned  t o  f i l e  1 or f i l e  2 has  been 
completely w r i t t e n  on f i l e  3, it i s  f i l l e d  wi th  more a c t i v i t i e s  from i t s  asso-  
c i a t e d  f i l e  whi le  comparisons cont inue from t h e  o t h e r  sec t ion .  I n  t h i s  way t h e  
f irst  s e t  of a c t i v i t i e s  from f i l e  1 and 2 a r e  merged t o  form a l a r g e r  s e t  on 
f i l e  3. The second s e t s  from f i l e  1 and 2 are t h e n  combined and p laced  as t h e  
f i rs t  s e t  i n  f i l e  4. The t h i r d  and any succeeding odd-numbered sets  from f i l e s  
1 and 2 w i l l  be  merged and p laced  as a d d i t i o n a l  se ts  i n  f i l e  3; t h e  even- 
numbered s e t s  w i l l  be  p laced  i n  f i l e  4. When f i l e s  1 and 2 have been exhausted 
and a l l  t h e i r  a c t i v i t i e s  p laced  i n  f i l e s  3 and 4, f i l e s  3 and 4 w i l l  be  merged 
i n  t h e  same way and p laced  i n  f i l e  t a p e s  1 and 2. The process  cont inues  u n t i l  
t h e  f i l e s  being merged each con ta in  only  one s e t  of a c t i v i t i e s .  A t  t h i s  po in t ,  
r a t h e r  than  being w r i t t e n  i n  an in t e rmed ia t e  f i l e ,  t h e  a c t i v i t y  whose key i s  
found t o  be smal le r  a f t e r  each comparison i s  w r i t t e n  as output .  The e n t i r e  
procedure i s  repea ted  f o r  each output  format requested.  Since t h e  a c t i v i t y  r e -  
cords are  i n  a packed form, a l l  ou tput  i s  done by us ing  subrout ine  OUTPUT, 
which must unpack and format t h e  information a s s o c i a t e d  w i t h  each a c t i v i t y .  
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A s  each i tem of information about an a c t i v i t y  i s  required,  a subrout ine FINE i s  
re ferenced  which determines from a t a b l e  t h e  l o c a t i o n  and form of t h e  i tem i n  
t h e  packed a c t i v i t y  record.  With t h i s  information t h e  I tem i s  e x t r a c t e d  from 
t h e  r eco rd  and i s  then  c o r r e c t l y  formatted by subrout ine  OUTPUT. 
Updating t h e  Master F i l e  
The master f i l e  produced by t h e  NASA PERT Time  I1 program i s  cons t ruc t ed  
i n  t h e  fo l lowing  manner. Information f o r  each subnet i s  separa ted  by ends of 
f i l e  from information r e l a t i n g  t o  o the r  subnets. For  each subnet, t h e  master  
f i l e  conta ins  t h e  subnet name, a f l a g  t o  d i s t i n g u i s h  between subnets  and sum- 
mary subnets,  a l l  i n t e r f a c e  cards,  tables  which g ive  r e l a t i v e  t imes c a l c u l a t e d  
f o r  every event  i n  t h e  subnet, c o n t r o l  a c t i v i t i e s  and t h e i r  a s s o c i a t e d  t i m e  
dura t ions ,  and t h e  a c t i v i t y  ca rds  f o r  t h e  subnet. 
The update f e a t u r e  makes it poss ib l e  t o  modify any of t h e  i n t e r f a c e  ca rds  
or a c t i v i t y  ca rds  and t o  change t h e  subnet-summary d e c l a r a t i o n s  as they  appear 
on t h e  master f i l e .  E n t i r e  subnets  may be added t o  or removed from t h e  master 
f i l e .  
The sequence of opera t ions  i n  performing an update i s  as fol lows.  When 
update ca rds  f o r  a given subnet a r e  encountered on t h e  inpu t  deck, t h e  c o n t r o l  
r o u t i n e  ASKER begins  reading  t h e  master f i l e  i n  search  of t h e  update subnet.  
If t h e  subnet whose information i s  encountered i s  not  t h e  update subnet, i t s  
information i s  copied onto t h e  new master t ape  and i t s  c o n t r o l  a c t i v i t i e s  saved 
f o r  c o n t r o l  network ana lys i s .  This  can be done s ince  it i s  r equ i r ed  t h a t  up- 
d a t e  cards  f o r  each subnet t o  be updated appear i n  t h e  inpu t  deck i n  t h e  same 
o rde r  as t h e  subnets  appear on t h e  master f i l e .  It can be assumed, t he re fo re ,  
t h a t  any subnets  passed over i n  searching t h e  master  f i l e  f o r  an  update subnet 
w i l l  no t  be updated themselves and t h a t  t h e i r  master f i l e  information w i l l  s t i l l  
be va l id  and can be used i n  t h e  second and t h i r d  phases of network ana lys i s .  
The copying process  i s  cont inued u n t i l  t h e  update subnet i s  encountered; a t  
t h i s  t i m e  c o n t r o l  i s  t r a n s f e r r e d  t o  the  update subrout ine  UPDATE. 
Subroutine UPDATE reads  a l l  i n t e r f a c e  update ca rds  and s o r t s  them by using 
subrout ine  USORT. The i n t e r f a c e  cards  i n  the  master f i l e  a r e  then  r ead  and 
checked f o r  o rde r  by us ing  subrout ine USORT. 
are sor ted .  
t h e  inpu t  cards,  and t h e  r e s u l t i n g  i n t e r f a c e s  are p laced  i n  t h e  new master f i l e .  
When a l l  i n t e r f a c e  updates  have been performed, c o n t r o l  passes  t o  subrout ine  
ACTNOD. 
copied i n t o  the new master  f i l e  and c o n t r o l  passes  immediately t o  ACTMOD.) 
If t h e  ca rds  a r e  unordered, t hey  
The master f i l e  i n t e r f a c e  cards  a r e  then  updated as s p e c i f i e d  by 
( I f  no i n t e r f a c e  updates appear, the  master f i l e  i n t e r f a c e  ca rds  are 
Subrout ine ACTMOD r eads  t h e  a c t i v i t y  update ca rds  and c a l l s  subrout ine 
USORT t o  o r d e r  them. The subnet a c t i v i t i e s  from t h e  master  f i l e  a r e  compared 
i n  t u r n  t o  t h e  a c t i v i t y  update cards.  Since t h e  update ca rds  have been s o r t e d  
and it i s  r e q u i r e d  t h a t  t h e  a c t i v i t i e s  i n  the  master  f i l e  be ordered by prede- 
ces so r  and successor  event  nwnbers, any a c t i v i t y  having event  nunbers l e s s  t han  
those  on t h e  c u r r e n t  update ca rd  w i l l  not  i t s e l f  be updated. All such a c t i v -  
i t i e s  are r e t a i n e d  i n  t h e  subnet.  If t h e  event numbers of t h e  update ca rd  a r e  
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less  than  those  of t h e  master f i l e  a c t i v i t y ,  t h e  update a c t i v i t y  w i l l  be  added 
t o  t h e  subnet a t  a p o i n t  j u s t  ahead of t h e  master f i l e  a c t i v i t y .  If t h e  update 
ca rd  i s  s t r i c t l y  an a l t e r a t i o n  ca rd  it must r e f e r  t o  a nonexis ten t  a c t i v i t y  and 
w i l l  be . ignored.  A s  t h e  t h i r d  case, when t h e  event  numbers of t h e  master f i l e  
a c t i v i t y  and update ca rd  a r e  i d e n t i c a l ,  t h e  master  f i l e  a c t i v i t y  w i l l  be a l -  
t e r e d  a s  s p e c i f i e d  by t h e  update card.  
Each comparison of master f i l e  a c t i v i t y  numbers t o  update a c t i v i t y  numbers 
r e s u l t s  i n  a c a l l  t o  subrout ine  ADD, The func t ion  of subrout ine  ADD i s  t o  
b u i l d  a f i l e  conta in ing  t h e  updated subnet.  Depending on t h e  r e s u l t s  of t h e  
comparison, ADD w i l l  i n s e r t  t h e  o r i g i n a l  master  f i l e  a c t i v i t y ,  t h e  update ac-  
t i v i t y ,  o r  an  a l t e r e d  master  f i l e  a c t i v i t y  i n t o  t h e  new f i l e .  A f t e r  a l l  master  
f i l e  a c t i v i t i e s  and update ca rds  have been processed, t h e  new f i l e  con ta ins  t h e  
e n t i r e  subnet as updated. Control  t hen  i s  given t o  subrout ine  TEST which r eads  
t h e  subnet a c t i v i t i e s  from t h e  new f i l e  and performs subnet ana lys i s .  A f t e r  
analyzing t h e  subnet, TEST p laces  i t s  master f i l e  information i n  t h e  new master 
f i l e .  
When a l l  subnets  have been updated o r  copied i n t o  t h e  new master  f i l e ,  con- 
t r o l  network a n a l y s i s  i s  performed by using t h e  c o n t r o l  information c o l l e c t e d  
whi le  reading t h e  old master  f i l e  f o r  updating. If r e p o r t s  a r e  requested,  t hey  
a r e  then  made i n  t h e  usua l  manner. 
The master f i l e  f o r  nonsubnetted networks conta ins  a r eco rd  g iv ing  t h e  
number of a c t i v i t i e s ,  starts, and ends wi th  some o t h e r  network information f o l -  
lowed by t h e  network a c t i v i t i e s .  To update such a master  f i l e ,  subrout ine  
UPDATE spaces pas t  t h e  f i r s t  record of t h e  f i l e  and then  t r a n s f e r s  c o n t r o l  t o  
ACTMOD, which performs t h e  a c t i v i t y  updates i n  t h e  same manner as descr ibed  
previously.  A f t e r  t h e  update i s  complete, t h e  network i s  analyzed and r e p o r t s  
made i n  t h e  usua l  manner f o r  nonsubnetted networks. 
Lewis Research Center, 
Nat ional  Aeronaut ics  and Space Adminis t ra t ion,  
Cleveland, Ohio, March 24, 1965. 
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EVENT 
ACTIVITY 
NETWORK 
SUBNET 
START EVENT 
END EVENT 
IN\TTERFACE EVENT 
INTEWACE NAME 
CONTROL NETWORK EVENT 
CONTROL NETWORK ACTIVITY 
COI\TTROL NETWORK 
APPENDIX A 
GLOSSARY OF TERMS I N  LOGICAL ORDER 
i d e n t i f i a b l e  i n s t a n t  i n  t ime 
time consuming element de f ined  by a s t a r t i n g  (prede-  
ces so r )  event and an ending ( successo r )  event  
c o l l e c t i o n  of a c t i v i t i e s  and t h e i r  a s soc ia t ed  even t s  
subse t  of a network 
event  which i s  not  a successor  event  
event  which i s  not  a predecessor  event  
event  common t o  more than  one subnet 
unique alphanumeric i d e n t i f i e r  f o r  an i n t e r f a c e  
event  
a l l  s t a r t  events,  end events,  and i n t e r f a c e  even t s  
r e l a t i v e  t o  a p a r t i c u l a r  c o l l e c t i o n  of subnets  
a c t i v i t y  constructed by condensing t o  a s i n g l e  ac- 
t i v i t y  a l l  pa ths  between two con t ro l  network 
events  
network formed by a l l  c o n t r o l  network a c t i v i t i e s  and 
the i r  a s soc ia t ed  even t s  
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APPENDIX B 
PERFORMANCE DATA 
The NASA PERT Time I program has  been success fu l ly  run  on machines of sev- 
e r a l  d i f f e r e n t  manufacturers and t h e  run  times have been considered favorable  
on a l l  machines used t h u s  fa r .  The fo l lowing  performance d a t a  a r e  f o r  t h e  
f i r s t  phase, PERT Time I, as recorded on an IBM 7 0 9 4  running t ape  t o  t a p e  using 
729V tape d r i v e s  a t  800 B P I  on two d a t a  channels:  
Act i v i t  i e  s 
200 
200 
300 
1000 
1600 
2830 
o u t p u t s  Time, m i n  
PERT Time I: 
0 . 2  
. 3  
. 4  
2 . 5  
2 . 5  
7 . 5  
Mod-13 
0 . 4  
. 7  
. 7  
2 . 7  
2 .9  
6 .5  
Times a re  exc lus ive  of l o a d  t ime and r e f l e c t  some time savings obta ined  by t h e  
blocking of output  a t  5 l i n e s  pe r  record.  
Time s t u d i e s  were run  by us ing  t h e  conf igu ra t ion  a g a i n s t  t h e  NASA PERT 
Mod-B machine-coded program t h a t  was then  s t i l l  i n  product ion a t  Lewis .  Com- 
pa ra t ive  t imings  on t h e  machine i n d i c a t e  t h a t  t h e  program i s  50 percent  f a s t e r  
t han  the  Mod-B PERT machine-coded program f o r  networks under 1100 a c t i v i t i e s ,  
r equ i r ing  no output  merging; equal  i n  speed for networks between 1100 and 2100 
a c t i v i t i e s ,  r equ i r ing  a s i n g l e  output  merge; and w i t h i n  10 percent  f o r  networks 
over  2100 a c t i v i t i e s ,  r e q u i r i n g  mul t ip l e  output  merges. 
Since t h e  o r i g i n a l  t i m e  s tudy was conducted, computer conf igu ra t ions  have 
been modified and t h e  fo l lowing  t imes  f o r  a d i r e c t l y  coupled IBM 7 0 9 4  model I1 
IBM 7040 wi th  a disk,  drum, and f o u r  model V I  t ape  u n i t s  can be repor ted :  
1 2  
Time, rnin 1 
Under 0 .5  
Under 2.0 
Under 5.0 
~ ~ ~ ~ _ _ _ _  
APPENDIX c 
TOPOLOGICAL PROCEDURES 
The t o p o l o g i c a l  o r  network analyzing procedures used i n  t h e  NASA PERT Time 
I and I1 programs a r e  not  t h e  familiar topo log ica l  s o r t i n g  techniques  used i n  
o the r  PERT programs. 
l i s t s  o r  tables  more commonly used i n  compilers and r e c u r s i v e  rou t ines .  It i s  
a modi f ica t ion  of an a lgor i thm in t roduced  by Hans Bremer of t h e  Goddard Space 
F l i g h t  Center ( r e f .  1). 
The technique used here  i s  an a p p l i c a t i o n  of pushdown 
A pushdown t a b l e  i s  a s e r i a l l y  ordered table of a c t i v i t i e s  cons t ruc t ab le  
by t h e  a d d i t i o n  of an a c t i v i t y  o r  t h e  removal of t h e  most r e c e n t l y  added a c t i v -  
i t y .  With t h e  use of t h i s  t a b l e  a l l  poss ib l e  pa ths  from s t a r t  even t s  t o  end 
events  can be analyzed wi th  a minimum of bookkeeping. A t  t h e  end of t h e  ana l -  
y s e s  one wishes t o  be ab le  t o  answer t h e  two fol lowing ques t ions  about any 
given event:  
(1) What i s  t h e  e a r l i e s t  poss ib l e  t i m e  when t h i s  event  can be expected t o  
occur? 
( 2 )  What i s  t h e  l a t e s t  poss ib l e  t ime when t h i s  event  can be allowed t o  
occur? 
The answer' to t h e  f i r s t  ques t ion  i s  c a l l e d  t h e  expected time. The answer t o  
t h e  second ques t ion  i s  c a l l e d  t h e  allowed time. I n  any g iven  pa th  from a s tar t  
event  t o  an end event,  t he ' expec ted  t i m e  of an in te rmedia te  event  depends on 
e a r l i e r  a c t i v i t i e s  and must be forward ca l cu la t ed  from t h e  s tar t  event,  while  
t h e  allowed t ime depends on l a t e r  a c t i v i t i e s  and must be backward c a l c u l a t e d  
from t h e  end event .  A s  subsequent pa ths  a r e  analyzed, expected t i m e s  a r e  a l -  
t e r e d  only when they  increase ,  s ince  only t h e  most p e s s i m i s t i c  expected t i m e  i s  
desired;  allowed times a r e  a l t e r e d  only when they  decrease,  s ince  only t h e  most 
o p t i m i s t i c  allowed t ime i s  des i red .  
The gene ra l  i d e a  of t h e  technique i s  as fol lcws:  For every s tar t  event  
determine a l l  p o s s i b l e  pa ths  o r i g i n a t i n g  here and c a l c u l a t e  expected and a l -  
lowed times f o r  a l l  events  on such paths .  Two l i s t s  are maintained, bo th  of 
t h e  pushdown type.  The f i r s t  i s  call 'ed t h e  pushdown l i s t ,  and t h e  second, t h e  
pa th  l i s t .  A s  a pa th  i s  generated,  a c t i v i t y  by a c t i v i t y ,  from a g iven  s t a r t  
event  t o  some end event,  branches which a r e  not taken  are saved i n  t h e  pushdown 
l i s t .  
t h e  path, a new pa th  i s , g e n e r a t e d  by d e l e t i n g  a c t i v i t i e s  from t h e  end of t h e  
former p a t h  u n t i l  t h e r e  i s  a v a i l a b l e  i n  t h e  pushdown l i s t  an a c t i v i t y  t h a t  w i l l  
extend t h e  p a t h  remaining i n  t h e  pa th  l i s t .  
same manner as before .  When t h e  pushdown l i s t  i s  exhausted, a l l  pa ths  o r ig ina -  
t i n g  from t h a t  g iven  s tar t  event  have been generated.  
have been t h u s  t r e a t e d ,  t h e  network a n a l y s i s  i s  complete. 
of t h i s  appears  a t  t h e  end of t h i s  appendix).  
A f t e r  expected and allowed t imes  have been c a l c u l a t e d  f o r  a l l  events  on 
This  new pa th  i s  completed i n  t h e  
When a l l  start  even t s  
( A  d e t a i l e d  example 
The expec ted  t imes  are ca l cu la t ed  as a pa th  i s  completed by t h e  use of a . 
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t a b l e  of events .  
t i m e s  f o r  each network event.  The expected times are forward c a l c u l a t e d  and 
r ep lace  t h e  prev ious ly  c a l c u l a t e d  event  expected time i n  t h e  even t s  t a b l e  
(TSUPE) only when t h e  expected t ime now being c a l c u l a t e d  i s  g r e a t e r .  Allowed 
t imes  a re  c a l c u l a t e d  from t h e  l a s t  t o  t h e  f i r s t  event  w i t h  replacement of t h e  
prev ious ly  c a l c u l a t e d  allowed t ime i n  t h e  events  table (TSUPL) only when t h e  
c u r r e n t l y  c a l c u l a t e d  allowed t ime i s  smaller. 
it becomes a simple ma t t e r  t o  i n t e r r o g a t e  t h e  events  t a b l e s  t o  g e t  t h e  prede- 
ces so r  and successor  event  times. 
These event  tables  a r e  used t o  keep expected and allowed 
-- 
When output  r e p o r t s  are requi red ,  
The fo l lowing  methods were used t o  modify t h e  b a s i c  t o p o l o g i c a l  procedure 
and t o  increase  i t s  e f f i c i ency :  
(1) Sequent ia l  numbering of t h e  even t s  e l imina ted  even t s  t a b l e  searching.  
Th i s  s equen t i a l  numbering a l s o  e l imina ted  t h e  n e c e s s i t y  f o r  r e t a i n i n g  i n t e r n a l l y  
t h e  a c t u a l  event  numbers. 
( 2 )  Retent ion of t h e  a c t i v i t y  p o s i t i o n  counter  i n  an events  t a b l e  e l imi -  
This  i n  t u r n  e l imina te s  t h e  n e c e s s i t y  f o r  n a t e s  any a c t i v i t y  t a b l e  searches.  
r e t a i n i n g  i n t e r n a l l y  t h e  predecessor  event  of an a c t i v i t y .  
( 3 )  The process  of c a l c u l a t i n g  expected t imes  and allowed t imes  a t  a l l  
events  was shortened by using t h e  fo l lowing  theorems: 
Theorem A: I f  i n  t h e  course of t h e  forward c a l c u l a t i o n  of expected t imes  
f o r  events  along a s p e c i f i c  pa th  one computes an expected t ime l e s s  t han  t h e  
previous value,  t h e  forward c a l c u l a t i o n  may be te rmina ted  wi thout  a f f e c t i n g  f i -  
n a l  answers. 
To prove t h i s  theorem, l e t  C be t h e  computed t ime and P be t h e  previous 
t ime for event  E. Then we a r e  given P > C. I f  N i s  t h e  t ime a s s o c i a t e d  
w i t h  t h e  next  a c t i v i t y  i n  t h e  path, t h e  new computed t ime a t  i t s  successor  event  
i s  C + N, whi le  t h e  previous t ime i s  P + N. C l e a r l y  P + N > C + N, so t h e  
e x p e c t e d t i m e  w i l l  no t  be a l t e r e d .  I n  general ,  i f  S i s  t h e  sum of t h e  t imes  
f o r  t h e  a c t i v i t i e s  between event  E and an a r b i t r a r y  event  F on t h i s  path, 
P + S > C + S impl ies  t h a t  t h e  expected t ime f o r  event  F w i l l  no t  be  a l t e r e d .  
Theorem B: If i n  t h e  course of t h e  backward c a l c u l a t i o n  of allowed t imes 
f o r  events  a long a s p e c i f i c  path, one computes an allowed t i m e  g r e a t e r  t han  t h e  
previous value,  t h e  backward c a l c u l a t i o n  may be te rmina ted  without  a f f e c t i n g  
f i n a l  answers. 
The proof f o r  t h i s  theorem i s  as fo l lows .  With C and P analogously 
def ined,  we a r e  given P < C. Then P + N < C + N f o r  t h e  next  backward s t e p  
and P + S < C + S f o r  an arbitrary number of backward s t e p s  imp l i e s  t h a t  no 
f u t u r e  allowed t imes w i l l  be  a l t e r e d  were t h e  process  t o  cont inue.  
A d e t a i l e d  example i s  now given. Let t h e  a c t i v i t i e s  i n  a t a b l e  be 1-2, 
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2-3, 3-4, 3-6 ,  3-7 ,  4-5, and 6-5 corresponding t o  t h e  network 
A c t i v i t i e s  Push down 
1-2 3- 6 
2-3 3- 4 
3- 4 
3- 6 
3- 7 
4- 5 
6-5 
wi th  s ta r t  event  1 and end events  5 and 7. 
Pa th  
3- 7 
2-3 
1- 2 
A c t i v i t i e s  1-2 and 2-3 are success ive ly  moved from t h e  a c t i v i t i e s  t a b l e  t o  
t h e  pushdown l i s t  and removed from t h e r e  t o  the  pa th  l i s t ,  a t  which t i m e  t h e  
condi t ions  of t h e  pushdown and pa th  l i s t s  a r e  as fol lows:  
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A c t i v i t i e s  Push down 
1-2 3- 4 
2-3 
3- 4 
3- 6 
3- 7 
4- 5 
6-5 
After  t h i s  second pa th  i s  analyzed, a c t i v i t i e s  6-5 and 3-6 are removed 
from the  pa th  l i s t ,  and a c t i v i t y  3-4 i s  moved over t o  t h e  pa th  l i s t .  Then ac- 
t i v i t y  4-5 i s  moved from t h e  a c t i v i t i e s  t a b l e  t o  t h e  pushdown l i s t  t o  t h e  pa th  
l i s t ,  thus  completing the f i n a l  pa th  and g iv ing  t h e  fo l lowing  condi t ion:  
- 
Path  
6-5 
3- 6 
2-3 
1-2 
A c t i v i t i e s  Push down 
1-2 
2-3 
3- 4 
3- 6 
3- 7 
4- 5 
6-5 
Path 
4- 5 
3-4 
2-3 
1-2 
After  t h i s  pa th  i s  analyzed, a c t i v i t i e s  4-5, 3-4, 2-3, and 1-2 a r e  succes- 
s i v e l y  removed leaving  bo th  l i s t s  empty a t  t h e  completion of t h e  ana lys i s .  
APPENDIX D 
SORTING TECHNIQUES 
I n  prepar ing  r e p o r t s  it i s  necessary t o  determine t h e  order,  w i t h  r e spec t  
t o  s eve ra l  poss ib l e  formats, of t h e  a c t i v i t y  records which make up each subnet. 
Because t h i s  o rde r ing  must be performed many times during t h e  execut ion  of any 
network, t h e  procedure used must be as e f f i c i e n t  as poss ib l e .  The o rde r ing  
method developed f o r  use i n  NASA PERT Time I and I1 i s  now descr ibed.  
The a c t i v i t y  bu f fe r  i n t o  which t h e  a c t i v i t y  r eco rds  have been p laced  con- 
s t i t u t e s  a table of a c t i v i t i e s  and t h e i r  a s soc ia t ed  information. For each ac- 
t i v i t y  i n  t h e  network t h e r e  i s  an a c t i v i t y  record and each record  con ta ins  sev- 
e r a l  s torage  words of information about i t s  a c t i v i t y .  Each i t e m  of a c t i v i t y  
information (predecessor  and event  numbers, expected and allowed da tes ,  s lack,  
department code, e t c . )  i s  assigned a f i x e d  p o s i t i o n  i n  t h e  a c t i v i t y  record.  
With each i tem of information, then, can be a s soc ia t ed  two subscr ip ts ;  t h e  f i rs t  
r e f e r s  t o  t h e  p o s i t i o n  of i t s  a c t i v i t y  r eco rd  i n  r e l a t i o n  t o  a l l  o t h e r  records  
and t h e  second t o  t h e  p a r t i c u l a r  i t em’s  pos i t i on  r e l a t i v e  t o  a l l  o t h e r  a c t i v i t y  
information i n  t h e  record.  (An i tem of information p e r t a i n i n g  t o  t h e  1 0 t h  ac- 
t i v i t y  and which was assigned t h e  4 th  word i n  the a c t i v i t y  record  would have 
s u b s c r i p t s  10 and 4. The same i tem of information about a c t i v i t y  25 would have 
s u b s c r i p t s  2 5  and 4 . )  
Rather t han  rear ranging  t h e  a c t i v i t y  records  themselves, which would be 
c o s t l y  bo th  i n  terms of execut ion t ime and core s torage  usage, t h e  order ing  
r o u t i n e  r ea r r anges  t h e i r  a s soc ia t ed  subsc r ip t s .  A t  t h e  t e rmina t ion  of t h e  or- 
der ing  procedure t h e r e  w i l l  have been produced a l i s t  of s u b s c r i p t s  whose o r d e r  
i n d i c a t e s  t h e  o rde r  of t h e i r  a s soc ia t ed  a c t i v i t y  r eco rds  wi th  r e spec t  t o  t h e  
g i ve n key. 
The i n i t i a l  phase of t h e  process  i s  a scanning of t h e  a c t i v i t y  keys t o  
determine t h e  e x t e n t  of n a t u r a l  o rde r  as t h e  records  l i e  i n  core. Both ascend- 
i n g  and descendi’ng o rde r  i s  detected.  A l i s t  i s  cons t ruc ted  as follows: Posi-  
t i o n  1 of t h e  l i s t  conta ins  t h e  number of a c t i v i t y  records  which make up t h e  
f i r s t  sequence of ordered records;  t h e  s i g n  is made negat ive  t o  i n d i c a t e  ascend- 
i n g  o rde r  o r  p o s i t i v e  t o  i n d i c a t e  descending order.  The second p o s i t i o n  r e f e r s  
i n  t h e  same way t o  t h e  second sequence and so on, so t h a t  i f  t h e  a c t i v i t y  buff-  
er c o n s i s t s  of n such sequences, t h e r e  w i l l  be n e n t r i e s  i n  t h e  l i s t .  If 
t h e  a c t i v i t i e s  l i e  i n  t h e  b u f f e r  as shown i n  s t ep  1 of t a b l e  I, t h e  l i s t  pro- 
duced would be as shown i n  LIST1. The f irst  four a c t i v i t i e s  a r e  i n  ascending 
o rde r  as a r e  t h e  next  t h r e e .  The f o u r  a c t i v i t i e s  fo l lowing  t h e  second sequence, 
ho::ever, a r e  i n  descending order  so t h a t  t h e  en t ry  i s  p o s i t i v e .  The twenty-f ive 
a c t i v i t y  r eco rds  c o n s i s t  of seven sequences as descr ibed  i n  LISTl. 
The remainder of t h e  order ing  procedure c o n s i s t s  of combining consecut lve 
p a i r s  of sequences t o  form h a l f  as many sequences of combined length .  The 
smal le r  a c t i v i t y  key from t h e  f i r s t  sequence i s  compared t o  t h e  smal le r  from 
t h e  second sequence. The subsc r ip t  of t h e  a c t i v i t y  whose key i s  smal le r  i s  
p laced  i n  t h e  f i r s t  p o s i t i o n  of a second l i s t  (dep ic t ed  i n  t a b l e  I s t e p  2 as 
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TABLE I. - ORDERING PROCEDURE 
Keys 
3 
5 
7 
8 
4 
6 
9 
7 
:I 
4 
1. 
3 
4 
c 
7 
0 
11 
10 
Fi 
6 
7 
1 
4 
1 
- 
LST1 
-4 
-3  
4 
-6 
3 
3 
2 
_ _  
S t e p  2 
LIST1 
7 
10 
6 
2 
~ 
LIST2 
1 
5 
2 
6 
3 
4 
7 
11 
17 
10 
13 
9 
14 
P, 
15 
16 
17 
23 
22 
20 
21 
1' 
19 
25 
24 
____ 
~ 
Step  3 
LISTl 
17 
8 
~ 
LISTCS 
11 
1 
12 
5 
10 
13 
2 
9 
6 
14 
3 
A 
15 
4 
7 
16 
17 
23 
25 
24 
22 
20 
21 
19 
1s 
~ 
-~ 
LISTZ). 
quence 1, t h e  key f o r  t h e  next  a c t i v i t y  i n  
sequence 1 i s  compared t o  t h e  f i r s t  a c t i v -  
i t y ' s  key i n  sequence 2. The s u b s c r i p t  of 
t h e  smal le r  i s  p laced  i n  t h e  second p o s i t i o n  
of  LISTz. Comparisons cont inue u n t i l  sub- 
s c r i p t s  of a l l  a c t i v i t i e s  i n  one of t h e  se-  
quences have been p laced  i n  LIST2. 
s c r i p t s  from t h e  remaining sequence a r e  
t h e n  p laced  i n  LIST2 and t h e  combining pro- 
c e s s  i s  repea ted  for t h e  next two sequences. 
A s  each p a i r  i s  combined, LIST1 i s  r e v i s e d  
t o  r e f l e c t  t h e  combined l e n g t h  of t h e  se-  
quences. 
lowing t h e  f irst  s t age  of s o r t i n g  whereby 
t h e  seven o r i g i n a l  sequences were reduced 
t o  four .  LISTl then  i n d i c a t e s  t h a t  t h e  ac-  
t i v i t i e s  a s s o c i a t e d  wi th  t h e  f i r s t  seven 
s u b s c r i p t s  form a sequence as do t h e  a c t i v -  
i t i e s  a s s o c i a t e d  wi th  t h e  next ten ,  e t c .  
All e n t r i e s  i n  LIST1 a r e  now l e f t  p o s i t i v e  
s ince  a f t e r  t h e  f i r s t  combination pass  a l l  
sequences have been cons t ruc t ed  i n  ascend- 
ing  order .  
If t h e  smal le r  key came from se- 
The sub- 
S tep  2 shows LISTl and LIST2 f o l -  
The f o u r  sequences given by LIST2 a r e  
now combined i n  t h e  same manner t o  produce 
two sequences t h a t  a r e  descr ibed  by a l i s t  of s u b s c r i p t s  i n  LIST 
e lus ion  of t h i s  pass  i s  r ep resen ted  i n  s t e p  3.)  
LIST3 toge the r  w i th  LIST1 would be used t o  produce a new l i s t  which w i l l  be  
p laced  i n  LIST2, so t h a t  LISTZ and LIST3 a r e  a l t e r n a t e l y  used and overwri t ten.  
I n  p rac t i ce ,  however, once t h e  number of sequences has  been reduced t o  two t h e  
a c t i v i t y  whose key i s  smal le r  i s  simply w r i t t e n  as output  a f t e r  each compare. 
(The con- 
3: Ord ina r i ly  a t  t h i s  po in t ,  
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