In this work we focus on the general relay channel. We 
I. INTRODUCTION
The relay channel was introduced by van der Meulen in 1971 [1] . In this setup, a single transmitter with channel output X n 1 communicates with a single receiver with channel input Y n , where the superscript n denotes the length of a vector. In addition, an external transceiver, called a relay, listens to the channel and is able to output signals to the channel. We denote the relay input with Y 
A. Current Relay Strategies
In [2] Cover & El-Gamal introduced two relaying strategies commonly referred to as decode-and-forward (DAF) and estimate-and-forward (EAF). In DAF the relay decodes the message sent from the transmitter and then, at the next time interval, transmits a codeword based on the decoded message. The rate achievable with DAF is given in [2, theorem 1]:
Theorem 1: (achievability of [2, theorem 1] ) For the general relay channel any rate R satisfying
for some joint distribution p(x 1 , x 2 , y, y 1 ) = p(x 1 , x 2 )p(y, y 1 |x 1 , x 2 ), is achievable.
We note that for DAF to be effective, the rate to the relay has to be greater than the point-to-point rate i.e.
I(X
otherwise higher rates could be obtained without using the relay at all. For situations where DAF is not useful, [2] presented the EAF strategy. In this strategy, the relay sends an estimate of its channel input to the destination. The achievable rate with EAF is given in [2, theorem 6]:
Theorem 2: ([2, theorem 6]) For the general relay channel any rate R satisfying
subject to
for some joint distribution p(x 1 , x 2 , y, y 1 ,ŷ 1 ) = p(x 1 )p(x 2 )p(y, y 1 |x 1 , x 2 )p(ŷ 1 |y 1 , x 2 ), where ||Ŷ 1 || < ∞, is achievable.
Recently, we improved the EAF decoding scheme of [2, theorem 6] and obtained an increased feasible region for the EAF strategy. This region is given in [3] :
Theorem 3: [3, theorem 2] For the general relay channel any rate R satisfying
As can be seen from the expressions above, even the improved EAF has several basic limitations: 1) finding the highest achievable rate requires a search over all possible mappings p(ŷ 1 |y 1 , x 2 ). This is not a convex optimization problem, therefore, finding the highest achievable rate with this scheme requires an exhaustive search. 2) Any mapping has to satisfy the feasibility condition of (6) . Therefore, EAF cannot be applied in all relay scenarios. In fact, the more informationŶ 1 contains on Y 1 , the less rate increase EAF provides, and at the maximal rate between Y 1 and Y 1 , when (6) holds with equality, we get the point-to-point rate of I(X 1 ; Y |X 2 ). This is a clear inefficiency:
although we transmit information from the relay at rate I(X 2 ; Y ), we are not able to exceed the point-to-point rate.
Of course, one can combine the DAF and EAF schemes and obtain higher rates, following [2, theorem 7] .
B. Related Work
In recent years, the research in relaying has mainly focused on extending the basic DAF and EAF strategies of [2] to multiple level relaying and to the MIMO relay channel. In addition, variations of the DAF method were introduced to the multiple-relay case. In [4] the DAF method of [2] was extended to the multiple-relay case. Later work [5] , [6] and [7] applied the so-called regular encoding/sliding-window decoding and the regular encoding/backward decoding techniques to the multiple-relay scenario. For the single relay case, however, all these strategies converge to the achievable rate of theorem 1 (see [8] ). The DAF strategy of theorem 1 was also extended to the MIMO relay channel in [9] . As for the EAF strategy, again the focus was on the multiple-relay scenario. In [10] the EAF was considered in the multiple-relay setup and in [11] the authors considered communication over two parallel relay channels to a destination, without a direct link between the source and the destination. Another approach applied recently to the relay channel is that of iterative decoding. In [12] the three-node network in the half-duplex regime was considered. In the relay case [12] uses a feedback scheme where the receiver first uses EAF to send information to the relay and then the relay decodes and uses DAF at the next time interval to help the receiver decode its message. Combinations of EAF and DAF were also considered in [13] , where conferencing schemes over orthogonal relay-receiver channels were analyzed and compared. Both of these papers are restricted to the Gaussian case. In [3] we applied simultaneous decoding to the EAF method which resulted in an increased feasible region for this strategy compared to [2, theorem 6] . Another work that should be noted in that context is [14] where simultaneous decoding is used to improve upon Cover and El-Gamal's combined DAF/EAF result of [2, theorem 7] . However, when specialized to the EAF setup, the result of [14] converges to [2, theorem 6] . In contrast, in [3] , we used simultaneous decoding at the receiver to improve the EAF region itself.
An extension of the relay scenario to a hybrid broadcast/relay system was introduced in [15] in which the authors applied a combination of EAF and DAF strategies to the independent broadcast channel setup, and then extended this strategy to the multi-step conference. In [16] we used both a single-step and a two-step conference with orthogonal conferencing channels in the discrete memoryless framework. The work in [16] used an improved EAF method, therefore the results in [16] exceed previous results based on the EAF procedure of [2, theorem 6] . A thorough investigation of the broadcast-relay channel was done in [17] . In this work the authors applied the DAF strategy to the case where only one user is helping the other user, and also presented an upper bound for this case. Then, the fully cooperative scenario was analyzed. The authors applied both the DAF and the EAF methods of [2] to that case.
However, none of this work (except [3] and [14] ) introduced any modification to the basic DAF and EAF strategies and their fundamental limitations, as described above, still constitute the basic limitations inherent to all recent results. These basic limitations motivated the search for a different relaying strategy which will produce a February 14, 2008 DRAFT rate increase over the point-to-point rate for any relay channel. Such a technique would be especially useful when the relay channel is noisy so that both DAF and EAF are not applicable.
C. Main Contributions
In this paper we present a new relaying strategy for the general relay channel that does not require auxiliary random variables. In this strategy, instead of compressing the relay input signal in the Wyner-Ziv sense [18] , which eventually gives rise to the bound on the feasible region, we simply send to the receiver a fraction of the symbols received at the relay, without compression. The receiver then uses that fraction to improve the decoding of the source message, compared to the point-to-point case. This strategy results in a rate increase over the point-to-point rate for any channel conditions. Furthermore, whenever theorem 3 achieves the full cooperation bound of I(X 1 ; Y, Y 1 |X 2 ), so does our result. However, our result is definitely not optimal and we expect it to intersect the rate of theorem 3 at some value of I(X 2 ; Y ). Combining our result with theorems 1 and 3, yields the best achievable rate for the general relay channel, which is always greater than the point-to-point rate.
In the second part of this paper we demonstrate our new strategy in the cooperative broadcast channel with a single common message scenario. For this setup we present an explicit three-step cooperation scheme that does not require auxiliary random variables. This new cooperation scheme yields a rate increase over the non-cooperative rate for any given cooperation capacity. In addition, this scheme achieves the full cooperation bound when the conference capacities are less than those given by the Slepian-Wolf theorem [19, theorem 14.4 .1].
The rest of this paper is organized as follows: in section II we define the mathematical framework. In section III we present the new relay strategy followed by discussion in section IV. Next, section V presents an application of the new strategy to the multi-step conference, and finally in section VI we give concluding remarks.
II. DEFINITIONS AND NOTATIONS
First, a word about notation: we denote discrete random variables with capital letters e.g. X, Y , and their realizations with lower case letters x, y. A random variable X takes values in a finite discrete set X . We use ||X || to denote the cardinality of X , and p X (x) denotes the probability distribution function (p.d.f.) of X on X . For brevity we may omit the subscript X when it is obvious from the context. We denote vectors with boldface letters, e.g. x, y; the i'th element of a vector x is denoted by x i and we use x j i where i < j to denote (x i , x i+1 , ..., x j−1 , x j ). We use A * (n) ǫ (X) to denote the set of ǫ-strongly typical sequences w.r.t. distribution p X (x) on X , as defined in ǫ (X) to denote the ǫ-weakly typical set as defined in [19, ch. 3] . We also have the following definitions:
The discrete relay channel is defined by two discrete input alphabets X 1 and X 2 , two discrete output alphabets Y 1 and Y and a probability density function p(y, y 1 |x 1 , x 2 ) giving the probability distribution on
The relay channel is called memoryless if the probability of a block of n transmissions is given by p(y,
In this paper we consider only the memoryless relay channel. 
a set of n relay functions
where the i'th relay function t i maps the first i − 1 channel inputs at the relay into a transmitted relay symbol at time i. Lastly we have a decoder
Definition 3:
The average probability of error of a code with length n for the relay channel is defined as
where W is selected uniformly over W.
Definition 4:
A rate R is called achievable if there exists a sequence of (2 nR , n) codes with P (n) e → 0 as n → ∞.
III. MAIN THEOREM
In this section we present the new relay strategy. We start with a statement of the theorem:
for the joint distribution p(x 1 , x 2 , y,
In the following we provide the proof of this theorem.
Proof: Fix p X1 (x 1 ), p X2 (x 2 ) and λ > 0. Let R 0 > 0 be some positive real number and define
where ⌊x⌋ is the largest integer less than or equal to x. Denote r = m n and note that r ≥ min 1,
where if necessary, λ is decreased to obtain r λ > 0, and also define
with 0 < ϕ < λ. Lastly we take n large enough such that r ≥ r λ , thus making r λ ≤ r < r ϕ . Note that the case where H(Y 1 |X 2 , Y ) = 0 is accommodated in this construction and the expression in (7) holds also for this case.
In the following we use B channel codewords to transmit B −1 messages. By increasing B, the rate with blocking can be made arbitrarily close to the rate without blocking. We then fix B and analyze the average probability of error over a block of B codeword transmissions.
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A. Selecting the Values of ǫ and δ for the Decoding Scheme
We select ǫ > 0 and δ > 0, such that the error term in all the bounds on the probabilities of the typical sequences
for all probabilities considered in the following analysis), where η is selected such that η < ϕ 7 . Note that satisfying the constraint on η only requires making ǫ and δ small enough.
B. Codebook Construction and Encoding at the Transmitter
The transmitter generates a codebook with 2 nR codewords x 1 in an i.i.d. manner according to
nR . For transmitting the message w i at time i, i = 1, 2, ..., B − 1, the transmitter outputs x 1 (w i ).
C. Code Construction at the Relay
• The relay generates a codebook of
nR0 .
• For each codeword
The relay enumerates all the length-m sequences in the conditionally typical set
To guarantee successful enumeration of all sequences we require
The properties of conditionally typical sets (see [20, theorem 5.9] ) imply that there exists some ν > 0 such that we need to satisfy
where ν → 0 as m → ∞ and δ → 0. Thus we can select δ to satisfy ν < η resulting in a lower bound on R ′ :
• The relay partitions the set Q into 2 nR0 subsets by assigning an index from S to each q ∈ Q in an independent and uniform manner over S. Denote these partitions with Z = {Z 1 , Z 2 , ..., Z 2 nR 0 }.
D. Encoding at the Relay
• Upon reception of y 1 (i − 1) the relay considers its first m symbols denoted y m 1 (i − 1). The relay now looks for the index of y
). This index, q i−1 , is the relay message at time i − 1.
• The relay now looks for the partition in Z into which q i−1 belongs. Let q i−1 ∈ Z si .
• At time i the relay transmits x 2 (s i ).
February 14, 2008 DRAFT
E. Decoding at the Receiver 1) From y(i), the received signal at time i, the relay decodes the index s i by looking for a unique s ∈ S such can be done with an arbitrarily small probability of error by taking n large enough as long as
The receiver now knows the set Zŝ i into which q i−1 belongs.
2) The receiver uses y
Clearly, the error event at time i − 1 is a subset of F i−1 ,
Therefore, assuming F c i−1 at time i − 1, we can write for decoding at time i
and we note that
Pr(
G. Analysis of the Probability of Error
As in the block-Markov analysis in [2, theorem 1], is it enough to show that at time i the probability Pr(F i |F c i−1 ) can be made arbitrarily small by taking n large enough. 
1) Probability of E
R < I(X 1 ; Y |X 2 ) + r λ I(X 1 ; Y 1 |X 2 , Y ) − 9η.(15)
H. Combining all Bounds
From (9) and (14) we get that the range of values for R ′ is
Therefore, for this scheme to be feasible, we must have that this range is non empty, i.e.,
which is satisfied by our definition of r ϕ in (8) and selection of ǫ and δ in section III-A. When (16) is satisfied, we can maximize the rate by plugging the maximum value of r λ into (15) . This results in an achievable rate bound of
since this rate can be approached arbitrarily close by taking λ arbitrarily small. This expression, in turn, is maximized by using the maximum value of R 0 from (10) which yields
Recalling the definition of [x]
* we obtain that taking n large enough the rate
can be approached arbitrarily close with an arbitrarily small probability of error -hence achievable.
IV. DISCUSSION
We make the following observations on the strategy of theorem 4:
• The rate expression in theorem 4 does not use auxiliary variables. Therefore, this expression is easily computable.
• Each element in the rate expression lends itself to a nice intuitive interpretation: consider the rate expression of equation (7) repeated here for ease of explanation:
The first term I(X 1 ; Y |X 2 ) is the point-to-point rate. The second term is the rate increase over that rate. This additive term is the product of two elements. The first element
is the fraction of Y n 1 we can transmit from the relay to the destination: the exponent of the size of the set of possible Y n 1 at the destination receiver is H(Y 1 |X 2 , Y ), while the rate of information from the relay to the destination is I(X 2 ; Y ). This rate is therefore enough to compensate for
H(Y1|X2,Y ) of the size of the unknown set. From this compensated fraction we obtain an additional rate of I(X 1 ; Y 1 |X 2 , Y ).
• We note that similarly to theorems 2 and 3, in theorem 4 we do not decode the source message at the relay.
However, contrary to theorems 2 and 3, here we do not have a minimum rate constraint or an unknown mapping.
Therefore, theorem 4 applies to any channel conditions, yielding a rate increase whenever the channel is not degraded.
• Now consider the situation where theorems 2 and 3 achieve the maximum rate of I(X 1 ; Y, Y 1 |X 2 ). This implies that we can setŶ 1 = Y 1 . From the feasibility constraints in these theorems we get that in this situation we
However, under this condition also theorem 4 achieves the maximum rate of
. Therefore, in all three strategies we achieve the maximum rate under the same conditions.
• In general, we can say that for some I(X 2 ; Y ) < ǫ, ǫ > 0, we expect the new strategy to perform better than the EAF strategy of theorems 2 and 3 1 . In addition, when I( Here we cannot make a definite statement about the relative behavior of both strategies, since the EAF strategy depends to a large extent on the mapping used at the relay. We show in the example in section V-E that for a specific selection of the mapping p(ŷ 1 |y 1 ) we get that the new strategy is better than the EAF strategy of theorem 3 up to a certain conference capacity and the EAF strategy yields higher rates than theorem 4 beyond that capacity. Therefore, the rates of these strategies intersect at some point.
We note that in theorem 4 we used strong typicality to analyze the new relaying strategy. In the following section, where we apply the same ideas to cooperative broadcast, we demonstrate how to apply weak typicality to the analysis.
V. APPLICATION TO MULTI-STEP COOPERATIVE BROADCAST WITH A SINGLE COMMON MESSAGE
In relaying we first need to find a common knowledge that both the receiver and the relay share. The relay helps the receiver by refining this common knowledge. In the DAF method the common knowledge is the set of messages W. In our new relay method the common knowledge is the set A * (m) δ (Y 1 |x m 2 ). Since this set can always be used as common knowledge for conferencing, we can apply the same idea used in theorem 4 to generate common knowledge in multi-step conferencing for cooperative broadcast.
A. The Cooperative Broadcast Channel with a Single Common Message
In the single common message cooperative broadcast scenario, a single transmitter sends a message to two receivers encoded in a single channel codeword X n . Each receiver gets a noisy version of the codeword, Y In a previous work, [22] , we also derived the following achievable rate for this scenario: 
is achievable.
Note that this rate expression depends only on the parameters of the problem and is, therefore, computable. In theorem 6 the achievable rate increases linearly with the cooperation capacity. The downside of this method is that it produces a rate increase over the non-cooperative rate only for conference links capacities that are above some minimum values. The same limitation also exists in theorem 2 and theorem 3. We note that [15] presents a different approach for multi-step conference. The approach of [15] generalizes [2] but still requires auxiliary random variables.
The motivation for deriving the new multi-step conference is twofold: first we note that in the worst case we can always send information about part of the received symbols and use this partial information to improve decoding, as we did in theorem 4. Second, assume that the maximum rate in theorem 6 is achieved when R x1 helps R x2 first, and then R x2 decodes and helps R x1 (this corresponds to R 12 (p(x)) in equation (18)). The achievable rate for each of the receivers in this case is
for some p X (x) on X and as long as
which is the optimal rate, since theorem 5 asserts that the non-cooperative rate to R x1 cannot be increased by more than C 21 . However, if after the conference we have that R 1 > R 2 , this implies that we helped R x1 too much and helped R x2 too little. We could then increase the rate by helping R x2 more and helping R x1 less. This is achieved with the three-step conference.
B. A Multi-Step Conference for the Broadcast Channel with a Single Common Message
Consider the following three-step conference:
1) R x2 transmits information at rate C a 21 to R x1 . 2) R x1 transmits information at rate C 12 to R x2 .
3) R x2 decodes and sends information at rate C b 21 to R x1 .
Lastly, R x1 decodes. We set C a 21 + C b 21 = C 21 . We note that in the following we analyze this order of conference, whose rate is denoted by R 212 . However, since we can choose the order that yields the highest rate, repeating the same considerations we derive symmetric expressions for the same scheme with the roles of R x1 and R x2 switched. Theorem 7 stated below considers, therefore, both possible orders, and in addition a two-step conference based on theorem 4, that is used if the capacities of the conference links are not large enough for applying the decoding scheme of appendix C-A.1.f, or if the rate increase from the three-step conference is too little. The twostep conference will be described in appendix C-B. Theorem 7 selects the configuration that results in the highest rate.
C. Definitions
We use the standard definition for the discrete memoryless general broadcast channel given in [23] . We define a cooperative coding scheme as follows: 
The average probability of error is defined as the average probability that at least one of the receivers does not decode its message correctly:
where we assume the message W is selected uniformly over the set W. 
D. Statement of the Theorem
where
The proof of this theorem is provided in appendix C 2 .
E. An Example
Consider the symmetric broadcast channel where
for any a, b ∈ Y × Y and x ∈ X . Let C 21 = C 12 = C. For this scenario we have that R 121 = R 212 and R 12 = R 21 , so it is enough to consider only R 212 and R 12 . Consider first α small enough such that αC H(Y2) < 1. Begin with R 212 :
in the region where
(otherwise we trivially get either the full cooperation bound for R ′′ 212 or the non-cooperative rate). Next, we note that for a fixed C, R ′ 212 is a decreasing function of α and R ′′ 212 is an increasing function of α. Therefore the optimal value of α that maximizes the minimum of these two terms is the value for which both expressions are equal, subject to α ∈ [0, 1]. We also have due to the symmetry that I(X; Y 1 ) = I(X; Y 2 ) and therefore equality implies
Note that
. Combining the constraint α ≤ 1 with (23), we obtain a lower bound on C:
.
To obtain a rate increase over the non-cooperative rate, we need to verify in (22) that
which implies
Again, plugging the equality (23) into the right-hand side of (25) we get a second lower bound on C:
Note that C min ≥ C 0 , so it is enough to satisfy C ≥ Cmin. Lastly, plugging (23) 
for C ≥ C min . We note that R 212 = I(X; Y 1 , Y 2 ) for
namely we achieve the full cooperation bound when the capacity C is less than the full cooperation capacity required by the Slepian-Wolf theorem (see [19, theorem 14.4.1] ). This cannot be achieved using theorem 2 or the approach in [15] .
Next, examine R 12 : writing R 12 explicitly we have
in the region where C < H(Y 1 ). Here, the equality I(X; Y 2 ) = I(X; Y 1 ) implies that
We see that for R 12 the slope of the rate vs. C is less than 1, thus it is smaller than the slope of the rate for R 212 .
In our example we get that R 12 > R 212 for any value of C in the range 0 ≤ C ≤ C min . In this range we also have that C H(Y1) ≤ 1. For theorem 6, applying the same assumptions, and following the same reasoning leading to equation (27) yields the achievable rate
for C ≤ H(Y 1 |Y 2 ). We see that C = H(Y 1 |Y 2 ) is required for full cooperation, and when C < H(Y 1 |Y 2 , X) we get the non-cooperative rate I(X; Y 2 ). The comparison between theorem 6 and theorem 7 for a fixed p X (x) on X is depicted in figure 3 , together with the upper bound of theorem 5, which for this case specializes to: 
F. Discussion
As can be easily observed in figure 3 , when C ≥ C min the three-step conference indeed provides a rate increase over the EAF-based two-step conference scheme of theorem 6. This can be seen by comparing the solid line when C ≥ C min which represents the three-step conference and the dashed line that represents the EAF-based twostep conference. We see that both conferences result in rate expressions with slope of 1 vs. C, but the three-step conference obtains the same rates for smaller values of C. This is because as long as the receiver that is first to decode is the limiting one (which is the case in the symmetric channel setup), then helping that receiver will increase the overall rate.
Also note the benefits of the new relaying strategy of theorem 4, which provides a rate increase over the noncooperative rate even when both the three-step conference and the EAF-based two-step conference are not able to provide that, due to the constraint on the feasible region resulting from the Wyner-Ziv compression strategy. The superiority of the three-step conference over the two-step conference is also evidenced by directly comparing the rate expressions in (26) and (28): we see that the rate expressions are identical except an additive and (in general)
positive term that appears only in the three-step rate expression (26). This term is the rate increase of the three-step scheme over the two-step scheme.
VI. CONCLUSIONS
In this paper we introduced a new relaying strategy that does not require the relay to decode the message sent from the transmitter and also does not use Wyner-Ziv compression. The new strategy does not introduce auxiliary random variables into the rate expressions and is therefore easily computable. We showed that in general, in "noisy" scenarios this strategy is better than the EAF result of Cover and El-Gamal [2, theorem 6], and also better than our improved EAF of [3, theorem 2] . Combined with the DAF and EAF strategies of [2] , this result gives the best achievable rate for the general relay channel, which is always greater than the point-to-point rate. This new strategy opens the way to derive many new explicit relay results. We demonstrated the advantages of the new strategy in the cooperative broadcast scenario where we showed that for small conference links capacities it outperforms the previous EAF-based strategies. We also presented an explicit three-step conference scheme and demonstrated with c i−1
where (a) is due to the union bound, (b) is because the probability that a message q = q i−1 is in Z si is independent of any other event, in (c) we used the fact that the assignment of the messages q into the partition sets is uniform over all 2 nR0 sets, in (d) we used the bound on the size of L(i − 1) similarly to [2, theorem 6] , where η → 0 as δ → 0. In (e) we used the fact that (9) 
Making the last expression arbitrarily small by taking n large enough requires that
where (a) is due to the union bound, in (b) we note that the conditioning fixes y m (i − 1) and x m 2 (s i−1 ), and the summation fixes x m 1 (w), and they are all jointly strongly typical since they belong to M(i − 1). For (c) we used the fact that y 1 (q i−1 |s i−1 ) is independent of x 1 (w) for w = w i−1 , (d) follows from the bounds on the size of the conditionally typical set and the probabilities of typical sequences, see [20, 
Making the bound arbitrarily small by taking n large enough requires that
Lastly we prove the bound on E y,x2
in (e). To that aim we prove the following lemmas:
Lemma 1: Let r be a rational number, 0 ≤ r < 1, such that m = r · n is an integer. Let x m ∈ A * (m) δ (X) and
where N (a|x m ) denotes the number of occurrences of the symbol a ∈ X in the sequence x m . Also, by
Hence,
and using the bounds in (B.2) we obtain
When r = 0 then n − m = n and we get directly x n m+1 = x n ∈ A * (n) ǫ (X), by the assumptions of the lemma, and therefore x n m+1 ∈ A * (n) ||X ||ǫ (X). Lemma 2: The average size of the set M(i − 1) defined in equation (13), with m = r · n, m is an integer, is bounded by
Proof: First we note that using the standard technique (see [2, equation (36)]) we can upper bound the average size of the set M 1 (i − 1) by
Next, we define the functions ψ i (w; y(i), x 2 (s i )) and ψ m i (w; y(i), x 2 (s i )) as
Then, ||M(i − 1)|| = w∈M1(i−1) ψ i−1 (w; y(i − 1), x 2 (s i−1 )), and the average size can be written as
where (a) is due to lemma 1: when an n-length vector is in the ǫ-typical set and its first m elements are in the δ-typical set (we consider only M 1 (i − 1)) then its last n − m elements are in the ǫ ′ -typical set. In (b) we fixed y n m+1 (i−1) and x n 2,m+1 (s i−1 ) using the conditioning and then used the fact that (y(i−1),
(from F 
in a uniform and independent manner.
c) Relay Codebook Generation at R x2 :
• For the first conference step, R x2 simply enumerates all the sequences in the set A 
• For the third conference step, R x2 partitions the message set W into 2
in a uniform and independent manner. 
, so both R x1 and R x2 can refer to the same set. Now, R x2 generates the set L 2 (i) = w ∈ W : (x(w),
g) Encoding at R x2 at the Third Conference
Step (time i + 3): R x2 looks for the partition B k ′ (i) of W into which the decoded messageŵ belongs. R x2 then transmits k ′ (i) to R x1 through the conference link.
h) Decoding at R x1 (time i + 3): R x1 generates the set
2) Error Events:
For the scheme defined above we have the following error events, for decoding the message transmitted at time i: a) Joint Typicality Decoding Fails:
Step Fails:
. c) Encoding at R x1 at the Second Step Fails:
3) Bounding the Probability of Error Events:
The average probability of error can be bounded by
a) Probability of E 0 : By the AEP (see [19, ch. 3] ), taking n large enough we can make Pr(E 
First we note that from [2, equation (36)] we have that where (a) follows from the union bound and (b) is because y 1 = y 1 (i) is selected independently of x(w) and y 2 (i) and we also used the properties of typical sets, see [19, ch. 14.2] . In the derivation above we used Pr(y 1 (i), y 2 (i)) Pr((y 1 (i), y 2 (i)) recevied |x(w i ) transmitted).
Next, we bound E y1|y2 ||S k(i) || : By [19, ch. 14.2], we have that the size of the set A Finally we get that Combining this with the rate constraint in appendix C-B.1.e we get the rate expression for R 12 of equation (21) .
Switching the order of the conference we obtain the expression for R 21 . Finally, combining this with the three-step conference rate expressions obtained in appendix C-A yields the rates of theorem 7.
