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При средневзвешенном значении cosφ = 0,85 [5] погрешность 
от представления tgφ ≈ φ (рад) не превысит 0,1 от значения tgφ. 
Тогда соотношение активной и реактивной мощности можно пред-
ставить формулой Q / P ≈ φ. 
Погрешность от представления cosφ ≈ 1-φ не превысит 0,12 
значения cosφ, тогда активную мощность можно представить фор-
мулой P ≈ U I (1-φ), реактивную мощность Q ≈ U I (1-φ)φ. 
Индуктивная мощность нагрузки, подлежащая компенсации 
QL ≈ U IН (1-φ)φ, 
где U – напряжение сети, IН – ток в нагрузке. 
С другой стороны ёмкостная мощность QC = IC2 / (2πfC), 
где f – частота сети, С – ёмкость компенсирующего конденсатора,  
IC = IН sin φ ≈ IН φ – ток ёмкости. Отсюда можно получить соот-
ношение 











, а с учётом значений f = 50 Гц, U = 220 В 
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, где k ≈ 0,000015. 









Допустив, что 1 - φ ≈ 1, получим С ≈ 15 IН φ. 
Эта асимптотическая формула является основой для построе-
ния схемы управления ключами. 
Перемножение аналоговых сигналов IH и φ выполняется схе-
мами с операционными усилителями. 
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Заключение 
1. Использование асимптотических приближений 
тригонометрических функций в формулах для расчёта 
компенсирующей мощности конденсаторов позволило получить 
простую формулу расчёта ёмкости конденсаторов. 
2. Величина ёмкости определяется перемножением напряжения 
двух электрических сигналов: напряжения токового 
трансформатора и напряжения измерителя разности фаз. 
3. Операция перемножения реализуется аналоговой схемой на 
операционных усилителях. 
4. Анализ погрешностей, обусловленных асимптотическими 
приближениями и ступенчатым включением конденсаторных 
батарей требует дальнейших исседований. 
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YARASHEVICH A.V. Choosing capacity to compensate inductive electric load on asymptotic formulas 
Using asymptotic approximations of trigonometric functions in the formulas for calculating the compensating power allowed for a simple formula for 
calculating the capacity. 
The capacitance value is determined by multiplying the voltage of the two electrical signals: the voltage of the current transformer and the voltage of 
the phase difference meter. 
Multiplication operation is implemented on analog circuit operational amplifiers. 




СПЕЦПРОЦЕССОРНОЕ СРЕДСТВО ДИАГНОСТИКИ ПРЕДАВАРИЙНЫХ И 
АВАРИЙНЫХ СОСТОЯНИЙ ОБЪЕКТА УПРАВЛЕНИЯ 
 
Введение. Компьютерные системы и сети широко внедряются во 
все сферы общества. Важным при этом является создание проблем-
но-ориентированных и специализированных распределенных компью-
терных систем для различных объектов и отраслей промышленности. 
Актуальной проблемой для систем данного класса является оператив-
ное диагностирование технологических объектов, которые характери-
зуются различными видами нестационарности, многопараметрично-
стью, экологической опасностью, взрывоопасностью и др. Особенно 
важной задачей является прогнозирование и диагностирование пре-
даварийных и аварийных состояний объектов управления. 
Решение подобных задач базируется на основе широкого класса 
методов, реализуемых на основе информационных моделей, стати-
Ширмовская Надежда Геннадьевна, кандидат технических наук Ивано-Франковского национального университета нефти и газа. 









Вестник Брестского государственного технического университета. 2014. №5 
Физика, математика, информатика 59 
стического, корреляционного, спектрального и энтропийного анализа. 
Перспективными являются также методы диагностики состояний объ-
ектов на основе логико-статистических и кластерных информационных 
моделей. Основным преимуществом таких методов является совер-
шенствование и расширение функциональных возможностей инфор-
мационных средств диагностики отклонений состояний объектов от 
нормы, особенно контроля отклонений по амплитуде, оперативного 
контроля отклонения по динамике, фазе, спектра и изменении инте-
гральных корреляционных характеристик на основе глобальной дис-
персии или энтропии. В то же время существующие методы, как пра-
вило, ориентированы на диагностирование состояний объектов, кото-
рые описываются стационарными процессами. Это существенно 
сужает сферу применения современных средств программно-
аппаратного обеспечения распределенных компьютерных систем. 
Исходя из вышесказанного, актуальной является научно-
техническая задача, направленная на совершенствование и повы-
шение эффективности методов диагностики состояний квазистацио-
нарных объектов, а также разработка соответствующих спецпроцес-
сорных средств. 
1. Анализ существующих технологий и методов диагностики 
объектов управления. Мировой опыт реализации и применения 
систем компьютерного диагностирования технологических объектов 
показывает, что системы такого класса, как правило, является про-
блемно-ориентированные, а в отдельных случаях специализирован-
ными компьютерными системами [1]. С целью обобщения опыта 
эксплуатации таких систем целесообразно их систематизировать по 
следующим признакам: 
1) системы диагностирования компьютерных систем и их компонен-
тов [1, 2]; 
2) диагностирования эффективности движения структурированных 
данных в распределенных компьютерных системах (РКС) на основе 
технологии построения матричных моделей и эпюр движения данных; 
3) системы вибродиагностики [3, 4]; 
4) системы диагностирования объектов нефтегазового комплекса [5]; 
5) системы контроля и управления технологическими процессами на 
атомных электростанциях [6]; 
6) другие системы диагностирования [8, 9]. 
Основными принципами моделирования микропроцессорных 
устройств и систем как объектов диагностирования являются: много-
уровневое моделирование микропроцессорных устройств; синтез 
математической модели микропроцессорных устройств или цифро-
вых устройств с их фрагментами, которые можно подавать на раз-
личных иерархических уровнях; описание компонентов повышенной 
степени интеграции покомпонентно-структурными моделями на эта-
пах производства и эксплуатации. 
Важным классификационным признаком таких систем является ис-
пользование определенной информационной технологии для реализа-
ции алгоритмов и средств диагностирования, к которым относятся: 
1. Статистический анализ на основе вычисления математического 
ожидания, дисперсии и корреляционного анализа. 
2. Методы диагностики на основе Хемминговых моделей. 
3. Диагностика на основе спектральных моделей в базисе Фурье и 
других теоретико-числовых базисов (ТЧБ). 
4. Диагностика на основе энтропийных моделей. 
5. Методы и средства диагностики компонентов КС на основе 
нейронных сетей и соответствующих экспертных систем. 
6. Информационные технологии диагностирования отклонений со-
стояний объектов от нормы на основе логико-статистических ин-
формационных моделей (ЛСИМ). 
7. Диагностика на основе кластерных моделей [7, 12–14]. 
Под диагностированием в радиоэлектронике и в вычислитель-
ной технике понимают процедуру локализации неисправностей объ-
екта диагностирования (ОД) [2, 3]. Выделяют несколько видов диа-
гностики (контроля): 
1. Рабочее техническое диагностирование. Его суть заключается в 
подаче на объект рабочих воздействий. 
2. Тестовое техническое диагностирование. На объект подают те-
стовые воздействия. 
3. Экспресс-диагностика. Проводят при ограниченном количестве 
параметров в течение заранее установленного времени. 
4. Оперативное тестовое диагностирование. Поступление информа-
ции о техническом состоянии объекта по заранее спланированной 
стратегии в процессе функционирования объекта. 
5. Непрерывное техническое диагностирование. Поступление инфор-
мации о техническом состоянии объекта происходит непрерывно. 
6. Периодическое техническое диагностирование поступления ин-
формации о техническом состоянии объекта происходит через уста-
новленные интервалы времени. 
7. Самодиагностика. Осуществляется с помощью встроенных 
средств диагностирования. 
Кроме того, средства диагностирования разделяют на следую-
щие виды:  
1. Компьютеризированное средство технического диагностирования, 
функционирующее без участия оператора.  
2. Автоматизированное средство технического диагностирования, 
функционирующее с частичным участием оператора и РКС.  
3. Встроенное средство технического диагностирования, которое 
является составной частью объекта.  
4. Наружное средство технического диагностирования - конструктив-
но обособленное от объекта.  
5. Бортовое средство технического диагностирования как самостоя-
тельное изделие входит в состав бортового летательного или иного 
подвижного аппарата.  
6. Наземное средство технического диагностирования входит в со-
став наземного оборудования.  
7. Специализированное средство технического диагностирования, 
предназначенное для диагностирования одного объекта или группы 
однотипных объектов. 
Проведенный анализ показал, что в известных средствах слабо 
отражаются особенности решения задач для диагностики квазиста-
ционарных объектов управления (ОУ), не показаны способы адапта-
ции для квазистационарных ОУ, не отражены условия применения 
корреляционных и аналитических исследований, что требует углуб-
ления теоретических и экспериментальных исследований квазиста-
ционарных ОУ, особенно в предаварийных и аварийных ситуациях. 
По уровню решаемых задач и конструктивному исполнению вы-
деляют три группы средств [6]. 
1. Портативные приборы. Предназначены для контроля одного или 
нескольких диагностических параметров: температуры, параметров 
вибрации, частоты вращения, тока, напряжения и т.д. 
2. Анализаторы – позволяют выполнить детальный анализ диагно-
стических параметров (спектра, вибрации, тепловизоры). 
3. Встроенные системы технического диагностирования осуществ-
ляют непрерывный контроль за состоянием оборудования в реаль-
ном масштабе времени. Основные направления развития: контроль 
одного параметра; использование персональных компьютеров при 
обработке однотипной информации; блочный принцип построения; 
универсальность. 
Система АТОС-Б позволяет решить широкий класс задач на ни-
зовых уровнях РКС бурения (рис. 1) [10]. Её основные функции: ра-
циональный отбор и компактное кодирования сообщений на буровой 
установке (БУ); эффективное отражение состояния объекта; накоп-
ления информации на магнитном носителе; ввод структурированных 
данных суточного рапорта бурового мастера (СРБМ); первичная 
фильтрация и обработка данных; помехоустойчивая передача со-
общений по каналам связи; работа с удаленным компьютером в 
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Рис. 2. Табличная (а) и графовая (б) кластерные модели 
 
 
а) аппаратура, устанавливаемая на БУ; б) аппаратура, устанавлива-
емая в помещении бурового мастера 
Рис. 1. Схема системы АТОС-Б 
 
Анализ функций структурных компонентов существующих си-
стем компьютеризированного диагностирования, которые применя-
ются в различных отраслях промышленности, показал, что системы 
такого класса, помимо типичных функций универсальных информа-
ционно-измерительных систем, выполняют следующие функции: 
1. Сбор и регистрация диагностической информации с мобильных и 
стационарных систем. 
2. Разработка и спектральный анализ систем диагностирования. 
3. Контроль параметров, прогнозирования и построение трендов 
сигналов. 
4. Идентификация аварийных состояний ОУ на основе ЛСИМ, кото-
рые выполняют контроль отклонения по амплитуде. 
5. Управление порогами опорных предельных значений нормы пре-
дельных сигналов, соответствующих нормам состояний ОУ. 
В то же время теоретическая база используемых алгоритмов и 
их адаптация к системным характеристикам технологических ОУ 
является недостаточной. Особенно это касается случаев исследова-
ния ОУ, характеризующиеся квазистационарными характеристиками.  
На основе проведенного анализа системных характеристик и 
методов идентификации аварийных состояний ОУ установлено, что 
существующие средства характеризуются следующими функцио-
нальными ограничениями: 
1. Анализ аварийности состояния идентифицируется в конкретный 
дискретный момент времени, в соответствии с отклонением от нор-
мы по амплитуде предыдущих состояний, согласно теории Марков-
ских процессов. 
2. Не учтена динамика скользящих корреляционных характеристик 
технологических параметров ОУ в предыдущих состояниях. 
3. Отсутствует дифференциация предаварийных и аварийных со-
стояний в кластерных моделях матричного типа. 
Это обусловлено низкими информативными характеристиками 
существующих средств, в которых не используются возможности 
процессорной обработки статистических характеристик, и возможно-
сти построения кластерных и логико-статистических информацион-
ных моделей. 
2. Метод совершенствования средств диагностирования на 
основе логико-статистических и кластерных информационных 
моделей. Автором предложено осуществлять контроль состояний 
квазистационарного объекта на основе матрицы вероятности кла-
стерной модели, построенной по вероятности матрицы переходов 
объекта из одного состояния в другое, путем сравнения идентифи-
кационных состояний с тем, который фактически состоялся. Данный 
подход целесообразно реализовать в рамках спецпроцессора для 
контроля работы технологического объекта. Известные процессоры 
такого класса характеризуются ограниченными функциональными 
свойствами, поскольку они позволяет определить только состояния 
нормы и аварии объекта контроля. Кроме того, входной блок оценки 
состояния объекта контроля не определяет матрицу вероятностей 









Вестник Брестского государственного технического университета. 2014. №5 








Рис. 3. Структурная схема спецпроцессора для контроля работы технологического объекта 
 
Информационная технология построения кластерных моделей 
[12–14] квазистационарных ОУ базируется на теории построения 
производительных моделей представления знаний [1] многоканаль-
ных объектов, которые могут характеризоваться квазистационарны-
ми свойствами. При этом матрица ijP  вероятности перехода ОУ с 
i-го состояния в j-ый имеет вид: 
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где ijP  – вероятность перехода объекта из i-го состояния в j-ое.  











Например, имеем следующую матрицу ijP  для 4n = ; 






где            – соответствует регламентному переходу объекта из одно-
го состояния в другое.  
Кластеризованная матрица ijP  является основой для построе-
ния двух типов кластерных моделей: 
1) табличная кластерная модель (рис. 2(а));  
2) графовая кластерная модель (рис. 2(б)).  
Автором предложен метод совершенствования и расширения 
функциональных возможностей систем диагностирования, основан-
ный на теории логико-статистических и кластерных информацион-
ных моделей [1, 12–14]. Метод реализован в рамках многоканально-
го устройства для контроля работы технологического объекта. При 
этом одновременно сравниваются коды реальной вероятности пере-
хода объекта из i-го в j-ое состояние с эталонными кодами перехо-
дов состояний "норма", "прогноз аварии" и "авария" на основе блока 
оценки вероятностей подобного перехода и используется трехуров-
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Рис. 4. Структурная схема процессора контроля работы технологического объекта 
 
 











































где           – вероятностное состояние нормы,              – вероятност-
ное состояние прогноза разных видов предаварийных состояний, 
ijP  – вероятностное состояние аварии, 1,i m= , 1,j n= . 
В постоянном запоминающем устройстве 5 спецпроцессора для 
контроля работы технологического объекта (рис. 3) записываются 
соответствующие эталонные коды классифицированных вероятно-
стей перехода объекта из i -го в j -ое состояние, которые вычис-








→ ⇒ = , 
где Si – число классифицированных реальных переходов объекта с 
i -го состояния в j -ое, 0N  – общее возможное число на интерва-
ле времени наблюдений 
Структурные компоненты спецпроцессора: 1 – блок оценки со-
стояния объекта контроля, 2 – объект контроля (технологический 
параметр многоканального объекта), 3 – генератор импульсов, 4 – 
двоичный счетчик, 5 – постоянное запоминающее устройство, 6 – 
схема сравнения, 7 – логический элемент ИЛИ, 8 – RS триггер, 9 – 
индикатор состояния. Процессор работает следующим образом. 
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граммой технологического объекта выполняет идентификацию со-
стояний объектов контроля 2. Результатом обработки поступающей 
информации является последовательности кодов наблюдаемых 
вероятных переходов объектов с i -го в j -ое состояние, поступаю-
щих на схемы сравнения 6. Цикл работы устройства определяется 
частотой генератора 3 и емкостью двоичного счетчика 4, первый 
выход которого синхронизирует временную периодичность работы 
блока оценки состояния объекта контроля 1, а вторые выходы цик-
лически переадресовывают ячейки памяти постоянных запоминаю-
щих устройств 5, при этом в схемах сравнения 6 происходит сравне-
ние эталонных кодов вероятностей переходов с i -ых состояний в 
j -ые диагностические состояния объекта контроля с реально 
наблюдаемыми. В результате на выходе одной из схем сравнения 6 
формируется импульс идентификации ijP  перехода, который уста-
навливает соответствующий n -ный RS -триггер 8 в единичное 
состояние и одновременно сбрасывает в нулевое состояние все 
остальные триггеры 8 через логические элементы ИЛИ 7. Состояние 
соответствующего n -го RS -триггера 8 подается на соответству-
ющий индикатор 9. 
3. Техническая реализация разработанного спецпроцессора 
для контроля работы технологического объекта. При проектиро-
вании процессора на модулях ПЛИС задаются необходимые харак-
теристики: количество входных каналов – 8; разрядность каналов – 8 
бит; количество выходных каналов 8 * 3; частота дискретизации (по 
каждому каналу) – 100 кГц. 
Учитывая, что каждое полученное значение необходимо обраба-
тывать с учетом предыдущего, скорость обработки данных должна 
составлять 12,8·106 бит/с. Это подтверждает целесообразность реа-
лизации данного устройства с использованием ПЛИС (рис. 4). 
На данной схеме (см. рис. 4) обозначены: 3 – генератор такто-
вых импульсов; 6 – блок индикаторов. Блок согласования входных 
сигналов (1) преобразует значения входных сигналов сенсоров (ток 
0-20мА) в значения, необходимые для АЦП (2) (напряжение 0-2,5В), 
а также защищает входы АЦП (2). В качестве АЦП (2) используется 
два 4-х канальные 12-ти разрядные АЦП фирмы Texas Instruments 
типа ADS7824U с производительностью 1000000 выборок в секунду 
и параллельным интерфейсом, а качестве ПЛИС (4) – ПЛИС фирмы 
Altera семейства Max II типа EPM240T100C5N, содержащая 240 ло-
гических блоков. В качестве ПЗУ (5) используется флеш память с 
параллельным интерфейсом емкостью 1Мб фирмы AMD типа 
AM29F040E с максимальным временем доступа 90нс. Для информи-
рования о состоянии работы системы предусмотрены световые 
индикаторы (6), выходы в унитарном коде и SPI выход. 
На рис. 5 изображена принципиальная схема процессора, а на 
рис. 6 – внешний вид модуля ПЛИС спецпроцессора диагностирова-
ния предаварийных и аварийных состояний. 
 
 
Рис. 6. Модуль ПЛИС спецпроцессора диагностирования предава-
рийных и аварийных состояний 
 
Оценены характеристики расширенных функциональных воз-
можностей предложенного спецпроцессора диагностирования пре-
даварийных и аварийных состояний квазистационарных объектов по 
сравнению с существующими средствами на основе критерия 
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где 1k  – наличие операции контроля отклонения от нормы по ам-
плитуде, 2k  – наличие операции использования корреляционных 
функций в предыдущих состояниях, 3k  – наличие операции учета 
квазистационарности, 4k  – дифференциация кластерной модели, 
идентифицирует предаварийные и аварийные состояния, 5k  – ко-
эффициент уменьшения объемов идентификации данных в кодах 
Галуа, спt  – время, при обнаружении аварии спецпроцессоров, cct  
– время, при обнаружении аварии системным сервером. 
Для оценки и расчета эффективности предложенного спецпро-
цессора диагностирования предаварийных и аварийных состояний 
квазистационарных ОУ используется аддитивно относительный 
























где eK , 
*
eK , eη  – экспертные коэффициенты, соответственно, 
существующей, предложенной и относительной информативности 
методов диагностики квазистационарных ОУ. 
В таблице 1 приведены характеристики экспертных оценок кри-
терия эффективности. 
Расчет времени обнаружения аварии системным сервером осу-
ществляется в соответствии с выражениями: 
1cc АЦП СПД ЛСІМ П Кt t t t t t−= + + + + ; 
cп АЦП ККФ ККt t t t= + + , 
где АЦПt  – время преобразования в АЦП, СПДt  – задержка сигна-
лов в СПД, 1ЛСІМt −  – время программной реализации в ЛСИМ-1 
Пt  – время прерывания, Кt  – время передачи на контроллере, 
КKt  – расчете спецпроцессором коэффициента взаимокореляции. 
Стандартные интерфейсы на низовых уровнях компьютерных 
систем характеризуются следующими значениями: расстояние от 
контроллера низового сети системного сервера 1 км, скорость пере-
дачи информации 1 Мбит/с, разрядность АЦП 12 бит, время задерж-
ки 10 мс, программное время выполнения операции сравнения 
1ЛСІМt − = 2 мс и Пt = Кt = 10 мс. С учетом этого суммарное время 
обнаружения и идентификации аварийного состояния объекта, соот-
ветственно, составит: 
10 10 2 10 10 42cct мс мс мс мс мс мс= + + + + = ; 
10 10 2 22cnt мс мс мс мс= + + = . 
Заключение. Таким образом, разработан спецпроцессор для 
контроля работы технологического процесса на основе предложен-
ных кластерных моделей, который позволяет идентифицировать 
аварийные и предаварийные состояния, и повышает быстродей-
ствие диагностирования объекта. При этом быстродействие обнару-
жения и идентификации предаварийного или аварийного состояния 
объекта управления возрастет в 1,9 раза. При использовании других 
средств передачи данных со скоростью 10 Мбит/с быстродействие 
реакции компьютеризированной системы, оснащенной спецпроцес-
сором диагностирования аварийных состояний квазистационарных 
объектов, соответственно возрастает в 1,5 раза.  
Кроме того, расширены функциональные возможности устрой-
ства для контроля работы технологического объекта, с учетом его 
квазистационарных характеристик и индикацией состояний "норма", 
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Таблица 1. Экспертные оценки 
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Разработанный спецпроцессор целесообразно использовать для 
диагностики состояний объектов нефтегазовой промышленности, ха-
рактеризующихся квазистационарными характеристиками, например, 
промышленные установки бурения, товарно-сырьевые резервуарные 
парки нефти и нефтепродуктов, газокомпрессорные станции и др. 
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SHYRMOVSKA N.G. Specialprocessor means of diagnostics of precritical and critical conditions of object of management 
Analysis of existing technologies and methods of diagnostics was made and they were classified by diagnostic identifiers and classes. Species and 
types of the diagnosis and diagnosis of multiprocessor systems were systemized. Method of improving and extending the functionality of diagnostic 
systems was proposed, based on the theory of logical and statistical information and cluster models. Structure and functions of designed special pro-
cessor of controlling the technological process are described. Additive relative criterion based on expert assessments was computed. It’s shown the 
performance of detection and identification of pre-emergency or emergency state of control object is increased in 1.9 times. 
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