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Abstract Quantitatively evaluating the psychological
and perceptual effects of objects is an important issue,
but is difficult. In cognitive studies, the psychological
potential ﬁeld (PPF), which represents psychological
intensities in vision and can be calculated by applying
computational algorithms to digital images, may help
with this issue. Although studies have reported using
the PPF to evaluate psychological eﬀects, such as
impressions, detailed investigations on how the PPF
represents psychological perception and its limitations
have not yet been performed. Another relevant tool is
the fixation map, which visualizes human eye fixations;
this map is generated from actual measurements acquired
by eye-tracking and does not represent psychological
eﬀects directly. Although the PPF and the ﬁxation
map are based on visual imaging, they have never
been compared. In this paper, we do so for the ﬁrst
time, using psychological and perceptual properties
of line-drawing images.
The results demonstrate
the diﬀerence between these methods, including their
representation of diﬀerent properties with respect to
visual perception. Moreover, the similarity between
the two methods highlights the possibility of assessing
perceptual phenomena such as categorization and
cognition of objects based on human vision.
Keywords psychological potential ﬁeld (PPF); eye
ﬁxation; eye-tracking; visual perception;
line drawing
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Introduction

Visual recognition from visual media, including object
recognition and natural scene categorization, is a
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fundamental issue in cognitive and computer sciences
[1]. Determining the cognitive mechanism in human
visual processing is important for resolving this issue.
In general, because real objects have colors and
textures, it is desirable to use color photographs for
investigations. However, recent studies have reported
that natural scene categorization of color photographs
and line drawings generates similar neural activity
[2, 3]. Line drawings have less information than
color photographs, so if perceptual ﬁndings from
viewing color photographs can be obtained by viewing
line drawings, there is a possibility of simplifying
investigations.
The psychological potential ﬁeld (PPF) [4] (also
called the ﬁeld of visual perception and the induction
ﬁeld in vision) may be helpful in solving this issue.
The PPF is derived by investigating the psychological
eﬀects projected from a shape to its surrounding
area. The PPF represents psychological intensities
produced by shape contours as potential values, as
shown in Fig. 1, and can be calculated for digital
images, although only binary images have been
studied thus far. While studies using the PPF to
evaluate psychological eﬀects such as impressions have
been reported [5], further clariﬁcation is needed to
determine which type of psychological perception is
represented by the PPF.
In contrast, a ﬁxation map [6], a visualization
of human eye ﬁxations, can be derived from
measurements acquired by tracking eye movements,
as shown in Fig. 1(c). Several ﬁxation map databases
have been provided on the Internet; they are primarily
generated by tracking human eye movements for
a duration of a few seconds. The ﬁxation map
represents visual information, such as attention, but
does not directly represent psychological eﬀects.
Although the PPF and ﬁxation map are both based
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Fig. 1

PPF and ﬁxation map. Red to blue indicates high to low values.

on visual images, they have never been compared. In
this study, we compare the PPF and ﬁxation map
for the ﬁrst time to clarify their diﬀerences; then we
determine the psychological and perceptual properties
based on these diﬀerences. For instance, the images
shown in Figs. 1(b) and 1(c) are diﬀerent. However,
the diﬀerences need clariﬁcation; speciﬁcally, the
two images may be identical, depending on the
stimuli, or the ﬁxation map may gradually approach
the PPF if the measurement duration is suﬃciently
long. Therefore, this paper introduces experimental
methods to compare the PPF and the ﬁxation map
using simple binary line drawings to simplify the
comparison.

2
2.1

Related work
Psychological potential ﬁeld

Yokose [4] investigated the psychological eﬀects of
shape contours in vision using a light threshold
method [8] and discovered the presence of a
psychological ﬁeld, similar to an electrostatic ﬁeld,
around shapes. This ﬁeld has been demonstrated in
physiological and psychological experiments [9, 10];
however, the theory has only been established for twodimensional binary images, such as black letters on a
white background. For example, from line segments,
the PPF can be produced by calculating potential
energies around the segments. The potential energy
Mp of a point p can be calculated by Eq. (1).
Mp =

N 

i=1

ds
fi (s)

(1)

where N is the number of line segments, s is a point
on a line segment, and f (s) is the distance function
from p to s. Note that s is a point of a line segment
that is not occluded by another line segment, similar
to the case in which p is a light source and s is the
portion exposed to light.

Nagaishi [11] proposed a computational PPF model
for digital images based on the above theory. The
PPF is generally determined for binary digital images,
with black pixels belonging to objects and white
pixels to background. The potential energy Mp of
a background pixel p is computed from the contour
pixels of objects using Eq. (2).
n

1 1
Mp =
n i=1 di

(2)

where n is the number of black pixels not occluded
by other contour pixels, and d is the distance from p
to each of the black pixels not occluded. Figure 1(b)
visualizes such a result, assigning red to high potential
values and blue to low values.
Some studies have aimed to apply the PPF as
an image feature for quantitative evaluation of
impressions. Researchers have proposed diﬀerent
evaluation methods for their objectives, such as
the spacing method for readable arrangements of
characters within a speciﬁed area [12, 13], the design
of arch bridges [14], and the impression of female faces
with various hairstyles [5]. These analytic metrics
are based on shape analyses for equipotential lines,
deﬁned by connecting equipotential values, and have
demonstrated potential for evaluating impressions.
2.2

Fixation map

Numerous studies have adopted eye-tracking
for various objectives because the eyes can
provide important information about human visual
perception. For instance, eye-tracking has been
used for user interfaces [15, 16], for predicting
visual saliency [17], and for analyzing borderline
personality disorder patients’ emotions [18]. Eyetracking information includes eye saccades and eye
ﬁxations as primary information. An eye saccade is
deﬁned as rapid movement of the fovea from one point
of interest to another, while eye ﬁxations are deﬁned
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as periods of time during which the eye remains
aligned with a target [19]. A ﬁxation map presents
a visual image based on eye ﬁxations for a target.
In general, a ﬁxation map can be generated from
eye-tracking data, although predictive maps have
also been studied, such as saliency maps [17, 20, 21]
and cursor-based attention-tracking [22, 23], as eyetrackers are expensive.
In general, four metrics are applied when creating
a ﬁxation map: ﬁxation count, absolute ﬁxation
duration, relative ﬁxation duration, and participant
percentage (see Ref. [24] for a discussion of each
metric). Below, we describe the absolute ﬁxation
duration metric, which is adopted in this study to
conﬁrm our comparative results based on the viewing
duration.
A ﬁxation map is created in three steps [6]. First,
a blank image is prepared, and ﬁxation points
are rendered and accumulated in the image with
a scaling function. A Gaussian function is most
commonly used for scaling [25], with σ depending
on the situation. Second, the ﬁxation intensities are
normalized. For example, short-duration ﬁxations
may be disregarded while signiﬁcant ﬁxations on
objects of interest are highlighted. Third, colorization
is applied for visualization. The most popular
colorization tools are brightness and rainbow gradient
colormaps. Figure 1(c) shows a ﬁxation map with
a rainbow gradient colormap, with red assigned to
high-ﬁxation areas and blue to low-ﬁxation areas.

3

Comparison methodology

Fig. 2 Experimental setup. The angle of foveal vision was 2◦ ; σ is a
Gaussian parameter used in generating a ﬁxation map.

the participant’s eye to the center of the display was
approximately 70 cm, and the angle of foveal vision
was 2◦ , as determined for a general foveal area (0◦ –
2◦ ) [6]. The σ value of the Gaussian function for
generating the ﬁxation map was derived from these
parameters.
3.2

Stimulus images

As PPF theory has only been established for binary
images, and aiming to reduce the burden on the
participants, we used ten stimulus images depicting
simple line-drawing objects, as shown in Fig. 3. The
leftmost eight images are from the MIT saliency
benchmark [7]; the original grayscale images were
binarized to produce the PPF. The two rightmost
images are meaningless shapes not associated with
common objects, that multiple observers could not
identify in a previous study [28]. The stimulus image
resolution was 1080×1080, and each image was shown
at the center of the display. Pixels not corresponding
to the stimulus image are rendered in gray.
3.3

Eye-tracking experiments

We compare the PPF and ﬁxation map to determine
whether the two results are identical in their stimulus
response and to assess whether a ﬁxation map
will gradually approach the PFF if measured for
a suﬃcient duration. For our objective, we used
multiple stimulus images and conducted eye-tracking
for short and long durations to generate two types of
ﬁxation maps. Below, we describe the experimental
settings for eye-tracking, the stimulus images, the
eye-tracking experiments, and the similarity metric
applied for comparison.

We conducted eye-tracking experiments for a short
duration as a free-viewing task and for a long duration
as an observation task. A total of 20 experimental
participants were included in this study, with 10 (ﬁve
males and ﬁve females) assigned to the free-viewing
task and 10 (ﬁve males and ﬁve females) assigned
to the observation task. All the participants were
Japanese students of Osaka University of Economics.
Their mean age was 20.0 years old, with a standard
deviation (SD) of 1.3 years. Stimuli names (see Fig. 3)
were not given for either task.

3.1

3.3.1

Experimental setup

Our experimental setup is shown in Fig. 2. Each
participant sat in front of a display, with head ﬁxed
using a static chin rest [26]. The Tobii Eye Tracker
4C was adopted in this work [27]. The distance from

Free-viewing task

In a preliminary experiment with other, diﬀerent,
participants, we conﬁrmed that they stopped viewing
each stimulus after a few seconds when instructed to
freely view the stimulus. Hence, as the short-duration
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Fig. 3 Stimulus images. The left eight images were downloaded from the MIT saliency benchmark [7] and binarized. The two rightmost
images are meaningless shapes from Ref. [28]. From upper left to lower right: Door, Cup, Mouse, Dolphin, Meaningless shape 1 (MS1), T-shirt,
Eye, Umbrella, Dog, and Meaningless shape 2 (MS2).

free-viewing task, the participants were asked to
freely view each stimulus. However, the participants
could stop viewing a stimulus and move on to the
next stimulus at an arbitrary timepoint because the
viewing time for each stimulus was not deﬁned. The
order in which stimuli were displayed was randomly
determined per participant.
3.3.2 Observation task
As noted in the previous section, the participants
generally stopped viewing the stimuli after a few
seconds. If stimuli are presented to the participants
for a long duration, they may be tired of viewing
them, resulting in complicated eye ﬁxation results.
Thus, it is important to take care when designing a
task in which the participants must view the stimuli
for a long duration.
Hence, for the long-duration observation task, the
participants were asked to sketch each stimulus after
the viewing step. Speciﬁcally, the participants viewed
a stimulus, which was automatically hidden after
30 s, and then created a line drawing of the stimulus
on paper. The sequential order for displaying and
drawing each stimulus was random. Because the
participants must memorize each stimulus while it is
displayed, they must observe each stimulus carefully.
We note that the pictures drawn by the participants
were not used for gaze analyses.
3.4

Similarity metric

To evaluate the similarity of ﬁxation maps and
saliency maps, similarity metrics may be classiﬁed
into location-based metrics and distribution-based
metrics. Location-based metrics, which include

area under ROC curve (AUC) [29–31], normalized
scanpath saliency (NSS) [32], and information gain
(IG) [33], evaluate saliency values at discrete ﬁxation
locations. The distribution-based metrics, which
include Pearson’s correlation coeﬃcient (CC) [34] and
similarity (SIM) [35], evaluate both ﬁxation maps and
saliency maps as continuous distributions. Currently,
NSS and CC have been recommended as the fairest
comparison [36].
To calculate a similarity value in the PPF and the
ﬁxation map, all the above metrics can be similarly
applied. However, here, it should be considered that
the PPF does not produce potential values on black
pixels. Usually, when viewing line drawings, many
important ﬁxation points would be placed on black
pixels. This means that many important ﬁxations
cannot be evaluated when a location-based metric is
adopted. However, there is little signiﬁcant impact
on the similarity of distribution-based metrics even
when excluding black pixels because of continuous
distributions. Therefore, we adopted CC excluding
the values of foreground pixels as the similarity
metric in this study. However, the general rule of
thumb that a strong correlation is assumed for values
exceeding 0.6 does not hold, because the PPF and
the ﬁxation map are based on obviously diﬀerent
functions.

4
4.1

Results and discussion
Gender diﬀerence in ﬁxation maps

The cultural or educational backgrounds of the
participants can be considered almost identical, as
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noted in Section 3.3. However, gaze data include
gender diﬀerences in some cases [37]. To conﬁrm the
necessity of comparing the PPF and the ﬁxation map
separately by gender, we determined the presence
of a gender diﬀerence on the ﬁxation maps for both
tasks. Speciﬁcally, the ﬁxation maps by gender in
each task were generated and then compared using
CC. In the free-viewing task, where the viewing
durations diﬀered for each participant, the ﬁxation
maps of each stimulus were normalized by the time for
each participant. Speciﬁcally, ﬁxation maps for each
participant were generated separately and normalized
by each participant’s viewing duration, and were
averaged to generate the ﬁnal ﬁxation map. When the
results were grouped by gender, the mean CC of the
free-viewing ﬁxation maps for all stimuli was 0.94 (SD
= 0.04) and 0.95 (SD = 0.03) for the observation task,
indicating a lack of gender diﬀerence. Nevertheless, in
the free-viewing task, it appears that females viewed
the stimuli for longer, as shown in Fig. 4; however,
it is diﬃcult to calculate the statistical diﬀerences
because the number of participants is low and the
SDs are large. Although it cannot be determined
whether this is a general trend, further investigation
is needed to determine whether viewing durations
diﬀer according to gender in a statistically signiﬁcant
way, and ﬁxation maps have no gender diﬀerence. In
the following discussion, the ﬁxation map results were
generated from all ten participants, including both
males and females.
4.2

Comparison and discussion

The PPF and ﬁxation map results are shown in Fig. 5
for each task. The PPFs in Fig. 5 (and Fig. 1(b))
are highlighted to aid visualizing the results, as the
values exponentially increase near the shapes; thus,

Fig. 4

Mean viewing duration and SD for the free-viewing task.

the PPFs display Mp instead of Mp , where
Mp = min(1.0, αMp /Mmax )

(3)

and Mmax is the maximum value of Mp . Mp has a
range of 0  Mp  1, and the bias value is α = 20.
Note that Mp is only applied for visualization, while
Mp is used in similarity calculations.
Clearly, the PPFs and ﬁxation maps look diﬀerent.
Moreover, for most stimuli, the ﬁxation maps show
a broader view for the observation task than the
free-viewing task. Considering the diﬀerence of
approximately 3- to 8-fold in each task’s viewing
duration, as shown in Fig. 4, the ﬁxation maps for the
two tasks show little diﬀerence. This trend suggests
that the PPF and the ﬁxation map are diﬀerent,
regardless of the viewing duration.
The similarity metric values, as described in
Section 3.4, are shown in Fig. 6. The similarity
values are not constant, with diﬀerent results for
each stimulus. Additionally, Fig. 7 shows that the
similarity changes with viewing duration for the
observation task. For all stimuli, the similarities
increase sharply for the ﬁrst few seconds of viewing
and then stabilize. Although the PPFs and ﬁxation
maps could be identical if the similarity values of
all stimuli converged at a single time point, such
a trend is not observed. Moreover, considering
the maximum similarity value of 1.0, the results
are far from completely identical. Additionally,
although we cannot exclude the possibility that the
two results would be identical at viewing durations
exceeding 30 s, this possibility is highly unlikely
because the similarities stabilize with increasing
duration. However, there is a relationship between
the two results, and all similarity values are positive,
indicating a positive correlation. In conclusion, the
PPF and ﬁxation map represent diﬀerent visual
perception properties; moreover, the PPF does not
represent noticeability and cannot replace human
gaze measurements.
Therefore, it is important to determine what results
can be derived from the similarity value. As shown
for the two tasks in Fig. 6, for most stimuli, the
similarity values in the observation task are higher
than the free-viewing task values. However, they are
not substantially higher; rather, drastic increases
occur within the ﬁrst few seconds, as shown in
Fig. 7. Since the participants stopped viewing the
stimulus after a few seconds, as shown in Fig. 4, this
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Fig. 5 Visualization of PPFs and ﬁxation maps for each stimulus shown in Fig. 3. Top: PPF results. Middle: ﬁxation maps for the free-viewing
task. Bottom: ﬁxation maps for the observation task.

trend may be related to the viewing duration. This
relationship should be clariﬁed through additional
experiments because this similarity may capture
important human visual properties, such as cognition

and understanding.
Moreover, the similarity values diﬀer for each
stimulus, as shown in Figs. 6 and 7, with high
similarity for the Dolphin, Eye, and Dog and
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Fig. 6

Similarities between the PPFs and ﬁxation maps.

Fig. 7 Similarity values for the observation task for each duration
time. The similarity values at 30 s correspond to the data in Fig. 6.

low similarity for MS1 and MS2 (see Fig. 3 for
stimulus names). This trend indicates that animate
objects exhibit high similarity while inanimate
objects exhibit low similarity.
In general, for
rapid categorization, human perceptual processing
categorizes animals and non-animal objects on
a priority basis [38, 39]. Supposing that this
animal/non-animal categorization is based on
animate/inanimate categorization, the ﬁnding that
the similarity values for animate objects are high may
represent rapid categorization. However, the results
cannot distinguish whether the similarity represents
either or both animate/inanimate and animal/nonanimal categorization. Furthermore, as described in
Section 3.2, the meaningless shapes are not associated
with common objects. If the meaningless shapes
can be interpreted as “unknown shapes that have
never been viewed before”, with the other shapes

categorized as “known shapes”, the similarity results
may indicate a degree of cognition or awareness.
In relation to these ﬁndings, in natural scenes
in color photographs, categorical information is
extracted in parallel from across the visual ﬁeld
independently of spatial attention [40]. In addition,
it has been reported that natural scene categorization
from color photographs and line drawings generates
similar neural activity [2]. Because we used a
single object line drawing for each stimulus, this
study is related to single object categorization as
a part of natural scene categorization. Therefore,
our ﬁndings may be helpful in clarifying a cognitive
mechanism in the early stages of scene categorization.
In addition, a computational cognition model of
perception, memory, and judgement (PMJ), which
partitions the cognitive process into three stages,
has been proposed [41]. Furthermore, based on
PMJ, a computational cognition framework has been
proposed to simulate natural scene categorization
As PPF and PMJ
from line drawings [42].
are diﬀerent theories, our ﬁndings also indicate
the possibility that categorical information can be
extracted from diﬀerent computational approaches.

5

Conclusions

To determine whether the PPF and ﬁxation map
are diﬀerent, we qualitatively and quantitatively
compared them, for the ﬁrst time, in this study. With
ten stimulus images depicting binary line drawings,
we designed two eye-tracking experiments, including a
free-viewing task and an observation task, to generate
ﬁxation maps with short and long durations. The
free-viewing task participants viewed the stimuli for
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an arbitrary duration, while the observation task
participants viewed the stimuli for 30 s to prepare
for subsequent sketching. In addition, a dedicated
similarity metric based on correlations was adopted
for the comparison.
The comparative results demonstrated that the
PPF and ﬁxation map for binary line drawings are
diﬀerent, regardless of the viewing duration, and
represent diﬀerent properties of visual perception.
Moreover, the similarity results suggest the potential
for indicating perception in animate/inanimate
or animal/non-animal categorization as well as a
degree of cognition or awareness in human vision.
Additionally, although most conventional PPF studies
have independently analyzed the PPF, our results
indicate the importance of analyzing the PPF in
conjunction with other methods, such as the ﬁxation
map. Future research can be performed to explore
the above-mentioned possibilities through additional
experiments, for example, by using other stimuli. In
addition, further investigation is required to clarify
gender diﬀerences in viewing duration and whether
there is a better similarity metric than CC.
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