We consider the problem of detecting a cycle in a directed graph that grows by arc insertions and the related problems of maintaining a topological order and the strong components of such a graph. For these problems, we give two algorithms, one suited to sparse graphs, the other to dense graphs. The former takes O(min{m 1/2 , n 2/3 }m) time to insert m arcs into an n-vertex graph; the latter takes O(n 2 log n) time. Our sparse algorithm is substantially simpler than a previous O(m 3/2 )-time algorithm; it is also faster on graphs of sufficient density. The time bound of our dense algorithm beats the previously best time bound of O(n 5/2 ) for dense graphs. Our algorithms rely for their efficiency on vertex numberings weakly consistent with topological order: we allow ties. Bounds on the size of the numbers give bounds on running time. . 2015. A new approach to incremental cycle detection and related problems.
INTRODUCTION
Perhaps the most basic algorithmic problem on directed graphs is cycle detection. We consider an incremental version of this problem: given an initially empty graph that grows by online arc insertions, report the first insertion that creates a cycle. We also consider two related problems, that of maintaining a topological order of an acyclic graph as arcs are inserted and that of maintaining the strong components of such a graph.
We use the following terminology. We denote a list by square brackets around its elements; "[ ]" denotes the empty list. We denote list catenation by "&". In a directed graph, we denote an arc from v to w by (v, w) . We disallow multiple arcs and loops (arcs of the form (v, v) ). We assume that the set of vertices is fixed and known in advance. We denote by n and m the number of vertices and arcs, respectively. We assume that m is known in advance. Our results extend to handle vertex additions as well as arc additions, and to handle the case where n and m are not known in advance. To simplify expressions for bounds, we assume n > 1 and m = (n); both are true if there are no isolated vertices. If (v, w) is an arc, v is a predecessor of w, and w is a successor of v. The size size(w) of a vertex w is the number of vertices v such that there is a path from v to w. Two vertices, two arcs, or a vertex and an arc are related if they are on a common path, mutually related if they are on a common cycle (not necessarily simple), and unrelated if they are not on a common path. Relatedness is a symmetric relation. The strong components of a directed graph are the subgraphs induced by the maximal subsets of mutually related vertices.
A DAG is a directed acyclic graph. A topological order of a DAG is a total order < on the vertices such that if (v, w) is an arc, v < w. A topological numbering of a DAG is a numbering of the vertices from 1 through n such that increasing numeric order is a topological order. A weak topological numbering of a DAG is a numbering of the vertices such that if (v, w) is an arc, v is numbered less than w. A pseudo-topological numbering of a DAG is a numbering of the vertices such that if (v, w) is an arc, v is numbered no greater than w. In either a weak or pseudo-topological numbering, the vertex numbers can be arbitrary, and several vertices can have the same number. A topological numbering is a weak topological numbering; a weak topological numbering is a pseudo-topological numbering.
There has been much recent work on incremental cycle detection, topological ordering, and strong component maintenance [Ajwani and Friedrich 2007; Ajwani et al. 2006 Ajwani et al. , 2008 Alpern et al. 1990; Haeupler et al. 2008; Katriel and Bodlaender 2005, 2006; Liu and Chao 2007; Marchetti-Spaccamela et al. 1996; Pearce and Kelly 2004, 2006; Haeupler et al. 2008 Haeupler et al. , 2012 . For a thorough discussion of this work, see Haeupler et al. [2012] ; here we discuss the heretofore best results and others related to our work. A classic result of graph theory is that a directed graph is acyclic if and only if it has a topological order [Szpilrajn 1930 ]; a more recent generalization is that the strong components of a directed graph can be ordered topologically (so that every arc lies within a component or leads from a smaller component to a larger one) [Harary et al. 1965] . For static graphs, there are two O(m)-time algorithms to find a cycle or a topological order: repeated deletion of vertices with no predecessors [Kahn 1962; Knuth 1973; Knuth and Szwarcfiter 1974 ] and depth-first search [Tarjan 1972 ]: the reverse postorder [Tarjan 1974 ] defined by such a search is a topological order if the graph is acyclic. Depth-first search extends to find the strong components and a topological order of them in O(m) time [Tarjan 1972 ].
For incremental cycle detection, topological ordering, and strong component maintenance, there are two known fastest algorithms, one suited to sparse graphs, the other suited to dense graphs. Both are due to Haeupler et al. [2008 Haeupler et al. [ , 2012 . Henceforth, we denote the coauthors of these papers by HKMST. The HKMST sparse algorithm takes O(m 3/2 ) time for m arc additions; the HKMST dense algorithm takes O(n 5/2 ) time. Both of these algorithms use two-way search; each is a faster version of an older algorithm. These algorithms, and the older ones on which they are based, bound the total running time by counting the number of arc pairs or vertex pairs that become related as a result of arc insertions. The HKMST sparse algorithm uses a complicated dynamic list data structure [Dietz and Sleator 1987; Bender et al. 2002] to represent a topological order, and it uses either linear-time selection or random sampling to guide the searches. There are examples on which the algorithm takes (nm 1/2 ) time, so its time bound is tight for sparse graphs. The time bound of the HKMST dense algorithm is not known to be tight, but there are examples on which it takes (n 2 2 √ 2 lg n ) time [Haeupler et al. 2012 ]. Our approach to incremental cycle detection and the related problems is different. We maintain a pseudo or weak topological numbering and use it to facilitate cycle detection. Our algorithms pay for cycle-detecting searches by monotonically updating the vertex numbering: each vertex number, or level, only increases, never decreases. An upper bound on vertex levels gives a bound on the running time. One insight is that the size function is a weak topological numbering. Unfortunately, maintaining this function as arcs are inserted seems to be expensive. But we are able to maintain in O(n 2 log n) time a weak topological numbering that is a lower bound on size. This gives an incremental cycle detection algorithm with the same running time, substantially improving the time bound of the HKMST dense algorithm. Our algorithm uses one-way rather than two-way search. For sparse graphs, we use a pseudo-topological numbering. This idea yields a very simple algorithm with a running time of O(min{m 1/2 , n 2/3 }m). Our algorithm is substantially simpler than the HKMST sparse algorithm and asymptotically faster on sufficiently dense graphs. A version of our one-way algorithm appeared previously [Bender et al. 2009 ]; the other algorithm is new to this article.
The remainder of our article consists of four sections. Sections 2 and 3 describe our cycle detection algorithms for sparse and dense graphs, respectively. Section 4 extends these algorithms to maintain the strong components of the graph instead of stopping as soon as a cycle is created by arc addition. Section 5 contains concluding remarks.
A TWO-WAY-SEARCH ALGORITHM FOR SPARSE GRAPHS
Our algorithm for sparse graphs uses two-way search to look for cycles. Unlike the entirely symmetric forward and backward searches in the HKMST sparse algorithm, the two searches in our algorithm have different functions. Also unlike the HKMST sparse algorithm, our algorithm avoids the use of a dynamic list data structure, and it does not use selection or random sampling: all of its data structures are very simple, as is the algorithm itself.
We maintain a pseudo-topological numbering. This numbering partitions the vertices into levels. Each backward search proceeds entirely within a level. If the search takes too long, we stop it and increase the level of a vertex. This bounds the backward search time. Each forward search traverses only arcs from vertices whose level has increased, and it increases levels of visited vertices as necessary to maintain a pseudo-topological ordering. An overall bound on vertex-level increases gives a bound on the time of all the forward searches.
Here are the details. Each vertex v has a positive integer level k(v). The levels are a pseudo-topological order. For each vertex v, we maintain the set out(v) of outgoing arcs (v, w) (to facilitate forward search) and the set in(v) of incoming arcs (u, v) such that k(u) = k(v) (to facilitate backward search). Initially, k(v) = 1 for all vertices, and all incident arc sets are empty. Let = min{m 1/2 , n 2/3 }. The algorithm for adding a new arc (v, w) consists of the following four steps:
Step 1 (test order): If k(v) < k(w), go to Step 4 (the levels remain a pseudotopological numbering).
Step 2 (search backward): Using the incoming arc sets, search backward from v, visiting only vertices on the same level, until one of the following occurs: w is visited, at least arcs are traversed, or no backward arcs remain to be traversed. Let B be the set of visited vertices. If w is visited, stop and report a cycle. If the search completes without traversing at least arcs and k(w) = k(v), go to Step 4 (the levels remain a pseudotopological ordering). If the search completes without traversing at least arcs and k(w) < k(v), set k(w) = k(v). If the search traverses at least arcs, set k(w) = k(v) + 1 and B = {v}. In either of the last two cases (those in which k(w) increases), set in(w) = {} and continue to Step 3.
Step 3 (search forward): Using the outgoing arc sets, search forward from w, following outgoing edges only from vertices whose level increases, until a vertex in B is visited or no forward arcs remain to be traversed. The forward search updates the incoming arc sets as vertex levels increase. Specifically, initialize the set of arcs to be traversed to be out(w). When traversing a forward arc (x, y), if y ∈ B, stop and report a cycle. If k(
and add all arcs in out(y) to those to be traversed.
Step 4 (insert arc):
THEOREM 2.1. While the graph remains acyclic, the levels are a pseudo-topological numbering and the incident arc sets are correct. The algorithm stops and reports a cycle if and only if the last arc insertion creates a cycle.
PROOF. We prove the theorem by induction on the number of arc insertions. The theorem holds before any arcs are inserted. Suppose the theorem holds just before the insertion of arc (v, w) . If there is a path from w to v, then all vertices on it, including w, have level at most k(v), since levels are a pseudo-topological numbering. Thus, if k(v) < k(w), there is no path from w to v, the addition of (v, w) does not create a cycle, the levels remain a pseudo-topological numbering after the insertion of (v, w), the algorithm correctly updates the arc sets in Step 4, and the theorem holds after (v, w) is added.
Suppose, on the other hand, that k(v) ≥ k(w). If the algorithm visits w during the backward search or visits some vertex in B during the forward search, then there is a path from w to v. This path forms a cycle with arc (v, w) . Thus, if the algorithm stops and reports a cycle, there is one.
Suppose the insertion of (v, w) creates a cycle. Then there is a path P from w to v before the insertion of (v, w). If k(v) = k(w), then all vertices on P have level k(v). Either the search backward from v visits w and reports a cycle or the search stops before visiting w, which it can only do after traversing at least arcs. In this case, it increases the level of w to k(v) + 1 and begins a forward search. We claim that the forward search stops and reports a cycle. Suppose not. Then there must be an untraversed arc on P. Let (x, y) be the first such arc on P. Then x = w, since all arcs out of w are traversed. When x is first visited, its level is less than k(w), so the visit causes (x, y) to be traversed eventually. This contradiction establishes the claim.
Suppose, on the other hand, that k(w) < k(v). If the backward search traverses at least arcs, then it increases the level of w to k(v) + 1, and the forward search stops and reports a cycle by the argument in the previous paragraph. Suppose the backward search finishes before traversing at least arcs. Let B be the set of vertices visited by the backward search. After the backward search, the level of w increases to k(v). The first part of P is a path from w through zero or more vertices of level less than k(v) to a vertex in B. An argument like that in the previous paragraph shows that the forward search will traverse every arc on this path, visit a vertex in B, and report a cycle, unless it stops and reports another cycle before this happens. Thus, if the insertion of (v, w) creates a cycle, the algorithm stops and reports one.
Suppose the insertion of (v, w) does not create a cycle. If the backward search finishes before traversing at least arcs and k(v) = k(w), then no vertex increases in level, the levels remain a pseudo-topological numbering, and the algorithm correctly updates the incident arc sets in Step 4. If the backward search finishes before traversing at least arcs but k(v) > k(w), or if the backward search traverses at least arcs, then w and possibly other vertices increase in level, to k(v) in the former case and to k(v) + 1 in the latter. Let F be the set of vertices whose level increases. If (x, y) is an arc with x ∈ F, then the forward search traverses (x, y), after which k(x) ≤ k(y). It follows that after the forward search, the levels are a pseudo-topological numbering.
Step 4 adds (v, w) to out(v), and to in(w) if k(v) = k(w), thus correctly updating the incident arc sets to reflect the insertion of (v, w) . All that remains is to show that the algorithm correctly updates the incoming arc sets to reflect increases in vertex levels. Let (x, y) be an arc other than (v, w) such that x or y increases in level. If y increases in level but x does not, then k(x) < k(y) after the insertion of (v, w), the increase in k(y) deletes (x, y) from in(y) if it was there, and (x, y) is not traversed by the forward search, so it is not later added to in(y). If x increases in level, (x, y) is traversed by the forward search. If y does not increase in level, then (x, y) is not in in(y) before the insertion of (v, w) and is added to in(y) by the traversal of (x, y) if and only if the new level of x is that of y. If y increases in level as a result of the traversal of (x, y), then the traversal correctly adds (x, y) to in(y). If y increases in level as a result of some other event, then the increase deletes (x, y) from in(y) if it was there; the traversal of (x, y) correctly adds (x, y) to in(y). Thus, the algorithm correctly maintains the incoming arc sets.
LEMMA 2.2. No vertex level exceeds min{m 1/2 , n 2/3 } + 2.
PROOF. Fix a topological order just before the last arc insertion. Let k > 1 be a level assigned before the last arc insertion, and let w be the lowest vertex in the fixed topological order assigned level k. For w to be assigned level k, the insertion of an arc (v, w) must cause a backward search from v that traverses at least arcs, both ends of which are on level k− 1. All the ends of these arcs must still be on level k− 1 just before the last insertion. Thus, these sets of arcs are distinct for each k, as are their sets of ends. Since there are only m arcs, there are most m/ distinct values of k. Also, for each k, there must be at least √ distinct arc ends, since there are no loops or multiple arcs. Since there are only n vertices, there are at most n/ √ distinct values of k. It follows that no vertex level exceeds min{m/ , n/ √ } + 2, which gives the lemma.
The space required by the algorithm is (m). The next two theorems show that the worst-case time for m arc insertions is ( m). PROOF. Each backward search takes O( ) time. The time spent adding and removing arcs from incidence sets is O(1) per arc added or removed. An arc can be added or removed only when it is inserted into the graph or when the level of one of its ends increases. By Lemma 2.2, this can happen at most O( ) times per arc. The time for a forward search is O(1) plus O(1) per arc (x, y) such that x increases in level as the result of the arc insertion that triggers the search. By Lemma 2.2, this happens O( ) times per arc. THEOREM 2.4. For any n and m with m ≤ n(n − 1)/2, there exists a sequence of m arc insertions causing the algorithm to run in ( m) = (min{m 1/2 , n 2/3 }m) total time. PROOF. Assume without loss of generality that m ≥ 2n and n is sufficiently large. Let the vertices be 1 through n, numbered in the initial topological order. We first add arcs (i, j) with i < j to construct a number of cliques of consecutive vertices. When adding these arcs, we add them in decreasing order on i, so that each backward search visits no arcs and causes no vertex to increase in level. An r-clique of vertices k through k + r − 1 is formed by adding arc (i, j) for i, j such that k ≤ i < j ≤ k + r − 1. An r-clique consists of r vertices and r(r − 1)/2 arcs.
Let r 1 = √ m/2 . Construct an r 1 -clique of the first r 1 vertices. This is the main clique. The main clique contains at most n/2 vertices and at most m/4 arcs. Let r 2 = √ + 1 . Starting with vertex r 1 + 1, construct r 2 -cliques on disjoint sets of consecutive vertices, until running out of vertices or until m/2 arcs have been added, including those added to make the main clique. Each of the r 2 -cliques is an anchor clique. The number of arcs in each anchor clique is O( ) and at least . Number the anchor cliques from 1 though k. Then k = ( ). So far all vertices have level 1.
Next, for j from 1 through k − 1, add arcs from the last vertex of anchor clique j to each vertex of anchor clique j + 1. Add these arcs in decreasing topological order with respect to the end of the arc that is in anchor clique j + 1. There are at most n/2 ≤ m/4 such arc additions. Each addition of an arc from the last vertex of anchor clique 1 to a vertex w in anchor clique 2 triggers a backward search that traverses at least arcs and causes the level of w to increase from 1 to 2. Each forward search visits only a single vertex. Once all arcs from anchor clique 1 are added, all vertices in anchor clique 2 have level 2. Addition of the arcs from the last vertex of anchor clique 2 to the vertices in anchor clique 3 moves all vertices in anchor clique 3 to level 3. After all the arcs between anchor cliques are added, every vertex in anchor clique j is on level j. The number of arcs added to obtain these level increases is at most n/2 ≤ m/4.
Finally, for each anchor clique from 2 through k, add an arc from its first vertex in topological order to the first vertex in the main clique. There are at most n/2 ≤ m/4 such arc additions. Each addition triggers a backward search that visits only one vertex, followed by a forward search that traverses all the arcs in the main clique and increases the level of all vertices in the main clique by one. These forward searches do ( m) arc traversals altogether. At most m arcs are added during the entire construction.
We can extend the algorithm to maintain a weak topological numbering by breaking ties within levels in a way consistent with a topological order. To do this, we assign each vertex v an integer index i(v) and a level, and combine the level and index of a vertex into a single number. To update the indices efficiently, we make the backward and forward searches depth-first. Our extension maintains distinct numbers for each vertex, each in the interval from 1 to n 2 (m + 1) + n(m + 1), inclusive.
Here are the details. Let a = nm + 1 and b = nm + n. Initialize k(v) = 0 for all v. Assign each vertex v a distinct integer index i(v) in the interval from nm + 1 to nm + n. The algorithm maintains the invariant that the numbering bk(v) + i(v) is a weak topological numbering with distinct vertex numbers. Variable a counts down and is used to update indices. The algorithm for adding a new arc (v, w) consists of the following five steps:
Step 1 (test order):
Step 5 (the numbering remains a weak topological numbering).
Step 2 (search backward): Using the incoming arc sets, do a depth-first search backward from v, visiting only vertices on the same level, until visiting w, traversing at least arcs, or running out of arcs to traverse. Let B be a list of the visited vertices in postorder with respect to the search (thus, a vertex appears later in B than all of its predecessors). If w is visited, stop and report a cycle. If the search stops without traversing at least arcs and k(w) = k(v), set L = B and go to Step 4 (the levels remain a pseudo-topological ordering). If the search stops without traversing at least arcs and k(w) < k(v), set k(w) = k(v). If the search traverses at least arcs, set k(w) = k(v) + 1 and B = [v]. In either of the last two cases (where k(w) increases), set in(w) = {} and continue to Step 3.
Step 3 (search forward): Using the outgoing arc sets, do a depth-first search forward from w, following outgoing arcs only from vertices whose level increases, stopping early if a vertex in B is visited. Let F be a list of the vertices whose level increases in reverse postorder with respect to the search (thus, a vertex appears earlier in F than all of its successors). When traversing a forward arc (x, y), if y = v or y ∈ B, stop and report a cycle. If 
and continue to
Step 4.
Step 4 (update indices): While L is nonempty, set a = a − 1, delete the last vertex x on L, and set i(x) = a.
Step 5 (insert arc):
THEOREM 2.5. While the graph remains acyclic, the vertex numbering is a weak topological numbering with distinct vertex numbers, and the incident arc sets are correct. The extended algorithm stops and reports a cycle if and only if the last arc insertion creates a cycle.
PROOF. The set L in
Step 4 contains at most n vertices, since each vertex can be on B or F but not both. Thus, a remains positive over all m arc additions, and
The proof is the same as the proof of Theorem 2.1, except that we must show that Step 4 guarantees that the new numbering is a weak topological numbering after the arc addition. Suppose the insertion of (v, w) triggers renumbering. After the renumbering,
Let (x, y) be an arc other than (v, w). After the renumbering, k(x) ≤ k(y) by the proof of Theorem 2.1. Suppose k(x) = k(y). If y ∈ L, x must be in L, so i(y) < i(x) after the renumbering: B is in postorder with respect to the backward search, if F is defined it is in reverse postorder with respect to the forward search, and no arc leads from F to B. If x but not y is in L, then i(x) < i(y) after the renumbering since every new index is smaller than every old index. If neither x nor y is in L, then neither is renumbered. It follows that the new numbering is a weak topological order. Vertex numbers remain distinct since all vertex indices remain distinct and in the interval from 1 to nm + n.
The extension maintains a numbering of the vertices in topological order, but it does not maintain a topological numbering, since the numbers are not distinct integers from 1 to n but lie in a larger range. Although the range can easily be reduced to size O( n), it is unlikely that there is a way to extend the algorithm to maintain a topological numbering, in light of a result of Katriel [2004] that any algorithm that maintains a topological numbering and satisfies a certain natural locality property takes (n 2 ) time in the worst case even if m/n = (1). On the other hand, we can modify our extension to maintain a doubly linked list of the vertices in topological order, as follows. We maintain a pointer to the first vertex on the list. We also maintain, for each level j, a pointer to the first vertex of level j or higher, if any. When a vertex decreases in index, it becomes the new first vertex in its current level, which may be the same or higher than its old level. Moving a vertex and making all needed pointer changes takes time proportional to one plus the amount by which the vertex level increases, and hence does not affect the asymptotic running time. When moving a group of vertices whose indices change as a result of an arc insertion, we move them in decreasing order by new index, which is the same as the order in which the new indices are assigned.
We can also extend our algorithm to explicitly return a cycle when one is discovered, rather than just report that one exists. We augment the backward and forward searches to each grow a tree of the visited vertices as the search proceeds. We represent each tree by parent pointers. The backward search generates an in-tree rooted at v; the forward search generates an out-tree rooted at w. If the backward search causes k(w) to increase to k(v) + 1 and B to become empty, the forward search may visit vertices previously visited by the backward search. Each such vertex acquires a new parent when the forward search visits it for the first time. If the algorithm stops and reports a cycle, a cycle can be obtained explicitly by following parent pointers. Specifically, if the backward search traverses an arc (w, y), following parent pointers from y gives a path from y to v, which forms a cycle with (v, w) and (w, y). If the forward search traverses an arc (x, y) with y in B, traversing parent pointers from x and from y gives a path from w to x and a path from y to v, which form a cycle with (x, y) and (v, w).
A ONE-WAY-SEARCH ALGORITHM FOR DENSE GRAPHS
The two-way-search algorithm becomes less and less efficient as the graph density increases. For sufficiently dense graphs, the one-way search algorithm we present in this section is better: it takes O(n 2 log(m/n + 2)) = O(n 2 log n) time. The algorithm maintains for each vertex v a nondecreasing level k(v) that is a weak topological numbering satisfying k(v) ≤ size(v).
To develop the algorithm, we begin with a simple algorithm and then modify it to improve its running time. We call the simple algorithm Algorithm N (for "naïve"). The algorithm initializes k(v) = 1 for each vertex v. The initial vertex levels are a weak topological numbering since the initial graph contains no arcs. To add an arc (v, w), if k(v) < k(w), merely add the arc. If, on the other hand, k(v) ≥ k(w), add the arc and then do a selective forward search that begins by traversing (v, w) and continues until the search traverses an arc into v (there is a cycle) or there are no more candidate arcs to traverse. To traverse an arc (x, y), if y = v, stop (there is a cycle); otherwise, if k(x) ≥ k(y), increase k(y) to k(x) + 1 and add all arcs (y, z) to the set of candidate arcs to traverse.
It is easy to show that (1) after each arc addition that does not form a cycle the vertex levels are a weak topological numbering, (2) Algorithm N is correct, and
is only traversed as a result of k(x) increasing, each arc is traversed at most n times, resulting in a total time bound of O(nm) for all arc additions.
Our first step toward improving this algorithm is to maintain each set out(x) of arcs leaving a vertex x as a heap (priority queue) with the key of an arc (x, y) equal to the level k(y) of the target vertex. Then, after increasing k(y) during the search, we only add an arc (y, z) to the set of arcs to be traversed if k(y) ≥ k(z). Our hope is that each arc traversal will actually increase the level of a vertex so that no arc traversals are wasted.
One problem with this idea is that we must update the heaps when vertex levels change: when k(y) increases, for each incoming arc (u, y) we must update the key of (u, y) in out (u) . Doing these updates is too expensive. Instead, we use a lazy approach: we update the key k out (u, y) of (u, y) in out(u) only when a traversal of (u, y) occurs. Because our updating is lazy, in general the key k out (u, y) of an arc (u, y) in heap out (u) will be an outdated value of k(y). All that we can guarantee is that k out (u, y) is a current or past value of k(y). This fact implies k out (u, y) ≤ k(y) since vertex levels never decrease. This is not yet enough to get an efficient algorithm. We still need a way to pay for arc traversals that do not immediately increase a vertex level. For this, we use the following lemma, which provides a more general way of increasing the level of a vertex while still keeping the level at most the size: LEMMA 3.1. Let y be a vertex in a DAG. For each predecessor u of y, let k in (u, y) satisfy k in (u, y) ≤ size (u) . Order the predecessors u of y in nonincreasing order of k in (u, y) . Let u i be the ith predecessor in this order. Then
Order the vertices of the DAG in topological order, and among the predecessors u i of y such that i ≤ j, let u i be first in the topological order. There is no path from y to u i , nor is there a path from any u i to u i , for i ≤ j and i = i. Hence, none of these vertices is counted in size(u i ). It follows that size(y) ≥ size (u 
We use this lemma in the following modification of Algorithm N, which traverses arcs more selectively but increases vertex levels more aggressively. We call the algorithm Algorithm I (for "ideal"). The algorithm maintains a set of vertex levels k(v) ≤ size(v), initially all 1, that are a weak topological order. In addition, it maintains, for each arc (x, y), two approximate levels k out (x, y) ≤ k(y) and k in (x, y) ≤ k(x), which are the values of k(y) and k(x), respectively, when (x, y) was last traversed.
Initialization is the same as in Algorithm N:
, add the arc and then do a selective forward search that begins by traversing (v, w) and continues until the search traverses an arc into v (there is a cycle) or there are no more candidate arcs to traverse. To traverse an arc (x, y), if y = v, stop (there is a cycle); otherwise, proceed as follows: Set k in (x, y) = k(x). Order the predecessors u of y in nonincreasing order on k in (u, y) . Let u i be the ith predecessor in this order. Compute s = max i {k in (u i , y) +i}. If s > k(y), set k(y) = s and add all arcs (y, z) such that k out (y, z) ≤ k(y) to the set of candidate arcs to traverse. Set k out (x, y) = k(y).
LEMMA 3.2. While the graph is a DAG, Algorithm I maintains the inequalities k out (x, y) ≤ k(y) and k in (x, y) ≤ k(x) for each arc (x, y) and k(y) ≤ size(y) for each vertex y.
PROOF. The lemma holds before any arcs are added. The algorithm obviously maintains the inequalities k out (x, y) ≤ k(y) and k in (x, y) ≤ k(x) for each arc (x, y). An induction on the number of arc traversals using Lemma 3.1 shows that the algorithm maintains the inequality k(y) ≤ size(y) for each vertex y. THEOREM 3.3. Algorithm I is correct. It maintains the inequality k(y) ≤ size(y) + n for each vertex y.
PROOF. The theorem holds before any arcs are added. Suppose the theorem holds up to the time an arc (v, w) is added. If k(v) < k(w), then adding (v, w) does not produce a cycle since k is a weak topological numbering, and k remains a weak topological numbering after the addition of (v, w). Suppose, on the other hand, that k(v) ≥ k(w). When the selective search traverses an arc (x, y), the computed value s satisfies s ≥ k(x) + 1, so k(y) > k(x) after the traversal. An induction on the number of arc traversals shows that the set of candidate arcs for traversal includes every arc (x, y) such that k(x) ≥ k(y). This implies that if the search stops because it runs out of candidate arcs to traverse, the new vertex levels are a weak topological numbering. If the search stops because it traverses an arc into v, there is a cycle. If the addition of (v, w) does not form a cycle, the search must eventually stop, since at most n arcs become candidates for traversal as a result of each vertex level increase, and no vertex level can exceed n by Lemma 3.2. Thus, if the addition of (v, w) does not create a cycle, the theorem holds.
Suppose the addition of (v, w) forms a cycle C that consists of (v, w) and a path from w to v in the graph before the addition of (v, w). Since the vertex levels are a weak topological numbering, k(v) > k(u) for every vertex u on the path except v, including w. Thus, the algorithm will do a search. The search cannot increase k(v), since to do so, it must traverse an arc into v, which would stop the search and report a cycle. Thus, once the initial arc (v, w) is traversed, all traversals are of arcs in the DAG existing just before (v, w) is added. Let vertex sizes be those just before (v, w) is added. By Lemma 3.2, k(x) ≤ size(x) ≤ n for all x just before (v, w) is added. Traversal of (v, w) increases k(w), but only to at most size(w) + n. An induction on the number of arc traversals shows that the search maintains two invariants: (1) k(x) ≤ size(x) + n for all x, and (2) until an arc into v is traversed, there is an arc (x, y) on the cycle C that is a candidate for traversal and such that k(x) ≥ k(v) and k(y) < k(v). Invariant (1) implies that the search stops; invariant (2) implies that when it stops, it reports a cycle.
That Algorithm I is correct is not surprising. What is (perhaps) surprising is that on a dense graph it does many fewer arc traversals than Algorithm N, as we now show. PROOF. We count traversals of arcs into a given vertex y over all arc additions. To do this, we divide the traversals into groups and count each group separately. When an arc (x, y) is traversed, we define the span of the traversal to be −1 if k(x) ≥ k(y) and lg(min{k(y) − k(x), d(y)}) if k(x) < k(y), where the levels are those just before the traversal and lg is the base-2 logarithm. By Theorem 3.3, k(y) ≤ 2n. Since a traversal of negative span increases k(y), there are at most 2n such traversals. We shall show that for any nonnegative span there are O(n) such traversals. This gives the first bound in the theorem, since there are at most lg d(y) + 1 possible nonnegative spans of arcs into y. The second bound follows from the concavity of the log function.
Let j be a nonnegative span. Divide the running of the algorithm into time intervals during each of which (except the last) there are exactly 3 · 2 j traversals of span j. We claim that for any interval except possibly the last one, k(y) increases by at least 2 j during the interval. The claim implies that there are at most 2n/2 j + 1 intervals, and hence at most 6n + 3 · 2 j ≤ 9n traversals of span j, since j ≤ lg n.
To prove the claim, we consider two cases. Suppose there are two traversals of span j of the same arc (x, y) during the interval. Let k(y) and k (y) be the level of y just after the first traversal and just before the second traversal, respectively, and let k(x) and k (x) be the level of x when (x, y) becomes a candidate for a second traversal and just before the second traversal occurs, respectively. The first traversal sets k out (x, y) = k(y). When (x, y) becomes a candidate for a second traversal, k(x) ≥ k out (x, y) ≥ k(y). When the second span-j traversal occurs, k (y) ≥ k (x) + 2 j ≥ k(y) + 2 j . Thus, the claim holds in this case.
The other case is that all 3 · 2 j traversals of span j during the interval are of different arcs. For this to be true, 3 · 2 j ≤ d(y), which implies j < lg d(y) − 1, so j is not the maximum possible span of arcs into y. Let k(y) be the level of y at the beginning of the interval. When an arc (x, y) of span j is traversed during the interval, k (y) − k (x) < 2 j+1 , where the primes denote levels just before the traversal. Since k (y) ≥ k(y), k (x) > k(y) − 2 j+1 . The traversal of (x, y) sets k in (x, y) = k (x) > k(y) − 2 j+1 . By the time the last of the 3 · 2 j traversals occurs, each x such that (x, y) has been traversed has k in (x, y) > k(y) − 2 j+1 . The last such traversal will increase the level of y to at least k(y) − 2 j+1 + 3 · 2 j = k(y) + 2 j if it is not already this large. Thus, the claim holds in this case also.
It is not hard to implement Algorithm I so that the time per arc traversal is O(log n), making the overall running time O(n 2 log(m/n + 2) log n). If we implement each heap out(y) using a standard heap implementation [Williams 1964; Knuth 1998, pp. 148-152; Tarjan 1983, pp. 33-43] , then the time to insert an arc into out(y), change the key of an arc in out(y), or delete an arc of minimum key from out(y) is O(log(|out(y)|)); the total number of such operations is proportional to the number of arc traversals. To support the vertex-level updates justified by Lemma 3.1, we store for each vertex y the set of arcs (x, y) in a balanced binary search tree, with symmetric order in the tree corresponding to nondecreasing order on k in (x, y) . In addition, we store in each node of the search tree its total number of descendants as well as the descendant x such that k in (x, y) + j is maximum, where j is the symmetric-order position of (x, y) in the tree. With this representation, it is straightforward to show that inserting a new arc or changing k in (x, y) for an arc (x, y) takes O (log d(v) ) time. The tree root stores the maximum over the tree of k in (x, y) + j, so computing s during an arc traversal takes O(1) time. Other implementation details are routine.
Algorithm I does not fulfill our promise of an O(n 2 log(m/n + 2)) running time. To obtain this time bound, we need to reduce the time per arc traversal to O(1). We can maintain the sets out(y) in this time bound by using the monotonicity of k out (x, y) and the fact that k out (x, y) is an integer between 1 and 2n inclusive, as we discuss later. But we do not know of a data structure that supports all the vertex-level increases justified by Lemma 3.1 while taking only O(1) time per arc traversal. Instead, we update vertex levels more selectively, by applying Lemma 3.1 only often enough to preserve the bound in Theorem 3.4. To do this, we turn the proof of Theorem 3.4 into a level-updating method. Specifically, for each vertex y and each span j, we count traversals of arcs into y of span j. When this count grows high enough, we apply Lemma 3.1 if possible to increase k(y), using a previous level of y to give a lower bound on k(x) for each of the traversed arcs (x, y). We call the resulting algorithm Algorithm F (for "fast").
Algorithm F maintains a level k(v) and an in-degree d(v) for each vertex v, initially 1 and 0, respectively; an approximate level k out (x, y) ≤ k(y) for each arc (x, y); and, for each vertex v and span j such that 0 ≤ j ≤ max{0, lg d(v)}, a bound b( j, y) storing an old level of y, and a count c( j, y) recording the number of span-j traversals performed with the current bound. Initially, b(0, y) = 1 and c(0, y) = 0 for all y. To add an arc (v, w), add 1 to d(w). If d(w) = 2 j for an integer j > 0, set b( j, w) = k(w), c( j, w) = 0, and c( j − 1, w) = 0. (A new span for arcs into w is possible.) Now there are two cases. If k(v) < k(w), set k out (v, w) = k(w) and add (v, w) to out (v) . If, on the other hand, k(v) ≥ k(w), do a selective forward search that begins by traversing (v, w) and continues until the search traverses an arc into v (there is a cycle) or there are no more candidate arcs to traverse. Initialize the candidate set A to be {(v, w)}. To do the search, repeat the following traversal step until an arc into v is traversed (there is a cycle) or A is empty:
then stop the algorithm and report a cycle
if c( j, y) = 3 · 2 j 10 then c( j, y) ← 0 11 k(y) ← max{k(y), b( j, y) + 2 j } 12 b( j, y) ← k(y) 13 delete from out(y) every arc (y, z) with k out (y, z) ≤ k(y) and add these arcs to A 14 k out (x, y) ← k(y) 15 add (x, y) to out(x) THEOREM 3.5. Algorithm F is correct. It maintains the inequalities k out (x, y) ≤ k(y) for all arcs (x, y), k(y) ≤ size(y) for all vertices y while the graph is a DAG, and k(y) ≤ size(y) + n once the graph has a cycle.
PROOF. The proof combines the proofs of Lemma 3.2, Theorem 3.3, and Theorem 3.4. The only novelty is the use of ideas in the proof of Theorem 3.4 to show that Algorithm F maintains the k(v) ≤ size(v) for all v while the graph is acyclic and k(v) ≤ size(v) + n for all v once the graph has a cycle. We verify the former; the latter follows using ideas in the proof of Theorem 3.3.
Fix a vertex y. Initially, k(y) = 1 = size(y), so k(y) ≤ size(y) initially. Traversal of an arc (x, y) such that k(x) ≥ k(y) increases k(y) to k(x) + 1 ≤ size(x) + 1 ≤ size(y), so such an increase preserves the inequality. The only other way k(y) can increase is as a result of some c( j, y) increasing to 3 · 2 j . Consider the interval of time from when c( j, y) was last 0 until it increases to 3 · 2 j . During this interval, there are 3 · 2 j traversals of arcs (x, y) of span j. Let b( j, y) be the value of this bound during the interval, up until it is increased when c( j, y) is reset to 0. Then k(y) ≥ b( j, y) throughout the interval. As in the proof of Theorem 3.4, we consider two cases.
Suppose there are two traversals of span j of the same arc (x, y) during the interval. Let k(y) and k (y) be the level of y just after the first traversal and just before the second traversal, respectively, and let k(x) and k (x) be the level of x when (x, y) becomes a candidate for a second traversal and just before the second traversal occurs, respectively. The first traversal sets k out (x, y) = k(y). When (x, y) becomes a candidate for a second traversal, k(x) ≥ k(y). When the second traversal occurs, k (y) ≥ k (x) + 2 j ≥ k(y) + 2 j ≥ b( j, y) + 2 j . Thus, by the time the last traversal in the interval occurs, the level of y is at least b( j, y) + 2 j , so the last traversal does not in fact increase k(y) and hence preserves k(y) ≤ size(y).
The other case is that all 3 · 2 j traversals of span j during the interval are of different arcs. In this case, j < lg d(y) − 1, so j is not the maximum possible span of arcs into y. Let k(y) be the level of y at the beginning of the interval. When an arc (x, y) of span j is traversed during the interval, k (y) − k (x) < 2 j+1 , where the primes denote levels just before the traversal. Since k (y) ≥ k(y) ≥ b( j, y), k (x) > b( j, y) − 2 j+1 . After the last such traversal, there are 3 · 2 j different arcs (x, y) such that k (x) > b( j, y) − 2 j+1 , where k (x) is the level of x just before the last such arc is traversed. Then size(y) ≥ b( j, y)2 j+1 + 3 · 2 j = b( j, y) + 2 j by Lemma 3.1, so the update to the level of y at the end of the interval preserves k(y) ≤ size(y). THEOREM 3.6. Algorithm F does O(n v log(d(v) + 1)) = O(n 2 log(m/n + 2)) arc traversals.
PROOF. By Theorem 3.5, all levels and bounds are integers between 1 and 2n. Each arc traversal increases a vertex level or increases a count (and then possibly resets the count to 0). There can be at most 2n 2 vertex level increases. Consider a count c ( j, v) . In each interval of time during which c( j, v) increases from 0 to 3 · 2 j and is then reset to 0, k(v) increases by at least 2 j . The value of c( j, v) can also be set equal to 0 without reaching 3 · 2 j once, when the maximum span for v increases to j + 1. Furthermore, c( j, v) can be at most 3 · 2 j at the end of the algorithm. It follows that there are at most 6n + 3 · 2 j+1 ≤ 12n traversals of span j of arcs into v.
It is straightforward to implement Algorithm F so that each arc traversal takes O(1) time, except for the maintenance of the heaps out (v) . Each heap out(v) is monotonic: the keys of successively deleted items are nondecreasing. Also, each key is an integer between 1 and 2n, inclusive. These two properties allow us to represent each heap using the multilevel bucketing scheme of Denardo and Fox [1979] (see also Cherkassky et al. [1997] ). With k levels of buckets, the time per heap operation is O(k) and the space per heap is n 1/k plus space proportional to the number of items, for a total space bound of O(n 1+1/k + m) for the n heaps. The space needed to store the graph is O(m); that for the levels, bounds, and counts is O(n log n). Thus, we obtain the following result: It suffices to choose k = 2, since this makes the space bound O(m) if m/n = (n 1/2 ); if not, the algorithm in Section 2 has a smaller worst-case time bound. If m/n = (n 1/2 ), the bound on the running time of Algorithm F does not depend asymptotically on m; it is O(n 2 log n).
The simplest of examples shows that Algorithm F (and Algorithms N and I) is inefficient on sparse graphs. Let the vertices be 1, 2, . . . , n. Add n − 1 arcs (n − 1, n), (n − 2, n − 1), . . . , (1, 2) in this order. Addition of (i − 1, i) causes a search that increases the level of each vertex j ≥ i by 1. The total time for the n − 1 arc insertions is (n 2 ).
In fact, the second bound of Theorem 3.6 (and the second bound of Theorem 3.4) is tight for all graph densities, but we need a more complicated example to prove this. THEOREM 3.8. For any sufficiently large n and any integer k between 1 and lg n inclusive, there is a sequence of O(2 k n) arc insertions that causes Algorithm F to do (n 2 k) arc traversals.
PROOF. The example we construct works differently from our simple example for the sparse case: we need many arc traversals that do not produce vertex-level increases. Let k be a positive integer, and let r ≥ 2 k+1 . Our graph contains three types of vertices:
(1) X = {x 2 , . . . , x 2r }; (2) sets of vertices Y 0 , Y 1 , . . . , Y k , with Y j containing 2 j vertices; and (3) Z = {z 1 , z 2 , . . . , z r }. The number of vertices n is 3r + 2 k+1 − 2, which is between 3r and 4r.
The arc insertions proceed in three phases. The first two do initialization; the third causes many arc traversals.
First, add arcs (x i , x i+1 ) to make X into a path. After these insertions, k(x i ) = i − 1. Subsequently, a vertex v increases in level only by addition of an arc (x i , v) such that v ∈ X and d(v) < i. Such an addition increases d(v) to i.
Second, add arcs from every vertex in every Y j to every vertex in Z, and from x 2 to every vertex in Z. This step increases the in-degree of every vertex in Z to 2 k+1 . It also increases the levels of all vertices in Z to at most 2 k+1 ≤ r by Theorem 3.5.
Third, for each i from 1 to r, insert the following arcs: an arc (x r+i , z) for each z ∈ Z, and then, for each integer j ≤ k such that i is a multiple of 2 j , arcs from x r+i−2 j to every vertex in Y j .
The total number of arcs inserted is O(rk) = O(2 k n). We shall show that during the third phase, if i is a multiple of 2 j , all arcs from Y j to Z are traversed. This implies that the total number of arc traversals is at least k j=1 (r/2 j )2 j r = r 2 k = (n 2 k). We claim that the third phase of arc insertions maintains the following invariants:
(1) for each vertex z ∈ Z, d(z) ≤ r + i; (2) for each vertex y ∈ Y j , d(y) ≤ r + i − 2 j ; and, if i is a multiple of 2 j , then (3) the arc insertions for i cause traversals of all arcs from Y j to Z and of no arcs from Y j with j = j to Z; (4) all traversals of arcs (y, z) with y ∈ Y j and z ∈ Z are of span j; and (5) after the arc insertions for i, k out (y, z) = r + i for every y ∈ Y j and z ∈ Z.
We prove the claim by induction on i. Parts (1) and (2) hold at the beginning of the third phase, since after the second phase (1) d(z) ≤ r for z ∈ Z and (2) d(y) = 1 for y ∈ Y j . Parts (3), (4), and (5) are vacuous before the third phase. Suppose the claim holds before the insertions for i. By (1), the insertions (x r+i , z) for each vertex z ∈ Z increase d(z) to r + i and change no counts. Suppose i is a multiple of 2 j . By (2), the insertions of arcs from x r+i−2 j to every vertex y in Y j increase d(y) to r +i −2 j without changing any count of y. Thus, (2) holds after the insertions for i. If i = 2 j , k out (y, z) ≤ r for every z ∈ Z, since these keys were set during the second phase; otherwise, k out (y, z) = r + i − 2 j by (4), since these keys were last set when i was smaller by 2 j . In either case, all r arcs out of y will be traversed. Thus, (3) holds after the insertions for i. Each such traversal has a span of j, so (4) holds after the insertions for i. Consider the value b( j, z) for some z ∈ Z just before the insertions for i. Either b( j, z) = 0 or it was last set during phase 2 and hence is at most r, or by (4), it was last set when i was smaller by at least 2 j ; in any case, b( j, z) ≤ r + i − 2 j . It might happen that one of the traversals of an arc (y, z) with y ∈ Y j and z ∈ Z increases c( j, z) to its maximum and resets it to 0, but such a traversal does not increase k(z), since b( j, z) is too small to produce an increase. It follows that the arc insertions for i preserve (1). They preserve (5) by (3) and the fact that d(z) = r + i once (x r+i , z) is inserted.
Invariant (4) gives the desired bound on arc traversals.
We can easily extend Algorithm F to maintain a weak topological numbering such that the vertex numbers are distinct and/or to maintain a list of the vertices in topological order, using the same methods as in Section 2.
MAINTENANCE OF STRONG COMPONENTS
In this section, we extend the algorithms in Sections 2 and 3 to maintain strong components, as has been done for some of the earlier algorithms. Pearce [2005] and sketched how to extend their incremental topological ordering algorithm and that of Marchetti-Spaccamela et al. [1996] to maintain strong components; HKMST showed in detail how to extend their algorithms.
Our strong-components algorithms maintain a representation of the condensation of the graph, which is the graph formed by contracting each strong component into a single vertex. We represent each vertex in the condensation by a unique canonical vertex in the corresponding component. We maintain the vertex sets of the components using a disjoint set data structure [Tarjan 1975; Tarjan and van Leeuwen 1984] , which supports two operations:
FIND(x): Given a vertex x, return the canonical vertex of the set containing x.
LINK(x, y): Given two different canonical vertices x and y, unite the sets containing them into a single set whose canonical vertex is x. This operation destroys the old sets containing x and y.
Initially, each vertex is a canonical vertex in its own singleton set. With an appropriate implementation of the set operations, the time for any sequence of intermixed LINK and FIND operations is O(n log n) plus O(1) per operation [Tarjan 1975 ]. In our strong-components algorithms, the number of set operations is O(1) per arc examined, so the time for the set operations does not increase the asymptotic time bounds for maintaining strong components.
Although the original graph contains no loops or multiple arcs, contracting a new strong component into its canonical vertex may create such arcs. Such arcs affect neither the strong components nor the possible topological orders of the vertices, but they can affect running times. Our sparse strong-components algorithm avoids traversal of loops and multiple copies of an arc during backward cycle detection searches. Our dense strong-components algorithm avoids traversal of loops and of multiple copies of an arc.
Each of our strong components algorithms runs the corresponding cycle detection algorithm on the condensation. If an arc addition creates a new component, the algorithm does an extra depth-first search to find the vertices in the new component. Let G be an acyclic graph, and suppose the addition of arc (u, z) creates a cycle. Then the strong component containing (u, z) contains exactly the vertices on simple paths from z to u. We can find all such vertices by marking u and then doing a depth-first search forward from z. When retreating along an arc (x, y) during the search, we mark x if y is marked. When the search reaches u, we need not search recursively from u, but there is no harm in doing so. Once the search finishes, the marked vertices are those in the component. It is straightforward to verify by induction that this method correctly marks all vertices on simple paths from z to u. Equivalently, we can do a backward depth-first search from u.
Strong Components of Sparse Graphs
For each canonical vertex y, our sparse strong-components algorithm maintains a level k(y), initially 1; a set out(y) of the original arcs (v, w) such that FIND(v) = y; and a list in(y) of vertices x such that (FIND(x), y) is a loop or an arc of the current condensation and k(FIND(x)) = k(y). If (u, y) is an arc of the current condensation, there is at least one x on in(y) such that FIND(x) = u. Initially, each level is 1 and each set out(y) and list in(y) is empty. The levels are a pseudo-topological ordering: if (v, w) is an arc (original or formed by some contractions), k(FIND(v)) ≤ k(FIND(w)). Each vertex is either marked or unmarked, initially unmarked.
In order to avoid traversing duplicate arcs during backward cycle detection searches, the algorithm cleans in(y) while searching backward from y, by replacing each entry x on in(y) by FIND(x), deleting duplicates, and deleting y if it is on in(y). To make cleaning easy, we assume the vertex set is {1, 2, . . . , n}. The algorithm does the cleaning with the help of a bit array M, initially all 0. To clean in(y), for each entry x on in(y), do the following: Delete x from in(y) and compute u = FIND(x). If u = y and M(u) = 0, set M(u) = 1, add u to in(y), and add (u, y) to the set of arcs to traverse. Once in(y) is cleaned, set all 1 bits in M to 0. To make this process efficient, the algorithm maintains a pointer to the boundary between the cleaned part of in(y) (the prefix) and the not-yet-cleaned part (the suffix), as well as a list of the positions of the 1 bits in M.
The algorithm for adding a new arc (v, w) begins by computing the corresponding arc (u = FIND(v), z = FIND(w)) in the current condensation. Then it runs the sparse cycle detection algorithm on the current condensation, but it does not stop when it detects a cycle; it merely sets a bit indicating that a cycle exists. The backward search does not traverse loops or duplicate arcs, and it continues until it traverses arcs or it runs out of arcs to traverse. This search is breadth first, to facilitate partial cleaning: the last traversal can occur when the algorithm is in the middle of cleaning a list in(y), in which case it leaves in(y) in its partially cleaned but valid state and sets all 1 bits of M to 0. The forward search, if it occurs, continues until it traverses all arcs from vertices whose level increases. Once the searches are complete, the updated levels are a pseudotopological ordering of the current graph, which consists of the current condensation plus the arc (u, z) . If the addition of (u, z) creates a cycle, u and z are now on the same level, as are all vertices in the new component. If a cycle is detected, the algorithm does an extra depth-first search backward from u, visiting only canonical vertices on the level of u and marking those in the new component. Then it forms the new component.
Here are the details. The algorithm for adding a new arc (v, w) consists of the five steps that follow. It sets the Boolean variable cycle to TRUE when it detects a cycle.
Step 1 (test order): Set u = FIND(v) and z = FIND(w). If u = z or k(u) < k(z), go to Step 5: the levels remain a pseudo-topological ordering. Otherwise, go to Step 2.
Step 2 Step 3 (search forward): Using the sets out(x), search forward from z, traversing arcs only from canonical vertices whose level increases. Update lists in(y) as vertex levels increase. Specifically, when traversing an arc (x, y) forward, if FIND(y) ∈ B, set cycle = TRUE. If k(FIND(y)) = k(z), add (x, y) to in (FIND(y) ). If k(FIND(y)) < k(z), set k(FIND(y)) = k(z), set in(FIND(y)) = [x], and add all arcs in out(FIND(y)) to those to be traversed.
Step 4 (form component): If cycle = FALSE, go to Step 5. Otherwise, proceed as follows. Mark z. Using the lists in(y), do a backward depth-first search from u, visiting only canonical vertices on the same level as u. When traversing a backward arc (x, y), if FIND(x) is marked, mark FIND(y). Otherwise, if FIND(x) is unvisited, visit FIND(x) and recursively search backward from FIND(x); once the recursive search finishes, if FIND(x) is marked, mark FIND(y). Once the search from u finishes, for each marked vertex x = z, do LINK(z, x), set out(z) = out(z) ∪ out(x), set in(z) = in(z)&in(x), and unmark x. Finally, unmark z.
Step 5 (add arc): Add (v, w) to out (FIND(u) ). If k(FIND(u)) = k(z), add v to in(z). In the proofs to follow, we denote levels just before and just after the insertion of an arc (v, w) by unprimed and primed values, respectively. THEOREM 4.1. The sparse strong-components algorithm is correct. That is, it correctly maintains the strong components, all the data structures, and the following invariant on the levels: if (x, y) is an arc, then k(FIND(x)) ≤ k (FIND(y) ).
PROOF. The proof is by induction on the number of arc insertions. Initially, all the data structures are correct. It is straightforward to verify that the algorithm correctly maintains them, assuming that it correctly maintains the strong components and the desired invariant on levels. Suppose the strong components are correct and the invariant holds before the insertion of an arc (v, w) . The first three steps of the algorithm do the same thing as the first three steps of the unextended algorithm, except that they operate on the condensation instead of the original graph, and they do not stop when a cycle is detected but merely set cycle = TRUE. It follows that if adding (v, w) does not create a new component, then after the addition, the components are correct and the invariant holds.
Suppose, on the other hand, that adding (v, w) does create a new component. By the proof of Theorem 2.1, the algorithm will definitely set cycle = TRUE. If a forward search does not occur, no levels change and k(u) = k(z). If a forward search does occur, then z increases in level, and all canonical vertices reachable from z, including u, have level at least that of z once the forward search finishes. It follows that at the beginning of Step 4, k(FIND(x)) ≤ k(FIND(y)) for every original arc (x, y), and k(u) = k(z). This means that the new component formed by the addition of (v, w) contains only canonical vertices on the same level as u and z, and the search in Step 4 will correctly find the vertices in the new component and correctly update the data structures.
To bound the running time of the algorithm, we need to prove an analog of Lemma 2.2. This requires some definitions. We call an original arc (x, y) live if x and y are in different strong components and dead otherwise. A newly inserted arc that forms a new component is dead immediately. The level of a live arc (x, y) is k (FIND(x) ). The level of a dead arc is its highest level when it was live; an arc that was never live has no level. We identify each component with its vertex set; an arc insertion either does not change the components or combines two or more components into one. A component is live if it corresponds to a vertex of the current condensation and dead otherwise. The level of a live component is the level of its canonical vertex; the level of a dead component is its highest level when it was live. A vertex and a component are related if there is a path that contains the vertex and a vertex in the component. The number of components, live and dead, is at most 2n − 1.
LEMMA 4.2. No vertex level in the sparse strong-components algorithm exceeds min{m 1/2 , 2n 2/3 } + 1.
PROOF. We claim that for any level k > 1 and any level j < k, any canonical vertex of level k is related to at least arcs of level j and at least √ components of level j. We prove the claim by induction on the number of arc insertions. We denote levels just before and just after an arc insertion by unprimed and primed values, respectively. The claim holds vacuously before the first insertion. Suppose it holds before the insertion of an arc (v, w) . Let u = FIND(v) and z = FIND(w) before the insertion. A vertex is reachable from z after the insertion if and only if it is reachable from z before the insertion. The insertion increases the level only of z and possibly of some vertices and components reachable from z. It follows that the claim holds after the insertion for any canonical vertex not reachable from z.
Consider a vertex y that is reachable from z and is canonical after the insertion. Since levels are a pseudo-topological numbering of the components, k (y) ≥ k (z). For j such that k (z) ≤ j < k (y), y is related to at least arcs of level j and √ components of level j before the insertion. None of these arcs or components changes level as a result of the insertion, so the claim holds after the insertion for y and level j. Since any arc or component of level less than k (z) that is related to z is also related to y, the claim holds for y after the insertion if it holds for z.
After the insertion, z is reachable from u. Also, k(u) ≤ k (z) ≤ k(u) + 1. The claim holds for u before the insertion. Let (x, y) be an arc of level less than k(u) that is related to u before the insertion. If x is reachable from z, (x, y) will be dead after the insertion and hence its level will not change. Nor does its level change if x is not reachable from z. Arc (x, y) is related to z after the insertion. Consider a component of level less than k(u) that is related to u before the insertion. If the component is reachable from z, it is dead after the insertion of (v, w) and hence does not change level; if it is not reachable from z, it also does not change level. After the insertion, the component is related to z. It follows that the claim holds for z and any level j < k(u).
One case remains: j = k(u) < k (z) = k(u) + 1. For the level of z to increase to k(u) + 1, the backward search must traverse at least arcs corresponding to original arcs of level k(u) before the insertion. Each of these original arcs is related to z and on level k(u) after the insertion. The ends of these arcs are in at least √ components of level k(u), each of which is related to z and on level k(u) after the insertion. Thus, the claim holds for z and level k(u) after the insertion. This completes the proof of the claim.
The claim implies that for every level other than the maximum, there are at least different arcs and √ different components. Since there are only m arcs and at most 2n − 1 components, the maximum level is at most min{m/ , 2n/ √ } + 1. The lemma follows.
THEOREM 4.3. The sparse strong-components algorithm runs in O(min{m 1/2 , n 2/3 }m) time for m arc insertions.
PROOF. The proof is like the proof of Theorem 2.3, using Lemma 4.2. There are two new computations whose time we must bound: the cleaning of lists in(y), and the time spent doing searches in Step 4. A vertex u is added to a list in(y) either as the result of a new arc being added to the graph (at most m additions) or a vertex increasing in level (at most m additions) or as the restul of an arc being traversed in a backward search in Step 2 (at most m additions). Each cleaning step either deletes a vertex from a list in(y) or results in an arc traversal. It follows that the total time for cleaning is O( m).
Each arc traversal during a search in Step 4 either was traversed in Step 2 or is an arc incident to a vertex whose level increases. Thus, there are O( m) such traversals.
Strong Components of Dense Graphs
Our dense strong-components algorithm runs in O(n 2 log n) time. (Since the algorithm is only competitive with the sparse algorithm if m = ω(n 1/2 ), we have not bothered trying to improve the log n factor for the sparse case.) It does two searches per arc addition, the first to mark all the vertices in the new component if any, the second to update levels, bounds, and counts of canonical vertices.
As in Section 4.1, we assume the vertex set is {1, 2, n}, so that the vertices are totally ordered. The algorithm maintains the arcs of the condensation explicitly: each time a new strong component is formed, the algorithm contracts all vertices in the component into the canonical vertex and deletes loops and multiple arcs. To make this efficient, the algorithm maintains for each canonical vertex y the set OUT(y) of outgoing arcs (y, z) in the current condensation and the set IN(y) of incoming arcs (x, y) in the current condensation. For a current arc (x, y), the entries for (x, y) in OUT(x) and IN(y) point to each other, and the entry in OUT(y) points to the entry for (x, y) in the heap out(x). The algorithm stores each set IN(y) and OUT(y) in a balanced binary search tree, with the key of an arc (x, y) being x in IN(y) and y in OUT(x). Then the time to access, insert, or delete an arc in a set IN(y) 1 and IN(v) , OUT(v) , and out(v) are empty for all vertices v; b( j, v) = 1 and c( j, v) = 0 for all vertices v and all integers j such that 0 ≤ j ≤ lg n; and all vertices are canonical and unmarked.
To insert an arc (v, w), let u = FIND(v) and z = FIND(w). If u = z or (u, z) is an arc of the current condensation, do nothing. Otherwise, proceed as follows. If k(u) < k(z), add u to IN(z), add z to OUT(u), set k out (u, z) = k(z), and add (u, z) to out(u), completing the insertion. If, on the other hand, k(u) ≥ k(z), do Steps 1 through 3 as follows.
Step 1 (find component): Set k(z) = k(u) + 1. Do a depth-first search forward from z, visiting only canonical vertices of level less than k(z). To do the search, when visiting a vertex x, find all arcs (x, y) in out(x) such that k out (x, y) < k(z), and traverse these and only these. To traverse an arc (x, y), if y = u, mark u; if k(y) < k(z), set k(y) = k(z) and search forward recursively from y; once the recursive search finishes, if y is marked, mark x.
Step 2 (form component): If z is unmarked, initialize A = {(u, z)} and go to Step 3. Otherwise, proceed as follows. Contract all the marked vertices other than z into z by doing appropriate LINK operations and updating the sets IN(y) and OUT(y) and the heaps out(y) as described earlier. Set c( j, z) = 0 for all j. Initialize A = {}. Delete from out(z) every arc (z, y) such that k out (z, y) ≤ k(y) and add it to A. Unmark all marked vertices.
Step 3 (update levels, bounds, and counts): Repeat the traversal step of Algorithm F, Section 3, until A is empty. In this step, omit lines 2 and 3: any cycle has already been contracted.
To help in analyzing the strong-components algorithm, we represent the entire contraction process by an augmented graph. We can map the behavior of the strongcomponents algorithm on the original graph to the behavior of a corresponding algorithm on the augmented graph. The augmented graph is acyclic, which allows us to apply the results in Section 3 to it and map the conclusions back to the behavior of the original algorithm on the original graph.
The augmented graph is obtained by creating a new vertex for each new component rather than contracting each new component into one of its vertices. This vertex is called the live vertex of the component (even though it is not in the component). Initially, all vertices are live. Consider the addition of a new arc (u, z) between two canonical vertices in the current condensation. Let (u , z ) be the corresponding arc between two live vertices in the augmented graph. If the addition of (u, z) to the current condensation does not create a cycle, we update the augmented graph by adding (u , z ) as a live arc. If, on the other hand, the addition of (u, z) creates a cycle, the strong-components algorithm makes z the canonical vertex of the new strong component, contracts all vertices in the component into z, and deletes resulting loops and all but one copy of each multiple arc. In the augmented graph, adding (u , z ) forms a corresponding component. In this case, we update the augmented graph as follows: Add a new live vertex z representing the component and all vertices in it. Make all vertices in the component and all arcs incident to the component dead. Add live arc (u , z ). Add a live arc (x, z ) for every live vertex x with an arc into the component, and add an arc (z , y) for every live vertex y with an arc from the component.
The augmented graph is acyclic: given a topological order of the vertices before the addition of a new vertex z triggered by an arc (u , z ) that forms a cycle, a topological order of the augmented graph after the updates can be obtained by inserting z just after the last vertex in the component that would be formed by adding (u , z ). The augmented graph contains at most 2n − 1 vertices, since there are at most n − 1 new components formed by arc additions. The live subgraph of the augmented graph (the subgraph containing the live vertices and arcs) is isomorphic to the current condensation, so running the arc addition algorithm on the current condensation is equivalent to running it on the live subgraph.
We denote by asize(v) the size of vertex v in the augmented graph.
THEOREM 4.4. The dense strong-components algorithm correctly maintains strong components and the inequality k(v) ≤ asize(v ) ≤ 2n − 1 for every vertex v, where v is the live vertex representing v in the augmented graph.
PROOF. The proof is by induction on the number of arc insertions. Consider running the arc addition algorithm concurrently on the current condensation and on the live subgraph of the augmented graph. When doing the latter, if a new component is formed in the original graph, add the corresponding new live vertex z to the augmented graph along with the appropriate incident arcs, initialize a heap out(z ), and initialize set A for Step 3 to contain all arcs (z , y) with k(z ) ≤ k(y). The level of a canonical vertex in the current condensation is equal to the level of its live representative in the augmented graph. The augmented graph is acyclic. The proof of Theorem 3.5 shows that k(v ) ≤ asize(v ) for every live vertex in the augmented graph, and that k(v ) < k(w ) if (v , w ) is an arc in the augmented graph, live or dead. Hence, the inequality in the theorem holds, and after Step 3, the numbering of the canonical vertices is a weak topological numbering of the condensation.
Since levels remain bounded, the algorithm terminates. It remains to show that the algorithm correctly maintains strong components. Suppose this is true before the insertion of an arc (v, w) . Let u = FIND(v) and z = FIND(w), and consider vertex levels just before the insertion. If Steps 1 through 3 are not executed, the theorem holds after the insertion. Suppose Steps 1 through 3 are executed.
Step 1 visits all vertices of level less than k(u) + 1 reachable from z and increases their level to k(u) + 1. Since z is reachable from u after the insertion of (v, w), all such vertices have size at least k(u) + 1 after the insertion. If the insertion of (v, w) creates a new component, the vertices in the component are exactly those on paths from z to u, all of which must have level at most k(u) before the insertion. Thus, Step 1 will visit and mark all such vertices, including u, and Step 2 will correctly form the new component. Thus, the theorem holds after the insertion.
THEOREM 4.5. The dense strong-components algorithm runs in O(n 2 log n) total time.
PROOF. The proof of Theorem 3.6 extends to show that the extended dense algorithm does O(n 2 log n) arc traversals. In addition, Step 2 does O(n log n) work per vertex contraction, of which there are at most n − 1. From these, the theorem follows.
Topological Order
It is straightforward to apply the ideas in Section 2 to extend the sparse strongcomponents algorithm to maintain a weak topological numbering of the vertices and/or a list of the strong components in topological order. Likewise, it is easy to extend the dense algorithm to maintain a topological numbering of the components. We leave these extensions as exercises.
CONCLUDING REMARKS
We have presented two algorithms for incremental cycle detection and related problems, one for sparse graphs and one for dense graphs. Their total running times are, respectively, O(min{m 1/2 , n 2/3 }m) and O(n 2 log n). The sparse algorithm is faster for graphs whose density m/n is o(n 1/3 log n); the dense algorithm is faster for graphs of density ω(n 1/3 log n). The O(n 2/3 m) bound of the sparse algorithm is best only for graphs with density in the sliver from ω(n 1/3 ) to o(n 1/3 log n). The HKMST paper gives a lower bound of (nm 1/2 ) for algorithms that maintain an explicit list of the vertices in a topological order and do vertex updates only within the so-called "affected region," the set of vertices that are definitely out of order when a new arc is added. Unlike previous algorithms, our algorithms do not do updates completely within the affected region, yet they do not beat the HKMST lower bound, and we have no reason to believe it can be beaten. On the other hand, for graphs of intermediate density, our bounds are far from O(nm 1/2 ), and perhaps improvements coming closer to this bound are possible.
Another interesting research direction is to investigate whether batch arc additions can be handled faster than single arc additions (other than by reverting to a static algorithm if the batch is large enough). See Alpern et al. [1990] and Pearce and Kelly [2010] . One may also ask whether arc deletions, instead of or in addition to insertions, can be handled. Our cycle detection and topological ordering algorithms remain correct if arcs can be deleted as well as inserted, but the time bounds are no longer valid, and we have no interesting bounds. Maintaining strong components as arcs are deleted, or as arcs are inserted and deleted, is an even more challenging problem. See Roditty and Zwick [2008] and the references contained therein.
