The design of multicell accelerator cavities is a challenging task, since it implies the manipulation of various shape parameters regarding different (partially contradicting) optimization goals. Simulating the electromagnetic characteristics of the full structure depending on various geometric parameters typically involves an enormous computational effort. In most cases, this limits the observed frequency range and the number of optimization passes. For the same reason, the effects of unintended shape deviations are usually excluded from the optimization processes, even though they may be of particular importance for the final design. Perturbative methods offer an efficient approach to tackle this issue. They allow the computation of the eigenmodes and the derived cavity performance parameters for a vast number of cavity designs based on one initial design. In this paper, we investigate the applicability of perturbative methods for performance optimization and simultaneous consideration of the shape variations of a multicell structure.
I. INTRODUCTION
O NE OF the main challenges in designing a superconducting multicell cavity is to provide the best possible beam acceleration and simultaneously guarantee an adequate damping of higher order modes (HOMs) [1] . This requires an eigenmode analysis of the closed RF structure over a wide frequency range. The standard approach is the use of a 3-D eigenmode solver for an iterative modification of the structure's shape to obtain the best design parameters. The drawback of this approach is that each modification requires a full simulation regardless of its extent. The resulting computational effort is enormous, forcing a tradeoff between design requirements and computational time.
Perturbative methods are based on the idea that a moderate shape modification only affects the eigenmodes to a likewise moderate degree. Inefficient repetitive computations are avoided by deriving the so-called perturbed eigenmodes of a modified shape directly from the so-called unperturbed eigenmodes of an initially chosen shape. Solely, the unperturbed modes have to be computed in a conventional way only once. Perturbative methods are particularly suitable to improve the efficiency of investigations into a multitude of geometric variations. A further substantial advantage is the fact that the modes of a structure with symmetry-breaking elements (e.g., tuned end-cells) can be derived from the modes of a fully symmetric structure. For this purpose, it is only necessary to compute the unperturbed modes for different symmetry settings and to merge them. The methods were successfully demonstrated for simple cavity geometries [2] . They are now used for a parameter study of a multicell cavity, a far more extensive application. Exemplarily, the main linac multicell cavity of the Berlin Energy Recovery Linac Project (bERLinPro) [3] 
II. THEORY AND REALIZATION
The method presented in this paper is a special generalization of Slater's theorem (GST) [4] , applicable to cavities with perfect electric conducting (PEC) or perfect magnetic conducting boundaries. Lossy boundaries cannot be included, since they involve non-orthogonal eigenmodes but may be considered a posteriori by power loss methods [5] . A detailed description of a GST is available in [6] and [7] . This section recapitulates the most relevant facts. The electric (Ẽ) and magnetic (H) fields of the perturbed modes of a modified shape are expanded in terms of the electric (E) and magnetic (H) fields of the unperturbed modes
The weighting factors α ik and β ik of the linear series expansions of the perturbed mode i are deduced from the interactions of each unperturbed mode j with every other unperturbed mode k inside the volume V that is removed by the perturbation from the initial shape (Fig. 1) . The interaction terms (ITs) of the unperturbed modes are composed of their angular frequencies ω and the volume integrals of their fields E and H, respectively, over V . For instance, if a modification is only applied to PEC boundaries, the IT of modes j and k is defined as Based on s j k , two matrices A and B with the elements
can be formed, constituting the final IT matrices. Here, U j is the energy of the j th mode and δ j k is the Kronecker delta. The square root of the i th eigenvalue of A and B provides the frequencyω i of the perturbed mode i , the i th eigenvector of its weighting factors α ik and β ik . Each modification of the initial shape into another shape involves a different volume V and thereby different values of s j k , yielding the corresponding set of perturbed eigenmodes. The choice of the initial (unperturbed) shape is crucial for an effective application of the method. The shape is defined in such a way that its end-cells comprise all eight design candidates C1-C8, i.e., every candidate is a perturbed shape. In addition, its equator and iris radii are set to 0.5 mm larger than the ones of the actual designs to allow for the radial variations of ±0.5 mm, as illustrated in Fig. 1 . The shape is specified fully symmetric, so that all the three Cartesian symmetry planes can be used to speed up the computations. The unperturbed modes are computed with the 3-D FEM eigenmode solver of CST MWS [8] and exported to Mathematica [9] that is used for the implementation of the GST. Since only modes with the same azimuthal type (monopole, dipole, and so on) interact, the modes are split into the corresponding subsets before applying the GST. The subsets (depending on the type only 40-245 modes) can be processed separately and thereby in total faster. Furthermore, for the computation of the ITs, the structure is partitioned into 12 half-cells (h) and 2 end-cell groups (eg), as shown in Fig. 2 . By dividing V into 14 subvolumes ( V eg-, V h6− , and so on), the s j k value of each segment can also be processed separately. Thereby, each segment can be varied independently of the others. This is an essential step for an efficient application of perturbative methods to complex structures and extensive variations. To investigate the radial variations of 0.5, 0, and −0.5 mm for all the candidates, only 8 different sets of ITs for each half-cell and 24 sets for each end-cell group have to be computed. In addition, only the ITs of six half-cells (h1 + to h6 + ) in the positive longitudinal coordinate range are determined from the exported field data. The ITs in the negative range (h1 − to h6 − ) are directly deduced from the ones in the positive range based on the applied symmetry settings, saving further computational time. Finally, combining the ITs of the individual 14 segments with a full structure yields the eigenmodes of ∼12.7 million different designs.
III. ACCURACY
The accuracy of the method was validated by comparing the eigenmodes based on the GST with the reference modes computed with CST MWS for some chosen cavity shapes. One thousand one hundred and eighty seven modes were computed with the GST up to a frequency of 7.1 GHz. Their relative frequency error is 5 × 10 −4 at maximum. The majority has an error even less than 10 −4 , i.e., the frequencies can be computed very accurately. Likewise, the GST-based fields coincide to a large extent with the reference fields, as demonstrated in Fig. 3 , for the accelerating TM 010π mode and an arbitrarily chosen HOM of C1. Accurate fields are of major importance for the optimization and error estimation of a multicell cavity, since the fields are highly sensitive to geometric modifications. For instance, the field flatness is one essential criterion of the accelerating mode, ensuring an equal and thereby maximal acceleration in each cell. In the following equation, it is defined as:
where E pν is the peak longitudinal electric field at the beam axis z in the νth cell and N cells is the number of cells in the cavity. For the TM 010π mode, η ff should be at least 96%, which can be achieved by an iterative tuning of the end-cells. Table I shows that the GST-based field flatnesses also match the ones of the reference modes very well. Solely, for C5, η ff differs >1%. Consequently, the GST is suited for the design optimization. Fig. 4 . Frequency shifts of the first ten passbands of C2-C8 relative to the frequencies f 0 of C1. C1 was chosen for the comparative frequencies f 0 , since they are in the vicinity of the median of all the frequencies. The different markers indicate the azimuthal type (+ monopole, • dipole, and so on) of the modes.
The computation of the unperturbed modes is the most time consuming part in the execution of the perturbative methods. The simulation of 100 unperturbed modes ( Fig. 1) with CST MWS (Intel E5-2687W @ 3.4 GHz, 256 GB RAM) takes, depending on the frequency range, between 4.5 and 5 h (400k-500k mesh cells). The computation of the ITs for a set of 100 modes takes ∼230 s, while the final determination of perturbed frequencies and weighting factors for the series expansion is done within some seconds. Hence, once the unperturbed modes are computed, the full mode spectrum of modified shapes can be computed with relatively low effort.
IV. RESULTS
Cavity optimization is primarily focused on maximizing the accelerating field for a given input power. However, for a reliable operation of the cavity, it is also essential to investigate the characteristics of its HOMs, since they can be excited by a particle beam and seriously impair it. With the exception of the first TM 0 and TM 1 bands, Fig. 4 shows that the frequencies perceptibly differ for the different design candidates. It is evident that C6 and C7 present the candidates with the highest differences. Besides, C5 shows a behavior very similar to C6. The frequency shifts indicate that the HOMs of the candidates, in particular, C6 and C7, may have likewise different fields and characteristics. For example, this can be clearly seen from the R sh /Q 0 values. The R sh /Q 0 value of a mode quantifies the level of excitation of the mode by the beam and, likewise, its influence on the beam. For particles moving at almost the speed of light c through a cavity with the length L, it is defined as
R sh /Q 0 should be maximal for the accelerating mode and minimal for all the other modes to avoid beam instabilities. The R sh /Q 0 value of the TM 010π mode is 773.98 on an average, and varies only slightly (2 × 10 −4 ) for the different candidates. Fig. 5 displays the existence of several TM 0 HOMs with R sh /Q 0 sufficient to cause a considerable interaction with the beam. The two most critical modes are in the second TM 0 band around 2.44 GHz. The R sh /Q 0 value of the first mode is 125.52 on an average, and 109.435 for the second. C7 clearly has the lowest R sh /Q 0 value for the second mode (100.98 ), but at the same time, the highest values for the first mode (127.90 ) and a neighboring mode at 2.42 GHz (38.41 ). Therefore, the C7 modes show distinct differences compared with the other candidates. This is even more apparent for C6 (C5) as it can be seen for the three modes between 3.83 and 3.87 GHz. For the majority of the candidates, R sh /Q 0 is between 15 and 31 . For C6, one of these modes has an obviously higher value (40.2 ), while another has an eminently lower value (4.31 ). These inherently contrary mode characteristics demonstrate that a detailed HOM analysis is vital for a reliable cavity design, favoring perturbative methods for the optimization process. Since it is difficult to decide on a clearly preferable candidate, an investigation of additional characteristics, especially the external quality factors, or a further optimization may facilitate the decision.
The effects of shape variations that may arise from possible deviations of the actual shape from the ideal one are of equal importance for a robust design. Since not all the 12.7 million designs can be presented here, exemplarily the frequency shifts that arise from the uniform variations in the cell radii are plotted for C1 in Fig. 6 . In this context, uniform means that all half-cells are modified to the same extent. Table II lists the applied radii modifications. As to be expected, increasing the equator radii reduces the frequencies, while decreasing them results in the exact opposite. Besides, the magnitude of the frequency shifts mainly depends on the equator radii and less on the iris radii as it is particularly apparent for the TM 0 modes shown in Fig. 6 . In contrast, the iris radii influence the cell-to-cell coupling and thereby primarily affect the frequency spread within one passband. However, the spread also strongly depends on the electromagnetic field at the irises. The comparison of the first TM 0 and TE 1 passbands demonstrates this effect. Since a shift in the frequency of the TM 010π mode leads to a partial deceleration of the particles in the beam, especially equator deformations impair the acceleration quality.
The impact of deformations on the field profile is exemplarily shown by means of the accelerating field subject to three different forms of variations. A slight uniform increase in the iris radii already reduces the field flatness η ff by a noticeable amount to 79.76%. R sh /Q 0 is likewise diminished to 762.75 . A reduction in the equator and irises of the mid-cell results in even worse η ff (22.17%) and R sh /Q 0 (727.86 ) values, as displayed in Fig. 7(a) . Fig. 7(b) shows that a deformation of one end-cell may tremendously impair the field profile. Therefore, the field is mainly located in the deformed end-cell and its neighboring cell, reducing R sh /Q 0 to 330.19 . These examples emphasize the high sensitivity of the fields to geometric variations, especially to the equator radius and the non-uniform variations [10] . Fig. 8 shows a sample of the TM 0 mode R sh /Q 0 values of candidate C7 subject to uniform shape deformations. Only the values of the intended C7 shape and the most prominent variations (modification of both equator and iris radii) are plotted. As it can be seen, the most critical mode around 2.44 GHz is only slightly affected by variations. Its R sh /Q 0 may change by ±2% at most, whereas the R sh /Q 0 value of the second critical mode may increase by 11% by a reduction in the equator radius and may decrease by 13% by an enlargement. The neighboring mode at 2.42 GHz is also comparatively sensitive to the variations, so that its R sh /Q 0 value can noticeably rise. Principally, the influence of the varied parameters on the modes is relatively unpredictable. For instance, the R sh /Q 0 value of the modes at 2.42 and 4.19 GHz rises with the increasing equator radius, showing a contrary behavior to the modes at 2.44 GHz.
V. CONCLUSION
Perturbative methods constitute an efficient approach for the eigenmode computation for a multitude of different cavity designs, exceeding the limitations of the conventional methods. By a suitable choice and partitioning of one initial shape, they allow to optimize a design and to simultaneously investigate the effects of unintended shape deviations over a wide frequency range with a moderate computational effort. Furthermore, it was demonstrated that an analysis of a large number of the HOMs and the consideration of shape inaccuracies is essential to obtain the best possible cavity design.
