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Abstract
The algebra Mul[[B]] of formal multilinear function series over an algebra B and its quotient
SymMul[[B]] are introduced, as well as corresponding operations of formal composition. In the setting
of Mul[[B]], the unsymmetrized R- and T-transforms of random variables in B-valued noncommutative
probability spaces are introduced. These satisfy properties analogous to the usual R- and T-transforms (the
latter being just the reciprocal of the S-transform), but describe all moments of a random variable, not only
the symmetric moments. The partially ordered set of noncrossing linked partitions is introduced and is used
to prove properties of the unsymmetrized T-transform.
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1. Introduction and summary of results
Recall that, given a field K , the algebra K[[X]] of formal power series in one variable over K
contains the algebra K[X] of polynomials in one variable over K . Also composition is defined
for formal power series with zero constant term, extending the usual notion of composition in
K[X]. If we take K to be the field of complex numbers, C, then the algebra of germs of analytic
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352 K.J. Dykema / Advances in Mathematics 208 (2007) 351–407functions at zero is embedded in C[[X]] by associating to each analytic function its power series
expansion at zero. Also, for such series, composition in C[[X]] corresponds to composition of
analytic functions.
Let B be a Banach algebra. If F is a B-valued analytic function defined in a neighborhood of
0 in B , then F has a series expansion of the form
F(b)= F(0)+
∞∑
k=1
Fk(b, . . . , b), (1)
where Fk is a symmetric multilinear function from the k-fold product B ×· · ·×B to B (see [3]).
Given an arbitrary algebra B over a field K , we define the algebra Mul[[B]] of formal multi-
linear function series. An element of Mul[[B]] is a sequence
α = (α0, α1, α2, . . .),
where α0 belongs to the unitization of B and where for every k  1, αk is a multilinear function
from the k-fold product B × · · · × B to B . Then Mul[[B]] is a vector space over K with the
obvious operations. Given α,β ∈ Mul[[B]], we define the formal product αβ by setting
(αβ)n(b1, . . . , bn)=
n∑
k=0
αk(b1, . . . , bk)βn−k(bk+1, . . . , bn).
This makes Mul[[B]] an algebra, and the unitization of B is embedded in Mul[[B]] as a unital
subalgebra by
b → (b,0,0, . . .).
We denote by 1 = (1,0,0, . . .) the identity element of Mul[[B]] with respect to formal product.
If β0 = 0, then we define the formal composition α ◦β by setting (α ◦β)0 = α0 and, for n 1,
(α ◦ β)n(b1, . . . , bn)
=
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
αk
(
βp1(b1, . . . , bp1), βp2(bq2+1, . . . , bq2+p2), . . . , βpk (bqk+1, . . . , bqk+pk )
)
,
where qj = p1 + · · · + pj−1. Then
I := (0, idB,0,0, . . .) (2)
is a left and right identity element for formal composition; we will also show that formal compo-
sition is associative and behaves as expected with formal products and sums.
The name “formal multilinear function series” and the operations described above are inspired
by the series expansions (1) of analytic functions. However, the name should not be understood
literally: when dim(B) 2 there is no series (formal or otherwise) to sum that contains all the in-
formation of an element of Mul[[B]]. But, if the field K has characteristic zero, then Mul[[B]] has
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by summing series. Specifically, elements of SymMul[[B]] are the sequences
α = (α0, α1, α2, . . .),
where αk is a symmetric multilinear function, and SymMul[[B]] has operations of symmetric
product and symmetric composition. In the case that B is a Banach algebra over C, the map F →
(F (0),F1,F2, . . .) sending a B-valued analytic function F defined near 0 in B to the sequence
of terms in its series expansion (1) is an embedding of the algebra of germs of B-valued analytic
functions at 0 in B into SymMul[[B]], and the composition of such functions (taking value 0 at 0)
corresponds to symmetric composition in SymMul[[B]]. Thus, SymMul[[B]] can be viewed as the
algebra of formal series obtained directly from the theory of analytic functions by disregarding
all questions of convergence (and allowing the algebra B to be over an arbitrary field), while
Mul[[B]] can be thought of as obtained from SymMul[[B]] by allowing the multilinear functions
to be nonsymmetric and redefining the operations appropriately.
The above algebraic constructions are useful for describing operations on free random vari-
ables. Freeness is a notion that applies to elements of noncommutative probability spaces, and
is analogous to independence in classical probability theory. It was discovered by Voiculescu [7]
and is the fundamental idea in free probability theory. See, for example, the book [11] for de-
finitions, early results and references. We now briefly recall some important concepts, while
specifying notation that we will use throughout the paper. Given a unital algebra B (over a gen-
eral field K), a B-valued noncommutative probability space is a pair (A,E) where A is a unital
algebra containing B as a unital subalgebra and where E :A → B is a conditional expectation,
namely a linear idempotent map restricting to the identity on B and satisfying the conditional
expectation property
E(b1ab2)= b1E(a)b2 (b1, b2 ∈ B, a ∈A).
Elements of A are called random variables, and the distribution series of a ∈A is Φ˜a ∈ Mul[[B]]
given by Φ˜a,0 =E(a) and
Φ˜a,n(b1, . . . , bn)=E(ab1ab2 · · ·abna). (3)
Thus, the distribution series of a encodes all the moments of a. Recall that subalgebras Ai ⊆ A
for i ∈ I , each containing B , are said to be free if E(a1a2 · · ·an) = 0 whenever n ∈ N, aj ∈
Aij ∩ kerE and i1 
= i2, . . . , in−1 
= in. Random variables ai (i ∈ I ) are said to be free if the
algebras alg({ai} ∪B) generated by them together with B are free. The mixed moments
E(ai0b1ai1b2 · · ·ain−1bnain) (ij ∈ I, bj ∈ B)
of free random variables ai are determined by the freeness relation in terms of the moments of
the ai individually.
Suppose a1 and a2 are free random variables. It is of particular interest to describe the distri-
bution series Φ˜a1+a2 and Φ˜a1a2 of their sum and product in terms of Φ˜a1 and Φ˜a2 . We will refer
to these as the problems of additive and multiplicative free convolution, respectively.
These problems were solved in the case B = C (taken as a complex algebra) by Voiculescu
in [8,9]. Note that in this case, Φ˜a is just a formal power series with complex coefficients.
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the S-transform Sf of a formal power series f (the latter in the case that f has nonzero constant
coefficient). These may be defined as the unique formal power series satisfying
(
z+ z2f (z))〈−1〉 = z(1 + zRf (z))−1, (4)(
zf (z)
)〈−1〉 = z(1 + z)−1Sf (z), (5)
where the left-hand sides of (4) and (5) are the inverses with respect to composition of the formal
power series z+ z2f (z) and zf (z), respectively. The series f can be recovered from each of Rf
and Sf . Voiculescu showed
RΦ˜x+y =RΦ˜x +RΦ˜y , (6)
SΦ˜xy = SΦ˜x SΦ˜y (7)
when x and y are free (over B = C), where in (7) it is assumed E(x) and E(y) are nonzero.
For a general algebra B , the problem of additive free convolution was shown by Voiculescu
[10] to have a solution; he constructed certain canonical random variables and showed them to
be additive under hypothesis of freeness. The solution to additive free convolution was given a
beautiful combinatorial description by Speicher in [4] and [5], using the lattice of noncrossing
partitions. Voiculescu [10] also showed that, if B is a unital Banach algebra, then for random vari-
ables in a B-valued Banach noncommutative probability space, the solution to the symmetrized
version of the problem of additive free convolution can be expressed in terms of B-valued ana-
lytic functions. Specifically, suppose (A,E) is a B-valued Banach noncommutative probability
space, namely A is a unital Banach algebra containing B as a closed, unital subalgebra and
E :A→ B is a bounded conditional expectation. For a ∈A, let
Φa(b)=
∞∑
n=0
E
(
a(ba)n
)=E(a(1 − ba)−1) (b ∈ B, ‖b‖< ‖a‖−1).
Then Φa is a B-valued analytic function in the indicated neighborhood of 0 in B , and is the
symmetric analogue of Φ˜a described in (3), because from the nth term of the Taylor expansion
of Φa we recover the symmetric moments
Φa,n(b1, . . . , bn)= 1
n!
∑
σ∈Sn
E(abσ(1)abσ(2) · · ·abσ(n)a) (8)
of a. (Note that when B = C, then Φa and Φ˜a coincide, where we equate a complex-valued
analytic function with its power series expansion.) Given a B-valued analytic function F defined
in a neighborhood of 0 in B , Voiculescu’s R-transform of F is the unique (germ of a) B-valued
analytic function RF defined in some neighborhood of 0 in B and satisfying
C
〈−1〉
(b)= (1 + bRF (b))−1b, (9)F
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CF (b)= b + bF(b)b. (10)
Then for x, y ∈A free with respect to B , Voiculescu’s result yields
RΦx+y =RΦx +RΦy . (11)
The first solution of the problem of multiplicative free convolution beyond the case B = C
was obtained by Aagaard [1]. He treated the case of B a commutative Banach algebra, and
showed that the S-transform is multiplicative for free random variables in a B-valued Banach
noncommutative probability space. In [2], we treated the case of B a general Banach algebra.
For a B-valued analytic function F defined in a neighborhood of 0 in B and satisfying that F(0)
is invertible in B , we define the S-transform of F to be the unique (germ of a) B-valued analytic
function SF defined in some neighborhood of 0 in B and satisfying
D
〈−1〉
F (b)= b(1 + b)−1SF (b), (12)
where D〈−1〉F is the inverse with respect to composition of the function
DF (b)= bF(b). (13)
We showed that the S-transform satisfies a twisted multiplicativity property with respect to free-
ness, namely
SΦxy (b)= SΦy (b)SΦx (b˜), (14)
where
b˜ = (SΦy (b))−1bSΦy (b)
is b conjugated by the inverse of SΦy (b), assuming x and y are free in (A,E) and E(x) and E(y)
are invertible.
To summarize, the R- and S-transforms of a symmetric moment generating function Φa
of a random variable a over a Banach algebra B are equivalent to Φa via function theoretic
relations (9) and (10), respectively (12) and (13); the additivity and twisted multiplicativity re-
sults (11) and (14) allow computation of the generating functions for symmetric moments of the
sum x + y and, respectively, product xy of free random variables x and y in terms of those for
the original variables x and y.
As we will see, it turns out to be more natural to consider the reciprocal of the S-transform,
which we call the T-transform. Thus, from (12) we have the following relation that defines the
T-transform:
D
〈−1〉
F (b)TF (b)(1 + b)= b. (15)
The twisted multiplicativity property (14) for free random variables x and y becomes
TΦxy (b)= TΦx
(
TΦy (b)b
(
TΦy (b)
)−1)
TΦy (b). (16)
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bTF
(
bF(b)
)(
1 + bF(b))= bF(b)
and equating Taylor expansions we deduce
TF
(
bF(b)
)(
1 + bF(b))= F(b), (17)
which may be taken as an equivalent definition of TF .
Our main applications of the algebra of formal multilinear function series, and our motivation
for introducing it, are the unsymmetrized R-transform and unsymmetrized T-transform, denoted
R˜ and T˜ . These do for the distribution series Φ˜a what the R-transform and T-transform do for the
generating functions Φa , but in the context of Mul[[B]] rather than B-valued analytic functions.
The unsymmetrized R- and T-transforms generalize the usual ones in two directions. On the
one hand, all moments of a random variable a are treated, not only the symmetric ones. On the
other hand, Mul[[B]] and the unsymmetrized R- and T-transforms are purely algebraic: neither
norms nor boundedness is required and B can be an arbitrary algebra over an arbitrary field of
any characteristic. Amazingly, the equations defining the unsymmetrized R- and T-transforms
and giving their properties for free random variables are exactly the same as those we have seen
for the usual R- and T-transforms, but now interpreted in Mul[[B]]. (Moreover, the properties of
the usual R- and T-transforms follow from the properties we will prove for the unsymmetrized
versions by passing to the quotient SymMul[[B]].) Thus, given β ∈ Mul[[B]], its unsymmetrized
R-transform is the unique element R˜β of Mul[[B]] satisfying
α〈−1〉 = (1 + I R˜β)I, (18)
where α〈−1〉 is the inverse with respect to formal composition in Mul[[B]] of
α = I + IβI, (19)
where all products in (18) and (19) are formal products in Mul[[B]] and where I is the identity
element with respect to formal composition as given in (2). We immediately see that (18) and (19)
are the same as (9) and (10), but in this different context. Furthermore, we will show that if (A,E)
is a B-valued noncommutative probability space and if x, y ∈A are free, then
R˜Φ˜x+y = R˜Φ˜x + R˜Φ˜y . (20)
If β = (β0, β1, . . .) ∈ Mul[[B]] with β0 an invertible element of the unitization of B , then the
unsymmetrized T-transform of β is the unique element T˜β of Mul[[B]] satisfying(
T˜β ◦ (Iβ)
)
(1 + Iβ)= β, (21)
and we will show that for x, y ∈A free with E(x) and E(y) invertible, we have
T˜Φ˜xy =
(
T˜Φ˜x ◦
(
T˜Φ˜y I T˜
−1˜ ))T˜Φ˜y , (22)Φy
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to formal product, ◦ denotes formal composition in Mul[[B]] and I is as in (2). Here we see
that (21) and (22) are the same as (17) and (16), respectively, in this new context.
Ultimately, formulas such as (20) and (22) are combinatorial in nature, even if the succinct no-
tation is reminiscent of and inspired by function theory. It is no coincidence that our proof of (20)
looks very similar to Speicher’s work in [4] and [5]. In fact, our results on the unsymmetrized
R-transform can be viewed as duplicating some of Speicher’s results, but from a dual perspec-
tive. Our proofs of properties of the unsymmetrized R-transform use combinatorial techniques
quite similar to Speicher’s, namely the lattice of noncrossing partitions. To prove our results on
the unsymmetrized T-transform, we introduce the combinatorial structure of noncrossing linked
partitions. A noncrossing linked partition of {1, . . . , n} can be viewed as a noncrossing partition
with possibly some links of a restricted nature drawn between certain blocks of the partition. We
denote the set of all noncrossing linked partitions of {1, . . . , n} by NCL(n); it has at least two
natural partial orderings, and it contains the order-embedded lattice NC(n) of all noncrossing
partitions of {1, . . . , n}. Even in the case B = C, our results give a new interpretation of the nth
coefficient of the T-transform of Φa as a sum over NCL(n + 1) of certain products in the mo-
ments of a, analogous to Speicher’s expression of the coefficients of the R-transform as a similar
sum over noncrossing partitions. We use this to show that the cardinality of NCL(n) is the large
Schröder number rn and we obtain an expression for the large Schröder numbers as a sum over
noncrossing partitions of a product of Catalan numbers.
The contents of the rest of this paper are outlined below. In Section 2, we introduce the algebra
of formal multilinear function series over an algebra B and the operation of formal composition
and prove basic properties. In Section 3, when the underlying field is of characteristic zero, we
consider the quotient SymMul[[B]] obtained by symmetrizing, and describe its relationship to
polynomials and, in the case of a Banach algebra, to B-valued analytic functions. In Section 4,
we consider an algebraic version of the Fock space (over B) considered in [2], and we construct
random variables acting on this space and having arbitrary distribution. In Section 5, we intro-
duce the partially ordered set of noncrossing linked partitions. In Section 6, we introduce the
unsymmetrized R-transform and prove (18) and additivity (20). In Section 7, we introduce the
unsymmetrized T-transform and prove (21) and twisted multiplicativity (22). In Section 8, in the
case that B = C, we give the formula for moments in terms of the coefficients in the T-transform
and we apply this to prove that the cardinality of NCL(n+ 1) is the large Schröder number rn.
2. Formal multilinear function series
Definition 2.1. Let B be an algebra over a field K . By L(B) we denote the set of all linear map-
pings from B to itself, and for n 1 we denote by Ln(B) the set of all n-multilinear mappings
αn : B × · · · ×B︸ ︷︷ ︸
n times
→ B.
Moreover, we set B˜ equal to B if B has an identity element and to the unitization of B otherwise,
and we let 1 denote the identity element of B˜ . A formal multilinear function series over B is a
sequence α = (α0, α1, . . .), where α0 ∈ B˜ and αn ∈ Ln(B) for n 1. We let Mul[[B]] denote the
set of all formal multilinear function series over B .
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α0 + α1(b)+ α2(b, b)+ α3(b, b, b)+ · · · , (23)
although no such function need exist. However, the formal series (23) serves to inspire the op-
erations of multiplication and composition of formal multilinear function series, which we now
define.
Definition 2.2. Let α,β ∈ Mul[[B]]. Then the sum α+β and formal product αβ are the elements
of Mul[[B]] defined by
(α + β)n = αn + βn
and (αβ)0 = α0β0, while for n 1
(αβ)n(b1, . . . , bn)=
n∑
k=0
αk(b1, . . . , bk)βn−k(bk+1, . . . , bn).
If β0 = 0, then the formal composition α ◦ β ∈ Mul[[B]] is defined by (α ◦ β)0 = α0, while for
n 1
(α ◦ β)n(b1, . . . , bn)
=
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
αk
(
βp1(b1, . . . , bp1), βp2(bq2+1, . . . , bq2+p2), . . . ,
βpk (bqk+1, . . . , bqk+pk )
)
, (24)
where qj = p1 + · · · + pj−1.
With the obvious scalar multiplication and addition defined above, Mul[[B]] is clearly a vector
space over K . It is, moreover, a B,B-bimodule in the obvious way. The following proposition
gives some of basic algebraic properties of Mul[[B]]; in particular, it is an algebra over K and
formal composition behaves as expected.
Proposition 2.3. Let α,β, γ ∈ Mul[[B]]. Then
(i) the formal product is associative: (αβ)γ = α(βγ );
(ii) distributivity holds: (α + β)γ = αγ + βγ and α(β + γ )= αβ + αγ ;
(iii) the element 1 = (1,0,0, . . .) ∈ Mul[[B]] is a multiplicative identity element;
(iv) an element α = (α0, α1, . . .) ∈ Mul[[B]] has a multiplicative inverse if and only if α0 is an
invertible element of B˜;
(v) formal composition is associative: if β0 = 0 and γ0 = 0, then (α ◦ β) ◦ γ = α ◦ (β ◦ γ );
(vi) if γ0 = 0, then (α + β) ◦ γ = α ◦ γ + β ◦ γ and (αβ) ◦ γ = (α ◦ γ )(β ◦ γ );
(vii) the element I = (0, idB,0,0, . . .) ∈ Mul[[B]] is an identity element for the operation of
composition;
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tion, denoted α〈−1〉, if and only if α1 is an invertible element of L(B).
Proof. Parts (i)–(iii) are routine verifications.
For (iv), clearly if α is invertible, then so is α0. If α0 is invertible, then we find a left multi-
plicative inverse α′ for α by taking α′0 = (α0)−1 and defining recursively, for n 1,
α′n(b1, . . . , bn)= −
n−1∑
k=0
α′k(b1, . . . , bk)αn−k(bk+1, . . . , bn)(α0)−1.
A right inverse for α is found similarly.
Parts (v)–(vii) are routine (though sometimes tedious) verifications.
For (viii), if α〈−1〉 is an inverse with respect to formal composition for α, then (α〈−1〉)1 is an
inverse for α1 in L(B). On the other hand, if α1 has an inverse (α1)〈−1〉 in L(B), then we solve
α′ ◦ α = I by setting α′1 = (α1)〈−1〉 and recursively defining α′n for n 2 by
α′n
(
α1(b1), . . . , α1(bn)
)
= −
n−1∑
k=1
∑
p1,...,pk1
p1+···+pk=n
α′k
(
αp1(bq1+1, . . . , bq1+p1), . . . , αpk (bqk+1, . . . , bqk+pk )
)
,
with qj = p1 + · · · + pj−1, and we similarly solve α ◦ α′′ = I by setting α′′1 = (α1)〈−1〉 and
recursively defining
α′′n(b1, . . . , bn)
= −(α1)〈−1〉
(
n∑
k=2
∑
p1,...,pk1
p1+···+pk=n
αk
(
α′′p1(bq1+1, . . . , bq1+p1), . . . , α
′′
pk
(bqk+1, . . . , bqk+pk )
))
. 
(25)
Definition 2.4. If α ∈ Mul[[B]] is nonzero, then the lower degree of α is the least n ∈ {0,1,2, . . .}
such that αn 
= 0, and is denoted ldeg(α).
Proposition 2.5. Let α,β ∈ Mul[[B]]. Then
ldeg(αβ) ldeg(α)+ ldeg(β).
If β0 = 0, then
ldeg(α ◦ β) ldeg(α) ldeg(β).
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as an element of Mul[[B]], and we have obvious identities such as
β
( ∞∑
k=1
α(k)
)
=
∞∑
k=1
βα(k).
Now one sees immediately that the formula for the geometric series holds also in Mul[[B]].
Proposition 2.6. Let α ∈ Mul[[B]] and suppose α0 = 0. Then
(1 − α)−1 = 1 +
∞∑
k=1
αk.
3. Symmetric formal multilinear function series
In this section, B will be an algebra over a field of characteristic zero.
Definition 3.1. Sym will denote the usual symmetrization operator on multilinear functions.
Thus, for αn ∈ Ln(B), Symαn ∈ Ln(B) is given by
(Symαn)(b1, . . . , bn)= 1
n!
∑
σ∈Sn
αn(bσ(1), . . . , bσ(n)),
where Sn is the group of permutations of {1, . . . , n}. Of course, Sym is an idempotent operator.
If α = (α0, α1, α2, . . .) ∈ Mul[[B]], then we let
Symα = (α0, α1,Symα2,Symα3, . . .),
and the set of all symmetric formal multilinear function series is
SymMul[[B]] = {Symα | α ∈ Mul[[B]]}.
Clearly Sym preserves the vector space operations on Mul[[B]], but the product and composi-
tion of two symmetric elements in Mul[[B]] need not be symmetric.
Definition 3.2. Let α,β ∈ Mul[[B]]. Then the symmetric product of α and β is
α ·s β = Sym(αβ).
If β0 = 0, then the symmetric composition of α and β is
α ◦s β = Sym(α ◦ β).
Lemma 3.3. Let α,β ∈ Mul[[B]]. Then
α ·s β = (Symα) ·s β = α ·s (Symβ). (26)
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α ◦s β = α ◦s (Symβ)= (Symα) ◦s β. (27)
Proof. We have
(α ·s β)n(b1, . . . , bn)= 1
n!
n∑
k=0
∑
σ∈Sn
αk(bσ(1), . . . , bσ(k))βn−k(bσ(k+1), . . . , bσ(n)),
while (
(Symα) ·s β
)
n
(b1, . . . , bn)
= 1
n!
n∑
k=0
∑
σ∈Sn
1
k!
∑
ρ∈Sk
αk(bσ◦ρ(1), . . . , bσ◦ρ(k))βn−k(bσ(k+1), . . . , bσ(n)).
But the map Sn × Sk → Sn given by (σ,ρ) → σ ◦ (ρ ⊕ idn−k) is k!-to-1. This shows the first
equality in (26). The second follows similarly.
We have
(α ◦s β)n(b1, . . . , bn)
= 1
n!
∑
σ∈Sn
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
αk
(
βp1(bσ(q1+1), . . . , bσ(q1+p1)), . . . ,
βpk (bσ(qk+1), . . . , bσ(qk+pk))
)
,
where qj = p1 + · · · + pj−1, while(
α ◦s (Symβ)
)
n
(b1, . . . , bn)
= 1
n!
∑
σ∈Sn
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
1
p1!p2!···pk !
∑
τ1∈Sp1 ,...,τk∈Spk
αk
(
βp1(bσ(q1+τ1(1)), . . . , bσ(q1+τ1(p1))), . . . ,
βpk (bσ(qk+τk(1)), . . . , bσ(qk+τk(pk)))
)
.
But the map Sn × Sp1 × · · · × Spk → Sn given by (σ, τ1, . . . , τk) → σ ◦ (τ1 ⊕ · · · ⊕ τk) is
p1!p2! · · ·pk!-to-1. This shows the first equality in (27). On the other hand, we have(
(Symα) ◦s β
)
n
(b1, . . . , bn)
= 1
n!
∑
σ∈Sn
n∑
k=1
1
k!
∑
τ∈Sk
∑
p1,...,pk1
p1+···+pk=n
αk
(
βpτ(1) (bσ(qτ(1)+1), . . . , bσ(qτ(1)+pτ(1))), . . . ,
βpτ(k) (bσ(qτ(k)+1), . . . , bσ(qτ(k)+pτ(k)))
)
and the corresponding map Sn × Sk → Sn is k!-to-1. This shows the second equality in (27). 
The following are pretty much analogues for the operations on SymMul[[B]] of the properties
listed in Proposition 2.3. In particular, SymMul[[B]] is a unital algebra and symmetric composi-
tion behaves naturally.
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(i) the symmetric product is associative:
(α ·s β) ·s γ = α ·s (β ·s γ );
(ii) distributivity holds:
(α + β) ·s γ = α ·s γ + β ·s γ,
α ·s (β + γ )= α ·s β + α ·s γ ;
(iii) the element 1 = (1,0,0, . . .) ∈ SymMul[[B]] is an identity element for the symmetric prod-
uct operation;
(iv) if an element α = (α0, α1, . . .) ∈ SymMul[[B]] has a multiplicative inverse α−1 in Mul[[B]],
then Sym(α−1) is the inverse of α for the symmetric product;
(v) symmetric composition is associative: if β0 = 0 and γ0 = 0, then
(α ◦s β) ◦s γ = α ◦s (β ◦s γ );
(vi) if γ0 = 0, then
(α + β) ◦s γ = α ◦s γ + β ◦s γ
and
(α ·s β) ◦s γ = (α ◦s γ ) ·s (β ◦s γ );
(vii) the element I = (0, idB,0,0, . . .) ∈ SymMul[[B]] is an identity element for the operation
of symmetric composition;
(viii) if an element α = (0, α1, α2, . . .) ∈ SymMul[[B]] has an inverse with respect to com-
position, denoted α〈−1〉, then Sym(α〈−1〉) is the inverse of α with respect to symmetric
composition.
Proof. Parts (i)–(iii) follow from (26) and the analogous properties in Mul[[B]]. For (iv), us-
ing (26) we have
α ·s Sym
(
α−1
)= Sym(αα−1)= 1 = Sym(α−1α)= Sym(α−1) ·s α.
Parts (v)–(vii) follow from (27) and the analogous properties in Mul[[B]]. For (viii), using (27)
we have
α ◦s Sym
(
α〈−1〉
)= Sym(α ◦ α〈−1〉)= I = Sym(α〈−1〉 ◦ α)= Sym(α〈−1〉) ◦s α. 
We now assume that B is an algebra over the field of complex numbers. The algebra
SymMul[[B]], together with the (partially defined) operation of symmetric composition, can be
viewed as analogues of formal power series over B . When B is a Banach algebra, SymMul[[B]]
contains the algebra of germs of B-valued analytic functions at 0, and symmetric composition in
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a brief explanation of this assertion, which is based on Hille and Phillips [3], where proofs can
be found (see Chapters III and XXVI).
A polynomial of degree no more than m over B is a function P :B → B such that for all
b,h ∈ B there are c0, . . . , cm ∈ B such that for all λ ∈ C,
P(b + λh)=
m∑
k=0
ckλ
k.
The polynomial P is homogeneous of degree m if
P(λh)= λmP (h) (h ∈ B, λ ∈ C).
The polar part of such a homogeneous polynomial P is the symmetric m-multilinear function
polar(P ) ∈ Lm(B) given by
polar(P )(h1, . . . , hm)
= 1
m!Δ
m
h1,...,hm
P (0) := 1
m!
m∑
k=1
(−1)m−k
∑
1i(1)<···<i(k)m
P
(
k∑
j=1
hi(j)
)
(28)
and P is recovered as the diagonal b → polar(P )(b, b, . . . , b) of polar(P ). Moreover, given
αm ∈ Lm(B), its diagonal
diag(αm) :b → αm(b, b, . . . , b)
is a homogeneous polynomial of degree m, whose polar part is equal to Sym(αm). In this way, the
set of all symmetric elements of Lm(B) is identified with the set of all homogenous polynomials
of degree m over B . Any polynomial Q of degree no more than m over B can be uniquely
written as Q=Q0 + · · · +Qm, where Qk is a homogeneous polynomial of degree k. We define
the multilinear function series of Q to be
mfs(Q)= (Q0,polar(Q1),polar(Q2), . . . ,polar(Qm),0,0, . . .) ∈ SymMul[[B]].
We have that mfs is a bijection from the set of all polynomials over B onto the set of all elements
of SymMul[[B]] having finite support. The following proposition shows that this bijection pre-
serves the algebra structure and composition. Thus, SymMul[[B]] is related to the polynomials
over B as the set of formal power series C[[z]] in one variable with complex coefficients is related
to the polynomial algebra C[X].
Proposition 3.5. If P and Q are polynomials over B , then
mfs(P +Q)= mfs(P )+ mfs(Q), (29)
mfs(PQ)= mfs(P ) ·s mfs(Q). (30)
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mfs(P ◦Q)= mfs(P ) ◦s mfs(Q). (31)
Proof. Additivity (29) is clear. Using (29), in order to show (30) we may without loss of gen-
erality assume that P is homogeneous of degree m and Q is homogenous of degree n. Then
PQ is homogeneous of degree m + n. Clearly, (mfs(P ) ·s mfs(Q))k = 0 if k 
= m + n. Let
αm = polar(P ) ∈ Lm(B) and βn = polar(Q) ∈ Ln(B). Then(
mfs(P ) ·s mfs(Q)
)
m+n(b, . . . , b)=
(
mfs(P )mfs(Q)
)
m+n(b, . . . , b)
= αm(b, . . . , b)βn(b, . . . , b)= P(b)Q(b),
and we conclude that (30) holds.
In order to show (31), using (29) we may without loss of generality assume that P is homoge-
nous of degree m. Let n be the degree of Q. Let αm = polar(P ), so that
α = (0, . . . ,0, αm,0,0, . . .)= mfs(P )
and let
β = (0, β1, β2, . . . , βn,0,0, . . .)= mfs(Q).
Then for k  1 and b ∈ B ,
(α ◦s β)k(b, . . . , b)= (α ◦ β)k(b, . . . , b)
=
∑
p1,...,pm∈{1,...,n}
p1+···+pm=k
αm
(
βp1(b, . . . , b), . . . , βpm(b, . . . , b)
)
. (32)
On the other hand,
(P ◦Q)(b) = αm
(
n∑
p1=1
βp1(b, . . . , b), . . . ,
n∑
pm=1
βpm(b, . . . , b)
)
=
∑
p1,...,pm∈{1,...,n}
αm
(
βp1(b, . . . , b), . . . , βpm(b, . . . , b)
)
.
But for any given p1, . . . , pm ∈ {1, . . . , n}, the map
b → αm
(
βp1(b, . . . , b), . . . , βpm(b, . . . , b)
)
is easily seen to be a homogenous polynomial of degree p1 +· · ·+pm. So selecting the degree k
homogenous part (P ◦Q)k of P ◦Q and comparing to (32), we find (P ◦Q)k = diag((α ◦s β)k),
and (31) is proved. 
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Lm(B) is bounded if there is a positive real number M  0 such that∥∥αm(h1, . . . , hm)∥∥M‖h1‖‖h2‖ · · · ‖hm‖
for all h1, . . . , hm ∈ B , and then the norm ‖αm‖ is the least such constant M . Let α =
(α0, α1, . . .) ∈ SymMul[[B]] and suppose αm is bounded for all m. We define the radius of con-
vergence of α to be
r(α)=
(
lim sup
n→∞
‖αn‖1/n
)−1 ∈ [0,+∞].
Given any α = (α0, α1, . . .) ∈ SymMul[[B]], we say α has positive radius of convergence if all
terms αm are bounded and r(α) > 0.
If F is a B-valued analytic function defined in a neighborhood of 0 in B , then the Taylor
series expansion of F is
F(b)= F(0)+
∞∑
n=1
Fn(b, . . . , b),
where Fn ∈ Ln(B) is the bounded symmetric n-multilinear function such that n!Fn(h1, . . . , hn)
is the n-fold Fréchet derivative of F at 0 with increments h1, . . . , hn. We define the multilinear
function series of F to be
mfs(F )= (F(0),F1,F2, . . .) ∈ SymMul[[B]].
Then mfs(F ) has positive radius of convergence. On the other hand, if α ∈ SymMul[[B]] is such
that αn is bounded for all n and r(α) > 0, then
diag(α)(b) := α0 +
∞∑
n=1
αn(b, . . . , b) (33)
is defined for all b ∈ B with ‖b‖ < r(α) and diag(α) is B-valued analytic on this neighborhood
of 0 in B , such that mfs(diag(α)) = α. Therefore, mfs is a bijection from the set of germs of B-
valued analytic functions defined in neighborhoods of 0 in B onto the set of all α ∈ SymMul[[B]]
having positive radius of convergence. The following proposition shows that mfs is an algebra
homomorphism and preserves composition.
Proposition 3.6. Let F and G be B-valued analytic functions, each defined on a neighborhood
of 0 in B . Then
mfs(F +G)= mfs(F )+ mfs(G), (34)
mfs(FG)= mfs(F ) ·s mfs(G). (35)
Moreover, if G(0)= 0, then
mfs(F ◦G)= mfs(F ) ◦s mfs(G). (36)
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symmetric composition in SymMul[[B]], then F is invertible with respect to multiplication or,
respectively, composition as a B-valued analytic function.
Proof. Equations (34), (35) and (36) follow using the convergence properties of Taylor expan-
sions of analytic functions and the properties of Fréchet derivatives. If mfs(F ) is invertible with
respect to symmetric multiplication, then F(0) is an invertible element of B , so F(b) is a invert-
ible element of B for all b in some neighborhood of 0 in B and the multiplicative inverse F−1
is analytic in this neighborhood of B . If mfs(F ) is invertible with respect to symmetric compo-
sition, then F(0)= 0 and the first Fréchet derivative F1 of F is invertible as a map from B to B .
By the open mapping theorem, F1 has bounded inverse, so by the usual inverse function theorem
for maps between Banach spaces, it follows that the restriction of F to some neighborhood of 0
in B is invertible with respect to composition and F 〈−1〉 is analytic. 
4. Canonical random variables
In [2], we constructed a Banach space analogue of full Fock space and of certain annihilation
and creation operators that were used to model B-valued random variables, where B is a Banach
algebra. In this section, we consider a purely algebraic version of this construction. These results
and proofs are similar to those of [2].
Let B be a unital algebra over the complex numbers and let I be a nonempty set. (For conve-
nience of labeling, we usually assume that the index set I contains as elements 1 and 2.)
Let
D =
⊕
i∈I
B = {d : I → B | d(i)= 0 for all but finitely many i}
be the algebraic direct sum of |I | copies of B . We equip D with the obvious left action of B ,
given by (bd)(i)= b(d(i)). Let
Q= BΩ ⊕
∞⊕
k=1
(
D⊗k
)⊗B
be the algebraic direct sum of tensor products over C, where BΩ denotes a copy of B whose
identity element is distinguished with the name Ω . Let P :Q → BΩ = B be the idempotent
that is the identity operator on BΩ and that sends every D⊗k ⊗B to zero. Let L(Q) denote the
algebra of C-linear operators from Q to Q. We have the left and right actions of B on Q,
λ :B → L(Q), ρ :B → L(Q),
given by
λ(b) :b0Ω → bb0Ω, λ(b) :d1 ⊗ · · · ⊗ dk ⊗ b0 → (bd1)⊗ d2 ⊗ · · · ⊗ dk ⊗ b0,
ρ(b) :b0Ω → b0bΩ, ρ(b) :d1 ⊗ · · · ⊗ dk ⊗ b0 → d1 ⊗ · · · ⊗ dk ⊗ (b0b).
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Then E ◦λ= idB . We think of B as embedded in L(Q) via λ, acting on the left, and we will often
omit to write λ. The short proof of the next proposition is exactly like that of [2, Proposition 3.2].
Proposition 4.1. The restriction of E to the commutant L(Q) ∩ ρ(B)′ of ρ(B) satisfies the con-
ditional expectation property
E(b1Xb2)= b1E(X)b2
(
X ∈ L(Q)∩ ρ(B)′, b1, b2 ∈ B
)
.
For i ∈ I , consider the creation operator Li ∈ L(Q) defined by
Li :b0Ω → δi ⊗ b0, Li :d1 ⊗ · · · ⊗ dk ⊗ b0 → δi ⊗ d1 ⊗ · · · ⊗ dk ⊗ b0,
where δi ∈D is the characteristic function of i.
Recall that for n 1, Ln(B) denotes the set of all n-multilinear maps B × · · · ×B → B and
L0 denotes B . As in [2], for n  1, αn ∈ Ln(B) and i ∈ I , we define Vi,n(αn) and Wi,n(αn) in
L(Q) by
Vi,n(αn)(b0Ω)= 0,
Vi,n(αn)(d1 ⊗ · · · ⊗ dk ⊗ b0)=
⎧⎨⎩
0, k < n,
αn(d1(i), . . . , dn(i))b0Ω, k = n,
αn(d1(i), . . . , dn(i))dn+1 ⊗ · · · ⊗ dk ⊗ b0, k > n,
and
Wi,n(αn)(b0Ω)= 0,
Wi,n(αn)(d1 ⊗ · · · ⊗ dk ⊗ b0)=
⎧⎨⎩
0, k < n,
αn(d1(i), . . . , dn(i))δi ⊗ b0, k = n,
αn(d1(i), . . . , dn(i))δi ⊗ dn+1 ⊗ · · · ⊗ dk ⊗ b0, k > n.
For n= 0 and α0 ∈ B , we let
Vi,0(α0)= α0, Wi,0(α0)= α0Li.
Thus, Vi,n(αn) is an n-fold annihilation operator, while Wi,n(αn) is an n-fold annihilation com-
bined with a creation, though because of commutativity issues, Wi,n(αn) cannot in general be
written as a product of Li and Vi,n(αn).
All the formulas in [2, Lemma 3.3] continue to hold, and the proof of [2, Proposition 3.4]
carries over to give the following freeness result.
Lemma 4.2. For i ∈ I let Ai ⊆ L(Q)∩ ρ(B)′ be the subalgebra generated by
λ(B)∪ {Li} ∪
{
Vi,n(αn) | n ∈ N, αn ∈ Ln(B)
}∪ {Wi,n(αn) | n ∈ N, αn ∈ Ln(B)}.
Then the family (Ai)i∈I is free with respect to E .
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QN := BΩ ⊕
N⊕
k=1
(
D⊗k
)⊗B
for some N ∈ N, given α ∈ Mul[[B]], we may define elements of L(Q)
Vi(α)=
∞∑
n=0
Vi,n(αn), Wi(α)=
∞∑
n=0
Wi,n(αn)
in the obvious way, namely, if f ∈QN , then
Vi(α)f =
N∑
n=0
Vi,n(αn)f, Wi(α)f =
N∑
n=0
Wi,n(αn)f.
The next result is an extension of Lemma 4.2 that follows immediately from it.
Proposition 4.3. For i ∈ I let Ai ⊆ L(Q)∩ ρ(B)′ be the subalgebra generated by
λ(B)∪ {Li} ∪
{
Vi(α) | α ∈ Mul[[B]]
}∪ {Wi(α) | α ∈ Mul[[B]]}.
Then the family (Ai )i∈I is free with respect to E .
Definition 4.4. Given a B-valued noncommutative probability space (A,E) and a ∈ A, the dis-
tribution series of a is the element Φ˜a ∈ Mul[[B]] given by
Φ˜a,0 =E(a),
Φ˜a,n(b1, . . . , bn)=E(ab1ab2 · · ·abna) (n 1).
We now construct random variables in (L(Q),E) of specific forms having arbitrary distribu-
tion series. This result is an analogue of Propositions 3.6 and 4.4 of [2].
Proposition 4.5. Let β ∈ Mul[[B]]. Then there is a unique α ∈ Mul[[B]] such that if
X = Li + Vi(α) ∈ L(Q) (37)
for some i ∈ I , then Φ˜X = β . If β0 is an invertible element of B , then there is a unique α ∈
Mul[[B]] such that if
Y =Wi(α)+ Vi(α) ∈ L(Q) (38)
for some i ∈ I , then Φ˜Y = β .
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XN = Li +
N∑
n=0
Vi,n(αn),
YN =
N∑
n=0
(
Wi,n(αn)+ Vi,n(αn)
)
.
Then E(X)= α0 and, for b1, . . . , bN ∈ B ,
E(Xb1Xb2 · · ·XbNX)=E(XNb1XNb2 · · ·XNbNXN)
= αN(b1, . . . , bN)+E(XN−1b1XN−1b2 · · ·XN−1bN−1XN−1).
Thus, taking α0 = β0, we may choose αn recursively so that Φ˜X = β .
We also have E(Y)= α0 and, for b1, . . . , bN ∈ B ,
E(Yb1Yb2 · · ·YbNY)=E(YNb1YNb2 · · ·YNbNYN)
= αN(b1α0, . . . , bNα0)+E(YN−1b1YN−1b2 · · ·YN−1bN−1YN−1).
Thus, if β0 is invertible, then taking α0 = β0, we may choose αn recursively so that Φ˜Y = β . 
Definition 4.6. The element X constructed in Proposition 4.5 is called the additive canonical
random variable with distribution series β , and the element Y is called the multiplicative canon-
ical random variable with distribution series β .
5. Noncrossing linked partitions
Definition 5.1. Let n ∈ N and E,F ⊆ {1, . . . , n}. We say that E and F are crossing if there exist
i1, i2 ∈ E and j1, j2 ∈ F with i1 < j1 < i2 < j2. Otherwise, we say E and F are noncrossing.
We say that E and F are nearly disjoint if for every i ∈E ∩ F , one of the following holds:
(a) i = min(E), |E|> 1 and i 
= min(F ),
(b) i 
= min(E), i = min(F ) and |F |> 1.
Definition 5.2. Let π and σ be sets of subsets of {1, . . . , n}. We write π  σ if for every E ∈ π
there is E′ ∈ σ with E ⊆E′.
As usual, a noncrossing partition of {1, . . . , n} is a partition of {1, . . . , n} into disjoint subsets,
any two distinct elements of which are noncrossing. The set of all noncrossing partitions of
{1, . . . , n} is a lattice under  and is denoted NC(n). As usual, the largest element {{1, . . . , n}}
of NC(n) is denoted 1n, and the smallest element {{1}, . . . , {n}} is written 0n.
An interval partition of {1, . . . , n} is a partition of {1, . . . , n} into disjoint subsets that are
intervals. We write IP(n) for the set of all interval partitions of {1, . . . , n}.
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linked partition of {1, . . . , n} if the union of π is all of {1, . . . , n} and any two distinct elements
of π are noncrossing and nearly disjoint. We let NCL(n) denote the set of all noncrossing linked
partitions of {1, . . . , n}.
For π ∈ NCL(n), we will sometimes refer to an element of π as a block of π .
Remark 5.4. Let π ∈ NCL(n).
(i) Any given element  of {1, . . . , n} belongs to either exactly one or exactly two blocks of π ;
we will say  is singly or doubly covered by π , accordingly.
(ii) The elements 1 and n are singly covered by π .
(iii) Any two distinct elements E and F of π have at most one element in common. Moreover,
if E ∩ F 
= ∅, then both E and F have at least two elements.
(iv) The lattice NC(n) of noncrossing partitions of {1, . . . , n} is a subset of NCL(n) and consists
of those elements π of NCL(n) such that all elements of {1, . . . , n} are singly covered by π
(i.e. the elements of NCL(n) that are actual partitions of {1, . . . , n} into disjoint subsets).
All the elements of NCL(3) and NCL(4) are listed in Tables 1 and 2, respectively, while se-
lected elements of NCL(5) are listed in Table 3. In order to simplify notation, in these tables we
use parentheses (· · ·) rather than brackets {· · ·} to indicate the groupings. We also draw graphical
representations of elements of NCL(n). These are modifications of the usual pictures of non-
crossing partitions, in the following way. The noncrossing partitions π ∈ NC(n) ⊆ NCL(n) are
drawn in the usual way and with all angles being right angles. Suppose π ∈ NCL(n)\NC(n). If
E,F ∈ π with E 
= F and if E ∩ F = {min(E)}, then the line connecting min(E) to the other
elements of E is drawn diagonally.
Proposition 5.5. The relation  of Definition 5.2 is a partial order on NCL(n).
Proof. It is clear that  is transitive and reflexive. Suppose π  σ and σ  π , and let us show
π = σ . Let E ∈ π . Then there are E′ ∈ σ and E′′ ∈ π such that E ⊆ E′ ⊆ E′′. We claim that
E =E′′. If not, then by Remark 5.4, we must have |E| 2 and |E ∩E′′| = 1, which contradicts
E ⊆E′′. Therefore, E =E′′ and π ⊆ σ . By symmetry σ ⊆ π . 
Remark 5.6. If n 4, then NCL(n) is not a lattice. We will treat the case n= 4; the other cases
are similar. Consider the elements
π = {{1}, {2,3}, {4}}, σ = {{1}, {2,4}, {3}}
of NCL(4). We will show that π and σ have no least common upper bound. Consider
ρ = {{1}, {2,3,4}}, τ = {{1,2,4}, {2,3}}
in NCL(4). Then ρ and τ lie above both π and σ . However, suppose α ∈ NCL(4) and α  ρ,
α  τ . We must have {1} ∈ α. This precludes any other element of α having 1 as an element. If
E ∈ α and 2 ∈ E, then 2 = min(E). This implies that exactly one element of α contains 2. This
element of α must be either {2}, {2,3} or {2,4}. Therefore, either π  α or σ  α.
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The elements π of NCL(3) and graphical representations Gπ
π Gπ π Gπ
(1,2,3)    (1,2)(3)   
(1,2)(2,3)    (1,3)(2)   
(1)(2,3)    (1)(2)(3)   
Table 2
The elements π of NCL(4) and graphical representations Gπ
π Gπ π Gπ
(1,2,3,4)     (1,2,3)(4)    
(1,2,3)(3,4)     (1,2,4)(3)    
(1,2,4)(2,3)     (1,3,4)(2)    
(1,2)(3,4)     (1,2)(2,3,4)    
(1,4)(2,3)     (1,2)(3)(4)    
(1,2)(2,3)(4)     (1,2)(2,3)(3,4)    
(1,2)(2,4)(3)     (1,3)(2)(4)    
(1,3)(2)(3,4)     (1,4)(2)(3)    
(1)(2,3,4)     (1)(2,3)(4)    
(1)(2,3)(3,4)     (1)(2,4)(3)    
(1)(2)(3,4)     (1)(2)(3)(4)    
Table 3
Selected elements of NCL(5) and graphical representations
π Gπ π Gπ
(1,2,3,5)(3,4)      (1,2,5)(2,3,4)     
(1,2,5)(2,4)(3)      (1,2)(2,5)(3,4)     
The partial ordering of NCL(n) restricts to the usual partial ordering on the noncrossing par-
titions NC(n) ⊆ NCL(n). As is well known, NC(n) is a lattice. Moreover, given π ∈ NCL(n),
by taking unions of blocks of π that intersect, we find a smallest element πˆ ∈ NC(n) such that
π  πˆ .
Definition 5.7. We call πˆ as described above the noncrossing partition generated by π .
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B1, . . . ,Bk ∈ π with p ∈ B1, q ∈ Bk and Bj ∩ Bj+1 
= ∅ whenever 1  j  k − 1. We may
clearly choose B1, . . . ,Bk to be distinct.
Definition 5.9. Let n ∈ N, let π be a set of subsets of {1, . . . , n} and let X ⊆ {1, . . . , n} be a
nonempty subset. Let χ :X → {1, . . . , |X|} be the order preserving bijection. The renumbered
restriction of π to X is the set
πX :=
{
χ(E ∩X) |E ∈ π, E ∩X 
= ∅}.
Clearly, if π ∈ NC(n), then πX ∈ NC(|X|). The analogous statement for NCL is not true.
We now discuss some notions that justify calling the elements of NCL(n) noncrossing linked
partitions.
Definition 5.10. Let n  1, π ∈ NCL(n), B ∈ π and i = min(B). If i is doubly covered by π ,
then let Bˇ = B\{i}. If i is singly covered by π , then let Bˇ = B . Let
πˇ = {Bˇ | B ∈ π}.
We call πˇ the unlinking of π .
It is clear from the definitions that πˇ ∈ NC(n) and πˇ  π . Moreover, πˇ is a maximal el-
ement of {σ ∈ NC(n) | σ  π}. However, it is not necessarily the unique such element: with
π = (1,2)(2,3) we have πˇ = (1,2)(3), but also σ  π , with σ = (1)(2,3). It is also clear that
the map π → πˇ is order preserving.
Proposition 5.11. Let n ∈ N, n 2 and let
NCL(1)(n)= {π ∈ NCL(n) | πˆ = 1n}.
If π ∈ NCL(1)(n), then 1 and 2 belong to the same block of πˇ . Let u(π) be the renumbered restric-
tion of πˇ to {2, . . . , n}. Then u is an order preserving bijection from NCL(1)(n) onto NC(n− 1).
Proof. First, we will prove that 1 and 2 are in the same block of πˇ . By the observation made
in Remark 5.8, there are k  1 and distinct B1, . . . ,Bk ∈ π such that 1 ∈ B1, 2 ∈ Bk and Bj ∩
Bj+1 
= ∅. If k = 1, then 1,2 ∈ B1 and, since 1 is singly covered by π , Bˇ1 = B1 ∈ πˇ . If k  2,
then let ij be such that Bj ∩Bj+1 = {ij }. (See Remark 5.4.) Then i1 > 1, so i1 = min(B2). Thus,
i2 
= min(B2) and i2 = min(B3). Arguing in the way and by induction, we get 1 < i1 < i2 < · · ·<
ik−1, and ik−1 = min(Bk). Since 2 ∈ Bk , we have ik−1 = 2 and, therefore, k = 2 and 1,2 ∈ B1.
Now, as before, 1,2 ∈ Bˇ1 ∈ πˇ . This proves that 1 and 2 belong to the same block of πˇ .
Since πˇ ∈ NC(n), we immediately get u(π) ∈ NC(n− 1). Moreover, since the map π → πˇ is
order preserving, the same is true of u. In order to show that u : NCL(1)(n)→ NC(n− 1) is one-
to-one and onto, we will construct its inverse map. Given τ ∈ NC(n− 1), let τ˜ ∈ NC({2, . . . , n})
be obtained from τ be shifting one unit to the right. (Thus, τ˜ is the result of adding 1 to every
element of every element of τ .) Given B ∈ τ˜ , let B ′ = B ∪ {min(B)− 1}, and let
v(τ)= {B ′ | B ∈ τ˜ }.
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distinct elements of v(τ) are noncrossing. Suppose, to obtain a contradiction, there are B1,B2 ∈ τ˜
with B1 
= B2 and there are i1, i2 ∈ B ′1, j1, j2 ∈ B ′2 with i1 < j1 < i2 < j2. Since B1 and B2
are noncrossing, we must have either i1 = min(B ′1) or j1 = min(B ′2) or both. Suppose both
occur. Then i1 + 1, i2 ∈ B1 and j1 + 1, j2 ∈ B2. Since B1 and B2 are disjoint, we have i1 +
1 < j1 + 1 < i2 < j2, contradicting that B1 and B2 are noncrossing. Similar arguments apply
to obtain a contradiction assuming only one of i1 = min(B ′1) and j1 = min(B ′2) holds. Thus,
distinct elements of v(τ) are noncrossing. Let us now show that distinct elements of v(τ) are
nearly disjoint. Note that v(τ) has no elements that are singletons. Let B1,B2 ∈ τ˜ with B1 
= B2,
suppose i ∈ B ′1 ∩ B ′2. Because B1 and B2 are disjoint, exactly one of i ∈ (B ′1\B1) ∩ B2 and
i ∈ (B ′2\B2)∩B1 holds. In the first case, i = min(B ′1) and i 
= min(B ′2), while in the second case
i 
= min(B ′1) and i = min(B ′2). This shows v(τ) ∈ NCL(n).
Let us now show v(τ)ˆ = 1n. If v(τ)ˆ 
= 1n, then there is k ∈ {2, . . . , n} such that every block
of v(τ) is a subset of either {1, . . . , k − 1} or {k, . . . , n}. But there is B ∈ τ˜ with k ∈ B , and
B ⊆ B ′ ∈ v(τ). By the hypothesis on k, we must have k = min(B). Therefore, k − 1 ∈ B ′,
contrary to the hypothesis on k. Therefore, v(τ) ∈ NCL(1)(n).
That we have u ◦ v(τ)= τ follows easily from the observation that if B ∈ τ˜ , then
(B ′)ˇ =
{
B ∪ {1}, 2 ∈ B,
B, 2 /∈ B.
Let us show (v ◦ u)(π)= π , for π ∈ NCL(1)(n). First, we observe that either π = 1n or every
block of π meets some other block of π . Indeed, if B ∈ π , B 
= {1, . . . , n} and B is disjoint from
every other block of π , then B ∈ πˆ , contradicting πˆ = 1n. Therefore, for all B ∈ π , min(B) is
doubly covered by π , unless min(B)= 1. Hence,
Bˇ =
{
B, 1 ∈ B,
B\{min(B)}, 1 /∈ B.
Letting τ = u(π), this implies τ˜ = {B\{min(B)} | B ∈ π}. From this, we get v(τ)= π . 
Remark 5.12. The map u is an order isomorphism from NCL(1)(n) onto NC(n − 1) when
2  n  3, but not for n  4. To see this when n = 4, take π = (1,2)(2,3)(3,4) and σ =
(1,2,4)(2,3). Then u(π)= (1)(2)(3) and u(σ )= (1,3)(2). Thus, π  σ , but u(π) u(σ ).
Corollary 5.13. If σ ∈ NC(n), then the cardinality of the set
NCL(σ )(n) := {π ∈ NCL(n) | πˆ = σ}
is ∣∣NCL(σ )(n)∣∣= ∏
B∈σ
c|B|−1,
where for k ∈ N0,
ck = 1
(
2k
)
(39)
k + 1 k
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∣∣NCL(n)∣∣= ∑
σ∈NC(n)
(∏
B∈σ
c|B|−1
)
. (40)
Proof. Clearly, NCL(σ )(n) can be written as the Cartesian product over B ∈ σ of NCL(1)(|B|).
By Proposition 5.11, |NCL(1)(n)| = |NC(n − 1)| if n  2. It is well known that NC(k) has
cardinality equal to the Catalan number ck . Finally, one sees |NCL(1)(1)| = 1 immediately. 
The set NCL(n) has another natural order, defined below.
Definition 5.14. Let π,σ ∈ NCL(n). We write π nc σ if πˆ  σˆ and either πˆ 
= σˆ or πˆ = σˆ but
πˇ  σˇ .
Clearly nc is a partial order making NCL(n) into a lattice. Both nc and the order  from
Definition 5.2 extend the usual order on NC(n).
Definition 5.15. If π is a set of subsets of {1, . . . , n} and if J ⊆ {1, . . . , n}, we say that J splits
π if for every F ∈ π , either F ⊆ J or F ∩ J = ∅.
Definition 5.16. If m,n ∈ N and if π ∈ NCL(m) and σ ∈ NCL(n), then let
π ⊕ σ ∈ NCL(m+ n)
be π ⊕ σ = π ∪ σ˜ , where σ˜ is the right translation of σ by m, i.e. σ˜ is obtained by adding m to
every element of every element of σ .
Take two disjoint copies of the nonnegative integers, written N0 = {0,1,2,3, . . .} and N∗0 ={0∗,1∗,2∗, . . .}.
Definition 5.17. Let n ∈ N and π ∈ NCL(n). Define the function
Sπ : {1, . . . , n} → N0 ∪ N∗0
as follows:
• Sπ(j)= 0∗ if j is not the minimal element of a block of π ;
• Sπ(j)= |F | − 1 if j = min(F ) for some F ∈ π and j is singly covered by π ;
• Sπ(j)= (|F | − 1)∗ if j = min(F ) for some F ∈ π and j is doubly covered by π .
Proposition 5.18. Let n ∈ N and let π,σ ∈ NCL(n). If Sπ = Sσ , then π = σ .
Proof. We use induction on n. The case n = 1 is clear, since NCL(1) has only one element.
Take n  2. Let s = Sπ . Let m be largest such that s(m) 
= 0∗. If m = 1, then we must have
π = σ = {{1, . . . , n}}, so suppose m 2. If s(m) = k ∈ N0 or s(m) = k∗ ∈ N∗0, then the interval
J = {m, . . . ,m + k} belongs to both π and σ . Indeed, we know that m is the minimal element
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noncrossing property and by the choice of m.
Suppose s(m) = k ∈ N0 and let π˜ be the renumbered restriction of π\{J } to J c . and let σ˜ be
the renumbered restriction of σ\{J } to J c. Then, π˜ , σ˜ ∈ NCL(n− k − 1). Moreover, Sπ˜ and Sσ˜
are both equal to the composition of s and the map
i →
{
i, 1 i m− 1,
i − k − 1, m+ k + 1 i  n.
By the induction hypothesis, σ˜ = π˜ , and then σ = π follows.
Suppose s(m) = k∗ ∈ N∗0. Then k  1. Let π˜ and σ˜ be the renumbered restrictions of π\{J }
and, respectively, σ\{J } to J c ∪ {m}. Then π˜ , σ˜ ∈ NCL(n − k) and we have Sπ˜ = Sσ˜ equal to
the map
i →
⎧⎨⎩
s(i), 1 i m− 1,
0∗, i =m,
s(i + k), m+ 1 i  n− k.
By the induction hypothesis, σ˜ = π˜ , and then σ = π follows. 
6. The unsymmetrized R-transform
In this section, we relate the additive canonical random variables of Section 4 to the un-
symmetrized R-transform defined at (18) (and more formally below), and use them to show
additivity (20) under hypothesis of freeness.
We now define the notation
απ [b1, . . . , bn],
for α ∈ Mul[[B]], n ∈ N0, π ∈ NC(n + 1) and b1, . . . , bn ∈ B . (As usual, N0 will denote the set
of nonnegative integers.) This is inspired by work of Speicher [4,5] and is in essence equivalent
to a part of his definition. However, we take a perspective dual to Speicher’s in that we consider
multilinear functions on B×· · ·×B defined by particular elements in B-valued noncommutative
probability spaces, rather than considering functions on B,B-bimodules.
Definition 6.1. If π = 1n+1, then let
απ [b1, . . . , bn] = αn(b1, . . . , bn), (41)
where in the case n = 0, the right-hand side of (41) means α0. Otherwise, let J = {m,m + 1,
. . . ,m+ − 1} be the right-most block of π that is an interval and let π ′ ∈ NC(n− + 1) be the
renumbered restriction of π to J c = {1, . . . , n}\J . If there is nothing to the right of the interval
J , i.e. if m+ − 1 = n+ 1, then set
απ [b1, . . . , bn] = απ ′ [b1, . . . , bn−]bm−1α−1(bm, . . . , bn). (42)
If m+ − 1 < n+ 1, then set
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Some examples of απ [b1, b2, b3]
π ∈ NC(4) Gπ απ [b1, b2, b3]
(1,2,3,4)     α3(b1, b2, b3)
(1,2,3)(4)     α2(b1, b2)b3α0
(1,3,4)(2)     α2(b1α0b2, b3)
(1,2)(3,4)     α1(b1)b2α1(b3)
(1,4)(2,3)     α1(b1α1(b2)b3)
(1)(2)(3)(4)     α0b1α0b2α0b3α0
απ [b1, . . . , bn] = απ ′
[
b1, . . . , bm−2, bm−1α−1(bm, . . . , bm+−2)bm+−1, bm+, . . . , bn
]
.
(43)
By recursion, (41), (42) and (43) define απ [b1, . . . , bn] for arbitrary π ∈ NC(n+ 1).
Some examples of απ [b1, . . . , bn] are given in Table 4.
Definition 6.2. Let N−1 = {−1,0,1,2,3, . . .}. For n ∈ N and π ∈ NC(n), let Kπ : {1, . . . , n} →
N−1 be
Kπ(j)=
{ |F | − 1, j = min(F ), F ∈ π,
−1, j not the minimal element of a block of π.
Clearly, π is determined by Kπ .
Lemma 6.3. Let α ∈ Mul[[B]] and for j −1 let
xj =
{
V1,j (αj ), j  0,
L1, j = −1 (44)
in L(Q). Let n ∈ N0, and let k : {1, . . . , n + 1} → N−1. Let b1, . . . , bn ∈ B . If there is π ∈
NC(n+ 1) such that Kπ = k, then
xk(1)b1xk(2)b2 · · ·xk(n)bnxk(n+1) = απ [b1, . . . , bn]. (45)
If there is no π ∈ NC(n+ 1) such that Kπ = k, then
E(xk(1)b1xk(2)b2 · · ·xk(n)bnxk(n+1))= 0. (46)
Proof. One easily shows (see [2, Lemma 3.3])
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V1,n(αn)b1L1b2L1 · · ·bnL1 = αn(b1, . . . , bn) (n 1). (47)
Let N = |{j | k(j)  0}|. We proceed by induction on N . If N = 0, then k(1) = −1. But
PL1 = 0, where P is the projection used in defining E , so (46) holds. Moreover, there is no
π such that Kπ = k and the lemma holds when N = 0.
Suppose N = 1. The only way in which we can have k = Kπ for some π ∈ NC(n + 1) is if
π = 1n+1 and k(1)= n, k(j)= −1 for all j ∈ {2, . . . , n+ 1}. But then, by (47),
xk(1)b1xk(2)b2 · · ·xk(n)bnxk(n+1) = αn(b1, . . . , bn)= α1n+1 [b1, . . . , bn].
On the other hand, if N = 1 and k 
=K1n+1 , then we easily see that (46) holds.
Suppose N  2. Let m be largest such that k(m) 0. Then m 2. Suppose k(m) > n−m+1.
Then
xk(m)bm · · ·xk(n)bnxk(n+1)Ω = V1,k(m)(αk(m))(bmδ1 ⊗ · · · ⊗ bnδ1 ⊗ 1)= 0,
so (46) holds. But also there is no π ∈ NC(n+ 1) such that Kπ = k.
Suppose k(m) = n − m + 1. Then there is π ∈ NC(n + 1) with Kπ = k if and only if there
is π ′ ∈ NC(m − 1) such that Kπ ′ is the restriction of k to {1, . . . ,m − 1}, and then π = π ′ ∪
{{m, . . . , n+ 1}}. Using (47), we get
xk(m)bm · · ·xk(n)bnxk(n+1) = αk(m)(bm, . . . , bn).
By using the induction hypothesis and Definition 6.1, if there is π ∈ NC(n+1) such that Kπ = k,
then with π ′ as above,
xk(1)b1 · · ·xk(n)bnxk(n+1) = xk(1)b1 · · ·xk(m−1)bm−1αk(m)(bm, . . . , bn)
= απ ′ [b1, . . . , bm−2]bm−1αk(m)(bm, . . . , bn)= απ [b1, . . . , bn].
Using again the induction hypothesis, if there is no π such that Kπ = k, then
E(xk(1)b1 · · ·xk(n)bnxk(n+1))
= E(xk(1)b1 · · ·xk(m−2)bm−2xk(m−1))bm−1αn−m+1(bm, . . . , bn)= 0. (48)
Suppose k(m) < n−m+ 1. Let = k(m), and let k′ : {1, . . . , n− } → N−1 be
k′(j)=
{
k(j), 1 j m− 1,
k(j + + 1), m j  n− .
Then there is π ∈ NC(n+ 1) such that Kπ = k if and only if there is π ′ in NC(n− ) such that
Kπ ′ = k′, and then π is obtained from π ′ by applying the map
j →
{
j, 1 j m− 1,
j + + 1, m j  n− 
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is the renumbered restriction of π to J c . From (47), we have
xk(m)bm · · ·xk(m+−1)bm+−1xk(m+) = α(bm, . . . , bm+−1).
Let b˜ = bm−1α(bm, . . . , bm+−1)bm+. Suppose there is π ∈ NC(n+1) such that Kπ = k. Then
letting π ′ be as above, by the induction hypothesis and Definition 6.1,
xk(1)b1 · · ·xk(n)bnxk(n+1)
= xk(1)b1 · · ·xk(m−2)bm−2xk(m−1)b˜xk(m++1)bm++1 · · ·xk(n)bnxk(n+1)
= απ ′ [b1, . . . , bm−1, b˜, bm++1, . . . , bn] = απ [b1, . . . , bn].
Again using the induction hypothesis, if there is no π such that Kπ = k, then
E(xk(1)b1 · · ·xk(n)bnxk(n+1))
= E(xk(1)b1 · · ·xk(m−2)bm−2xk(m−1)b˜xk(m++1)bm++1 · · ·xk(n)bnxk(n+1))= 0.
This completes the induction step. 
Lemma 6.4. Let n ∈ N, let π ∈ NC(n+ 1) and let
J = {m,m+ 1, . . . ,m+ − 1}
be a proper subinterval of {1, . . . , n+ 1}. Suppose that J splits π . Let π ′′ ∈ NC() be the renum-
bered restriction of π to J and let π ′ ∈ NC(n− + 1) be the renumbered restriction of π to J c.
Let α ∈ Mul[[B]] and b1, . . . , bn ∈ B . Then
απ [b1, . . . , bn]
=
⎧⎪⎪⎨⎪⎪⎩
απ ′′ [b1, . . . , b−1]bαπ ′ [b+1, . . . , bn], m= 1,
απ ′ [b1, . . . , bm−2, bm−1απ ′′ [bm, . . . , bm+−2]bm+−1,
bm+, . . . , bn], 2m n− + 1,
απ ′ [b1, . . . , bm−2]bm−1απ ′′ [bm, . . . , bn], m= n− + 2.
(49)
Proof. Suppose 2m n− + 1. By Lemma 6.3, letting k =Kπ , we have
απ [b1, . . . , bn] = xk(1)b1 · · ·xk(n)bnxk(n+1).
But, since Kπ ′′(j)= k(j +m− 1), again by Lemma 6.3 we have
xk(m)bm · · ·xk(m+−2)bm+−2xk(m+−1) = απ ′′ [bm, . . . , bm+−2].
So letting b˜ = bm−1απ ′′ [bm, . . . , bm+−2]bm+−1, we have
απ [b1, . . . , bn] = xk(1)b1 · · ·xk(m−2)bm−2xk(m−1)b˜xk(m+)bm+ · · ·xk(n)bnxk(n+1).
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Kπ ′(j)=
{
k(j), 1 j m− 1,
k(j + ), m j  n− + 1.
Therefore, applying Lemma 6.3 again, we get (49) in the case 2  m  n −  + 1. The other
cases are proved similarly. 
We will want to use the particular case of an interval partition.
Lemma 6.5. Let π ∈ IP(n+ 1) be an interval partition. Let π = {F1, . . . ,Fk}, where |Fj | = pj
and Fj = {qj + 1, . . . , qj + pj } with q1 = 0 and qj = p1 + · · · + pj−1. Then
απ [b1, . . . , bn] = αp1−1(bq1+1, . . . , bq1+p1−1)bq2αp2−1(bq2+1, . . . , bq2+p2−1) · · · ·
· bqkαpk−1(bqk+1, . . . , bqk+pk−1).
Proposition 6.6. Let α ∈ Mul[[B]] and let
X = L1 + V1(α).
Then for every n 0 and b1, . . . , bn ∈ B ,
Φ˜X,n(b1, . . . , bn)=
∑
π∈NC(n+1)
απ [b1, . . . , bn]. (50)
Proof. We have
Φ˜X,n(b1, . . . , bn)= E(Xb1Xb2 · · ·XbnX)
=
∑
k(1),...,k(n+1)−1
E(xk(1)b1xk(2)b2 · · ·xk(n)bnxk(n+1)), (51)
where xk is as in (44). By Lemma 6.3, only finitely many terms of the sum (51) are nonzero, and
the equality (50) holds. 
Lemma 6.7. Let α,β ∈ Mul[[B]] and let
xij =
⎧⎪⎪⎨⎪⎪⎩
V1,j (αj ), i = 1, j  0,
L1, i = 1, j = −1,
V2,j (βj ), i = 2, j  0,
L2, i = 2, j = −1
(52)
in L(Q). Let k : {1, . . . , n+ 1} → N−1. If there is π ∈ NC(n+ 1) such that Kπ = k, then∑
x
i(1)
k(1)b1x
i(2)
k(2)b2 · · ·xi(n)k(n)bnxi(n+1)k(n+1) = (α + β)π [b1, . . . , bn].i(1),...,i(n+1)∈{1,2}
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E(xi(1)k(1)b1xi(2)k(2)b2 · · ·xi(n)k(n)bnxi(n+1)k(n+1))= 0
for any i(1), . . . , i(n+ 1) ∈ {1,2}.
Proof. This can be proved by induction just like Lemma 6.3 was proved, but using also the fact
that for any γn ∈ Ln(B), we have
Vi,n(γn)b1Lj1b2Lj2 · · ·bmLjm = 0
if 1m n and i, j1, . . . , jm ∈ {1,2} with jp 
= i for some p. 
Lemma 6.8. Let α,β ∈ Mul[[B]] and let
X = L1 + V1(α), (53)
Y = L2 + V2(β), (54)
Z = L1 + V1(α + β). (55)
Then X + Y and Z have the same distribution series.
Proof. By Proposition 6.6, the distribution series of Z is given by
Φ˜Z,n(b1, . . . , bn)=
∑
π∈NC(n+1)
(α + β)π [b1, . . . , bn]. (56)
On the other hand, we have
Φ˜X+Y,n(b1, . . . , bn)= E
(
(X + Y)b1(X + Y)b2 · · · (X + Y)bn(X + Y)
)
=
∑
k(1),...,k(n+1)−1
i(1),...,i(n+1)∈{1,2}
E(xi(1),k(1)b1xi(2),k(2)b2 · · ·xi(n),k(n)bnxi(n+1),k(n+1)),
(57)
where xi,j = xji is as defined in (52).
By Lemma 6.7, only finitely many terms of the sum (57) are nonzero and we have the equality
Φ˜X+Y,n(b1, . . . , bn)=
∑
π∈NC(n+1)
(α + β)π [b1, . . . , bn].
Combined with (56), this finishes the proof. 
Lemma 6.9. Let β ∈ Mul[[B]] and let α = I + IβI . Then α is invertible with respect to formal
composition, and
α〈−1〉 = (1 + Iγ )−1I = I (1 + γ I)−1, (58)
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γ = ((1 + βI)−1β) ◦ α〈−1〉 = (β(1 + Iβ)−1) ◦ α〈−1〉. (59)
Moreover, γ is the unique element of Mul[[B]] making (58) hold.
Proof. The second equality in each of (58) and (59) follows from Proposition 2.6. Since α0 = 0
and α1 = idB is invertible, α is invertible with respect to composition. Using some of the prop-
erties listed in Proposition 2.3, we calculate
(
(1 + Iγ )−1I) ◦ α = ((1 + Iγ )−1 ◦ α)α = ((1 + Iγ ) ◦ α)−1α = (1 + α(γ ◦ α))−1α
= (1 + α(1 + βI)−1β)−1α = (1 + Iβ)−1α = I,
where in the last line we used α = (1 + Iβ)I = I (1 + βI). Thus (58) holds. Uniqueness of γ
follows from writing
(1 + Iγ )−1I = I +
∞∑
k=1
(−1)k(Iγ )kI
and observing that this element of Mul[[B]] determines γ . 
Definition 6.10. Given β ∈ Mul[[B]], the unsymmetrized R-transform of β is
R˜β =
(
(1 + βI)−1β) ◦ (I + IβI)〈−1〉 ∈ Mul[[B]]. (60)
The following is a direct application of Lemma 6.9.
Proposition 6.11. Given β ∈ Mul[[B]], R˜β is the unique element of Mul[[B]] satisfying
(I + IβI)〈−1〉 = (1 + I R˜β)−1I. (61)
Proposition 6.12. Let α ∈ Mul[[B]] and consider the additive canonical random variable
X = L1 + V1(α) ∈ L(Q).
Then R˜Φ˜X = α.
Proof. By Proposition 6.11, we must show
(I + I Φ˜XI)〈−1〉 = (1 + Iα)−1I. (62)
Let β =∑∞k=1(−1)k(Iα)kI , so that, by Proposition 2.6,
I + β = (1 + Iα)−1I = I (1 + αI)−1.
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Φ˜X ◦ (I + β)= α + αIα. (63)
This will prove (62), because we will have
(I + I Φ˜XI) ◦ (I + β)= I + β + (I + β)
(
Φ˜X ◦ (I + β)
)
(I + β)
= I + β + (I + β)α(1 + Iα)(I + β)
= I + β + (I + β)αI = I + IαI + β(1 + αI)
= I + IαI + (I (1 + αI)−1 − I)(1 + αI)= I.
For n 2, we have
(I + β)n(b1, . . . , bn)
=
( ∞∑
k=1
(−1)k(Iα)kI
)
n
(b1, . . . , bn)
=
n−1∑
k=1
(−1)k
∑
p1,...,pk1
p1+···+pk=n−1
bq1+1αp1−1(bq1+2, . . . , bq1+p1)bq2+1αp2−1(bq2+2, . . . , bq2+p2) · · · ·
· bqk+1αpk−1(bqk+2, . . . , bqk+pk )bn
=
∑
τ∈IP(n−1)
(−1)|τ |b1ατ [b2, . . . , bn−1]bn, (64)
where q1 = 0 and qj = p1 + · · · + pj−1. For the last equality above we used Lemma 6.5.
For n 1, we have(
Φ˜X ◦ (I + β)
)
n
(b1, . . . , bn)
=
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
Φ˜X,k
(
(I + β)p1(bq1+1, . . . , bq1+p1) · · · (I + β)pk (bqk+1, . . . , bqk+pk )
)
,
where qj = p1 + · · · + pj−1. Let cj = (I + β)pj (bqj+1, . . . , bqj+pj ). Using Proposition 6.6, we
have
(
Φ˜X ◦ (I + β)
)
n
(b1, . . . , bn)=
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
∑
π∈NC(k+1)
απ [c1, . . . , ck].
Equation (64) shows
cj =
{∑
τj∈IP(pj−1)(−1)|τj |bqj+1ατj [bqj+2, . . . , bqj+pj−1]bqj+pj , pj  2,
bq +1, pj = 1.j
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dj =
{
bqj+1ατj [bqj+2, . . . , bqj+pj−1]bqj+pj , pj  2,
bqj+1, pj = 1.
If j ∈ {1, . . . , k} with pj  2, then using Lemma 6.4 we get
απ [d1, . . . , dk] = απ˜ [d1, . . . , dj−1, bqj+1, . . . , bqj+pj , dj+1, . . . , dk],
where π˜ is obtained from π , loosely speaking, by sliding a (translated) copy of τj between j
and j + 1. Applying Lemma 6.4 repeatedly and using the convention τj = ∅ ∈ IP(0) whenever
pj = 1, we obtain
απ [d1, . . . , dk] = ασ [b1, . . . , bn],
where σ ∈ NC(n+ 1) is obtained from π , loosely speaking, by inserting an appropriately trans-
lated copy of τj in between j and j + 1, for every j ∈ {1, . . . , k}. More precisely,
σ = π ∧ (τ1, . . . , τk) := π ∪
k⋃
j=1
τj ,
where π is the result of applying the map j → qj + 1 to every element of every element of π ,
and τj is the result of adding qj + 1 to every element of every element of τj . Therefore, we have(
Φ˜X ◦ (I + β)
)
n
(b1, . . . , bn)
=
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
∑
π∈NC(k+1)
∑
τ1∈IP(p1−1),...,τk∈IP(pk−1)
(−1)|τ1|+···+|τk |απ∧(τ1,...,τk)[b1, . . . , bn].
Hence, (
Φ˜X ◦ (I + β)
)
n
(b1, . . . , bn)=
∑
σ∈NC(n+1)
Nσασ [b1, . . . , bn], (65)
where
Nσ =
∑
(π,τ1,...,τk)∈Iσ
(−1)|τ1|+···+|τk |
and where Iσ is the set of all (k+1)-tuples (π, τ1, . . . , τk) for k ∈ {1, . . . , n} with π ∈ NC(k+1)
and τ1 ∈ IP(p1 − 1), . . . , τk ∈ IP(pk − 1) for some p1, . . . , pk  1 such that p1 + · · · + pk = n,
such that σ = π ∧ (τ1, . . . , τk).
We now set about calculating Nσ for σ ∈ NC(n + 1). By interval block of σ , we will mean
a block (i.e. element) of σ that is an interval, i.e. is of the form {m,m + 1, . . . ,m +  − 1}.
We will say an interval block is internal if it has neither 1 nor n + 1 as element. If we have
σ = π ∧ (τ1, . . . , τk), then all elements of τj become internal interval blocks of σ . Let Bσ be
384 K.J. Dykema / Advances in Mathematics 208 (2007) 351–407the set of all internal interval blocks of σ . We now describe a map from the power set of Bσ
into Iσ . Let S ⊆ Bσ . Let A = {1, . . . , n + 1}\(⋃S) and let k = |A| − 1. Since 1, n + 1 ∈ A,
we have k  1. Let us write A = {r1, r2, . . . , rk+1}, where 1 = r1 < r2 < · · · < rk+1 = n + 1.
Let Sj be the set of those elements of S that lie between rj and rj+1. Then each Sj is either
empty or is a set of intervals that can be laid end-to-end without gaps. For each j ∈ {1, . . . , k},
let τj ∈ IP(rj+1 − rj − 1) be the appropriate translation of Sj , i.e. the result of subtracting rj − 1
from every element of every element of Sj . Let π be the result of applying the map rj → j to
every element of every element of σ\(⋃S). Then σ = π∧(τ1, . . . , τk), and (π, τ1, . . . , τk) ∈ Iσ .
The map
S → (π, τ1, . . . , τk) (66)
that we have described has as inverse the map that sends (π, τ1, . . . , τk) to the set of interval
blocks of σ that arise from blocks of the τj in the realization of σ as π ∧ (τ1, . . . , τk). Thus,
the map (66) is a bijection from the power set of Bσ onto Iσ . Moreover, if (π, τ1, . . . , τk) ∈ Iσ
corresponds to S ∈ Bσ , then
(−1)|τ1|+···+|τk | = (−1)|S|.
Therefore,
Nσ =
∑
S⊆Bσ
(−1)|S| =
{
1, Bσ = ∅,
0, Bσ 
= ∅.
Since every noncrossing partition of {1, . . . , n + 1} has an interval block, the only elements
σ ∈ NC(n + 1) without internal interval blocks are 1n+1, which has exactly one element, and
those of the form
σ = ηp :=
{{1, . . . , p}, {p + 1, . . . , n+ 1}}
for 1 p  n. Since
α1n+1 [b1, . . . , bn] = αn(b1, . . . , bn),
αηp [b1, . . . , bn] = αp−1(b1, . . . , bp−1)bpαn−p(bp+1, . . . , bn),
from (65) we get, for every n 1,(
Φ˜X ◦ (I + β)
)
n
(b1, . . . , bn)
= αn(b1, . . . , bn)+
n∑
p=1
αp−1(b1, . . . , bp−1)bpαn−p(bp+1, . . . , bn)
= (α + αIα)n(b1, . . . , bn).
Of course, we also have(
Φ˜X ◦ (I + β)
) = Φ˜X,0 = E(X)= α0 = (α + αIα)0.0
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Theorem 6.13. Let x and y be free random variables in any B-valued noncommutative proba-
bility space. Then
R˜Φ˜x+y = R˜Φ˜x + R˜Φ˜y .
Proof. By Proposition 4.5, we can find additive canonical random variables X,Y ∈ L(Q) as
in (53) and (54) such that Φ˜X = Φ˜x and Φ˜Y = Φ˜y . By Proposition 4.3, X and Y are free. Hence,
Φ˜x+y = Φ˜X+Y . By Proposition 6.12, R˜Φ˜X = α and R˜Φ˜Y = β , where α and β as are they ap-
pear in (53) and (54). On the other hand, by Lemma 6.8 and Proposition 6.12 again, R˜Φ˜X+Y =
α + β . 
7. The unsymmetrized T-transform
In this section, we relate the multiplicative canonical random variables of Section 4 to the
unsymmetrized T-transform defined at (21) (and more formally below), and use them to show
twisted multiplicativity (22) under hypothesis of freeness.
Definition 7.1. Let α ∈ Mul[[B]] with α0 invertible. Let n ∈ N0 and let π ∈ NCL(n+ 1). We will
define an element
απ 〈b1, . . . , bn〉 (67)
of B , for b1, . . . , bn ∈ B . Let J = {m, . . . ,m +  − 1} be the right-most interval block of π . If
m= 1, which implies π = 1n+1, then we set
απ 〈b1, . . . , bn〉 = αn(b1α0, b2α0, . . . , bnα0). (68)
Suppose m> 1. Suppose m is singly covered by π and let π ′ = πJ c be the renumbered restric-
tion of π to the complement of J . Then π ′ ∈ NCL(n− + 1). If J is all the way to the right, i.e.
if m+ − 1 = n+ 1, then we set
απ 〈b1, . . . , bn〉 = απ ′ 〈b1, . . . , bm−2〉bm−1α−1(bmα0, . . . , bnα0), (69)
while if m+ − 1 n, then we set
απ 〈b1, . . . , bn〉
= απ ′
〈
b1, . . . , bm−2, bm−1α−1(bmα0, . . . , bm+−2α0)bm+−1, bm+, . . . , bn
〉
. (70)
Now suppose m is doubly covered by π . Then we must have   2. Let π ′′ = (π\{J })J c∪{m}
be the renumbered restriction of π\{J } to {1, . . . ,m} ∪ {m+ , . . . , n+ 1}. Then π ′′ ∈ NCL(n−
+ 2), and we set
απ 〈b1, . . . , bn〉
= απ ′′
〈
b1, . . . , bm−2, bm−1α−1(bmα0, . . . , bm+−2α0)α−1, bm+−1, bm+, . . . , bn
〉
. (71)0
386 K.J. Dykema / Advances in Mathematics 208 (2007) 351–407Table 5
Some examples of απ 〈b1, . . . , bn〉
π Gπ απ 〈b1, . . . , bn〉
(1,2,3,4)     α3(b1α0, b2α0, b3α0)
(1,2,4)(3)     α2(b1α0, b2α0b3α0)
(1,3,4)(2)     α2(b1α0b2α0, b3α0)
(1,2)(3,4)     α1(b1α0)b2α1(b3α0)
(1,4)(2,3)     α1(b1α1(b2α0)b3α0)
(1)(2)(3)(4)     α0b1α0b2α0b3α0
(1,2)(2,3,4)     α1(b1α2(b2α0, b3α0))
(1,2)(2,3)(3,4)     α1(b1α1(b2α1(b3α0)))
(1,2,4)(2,3)     α2(b1α1(b2α0), b3α0)
Equations (68)–(71) recursively define the quantity (67).
Some examples of απ 〈b1, . . . , bn〉 are provided in Table 5.
Lemma 7.2. Let α ∈ Mul[[B]] with α0 invertible and for s ∈ N0 ∪ N∗0 let
ys =
{
V1,k(αk), s = k ∈ N0,
W1,k(αk), s = k∗ ∈ N∗0
(72)
in L(Q). Let n ∈ N0, let s : {1, . . . , n + 1} → N0 ∪ N∗0 and let b1, . . . , bn ∈ B . If there is π ∈
NCL(n+ 1) such that Sπ = s, where Sπ is as in Definition 5.17, then
ys(1)b1ys(2)b2 · · ·ys(n)bnys(n+1) = απ 〈b1, . . . , bn〉.
If there is no π ∈ NCL(n+ 1) such that Sπ = s, then
E(ys(1)b1ys(2)b2 · · ·ys(n)bnys(n+1))= 0. (73)
Proof. Let N be the number of j ∈ {1, . . . , n + 1} such that s(j) 
= 0∗. We will proceed by
induction on N . If N = 0, then there is no π ∈ NCL(n + 1) such that Sπ = s and, since
Pα0L1 = 0, (73) holds.
Suppose N = 1. The only way in which we can have s = Sπ for π ∈ NCL(n + 1) is if π =
1n+1 and s(1)= n, s(j)= 0∗ for all j ∈ {2, . . . , n+ 1}. In this case,
ys(1)b1 · · ·ys(n)bnys(n+1) = V1,n(αn)b1α0L1b2α0L1 · · ·bnα0L1
= αn(b1α0, b2α0, . . . , bnα0)= α1n+1〈b1, . . . , bn〉.
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= S1n+1 , then we easily see that (73) holds.
Suppose N  2. Let m be largest such that s(m) 
= 0∗. Then m 2. Suppose s(m) = k ∈ N0.
If π ∈ NCL(n+1) is such that Sπ = s, then we must have k  n−m+1 and {m, . . . ,m+k} ∈ π .
Therefore, if k > n−m+ 1, then there is no π ∈ NCL(n+ 1) such that Sπ = s and we also have
ys(m)bm · · ·ys(n)bnys(n+1)Ω = V1,k(αk)bmα0δ1 ⊗ · · · ⊗ bnα0δ1 = 0,
so (73) holds. Suppose now k  n−m+ 1. Let
s′(j)=
{
s(j), 1 j m− 1,
s(j + k + 1), m j  n− k.
Then there is π ∈ NC(n + 1) such that Sπ = s if and only if there is π ′ ∈ NC(n − k) such that
Sπ ′ = s′, and in this case, π is obtained from π ′ by applying the map
j →
{
j, 1 j m− 1,
j + k + 1, m j  n− k
to all elements of all elements of π ′, and then adding the element {m, . . . ,m+ k}. Moreover, we
have
ys(m)bm · · ·ys(m+k−1)bm+k−1ys(m+k) = αk(bmα0, . . . , bm+k−1α0). (74)
If there is π ∈ NCL(n + 1) such that Sπ = s, then it arises from some π ′ as above, and in the
case k < n−m+ 1, by the induction hypothesis and using Definition 7.1 we have
ys(1)b1 · · ·ys(n)bnys(n+1)
= ys(1)b1 · · ·ys(m−2)bm−2ys(m−1)bm−1αk(bmα0, . . . , bm+k−1α0)bm+k
· ys(m+k+1)bm+k+1 · · ·ys(n)bnys(n+1)
= απ ′
〈
b1, . . . , bm−2, bm−1αk(bmα0, . . . , bm+k−1α0)bm+k, bm+k+1, . . . , bn
〉
= απ 〈b1, . . . , bn〉.
A similar calculation can be made in the case m+ k = n+ 1. If there is no π ∈ NCL(n+ 1) such
that Sπ = s, then there is no π ′ such that Sπ ′ = s′ and by the induction hypothesis,
E(ys(1)b1 · · ·ys(n)bnys(n+1))
= E(ys(1)b1 · · ·ys(m−2)bm−2ys(m−1)bm−1αk(bmα0, . . . , bm+k−1α0)bm+k
· ys(m+k+1)bm+k+1 · · ·ys(n)bnys(n+1))= 0.
Now suppose s(m) = k∗ ∈ N∗0. Then k  1. If π ∈ NCL(n + 1) is such that Sπ = s, then we
must have {m, . . . ,m+ k} ∈ π and k  n−m+ 1. Therefore, if k > n−m+ 1, then there is no
π ∈ NCL(n+ 1) such that Sπ = s and we also have
ys(m)bm · · ·ys(n)bnys(n+1)Ω =W1,k(αk)bmα0δ1 ⊗ · · · ⊗ bnα0δ1 = 0,
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s′(j)=
⎧⎨⎩
s(j), 1 j m− 1,
0∗, j =m,
s(j + k), m+ 1 j  n− k + 1.
Then there is π ∈ NC(n + 1) such that Sπ = s if and only if there is π ′ ∈ NC(n − k + 1) such
that Sπ ′ = s′, and in this case, π is obtained from π ′ by applying the map
j →
{
j, 1 j m,
j + k, m+ 1 j  n− k + 1
to all elements of all elements of π ′, and then adding the element {m, . . . ,m+ k}. Moreover, we
have
ys(m)bm · · ·ys(m+k−1)bm+k−1ys(m+k) = αk(bmα0, . . . , bm+k−1α0)L1. (75)
If there is π ∈ NCL(n+ 1) such that Sπ = s, then it arises from some π ′ as above, and we have
ys(1)b1 · · ·ys(n)bnys(n+1) = ys(1)b1 · · ·ys(m−2)bm−2
· ys(m−1)bm−1αk(bmα0, . . . , bm+k−1α0)L1bm+k
· ys(m+k+1)bm+k+1 · · ·ys(n)bnys(n+1).
But
bm−1αk(bmα0, . . . , bm+k−1α0)L1 = bm−1αk(bmα0, . . . , bm+k−1α0)α−10 W1,0(α0).
Therefore, using the induction hypothesis and Definition 7.1 we have
ys(1)b1 · · ·ys(n)bnys(n+1) = απ ′
〈
b1, . . . , bm−2, bm−1αk(bmα0, . . . , bm+k−1α0)α−10 , bm+k, . . . , bn
〉
= απ 〈b1, . . . , bn〉.
If there is no π ∈ NCL(n+ 1) such that Sπ = s, then there is no π ′ such that Sπ ′ = s′ and using
the induction hypothesis we get
E(ys(1)b1 · · ·ys(n)bnys(n+1))= 0.
This completes the induction step. 
Proposition 7.3. Let α ∈ Mul[[B]] and let
X = V1(α)+W1(α).
Then for every n 0 and b1, . . . , bn ∈ B ,
Φ˜X,n(b1, . . . , bn)=
∑
π∈NCL(n+1)
απ 〈b1, . . . , bn〉. (76)
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Φ˜X,n(b1, . . . , bn)= E(Xb1Xb2 · · ·XbnX)
=
∑
s(1),...,s(n+1)∈N0∪N∗0
E(ys(1)b1ys(2)b2 · · ·ys(n)bnys(n+1)), (77)
where ys(j) is as defined in (72); by Lemma 7.2, only finitely many terms of the sum (77) are
nonzero, and the equality (76) holds. 
Lemma 7.4. Let n ∈ N, let π ∈ NCL(n+ 1) and suppose
J = {m, . . . ,m+ − 1} ⊆ {1, . . . , n+ 1}
is a proper subinterval that splits π . Let π ′′ be the renumbered restriction π to J , and let π ′
be the renumbered restriction of π to the complement of J . Then π ′ ∈ NCL(n −  + 1) and
π ′′ ∈ NCL(). Moreover, for all α ∈ Mul[[B]] and all b1, . . . , bn ∈ B , we have
απ 〈b1, . . . , bn〉
=
⎧⎪⎪⎨⎪⎪⎩
απ ′′ 〈b1, . . . , b−1〉bαπ ′ 〈b+1, . . . , bn〉, m= 1,
απ ′ 〈b1, . . . , bm−2, bm−1απ ′′ 〈bm, . . . , bm+−2〉bm+−1,
bm+, . . . , bn〉, 2m n− + 1,
απ ′ 〈b1, . . . , bm−2〉bm−1απ ′′ 〈bm, . . . , bn〉, m= n− + 2.
Proof. This can be proved using Lemma 7.2 just as Lemma 6.4 was proved using Lemma 6.3. 
Definition 7.5. For n ∈ N, let NCL(n) be the set of all π ∈ NCL(n) such that 1 and n belong to
the same block of the noncrossing partition πˆ generated by π .
Lemma 7.6. Let n ∈ N0 and let π ∈ NCL(n+ 1). Then k := Sπ(1) ∈ N. Let s : {1, . . . , n+ 1} →
N0 ∪ N∗0 be
s(j)=
{
k∗, j = 1,
Sπ (j), 2 j  n+ 1.
Then for all α ∈ Mul[[B]] and all b1, . . . , bn ∈ B ,
ys(1)b1 · · ·ys(n)bnys(n+1) = απ 〈b1, . . . , bn〉L1, (78)
where ys(j) is as defined in (72).
Proof. We use induction on |π |. If |π | = 1, then π = 1n+1 and (78) follows directly. Suppose
|π | 2. Let J = {m, . . . ,m+ − 1} be the right-most interval block of π . Then m 2. Suppose
m+ − 1 = n+ 1. Because π ∈ NCL(n+ 1), m is doubly covered by π . Moreover, we have
ys(m)bm · · ·ys(n)bnys(n+1) = α−1(bm, . . . , bn)L1,
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ys(1)b1 · · ·ys(n)bnys(n+1) = ys′(1)b1 · · ·ys′(m−2)bm−2ys′(m−1)b˜ys′(m),
where s′ : {1, . . . ,m} → N0 ∪ N∗0 is
s′(j)=
{
s(j), 1 j m− 1,
0∗, j =m.
Let π ′ be the renumbered restriction of π\{J } to {1, . . . ,m}. Then π ′ ∈ NCL(m). Therefore,
s′(j)=
{
k∗, j = 1,
Sπ ′(j), 2 j m.
Using the induction hypothesis and Definition 7.1, we have
ys′(1)b1 · · ·ys′(m−2)bm−2ys′(m−1)b˜ys′(m) = απ ′ 〈b1, . . . , bm−2, b˜〉L1 = απ 〈b1, . . . , bn〉L1,
as required.
Now suppose m +  − 1  n. If m is singly covered by π , then let π ′ be the renumbered
restriction of π to J c and let
b˜ = bm−1α−1(bmα0, . . . , bm+−2α0)bm+−1.
Then π ′ ∈ NCL(n− + 1). Letting
s′(j)=
{
s(1), j = 1,
Sπ ′(j), 2 j  n− + 1
and invoking the induction hypothesis and Definition 7.1, we have
ys(1)b1 · · ·ys(n)bnys(n+1)
= ys′(1)b1 · · ·ys′(m−2)bm−2ys′(m−1)b˜ys′(m)bm+ · · ·ys′(n−)bnys′(n−+1)
= απ ′ 〈b1, . . . , bm−2, b˜, bm+, . . . , bn〉L1 = απ 〈b1, . . . , bn〉L1,
as required. If m is doubly covered by π , then letting π ′ be the renumbered restriction of π\{J }
to J c ∪ {m}, we proceed in a similar fashion to show (78). 
Definition 7.7. Suppose π ∈ NCL(n) and let F ∈ π be the block such that 1 ∈ F . We write
F = {0, 1, . . . , k}
with k  0 and 1 = 0 < 1 < · · · < k . Let πˆ be the noncrossing partition generated by π . Let
F̂ ∈ πˆ be such that F ⊆ F̂ . Let
r(j)= max{i ∈ F̂ | i < j } (1 j  k)
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Fig. 1. Graphical representation of π from Example 7.8.
Table 6
Graphical representations of π1,π2,π3 and σ from Example 7.8
π1 π2 π3 σ
                
and let r(k + 1) = max(F̂ ). We must have r(1) = 1 and r(j) < j  r(j + 1) whenever 1 
j  k. For 1 j  k, let
πj =
{
π[r(j)+1,r(j+1)], j singly covered by π,
(π\{F })[r(j)+1,r(j+1)], j doubly covered by π.
If π ∈ NCL(n), then k  1 and r(k + 1)= n, and we define
Dn(π)= (π1, . . . , πk).
If π ∈ NCL(n)\NCL(n), then r(k + 1) < n, we let
σ = π[r(k+1)+1,n]
and we define
Dn(π)= (π1, . . . , πk, σ ).
Example 7.8. Let
π = (1,5,10,13)(2,4)(3)(5,7)(6)(8,9)(11,12)(13,16)(14,15)(17,18),
whose graphical representation is drawn in Fig. 1. Then F̂ = {1,5,7,10,13,16}, we have
r(1)= 1, r(2)= 7, r(3)= 10, r(4)= 16
and the graphical representations of π1,π2,π3 and σ are given in Table 6.
Lemma 7.9. Let n ∈ N, n 2. Then
(i) the map Dn is a bijection from NCL(n) onto
n−1⋃
k=1
⋃
p1,...,pk1
p1+···+pk=n−1
NCL(p1)× · · · × NCL(pk); (79)
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n−2⋃
k=0
⋃
p1,...,pk,pk+11
p1+···+pk+pk+1=n−1
NCL(p1)× · · · × NCL(pk)× NCL(pk+1). (80)
Proof. It is straightforward to see that each πj and σ described in Definition 7.7 is a noncrossing
linked partition. Thus, Dn maps NCL(n) into the set (79) and Dn maps NCL(n)\NCL(n) into
the set (80). We will find the inverses of the maps Dn and Dn. Given k ∈ {1, . . . , n− 1}, p1, . . . ,
pk  1 such that p1 + · · · + pk = n − 1 and given πj ∈ NCL(pj ), let πˆj be the noncrossing
partition generated by πj and let Ej be the block of πˆj that contains pj . Let r1 = 1 and rj =
1 + p1 + · · · + pj−1 (2 j  k). Let j = rj + min(Ej ). Let F = {1, 1, 2, . . . , k} and let
π = {F } ∪
k⋃
j=1
π˜j ,
where π˜j is the result of adding rj to every element of every element of{
πj , |Ej | 2,
πj\{Ej }, |Ej | = 1.
Then we easily see π ∈ NCL(n) and Dn(π) = (π1, . . . , πk). Also, π ∈ NCL(n) is easily seen to
be determined by Dn(π). This proves part (i).
For part (ii), let k  0, let p1, . . . , pk+1 be such that p1 + · · · + pk+1 = n− 1 and let π + j ∈
NCL(pj ) (1  j  k + 1). If k = 0 let τ = 11, while if k  1, then let m = n − pk+1 and
τ = (Dm)−1((π1, . . . , πk)). Let π = τ ⊕πk+1. Then Dn(π)= (π1, . . . , πk+1), and we easily see
that π ∈ NCL(n)\NCL(n) is determined by Dn(π). This proves (ii). 
Lemma 7.10. Let n ∈ N and let π ∈ NCL(n + 1). If π ∈ NCL(n + 1), then write Dn(π) =
(π1, . . . , πk), with πj ∈ NCL(pj ). If π /∈ NCL(n+ 1), then write Dn(π)= (π1, . . . , πk, σ ), with
πj ∈ NCL(pj ). Let r(1) = 1 and for 2  j  k + 1, let r(j) = 1 + p1 + · · · + pj−1. Let α ∈
Mul[[B]] with α0 invertible and let b1, . . . , bn ∈ B .
(i) If π ∈ NCL(n+ 1), then
απ 〈b1, . . . , bn〉 = αk
(
br(1)απ1〈br(1)+1, . . . , br(2)−1〉, br(2)απ2〈br(2)+1, . . . , br(3)−1〉, . . . ,
br(k)απk 〈br(k)+1, . . . , br(k+1)−1〉
)
. (81)
(ii) If π /∈ NCL(n+ 1), then
απ 〈b1, . . . , bn〉 = αk
(
br(1)απ1〈br(1)+1, . . . , br(2)−1〉, br(2)απ2〈br(2)+1, . . . , br(3)−1〉, . . . ,
br(k)απk 〈br(k)+1, . . . , br(k+1)−1〉
)
br(k+1)ασ 〈br(k+1)+1, . . . , bn〉. (82)
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απ 〈b1, . . . , bn〉 = απ ′ 〈b1, . . . , br(k+1)−1〉br(k+1)ασ 〈br(k+1)+1, . . . , bn〉,
where π ′ = π[1,r(k+1)]. If k = 0, then we are finished. If k  1, then (82) will follow from (i).
Hence, it will suffice to prove (i).
Assume π ∈ NCL(n + 1). Let F = {1, 1, . . . , k} ∈ π be the block containing 1, with 1 <
1 < · · · < k . From the proof of Lemma 7.9, j = r(j) + min(Ej ), where Ej is the block of
the noncrossing partition πˆj generated by πj that contains pj . For every j ∈ {1, . . . , k}, j ∈
[r(j) + 1, r(j + 1)]. If j is an element of a block of π other than F , then it is the minimal
element of that block. Therefore, the interval [j − r(j), r(j + 1) − r(j)] splits πj . Let ρj =
πj [j−r(j),r(j+1)−r(j)] and, if r(j)+ 1 < j , let τj = πj [1,j−r(j)−1]. Let s = Sπ . Note that j
is singly covered by πj , so
kj := Sπj
(
j − r(j)
) ∈ N0.
We have
s(i)=
⎧⎨⎩
Sτj (i − r(j)), r(j)+ 1 i  j − 1,
k∗j , i = j ,
Sρj (i − j + 1), j + 1 i  r(j + 1).
By Lemma 7.6, if r(j)+ 1 = j , then
br(j)ys(r(j)+1)br(j)+1 · · ·ys(r(j+1)−1)br(j+1)−1ys(r(j+1))
= br(j)αρj 〈br(j)+1, . . . , br(j+1)−1〉L1
= br(j)απj 〈br(j)+1, . . . , br(j+1)−1〉L1,
while if r(j)+ 1 < j , then by Lemmas 7.2 and 7.6,
br(j)ys(r(j)+1)br(j)+1 · · ·ys(r(j+1)−1)br(j+1)−1ys(r(j+1))
= br(j)ατj 〈br(j)+1, . . . , bj−1〉bj αρj 〈bj+1, . . . , br(j+1)−1〉L1
= br(j)απj 〈br(j)+1, . . . , br(j+1)−1〉L1.
Therefore, letting
b˜j = br(j)απj 〈br(j)+1, . . . , br(j+1)−1〉,
we have
ys(1)b1 · · ·ys(n)bnys(n+1) = V1,k(αk)b˜1L1b˜2L1 · · · b˜kL1 = αk(b˜1, . . . , b˜k).
Using Lemma 7.6 yields (81) and finishes the proof. 
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T˜β =
(
β ◦ (Iβ)〈−1〉)(1 + I )−1. (83)
The unsymmetrized S-transform of β is S˜β = T˜ −1β .
Proposition 7.12. T˜β is the unique element of Mul[[B]] satisfying(
T˜β ◦ (Iβ)
)
(1 + Iβ)= β. (84)
Proof. The definition (83) is clearly equivalent to each of the following equations:
T˜β(1 + I )= β ◦ (Iβ)〈−1〉,(
T˜β(1 + I )
) ◦ (Iβ)= β,(
T˜β ◦ (Iβ)
)
(1 + Iβ)= β. 
Proposition 7.13. Let α ∈ Mul[[B]] with α0 invertible and let
X = V1(α)+W1(α) ∈ L(Q)
be the corresponding multiplicative canonical random variable. Then T˜Φ˜X = α.
Proof. By Proposition 7.12, it will suffice to show
α ◦ (I Φ˜X)+
(
α ◦ (I Φ˜X)
)
I Φ˜X = Φ˜X. (85)
First, observe that the 0th parts of both sides of (85) are α0. Let n ∈ N and b1, . . . , bn ∈ B . Then
(
α ◦ (I Φ˜X)
)
(b1, . . . , bn)
=
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
αk
(
bq1+1Φ˜X,p1−1(bq1+2, . . . , bq1+p1), bq2+1Φ˜X,p2−1(bq2+2, . . . , bq2+p2),
. . . , bqk+1Φ˜X,pk−1(bqk+2, . . . , bqk+pk )
)
,
where q1 = 0 and qj = p1 + · · · + pj−1 (2 j  k). Using Proposition 7.3, we get
(
α ◦ (I Φ˜X)
)
(b1, . . . , bn)
=
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
∑
π1∈NCL(p1)
π2∈NCL(p2)...
πk∈NCL(pk)
αk
(
bq1+1απ1〈bq1+2, . . . , bq1+p1〉, bq2+1απ2〈bq2+2, . . . , bq2+p2〉,
. . . , bqk+1απk 〈bqk+2, . . . , bqk+pk 〉
)
. (86)
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π = (Dn+1)−1
(
(π1, . . . , πk)
) ∈ NCL(n+ 1).
Consequently, by part (i) of Lemma 7.9,
(
α ◦ (I Φ˜X)
)
(b1, . . . , bn)=
∑
π∈NCL(n+1)
απ 〈b1, . . . , bn〉. (87)
Similarly, we get
((
α ◦ (I Φ˜X)
)
I Φ˜X
)
(b1, . . . , bn)
= α0b1Φ˜X,n−1(b2, . . . , bn)
+
n−1∑
m=1
(
α ◦ (I Φ˜X)
)
m
(b1, . . . , bm)bm+1Φ˜X,n−m−1(bm+2, . . . , bn)
=
∑
σ∈NCL(n)
α0b1ασ 〈b2, . . . , bn〉 (88)
+
n−1∑
m=1
m∑
k=1
∑
p1,...,pk1
p1+···+pk=m
∑
π1∈NCL(p1)
π2∈NCL(p2)...
πk∈NCL(pk)
∑
σ∈NCL(n−m)
(89)
αk
(
bq1+1απ1〈bq1+2, . . . , bq1+p1〉, bq2+1απ2〈bq2+2, . . . , bq2+p2〉, . . . ,
bqk+1απk 〈bqk+2, . . . , bqk+pk 〉
)
bm+1ασ 〈bm+2, . . . , bn〉.
(90)
By Lemma 7.10, the term (90) is equal to απ 〈b1, . . . , bn〉, where
π = (Dn+1)−1
(
(π1, . . . , πk, σ )
) ∈ NCL(n+ 1)\NCL(n+ 1).
Also, the term
α0b1ασ 〈b2, . . . , bn〉
of the sum (88) is equal to απ 〈b1, . . . , bn〉, where π = (Dn+1)−1(σ ). Therefore, by part (ii) of
Lemma 7.9, ((
α ◦ (I Φ˜X)
)
I Φ˜X
)
(b1, . . . , bn)=
∑
π∈NCL(n+1)\NCL(n+1)
απ 〈b1, . . . , bn〉. (91)
Adding (87) and (91) and then using Proposition 7.3 finishes the proof of (85). 
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eralizations of some constructions and results considered previously in this section.
Definition 7.14. For every i ∈ I , let α(i) ∈ Mul[[B]] with α(i)0 invertible. Let n ∈ N0, let
ι : {1, . . . , n+ 1} → I be a map and let π ∈ NCL(n+ 1). We will define an element
αιπ 〈b1, . . . , bn〉 (92)
of B for b1, . . . , bn ∈ B . If ι is not constant on all blocks of π , then we set
αιπ 〈b1, . . . , bn〉 = 0.
Suppose ι is constant on all blocks of π . Let J = {m, . . . ,m+ − 1} be the right-most interval
block of π . If m= 1, which implies π = 1n+1, then we set
αιπ 〈b1, . . . , bn〉 = α(ι(1))n
(
b1α
(ι(1))
0 , b2α
(ι(1))
0 , . . . , bnα
(ι(1))
0
)
. (93)
Suppose m > 1. Suppose m is not contained in any other element of π . Let ι′ : {1, . . . , n −
+ 1} → I be
ι′(j)=
{
ι(j), 1 j m− 1,
ι(j + ), m j  n− + 1,
and let π ′ = πJ c be the renumbered restriction of π to the complement of J . Then π ′ ∈
NCL(n −  + 1) and ι′ is constant on all blocks of π ′. If J is all the way to the right, i.e. if
m+ − 1 = n+ 1, then we set
αιπ 〈b1, . . . , bn〉 = αι
′
π ′ 〈b1, . . . , bm−2〉bm−1α(ι(m))−1
(
bmα
(ι(m))
0 , . . . , bnα
(ι(m))
0
)
, (94)
while if m+ − 1 n, then we set
αιπ 〈b1, . . . , bn〉 = αι
′
π ′
〈
b1, . . . , bm−2, bm−1α(ι(m))−1
(
bmα
(ι(m))
0 , . . . , bm+−2α
(ι(m))
0
)
bm+−1,
bm+, . . . , bn
〉
. (95)
Now suppose m is contained in another block of π . Then we must have  2. Let ι′′ : {1, . . . , n−
+ 2} → I be
ι′′(j)=
{
ι(j), 1 j m,
ι(j + − 1), m+ 1 j  n− + 2
and let π ′′ = (π\{J })J c∪{m} be the renumbered restriction of π\{J } to {1, . . . ,m} ∪ {m + ,
. . . , n+ 1}. Then π ′′ ∈ NCL(n− + 2), ι′′ is constant on all blocks of π ′′ and we set
αιπ 〈b1, . . . , bn〉
= αι′′π ′′
〈
b1, . . . , bm−2, bm−1α(ι(m))−1
(
bmα
(ι(m))
0 , . . . , bm+−2α
(ι(m))
0
)(
α
(ι(m))
0
)−1
,
bm+−1, bm+, . . . , bn
〉
. (96)
Equations (93)–(96) recursively define the quantity (92) when ι is constant on all blocks of π .
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Lemma 7.15. For every i ∈ I take α(i) ∈ Mul[[B]] with α(i)0 invertible and for s ∈ N0 ∪ N∗0 and
i ∈ I let
yis =
{
Vi,k(α
(i)
k ), s = k ∈ N0,
Wi,k(α
(i)
k ), s = k∗ ∈ N∗0
(97)
in L(Q). Let n ∈ N0, let ι : {1, . . . , n+ 1} → I and s : {1, . . . , n+ 1} → N0 ∪ N∗0 be maps and let
b1, . . . , bn ∈ B . If there is π ∈ NCL(n+ 1) such that Sπ = s, where Sπ is as in Definition 5.17,
then
y
ι(1)
s(1)b1y
ι(2)
s(2)b2 · · ·yι(n)s(n)bnyι(n+1)s(n+1) = αιπ 〈b1, . . . , bn〉.
If there is no π ∈ NCL(n+ 1) such that Sπ = s, then
E(yι(1)
s(1)b1y
ι(2)
s(2)b2 · · ·yι(n)s(n)bnyι(n+1)s(n+1)
)= 0. (98)
Proof. A key observation, which takes the place of Eqs. (74) and (75), is that if s = Sπ , if the
interval {m, . . . ,m+ k} is a block of π and if ι is not constant on this interval, then
y
ι(m)
s(m)bm · · ·yι(m+k−1)s(m+k−1)bm+k−1yι(m+k)s(m+k) = 0,
while if it is constant in this interval, then
y
ι(m)
s(m)bm · · ·yι(m+k−1)s(m+k−1)bm+k−1yι(m+k)s(m+k)
=
{
α
(ι(m))
k (bmα
(ι(m))
0 , . . . , bm+k−1α
(ι(m))
0 ), m singly covered by π,
α
(ι(m))
k (bmα
(ι(m))
0 , . . . , bm+k−1α
(ι(m))
0 )Li, m doubly covered by π.
Using these additional facts, the proof proceeds similarly to the proof of Lemma 7.2. 
Here is the multivariate analogue of Lemma 7.4, which is proved similarly.
Lemma 7.16. Let n ∈ N, let π ∈ NCL(n+ 1) and suppose
J = {m, . . . ,m+ − 1} ⊆ {1, . . . , n+ 1}
is a proper subinterval that splits π . Let π ′′ be the renumbered restriction π to J , and let π ′ be
the renumbered restriction of π to the complement of J . Let
ι : {1, . . . , n+ 1} → I,
let ι′′ : {1, . . . , } → I be ι′′(j)= ι(j +m− 1) and let ι′ : {1, . . . , n− + 1} → I be
ι′(j)=
{
ι(j), 1 j m− 1,
ι(j + ), m j  n− + 1.
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αιπ 〈b1, . . . , bn〉
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
αι
′′
π ′′ 〈b1, . . . , b−1〉bαι
′
π ′ 〈b+1, . . . , bn〉, m= 1,
αι
′
π ′ 〈b1, . . . , bm−2, bm−1αι
′′
π ′′ 〈bm, . . . , bm+−2〉bm+−1,
bm+, . . . , bn〉, 2m n− + 1,
αι
′
π ′ 〈b1, . . . , bm−2〉bm−1αι
′′
π ′′ 〈bm, . . . , bn〉, m= n− + 2.
Now we have the multivariate analogue of Lemma 7.10, which is proved similarly.
Lemma 7.17. Let n ∈ N, let π ∈ NCL(n + 1), let ι : {1, . . . , n + 1} → I and assume that ι is
constant on all blocks of π . If π ∈ NCL(n + 1), then write Dn(π) = (π1, . . . , πk), with πj ∈
NCL(pj ). If π /∈ NCL(n + 1), then write Dn(π) = (π1, . . . , πk, σ ), with πj ∈ NCL(pj ). Let
r(1)= 1 and for 2 j  k+1, let r(j)= 1+p1 +· · ·+pj−1. For 1 j  k (and for j = k+1
when π /∈ NCL(n + 1)), let ιj : {1, . . . , pj } → I be ιj (x) = ι(r(j) + x). For every i ∈ I , take
α(i) ∈ Mul[[B]] with α(i)0 invertible and let b1, . . . , bn ∈ B .
(i) If π ∈ NCL(n+ 1), then
αιπ 〈b1, . . . , bn〉 = α(ι(1))k
(
br(1)α
ι1
π1〈br(1)+1, . . . , br(2)−1〉, br(2)αι2π2〈br(2)+1, . . . , br(3)−1〉,
. . . , br(k)α
ιk
πk
〈br(k)+1, . . . , br(k+1)−1〉
)
.
(ii) If π /∈ NCL(n+ 1), then
αιπ 〈b1, . . . , bn〉 = α(ι(1))k
(
br(1)α
ι1
π1〈br(1)+1, . . . , br(2)−1〉, br(2)αι2π2〈br(2)+1, . . . , br(3)−1〉, . . . ,
br(k)α
ιk
πk
〈br(k)+1, . . . , br(k+1)−1〉
)
br(k+1)αιk+1σ 〈br(k+1)+1, . . . , bn〉.
Theorem 7.18. Let x and y be free random variables in any B-valued noncommutative proba-
bility space (A,E), and assume E(x) and E(y) are invertible elements of B . Then
T˜Φ˜xy =
(
T˜Φ˜x ◦
(
T˜Φ˜y I T˜
−1
Φ˜y
))
T˜Φ˜y . (99)
Proof. Let α(1) = T˜Φ˜x and α(2) = T˜Φ˜y . Consider multiplicative canonical random variables
Xi = Vi
(
α(i)
)+Wi(α(i)) ∈ L(Q) (i = 1,2)
as constructed in Proposition 4.5, where we take index set I = {1,2} in the construction of Q.
By Proposition 7.13, T˜Φ˜Xi = α
(i)
, and by Proposition 4.3, X1 and X2 are free. Let
γ = (α(1) ◦ (α(2)I(α(2))−1))α(2).
It will suffice to show T˜Φ˜ = γ . By Proposition 7.12, it will suffice to showX1X2
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γ ◦ (I Φ˜X1X2)
)
(1 + I Φ˜X1X2)= Φ˜X1X2 . (100)
Let fn, gn : {1, . . . , n} → {1,2} be
fn(j)=
{
1, j odd,
2, j even,
gn(j)=
{
2, j odd,
1, j even.
The domain of these functions will be obvious from the context, and we will drop the subscripts
and refer to these functions as f and g, respectively. Using the notation (97) and Lemma 7.15,
for n 1 and b1, . . . , bn ∈ B , we get
Φ˜X1X2,n(b1, . . . , bn)
= E(X1X2b1X1X2b2 · · ·X1X2bnX1X2)
=
∑
s1(1),...,s1(n+1)∈N0∪N∗0
s2(1),...,s2(n+1)∈N0∪N∗0
E(y1s1(1)y2s2(1)b1y1s1(2)y2s2(2)b2 · · ·y1s1(n)y2s2(n)bny1s1(n+1)y2s2(n+1))
=
∑
π∈NCL(2n+2)
αfπ 〈1, b1,1, b2, . . . ,1, bn,1〉. (101)
Moreover,
Φ˜X1X2,0 = E(X1X2)= α(1)0 α(2)0 = αf02〈1〉,
and (101) holds also for n= 0. Let
β = α(2) ◦ (I Φ˜X1X2).
Then β0 = α(2)0 , while for n 1,
βn(b1, . . . , bn)=
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
α
(2)
k
(
bq1+1Φ˜X1X2,p1−1(bq1+2, . . . , bq1+p1),
bq2+1Φ˜X1X2,p2−1(bq2+2, . . . , bq2+p2), . . . ,
bqk+1Φ˜X1X2,pk−1(bqk+2, . . . , bqk+pk )
)
, (102)
where as usual, we take qj = p1 + · · · + pj−1. Using (101), we have
βn(b1, . . . , bn)
=
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
∑
π1∈NCL(p1)
π2∈NCL(p2)...
πk∈NCL(pk)
α
(2)
k
(
bq1+1αfπ1〈1, bq1+2,1, bq1+3, . . . ,1, bq1+p1 ,1〉, (103)
bq2+1αfπ2〈1, bq2+2,1, bq2+3, . . . ,1, bq2+p2,1〉, . . . ,
bqk+1αfπ 〈1, bqk+2,1, bqk+3, . . . ,1, bqk+pk ,1〉
)
.k
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π = (D2n+1)−1
(
(π1, . . . , πk)
)
.
By Lemma 7.9 and the requirement that the blocks of the noncrossing linked partitions must
consist of exclusively odd or exclusively even numbers in order for the terms of our series to be
nonzero, for n 1 we have
βn(b1, . . . , bn)=
∑
π∈NCL(2n+1)
αgπ 〈b1,1, b2,1, . . . , bn,1〉. (104)
Moreover, β0 = α(2)0 = αg11〈 〉, so (104) holds also when n= 0.
We have (β−1)0 = (β0)−1, and we will write simply β−10 for this element of B . Using Propo-
sition 2.6, we have
β−1 = (β0 + (β − β0))−1 = (1 + β−10 (β − β0))−1β−10
= β−10 +
∞∑
k=1
(−1)k(β−10 (β − β0))kβ−10 .
Therefore, for n 1 and b1, . . . , bn ∈ B ,(
β−1
)
n
(b1, . . . , bn)
=
n∑
k=1
(−1)k
∑
p1,...,pk1
p1+···+pk=n
β−10 βp1(bq1+1, . . . , bq1+p1)β
−1
0 βp2(bq2+1, . . . , bq2+p2) · · · ·
· β−10 βpk (bqk+1, . . . , bqk+pk )β−10 . (105)
We have (
α(2)I
(
α(2)
)−1) ◦ (I Φ˜X1X2)= βIΦ˜X1X2β−1. (106)
Using (101), (104) and (105), for n 1 and b1, . . . , bn ∈ B , we get(
Φ˜X1X2β
−1)
n
(b1, . . . , bn)
= Φ˜X1X2,n(b1, . . . , bn)β−10
+
n∑
m=1
Φ˜X1X2,n−m(b1, . . . , bn−m)
m∑
k=1
(−1)k
∑
p1,...,pk1
p1+···+pk=m
β−10 βp1(bn−m+q1+1, . . . , bn−m+q1+p1)
· β−10 βp2(bn−m+q2+1, . . . , bn−m+q2+p2) · · ·β−10 βpk (bn−m+qk+1, . . . , bn−m+qk+pk )β−10
=
∑
αfρ 〈1, b1, . . . ,1, bn,1〉β−10ρ∈NCL(2n+2)
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n∑
m=1
m∑
k=1
(−1)k
∑
p1,...,pk1
p1+···+pk=m
∑
ρ∈NCL(2n−2m+2)
∑
π1∈NCL(2p1+1)
π2∈NCL(2p2+1)...
πk∈NCL(2pk+1)
αfρ 〈1, b1, . . . ,1, bn−m,1〉β−10 αgπ1〈bn−m+q1+1,1, . . . , bn−m+q1+p1,1〉
· β−10 αgπ2〈bn−m+q2+1,1, . . . , bn−m+q2+p2 ,1〉 · · · ·
· β−10 αgπk 〈bn−m+qk+1,1, . . . , bn−m+qk+pk ,1〉β−10
=
n∑
k=0
(−1)k
∑
p00
p1,...,pk1
p0+p1+···+pk=n
∑
ρ∈NCL(2p0+2)
∑
π1∈NCL(2p1+1)
π2∈NCL(2p2+1)...
πk∈NCL(2pk+1)
(107)
αfρ 〈1, b1, . . . ,1, bp0,1〉β−10 αgπ1〈bq˜1+1,1, . . . , bq˜1+p1,1〉 (108)
· β−10 αgπ2〈bq˜2+1,1, . . . , bq˜2+p2 ,1〉 · · ·β−10 αgπk 〈bq˜k+1,1, . . . , bq˜k+pk ,1〉β−10 ,
where q˜j = p0 + p1 + · · · + pj−1. We claim that the nonzero terms of the sum (107) with
{2p0 + 2} ∈ ρ and k  1 cancel exactly the nonzero terms with {2p0 + 2} /∈ ρ. Indeed, if k  1
and {2p0 + 2} ∈ ρ, then
αfρ 〈1, b1, . . . ,1, bp0,1〉 = αfρ′ 〈1, b1, . . . ,1, bp0〉α(2)0 ,
where
ρ′ = ρ[1,2p0+1] = ρ
∖{{2p0 + 2}} ∈ NCL(2p0 + 1). (109)
But then using Lemma 7.16 we get
αfρ 〈1, b1, . . . ,1, bp0,1〉β−10 αgπ1〈bq˜1+1,1, . . . , bq˜1+p1 ,1〉
= αf
ρ′ 〈1, b1, . . . ,1, bp0〉αgπ1〈bq˜1+1,1, . . . , bq˜1+p1,1〉
= αf
ρ′⊕π1〈1, b1, . . . ,1, bp0,1, bq˜1+1,1, . . . , bq˜1+p1 ,1〉.
On the other hand, if p0  0, σ ∈ NCL(2p0 + 2) and if {2p0 + 2} /∈ σ and the term (108) is
nonzero, then p0  1 and each block of σ consists of either all even or all odd numbers. Letting
σˆ be the noncrossing partition generated by σ , it follows that the minimal element of the block
of σˆ that contains 2p0 + 2 is 2 for some  ∈ {1,2, . . . , p0}, and the interval [1,2− 1] splits σ .
Therefore, we have σ = ρ′ ⊕ π0, where
ρ′ = σ [1,2−1], π0 = σ [2,2p +2] ∈ NCL(2p0 − 2+ 3)0
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αfσ 〈1, b1, . . . ,1, bp0,1〉 = αfρ 〈1, b1, . . . , b−1,1〉β−10 αgπ0〈b,1, . . . , bp0,1〉,
where ρ = ρ′ ∪ {{2}}. We have exhibited a bijective correspondence between the set of nonzero
terms of the sum (107) having {2p0 + 2} ∈ ρ and k  1 and the set of nonzero terms with
{2p0 + 2} /∈ ρ, and the corresponding terms appear in the sum (107) with opposite signs. After
cancelling, the only survivors are those terms with k = 0, p0 = n, and {2n + 2} ∈ ρ, in which
case the term (108) becomes
αfρ 〈1, b1, . . . ,1, bn,1〉β−10 = αfρ′ 〈1, b1, . . . ,1, bn〉,
where ρ′ is as in (109). We find(
Φ˜X1X2β
−1)
n
(b1, . . . , bn)=
∑
σ∈NCL(2n+1)
αfσ 〈1, b1, . . . ,1, bn〉. (110)
Moreover, (
Φ˜X1X2β
−1)
0 = α(1)0 α(2)0 β−10 = α(1)0 =
∑
σ∈NCL(1)
αfσ 〈 〉,
so (110) holds also when n = 0. Combining (104) with (110), we have, for n  1 and
b1, . . . , bn ∈ B ,(
βIΦ˜X1X2β
−1)
n
(b1, . . . , bn)
=
n∑
k=1
∑
π∈NCL(2k−1)
σ∈NCL(2n−2k+1)
αgπ 〈b1,1, . . . , bk−1,1〉bkαfσ 〈1, bk+1, . . . ,1, bn〉
=
n∑
k=1
∑
π∈NCL(2k−1)
σ∈NCL(2n−2k+1)
α
g
π⊕σ 〈b1,1, . . . , bn−1,1, bn〉, (111)
where for the last equality we used Lemma 7.16. However, every τ ∈ NCL(2n), all of whose
blocks consist of exclusively odd or exclusively even numbers, can be uniquely written as τ =
π ⊕ σ for some π , σ and k as in the sum (111). Therefore,(
βIΦ˜X1X2β
−1)
n
(b1, . . . , bn)=
∑
τ∈NCL(2n)
αgτ 〈b1,1, . . . , bn−1,1, bn〉. (112)
Let  = βIΦ˜X1X2β−1. Then
γ ◦ (I Φ˜X1X2)=
(
α(1) ◦ )(α(2) ◦ (I Φ˜X1X2))= (α(1) ◦ )β. (113)
For n 1 and b1, . . . , bn ∈ B , using (112) we have
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α(1) ◦ )
n
(b1, . . . , bn)
=
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
α
(1)
k
(
p1(bq1+1, . . . , bq1+p1), p2(bq2+1, . . . , bq2+p2), . . . ,
pk (bqk+1, . . . , bqk+pk )
)
=
n∑
k=1
∑
p1,...,pk1
p1+···+pk=n
∑
π1∈NCL(2p1)
π2∈NCL(2p2)...
πk∈NCL(2pk)
α
(1)
k
(
αgπ1〈bq1+1, . . . , bq1+p1〉, αgπ2〈bq2+1, . . . , bq2+p2〉, . . . ,
αgπk 〈bqk+1, . . . , bqk+pk 〉
)
. (114)
By Lemma 7.17, the term (114) is equal to αfπ 〈1, b1,1, b2,1, . . . , bn〉, where
π = (D2n+1)−1
(
(π1, . . . , πk)
) ∈ NCL(2n+ 1).
By Lemma 7.9 and the requirement that the blocks of the noncrossing linked partitions must
consist of exclusively odd or exclusively even numbers in order for the terms of our series to be
nonzero, for n 1 we have
(
α(1) ◦ )
n
(b1, . . . , bn)=
∑
π∈NCL(2n1)
αfπ 〈1, b1,1, b2,1, . . . , bn〉. (115)
Moreover,
(
α(1) ◦ )0 = α(1)0 = αf11〈 〉,
so (115) holds also for n= 0. Using (104) and (113), we have, for n 1,
(
γ ◦ (I Φ˜X1X2)
)
n
(b1, . . . , bn)
=
n∑
m=0
∑
π∈NCL(2m+1)
σ∈NCL(2n−2m+1)
αfπ 〈1, b1, . . . ,1, bm〉αgσ 〈bm+1,1, . . . , bn,1〉
=
n∑
m=0
∑
π∈NCL(2m+1)
σ∈NCL(2n−2m+1)
α
f
π⊕σ 〈1, b1, . . . ,1, bn,1〉, (116)
where we used Lemma 7.16 for the last equality. Moreover,
(
γ ◦ (I Φ˜X1X2)
)
0 = γ0 = α(1)0 α(2)0 = αf11⊕11〈1〉,
so (116) holds also for n= 0. Using (101) and (116), we have for n 1,
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γ ◦ (I Φ˜X1X2)
)
(I Φ˜X1X2)
)
n
(b1, . . . , bn)
=
n∑
=1
−1∑
m=0
∑
π1∈NCL(2m+1)
π2∈NCL(2−2m−1)...
πk∈NCL(2n−2+2)
α
f
π⊕σ 〈1, b1, . . . ,1, b−1,1〉bαfρ 〈1, b+1, . . . ,1, bn,1〉
=
n∑
=1
−1∑
m=0
∑
π1∈NCL(2m+1)
π2∈NCL(2−2m−1)...
πk∈NCL(2n−2+2)
α
f
π⊕σ⊕ρ〈1, b1, . . . ,1, bn,1〉, (117)
where again we used Lemma 7.16 for the last equality.
Let us now see that (100) holds. For n 1,((
γ ◦ (I Φ˜X1X2)
)
(1 + I Φ˜X1X2)
)
n
(b1, . . . , bn)
is equal to the sum of (116) and (117), and we want to see that this equals
Φ˜X1X2,n(b1, . . . , bn).
Using (101), it will suffice to see that every element τ of NCL(2n + 2), all of whose blocks
consist of either all even or all odd numbers, can be uniquely written as either τ = π ⊕ σ for π
and σ as in the summation (116) or τ = π ⊕σ ⊕ρ for π , σ and ρ as in the summation (117). But
this is easy to see. Indeed, given τ , let τˆ be the noncrossing partition generated by τ . Let E ∈ τˆ
be such that 1 ∈ E. Then max(E) = 2m + 1 for some m ∈ {0, . . . , n}. Letting π = τ[1,2m+1],
we have π ∈ NCL(2m + 1). Let F ∈ τˆ be such that 2m + 2 ∈ F . Then max(F ) = 2 for some
 ∈ {m+ 1, . . . , n+ 1}. Letting σ = τ[2m+2,2], we have σ ∈ NCL(2− 2m− 1). If  = n+ 1,
then τ = π ⊕ σ . If   n, then letting ρ = τ[2+1,2n+2], we have ρ ∈ NCL(2n − 2 + 2) and
τ = π ⊕ σ ⊕ ρ. In either case, the indicated decomposition for τ is clearly the only possible
decomposition of either sort. Of course, we also have((
γ ◦ (I Φ˜X1X2)
)
(1 + I Φ˜X1X2)
)
0 = γ0 = α(1)0 α(2)0 = Φ˜X1X2,0.
This finishes the proof of (100), and of the theorem. 
Remark 7.19. The definition and properties of the usual T-transform, given as Eqs. (17) and (16)
in the Introduction, follow from Proposition 7.12 and Theorem 7.18 by taking the quotient from
Mul[[B]] into SymMul[[B]] and using Proposition 3.6.
8. The scalar case and an application to the cardinality of NCL
In the case B = C, considered as an algebra over C, the unsymmetrized T-transform equals
the usual T-transform. The formula from the last section for the moments of a random variable
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it here, and obtain as an application the cardinality of NCL(n).
Since every multilinear function βn ∈ Ln(C) is of the form
βn(z1, . . . , zn)= λz1 · · · zn
for some λ ∈ C, we write
Mul[[C]] = {α = (α0, α1, . . .) | αn ∈ C}.
We identify Mul[[C] with the algebra of formal power series C[[z]] in one variable with complex
coefficients, and thereby identify the unsymmetrized T-transform T˜Φ˜a of the distribution series
of a random variable a in a C-valued noncommutative probability space with the usual T-trans-
form TΦ˜a .
Proposition 8.1. Let (A,φ) be a C-valued noncommutative probability space and let a ∈A with
φ(a) 
= 0. Let TΦ˜a = α = (α0, α1, . . .) ∈ Mul[[C]] be the T-transform of the moment generatingfunction of a. Then for every positive integer n,
φ
(
an
)= ∑
π∈NCL(n)
α
n−|π |
0
∏
B∈π
α|B|−1.
Proof. Combining Propositions 7.3 and 7.13, we get
φ
(
an
)= ∑
π∈NCL(n)
απ 〈1, . . . ,1〉.
However, an examination of Definition 7.1 shows
απ 〈1, . . . ,1〉 = αn−|π |0
∏
B∈π
α|B|−1. 
Example 8.2. We get
φ(a)= α0,
φ
(
a2
)= α20 + α0α1,
φ
(
a3
)= α30 + 3α20α1 + α0α21 + α20α2,
φ
(
a4
)= α40 + 6α30α1 + 6α20α21 + 4α30α2 + α0α31 + 3α20α1α2 + α30α3
and writing mk = φ(ak) we obtain
α0 =m1,
α1 =m−11 m2 −m1,
α2 =m−21 m3 −m−31 m22 −m−11 m2 +m1.
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cises 6.39 and 6.40 of [6]) and have several combinatorial characterizations.
Theorem 8.3. For every n 0, the cardinality of NCL(n+ 1) is the large Schröder number rn.
Proof. From Proposition 8.1, if a is a random variable whose T-transform is TΦa = α =
(1,1,1, . . .), then φ(an) = |NCL(n)| for every n  1. Treating F = Φa and TΦa as analytic
functions, we have
F(z)=
∞∑
n=0
∣∣NCL(n+ 1)∣∣zn
and thus by convention (13),
DF (w)=
∞∑
n=1
∣∣NCL(n)∣∣wn.
On the other hand,
TF (z)=
∞∑
n=0
zn = 1
1 − z
and from the relation (15) we get
D
〈−1〉
F (z) =
z(1 − z)
1 + z .
Solving for DF yields
F(w)= 1
w
DF (w)= 1 −w −
√
1 − 6w +w2
2w
,
which is the generating function for the large Schröder numbers. 
The first several values of |NCL(n)| are listed in Table 7.
Combining Theorem 8.3 and Eq. (40) of Corollary 5.13, we obtain the following expression
for the large Schröder numbers.
Corollary 8.4. For every n 1,
rn =
∑
π∈NC(n+1)
∏
B∈π
c|B|−1,
where ck is the Catalan number (39).
Table 7
Cardinalities of NCL(n)
n 1 2 3 4 5 6 7 8
card(NCL(n)) 1 2 6 22 90 394 1806 8558
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