Significance tests for the introduction of one new function or two ortho gonal new functions to represent a series of measures have previously been derived as approximate formulae. The exact formulae have now been reduced to single integrals involving only the number of observations and one function of the measured values, and their evaluation has been carried out. The approximate formulae are as accurate as we need when the number of observations exceeds the number of unknowns by about 6, but the extended calculation also gives the results when the difference is smaller. An approximate treatment is given for the case where the normal equa tions for two harmonics are not orthogonal in the coefficients and the weights unequal. This is the usual practical case. The solution for the symmetrical case, which has been done accurately, can be adapted to the general one by including two extra factors, of which one is calculated and the other can easily be found in any given problem. 1
1.
Most of the significance tests that I have developed (1939) are reduced to reasonably compact approximate formulae, valid when the number of observations is large. The only problems where exact formulae in finite terms have been obtained are for the comparison of a sampling ratio with a predicted chance (1939, p. 195 ) and for the comparison of two Poisson parameters (p. 211). The omission is not often important, since in practice the number of observations usually is large, but it is sometimes small enough for the approximations to become meaningless, and it is desirable to know how large the number must be before the approximations become useful. Determinations for smaller values are also needed sometimes.
The function K grades the evidence for or against the null hypothesis in respect of one suggested type of departure from it.
1 means that the test affords no new information, and the null hypothesis may be definitely rejected if K = 0-01 or less. In some cases 1/K is reduced to a single integral of a known function, notably the tests for the consistency of two standard errors and for intraclass correlation (1939, p. 229), but these are functions of three variables and extensive tabulation would be necessary. Even in the two cases where there are answers in finite terms, is a function of three variables, the two sample numbers and the suggested ratio. All tests involving x2 are essentially approximations, since Stirling's theorem or the method of steepest descents must be used before y2 appears at all.
The test reduces exactly to a function of two variables (of which the num ber of observations is one) for the introduction of new functions to fit a set of measures, when the standard error is initially unknown and there is no previous information about how much of the variation will be accounted for by the systematic effect sought. If only one new function is suggested, Kis a function of the number of observations and of t, the ratio of the esti mate of the coefficient to the usual estimate of its standard error. If there are more than one, K will still be a function of n and a generalized pro vided that the normal equations are orthogonal with regard to all the coefficients to be found and give the same weight to all.
2.
We consider first the former problem. The exact solution is (Jeffreys 1939, P* 200, equations (11) and (12)) On the significance tests for the introduction of new functions 257
where q is the null hypothesis, 6 the data, H the statement of previous ignorance, and ~g the proposition that a new function/ with coefficient needs to be introduced. (A factor is understood to be included in the function so that Zf2 over all observations is the least squares estimate of a, s2 the mean square deviation of the observed values from 0. The factor of proportionality is the same in both equations. We put s/a = k; a/s = 6; a/a = u.
H. Jeffreys
Then cancelling a factor s~n we have
Evaluating the first of these we have
Now in the notations of Airey, Irwin & Fisher (1931)
1
Pco fn
Hh_x{x) = exp ( -Jar2);
These writers have tabulated Hhn(x) for w up to 11 and 7*0 to + 7*0 at intervals of 0*1. Thexi
Hh .,0 6 k) (1 + v*)-*dv. (10) Formula (9) was used for most of the numerical integration, but there were some complications. For b near 1 the maximum uf the integrand is for u near -1, and the argument of the Hh function may lie beyond -7. In this range, however, the function is practically a polynomial. In fact for x large and negative Hh_x( x ) > 0, Hh0(x)->^(2n), and other functions can derived by the recurrence formula (Fisher 1931, equation (13))
Some of the earlier f actions, for x -7*0, accuracy of the table:
Hh^(x) = ^{2n) {y±x* + \x2+ \),
For n = 3 and 4, (9) was used up to a value of u large enough for -f1)~* to be replaced by v~2, and the contribution from higher values of found from (10) with this approximation. As has been explained already, it makes little difference to further procedure whether the odds are 3 or 4 to 1 against the null hypothesis, and it was considered sufficient to attempt an accuracy of 1 or 2 %.
K varies rapidly with 6, but it was found that the differences of log (1 -against log A permitted interpolation by divided differences to equal intervals of log K. With the usual definition of t, we have
The integral (9) is finite for n -2e ven for 6 = 1. It is eas it is identically 1 for n = 1, and also for = 0 if we use the limiting v the first factor. This would be expected, and the case of = 1 is already known. It means that we can get no evidence for or against the null hypo thesis from a single observation, since its amount may be wholly random or wholly systematic and there is no way of knowing how much of it is random and how much systematic. Similarly we get pone from no observations at all. These epistemological considerations provide a check on the analysis. But it was expected that for two observations sufficiently close together K could be very small; this is not so. The whole variation of K for 2 is only from 1*65 for 6 = 0 to 0*47 for 6 = 1. Hence we can never get strong evidence from two observations. The reason is connected with the fact that in the corresponding estimation problem the determination of the standard error from two or three observations is extremely bad, and leads to an infinite second moment for the probability law of the true value given the observations. Even for n = 3, though 1/K tends to infinity fo does so logarithmically and extremely high values of t are needed before the evidence becomes strong. If two observations He very close together, it is not strong evidence that cr is small, and therefore not strong evidence that the mean represents a systematic departure from 0.
Separate computations were done for each value of up to 6 and 8, 10 and 12. The variation of log twith n for given K was such a interpolation; the values of t corresponding to the same n and K were smaller than those given by the approximate formula, but the differences decreased nearly exponentially with n. The table could therefore be completed without difficulty. The results are as follows and replace and extend Table III we find that for n = 2, c -2*3; n = 6, c -2*7; 12, c -2-8. The correction is of little importance for higher values of n. t2 
3.
The analysis can also be completed for the testing of two orthogonal functions that enter together, as for a sine and cosine when the observations are at equal intervals of the argument from 0 to 2n. The exact forms are* (Jeffreys 1938, p. 174, equations (5), (6); 1939, p. 286, equations (18)-(21)):
( 2) where af + a | = y2 and the range of integration is over all values of a1? a2 such that 0 < r « r : also a f m n * .
S iy -a J i-a J z )2 = w(s2 -2a1a1 -2a2a2 + y 2), 
1 n{\ -b2)u2\ 2 \ -u 2 ) M \ -\ n , 1, 1 nb2u2\ 2 1 -u2! du.
The function M(a, l,x) for a = -4 to 4 at interval | and 0 to 8 is given in the British Association Report for 1927. Unfortunately, the argument in (17) is negative, and the applicable table is that for M (\n, \,x )\ but this varies very rapidly for large x and the intervals given are polation. I therefore computed tables of about four-figure accuracy of Table IV of my book. K for t = 0 and 3 is the same as for the same n and one new parameter. For n = 2, t is indeterminate and K = 1 as abov As for one new function, the values of t2 for given n and K are always less than those given by the approximate formula. The difference, however, would never affect A by a factor of 10~* or less for given t2 and s 8, and is much less within the range where I thought it worth while to publish approximate values. At n = 30 and beyond the approximate v no change.
The general remarks made (Jeffreys 1939, pp. 356-60) about the use of these tests are equally applicable to these extended and more accurate tables. It should be mentioned also that conditions required for the use of the formulae are that there should be no previous information about the standard error or about whether the new functions are required. When n is large the former condition is of minor importance, since the information available is not usually as much as would be provided by a few extra obser vations in a directly relevant experiment; but it will become important if there is such information and n is small. The second condition excludes the kind of problem that often arises in agricultural and engineering testing, where it seems to me that the existence of the suggested difference is not seriously in doubt and the question is whether the estimated value has the right sign. I should regard this as a problem of estimation and not of significance (Jeffreys 1940 
4.
Allowance for non-orthogonality in the fitting of harmonics. The cal culations just given cover the case where the normal equations are ortho gonal and the determinations of the two coefficients in the corresponding estimation problem are of equal weight. This would be true in a welldesigned experiment, but not in a series of astronomical observations seriously interrupted by cloud, or in a test for agreement of two earthquake epicentres, where the distribution of observing stations is usually very unsymmetrical. In the analysis previously given (Jeffreys 1938) the nonorthogonal case was considered for the introduction of several new functions at once, and it was found that if there are more than two, and the coefficients are badly determined, the test can be adapted by omitting one of them altogether and applying a correcting factor to K ; this rejection will improve symmetry, for which the approximate solutioii was found. This method fails if there are two new functions, which is the commonest case after that of one. We therefore need a test for the introduction of two new functions when the determinations of the coefficients are of decidedly unequal weight. The analysis can be simplified a little by dispensing with the lemma and using the approximate solution obtained by a comparable method for the symmetrical case as a standard of comparison. Since the accurate solution for this case is now available, the adaptation to the more complicated one can be made with much more accuracy than would previously have been possible.
A slight change in the statement of the problem makes it agree better with the conditions that usually arise. If the new functions are fi = yj2 cosx;
and their coefficients on the alternative hypothesis are ax, a2, the distribu tion of the observed values of x alone will usually ratio a1/a2. Then if ar is the standard error on the null hypothesis and <r' on the alternative hypothesis ~ q, the expectation of the sums of squares of the observed values is n c r2 on the null hypothesis and on th hypothesis is wcr'2 + S(&ifi+ <*2/ 2)2 = tht'2 + & u af + 2612a1a2 + 622a|, But the condition that the values of x available for observation give by themselves no information about the direction of (a1}a2) requires us still to take the prior probability distribution
where a^y c o s^, a2 = ysin^,
and A is chosen so as to make the integral over the values permitted by (4) equal to 1. With a change of axes we can replace (4) by B \p \ + 
In the symmetrical case Bx = n ( t2 \-i(«-3> K°-\ n -2)* X + n -2\ (21) which differs from the approximate form obtained before by having n/J(n-2) for *jn and a factor t for *j(t2-1). Both changes tend to increase K 0, and we have seen that the previous approximation made it too large. This approximation is therefore a little less accurate, but the difference is not important in the range K < 1, and what we need is the c for given t. This can conveniently be written I have not thought it worth while to attempt an approximation when A2 < 8 /n,since the estimate of one unknown would be uncertain by some thing comparable with the standard error of one observation. If the obser vations relevant to a pair of harmonic coefficients are so badly distributed as to leave the phase almost indeterminate, the observer will presumably seek for more observations in the missing directions.
MN
Secondly, .if B 2 i s small compared with Bx, will in general be of ord s'/B2 and bx not many times s'/Bx. Then the factor N will be of order \B\/B\ and therefore large. The factor N therefore tends to counteract the smallness of M when A is small.
There is a slight difference between the analysis given here and that of the previous paper; in the latter the standard error on the hypothesis ~q was taken to be given by <r'2 = o'2 -af -a|.
Thus the maximum likelihood estimate of <r2 on ~q would be s'* + a\+a\.
But on q it would be s'2 + -(bxxa\ + 2bx2axa2 + b22a\), which is not the same
71/
except when the observations are symmetrically distributed. In accordance with the principle that parameters relevant on both hypotheses must be defined in such a way that they will receive the same maximum likelihood estimate on both, the present way of stating the problem is to be preferred. The most serious cause of error in the approximations used is in the neglect in the integration of the variation of k* near the maximum of the integrand; but this has been allowed for completely by the accurate solution for the symmetrical case, and errors due to its having different values in unsymmetrical cases will differ much less. The suggested method is therefore to take K = MNK0, where K 0 is to be taken from the table for the symmetrical case as for For analytical purposes it has been convenient to include a factor <J2 with cos x and sin a;; but if this is not done and a pair of harmonics are fitted in the usual way there is no change in the way of applying the test. and a2 wifi be multiplied by <]2, bn, b12, b22 by and it the changes cancel. Hence the result can be applied directly to the values arising when the formation and solution of the normal equations is carried out in the ordinary way.
