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Stellingen 
1. Het waarnemen op afstand laat zich illustreren door de buitenlandse 
interesse voor radarbeeiden van de Flevopolder en door de Nederlandse 
interesse voor radarbeeiden van gebieden ver buiten Nederland. 
2. De structuur van vegetatie heeft een effect op de radarverstrooiing dat 
ondergewaardeerd is. 
3. De symmetrie eigenschappen van polarimetrische radargegevens zijn 
bruikbaar voor de scheiding van vegetatie- en bodembijdrages aan de 
radarverstrooiing van agrarische gewassen. (Dit proefschrift, Hoofdstuk 4) 
4. De radarverstrooiing van centrisch symmetrische gewassen kan niet worden 
gekarakteriseerd door een oneven aantal reflecties. 
(Dit proefschrift, Hoofdstuk 4) 
5. Gezien de mogelijke calibratienauwkeurigheid van 1 dB van een radar is het 
onwaarschijnlijk dat verschillen in bodemvocht kleiner dan 5 vol% kunnen 
worden gedetecteerd met radarmetingen aan agrarische gewassen in de L-
en C-band. (Dit proefschrift, Hoofdstuk 4) 
6. Het gebruik van radarmetingen in combinatie met stralingstransport-
modellen om gegevens te verkrijgen omtrent een gewas, is alleen goed 
mogelijk indien er een geschikte representatie van dat gewas voorhanden is. 
(Dit proefschrift, Hoofdstuk 6) 
7. De horizontaal gecopolariseerde straling in vegetatie-bodem interactie 
wordt vaak ten onrechte verwaarloosd. (Dit proefschrift, Hoofdstuk 7) 
In de MAC-Europe polarimetrische radar data set bevatten de data in de L-
band de meeste informatie over vegetatie en bodem met betrekking tot 
suikerbieten en wintertarwe. (Dit proefschrift, Hoofdstuk 6 en 7) 
8. De toepassing van het Cloude decompositie theorema voor radar-
verstrooiing van gewassen kan beter worden onderzocht door gebruik te 
maken van het 'Brewster angle effect' en van centrische symmetrie. 
9. De discussie over welke frequentie het beste is te gebruiken voor radar 
remote sensing van land gaat voorbij aan de invalshoekafhankelijkheid van 
de radarverstrooiing. 
10. Bij toekomstige radarexperimenten dient er meer, in plaats van minder, 
aandacht te worden besteed aan het verzamelen van in-situ gegevens. 
11. Door het mestbeleid krijgt het begrip boerenverstand een negatieve 
betekenis. 
12. De naleving van het Schengen akkoord zal als gevolg hebben dat de 
uitdrukking "Messieurs, Narco-État c'est moi" in de Franse 
geschiedenisboeken wordt opgenomen. 
13. Microsoft en Netscape produkten worden gebruikersvriendelijker, indien 
deze bedrijven hun geschillen uitvechten op Internet met oorlogssimulatie 
programmatuur, gesponsord door NINTENDO en SEGA. 
14. De natuur is het enige onderzoeksprogramma dat altijd zonder financiering 
zal blijven voortbestaan. 
Stellingen behorende bij het proefschrift "Inversion techniques in radar remote 
sensing of agricultural fields: Case studies on sugar beet and winter wheat" 
Gert-Jan Rijckenberg, Wageningen, 24 januari, 1997. 
ABSTRACT 
Rijckenberg, G.J., 1997, Inversion techniques in radar remote sensing of 
agricultural fields; Case studies on sugar beet and winter wheat. Doctoral 
thesis, Wageningen Agricultural University, the Netherlands. 207 pages. 
This thesis is an attempt to gain insight in the retrieval of the soil moisture 
content and the vegetation water content from the radar backscatter of 
agricultural fields. Two crops have been selected: sugar beet and winter wheat. 
For a retrieval of the two agricultural parameters two approaches have been 
adopted. 
The first approach is based on an inversion of existing models, which describe 
the electromagnetic interaction with a vegetated surface on basis of the 
radiative transfer theory. A solution to this inversion problem is suggested 
involving the inversion of the simple Cloud model, which is connected to the 
complex MIMICS model. 
In the second approach a semi-empirical algorithm is developed, which 
decomposes the covariance matrix of Polarimetrie radar data into a vegetation, 
soil, and vegetation-soil covariance matrix. It is shown how centrical symmetry 
and the Brewster angle effect can be used in this decomposition technique. The 
procedure for an assessment of the three covariance matrices has resulted in 
two solutions for the algorithm. A choice between these solutions can be made 
by means of three Polarimetrie tools. A sensitivity analysis reveals that 
decomposition results at C- and L-band are not always sensitive enough to 
changes in the agricultural parameters. 
The validity of the two radiative transfer models is examined using backscatter 
measurements and accompanying ground data. Because of the complex 
structure of winter wheat the Cloud model has been applied to sugar beet data 
only. The backscatter of sugar beet and winter wheat at C- and L-band is 
predicted with MIMICS. 
The performance of the Cloud model could not be tested properly because of 
two reasons. Firstly the temporal resolution in most of the data sets is too low 
and secondly a systematic decrease occurred in practically all backscatter data, 
which complicates the use of the Cloud model. 
The inversion scheme with MIMICS could not be applied to the examined data, 
because there are disagreements between model predictions and measurements. 
In particular the predicted extinctions with MIMICS are too low compared with 
the experimental observations. 
Polarimetrie backscatter is investigated with the three tools. Sugar beet 
backscatter at C- and L-band exhibits centrical symmetry. A significant 
Polarimetrie Phase Difference (PPD) is found in the backscatter of winter 
wheat at L-band. This PPD can be explained by means of simulations with a 
radiative transfer model. 
The semi-empirical algorithm has been applied to sugar beet and winter wheat 
Polarimetrie backscatter at C- and L-band. The decomposition results so 
obtained are then considered in relation to trends in the agricultural parameters. 
The analysis yields promising results since the predicted trends are in 
agreement with the few available ground data. It appears that the calibration 
accuracy of the measurements is a limiting factor for the sensitivity of the 
results for the two agricultural parameters, and for soil moisture content in 
particular. Of the two frequencies considered the L-band gives the best 
information. 
The available radar backscatter data could be applied in a vegetation study 
because of the synergy with optical data. In spite of the large amount of 
investigated data, there is still a need for detailed experiments, e.g. tower-based 
measurements. With such experiments the validity of backscatter models can 
be further evaluated and a better interpretation of phenomena occurring in the 
Polarimetrie backscatter becomes possible. 
Keywords: radar remote sensing, polarimetry, radiative transfer theory, model 
inversion, backscatter decomposition, vegetation water, soil moisture, sugar 
beet, winter wheat, calibration and validation, ground data. 
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LIST OF USED ABBREVIATIONS 
Abbreviation Description Unite 
LAI 
PPD 
Radar 
Stdev 
tp 
vfr 
HH 
VV 
PA 
ses 
Leaf Area Index (ratio of total leaf area in a canopy 
to area soil surface underneath the canopy) 
Polarization Phase Difference 
Radio detection and ranging 
Standard deviation 
Total power of Polarimetrie measurement 
Volume fraction of vegetation constituents 
Horizontal co-polarization (horizontal transmit, 
horizontal receive) 
Vertical co-polarization (vertical transmit, vertical 
receive) 
vertical, horizontal polarization 
Scattering Cross Section per unit area perpendicular 
to the radar beam 
2 -2 
m m (°) 
2 -2 
m m 
3 -3 
m m 
m m 
LIST OF FREQUENTLY USED SYMBOLS 
Svmliol Name Units 
ar 
a, 
a, 
B 
**(Vr,X) 
C(6,f) 
C(d,f) 
Normalized horizontally co-polarized power of 
vegetation-soil component 1 
Field strength of horizontal electric field component N c 
Received electric field strength 
Transmitted electric field strength 
Field strength of vertical electric field component 
Minor axis of polarization ellipse 
Major axis of polarization ellipse 
Resolution area 
Effective area of receiving antenna 
Illuminated area 
Moisture coefficient of soil 
Antenna vector 
SCS of a very thick vegetation canopy 
Covariance matrix 
Covariance matrix with azimuthal symmetry 
Nc' 
Nc 
Nc" 
Nc 
Nc 
m2 
m2 
™
2 
m 
1 
1 
2 -2 
m m 
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Cwil Covariance matrix of soil 1 
C,ot Measured covariance matrix of vegetated surface 1 
Cveg Covariance matrix of vegetation 1 
Cveg.S0u Covariance matrix of vegetation-soil interaction 1 
d Height of vegetation layer m 
D(9,f) Attenuation coefficient m2kg_1 
E Ratio of the SCS of a very thick vegetation and the 
SCS of bare soil 1 
EUm Ratio of the SCS of a fictitious vegetation and the 
SCS of bare soil 1 
E(r) Electric field vector N c 
E' (r) Incident electric field vector N c' 
Es(r) Scattered electric field vector Nc 
Ex (r) Horizontal electric field component N c 
E (r) Vertical electric field component N c' 
EK (0, cp) Eigenmatrix of extinction matrix Np m"1 
ƒ Microwave frequency GHz 
fp(r,ocß) Size and orientation probability density function 1 
f sou Contribution of soil component to yvv 1 
fsont tp Contribution of soil component to tp 1 
fveg Contribution of vegetation component to yvv 1 
fvegy tp Contribution of vegetation component to tp 1 
fveg-soii Contribution of vegetation-soil component to yvv 1 
fveg-soii, tp Contribution of vegetation-soil component to tp 1 
F(6, (p, z) Source function W m3 sr 
g j ( ƒ, 9, s, I) Sensitivity coefficient of HH-polarized SCS of bare 
soil (T1 
g2 ( ƒ, 6, s, I) Sensitivity coefficient of co-polarized correlation of 
bare soil 
G(f, 9) Bare soil SCS 
G( f, 9, <jp) Antenna gain 
Gb Soil backscattering matrix 
Gr Soil reflectivity matrix 
Gr(f, 9, q>) Receiving antenna gain 
G , (ƒ , 9, (p) Transmitt ing antenna gain 
1(0, <p, z) Stokes vector 
I G (0, (p) Backscattered Stokes vector from the soil 
Im (0, q>, z) Modified Stokes vector 
\p (0, (p, z) Stokes vector of partial polarized wave 
I„ (0, (p, z) Stokes vector of unpolarized wave 
k Wave number 
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(T1 
2 
m m 
1 
1 
1 
1 
1 
W 
W 
W 
W 
W 
ra 
m2 
m2 
m2 
m2 
m2 
dm 
2 
sr" 
sr" 
sr"1 
sr" 
sr" 
î 
/ 
L(0, <p) 
Lp (9, (p, a, ß) 
m 
m 
ms 
n0 
n 
Nc 
P(V,X) 
Pm 
P(0, <p) 
Pä 
Pr(r) 
Prr(r) 
Pt(r) 
r 
r 
R 
Rhsoü 
K-hveg 
Sid, q>) 
S(0, q» 
^ dihedral 
^ attenuated dihedral 
spq (d, <p) 
5* soil 
^ attenuated soit 
t 
Correlation length of soil surface heights m 
Mueller matrix 1 
Mueller matrix of a particle 1 
Degree of polarization 1 
Surface slope rad 
Volumetric soil moisture content vol% 
Number of particles 1 
Refraction index 1 
Number of cases 1 
Polarization vector 1 
Gravimetric moisture content of leaves kg kg"1 
Phase matrix 1 
Power density W m"2 
Received power W 
Reradiated power W 
Transmitted power W 
Residue 1 
Position vector in space m 
Distance m 
Fresnel coefficient for soil for horizontal 
polarization 
Fresnel coefficient for soil for vertical polarization 
Fresnel coefficient for vegetation for horizontal 
polarization 
Fresnel coefficient for vegetation for vertical 
polarization 
Root mean square value of soil surface heights m 
Scatter matrix in FSA convention 
Scatter matrix in BS A convention 
Scatter matrix of dihedral in BS A convention 
Scatter matrix of attenuated dihedral in BSA 
convention 
Scatter matrix element corresponding with p-
polarized received, ^-polarized transmitted fields 
Scatter matrix of soil in BSA convention 
Scatter matrix of attenuated soil in BSA convention 
Time 
Mueller matrix of soil interaction 
Mueller matrix of soil-vegetation-soil interaction 
Mueller matrix of vegetation-soil interaction 
Mueller matrix of soil-vegetation interaction 
Mueller matrix of a single vegetation layer 
Mueller matrix of vegetation interaction 
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w 
z 
a ß 
X 
e 
e, 
e0 
ne,(pj) 
* soil 
Y veg 
* veg-soil 
Yhh 
tvv 
s 
•n 
'lveg 
(P 
(Pi 
(Ps 
(Ppq 
(Ph 
(IK 
K(0, <P,ƒ) 
Ke(0,(p,f) 
X 
h (6>, (p, f ) 
ß 
Ho 
e 
di 
es 
p 
Pc 
Psoil 
Amount of water in vegetation canopy 
Height 
Leaf azimuth orientation angle 
Leaf elevation orientation angle 
Ellipticity angle 
Permittivity 
Relative permittivity 
Dielectric constant of soil 
Permittivity of free space 
ses 
Soil SCS 
Vegetation SCS 
Vegetation-soil SCS 
HH-polarized SCS 
VV-polarized SCS 
Leaf thickness 
Wave impedance 
Normalized cross-polarized power 
Normalized cross-polarized power of vegetation 
component 
Azimuth angle 
Azimuth angle of incident electric field 
Azimuth angle of scattered electric field 
Phase of/j-polarized received, g-polarized 
transmitted electric field 
Phase of horizontal electric field component 
Phase of vertical electric field component 
Extinction matrix 
Extinction coefficient 
Wavelength 
ith eigenvalue of extinction matrix 
Permeability 
Permeability of free space 
Incidence angle 
Incidence angle of incident electric field 
Incidence angle of scattered electric field 
Normalized co-polarized correlation 
Co-polarized correlation coefficient 
Normalized co-polarized correlation of soil 
component 
kgm"3 
m 
(°) 
(°) 
rad 
1 
1 
1 
1 
2 -2 
m m 
2 -2 
m m 2 -2 
m m 
2 -2 
m m 
2 -2 
m m 
2 -2 
m m 
m 
1 
1 
(°) 
(°) 
O 
rad 
rad 
rad 
Np m"1 
Np m"1 
m 
Np m"1 
1 
1 
O 
(°) 
(°) 
1 
1 
1 
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pveg Normalized co-polarized correlation of vegetation 
component 
P Leaf diameter 
a( 9, <p,f) Radar cross section 
a°(6,(p,f) Normalized radar cross section 
CT° (6,(p,f) Scattering coefficient, corresponding with p-
polarized received, ^-polarized transmitted fields 
T(0, (p,f) Transmissivity 
rp (0, (p,f) Transmissivi ty for/7-polarized waves 
(O angular frequency 
Q Solid angle 
y/ Rotat ion angle 
f Normal ized horizontal ly co-polarized p o w e r 
Çsoil Normalized horizontally co-polarized power of soil 
component 
x Ratio of two soil SCS 
y Transmissivity of a fictitious vegetation canopy 
1 
m 
™
2 
m 
2 -2 
m m 
2 -2 
m m Np m"1 
Np m1 
rad s"1 
sr 
rad 
1 
1 
1 
Np m"1 
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INTRODUCTION 
1.1 Radar 
A radar (RAdio Detection And Ranging) is an electronic device that transmits 
electromagnetic waves in a specific direction and receives reflected waves 
from a specific direction. A radar basically consists of a transmitter, one or 
more antennas and a receiver. With the antennas the radar transmits and 
receives waves. A radar transmits a particular type of wave form, for instance a 
pulse-modulated or frequency-modulated sinusoidal wave. If a transmitted 
wave is reflected by some target, then the radar detects the target echo and the 
received signal is processed in order to obtain the nature of the echo. 
Radar was originally intended for the detection and location of objects, but 
today radar systems are employed in several applications. Radar is used for the 
detection of moving targets, such as ships and aircrafts, but also to scan the 
surface of planets or to detect objects which are embedded in the earth. The 
main advantage of radar over other observation systems is the penetrating 
capability of microwaves. Radar is independent of the weather and the 
absorption by the atmosphere of microwaves is small compared to waves in the 
visible and thermal infrared part of the electromagnetic spectrum. 
Figure 1.1 illustrates a configuration for radar remote sensing of land. If an 
electromagnetic wave is incident on a small surface element (Am), then the 
wave will be scattered in all directions. A major part of this wave will be 
reflected in the forward direction but a part will also be scattered back towards 
the radar. If the same antenna is used for transmission and reception or if the 
receiving antenna is at the same location as the transmitting antenna, then the 
backscatter of the surface will be measured. This is the situation for most radar 
configurations, where the radar is mounted on a truck, an air- or a spacecraft. 
Radar 
W incident 
Figure 1.1. The measurement configuration in radar remote sensing from land 
surfaces, where a single antenna is used for transmission and reception. The 
incident, forward and backward scattered fields are indicated. 
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1.2 A review of radar remote sensing applications in 
vegetation studies 
The principle of radar has been discovered and forgotten many times. One of 
the first predictions of the use of electromagnetic waves for detection was 
made by Marconi in 1922. He was establishing a VHF (Very High Frequency, 
1 m - 10 m wavelength) link between the Vatican and the pope's summer 
residence in Gastel Gandolfo, and he noticed that a steamroller was modulating 
the received signal, when it was driving up and down between the transmitter 
and receiver. 
In the Netherlands the development of radar started in 1933 and in the period 
before World War II this development took place at the Physics Laboratory of 
Philips and the Physics Laboratory of the Netherlands Armed Forces. In the 
30's and 40's most of the research in radar technology concentrated on military 
applications, like the radar experiments at the end of the 30's at the island of 
Texel for the detection of aircrafts and ships. The first radar prototype was built 
for the Royal Navy in 1939 and in the beginning of the 40's a production series 
of fifty radars was initiated. At that time radar was called in the Netherlands 
'electronic hearing device'. 
Many radar land images were taken in the 50's, but most of these studies were 
classified. In the Netherlands the first radar experiments over land were 
performed by Poley (1957). The first application of radar for land use purposes, 
was in the 60's in Panama. A large area, called the Darien gap, was notorious 
for its permanent cloud clover and impenetrable jungle and swamps. Therefore, 
this area formed an obstruction for the construction of the Pan American 
Highway. The area was successfully mapped by a SLAR (Side Looking 
Airborne Radar) system. This so-called Westinghouse system became 
commercial and was used many times for mapping studies all over the world. 
Probably the largest radar survey was the RAD AM (RADar na AMazonia) 
project, which was carried out in Brazil in the 70's. From these extensive 
surveys in Central and Southern America the potential of radar to make an 
inventory of woodland became more apparent. However, little research on the 
interaction mechanisms of the electromagnetic waves with trees was then 
undertaken (Churchill, 1985). 
Radar remote sensing from space began in 1968 with the APOLLO 17 which 
carried a SAR (Synthetic Aperture Radar). The SKYLAB platform (1973) and 
the GEOS 3 platform (1975) both carried a scatterometer. There have been also 
three space shuttle missions conducted for radar remote sensing from space: 
SIR-A (Shuttle Imaging Radar) in 1981, SIR-B in 1984 and SIR-C in 1994. 
The SIR-A mission revealed the importance of subsurface phenomena (NASA, 
1987) on the radar backscatter. The SIR-B mission was intended to identify the 
optimum look angle for geological studies, and the data were digitally 
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processed for the first time. These systems showed the potential of SAR 
observations from space for agricultural applications. The SIR-C was launched 
for the deployment of a multi-polarization and multi-frequency system. 
Several satellites carrying a SAR have been launched in the past years: the 
SEAS AT satellite in 1978, the European ERS-1 satellite in 1991, the Japanese 
JERS-1 in 1992 and the Canadian RAD ARS AT in 1995. The SEASAT SAR 
was aimed for océanographie studies, but was only active for a short period 
(July 7 - October 9). The other systems are more interesting for vegetation 
studies because of their specially designed properties. Their wavelengths (6 cm, 
23 cm and 6 cm respectively) are expected to be suitable for soil moisture 
content, vegetation water content and canopy geometry detection. 
In the 60's and 70's a number of aircraft and truck mounted radar systems was 
developed for land studies. Several experiments with these systems were 
conducted to the investigation of the backscattering behaviour of bare soils and 
vegetation types under various conditions. For instance studies were made with 
the Goodyear/Aeroservice SAR in relation to geology, geomorphology, soils, 
land use and vegetation. These experiments were very important for the use of 
SAR in agricultural applications, because at that time no temporal SAR data 
were available. 
In the Netherlands backscatter measurements of agricultural crops started in 
1968. These measurements indicated that the physics of radar backscatter is 
dependent on the vegetation water content and, therefore, it should be possible 
to use radar for yield forecasting. These promising results led to the 
initialization of the Dutch ROVE (Radar Observations of VEgetation) team (de 
Loor et al., 1982), which consisted of radar and agricultural scientists. Another 
outcome of the early measurements was the possibility for the design of a X-
band (9.4 GHz) SLAR for radar remote sensing studies (Hoogeboom, 1982), 
which became operational in 1980. Also a X-band tower-based system was 
developed, which was used for backscatter measurements of vegetation and 
bare soil in the period 1975-1981. 
In order to investigate the potentials of radar in land applications the ROVE 
team set up a programme. This programme was based on the idea that radar 
backscatter data can only be used in an optimum way if the underlying physical 
processes are well understood. This team recognized that the following items 
were important for the use of radar in agricultural studies: 
- the determination of soil moisture content because the backscatter of bare 
soils increases with increasing soil moisture content; 
- the determination of vegetation water content because the backscatter of a 
vegetated surface depends on the biomass; 
- classification of vegetation, e.g. forest-non forest, discrimination between 
agricultural crops; 
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- the temporal behaviour of radar backscatter. 
An important result from the measurements made by the ROVE team was that 
classification was greatly improved by using multi-temporal analysis, in spite 
of the low dynamics in the backscattered power (Hoogeboom, 1985). It also 
appeared that radar could provide information about vegetation structure. For 
instance studies by de Loor (1982) and Le Toan (1984) showed the influences 
of dominant vertical structures, indicating the importance of leaf orientation. 
Backscatter measurements of trees demonstrated the potentials of the X-band 
SLAR for classification, again by using a multi-temporal analysis (Hoekman, 
1985). Another possible application with the X-band SLAR is the detection of 
the degree of slaking of bare agricultural fields (Stolp and Janse, 1986). 
In the 80's several remote sensing experiments over land were performed in 
Europe. Several countries participated in airborne campaigns with different 
observations systems like scatterometers and SAR. These campaigns were 
aimed at demonstrating the differences between the various sources of data, 
e.g. SAR and SLAR, in preparation for the analysis of ERS-1 data and the 
shuttle flights. An objective has also been to gain insight in the electromagnetic 
interaction process, in order to retrieve characteristics of a vegetated surface 
from radar backscatter. Large data sets have been obtained, for instance during 
the Agrisar86, AGRISCATT87 and AGRISCATT88 campaigns. Also tower-
based experiments in the period 1984 - 1989 with a radiometer-scatterometer 
instrument resulted in an extensive signature catalogue (Wegmüller, 1990). 
However, in spite of these large data sets, only a few results have been reported 
about the retrieval of agricultural parameters from these measurements. Except 
for analyses of the correlation between backscatter and soil and vegetation 
parameters and model studies, most of the studies concentrated on the 
classification of vegetation types. Activities in the field of retrieval of 
agricultural parameters of vegetated surfaces from radar backscatter are still 
required. 
At the end of the 80's two new measurement techniques have come into 
fashion. These techniques are polarimetry and interferometry and are based on 
the fact that also the phase of the microwaves is measured. The MAESTRO 1 
campaign in 1989 was the first opportunity to evaluate multi-frequency 
Polarimetrie SAR data over European test sites. The MAC-Europe campaign 
followed in 1991. An objective of this campaign was the fusion of microwave 
remote sensing data with other types of remote sensing data (optical, thermal). 
For the future this fusion is of interest. It is recognized that the different types 
of data contain complementary information. This has led to the initialisation of 
the EOS (Earth Observing System) platform. The EOS-SAR will be based on 
the SIR-C SAR system, a multi-polarimetric, multi-frequency system, with 
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selectable incidence angles. The deployment of the system will continue into 
the next century and objectives are: 
- to validate crop discrimination and validation accuracy with the SAR alone; 
- to investigate the added information (multi-temporal) in combination with 
optical sensors; 
- to develop and test algorithms for the extraction of bio- and geo-physical 
parameters (NASA, 1987, Final report of ESA contract no. 
9837/92/NL/GIS). 
The review of radar applications in vegetation studies shows that a large 
number of backscatter measurements over vegetated surfaces has been 
performed and that there is potential of radar for vegetation studies. A review 
of radar experiments in Europe can be found in Krul and de Loor (1992). Since 
radar is practically independent of cloudiness and atmospheric conditions, radar 
remote sensing has become a promising information retrieval technique for 
agricultural experts. Table 1.1 summarizes potentials for radar remote sensing 
in land applications (after Ulaby et al., 1981). 
Table 1.1. Radar remote sensing applications to agriculture, forestry and 
hydrology. 
Agriculture Forestry Hydrology 
Crop mapping 
Land use 
Field boundary 
identification 
Growth monitoring 
and yield prediction 
Stress area 
identification 
Rangeland monitoring 
Monitoring of cutting activities 
Mapping of fire damage 
Stress area identification 
Timber volume estimation 
Soil moisture content 
Watershed mapping 
Flood mapping 
Surface water mapping 
Table 1.1 shows that quite a lot of applications are expected. The feasibility of 
some applications has been investigated during the past years, more or less 
successfully. Much of the gathered knowledge in the Netherlands can be found 
in the textbook of Buiten and Clevers (1990). For instance crop mapping, land 
use, and monitoring of cutting activities is possible with a multi-temporal 
analysis (e.g. Hoogeboom, 1984; Nieuwenhuis and van Rooij, 1995), but also 
with classification techniques which are based on Polarimetrie radar 
measurements (Ulaby and Elachi, 1990). For applications semi-empirical 
models have been developed, which allow to some extent for the determination 
of soil moisture content and vegetation water content like the water cloud 
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model of Attema and Ulaby (1978), and models for soil moisture content 
determination (e.g. Oh et al., 1992). However, because the electromagnetic 
interaction with a vegetation canopy is still not completely understood, such 
semi-empirical models have a limited validity range. Therefore, most of the 
ideas for an application of radar in vegetation studies have not taken shape yet. 
A good way to obtain more insight in applications of radar is by means of 
modelling. If properly designed, models can provide insight in the relation 
between the backscatter and the properties of a vegetation canopy. There exist 
physical models for a description of the electromagnetic interaction with a 
vegetation canopy i.e. the model of Eom and Fung (1984) and MIMICS (Ulaby 
et al., 1990a). MIMICS is designed for forest canopies and canopies like 
agricultural crops still deserve further attention, though some work has been 
performed (Prévôt and Schmugge, 1992; Touré et al., 1994). In most of the 
model applications only forward modelling has been considered because their 
complexity makes an inversion less favourable, although neural networks have 
been applied for an inversion (Dawson and Fung, 1993). Models based on 
simple invertable expressions, which describe adequately the electromagnetic 
interaction, are not always available. Therefore, in order to investigate further 
the possibilities of radar in vegetation studies, backscatter models need to be 
investigated, in particular the use of these models in a simple inversion scheme 
for retrieval of soil moisture content and vegetation water content. 
With the arrival of radars based on new technologies, new physical features 
will be discovered, which can often be explained only when sufficient ground 
data is available. But the question can be raised whether the insight in the 
electromagnetic interaction will grow faster because of these new radar 
systems. The limited physical insight has always existed during studies of radar 
applications, not only for vegetation studies but in general. Therefore, it is 
important to investigate the basics and the potentials of a Polarimetrie radar in 
order to improve the insight. 
1.3 Organization and objective of thesis 
This thesis has as main objective the development of a methodology for the 
retrieval of agricultural parameters from radar backscatter data of 
agricultural fields. These parameters are: soil moisture content and vegetation 
water content (biomass). Two approaches are adopted for this methodology. In 
the first approach an inversion is studied of existing models, which describe the 
electromagnetic interaction with a vegetation canopy. In the second approach a 
semi-empirical algorithm is developed, which applies to Polarimetrie 
backscatter. 
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Two crops i.e. sugar beet and winter wheat will be studied, each of them 
having their own specific backscatter behaviour and phenomenology. Sugar 
beet has been chosen as study object, because it is a common crop in the 
Netherlands. Therefore, it has been thoroughly studied in a bio-physical way 
and by means of radar remote sensing measurements. Winter wheat has been 
selected because of the strong impact of its structure on the radar backscatter. 
These are the main crops at the Flevoland area, which has been chosen as study 
area. This area is particularly interesting because it is flat, it has a 
homogeneous soil (fine textured Calcaric Fluvisol) and it comprises large 
agricultural fields. The area has been qualified as "super test site" for the ERS-
1 satellite and given the number of scheduled spaceborne radar sensors it can 
be expected that this qualification will remain. 
In Chapter 2 a description is given of the general principles of radar. It is 
shown how the radar equation is derived and an introduction is given of the 
fundamentals of polarimetry. This chapter provides the basics for an 
understanding of modelling the electromagnetic interaction with a vegetated 
surface and it gives insight in the nature of radar backscatter. 
Chapter 3 gives an overview of the existing theories for the description of the 
electromagnetic interaction with a vegetated surface. For the first retrieval 
approach a suitable theory is selected and some models are described, which 
are based on this theory. The main topic of this chapter is to arrive at simple 
inversion schemes for the retrieval of the agricultural parameters soil moisture 
content and vegetation water content from radar backscatter. 
In Chapter 4 a semi-empirical algorithm is described, which gives insight in the 
interaction processes of microwaves with a vegetated surface. With this 
algorithm a decomposition can be performed of the radar backscatter of an 
agricultural field into its principal components. These components can then be 
further analyzed for a retrieval of soil moisture content and vegetation water 
content. Tools for the analysis of radar backscatter are developed, which can be 
used to select a solution to the algorithm. In this chapter attention is given to an 
interpretation of the results obtained with the algorithm, in particular it is 
shown how to determine whether soil moisture content or vegetation water 
content have changed. 
Chapter 5 gives an overview of the data sets used. Several radar experiments 
were carried out in the Netherlands during the past twenty years. Different 
radar systems were deployed and vegetation and soil parameters were collected 
during these experiments, which is necessary for the understanding and the 
interpretation of radar backscatter. 
In Chapter 6 measured backscatter data are compared with predicted 
backscatter data. For the predictions the models selected in Chapter 3 are used. 
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Based on the results from this comparison it will be concluded whether it is 
possible to use the models in the inversion scheme of Chapter 3. 
Chapter 7 contains the results of an analysis of MAC'91 Polarimetrie 
backscatter data with the tools which were developed in Chapter 4. Based on 
these results the algorithm is further specified for the two agricultural crops 
under consideration. Then results of the decomposition algorithm are 
presented. These results are used to determine how soil moisture content and 
vegetation water content have changed in sugar beet and winter wheat fields. 
Chapter 8 contains a summary and the general conclusions of the thesis. 
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THEORY OF RADAR REMOTE SENSING 
2.1 Introduction 
The conventional radar theory is based on powers, since the early 
measurements were performed at single polarization states. The phase 
information was not directly important, because of an absolute phase, which is 
to be associated with the distance between the radar and the target. The basic 
relationship in the conventional radar theory is called the radar equation 
(Skolnik, 1962) which will be derived in this chapter. This equation gives good 
insight in the basics of general radar theory, which has evolved considerably 
since the appearance of Polarimetrie radars. 
With the arrival of Polarimetrie radars, which are designed to measure the 
complete polarization characteristics of a target, a new important tool in radar 
remote sensing became available. This has led to great improvements in the 
development of a theory behind Polarimetrie remote sensing. The term 
polarimetry has become common practice for this theory. The main 
applications of polarimetry in remote sensing of land surfaces are 
classification, image contrast enhancement and the physical interpretation of 
the measurements. The basic principles of polarimetry are also addressed in 
this chapter. 
A quantity that describes the reflected power by a target is the radar cross 
section. This quantity depends on frequency, polarization, dielectric properties, 
illumination angle, target dimensions and target orientation. The polarization of 
an electromagnetic wave is described by the ellipticity and rotation angles and 
the Stokes vector of the wave. Quantities that define the relation between the 
transmitted and received fields are the scatter matrix, the Mueller matrix and 
the covariance matrix. These matrices are fundamental in Polarimetrie radar 
remote sensing. 
The construction of the chapter will be as follows. First in section 2.2.1, the 
radar cross section will be introduced by means of a derivation of the radar 
equation. Then a summary of the electromagnetic field concept is given in 
section 2.2.2 and an explanation of the polarization of the electromagnetic field 
in section 2.2.3. The latter two are necessary for an understanding of the basics 
in Polarimetrie radar remote sensing. Hereafter, follows the description of 
respectively the Stokes vector in section 2.2.4, the scatter matrix in section 
2.2.5, and the Mueller and covariance matrices in section 2.2.6. Symmetry 
properties of the covariance matrix are outlined in section 2.2.7. In section 2.3 
polarization synthesis is explained, which is an application of polarimetry. 
Section 2.4 contains a summary of this chapter. 
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2.2 The basic principles of radar 
2.2.1 The radar equation 
A fundamental relationship between the power of the received and the power 
of the transmitted electromagnetic waves is given by the radar equation. The 
basic steps to arrive at the radar equation are as follows: 
If power is transmitted uniformly in all directions then at a distance R from the 
radar there will be a power density (Pa): 
with Pt the transmitted power. 
The factor 4it/?2 is called the spreading loss and accounts for the fact that all 
power will be spread over the surface of a sphere with radius R. Usually a 
directive antenna is used and with a transmitting antenna gain Gt this gives: 
' ' - ^
 ( 2
'
2> 
When a target intercepts electromagnetic waves, currents are induced in the 
target. These currents result in a reradiation of electromagnetic waves in a 
direction that depends on the geometry and shape of the target. If a target is 
located at a distance R from the radar then a portion of the radiation will be 
reradiated in the direction of the radar. A quantity that characterizes this 
portion is the radar cross section ex of the target and has the dimension of area. 
The reradiated power (Prr) will be equal to: 
P
"=¥£ (23) 
4nR2 
At the location of the radar the reradiated power has a power density: 
(4nR2) 
The radar will capture a portion of this reradiated power. If the effective area of 
the receiving antenna of the radar is Ar then the received power ( Pr ) in the 
radar will be: 
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„ G,PtoAr 
pr=r^rf (2-5) 
(4KR2) 
Equation (2.5) is the fundamental form of the radar equation. From antenna 
theory it follows for the effective area ( Ar ) of the receiving antenna: 
A2 G \=——^ (2.6) 
An 
with 
X = wavelength of the electromagnetic radiation, 
Gr = gain of the receiving antenna. 
If the same antenna is used for transmission and reception then after 
substitution of Eq. (2.6) in Eq. (2.5) one obtains: 
„ P.G2X2a 
Pr =— Î—T ( 2 - 7 ) 
r
 (4nfR4 
where G,-Gr=G. 
Several simplifications were made in the derivation of Eqs. (2.5) and (2.7), and 
these are based on assumptions which have not all been mentioned. It is clear 
that only powers are considered and that one antenna for reception and 
transmission is used. But it was not mentioned that the antenna gain and radar 
cross section are assumed to be independent of the angles between the direction 
of wave propagation and target orientation. This is often not allowed and an 
integration over these angles has to be performed. However, the equations give 
a sufficiently accurate description for the calibration of radars and give insight 
in the measurement process. In particular during the derivation of this equation 
the concept of radar cross section could be introduced. 
Radar cross section, scattering coefficient and scattering cross section per unit 
area perpendicular to the radar beam 
The radar cross section contains information about the target so it is a quantity 
of interest in radar remote sensing measurements. It is to be associated with the 
power of the electromagnetic waves. The cross section will depend on the 
characteristics of the electromagnetic wave (e.g. frequency), the dielectric 
properties of the target, the orientation of the target and the angle of the 
incoming radiation, and the shape and structure of the target. 
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The radar cross section of a target is equivalent to the area of an imaginary 
surface such that the reradiated power Prr, if scattered equally in all directions, 
results in an power density at the receiving antenna equal to the power density 
as a consequence of the target. 
This definition is mathematically equivalent to: 
( J- \ 
4KR: 
Ä-»°. 
a = lim n 2 ar (2.8) 
where 
a - radar cross section, 
ar = received field strength at the antenna, 
a, = transmitted field strength at the antenna. 
In conventional radar measurements the objects can be aircrafts, ships or 
vehicles. In general the size of these objects is small compared to the area 
illuminated by the radar. It is common therefore to refer to these objects as 
point targets. A completely different situation occurs with the measurements of 
extended targets, such as land or ocean. These targets are of interest in radar 
remote sensing of the earth's surface and a different quantity is now used to 
describe the backscatter. As opposed to the measurement of isolated objects, 
the radar cross section should now be defined as a cross section per unit of area 
(1 m2) to become independent of the size of the illuminated area (like a 
reflection coefficient). In order to comprehend this quantity it will be necessary 
to have insight in the scattering properties of extended targets. 
Extended targets can be viewed as a distribution of point targets. That is, it 
appears that if the scattered power originates from a collection of point targets. 
In nature these point targets can be vegetation constituents like leaves or stems, 
but also small parts from a rough surface like bare soil or the ocean. 
The coherent nature of the microwaves will result in a phenomenon in the 
backscatter from extended targets (see also Buiten and Clevers, 1990). The 
reflections from point targets will interact with each other and when these 
targets move randomly with regard to each other (e.g. because of wind), the 
backscatter will fluctuate randomly because of the coherent nature of the 
microwaves. This effect is called speckle and it is present in every radar image 
of extended targets. This phenomenon also justifies the concept of point 
targets, because it is mathematically easily verified that a collection of 
randomly moving point targets results in large variations in backscatter. The 
speckle phenomenon is an unwanted effect because it reduces the accuracy of 
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the measured intensity (radiometric resolution). The accuracy can be increased 
by averaging different measurements. 
Averaging measurements has also other consequences. A radar image is 
composed of pixels which correspond with the intensity of the backscatter from 
parts of the illuminated extended target. The size of these parts will be 
determined by the geometric resolution of the radar, if no averaging has been 
performed to reduce the speckle in the image (single-look image). If averaging 
of pixels is performed, then a new pixel corresponds with an area equal to the 
sum of the areas of the averaged pixels (multi-look image) and so the 
geometric resolution of the image will be reduced. Therefore, there will be a 
trade-off between geometric resolution and radiometric resolution. 
The intensity depends on the size of the pixel, because a larger area will scatter 
more power. This dependence is eliminated by normalizing with respect to the 
area of a pixel. Equivalent to the radar cross section, the normalized radar cross 
section has been defined, which is to be associated with the normalized power 
over the corresponding area. This quantity is denoted as <T°. It is also 
customary to normalize the cross section over the projected area in the 
direction of sight, and this quantity is denoted as y. 
In the literature a multiple nomenclature exists. In the backscatter situation the 
cross section a is often referred to as backscattering or monostatic cross 
section, in the general case it is referred to as bistatic or scattering cross 
section. The normalized cross section o° is called (differential) scattering 
coefficient and /is called scattering cross section per unit area perpendicular to 
the radar beam. In the thesis /will be used and it is referred to as SCS 
(Scattering Cross Section per unit area perpendicular to the radar beam). 
Summarizing the definitions: 
cr°=f (2.9a) 
AP 
7 = -^— (2.9b) 
cost? 
where 
Ap = resolution area, 
6 - angle between the radar line of sight and the vertical, also known as 
the incidence angle. 
There are more quantities that describe the scattering properties of a target. 
These apply also to the electromagnetic field and not only to the power of the 
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electromagnetic wave. If only powers are considered then any phase 
information will be lost. First as an introduction to such quantities, a summary 
of features of the electromagnetic field will be given in the next section. 
2.2.2 The electromagnetic field 
The electromagnetic field is to be associated with electric charges and 
comprises an electric and a magnetic field component. Electric and magnetic 
fields are generated because of the presence and displacement (currents) of 
electric charges. It was Maxwell who derived fundamental relations which 
allow for the computation of electric and magnetic fields, which arise from 
electric charges and currents. It is not the intention in this study to give a 
thorough description of Maxwell's equations. A good explanation of the 
Maxwell equations and the electromagnetic field concept can be found in 
Skolnik (1962) and in Ulaby et al. (1982). Some properties and special cases of 
the electromagnetic field are listed in this section. 
In a electromagnetic wave the magnetic field is always perpendicular to the 
electric field and its magnitude is proportional to that of the electric field. An 
electromagnetic wave is therefore completely described by its electric field. At 
a location far from the source of the electromagnetic wave, the wave can be 
assumed as plane. This applies to radar measurements, since in general the 
distance between a radar and a target will be very large. Harmonic plane waves 
are solutions of the Maxwell equations. 
In general the electric field will have three components: one in the direction of 
propagation and two which are perpendicular to this direction. If the wave is 
plane then there are only the perpendicular components. Therefore, the electric 
and magnetic fields in an electromagnetic plane wave are both directed 
transverse to the propagation direction of the electromagnetic wave. 
So in a coordinate system {x,y^z} where the propagation direction of a plane 
wave coincides with the z-direction, the electric field has two components in 
the x- and ^ -direction. These components are defined by: 
Er(z,t)=ar cos(cot-kz + (pr) (2.10) 
Ey(z,t)=ay cos((tt -kz + (py) 
where 
co = 2nf, the angular frequency and/the frequency of the wave, 
k - co^ffje the propagation constant, e is the permittivity and \i is the 
permeability of the medium in which the wave is propagating, 
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a = amplitudes of the field components in the x- and ^ -directions 
respectively, 
(p
 x y = phases of the field components in the x- and _y-directions respectively. 
In vector notation the electric field E is written as: 
E: 
ax cos(Cdf-kz + (px) 
ay cos(ax - kz + q>y) (2.11) 
This notation will be practical in the derivation of relations between the electric 
field and the scattering by a target. Equations (2.10) and (2.11) describe an 
elliptically polarized plane wave, which will be outlined in the next section. 
2.2.3 The polarization of a plane electromagnetic wave 
The polarization of a plane wave describes the orientation of the electric field 
vector, in a reference plane perpendicular to the direction of propagation, as a 
function of time. The locus of the tip of the electric field vector in this plane is, 
in the general case, an ellipse, as follows from Eqs. (2.10). The x- and y-
components of the electric field vector can be combined as: 
2 
+ [Ey] 
2 (2E E \ 
x y 
I a*ay j 
cosö = sin2 S (2.12) 
where the (z, t) dependence has been omitted and S = (py-(px. Figure 2.1 
illustrates the locus of the E-vector, which rotates as a function of time in a 
reference plane perpendicular to the direction of propagation. 
Figure 2.1. The polarization ellipse. 
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The symbols in Figure 2.1 are defined as: 
a = tan ' 
ay 
X = ellipticity angle, 
\jf = rotation angle, 
a\ - minor axis of the polarization ellipse, 
a2 - major axis of the polarization ellipse. 
The sense of rotation of the E-vector is called the handedness of the rotation. If 
the E-vector turns clockwise in the reference plane and the observation is in the 
direction of propagation then the rotation sense is called right-handed, 
otherwise it is called left-handed. 
There are two angles, the polarization angles, which can describe the 
polarization ellipse. First the rotation angle yns defined as the angle between 
the major axis of the ellipse and the x-direction. Second the ellipticity angle % 
is defined as the ratio between the two axes of the ellipse according to: 
tan* = ± - ^ (2.13) 
The ellipticity angle % gives also the sense of the rotation of the E-vector. If 
X < 0 then the rotation is right-handed otherwise if x > 0 then the rotation is 
left-handed. 
The polarization angles are related to the x- and j>-components of the electric 
field as: 
tan 2w = tan 2a • cos 8 (2.14) 
sin 2x = sin 2a • sin <5 
The limits for the rotation and ellipticity angles are respectively: 
2 r 2 
71 7t 
" 7 - * - 7 -4 4 
There are some polarization angles that need attention. If ay = 0 then the wave 
is called vertically polarized. If ax = 0 then the wave is called horizontally 
polarized. These polarizations are called linear, because now the locus of the 
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E-vector is a straight line. If ax - ay (*0) then the wave is called circularly 
polarized, because now the locus is a circle. These cases are equivalent to 
polarization angles % = 0 and y = 0 for vertical polarization, % = 0 and 
i//-n/2 for horizontal polarization and x=±%jA for circular polarization. In 
general if % = 0 then the ellipse is degenerated to a straight line and therefore 
the polarizations are linear. Note that this follows also from 0=0. 
Horizontal, vertical and circular polarization are specific polarization states. 
Any polarization state can be regarded as the sum of a horizontal and a vertical 
component. In accordance with the definitions above, the ^ -direction can be 
chosen to correspond from now on with vertical polarization and the y-
direction with horizontal polarization. 
Useful concepts are the complex vector notation for the electric field and the 
polarization vector. These vectors are easily derived from Eq. (2.11). This 
equation can be written as: 
E = Re «„e 
"Pv 
ake 
<q>h 
,'(<*-fe) (2.15a) 
where Re[ ] denotes the real part and i = V—1. 
If the exponential factor is ignored one obtains the complex vector notation for 
the electric field: 
E = a„e 
a.e 
«PI, 
(2.15b) 
and after normalization the polarization vector is defined as: 
4al+a 
a„e 
>"Ph 
(2.15c) 
where q>vh are respectively the phases of the vertical and horizontal component 
of the electric field. The vectors E and p are both defined in the coordinate 
system {av,aA} and the direction of the wave is defined by the outerproduct of 
the unit polarization vectors: aA x a , . 
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The ellipticity and rotation angles specify the polarization state of a plane 
wave. There is another way to specify the polarization state of a plane wave, 
which is discussed in the next section. 
2.2.4 The Stokes vector of a plane electromagnetic wave 
A set of four parameters for the characterization of polarization states has first 
been introduced by Stokes. These parameters constitute together the Stokes 
vector: 
1= 
V 
Q 
u 
v\ 
1 
n 
'K\2+K\2 
K\2-K\2 
2 R e ( E X ) 
_2Im(EX) 
(2.16a) 
where the asterisks denote complex conjugate, Im[ ] denotes imaginary part, 
EV; h are the vertically and horizontally polarized vector components and r] the 
wave impedance of the medium in which the wave is propagating. 
The Stokes vector can be rewritten as: 
1 = 
" 2 2 
<+al 
al-al 
2avah cos 6 
2avah sinS 
h 
1) 
"1 
cos2i/f cos2# 
sin 2y cos 2% 
.sin 2x 
(2.16b) 
There are advantages and disadvantages in using the Stokes vector. If several 
independent waves are combined to form a single wave then the Stokes 
parameters for each wave can be added to obtain the Stokes vector for this 
single wave. The Stokes parameters can easily be obtained from simple power 
measurements in specific polarization configurations and they contain the 
relative phase difference between the vertical and horizontal components, 
which is also known as the PPD (Polarization Phase Difference). A 
disadvantage is that a measured Stokes vector does not contain all Polarimetrie 
information about a target. This can readily be seen from Eq. (2.12b). There are 
only three independent parameters, which are: av,ah,and 5; and there can be 
up to nine quantities for the description of an extended target (refer to section 
2.25). For remote sensing of land the Stokes vector is usually not measured, but 
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it is a useful mathematical concept as will be seen later. The four parameters 
have the same dimension and from Eq. (2.16a) it follows that: 
)2+U2 + V2 (2.17) 
Equation (2.17) is the equation of a sphere with radius I0. The quantity I0 
represents the total intensity of the plane wave and is proportional to the total 
power of the wave. A polarization state can uniquely be mapped as a point P on 
the surface of this sphere, with coordinates Q, t/and V. The angles 2% and 2\ff 
define the latitude and longitude of this point P. The upper part of the sphere 
corresponds with left-handed rotations, since here % > 0, whereas the lower part 
corresponds with right-handed polarizations with % < 0- The sphere concept 
was originally introduced by Poincaré. Therefore, it is called the Poincaré 
sphere and an illustration is given in Figure 2.2. 
In Figure 2.2 LHC denotes left-handed circular polarization and corresponds 
with the north pole of the sphere, RHC denotes right-handed circular 
polarization and corresponds with the south pole of the sphere. Vertical (V) and 
horizontal (H) polarizations correspond with the points where the Q-axis 
intersects with the sphere. 
RHC 
Figure 2.2. The Poincaré sphere. 
It is also common to use the modified Stokes vector which is given by: 
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2avah cos 8 
2avah cos 8 
(2.18) 
In the thesis the modified Stokes vector will be used, since its definition is 
more practical for the backscatter models that are described in Chapter 3. 
It has been assumed in the foregoing that the parameters av, ah and 8 are 
constants. A wave with these properties is called completely polarized, for 
instance the transmitted wave of a radar will be completely polarized (in 
theory). In nature, however, these parameters can be a function of time and 
position in space. The polarization will then not be fixed but changes in time 
and/or space. If the polarization changes randomly then the wave is called 
completely unpolarized. This is the case with the light from the sun. The 
situation between the two extremes is called partial polarization. This kind of 
polarization is encountered in the scattering from extended targets. The Stokes 
vector I,, for a partially polarized wave is the average Stokes vector of a 
distribution of completely polarized waves: 
l>-n 
E„n+ E 
E„ E, 
2Re[EvEl]) 
(2Im[EvE;]) 
flv2) + W > 
K2» 
(2avahcos8) 
(lavah cos 8) 
(2.19) 
where the brackets denote time or space average. If a wave is partially 
polarized then it can be regarded as being composed of a completely polarized 
wave and a completely unpolarized wave. The Stokes vector for the completely 
polarized component is given by Eqs. (2.16). The Stokes vector I„ for an 
completely unpolarized wave is defined by: 
! „ = / „ (2.20) 
where I0 = intensity of the unpolarized wave. 
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For a partially polarized wave Eq. (2.17) no longer holds, the total power of the 
wave will be larger than the power of the completely polarized wave, because 
of the presence of the power of the unpolarized wave component: 
I2>Q2+U2 + V2 (2.21) 
where the equal sign corresponds with a completely polarized wave. 
In order to have a measure for the polarized and unpolarized components in a 
partially polarized wave the degree of polarization (m) has been defined as the 
ratio of the power of the polarized component and the total power: 
Jo2 + U2 + V2 
m = ^  (2.22) 
A) 
If m = 1 then the wave is completely polarized, if m = 0 then it is completely 
unpolarized. The Stokes vector of a partially polarized wave can be written as: 
Ip=(l-m)Iu+ml (2.23) 
A partially polarized wave cannot uniquely be mapped on the Poincaré sphere. 
The polarization state of such a wave changes but not at random. Therefore, the 
ellipticity and rotation angles will vary in a certain interval and in general the 
intensity will vary also. As a consequence the polarization state of a partially 
polarized wave will be displayed on the Poincaré sphere as a cluster of points. 
The Stokes vector can describe a wave which is reflected by a target. It is not 
preferable to measure the Stokes vector directly, because not all Polarimetrie 
information about a target is contained in the Stokes parameters, which has 
already been mentioned. It is practical, however, to describe a partially 
polarized wave with a Stokes vector. A quantity that describes all the scattering 
properties of a target, is discussed in the next section. 
2.2.5 The scatter matrix of a target 
In section 2.2.1 the radar cross section was introduced as a measure for the 
amount of power of the electromagnetic wave, scattered back by a target. A 
relation between the scattered and incident electromagnetic waves is provided 
by the scatter matrix S (see also van de Hulst, 1957). Different definitions are 
given in the literature for the scatter matrix, but generally these definitions 
differ only by a complex constant or by the employed coordinate system. For 
instance a properly chosen coordinate system can have advantages in case of 
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forward or backward scattering. There are two conventions for the coordinate 
system in which the scatter matrix can be defined. 
Forward Scattering Alignment (FSA) convention 
The FSA convention is commonly used in connection with problems involving 
scattering by particles or propagation in inhomogeneous media. The unit 
polarization vectors are defined relative to the propagation of the wave. This 
makes the scatter matrix S antisymmetric in the backscatter situation. Another 
consequence of this definition is that in case of rotations through an angle (j> in 
the transmit coordinate system the sign of <j) must be changed in the 
corresponding matrix transformations in the receive coordinate system. 
BackScatter Alignment (BSA) convention 
In the BSA convention the unit polarization vectors are defined relative to the 
radar antennas in accordance with an international standard. This standard 
defines the polarization state of an antenna to be the polarization of the wave 
radiated by the antenna, even when the antenna is used as a receiving antenna. 
Basically this means that a right handed coordinate system is used for 
transmitted waves and a left handed coordinate system for received waves. In 
the backscatter case the transmit and receive antennas are collocated and the 
scatter matrix is symmetric. Rotations trough an angle <j) are now the same in 
the transmit and receive coordinate systems. Therefore, the BSA convention 
has become the preferred coordinate system in the area of polarimetry. 
The coordinate systems for the two conventions are illustrated in Figure 2.3. 
The left side of the figure illustrates the FSA convention and the right side the 
BSA convention. The unit polarization vectors are denoted as a''ps withp = v or 
h. The incident wave (E1 ) is defined in the coordinate system |a'v,a'A| and the 
scattered wave (Es) in {a*, a J,}. In the thesis both conventions will be used 
because the study focuses on the modelling of the backscatter of a vegetated 
surface (Chapter 3), in which the FSA convention is used, and on polarimetry 
(Chapter 4) in which the BSA convention is used. 
The elements of the scatter matrix are also known as the scattering amplitudes. 
In general these elements will be a function of frequency, angle of illumination 
and target orientation with respect to the radar, target dimensions, and 
dielectric properties. 
The relation between the incident and scattered waves with the vector notation 
of Eq. (2.15a) is given by: 
E '=S-E ' (2.24) 
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with S = 
Sfiv Shh 
being the scatter matrix of a target. 
« i 4 -
^ a »xa , 
a * x a v 
a
 h a. h < 
a * * a , 
a /,*a 
'F&4 
ßhv Shh. 
^ ß<M — 'BSA 
ßhv Shh 
1 0' 
0 -1 'FSA 
Figure 2.3. The coordinate systems for the FSA and BS A conventions and the 
relation between the two corresponding scatter matrices. To distinguish 
between the two conventions an overbar is used for the BSA convention. For 
explanation see the text. 
With the scatter matrix the received power can be calculated for any possible 
combination of polarizations. This is the advantage of complete scatter matrix 
measurements over conventional fixed polarization measurements, like VV, 
HH or HV. This power calculation will be the topic of section 2.3. 
The scatter matrix has some special properties. First it is easy to show that the 
elements of the matrix are related to the radar cross section. The following 
relation exists: 
f° (2.25) 
where 
= scattering coefficient, corresponding with received p-polarized fields 
and transmitted g-polarized fields, 
= phase of the measured fields at the receiver and 
= v or h, 
= proportionality constant. 
Another property concerns the number of independent matrix elements. From 
Eq. (2.25) it is clear that the scatter matrix contains 4 phases and 4 amplitudes. 
The measured scatter matrix of a target will contain a common absolute phase, 
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which will depend on the distance between the target and the radar. If this 
distance between the radar and the target is irrelevant information then the 
absolute phase can be ignored in Eq. (2.25) and this results in only three 
relative phases. Another independence follows from the reciprocity theorem, 
which states that for the FSA convention Svh =- S^ and for the BSA 
convention Svh =Shv. Because of the reciprocity theorem the scatter matrix is 
antisymmetric in the FSA convention, but it is symmetric in the BSA 
convention. A combination of Eqs. (2.24) and (2.25) with the application of the 
reciprocity theorem gives: 
3
 FSA~ c c 
^BSA * C ' e 
"Phv 
iPPD 
-Wh, 
•iPPD 
(2.26a) 
(2.26b) 
where 
<Pr = <Pvv 
PPD =<phh-q>n 
<P'hv = <Phv - <j»vv 
A Polarimeter measures the scatter matrix for each resolution element of the 
radar. In order to perform this, first a horizontally polarized wave is 
transmitted, and, horizontally and vertically polarized, reflected waves are 
received, secondly this process is repeated, but now a vertically polarized wave 
is transmitted. 
The measurements of land will exhibit a fluctuating behaviour because of the 
mentioned speckle effect. The measured scatter matrices are now converted to 
a type of matrix, with elements which correspond to powers. These new 
matrices can be averaged in order to reduce the statistical variance. In the 
following section two types of such matrices will be discussed, which are 
generally employed in Polarimetrie radar remote sensing applications. 
2.2.6 The Mueller and covariance matrices of a target 
In the previous sections the radar cross section and the scatter matrix were 
introduced for the description of the scattering properties of a target. The radar 
cross section of a target relates the powers of the incident and scattered 
electromagnetic waves and the scatter matrix of a target relates the incident and 
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scattered electromagnetic field vectors. In this section the Mueller matrix of a 
target will be introduced, which relates the incident and scattered Stokes 
vectors. The elements of this matrix are composed of products of the elements 
of the scatter matrix. A matrix which is directly related to the Mueller matrix is 
the covariance matrix. The covariance matrix is composed in a different way, 
but contains basically the same information about a target as the Mueller 
matrix. First the Mueller and covariance matrices are discussed and finally the 
two matrices are viewed in relation to the Stokes vector for partially polarized 
waves, because of the presence of a polarized and an unpolarized part in this 
vector. 
Mueller matrix 
The Mueller matrix (L) has been named after the scientist Mueller, but it is also 
referred to as Stokes matrix. Several definitions are being used for the matrix, 
here the definition of Tsang et al. (1985, p. 133) is adopted in accordance with 
the FSA convention, because this matrix will be used in Chapter 3: 
2Re(s*Svv) 
Jhv\ 
Jhh\ 
2Re(5>Av) 
-2 Im 
(2.27) 
RefsiX-ISJ2) -Im^X+ISj2) 
Im^^-lsJ2) RefsX+l^l2) 
Note that it has been understood that Svh =- Shv, according to the reciprocity 
theorem. 
Equation (2.27) applies to the modified Stokes vector for completely polarized 
waves, which has been defined by Eq. (2.18). In the case of partially polarized 
waves the time or space averages of the matrix elements are to be taken. This 
averaging results in a data reduction which is an advantage for an efficient data 
handling, because the data rates of a Polarimetrie radar are very high. 
Therefore, the Mueller matrix is a useful concept for the measured partially 
polarized backscatter of extended targets. 
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The number of elements in the Mueller matrix is 16, but these are not all 
independent. This is for instance easily verified in Eq. (2.27) for the elements 
{1,2} and {2,1}. Furthermore, it has been discussed in section 2.2.4 that the 
scatter matrix contains 5 independent parameters in the backscatter case. This 
is also the case for the Mueller matrix of a point target. For an extended target 
(land, ocean), however, it can be shown (van Zijl et al., 1987) that the Mueller 
matrix contains up to 9 independent parameters in the backscatter situation. 
This number arises from the nature of the measurement process. The number of 
elements will be reduced further under certain conditions. This reduction will 
be explained in section 2.2.7 for the covariance matrix, which is an alternative 
way to represent Polarimetrie radar data. 
Covariance matrix 
Sometimes it is mathematically more convenient to use the covariance matrix 
instead of the Mueller matrix for the description of the Polarimetrie backscatter 
from a target. Because of the reciprocity theorem it is sufficient to define the 
3x3 covariance matrix with only 9 elements: 
k I2 S 9* Ç 9* 
c ?* \s I2 Ç S* 
JAv°vv \°hv\ JAv J«i 
? V* s v* l<f I2 
(2.28) 
Equation (2.28) is in accordance with the definition of Ulaby and Elachi (1990) 
in the BSA convention. In case of partially polarized waves the time or space 
averages of the covariance matrix elements are to be taken. 
The differences between the covariance matrix and the Mueller matrix give a 
mathematical advantage to one of them. The covariance matrix contains the 
second-order statistics of the scatter matrix elements and it is Hermitian, which 
means that the matrix is equal to its transposed complex conjugate. However, 
for the computation of the average cross section for a number of measurements 
the Mueller matrix is preferable (see Ulaby and Elachi, 1990, p. 32). In spite of 
these differences both matrices can be used for the description of Polarimetrie 
radar data. As already mentioned the matrices can be simplified, which will be 
described in the next section for the covariance matrix. But before going to the 
description of such properties it is worthwhile to consider the relation of the 
two matrices to a fundamental property of partially polarized waves, known as 
the decomposition theorem. 
The decomposition theorem 
The decomposition theorem states that the Mueller or covariance matrix of an 
extended target can be decomposed uniquely into a sum of matrices 
representing single point targets. The idea for a decomposition originates from 
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the fact that the Stokes vector for a partially polarized wave consists of a 
completely polarized and a completely unpolarized component. If a 
decomposition of the Mueller or covariance matrix of a vegetated surface is 
possible, then intuitively one could expect that the resulting point target 
matrices are related to those parts of a vegetation canopy, which resemble the 
corresponding point targets. Therefore, a decomposition can possibly allow for 
a separation between the vegetation and soil contributions to the radar 
backscatter. This separation is a fundamental problem in the interpretation of 
radar backscatter of a vegetated surface. 
The first example of a decomposition technique has been given by 
Chandrasekhar (1960), but his technique does not apply to the matrices which 
have been defined here. Huynen (1987) suggested a decomposition of the 
Mueller matrix into two Mueller matrices, one for a single point target 
(polarized part) and one for a noise matrix (depolarized part). Cloude (1986) 
has introduced another decomposition theorem which applies to the covariance 
matrix, and his decomposition is based on the eigenvalues of the covariance 
matrix. He proposed a decomposition into three covariance matrices, two 
matrices correspond to specific point targets (polarized part) and one matrix 
corresponds to an ideal diffuse scatterer (depolarized part). 
According to Cloude (1992) the noise matrix in the Huynen decomposition is 
not polarization independent and this decomposition is therefore not unique. 
Cloude further pointed out that an important application of the covariance 
matrix decomposition lies in the discrimination between different scattering 
mechanisms, which has been investigated by van Zijl (1992). However, the 
interpretation of the eigenvalues of the covariance matrix is difficult in the case 
of extended targets (Cloude, 1994). In conclusion decomposition theorems 
need further investigation and their use is for the moment not practical for a 
retrieval of agricultural parameters from the backscatter. 
There exists also a model-based decomposition of the covariance matrix 
(Freeman and Durden, 1992), which has originally been developed for forests. 
This technique is based on the understanding of the occurring interaction 
mechanisms in a vegetation canopy and it has not a mathematical foundation 
like the theorems of Huynen and Cloude. This model-based decomposition can 
be used in an unsupervised classification and it will be studied in Chapters 4 
and 7, where a semi-empirical algorithm is developed and applied to 
Polarimetrie data of agricultural fields respectively. For the development of this 
algorithm it is advantageous to consider some special properties of the 
covariance matrix. These properties are described in the next section. 
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2.2.7 Symmetry properties of the covariance matrix 
In a model-based decomposition of the covariance matrix of a vegetated 
surface it will be useful when there is a-priori knowledge about this covariance 
matrix. Fortunately there are several properties of the covariance matrix of 
extended targets which are adequate for this purpose. 
For instance the covariance matrix of most extended targets is shown to have 
only 5 parameters (Borgeaud et al., 1987) and consequently the Mueller matrix 
has 8 zero elements. These numbers follow from the fact that the co- and cross-
polarized scattering matrix elements of extended targets are uncorrected, 
which has been verified experimentally and theoretically (Borgeaud et al., 
1987). A simplified form for the covariance matrix can then be given as: 
c=yv 
'1 0 p * 
0 77 0 
P 0 c 
(2.29) 
where 
7w - ( r m \ 
Jhh\ 
à,,,. 
77 = 
s I2 
sj 
\ShhSw) 
(s*X)=o, 
Equation (2.29) is widely used in the classification of Polarimetrie radar images 
of land. The information content of this matrix includes the correlation between 
the amplitudes of the co-polarized scattering components, the PPD, and the co-
and cross-polarized scattering coefficients. 
More recent work reveals that this behaviour is related to the reflection 
symmetry property of the extended target. This has been shown by Nghiem et 
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al. (1992) and the authors observed that the number of independent elements in 
the covariance matrix is reduced if the extended target exhibits specific 
symmetry properties. In their work Nghiem et al. consider four symmetry 
properties, according to group theory. These symmetry groups are reflection 
symmetry, rotation symmetry, azimuthal symmetry and centrical symmetry 
respectively. Next it will be shown how the reflection symmetry property of an 
extended target results in the matrix given by Eq. (2.29) and how covariance 
matrices are derived for extended targets with other types of symmetry. 
In order to illustrate the derivation of the covariance matrices of symmetrical 
media Eq. (2.15b) is reconsidered, but now an electric field vector (E') is 
assumed which is rotated by an angle </> with respect to the original electric 
field vector (E): 
a„e 
a.e 
cos0 -sin</> 
sin0 cos0 
a„e"' 
ahe 
'<Ph 
= U a,.e 
aut m 
(2.30) 
withU = 
cos0 -sin0 
sin«/» cos0 
This rotation is illustrated in Figure 2.4: 
K 
Figure 2.4. Rotation of the linear polarization base by an angle (f>. 
The elements of the scatter matrix (S') in a rotated reference frame are related 
to the original elements as: 
S'=U-S-U* (2.31) 
where S' = ° vv ° /» Fi Fi 
.° hv ° Ht. 
and U' is the transpose of U. 
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According to Nghiem et al. (1992) reflection symmetry requires that: 
S' w (* + § ) s \ v [<t> + ff)=(S'hh (-0)5'hv (-0)) (2.32) 
With the aid of Eqs. (2.30) - (2.32) it is found that the covariance matrix, given 
by Eq. (2.28), simplifies to the matrix given by Eq. (2.29), because the 
{SfoShh) anc* \SkvSw) products vanish. As an example the soil can exhibit 
reflection symmetry. 
Rotation symmetry requires for arbitrary tp that 5" = S , with p,q = h or v. In 
this case the \ShvS^h) and (ShvS*v) products do not vanish and the covariance 
matrix has a form which does not apply to natural extended targets. Rotation 
symmetry is observed in a gyrotropic random medium, such as the Earth's 
ionosphere. 
Azimuthal symmetry is a combination of reflection and rotation symmetry. The 
covariance matrix simplifies to: 
1 0 1-277 
0 r? 0 
1-2T7 0 1 
(2.34) 
Since for azimuthal symmetry (\shh | ) = ( \Sm | ) and p and 77 are related, there 
are effectively only two parameters. Examples of media with azimuthal 
symmetry are forests and winter wheat canopies. 
It must be noted, however, that Eq. (2.34) is restricted to measurements at 
nadir. The reason for this is that an azimuthal symmetrical medium is not 
necessarily isotropic. In an anisotropic medium the dielectric properties are 
spatially dependent. If this dependence is only in the vertical direction then at 
normal incidence angle the medium has both reflection and rotation symmetry. 
But at oblique incidence angles the boundary of the medium and the vertical 
dielectric dependence will make that the medium does not exhibit rotation 
symmetry any longer and therefore no azimuthal symmetry. 
The last symmetry group is centrical symmetry which can be regarded as 
azimuthal symmetry around an axis, but with this axis rotated in the three 
dimensions. The covariance matrix for this kind of symmetry is equal to the 
covariance matrix of azimuthal symmetry, but now the matrix is valid for all 
incidence angles. This behaviour is explained by the fact that around any axis 
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the medium has both reflection and rotation symmetry, which results in the 
covariance matrix given by Eq. (2.34). Canopies that can have leaves with a 
spherical orientation distribution like potato and sugar beet or a dense tropical 
rain forest, will have the centrical symmetry property. 
In the preceding sections the key quantities in radar remote sensing have been 
introduced. In order to illustrate the usage of these quantities, one application 
of polarimetry will be addressed in the next section. 
2.3 Polarization synthesis 
If the scatter matrix of a target is known, then the power received by the radar 
can be calculated for any possible combination of polarizations of the 
transmitting and receiving antennas. This calculation is called polarization 
synthesis. With polarization synthesis it is possible to visualize the Polarimetrie 
properties of the backscatter from a target and to distinguish between two types 
of scatterers by means of contrast enhancement. The main advantage of 
polarization synthesis in polarimetry over fixed-polarization measurements is 
that also the phase information about the target is used, because this is included 
in the relative phase differences between the elements of the scatter matrix. 
Polarization synthesis is just one of the techniques which are possible with 
polarimetry. Another technique which has been reported in the literature is the 
already mentioned unsupervised classification, according to physical 
interaction mechanisms (van Zijl, 1989, Freeman and Durden, 1992). A 
discrimination between interaction mechanisms is possible by using the relative 
phase differences between the scatter matrix elements. The theory behind this 
classification is based on the fundamental principles which have been outlined 
in the preceding sections. A supervised classification technique is reported by 
Kong et al. (1988). Polarization synthesis is more fundamental and will be 
discussed in this section. 
If the received power for an arbitrary polarization is known then the 
corresponding o"° can be calculated. The relation which allows for the 
computation of the a0 of a target, for all possible polarization combinations of 
receiving and transmitting antennas, is called the polarization synthesis 
equation. The main steps to arrive at this equation will be shown. 
Papas (1965), has derived a relation between the received power, the received 
electromagnetic field, the scatter matrix of a target and the transmitted 
electromagnetic field: 
Pr = /i:|Er-S-EJ2 (2.35) 
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with 
E r = received electromagnetic field, 
E, = transmitted electromagnetic field, 
K = *Lß£G (2.32) 
*n\Po |E r | 
where the complex notation for the electric field defined by Eq. (2.15b) has 
been adopted, and 
G - antenna gain function, assumed to be equal for transmitting and 
receiving antennas, 
r - receive, 
t = transmit, 
£b = permittivity of free space and 
ßo - permeability of free space. 
When Eqs. (2.8), (2.15b) and (2.35) are combined it follows that: 
<(Yr>Xr>y'l,X,)=4ripr •S-pf|2 (2.37) 
where p r ,p, are the polarization vectors of the received electromagnetic field 
and the transmitted electromagnetic field in the BSA convention respectively. 
Equations (2.24) and (2.37) are the fundamental equations of radar polarimetry. 
If the polarizations of the transmitting and receiving antennas are equal then it 
can be shown in the case of a single point target that there exist two 
polarization states at which no power will be detected. In this situation Eq. 
(2.37) becomes a homogeneous equation which has been solved by Huynen 
(1987). Huynen also found one polarization state which maximizes the 
received power. When these states are displayed on the Poincaré sphere it 
appears that they form a fork, which has been named after Huynen. This is 
illustrated by Figure 2.5. 
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Figure 2.5. The Huynenfork displayed on the Poincaré sphere. 
There are alternative forms of Eq. (2.37) where the Mueller and covariance 
matrices are used instead of the scatter matrix. Another form of this equation is 
given by Eq. (2.38), with the covariance matrix representation and the 
scattering coefficient: 
AP 
(2.38) 
where 
= covariance matrix which has been defined by Eq. (2.28), 
B* = 
PvPv 
PhPv + P'vP'k 
p'hph 
(2.39) 
B* is also called the antenna vector, and 
Pv'h = vertical and horizontal components respectively, of the received and 
transmitted polarization vectors in the BSA convention. 
Based on the Eqs. (2.24) and (2.37)-(2.39) two application techniques for 
polarimetry have been reported, which are the polarization response and the 
contrast enhancement between two types of scatterers. 
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The graphic representation of the radar cross section, as function of the 
ellipticity and orientation angles, is called the polarization response or 
polarization signature. If the receiving antenna has the same polarization as the 
transmitting antenna then the representation is called the co-polarization 
response. If the polarization of the receiving antenna is perpendicular to the 
polarization of the transmitting antenna, then it is called the cross-polarization 
response. This representation may provide extra insight in the Polarimetrie 
behaviour of a target, in particular in the dominant scattering mechanisms. 
According to van Zijl et al. (1987), the representation gives a good quality 
check on the performance of the calibration of a Polarimetrie radar. However, 
the use of polarization signatures can be ambiguous (Lemoine, 1992). Because 
calibration will not be a subject in this study, the polarization response will not 
be used. 
Contrast enhancement is the enlargement of the difference between the 
received powers from two types of targets. This can be accomplished by 
finding the polarization states which maximize the difference and for this 
technique Eq. (2.37) is often used. Contrast enhancement will not be 
considered because it is particularly useful for classification which is not a 
subject in this thesis 
Polarization synthesis is a powerful tool for the information extraction from 
Polarimetrie radar images. The extracted information, however, is not directly 
related to the physical properties of the studied objects, for this a more physical 
interpretation of Polarimetrie measurements is necessary. Such an 
interpretation is a subject which still requires extensive attention because of the 
difficulties involved in Polarimetrie backscatter modelling. These difficulties 
exist also in modelling the conventional backscatter coefficient. Backscatter 
models are discussed in the next chapter. 
2.4 Summary 
The basic equation in radar theory is a relation between the powers of the 
received and transmitted electromagnetic waves, the wavelength of the 
electromagnetic radiation, the radar cross section of a target and the distance 
between the radar and the observed target. This relation is called the radar 
equation. 
The backscatter radar cross section describes the backscatter behaviour from a 
point target. The cross section depends on the characteristics of the 
electromagnetic wave (e.g. frequency), the dielectric properties of the target, 
the orientation of the target and the angle of the incoming radiation, and the 
shape and structure of the target. The cross section only applies to the power of 
the electromagnetic waves. In the case of an extended target the backscatter 
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coefficient has been introduced, which is equal to the radar cross section 
divided by the illuminated area. 
Several characteristics and properties of plane harmonic electromagnetic waves 
have been summarized. It is sufficient to consider only the class of plane 
electromagnetic waves, because all waves can be assumed locally plane, when 
they are observed at a distance far away from the source. This knowledge is 
fundamental to the principle definitions in polarimetry. 
The polarization of an electromagnetic wave is described by the electric field 
component of the wave, and polarization states are completely specified by the 
ellipticity and rotation angles. A completely polarized wave has in general an 
elliptical polarization. Special polarization states are horizontal, vertical and 
circular. A practical representation of the electric field is with a complex vector 
notation with a horizontal and vertical component. 
The Stokes vector comprises four parameters, which form an alternative for the 
specification of the polarization of an electromagnetic wave. This 
representation is also clearly illustrated by the Poincaré sphere, on which each 
polarization state can be mapped uniquely. The Stokes vector is particularly 
useful for the description of a partial polarized wave, which consists of a 
completely polarized and a completely unpolarized component. The degree of 
polarization is a measure for the ratio between the powers of the completely 
polarized and completely unpolarized component. 
The scatter matrix is a generalization of the radar cross section, it describes the 
scattering properties of a target and applies to the electromagnetic field. The 
scatter matrix is defined in the two coordinate systems for the FSA and BSA 
conventions. The FSA convention will be used in Chapters 3 and 6, whereas 
the BSA convention will be used in Chapters 4 and 7. 
The Mueller matrix also describes the Polarimetrie scattering properties of a 
target and is directly coupled to the Stokes vector. This matrix will be 
employed in Chapter 3. 
The covariance matrix is equivalent with the Mueller matrix but can be 
mathematically more convenient. An important property of the covariance 
matrix is its symmetry. Three types of symmetry were addressed: 1) reflection 
symmetry, 2) azimuthal symmetry and 3) centrical symmetry. The covariance 
matrix is commonly used in the classification of a Polarimetrie radar image. 
This matrix will be employed in Chapters 4 and 7. 
Both the Mueller and the covariance matrices contain only 9 relevant elements 
in the reciprocal backscatter situation. The Mueller matrix of a natural surface 
has 8 zero elements and its covariance matrix has 4 zero elements. 
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Two decomposition theorems have been described, one applies to the Mueller 
matrix and one applies to the covariance matrix. Both theorems are not 
applicable to retrieve agricultural parameters from the backscatter of vegetated 
surfaces. 
There is also a model-based decomposition. This technique is suitable for a 
separation between the vegetation and soil contributions to the backscatter. For 
the model-based decomposition the symmetry of an extended target can be 
used, because these symmetries reduce the number of independent elements of 
the covariance matrix. 
Polarization synthesis is one of the techniques which is possible with 
polarimetry. A fundamental equation exists, which permits the calculation of 
the received power, for any possible combination of receiving and transmission 
antenna polarizations. Applications with polarization synthesis are the 
Polarimetrie response and contrast enhancement. 
54 
RETRIEVAL OF AGRICULTURAL PARAMETERS 
USING RADIATIVE TRANSFER MODELS 
3.1 Introduction 
In this chapter the inversion of backscatter models is investigated, in order to 
extract agricultural parameters of an agricultural field from radar remote 
sensing measurements. A solution to this inversion problem is suggested 
involving the inversion of a simple model, which is connected to a complex 
model. An absolute necessity for the inversion of these models is their 
validation, because a validation constitutes the basis for a further development 
of inversion schemes. 
A principal problem in the inversion of backscatter models concerns the 
relationship between the model input parameters and the predicted backscatter. 
This problem can be divided into two parts: 1) How well can a vegetation 
canopy be represented in a model, because in nature a large variety of shapes 
and structures exists. 2) How complex is a model, which describes the 
electromagnetic interaction with the vegetation. The complexity of a model 
depends on the applied theory. Therefore, it is necessary to have an adequate 
representation of the vegetation and to employ a theory which is suitable for 
inversion and which applies to the representation. 
A vegetation canopy can be represented as a continuous medium with a 
fluctuating relative dielectric function, or as a discrete medium consisting of 
scatterers with local permittivities, sizes and shapes. Each type of medium can 
contain one or more layers. A continuous medium is chosen when the density 
of the vegetation exceeds 1% of the total occupied volume, otherwise a discrete 
medium is chosen (e.g. Tsang et al., 1985). A vegetation canopy has generally 
a density which is less than 1 % so a discrete medium is mostly applied. The 
difficulty in both representations of a agricultural field lies in the relation 
between the agricultural parameters and the dielectric and spatial properties of 
the medium. These properties will generally be empirical functions of the water 
content, shape and geometry of the vegetation constituents. 
For a retrieval of soil moisture content and vegetation water content it can be 
argued that the use of a discrete representation gives advantages over a 
continuous representation. In a continuous representation the structure of the 
vegetation has to be accounted for by a fluctuating dielectric function. The 
correlation length of this dielectric function must be estimated from the data 
with an accuracy better than a fraction of a millimeter, since this correlation 
length depends also on the thickness of vegetation constituents (e.g. leaves), 
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which is generally in the order of a few millimeters. Such an accuracy seems 
unlikely. On the other hand, in a discrete representation advantage is taken of a 
small thickness as compared to the employed wavelength in the approximation 
for the scatter matrices of vegetation constituents (e.g. the Rayleigh-Gans 
approximation). 
Backscatter models have been developed to interpret the radar measurements 
of vegetated surfaces, such as agricultural crops or forests, above a rough soil 
surface. In general the scattering from an agricultural field comprises a soil 
scattering term, a vegetation scattering term and an interaction term between 
the vegetation and the soil. Most models use a heuristic approach based on an 
intuitive understanding of the relative importance of these scattering 
components. Scattering from the soil surface depends on its roughness and its 
dielectric properties. The vegetation-soil component is generally obtained from 
a model for the vegetation component. Two major modelling methods for 
vegetation scattering can be distinguished: the wave approach and the radiative 
transfer theory. 
The wave approach 
This technique is based on the Maxwell equations. The dyadic Green's 
function of the vector wave equation is used to calculate the backscatter from a 
medium. Several techniques exist to solve the wave equation with the two 
types of vegetation representations. In each technique an effective permittivity 
of the medium is calculated. Effects like multiple scattering, diffraction and 
interference can only be accounted for to some extent, because of the 
complicated expressions which are encountered in wave theory. In Tsang et al. 
(1985) a good overview can be found. Ishimaru (1978a) describes a model for 
a continuous vegetation medium. A discrete medium has been studied by Lang 
and Sidhu (1983). 
Radiative transfer theory 
The radiative transfer theory originates from astrophysics. With this theory it 
has been attempted to explain the existence of absorption and emission lines, 
which occur in the spectra of stellar systems. In the radiative transfer theory as 
used for radar remote sensing, the interaction of the electromagnetic radiation 
with the vegetation is described by extinction, which stands for the loss in 
intensity of the radiation while it is propagating through the vegetation 
medium. The extinction by the medium accounts for scattering and absorption 
in the medium and can be approximated by assuming that the medium consists 
of discrete randomly oriented objects or by applying a fluctuating dielectric 
function to a continuous medium. 
In the continuous approach the Born or distorted Born approximation is used in 
the derivation of the effective permittivity. After that the extinction properties 
56 
of the medium can be calculated. In this way continuous media have been 
examined by Ishimaru (1978b), Tsang et al. (1985), and Kong (1990). 
In the discrete model the wave approach is applied for calculating the reflected 
field by the different objects in the far zone region. This approach does not 
account for diffraction effects, therefore, only less dense media can be 
considered. In this way discrete media have been investigated by Ulaby and 
Elachi (1990), Kong (1990), and Eom and Fung (1984). 
Radiative transfer theory is based on a simple differential equation. In the 
situation of totally unpolarized waves scalar radiative transfer equations are 
being employed. For polarized waves the vector radiative transfer equations are 
available. The polarization of the electromagnetic wave is described by the four 
Stokes parameters /, Q, U and V, which constitute the Stokes vector. 
A related approach is the so-called modified radiative transfer theory. With this 
approach coherency effects can be accounted for. This can be important for a 
coherency effect like backscatter enhancement, a phenomenon in which a 
strong increase in intensity can be observed in the backscatter direction. This 
increase is caused by the constructive interference of two waves propagating in 
the opposite directions in the medium. 
It can be shown that both the radiative transfer theory and the modified 
radiative transfer theory are related to the wave approach, since the equations 
which govern the backscatter predictions can, with certain approximations, be 
derived directly from the Maxwell equations (See Chapter 5 in Tsang et al., 
1985). 
In this chapter the conventional vector radiative transfer theory will be applied 
to a discrete medium. The wave approach is not adequate for inversion because 
of the involved complicated expressions. Concerning interference effects, these 
are mainly occurring when the density of the medium is larger than 1 % and this 
is generally not the case in vegetation canopies. 
In section 3.2 a discrete representation of a vegetation layer is described. The 
vector radiative transfer equations are then applied to this layer and the 
different terms of the equations are discussed. A radiative transfer model 
should also incorporate the soil contribution to the backscatter and this is 
viewed in section 3.3. In section 3.4 a review of two radiative transfer models 
is given and a simple fully Polarimetrie model is derived from the radiative 
transfer equations. In section 3.5 the relationship between radiative transfer 
models is studied for the possible use in an inversion scheme. Conclusions on 
the inversion of radiative transfer models are give in section 3.6. 
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3.2 The vector radiative transfer equations for a single 
vegetation layer 
3.2.1 The representation of the vegetation-soil system 
A discrete representation of the vegetation canopy is limited to the use of 
simple particles. Only these can substitute the vegetation constituents, because 
of the difficulties in the calculation of the scatter matrix of complex shaped 
objects. Exact solutions exist only for spheres and long finite length cylinders. 
For objects like ellipsoids or flat plates only approximations exist. 
A discrete vegetation layer can be modelled as consisting of a finite collection 
of disks (ellipsoids) and cylinders, which represent leaves, stalks, branches and 
stems. In the case of such simple geometrical objects, the analytic solution for 
the scatter matrix depends on the size of the objects and the wavelength of the 
microwaves. In the high frequency region, where the size of the objects is large 
compared to the wavelength, the physical optics approach can be applied. 
When the wavelength is large compared to the dimensions of the object, the 
Rayleigh approach is available. Figure 3.1 illustrates a discrete vegetation 
layer. 
?ë~XG 
Figure 3.1. The representation of a vegetation canopy as a discrete layer, 
consisting of disks and cylinders that represent the leaves and stems of a 
vegetation canopy. 
In Figure 3.1a single layer is depicted, but this can easily be extended to two or 
more layers. Then for each layer a separate radiative transfer equation can be 
formulated, where the boundaries between the layers need to be taken into 
account. The top boundary is usually assumed to be diffuse, there will be no 
specular reflection. The soil boundary on the other hand is often assumed to be 
a specular surface. The soil boundary is discussed in section 3.3. In the next 
section the radiative transfer equation is described for a single layer. 
3.2.2 The vector radiative transfer equation 
The radiative transfer equation is formulated in terms of three quantities: the 
extinction matrix, the phase matrix and an emission term. The latter will be 
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ignored since its contribution is generally very small in active remote sensing 
situations. The vector radiative transfer equation is given by: 
* < ^
 = -JL.miPtZ)+m9tZ) (3.D 
dz cos 8 
where 
1(0, (p, z) = modified Stokes vector, according to the definition in Chapter 
2, and is also referred to as the (specific) intensity, 
6 = incidence angle, 
q> = azimuth angle, 
K = extinction matrix, 
F(9,(p,z) = source function which includes the phase matrix and accounts 
for directing the energy, incident upon an elemental volume 
from all directions, into the direction 9, (p. 
Equation (3.1) can be read as follows. The intensity I in an elemental volume 
element will decrease in the direction of z over a distance dz by extinction 
(first term) and increase (source function = second term) by contributions in the 
direction of z, from a portion of I, incident on the volume element and not 
originating from the direction of z- These two terms are determined by the 
extinction matrix and the phase matrix of the volume element respectively. 
It is mathematically convenient to split the intensity I in upward (+) and 
downward (-) intensities respectively: 
a m * . * ) . K+ . I + ( f l f Ç ,> z ) + F + ( f l i Ç U ) 
dz cos 9 
3l"(0,ç>,z) K 
(3.2) 
r(9,(p,z) + F-(9,(p,z) 
dz cos 9 
where 
F±(9,(P,z)=ƒƒ P(9,(p,& ,qt yfiff ,qt ,z)da (3.3) 
n 
with 
dß ' =dd'd<p', 
P = phase matrix, 
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and K+ and K are the upward and downward extinction matrices in the (0, q>) 
and (TT-Ö, q>) directions respectively. 
It will be necessary to set up two boundary conditions in order to solve these 
differential equations. In the situation of a single layer with a diffuse boundary 
at the top and a specular soil surface, the incoming radiation and the reflection 
properties of the soil will determine these conditions. 
It is possible to calculate the extinction and phase matrices for a volume 
element in the layer. This can be performed by calculating the scatter and 
Mueller matrices for each individual particle (disc, cylinder) in an element, 
accounting for its orientation and size, and consequently by averaging the 
individual contributions. The extinction and phase matrices will be discussed in 
the next two sections. 
3.2.3 The extinction matrix 
The extinction of a wave, while it is propagating through a medium, is 
characterized by the loss of energy, due to absorption and scattering of the 
wave by the medium. In the case of a single scatterer this loss of energy is 
related to the total cross section of the scatterer. A relationship between the 
cross section and the energy loss is given by the optical theorem, which relates 
the energy loss to the imaginary part of the forward scattered field (Ishimaru, 
1978b, p. 294). In the case of a sparse conglomeration of non-spherical 
particles, the energy loss can be described by the extinction matrix, which is a 
generalization of the optical theorem. The extinction matrix can be estimated 
by using Foldy's approximation (see Tsang et al., 1985, p. 138-140, p. 458-
461). Foldy's approximation is governed by the following two differential 
equations: 
f)F 
dz
 (3.4) 
r)F 
where 
Mpq =l—^-(Spq(6,(p;a,ß)),p,q = v or h, 
n0 = number of particles, 
k = wave number incident wave, 
Spy = scattering amplitude, which has been defined in Chapter 2, 
a, ß = particle orientation angles. 
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The brackets denote averaging over particle sizes and orientations. 
The extinction matrix can be associated with the propagation of coherent 
waves. This seems confusing since radiative transfer theory is based on the 
integration of powers. But because of the coherent approach in the 
determination of the matrix, it contains a phase difference between the 
horizontally and vertically polarized components, which is commonly referred 
to as Polarization Phase Difference (PPD). A general form for the extinction 
matrix of a layer with non-spherical particles, has been derived by Ishimaru and 
Cheung (1980). In the FSA convention it is given by: 
K = 
-2Re(Mvv) 0 
0 -2Re(M t t) 
-2Re(M„v) -2Re(MvA) 
2Im(MAv) -2Im(Mv/l) 
-Re(MvA) -Im(MVÄ) 
-Re(M,v) Im(MAv) 
-(Re(Mvv) + Re(M/!A)) (Im(Mvv)-Im(MM)) 
-(Im(Mvv)-Jm(Mhh)) -(Re(Mvv ) + Re(Mhh)) 
(3.5) 
In the case of identical spherical particles the extinction matrix gets the form: 
K = 
*e 
0 
0 
0 0 
Ke 0 
0 K. 
0 
0 
0 
0 0 0 K< 
(3.6) 
where 
Ke = extinction coefficient of a sphere. 
It is important that the imaginary part and the real part of the scattering 
amplitudes are calculated with sufficient accuracy, because otherwise the 
application of the optical theorem is not meaningful. For instance the 
commonly employed Rayleigh approximation for the scatter matrix of small 
dielectric spheres is not accurate enough (Tsang et al., 1985). 
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3.2.4 The phase matrix 
The phase matrix gives the contributions of the intensity from the direction (p' 
to the intensity into the direction (p. This matrix is dimensionless and is equal to 
unity when it is integrated over all directions. If radiative transfer theory is 
applied to a sparse medium consisting of discrete particles with random 
distributions, then the waves scattered from these particles are random in 
phase. This allows for an incoherent addition of the waves and consequently 
for an incoherent addition of the Stokes parameters of the particles. 
Consequently the phase matrix can be obtained by the addition of the Mueller 
matrices of all the vegetation constituents, averaged over their sizes and 
orientations. This results in the following expression for the phase matrix: 
P{ds,(Ps,ei,(pi)^n0JIJfp(r,a,ß)Lp{9s,(ps,di,(Pi,a,ß)drdadß 
(3.7) 
where 
fp (r, a, ß) = size- and orientation probability distribution function of a 
particle, 
L,p = modified Mueller matrix of a particle, as defined in Chapter 2, 
6i,, q>i = incidence and azimuth angles of the incident radiation on 
the volume element, 
ds,<ps = incidence and azimuth angles of the scattered radiation 
from the volume element. 
Note that the word phase here has nothing to do with the phase of an 
electromagnetic wave. The use originates from astrophysics (e.g. lunar phase). 
3.3 The role of the soil in the radiative transfer equations 
Because the soil is one boundary of the vegetation layer, it is necessary to 
describe the electromagnetic interaction with the soil. This interaction 
comprises a backscatter term directly from the soil and an interaction between 
the soil and the vegetation layer. The backscatter term is to be added to the total 
backscatter from the agricultural field, the interaction term follows from the 
boundary condition for the radiative transfer equations. 
The soil scattering will depend on the soil roughness and the soil dielectric 
properties. The roughness is characterized by the standard deviation of surface 
heights (s), the tangent of the surface slope (m) and the surface correlation 
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length (/). To describe the interaction with a rough soil surface, the Maxwell 
equations are to be solved. The dielectric properties of the surface are 
determined by its composition (texture) and moisture content. Several 
empirical relationships exist between the soil permittivity, soil moisture content 
and texture (e.g. Dobson et al., 1985, de Loor, 1990). 
Several soil backscatter models are available, which are all based on a specific 
solution of the Maxwell equations. A standard technique is the Kirchoff 
approach, which comprises the Physical Optics (PO) approximation and the 
Geometrical Optics (GO) approximation. Other existing techniques are the 
Small Perturbation Method (SPM) or more recently the Integral Equation 
Method (IEM). Ulaby and Elachi (1990) describe the GO, PO and SPM 
models. The IEM model is described by Fung et al. (1992). These models all 
have validity ranges depending on the wavelength of the incident radiation and 
the roughness parameters. Table 3.1 gives the validity conditions for the 
models. 
Table 3.1. Validity conditions for soil backscatter models. 
MDIL'I Validity ConJitions 
Physical Optics 
Geometrical Optics 
Small Perturbation Method 
Integral Equation Method 
where 
m = surface slope, 
/ = surface correlation length (m), 
s = rms surface height (m), 
k = wave number (rad m"1), 
A = wavelength (m). 
The relation between the backscattered Stokes vector from a rough soil surface 
and the incident Stokes vector can be described by a Mueller matrix. The cross-
products of the scattering matrix elements can be calculated with the soil 
backscatter models in order to arrive at the Mueller matrix elements, according 
to the definitions given in Chapter 2. This matrix will be denoted as G&. 
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m 
kl 
I2 
< 0.25 
> 6 
> 2.16sX 
(2kscos 9)2 > 
kl 
I2 
ks 
m 
m 
> 6 
> 2.76sÀ 
< 0.3 
< 0.3 
< 0.4 
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The PO, SPM and IEM models are mostly used for the description of the 
backscatter from bare soils. The GO model is only valid at very high 
frequencies or when the wavelength is very small compared to the surface 
variations, as can be the case with backscatter from the ocean (e.g. Rijckenberg 
et al., 1992). 
When the surface is not very rough it is a common practice to assume the soil 
as a plane dielectric interface, where only specular reflection occurs and 
roughness effects can be ignored. The soil reflectivity matrix (Gr) describes the 
specular reflections by means of the Fresnel reflection coefficients, which are 
functions of the soil dielectric constant. The reflectivity matrix has the general 
form: 
GM= 
R vsoil | 
0 
0 
0 
\R hsoil I 
o 
0 
0 
0 
0 Ke\Rvsoil Rhsoil J - \m\Rvsoil RhsoU J 
0 Im[/?VJOi7 Rhsoil j ReyR vsoil Rhsoil J 
(3.8) 
where Rvsoii and RhSOn are the vertically and horizontally polarized Fresnel 
coefficients respectively. 
The matrices introduced in this section, will be used in an iterative first order 
solution to Eqs. (3.2), which is described in the next section. 
3.4 Solutions of the vector radiative transfer equations 
There are now two ways to solve Eqs. (3.2): an iterative and an exact solution. 
Models that are based on an iterative solution will be outlined in this section. 
An aim of the study is to investigate the possibility of inversion of radiative 
transfer models so the iterative solution will be examined in this context. 
The first order iterative solution is described in section 3.4.1. Several existing 
radiative transfer models are based on this solution. One of the first of such 
models was the semi-empirical Cloud model, where a very simple 
representation of a single vegetation layer is used. This model is described in 
section 3.4.2. More recently MIMICS became available, which is a 
complicated model and applies to a two layer forest canopy. MIMICS is 
described in section 3.4.3. The first order solution which is given in section 
3.4.1 can be simplified, which results in a new model. This model can be 
applied in an inversion scheme together with complex models like MIMICS 
and this is described in section 3.4.4. Cloud and MIMICS are both based on the 
same type of solution, which is described in section 3.5. 
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3.4.1 The first order solution for a single vegetation layer 
The solutions of the differential Eqs. (3.2) can be written formally as: 
-K*(z+d) z -K+(Z-Z') 
V(9,q>,z) = e cos9 I+(9,(p,-d)+ j e cos0 F+(z')dz' 
-d 
(3.10) 
K~Z 0 K~(Z-Z') 
l~(d,(p,z) = e^r(0,<p,O) + Je cosfl F"(z')dz' 
z 
where d is the height of the vegetation layer. At the boundaries there are the 
following conditions: 
r(6>,<p,0) =I0 
(3.11) 
l\e,<p,-d) = GrY{d, <p,-d) 
where Gr is the soil reflectivity matrix, which has been defined in section 3.3. 
The zeroth order solution is obtained by setting F+ - F~ = 0 in Eq. (3.3): 
-K+(z+d) -K~d 
I(0)+(z) = e cose G r I0 e cose 
(3.12) 
r(or (z) - I 0 e c o s e 
The first order solution can now be obtained by substituting the zeroth order 
solution into the integral function in Eq. (3.3) where F^ ' can be written as: 
F(°)+ = _ L _ f f P(et<p,n-8', <p' )I(0)"(7t- e\q>\z) 
cos 0 JJ 
+ P(0,q»,0' ,ÇJ')I(°)+ (0' ,(p' ,z)dfl' 
(3.13) 
F (O)"=^-ffP(7I-0,Ç),7t-0',ÇJ')I (Or(7t-0',(p',z) 
C O S 0 J ^ 
+ P(7t - 0, (p, 0', <p' )I(0)+ (0', ç»', z)dfl' 
One can include an additional term, representing the direct backscatter from the 
soil, attenuated by the vegetation: 
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One can include an additional term, representing the direct backscatter from the 
soil, attenuated by the vegetation: 
-K+d -K~d 
1 — f» COSÖ d T p cosÖ soil - e «i . x 0 e (3.14) 
where Gb is the soil backscatter matrix which has been described in section 3.3. 
After substitution of Eqs. (3.11), (3.12) and (3.13) in Eq. (3.10) and including 
the direct soil contribution (Eq. 3.14), one obtains the complete first order 
solution for the Mueller matrix of a single vegetation layer (e.g. Ulaby and 
Elachi, 1990, p. 169): 
1 
Kd Kd 
1 
Kd 
%o, = ^ e - * G r E K A, E- 'G.e «*»» + — E K A2 E ? G r e - * + 
C O S 0 COS0 
1 
Kd Kd Kd 
COSÖ 
flG,E, A ^ E I ^ E ^ A . E l ' + e coseG,e cose 
COSÖ 
where 
(3.15) 
-gr+xk)d 
1 p cos 6 
A, (r, k) = cos 
A
 r + A i 
fl[E"lpE«L (3.16) 
A2(r,*) = 
A-X 
d e — [ E - 1 P E K ] r t | r = t 
c o s o ^ ' P E ^ 
-Xkd -Xrd 
a COS 6 p COS 9 
• r±k 
(3.17) 
A3(r,*) = 
-Xrd 
de ' [E»IpE«L r = Jk 
-Xkd -X,d 
COS0 p COSÖ 
A
 r — Âh 
cos0[E^PEK] r t • * * 
(3.18) 
-(A r+A^)ty 
1 p COSÖ I p LUSU _ -. 
AAr,k) = cos0 E^PE,, 
4
 X r + X . L K J* 
(3.19) 
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EK consists of the eigenvectors of the extinction matrix, 
6 = incidence angle of the incoming wave, 
Xj = / n eigenvalue of extinction matrix. 
In Eqs. (3.15) - (3.19) the directional dependencies have been omitted for 
convenience. It can further be assumed that the phase and extinction matrices 
are independent of travel direction (up = down) and that they are symmetric in 
(p. With these assumptions the first order solution simplifies significantly, for 
instance it then follows that: 
A[ = A 4 
(3.20) 
A2(r ,3) = A2(r ,2) ,withr = l o r r = 4 
A
 2 (3, k) = A J (2, k), with k = 1 or k = 4 
Figure 3.2 illustrates the corresponding interaction terms for the single 
vegetation layer. The first term represents the attenuation by the vegetation 
layer, then a reflection by the soil into the vegetation layer, then backscattering 
again to the soil and finally reflection by the soil backwards into the 
observation direction and an attenuation by the vegetation layer (1). The second 
and third terms are two terms accounting for the interaction between the 
vegetation layer and the soil specular surface (2+3). The fourth term is the 
direct propagation of the wave, attenuated by the vegetation, reflected by the 
soil and again attenuated by the vegetation layer (4). The fifth term represents 
volume scattering by the vegetation (5). 
3 4 5 
Figure 3.2. The first order interaction terms for a single layer vegetation 
canopy. 
The relative importance of the different interaction terms is not exactly known. 
In general this will depend on the frequency of the incident wave and of course 
on the vegetation itself. There are methods to distinguish between the 
interaction terms. These techniques will be a topic of Chapters 4 and 7. 
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Equation (3.15) can serve as a basis for a model, with input parameters which 
pertain to the vegetation. Parameters like vegetation water content and 
constituent dimensions are contained in the phase and extinction matrices in 
this equation. In the next two sections two models will be described which are 
based on the equation, the first is relatively simple and the second is 
complicated. These models are both operational and several applications have 
been reported. 
3.4.2 The Cloud model for a single vegetation layer 
The Cloud model (Attema and Ulaby, 1978) is a model that is based on 
radiative transfer theory. The model is semi-empirical, not Polarimetrie and 
accounts only for single scattering. The vegetation is represented as a collection 
of small identical water droplets, which are held in place by the vegetative 
matter. According to radiative transfer theory it is assumed that the contribution 
of each droplet adds incoherently to the total backscatter. The direct 
backscattering from the underlying soil, which is attenuated by the vegetation 
layer, is included in the model as a separate term. The model is driven by two 
parameters C and D. Equation (3.21) is the original formulation by Attema and 
Ulaby (1978): 
y = C 1-e 
DWd\ „ DWd ßmv 
cose
 + G e cose (321) 
where 
7 = SCS of agricultural field (m2 nï2), 
C = SCS of a very thick vegetation canopy (m2 m"2), 
D = attenuation coefficient (m2 kg"1), 
G = SCS of bare soil (m2 m~2), 
W = fresh weight - dry weight (the vegetation canopy biomass in kg m"3), 
ms = volumetric soil moisture content (vol%). 
B = moisture coefficient of soil per volumetric moisture content. 
W is also referred to as vegetation water content. 
The expression for the backscatter can be derived directly from radiative 
transfer theory, if contributions from some interaction terms can assumed to be 
negligible. This will be shown in section 3.4.4. 
Because of the "Cloud" assumption the parameters C and D must be constant 
for a given frequency. Based on experimental observations they are considered 
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to be independent of incidence angle and polarization. The parameters can be 
determined by means of a regression analysis (Attema and Ulaby, 1978). 
Knowing C and D the backscatter can then be predicted as a function of 
incidence angle, vegetation height and vegetation water content. 
The second term in Eq. (3.21) represents the contribution of the soil and 
originates from the fact that experiments indicate a linear dependence on soil 
moisture content when the SCS is expressed in dB (Attema and Ulaby, 1978, 
Kooien et al., 1979). Parameters G and B are also constant at a given 
frequency, polarization, incidence angle and soil roughness. If soil roughness 
remains the same during measurements then the latter two can also be 
estimated with a regression analysis in the beginning of the growing season 
with measurements over bare soil. 
Although the Cloud model is very simple and easy to invert, there are some 
disadvantages. One disadvantage is related to the fact that the backscatter 
saturates very quickly with vegetation water content (W-d ~ 1.5 - 2 kg m"2). A 
high temporal resolution is therefore required at the first growing stages, in 
order to get statistically reliable results for the C and D parameters. If the 
complete growing cycle is used then the D parameter will be difficult to 
determine because of this saturation (Bouman, 1988). An important limitation 
of the model is that structure in the vegetation is not accounted for, since the C 
and D parameters are assumed to be constant. 
The Cloud model has been used by a large number of investigators. It is 
particularly useful because of its simplicity and it can easily be integrated in a 
framework of different types of modelling, e.g. the so-called synergy of radar 
and optical remote sensing. The model has also been extended to two layers 
(Hoekman et al., 1982). An additional layer is then introduced, for which a 
second "Cloud equation" is to be applied. Results are reasonably in consistence 
with the data of the ROVE team. 
Generally, in these applications of the Cloud model no attention is given to the 
accuracy of the estimated C and D parameters. The goodness of fit is 
determined from the correlation between the predicted and the measured 
backscatter and the associated standard errors. However, the accuracy of the 
model parameters becomes important when assessing agricultural parameters. 
For instance for the "two-layer" Cloud model the number has become four (C\, 
Du C2 and D2) instead of two, which decreases the statistical significance of 
the model (Hoekman et al., 1982). Hence, the question is how well is the 
backscatter predicted with the Cloud model, by using estimates for the model 
parameters obtained from another data set. In the thesis the accuracies of the 
model parameters will be investigated in relation to the applicability of the 
Cloud model (Chapter 6). 
69 
3.4.3 The two-layer forest canopy model MIMICS 
A recent development in radiative transfer theory is MIMICS (Michigan 
Microwave Canopy Scattering model, Ulaby et al., 1990a). MIMICS is a first 
order solution of the radiative transfer equations, and is applicable to & forest 
canopy consisting of two layers above a soil surface. The upper layer contains 
branches and leaves or needles. The lower layer contains only trunks. The 
model is fully Polarimetrie and accounts for first order scattering and structure 
in the vegetation. An earlier developed dielectric model for soil and vegetation 
has been integrated (Ulaby and El-Rayes, 1987). Although MIMICS is 
designed for forests, it has been applied also to model the backscatter of winter 
wheat (Prévôt and Schmugge, 1992, Touré et al., 1994). 
In MIMICS several assumptions are involved. It is not clear whether all of 
these assumptions are important. The soil is taken to be a flat dielectric surface 
in the vegetation-soil interaction terms, which was already discussed in section 
3.3. An important assumption is the validity of the optical theorem in the 
determination of the extinction coefficients with regard to deciduous leaves, 
since scattering from leaves can be calculated according to the Rayleigh 
approach. 
The dielectric model has an advantage over existing models, because the 
distribution between free and bound water in vegetation canopies has a 
physical base. It is based on the behaviour of a sucrose-water mixture, where 
the binding arrangements are well known. Comparisons with measured data are 
in fair agreement. It is not clear, however, whether this only applies to a 
vegetation like corn, because this vegetation type was used for the validation of 
the model (Ulaby and El-Rayes, 1987). So a possible shortcoming is that the 
model was developed by using data for only one material. 
MIMICS has been applied successfully to model the microwave backscatter 
data of a walnut orchard, that were obtained during August 1987 EOS 
Simultaneously Experiment (McDonald et al., 1990). The used systems were 
truck-based scatterometers. Backscatter at L-band was reasonably well 
predicted with MIMICS. Diurnal changes in plant and water status resulted in 
changes in backscatter, and MIMICS has shown to be capable to predict these 
trends. An extension of this work by McDonald et al. (1991) incorporated X-
band measurements and simulations. It was found that L-band backscatter 
depends on the vegetation constituents and the soil, whereas X-band only 
depends on the top of the canopy. Comparisons of simulations with 
measurements were in agreement at L-band, but at X-band less agreement was 
found. In particular, HV-polarized backscatter predictions differed 
considerably with the measurements. This is probably due to higher order 
scattering at X-band, which are not accounted for in MIMICS. Another effect, 
discontinuities in the canopy, is not accounted for in MIMICS also, but partial 
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compensation can be accomplished by using effective input parameters 
(adapted Leaf Area Index). 
Results of the application of MIMICS to winter wheat in France are reported 
by Prévôt and Schmugge (1992). The validation of the model was facilitated by 
the high transparency of the layer, because of the observed high correlation of 
backscatter (C- and X-band) with soil moisture content. In this case it was 
therefore not necessary to include the complex vegetation scattering 
component. 
MIMICS can be used in this study on information extraction from Polarimetrie 
radar images. The model allows for a study of various parameters such as 
structure and biomass, but the simple representation of the vegetation canopy 
should be verified before the model can be used in an inversion scheme. 
MIMICS has been investigated with respect to trees and winter wheat alone, 
therefore, it is necessary to extend its applicability to other vegetation types. 
From the two models which have been described in the preceding sections, 
only the Cloud model appears to be suitable for inversion. There are 
possibilities to circumvent the limitations of the Cloud model. This will be 
described in the next section. 
3.4.4 The extended Cloud model for a single vegetation layer 
In this section the first order solution of the radiative transfer equations for a 
single vegetation layer will be further discussed. The schematic representation 
of Eq. (3.15) is too complicated for an inversion scheme. However, 
simplifications are possible which allow for a calculation of the Mueller matrix 
elements. The resulting expressions account for all interaction terms and 
constitute a new model, which is called here the extended Cloud model. This 
new model will give more insight in the models that are based on the first order 
solution and in the possible use of these models in an inversion scheme. 
The complete solution for each of the elements of the vegetation 
transformation matrix defined by Eq. (3.15) will become rather unclear if all 
the matrix multiplications are to be executed. It is possible, however, to solve 
for these elements with the aid of three assumptions. It is assumed that: the 
phase and extinction matrices are independent of travel direction (up = down) 
and that thery are symmetrical in q>, as suggested in section 3.4.1, and that the 
vegetation constituents do not depolarize. The latter implies that in Eq. (3.5) 
the Mvh and Mhv elements are zero. These three assumptions make that the 
extended Cloud model differs from MIMICS. The eigenvector matrix ^ now 
simplifies to: 
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EK = 
1 0 0 0 
0 0 0 1 
0 1 1 0 
0 - i i 0 
(3.22) 
If one considers T =EK • A • EK , where the elements of A are denoted as 
a(r, k), then it follows that: 
a(U) «(1,4) 
a(4,l) a(4,4) 
fl(2,l) + a(3,l) a(2,4) + a(3,4) 
i(a(3,l) - a(2,l)) i(a(3,4) - a(2,4)) 
XZr v " f\ * i-'v- — 
a(l,2) + a(l,3) 
2 
a(4,2) + a(4,3) 
.a( l ,2)-q(l ,3) 
a(4,2)-fl(4,3) 
2 2 
•• a(2,2) + a(2,3) + a(3,2) + o(3,3) . a(2,2)-a(2,3) + a(3,2)-a(3,3) 
2 l 2 
. a(2,2) + a(2,3) - a(3,2) - a(3,3) a(2,2) - a(2,3) - «(3,2) + a(3,3) 
- l -
(3.23) 
Upon substituting Eqs. (3.16) - (3.19) in Eq. (3.23) and using this result in Eq. 
(3.15) together with yvv =47tT toI(l,l), it follows that: 
( 
7 v v = 4 î t 1-e 
•2H,d \ f 
P(1,D COSÖ 
2A, 
-21|d ^ 
l + G*(l,l)ecose 
-2l,d 
V 
+ 
-2ktd 
87t-^-P(l,l)Gr(l,l)e cosö +4ï iG 6 ( l , l ) e cos8 
COS0 
(3.24) 
where yvv is the VV-polarized SCS. 
Equation (3.24) can also be written as: 
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f -DWd V 
1-e cose 
-DWd \ 
1 . /~«2
 n cosÖ 
\ + Gx e 
-DW 
-owa 
„ DWa
 c o s g cosö 
+ 2 C G, e + &2 e 
cosö / 
with 
(3.25) 
DW 
= 271 P(U) 
= 2A,, 
= G r ( l , l ) , 
= 47cG è ( l , l ) . 
Similar expressions can be derived for the remaining matrix elements. The 
resulting expressions are very similar to the Cloud model equation. These 
expressions for the matrices, each representing an interaction term, are listed in 
the appendix. Of special interest are the dependencies of the layer of the second 
and third terms on the height. For small layers this dependence is 
approximately linear and for thick layers the exponential term becomes 
dominant. Eqs. (3.21) and (3.25) suggest that now it becomes possible to 
construct a fully Polarimetrie Cloud-like model. This model is called "extended 
Cloud model", since additional vegetation-soil interaction terms are included 
and because the model is fully Polarimetrie. 
There are several advantages of the extended Cloud model over MIMICS. For 
instance the model parameters can be determined by means of a regression 
analysis of measured data, as with the original Cloud model. The influence of 
structure on the parameters can be studied with MIMICS. Most important, 
however, is the simplicity of the model as compared to MIMICS and because 
the direct relationship between the two allows for the integration of MIMICS in 
an inversion scheme. A disadvantage of the model is that there are more 
parameters than in the Cloud model, which makes the inversion more 
complicated than an inversion of the Cloud model. 
3.5 Comparison of the Cloud and extended Cloud models using 
MIMICS 
In this section MIMICS is investigated for a combined use with the Cloud and 
extended Cloud models. In section 3.4 expressions were given for the Cloud 
model and the extended Cloud model, where the latter has been derived from 
the first order solution of the radiative transfer equations. The model drive 
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parameters are calculated for a canopy which consists of a single vegetation 
layer, with a vegetation water content W = 1 kg m"3, with randomly oriented 
leaves of 36 cm diameter, and with heights (d) of 0.1 m and 2.1 m. The 
diameter is not realistic but has been chosen in order to have a large vegetation-
soil interaction. A large wavelength was chosen because of the larger 
penetration depth of the radiation into the vegetation. The drive parameters of 
the two models can directly be linked to each other, as follows from the model 
Eqs. (3.21) and (3.25): if all vegetation-soil components are ignored then 
G2=G- Bm, 
Figures 3.3 then illustrate the simulations using MIMICS for the Cloud and 
extended Cloud model, where MIMICS was used in a single layer 
configuration. 
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Figure 3.3. Comparisons of SCS predictions with the Cloud and extended 
Cloud models as function of the incidence angle, by using MIMICS simulations 
at L-band and W polarization, for W-d ~ 0.1 kg-m" (Fig. 3.3a) and W-d ~ 2.1 
kg m"2 (Fig. 3.3b). 
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For the thin layer the Cloud model underestimates the first order solution by 
about 1 dB (Figure 3.3a) and for the thick layer the models give practically 
identical results (Figure 3.3b). It so appears that the vegetation-soil 
contributions in the extended Cloud model are only important for layers with 
low heights. This is an important result because it shows that the Cloud model 
can be nearly equivalent to the first order solution. Similar conclusions on the 
importance of the vegetation-soil interaction are given by Ulaby et al. (1986, p. 
1856). It can also be concluded that if the vegetation-soil contributions in the 
remaining matrix elements of the extended Cloud model are not important, 
then a fully Polarimetrie Cloud model can be constructed with less drive 
parameters. 
With the above results it seems possible to use the Cloud model in an inversion 
scheme together with MIMICS. For a specific vegetation a Cloud equation can 
be set up with MIMICS and this equation can then easily be inverted, so 
allowing for the estimation of agricultural parameters like soil moisture content 
and vegetation water content. 
3.6 Summary 
The radiative transfer theory has been examined for the modelling of the SCS 
of an agricultural field. This theory is based on energy conservation principles. 
A model has been derived from the first order solution, which is very similar to 
the Cloud model. This model is called "extended Cloud" because it is fully 
Polarimetrie and includes more interaction terms than the Cloud model. 
Because of their simple forms the Cloud and extended Cloud models are very 
suitable for inversion. 
The Cloud and extended Cloud models have been compared by calculating the 
model drive parameters with MIMICS. The relative importance of the 
interaction terms shows that the Cloud model is sufficiently accurate for the 
cases studied. It is concluded that the Cloud and extended Cloud models are 
suitable for use in an inversion scheme with MIMICS. Three questions must 
then be answered: 
- are the models reliable enough for predicting the SCS and the C and D 
parameters; 
- is the influence of the agricultural parameters like vegetation water content 
and structure on the drive parameters in the semi-empirical models 
sufficiently described by the procedures given; 
- what is the importance of the vegetation-soil interaction component in the 
backscatter. 
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The validation of MIMICS will give insight in the relative importance of 
interaction terms. If interaction terms between vegetation and soil can be 
ignored then the Cloud model will be sufficient for use in an inversion 
procedure. If the agricultural parameters like vegetation water content and 
vegetation structure are known then it becomes possible to calibrate the Cloud 
model with MIMICS. This can be accomplished by fitting MIMICS to 
measurements corresponding with various vegetation water contents and 
orientation distributions. In Chapter 6 the Cloud model and MIMICS will be 
applied to backscatter measurements at various frequencies, polarizations and 
incidence angles. With the results from this application the feasibility of an 
inversion procedure can be addressed. 
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A SEMI-EMPIRICAL DECOMPOSITION 
ALGORITHM FOR THE DETERMINATION OF 
AGRICULTURAL PARAMETERS 
4.1 Introduction 
A relatively new technique in radar remote sensing is polarimetry, in particular 
with SAR. Because there is more information in Polarimetrie measurements 
than in measurements at a single polarization, it is expected that polarimetry 
will offer new possibilities in the retrieval of vegetation and soil parameters. 
Polarimetry has been described in Chapter 2. An application with this 
technique can be given by the retrieval of soil moisture content from bare soil 
backscatter measurements. 
In the case of bare soil backscatter measurements at two polarizations the ratio 
of the two corresponding scattering coefficients can be used to retrieve soil 
moisture content, because at the lower frequency bands this ratio is found to be 
independent of soil roughness (Shi et al., 1991). Such an independence is also 
predicted by the SPM model (Ulaby et al., 1982). Experimental results are in 
agreement with predicted ratios at L-band, but not at C-band (Shi et al., 1991). 
In another study by Shi et al. (1992) the results at L-band were used in the 
development of an inversion algorithm for soil moisture content. Similar work 
has been reported by Oh et al. (1992) who derived empirical models for the 
description of scattering coefficient ratios at L-, C- and X-band. 
For measurements of vegetated surfaces these techniques are generally not 
applicable, because the backscattered microwaves from a vegetated surface 
contain the contributions of three different interaction components. These 
components are: vegetation scattering, soil scattering, and vegetation-soil 
interaction. A decomposition of the radar backscatter into these components 
would significantly simplify the interpretation of the backscatter. 
In order to get additional insight in the interaction components another point of 
view is now introduced. This point of view concerns the type of interaction 
mechanism that can be observed when microwaves are incident on a vegetated 
surface. Three mechanisms can be distinguished: multiple scattering, an odd 
number and an even number of reflections. Multiple scattering is a combination 
of an odd and an even number of reflections, and for a vegetated surface it is 
generally assumed that this mechanism produces the HV-polarized backscatter 
(e.g. Ulaby and Elachi, 1990). The HV-polarized backscatter produced by only 
an odd or even number of reflections is assumed to be very small (e.g. van Zijl, 
1989). Furthermore, in an odd number of reflections the phase difference 
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between HH- and VV-polarized backscatter (Polarization Phase Difference or 
PPD) will be nearly zero, but in an even number of reflections it can be nearly 
180° (van Zijl, 1989). So multiple scattering can be estimated from the HV-
polarized backscatter and a discrimination between an odd and an even number 
of reflections is possible by determining the PPD. 
By using these properties of the interaction mechanisms van Zijl (1989) 
showed that it is possible with the aid of polarimetry to determine the 
occurrence of an interaction mechanism. Van Zijl concludes that the type of 
interaction mechanism that occurs depends on the type of illuminated surface. 
For a vegetated surface this implies that the different interaction components 
manifest themselves by different interaction mechanisms. 
For the interaction mechanisms it is generally assumed that: multiple scattering 
is caused by the vegetation or the vegetation-soil interaction; an odd number of 
reflections is caused by the soil and also by vegetation when it is very dense; 
and an even number of reflections is caused by the vegetation-soil interaction 
(van Zijl, 1989; Ulaby and Elachi, 1990; Karam et al, 1992; Freeman and 
Durden, 1992). The top of Figure 4.1 illustrates all these possibilities. But since 
it is impossible to take all correspondences into account, it will be assumed in 
this thesis that each interaction component can be characterized by only one 
interaction mechanism, in order to make the decomposition problem 
manageable. The bottom of Figure 4.1 then illustrates the interaction 
mechanisms that will be used for the estimation of each interaction component. 
Vegetation scattering 
A 
Soil scattering Vegetation-soil interaction Component 
Possible correspondence 
Multiple scattering Odd number of reflections Even number of reflections Mechanism 
Assumed correspondence 
Vegetation scattering Soil scattering Vegetation-soil interaction Component 
Figure 4.1. The correspondences between the interaction mechanisms and the 
interaction components. Possible correspondences are at the top and assumed 
correspondences are at the bottom. 
So following the suggested procedure (as Figure 4.1 illustrates at the bottom) 
the vegetation component will be characterized by multiple scattering. Only 
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this characterization is assumed because it is possible that the scattering from a 
vegetated surface is centrically symmetric (refer to Chapter 7) and then the 
characterization by an odd number of reflections is probably not correct, which 
will shortly be explained later. Furthermore, for a decomposition of 
Polarimetrie data of vegetations that are not centrically symmetric, the 
vegetation scattering will be modelled (refer to section 4.4). 
The incorrectness of the characterization by an odd number of reflections of the 
scattering from centrically symmetric vegetations is a new concept. The 
incorrectness follows from the fact that an odd number of reflections implies a 
boundary effect of the vegetation (a vegetation-boundary interaction), which 
destroys the centrical symmetry. This destruction of centrical symmetry of a 
vegetated surface due to boundary effects has been demonstrated by the 
simulations of Nghiem et al. (1992). To see the destruction it is sufficient to 
assume the boundary as a plane dielectric interface, the Brewster angle effect 
then renders yvv < yhh, which is not in accordance with Eq. (2.30). The 
occurrence of the Brewster angle effect in vegetation-boundary interaction has 
also been addressed by Fung (1994, p. 476). 
As Figure 4.1 further illustrates the soil component will be characterized by an 
odd number of reflections. This characterization is generally used and it gives 
for agricultural crops an acceptable physical explanation for the occurrence of 
the mechanism (van Zijl, 1989). 
Finally, in the procedure the vegetation-soil component will be characterized 
by an even number of reflections. It is assumed that multiple scattering is not 
important so that the HV-backscatter due to vegetation-soil interaction can be 
ignored. Simulations show that under certain conditions (C-band or higher, and 
incidence angles larger than 40°) the HV-polarized backscatter due to 
vegetation-soil interaction is indeed small, but for backscatter at L-band the 
assumption may not be valid. (Chuah, 1994). These conditions have not yet 
been verified experimentally, so a decomposition of backscatter data at both C-
and L-band, may give insight in the validity of the assumption, which is made 
to simplify the decomposition problem. 
The frequency dependence of interaction mechanisms may provide more 
insight in the contributions of the interaction components. Low frequency 
microwaves are known to penetrate through the vegetation and to interact with 
the soil, whereas high frequency microwaves are scattered back by the upper 
part of the vegetation. So a combination of data with different frequencies will 
yield more information about the vegetated surface. 
In this chapter an algorithm will now be developed for a decomposition of the 
covariance matrix of Polarimetrie radar data into a vegetation covariance 
matrix, a soil covariance matrix and a vegetation-soil covariance matrix. In 
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section 4.2 the relation between the covariance matrix and the three interaction 
components is described. In section 4.3 the three covariance matrices are 
modelled using the assumptions about the interaction mechanisms. In section 
4.4 the decomposition algorithm is further outlined, together with two possible 
solutions. An application of the algorithm requires an analysis of the 
Polarimetrie data. Tools for such an analysis are described in section 4.5. 
Section 4.6 contains an analysis of the sensitivity to the agricultural parameters 
of the contributions of the interaction components to the backscatter. A 
summary of the chapter is given in section 4.7. 
4.2 Interaction components and the covariance matrix 
In Chapter 3 (refer to Figure 3.2) it has already been addressed that the 
backscattered microwaves of a vegetated surface consist of the contributions 
from several interaction terms. The agreement of the three interaction 
components with the terms in Figure 3.2 is that the vegetation component 
corresponds with term 5, the soil component corresponds with term 4 and the 
vegetation-interaction component corresponds with terms 1,2 and 3. The SCS 
is now written in the form (e.g. Eom and Fung, 1984): 
I tot ~ I veg 'Yveg-soil ''I soil ( . ^ -U 
In case of a Polarimetrie measurement Eq. (4.1) can be generalized to: 
^tot J veg^veg J soil soil J veg-soil^veg-soil V*'**) 
where Cveg, Csoil and Cveg_sou are the covariance matrices for the vegetation, soil 
and vegetation-soil components and C,„, is the measured covariance matrix. All 
matrices have been normalized with respect to the corresponding yvv. The 
fractions fveg,fsou and fveg.s0u quantify the relative contributions of the 
corresponding covariance matrices. A general form for the covariance matrix 
has been given by Eq. (2.29) and the fractions are given by respectively: 
_ v ™)veg 
J vee ~ 
»eg 
i vv 
, _(yyy)sou (4.3) 
J soil 
Ï vv 
_ \Jw)veg-soil 
J veg-so il ~ 
/ vv 
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Equation (4.2) will constitute the basis for a decomposition of the covariance 
matrix. Knowledge about the components of this equation can be obtained with 
a target decomposition technique and with a modelling technique. 
Polarimetrie backscatter measurements offer in principle the possibility of 
target decomposition (Cloude, 1992) and such a decomposition has been 
applied to Polarimetrie data by van Zijl (1992). This decomposition is done 
without any knowledge of the terrain in a purely mathematical way based on 
group theory. Target decomposition has been already addressed in Chapter 2. 
However, the question remains how this decomposition is related to the 
physical interaction components (van den Broek and Rijckenberg, 1994; 
Cloude, 1994). 
Freeman and Durden (1992) proposed simple models in order to find the 
scattering coefficients each quantifying an interaction mechanism. They 
modelled multiple scattering by random needle scattering and an odd number 
of reflections by using a Bragg model. An even number of reflections was 
modelled by means of a dihedral scatterer with different dielectric materials for 
each side. Their approach gives a first order estimate of the three interaction 
mechanisms and allows for a classification of a Polarimetrie radar image. 
From the two techniques described above it is concluded that only when the 
covariance matrices of the vegetation, soil and vegetation-soil components are 
modelled, then the relative importance of the three components can be 
physically interpreted. So this modelling technique will be used. In addition 
reflection, azimuthal and centrical symmetry can be used in the modelling. The 
most interesting symmetry group is the centrical symmetry group, because 
there the covariance matrix has only two independent elements for all 
incidence angles. Also a linear relationship between the normalized HV-
polarized backscatter (rf) and the normalized co-polarized correlation (p) is 
predicted (refer to section 2.2.7). The model-based decomposition is subject of 
the following section. 
4.3 Decomposition of the covariance matrix 
4.3.1 The vegetation covariance matrix 
In the modelling of the covariance matrix, probably the most uncertain factor is 
the covariance matrix for vegetation scattering. The same problem as in 
Chapter 3 arises: how should the vegetation constituents be modelled in the 
vegetation covariance matrix, for instance the complicated leaves of a sugar 
beet crop. Given the conclusions of Chapter 3 it is only possible to model the 
covariance matrix when the vegetation constituents can be represented by 
simple objects. This modelling becomes relatively simple when the vegetation 
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canopy exhibits centrical symmetry. But in general, the modelling requires 
knowledge about the vegetation canopy which is in most cases not available. 
For the general case the covariance matrix of most natural surfaces, which is 
given by Eq. (2.29), is used for the description of the vegetation covariance 
matrix. A subscript is now added to distinguish between the vegetation 
covariance matrix and the measured covariance matrix: 
C = 
veg 
i o pveg 
0 riveg 0 
veg 
(4.4) 
In Eq. (4.4) there are three unknown parameters because it can be assumed that 
pveg is a real positive number in the case of multiple scattering (e.g. van Zijl, 
1989). The assessment of these parameters is further discussed in section 4.4 
and will be demonstrated by means of two examples in Chapter 7. 
4.3.2 The soil covariance matrix 
It has already been mentioned in the introduction that the interaction with the 
soil is assumed to correspond with an odd number of reflections. The problem 
is now to find a suitable model for the soil backscatter in order to obtain the 
soil covariance matrix. In section 3.3 some soil models have been mentioned. 
Generally soil scattering models have a restricted validity range (refer to Table 
3.1), so knowledge about the surface roughness is required, which is often not 
available. In addition the transmissivity (T) of the vegetation canopy must be 
taken into account, because the microwaves propagate through the canopy 
before reaching the soil. The transmissivity in turn, requires knowledge about 
the vegetation canopy. 
It is again preferable to start with a more general model for the soil scattering, 
one which does not require knowledge about the roughness of the surface and 
the transmissivity of the vegetation. A practical fact is that the HV-polarized 
backscatter of the soil can be ignored in most cases. With this information the 
scatter matrix of bare soil in the BSA convention can be given by: 
'soil 
a 0 
0 b 
(4.5a) 
where a, b are complex numbers. The transmissivities of the vegetation canopy 
for horizontally and vertically polarized waves are given respectively by xh and 
Tv. The scatter matrix for attenuated soil scattering is then given by: 
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* attenuated soil 0 
0 
bxh 
(4.5b) 
With the definition for the covariance matrix, given by Eq. (2.29), the soil 
covariance matrix can now be obtained. Note that the space averages of the 
covariance matrix elements are to be taken because the soil roughness will 
make that the soil scatter matrix varies spatially. It follows that: 
' soil 
1
 o
 Psoil 
0 0 0 
.Psoil 0 Qsoil 
(4.6) 
with 
? soil 
Psoil - ' 
:h(a*b) 
and 
where pTOI; and C,soii refer respectively to the normalized co-polarized correlation 
and the normalized HH-polarized power of the soil backscatter. 
It can be assumed that pS0u is a positive real number, because according to the 
odd number of reflections scattering mechanism it follows that the Polarization 
Phase Difference of soil backscatter (PPD) = 0°. It must be mentioned that this 
assumption is not generally true. In practice the PPD of bare soil backscatter 
can be different from zero, but the associated standard deviations are so large 
(Ulaby et al., 1987) that this assumption holds. Consequently Eq. (4.6) contains 
only two unknown parameters. 
4.3.3 The vegetation-soil covariance matrix 
The vegetation-soil interaction can be modelled by using the scattering from a 
dihedral corner reflector. This is a device of which the interaction mechanism 
is an even number of reflections. The scattering from this reflector will be 
attenuated by the vegetation canopy, which is accounted for by the 
transmissivity of the canopy. The two surfaces of the reflector are assumed to 
be constructed of dielectric materials which have the dielectric constants of the 
soil and the vegetation. The vegetation has then Fresnel coefficients Ä„,eg and 
Rhveg for vertical and horizontal polarizations respectively. Similarly the soil 
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has then Fresnel coefficients RvsoU and Rhsoil for vertical and horizontal 
polarizations. In general the Fresnel coefficients are complex numbers. The 
scatter matrix for a dihedral corner reflector with the two dielectric materials in 
the BSA convention can be given as (e.g. Freeman and Durden, 1992): 
dihedral 
-R • R 0 
'•^•vveg ' *^vsoil ^ 
0 Rhveg • Rhsoil 
( 4 . 7 a ) 
Because of the attenuation by the vegetation canopy the soil reflection 
coefficients must be multiplied with the corresponding transmissivities of the 
canopy. This results in the scatter matrix for an attenuated dihedral: 
attenuated dihedral 
''"-weg ' Rvsoil ' T v " 
0 Rhveg ' Rhsoil' T h 
( 4 . 7 b ) 
With the scatter matrix of Eq. (4.7b) and Eq. (2.29) the covariance matrix of 
the vegetation-soil component can be obtained. Note that again the space 
averages of the covariance matrix elements are to be taken because of the 
different locations of the vegetation constituents. It then follows that: 
"" l2\-l I2 2 
Sfih | / = Rhveg ' Rhsoil 'Xh 
? | 2 \ _ | D . n | 2 . T 2 
vv| / | vveg ^vsoil\ v 
shv\2)=o 
(4.8) 
7T ^ 7 * 
°A/i w / hveg ' ^hsoil ' *^vveg ' vsoil h v 
Equations (4.8) illustrate that in the scattering from the dihedral there is no 
HV-polarized power. As mentioned in the introduction it is assumed that the 
contribution of the vegetation-soil component to the HV-polarized power can 
be ignored. The assumption is valid if in the forward scattering direction the 
HV-polarized powers from the soil and the vegetation are negligible compared 
to the VV- and HH-polarized powers. For instance for a tree canopy this 
assumption is true at L-band, according to the experimental results of Sheen et 
al. (1994) and Ulaby et al. (1990b). 
Equations (4.8) are simplified by substituting 
K-hveg ' K-hsoil '^h 
R R ' T 
*^vveg ' ^ vsoil ' i v 
(4.9) 
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This leads to the covariance matrix (Cveg.soii) for the vegetation-soil component: 
" veg-soil 
l o 
0 0 
-a 0 
(4.10) 
The vegetation-soil covariance matrix now contains only one complex 
parameter (a) which has to be estimated from the data or calculated by means 
of Eq. (4.9). Note that for conducting plates a - 1. Because of the Brewster 
angle effect it can be that the contribution of the vegetation-soil component to 
7w is very small, which implies large values for \a\ . The argument of a 
depends on the PPD and so indicates the occurrence of an even number of 
reflections (Boerner et al., 1987; Ulaby et al., 1987). This indication will be 
used to find a solution of the decomposition algorithm, which is described in 
the next section. 
4.4 A decomposition algorithm 
When the modelled covariance matrices, given by Eqs. (4.4), (4.6) and (4.10), 
are substituted in Eq. (4.2), the observed covariance matrix is given by: 
--Â veg 
1 0 pwg 
o nveg o 
Pveg o C veg_ 
+ fs oil 
1 
0 
Psoil 
0 
0 
0 
Psoil 
0 
? soil _ 
J veg-soil 
1 0 
0 0 
-a 0 
(4.11) 
Equation (4.11) applies to the general case of Polarimetrie backscatter of a 
vegetated surface. Based on the assumptions about the interaction mechanisms 
the three matrices on the right hand side of the equation are associated with the 
three interaction components in the backscatter of agricultural crops. Therefore, 
the first matrix on the right hand side of the equation corresponds with the 
vegetation component, the second matrix corresponds with the soil component 
and the third matrix corresponds with the vegetation-soil component. 
The fractions fveg,fson and fveg.SOih defined by Eqs. (4.3), quantify the 
contributions of the three components relative to the measured yvv. These 
measures are not always suitable because the contribution of a component can 
be polarization dependent (e.g. the Brewster angle effect). A possibility to 
quantify the relative contribution of a component independent of the 
polarization state, is to use the total power (tp). The total power is the sum of 
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fSoü,tP-so:\, ' (4.12) 
the VV-, HH-, and HV-polarized powers (tp = VV + HH + 2HV) and using it 
to quantify the contributions of the components is possible with the relations: 
Ueg
'
tp
 ~ l + C + 277 
f soil (1 + S soil ) 
l + £ + 2rj 
Leg-sou y+\a\ ) 
fveg-soil,lp= 1 + C + 2 J 7 
The total power is analogous to the quantity I0 defined by Eq. (2.12), as 
outlined by Huynen (1987) and van Zijl et al. (1987). In order to study a 
specific component Eqs. (4.12) can be used, but Eqs. (4.3) give additional 
insight in the polarization dependence of a component. Hence, for a correct 
understanding of the decomposition results, both measures are used. 
Solution to the decomposition algorithm 
For a solution of Eq. (4.11) it is rewritten as: 
5 — Jveg? veg J soil? soil """ Jveg-soil \a\ 
^~~Jveg J soil Jveg-soil • 
r\ = fVegnVeg (4-13) 
Re[p] = fvegpveg +fsoilPsoil 'Leg-soil R e M 
Mp]=- /v^-™,7 I m M 
Equations (4.13) illustrate that the algorithm gives five equations in ten 
unknowns. A solution of these equations requires that the number of unknowns 
is reduced to five. There are now three possibilities for a reduction: 
1) The covariance matrix of an interaction component can be modelled, 
which in general requires knowledge about vegetation and soil 
properties; 
2) The covariance matrix of an interaction component can be simplified 
because of centrical symmetry; 
3) An interaction component can be neglected. 
These possibilities will be specified for each interaction component and a 
motivation for a particular choice is given. 
Vegetation covariance matrix 
1) This matrix can be modelled when for instance the vegetation 
constituents are represented as objects, for which solutions of the 
scatter matrix exist; 
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2) As experiments show it can be that the vegetation is centrically 
symmetric, in that case there remains only the unknown t]veg\ 
3) In most cases there will be an interaction with the vegetation and it 
is then not allowed to neglect the vegetation component. 
Only the first two possibilities are suitable for a reduction of the number of 
unknowns in Eqs. (4.13). The first possibility results in a reduction of the 
number of unknowns with three, whereas the second possibility results in a 
reduction with two. 
Soil covariance matrix 
1) There exist several models for the soil covariance matrix, their 
validity generally requires knowledge about the roughness of the soil. 
Also the transmissivity of the vegetation canopy must be known; 
2) It is not likely that the soil covariance matrix can be simplified 
because of centrical symmetry (Nghiem et al., 1992); 
3) It is not clear when the soil component can be neglected. For 
instance for small incidence angles this is often not allowed. 
From these possibilities only the first is suitable for this study, which reduces 
the number of unknowns in Eqs. (4.13) with two. 
Vegetation-soil covariance matrix 
1) The vegetation-soil covariance matrix contains one parameter (a), 
which can be calculated with Eq. (4.9); 
2) Centrical symmetry excludes the Brewster angle effect, which can 
occur in vegetation-soil interaction. So this symmetry is unlikely for 
vegetation-soil interaction; 
3) Simulations indicate that the vegetation-soil component can be 
neglected under certain conditions (Ulaby, et al., 1986; Chuah, 
1994). The importance of the vegetation-soil component can be 
determined by means of the PPD, because the component is 
characterized by an even number of reflections. When the PPD is not 
significantly different from zero it is assumed that the component is not 
important and, therefore, the value of a should not be critical. In 
that case it can be taken for instance that a = 1. 
In relation to the vegetation-soil component the first and third possibilities 
remain, which both reduce the number of unknowns in Eqs. (4.13) with one. 
The combinations of these possibilities to reduce the number of unknowns, in 
order to arrive at a solution for the algorithm, are summarized in the flow chart 
shown by Figure 4.2. 
The combinations in this flow chart are found as follows. For a solution of Eqs. 
(4.13) the number of unknowns must be reduced to five, since there are five 
equations in ten unknowns. When the soil covariance matrix can be modelled 
the number of unknowns reduces to eight. Going down further through the flow 
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chart is possible when the vegetation is centrically symmetric and then the 
number of unknowns reduces to six. A solution can now be found when the 
parameter a is known. This is the case when a can be calculated with Eq. (4.9) 
or when it is possible to take a = 1 because the PPD differs not significantly 
from zero. When the vegetation is not centrically symmetric, a solution can be 
found by modelling the vegetation covariance matrix and then the number of 
unknowns also reduces to five. 
So there are two possibilities to solve the algorithm. These solutions are 
denoted by «y^ and Jg in Figure 4.2, where ^ corresponds respectively with 
going down in the flow chart at the left and Jg corresponds with going down at 
the right. One of these two solutions is to be selected for each vegetation type 
and frequency band. Ways for a selection are outlined in the next section. 
Figure 4.2 Possibilities to reduce the number of unknowns in the 
decomposition algorithm of the covariance matrix. 
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4.5 A method for an application of the decomposition 
algorithm 
In this section a set of tools will be developed, which allow for a schematic 
study of the measured covariance matrices. Such a study should lead to a 
choice between the two solutions to the decomposition algorithm, suggested in 
the preceding section. Logically, this choice will be based on the validity of the 
assumptions involved. The first solution (^\) applies to a centrically 
symmetric medium, whereas the second solution (Jg) requires a model for the 
vegetation covariance matrix. In addition when the PPD differs significantly 
from zero because of vegetation-soil interaction, the solution ^ \ requires the 
knowledge of the parameter a. Therefore, it will be necessary to have an 
answer to the following two questions: 1) Is the vegetation centrically 
symmetric. 2) Is it allowed to neglect the vegetation-soil component. 
4.5.1 A centrically symmetric vegetation 
Centrical symmetry can be ascertained by inspecting the observed values of 
Re[p], r\ and £. For a centrically symmetric medium it has been shown by 
Nghiem et al. (1992) that: 
Re[p] = 1-277 (4.14a) 
Ç= 1 (4.14b) 
In general there will be a certain influence of the soil and vegetation-soil 
components in the backscatter of a vegetated surface. This influence manifests 
itself for instance in the ratio of the HH- and VV-polarized SCS (£). This ratio 
is generally smaller than 1 for bare soil backscatter (Oh et al., 1992) and it can 
be larger than 1 for vegetation-soil interaction because of the Brewster angle 
effect. When now the vegetation canopy exhibits centrical symmetry the 
influence of the two components can make that £ * 1. Unfortunately there can 
also be another reason for the fact that C,± 1. There can be a difference between 
the horizontally (zh) and vertically (TV) polarized transmissivities of the 
vegetation, which further complicates the interpretation of £ (see also 
Ferrazzoli and Guerriero, 1994). When £> 1 this can be due to vegetation-soil 
interaction, but for instance for winter wheat backscatter it can also be due to 
the soil contribution because then Tv < xh. (refer to Table 7.11). So it is better to 
use £ only as an indicator for the influence of the soil and vegetation-soil 
components and not for the occurrence of centrical or azimuthal symmetry. 
The question is now to find out whether the asymmetry of an observation is 
actually caused by an influence of the soil or vegetation-soil components or 
89 
that the vegetation canopy is not centrically symmetric. As an indication for 
centrical symmetry the correlation between Re[p] and l-2rj can be used. When 
this correlation is large it is very likely that the vegetation is centrically 
symmetric, because the soil and vegetation-soil components generally do not 
produce such a correlation, except for the trivial case of psoil = a = 1. 
In conclusion Eqs. (4.14) can both be used to examine measured covariance 
matrices. With Eq. (4.14a) centrically symmetry can be ascertained, whereas in 
the case of centrical symmetry Eq. (4.14b) gives an indication of the influence 
on the backscatter of the soil and vegetation-soil components. 
4.5.2 The Polarimetrie Phase Difference 
A non-zero Polarimetrie Phase Difference (PPD) indicates the occurrence of an 
even number of reflections (Boerner et al., 1987; Ulaby et al., 1987). So it can 
be assumed that if this mechanism is significant then the vegetation-soil 
component cannot be neglected. Therefore, some insight in the PPD is outlined 
in this section. 
The PPD is calculated from the co-polarized correlation according to: 
"lm[p] 
PPD = (phh-<pvv=arctan Re[p], (4.15) 
It is possible to calculate the probability distribution function (PDF) of the PPD 
and the standard deviation (Stdev) of the PPD (Sarabandi, 1992, Lee et al., 
1994, Quegan et al., 1994). In this procedure the conventional co-polarized 
correlation coefficient (pc) is used and the relationship between the two 
parameters is given by: 
Pc=j= (4.16) 
It can be shown that if \pc\ =1 then the PDF of the PPD becomes a Dirac 
function and if \pc\ =0 then this PDF is uniformly distributed (Lee et al., 
1994). In general it can be said that when \pc\ increases the Stdev of the PPD 
decreases. Lee et al. (1994) have simulated the Stdev of the PPD for several 
values of \pc | and these simulations can be used for an interpretation of the 
measured PPD. 
Two values of the PPD can readily be interpreted. If the PPD = 180°, then an 
even number of reflections has occurred. If the PPD = 0° then either an odd 
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number of reflections or multiple scattering has occurred. But from 
measurements at the Flevoland test site it is known that the PPD can also have 
other values than 0° or 180 , with relatively low standard deviations (de 
Matthaeis et al., 1994). 
Such a behaviour has also been observed by Ulaby et al. (1987), who studied in 
detail the PPD of a corn canopy. Using observations by Dobson and Ulaby 
(1986) they assumed that the vegetation-soil component determined mainly the 
backscatter of corn. In their work it was observed that the PPD exhibits a 
specific behaviour as a function of the incidence angle. They concluded that in 
corn backscatter the PPD consists mainly of two contributions: 
- A phase difference because of bistatic scattering by the corn stalks. 
- A phase difference because of the two-way propagation through the 
vegetation. 
The first contribution results in a positive PPD, for incidence angles larger than 
30°. This specific incidence angle is related to the Brewster angle of the 
dielectric material (Ulaby et al., 1987). The second contribution results in a 
negative PPD, for all incidence angles. 
Therefore, an incidence angle dependence of the PPD can be used for an 
interpretation of Polarimetrie measurements. Its statistical significance can be 
determined by means of \pc\ and the simulations of Lee et al. (1994). In this 
way it can be ascertained whether an even number of reflections has occurred, 
due to vegetation-soil interaction. 
4.5.3 The three Polarimetrie tools 
Based on the remarks in the two previous subsections it can be concluded that 
there are three tools available for an examination of the measurements: 
- Inspection of the correlation between Re[p] and l-2rj. 
- Inspection of the measured values of Ç 
- Inspection of the PPD, as a function of incidence angle. 
These tools can be used for an interpretation of Polarimetrie backscatter 
measurements. Based on this interpretation a choice can be made between the 
two solutions of the algorithm for a decomposition. 
4.6 Analysis of the sensitivity of the interaction components to 
the agricultural parameters 
The objective of this thesis is to obtain insight in the assessment of the 
agricultural parameters soil moisture content and vegetation water content of 
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agricultural fields from radar remote sensing measurements. In this context the 
interaction components are now analyzed. The sensitivity of an interaction 
component to the agricultural parameters can be investigated by means of its 
covariance matrix and its contribution to the backscatter, where the latter is 
quantified by either Eqs. (4.3) or (4.12). Unfortunately the relation between the 
agricultural parameters and Polarimetrie features is not completely understood. 
Rao et al. (1995) give a review of studies on the relationship between the PPD 
and agricultural parameters. Hence, an alternative way is followed which is 
described in this section. 
In general there are two factors limiting the sensitivity of radar backscatter of a 
vegetated surface to the agricultural parameters: 
1) The calibration accuracy, because if the contributions of the soil and 
vegetation-soil components are too small, then variations in these contributions 
due to agricultural parameter effects are not detected. 
2) A combination of soil moisture content and vegetation water content effects, 
which results in insignificant variations in the soil and vegetation-soil 
contributions. 
In a Polarimetrie measurement it is reasonable to expect that when the 
contribution of an interaction component to the total power as defined by Eqs. 
(4.12) is very low compared to the calibration accuracy, then the corresponding 
covariance matrix is insensitive to changes in the agricultural parameters. Also 
if these contributions are comparable to, say the contributions to yvv defined by 
Eqs. (4.3), then conclusions about the sensitivity of ym can be generalized to a 
Polarimetrie measurement. After all the elements of a covariance matrix are all 
equivalent to normalized scattering cross sections (SCS), except for the 
correlation p. Therefore, only the sensitivity of the co-polarized backscatter to 
the agricultural parameters is investigated. 
A study of the sensitivity of the co-polarized backscatter to the agricultural 
parameters is relatively simple to perform by means of Eq. (4.1). This study is 
outlined in three examples. In two examples the sensitivity to each parameter is 
investigated, in relation to the calibration accuracy of the radar system. In a 
third example the sensitivity to a combination of changes in agricultural 
parameters is investigated. 
Calibration accuracy 
The effect of the calibration accuracy on the sensitivity to the agricultural 
parameters is exemplified by two measurements, which are denoted as 
respectively /] and y2. Both measurements have an accuracy of k dB, e.g. for 
the MAC'91 Polarimetrie backscatter measurements at the Flevoland test site 
k = ±1 dB (van den Broek and Groot, 1993). In order to detect a change in the 
agricultural parameters the difference between these measurements should be 
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larger than their uncertainties Ay, and Ay2, which are due to the calibration 
accuracy k: 
| r2 -T i | 2 >|Ar2 |2 -+-|An|2 (4.17) 
For (A/ [ ) = (Ay
 2 ) = ± k dB and with the assumption of normally 
distributed uncertainties it is found that: 
— >Kcal (4.18) 
Y\ 
k 
where Kcal =42-10™. 
Inequality (4.18) applies to an increasing y For a decreasing y the situation is 
slightly different. In that case the corresponding inequality is found by 
exchanging the subscripts 1 and 2 in inequality (4.18). 
Sensitivity to soil moisture content 
The first example is illustrated by two measurements of a field at respectively 
time t\ and time t2. The soil moisture content of this field has decreased 
between time t\ and time t2, which will only affect the contributions of the soil 
and vegetation-soil components. The dependencies of these contributions on 
soil moisture content can be modelled by means of the extended Cloud model 
given by Eq. (3.25). A closer examination of this equation reveals that the 
dependencies can be assumed to be the same as the one given in the Cloud 
model. Consequently, with the aid of Eqs. (3.21) and (4.1) the decompositions 
of y, and y2 into the vegetation, soil and vegetation-soil components can then 
be given by: 
/ 1 / veg Y soil I veg—soil 
• ( ) ( 4 - 1 9 ) 
/ 2 i veg ms \I soil Y veg-soil J 
where 
Y\ = measured SCS at time t\, 
Yi = measured SCS at time t2, 
Jveg — vegetation SCS, 
Ysoii = soil SCS, 
Yveg-soii= vegetation-soil SCS, 
Am,. S 
Kmt =10~iö~,with 
S = sensitivity to volumetric soil moisture content in dB/vol%, which is 
assumed to be the same for the soil and vegetation-soil components, 
Am, = decrease in volumetric soil moisture content (vol%). 
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Substituting inequality (4.18) in Eq. (4.19), normalizing by yx and eliminating 
yveg leads to: 
K:},-\ ƒ + ƒ ^ cai - i t + ƒ ^ 
J soil J veg-soil „ \ \ so^ veg-soil J 
(4.20) 
which applies to VV-polarized backscatter, since fsoa and fveg.soii are defined as 
such by Eqs. (4.3). However, inequality (4.20) can easily be transformed in 
order to interpret HH-polarized backscatter by normalizing the covariance 
matrices with respect to yhh. So the inequality applies in general to co-polarized 
backscatter. It means that only significant changes in soil moisture content can 
be observed for values of fsoil + fve^soil > (fsoil + fveg-soil ) a U . 
The drawn lines in Figure 4.3 give the critical values (fsoil + fveg-sou ) 
which have been calculated using an extrapolated sensitivity to soil moisture 
content of bare soil backscatter at C- and L-band (de Loor, 1987) and a 
calibration accuracy of the radar system of 1 dB. An estimation of/t„,; +fveg-soii 
can now be interpreted by checking for which Ams the inequality (4.20) is 
satisfied. Also the significance of a given Ams can be examined by checking the 
inequality. 
\J .soil J veg-soil /..,.•, 
l j 
0.75 --
0.5 --
0.25 --
•S = 0.28dB/vol% 
•S = 0.40dB/vol% 
0 -I \ f-
0 5 6 910 
-+-
15 
kms (vol%) 
20 25 
Figure 4.3. Values for \f
 sou + f veg-soii) of backscatter with a measurement 
accuracy of 1 dB in order to detect a decrease (AmJ in soil moisture content. 
Only above the drawn lines variations in soil moisture content can be detected. 
The sensitivities to soil moisture content are based on extrapolated data (de 
Loor, 1987): S = 0.28 dB/vol% for the C-band and S = 0.40 dB/vol% for the L-
band. 
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Figure 4.3 shows that when for instance a decrease in ms of 10 vol% has 
occurred, this can only be detected: 
- at C-band if there is practically no vegetation scattering (fsoil +fveg-Soii ~ 1); 
- at L-band if the vegetation is transparent enough (fsoU +fveg-Sou ~ 0.75). 
For bare soil backscatter the smallest detectable decrease in soil moisture 
content is about 9 vol% for the C-band and 6 vol% for the L-band. So in 
general the contributions of the soil and vegetation-soil components must be 
sufficiently large (fsoa +fveg-soa > 0.5) in order to show a sensitivity to soil 
moisture content. 
Sensitivity to vegetation water content 
The second example is illustrated by two measurements of a field at time 11 and 
time t2. The vegetation water content of this field has increased between t\ and 
t2. The change in /due to an increase in vegetation water content must now be 
larger than the calibration accuracy k (in dB). 
To model the dependence on vegetation water content, the Cloud or extended 
Cloud models can be used, which are given by Eqs. (3.21) and (3.25) 
respectively. From a practical point of view the Cloud model is now preferable 
because Eq. (3.21) contains less parameters than Eq. (3.25). In addition there 
are experimental values available for the Cloud model parameters (e.g. de 
Loor, 1987), whereas no such values exist for the extended Cloud model 
parameters. On the other hand the Cloud model does not account for 
vegetation-soil interaction, which restricts the results of the sensitivity analysis 
to the cases where this component can be ignored. Such cases can occur, in 
particular the Brewster angle effect can make the VV-polarized vegetation-soil 
interaction small, so an analysis with the Cloud model will be useful. 
Equation (3.21) for the Cloud model and Eq. (4.1) for the decomposition into 
the SCS of the interaction components, are now combined for the two 
measurements 1 and 2, and the vv subscript has been omitted: 
(r,4=c(i-e-<"'>.)' 
(7„,),=0'e-D («' ,< | (4.2!) 
\i veg—soil J • — 
where 
G'=GeBm' 
i = 1 or 2, 
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cosö 
W-d' = vegetation water content (kg m"2). 
Equations (4.21) illustrate that when the vegetation water content increases, the 
backscatter of the vegetation increases and the contribution of the backscatter 
of the soil decreases, as expected. Hence, with Eqs. (4.21) it becomes possible 
to investigate how the contributions of the vegetation and soil components 
depend on an increase in vegetation water content. However, the contrast 
between the backscatter of bare soil and of vegetation determines whether yis 
increasing or decreasing. This contrast is defined as E = CIG' because C is 
equivalent with the SCS of a very thick vegetation (refer to section 3.4.2) and 
G' is equivalent with the SCS of bare soil. If now E > 1 then /increases with 
W-d', else if E < 1 then /decreases with W-d'. If E = 1 then the backscatter is 
independent of W-d' according to Eqs. (4.21). The contrast E between the 
backscatter of bare soil and of vegetation must also be larger than the 
calibration accuracy, because otherwise any changes in W-d' will result in 
variations in /which are smaller than this accuracy. So it follows that if G' > C 
then E < K~^ else if G' < C then E > Kcal. Only then the backscatter will 
show a sensitivity. 
The sensitivity to vegetation water content in the Cloud model is determined by 
the parameter D. It is assumed that D = l m2 kg"1, which is a reasonable 
average figure on the basis of measurements (de Loor, 1987). Note that when 
D < 1 the sensitivity to vegetation water content of the backscatter will be 
smaller, otherwise it will be larger. To compare now the calibration accuracy 
and the sensitivity of the backscatter to the vegetation water content Eqs. (4.3), 
(4.18) and (4.21) can be combined. In this combination first the ratio of /] and 
/2 is written out and then the parameter ƒ„„; is isolated. This procedure leads to 
two inequalities which apply to VV-polarized backscatter: 
ƒ«,•/> Kcal ~ 1 r = (/»a) • i f E>Kcai (4-22a) 
f sou > ; x = ( /»a) • i f E<Kcli (4-22b) 
(l _ P\(] _ -DAWd' \ V so" 'cru cal v / 
where AW-d' = (Wd')2 -(Wd')r 
The inequalities (4.22) mean that only changes in vegetation water content can 
be detected for values of fsoil > (fsoil ) . 
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Figures 4.4a and b illustrate (fsoil ) for several values ofE. With these 
figures an estimation offsou can be interpreted by checking for which AW-d' 
fsou > (fsoil ) • 1S satisfied. Also the significance of a given AW-d' can be 
examined by checking if then fsoil > (fsoil ) . 
0.75 
0.25 
0 0.2 
\Jsoii )Cf 
1 1.5 2 
AW-d' (kg m"2) 
0.75 
0.25 --
0.7 1 
AW-d' (kgm') 
(a) 
-E = 4 
-E = 2 
(b) 
-E = 0.5 
-E = 0.1 
-E = 0.05 
Figure 4.4 Values for (fsoU ) it of the backscatter with a measuring accuracy 
of l dB, for E = 2 andE = 4 (Fig. 4.4.a), and for E = 0.05, E = 0.1 andE = 0.5 
(Fig. 4.4b). Only above the drawn lines an increase in vegetation water content 
(AW-d') can be detected. The sensitivities to vegetation water content are based 
on extrapolations (de Loor, 1987): flslm kg" . 
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The smallest detectable AW-d' has been indicated in Figs. 4.4a and b. They 
show that an increase in W-d' of about 2 kg m"2 can only be detected when: 
- £ ~ 4 and/«,,/> 0.25; 
- E ~ 2 and fsoi, > 0.9; 
- £~0.5and/ ÎOl7>l; 
- £~Ó.land/ro,7>0.6. 
It can be seen that the critical values depend on the value of E. For instance it 
becomes apparent that the sensitivity to Wd' of the backscatter increases for 
the more extreme values off. For an interpretation of estimated soil 
components it is required to have knowledge about the values of E. These 
values change during the growing season and depend on crop type. 
It must be concluded that it is not always possible with the backscatter to detect 
changes in ms and W-d' with a calibration accuracy of 1 dB. With respect to 
this accuracy a remark is in place here. In comparison with the total available 
range (up to 80 dB) in a radar a calibration accuracy of 1 dB is a reasonable 
figure. In this same context, however, the total variation in the backscatter of a 
crop in the growing season is only small: in the order of 10 dB (so a variation 
of only 10 steps); which leads to the sensitivities given. Since the relative 
accuracies for the backscatter (between fields) in an image are higher (up to 
0.25 dB) the figures given can become better. This last fact is also the reason 
why the classification of agricultural crops leads to good results (Hoogeboom, 
1984). 
Sensitivity to soil moisture content and vegetation water content 
The third example is illustrated by two measurements of a field at time t\ and 
time t2, but now both ms and W-d' change. To study the effect of both changes 
the Cloud model is used again and the analysis is restricted to yvv. This example 
results in equations which are slightly different from Eqs. (4.21) because there 
are now two G' parameters {G\ and G2) due to the difference in ms: 
7 l = c ( l - e - û ( ^ ) + Gie-D(^ 
72=c(l-e-° (^) + G 2 e - D ( ^ 
From Eqs. (4.3) and (4.23) it follows that: 
(4.23) 
Usou)2 _Y\G2 -p(tiWd') (4 24) 
(ƒ,0,7), Yi-Gx 
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%r*-= Ir^ö (4-25) 
Gj
 =7r{fsoü)l 
/ G 2 y2{fsoil)2 V £ U 
(4.26) 
where 
Y (/ ro ,v),-l + — - ( l - ( / ^ ) 2 ) 
£«« T ^ S (4-27) 
Vsoil>i = ~ T -D(Wd')\ „ -öfWrf') ^ " ^ 
C 1-e v ;' l + G e^ v ;' 
with /' = 1 or 2. 
Equations (4.25 - 4.28) can be used when both a change in ms and W-d' occur. 
The physical interpretation of Elim is that it is equivalent to the ratio of two 
normalized VV-polarized scattering cross sections, which can be seen in Eq. 
(4.25). These are respectively the SCS of a fictitious vegetation canopy with 
vegetation water content AW-d' and the SCS of the bare soil underneath the 
vegetation at time tx. Since it is possible that AWd' < 0 this ratio can be 
negative. 
Equation (4.25) is interesting in relation to the trend in vegetation water content 
because E\ > 0 and because the value for Enm can be calculated with Eq. (4.27). 
If now Eiim < 0 then e~ ^ w ' > 1, which implies that W-d' is decreasing. But if 
Ei/m > 0 then e~ ^ ' < 1 and W-d' is increasing. This prediction of the trend 
in W-d' requires no knowledge about E\ and ms. 
Equation (4.26) can be used to determine the trend in ms: when the ratio of G\ 
and G2 is smaller than 1 ms is increasing, otherwise ms is decreasing. This 
determination is possible by means of a scatter plot with the initial assumption 
thatisi = 1. Figure 4.5 illustrates this scatter plot, where the horizontal axis 
corresponds with: 
x= Ï2-{fsou)2 ( 4 2 9 ) 
YI ' \Jsoil)\ 
and the vertical axis corresponds with: 
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y=\-E lim (4.30) 
Note that G\ / = 9/ G2 / x and with Eq. (4.26) it so follows that y = Q~
D<md'). 
The parameter x is equal to the ratio of the VV-polarized SCS of the soil 
components in the two measurements. The parameter y equals the vertically 
polarized two-way transmissivity {x\ ) of a fictitious vegetation canopy with 
water content AW-d'. If y > 1 then W-d' is decreasing, else if y < 1 then W-d' is 
increasing. According to Eq. (4.26) ms is increasing when y < x, otherwise if 
y > jrthen ms is decreasing. The calculation of x and y from the decomposition 
results ends in data falling in one of the regions of Figure 4.5. These data 
predict the trends in W-d' and ms. Figure 4.5 contains four regions of interest: 
A, B, C and D. The coordinates jrand y of these regions are listed in Table 4.1. 
Figure 4.5. Scatter plot ofy(Eq. 4.30) versus x(Eq. 4.29) which allows to 
determine whether W-d' and ms are increasing (X) or decreasing (-1). For an 
interpretation of the data falling in the regions A, B, C andD see the text. 
The four regions are interpreted as follows: For data falling in region A 
y > 1 so these data predict that W-d' is decreasing. In addition in region A 
y>xso these data also predict that ms is decreasing. For data that fall in region 
B y > 1 and a decrease in W-d' is predicted. These data also predict an increase 
in ms because y > x. The data falling in region C predict an increase in W-d' and 
a decrease in ms. Finally the data falling in region D predict both an increase in 
Wd' and in ms. It is now important to realize that in the definition for y it is 
assumed that E\ = \. The assumption that E\ = 1 can be examined with 
measurements. When E\ < 1 the data will shift away from the line y = 1, 
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otherwise the data will shift towards this line. Therefore, it becomes possible 
that data shift from region A to B, from C to D, or vice versa. Consequently, 
with Figure 4.5 it is possible to detect always a change in W-d' but not always a 
change in ms because the latter requires knowledge about E\. 
Table 4.1. The ranges of the four regions A, B, C and D in Figure 4.5 in xand 
If coordinates. 
region 
A 
B 
C 
D 
range 
9>\ 
y> x 
* > 1 
ff< X 
9<\ 
ff>X 
9<\ 
ff<X 
In summary: 
- with Figure 4.3 it can be determined whether a decrease in ms is significant 
for the soil and vegetation-soil components, with a given accuracy of 1 dB; 
- with Figures 4.4a and b it can be determined whether an increase in W-d' is 
significant for the soil component with a given accuracy of 1 dB; 
- Figure 4.5 can be used to determine the trends in ms and W-d' between two 
measurements, by calculating x and g with Eqs. (4.29) and (4.30). 
4.7 Summary and conclusions 
An algorithm has been developed for a decomposition of the covariance matrix 
of Polarimetrie backscatter. The algorithm produces three covariance matrices, 
which correspond to vegetation scattering, soil scattering, and vegetation-soil 
interaction respectively. It is assumed that the matrices are characterized by one 
interaction mechanism, which are multiple scattering, an odd number and an 
even number of reflections respectively. Using these assumptions the three 
matrices have been modelled. 
The vegetation covariance matrix is given in the form of the covariance matrix 
of most natural surfaces. The soil covariance matrix is obtained from a general 
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soil scatter matrix. The vegetation-soil covariance matrix has been modelled as 
the covariance matrix of a dihedral reflector consisting of two flat plates with 
the dielectric properties of the vegetation and the soil. 
A solution of the algorithm is possible when the number of unknowns in the 
three covariance matrices is reduced. Two possibilities have been given that 
can lead to a solution. Both solutions involve a model for the soil covariance 
matrix. One solution involves the assumptions that the vegetation is centrically 
symmetric and that the vegetation-soil component is either negligible or that its 
covariance matrix is known. It is assumed that the Polarimetrie Phase 
Difference (PPD) gives insight in vegetation-soil interaction. The other 
solution involves a proper model for the vegetation covariance matrix. 
Three tools have been developed to make a schematic study of the measured 
covariance matrices possible and to select a solution for the algorithm: 
1) Inspection of the correlation between the values for Re[p] and \-2r). 
2) Inspection of the measured values of Ç 
3) Observation of the PPD, as a function of incidence angle. 
The effect of the calibration accuracy on the sensitivity to the agricultural 
parameters soil moisture content and vegetation water content has been studied. 
It is possible to give critical values for the decomposition results, beyond which 
no sensitivity can be expected. The critical values for sensitivity to vegetation 
water content only apply to the cases where the vegetation-soil component can 
be ignored. 
It has further been shown how it is possible by means of the decomposition 
results to determine whether the agricultural parameters are increasing or 
decreasing. For this determination the Cloud model has been used and the 
results are restricted to those cases where the vegetation-soil component is 
negligible. 
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DATA DESCRIPTION 
5.1 Introduction 
This chapter gives an overview of the data that are used in this thesis for the 
model study and for the decomposition algorithm. 
Four data sets have been selected that contain data which are comparable in 
frequency and sensor configuration (incidence angle, polarization). The ROVE 
data set is chosen because it comprises data with extensive ground data and a 
high temporal resolution. The AGRISCATT database is especially interesting 
for its extensive ground data, while the MAC'91 data are interesting because of 
the dynamics in LAI of sugar beet, although measurements were available on 
three dates only. The MAC'91 data are also Polarimetrie, which is required for 
the decomposition algorithm. ERS-1 has potential as a monitoring tool, 
therefore, the 1992 data set is examined for its suitability. 
For the modelling and the decomposition study the backscatter from two 
vegetation types, i.e. sugar beet and winter wheat is investigated. In the next 
section these vegetation types are described. In section 5.3 the data sets are 
briefly summarized and section 5.4 deals with limitations of the data for the 
modelling. 
5.2 Sugar beet and winter wheat at the Flevoland test site 
5.2.1 Description of sugar beet 
A sugar beet canopy has a relatively uniform architecture with leaves placed in 
rosettes on the roots. According to de Wit (1965) the leaves have a plagiophile 
orientation. The dimensions of the leaves vary from 5x10 cm in the beginning 
of the growing season to 25x35 cm in the end of the growing season. The 
average water content of the leaves is 90% and remains constant during the 
growing season. The crop is grown in rows with a distance of 50 cm. 
Figure 5.1 displays examples of the development of sugar beet during the 
growing seasons of the selected data sets. Shown in this figure are 
developments of vegetation water content, which have a significant influence 
on the radar backscatter. The ROVE data were obtained at the test farm 'de 
Bouwing' the other data were obtained at the Flevoland test site. 
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In the Netherlands the backscatter of sugar beet at X-band has been studied by 
de Loor (1984) and by Bouman (1988). According to the findings of de Loor 
the temporal behaviour of sugar beet backscatter exhibits a specific trend. In 
the beginning of the growing season, the backscatter increases exponentially 
with biomass. Then sometimes a characteristic bump is observed. After this 
bump the backscatter remains constant and only small variations around a 
saturation level are observed. Bouman found that the backscatter at X-band of a 
sugar beet canopy is saturated at a soil cover of 25% (Bouman, 1988). Bouman 
attributed the small variations in the backscatter around the saturation level to 
changes in the orientations of the leaves. 
• ROVE 1979 
• AGRISCATT 1988 
© MAC'91 
AERS-1 1992 
200 
day number 
Figure 5.1 Development of the vegetation water content Wd of sugar beet 
during the growing seasons 1979, 1988, 1991 and 1992. 
5.2.2 Description of winter wheat 
Winter wheat is a complex crop because of its structure and because of the fact 
that the crop has several phenological stages. The crop consists of stems which 
have about 5 long leaves that can be folded. Depending on the phenological 
stage the crop can have ears. The orientation of the stems and ears is 
erectophile but can change because of environmental factors as wind (lodging). 
The diameter of the stems is about 0.4 cm, the diameter of the ears is about 1.5 
cm and the dimensions of the leaves are about 3x20 cm. The crop is grown in 
rows with a distance of 12 cm. 
The phenological stages of winter wheat can be quantified with Zadok's 
development scale. With this scale it is possible to normalize the time scale of 
winter wheat and to specify stages in the development of the crop. However, 
the backscatter is sensitive to features like ear-stem formation and lodging, 
which are not on the Zadok's scale. 
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Figure 5.2 displays examples of the development of winter wheat during the 
same growing seasons and at the same test sites as was the case for sugar beet. 
Again vegetation water content developments are shown, but in the case of 
winter wheat the influence of vegetation water content on the backscatter is 
different from that of sugar beet. 
According to measurements described by Bouman and van Kasteren (1990) 
and by Ulaby et al. (1986) winter wheat backscatter starts to decrease when the 
ears start to appear. When the ears are formed anthesis takes place and the 
backscatter decreases to a minimum until no more growth in height takes place 
(soil cover ~ 100%). In this situation £has become > 1. After this period the 
crop starts to ripen. At the end of the ripening period the crop becomes dry 
(water content less than 30%) and it can be expected that it becomes 
transparent to microwaves (Ulaby et al., 1986). An increasing transparency 
implies that some time before harvesting the soil component becomes 
dominant over the vegetation component and that the backscatter starts to 
increase again. Ulaby et al. (1986) observed also a dependence on look 
direction of the backscatter, since winter wheat is grown in rows. Ulaby et al. 
mention that for frequencies above 4 GHz this dependence is negligible, but for 
frequencies below 4 GHz the dependence can be large and is dependent on 
incidence angle. Bouman and van Kasteren (1990) concluded that this 
dependence on look direction was negligible for measurements that were 
performed at X-band. 
Wd (kgirï2) 
3 
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•' V. 
• AGRISC ATT 1988 
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day number 
Figure 5.2 Development of vegetation water content Wd of winter wheat 
during the growing seasons 1979, 1988, 1991 and 1992. 
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5.3 Description of the data sets 
ROVE 
In the period 1975-1981 radar data and ground data were collected in 
experiments at agricultural test farms in the Netherlands (van Kasteren, 1993). 
Measurements were performed throughout the growing season with a tower-
based X-band (9.6 GHz) system. The radar was calibrated by means of a corner 
reflector and the average accuracy was better than 0.5 dB. For the validation of 
the Cloud model only the 1980 data will be used, ground measurements 
included then not only crop height, crop cover, biomass per m2, soil moisture 
content and plant dimensions, but also optical reflectance measurements. From 
the latter it is possible to assess the LAI. The processing of the radar data was 
performed by the Delft University of Technology and the Physics and 
Electronics Laboratory (TNO-FEL). 
AGRISCATT 
In 1987 and 1988 an airborne radar data acquisition campaign was conducted at 
several agricultural test sites in Europe. Among these sites was the Dutch 
Flevoland area, which comprises forest and several agricultural crops like sugar 
beet, potato and winter wheat. A very extensive data set was obtained, with a 
variety of sensors. Measurements were made throughout the growing season 
and detailed measurements at plant level were performed for studies of 
backscatter dependencies on agricultural parameters (Vissers et al., 1989). 
During the growing season of 1988, multi-frequency and multi-temporal radar 
data were collected with the DUTSCAT system (Delft University of 
Technology SCATterometer; Snoeij and Swart, 1987) at a test site located in 
Southern Flevoland. DUTSCAT was operated in six frequency bands: L (1.2 
GHz), S (3.2 GHz), C (5.3 GHz), X (9.6 GHz), Kul (13.7) and Ku2 (17.3 
GHz). Radar measurements were carried out on seven dates during the growing 
season at vertical (VV) and horizontal (HH) co-polarizations. The incidence 
angles were 10° and 15° during the bare soil period and 20°, 30°, 40°, 50° and 
60° on the other five dates. DUTSCAT was externally calibrated for all of the 
above mentioned system parameters by the DUT (Snoeij and Swart, 1992) with 
the aid of corner reflectors. The average SCS of all agricultural fields was 
computed by the TNO-FEL institute. Figure 5.3 gives an illustration of the 
DUTSCAT system, mounted under an aircraft, during the TOSCANE II 
campaign in Brittany in 1987. 
MAC'91 
In 1991 radar measurements were performed in the Netherlands with the 
Polarimetrie JPL-AIRSAR instrument, which operates in the frequency bands P 
(0.5 GHz), L (1.3 GHz) and C (5.4 GHz). This campaign was carried out in the 
framework of the SIR-C/X-SAR project. It was planned for a six weeks period 
on a multi-temporal basis at the Flevoland test site, starting from the end of 
June to the first week of August. Ground data measurements were limited to 
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soil moisture content measurements, soil surface roughness, field reflectance 
measurements by means of a hand held radiometer, and visual crop 
observations like height and cover percentage (Vissers and van der Sanden, 
1992, Büker et al., 1992). Calibration of the images was performed at the Jet 
Propulsion Laboratory in Pasadena, using active transponders and corner 
reflectors placed in the area. Figure 5.4 is a L-band polarization composite 
image of the Flevoland test site. 
ERS-1 1992 
ERS-1 images of the Flevopolder test site in the Netherlands were obtained 
during the growing season of 1992. No detailed ground data are available, only 
soil moisture content measurements were performed (Nieuwenhuis and van 
Rooij, 1995). Reflectances were obtained with a hand held radiometer, 
allowing for the determination of LAI values. Calibration of the images was 
performed at the Staring Center, Wageningen, again by using active 
transponders and corner reflectors placed in the test area. 
Table 5.1 lists the data sets which will be examined and Table 5.2 gives an 
overview of the ground data and system configurations. The ground data that 
are used for the model validation and the decomposition algorithm, are 
described in more detail in Chapters 6 and 7 respectively. 
Table 5.1. The data sets that have been used in the thesis. 
WÊÊÈÈÊÊÊÈÈ 
24/4/80 
every 4 days 
29/8/80 
22/4/88 
2/5/88 
14/6/88 
5/7/88 
14/7/88 
26/7/88 
16/8/88 
3/7/91 
12/7/91 
28/7/91 
3/5/92 
12/5/92 
7/6/92 
16/6/92 
5/7/92 
12/7/92 
9/8/92 
20/9/92 
Table 5.2. Ground data available in the data sets that have been used in the 
thesis. 
H l l l a S>CT Cunfiguraiio VI 
ii (kg m 
') 
m< Roughness LAI 
(vols.) (cm) m3 IU-
RO VE 1980 X HH/VV + 
AGRISCATT 1988 L, C HH/VV + 
MAC'91 L,C HH/VV -
ERS-1 92 CVV 
+ 
+ 
+ 
+ 
-
+ 
+ 
-
+ 
+ 
+ 
+ 
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Figure 5.3. The DUTSCAT system in action during the TOSCANE II campaign 
in 1987 in Brittany (Courtesy of National Aerospace Laboratory NLR). 
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Figure 5.4. L-band polarization composite of the Flevoland test site (HH: red, 
HV: green, W: blue). 
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5.4 Limitations of the data sets 
According to Table 5.2 the data sets contain the same type of information. 
However, there are differences and limitations, which are important for the 
validation of the Cloud model. These are the topic of this section. Since the 
Cloud model will only be applied to sugar beet (refer to Chapter 6), the 
backscatter behaviour of this crop is examined. 
The AGRISCATT 1988 database contains a vast collection of valuable ground 
data, but unfortunately not enough radar measurements are available for the 
beginning of the growing season. This is a pity in particular since then the 
backscatter is most sensitive to the increase in biomass. Figure 5.6 depicts yvv 
for sugar beet at C-band in dB as function of the amount of vegetation water 
content Wd (kg m"2), at incidence angles 20°, 30° and 40° as indicated in the 
legend. 
Yw (dB) 
-20 
-30 
-40 
Wd (kg m') 
Figure 5.5. The SCS of sugar beet at C-band, W polarization, for incidence 
angles 20°, 30 , and 40°, as a function of vegetation water content Wd (kg m2). 
Data are given for dates 14/6/88, 5/7/88 and 14/7/88 during the AGRISCATT 
1988 campaign. 
Figure 5.5 illustrates that there is a lack of data at low W-d values. There is also 
a dispersion present in yvv as function of the incidence angle. C and D are thus 
dependent on incidence angle. Of special interest is the decrease of yvv at a 
W-d ~ 3.0, which is equivalent to a LAI ~ 4. At this value of LAI an inflection 
point in the temporal LAI signature is seen (Final report of ESA project no. 
9837/92/NL/GIS, 1994). At practically all frequency bands and incidence 
angles the same decrease of yvv is observed. This phenomenon is probably 
related to a change in structure in the sugar beet crop (Rijckenberg and van 
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Leeuwen, 1994), but the available data do not allow to investigate this 
possibility further. 
Figure 5.6 shows yvv of sugar beet as obtained by the ERS-1 SAR as a function 
of optically inferred LAI values. 
7w (dB) 
Kh^\ 
LAI (m2m 2) 
Figure 5.6. ERS-1 SCS values of sugar beet in 1992 as a function of optically 
inferred Leaf Area Index LAI. 
In the ERS-1 data there is practically no variation in incidence angle. However, 
from Figure 5.6 it can be seen that a large spread in yvv is present at the 
beginning of the growing season and that at the end this spread decreases. The 
spread is most probably caused by different management activities of the 
individual farmers, resulting in different roughness scales (Nieuwenhuis and 
van Rooij, 1994). There were no roughness measurements performed in this 
campaign, so these effects could not be evaluated. The dip that is seen at 
LAI ~ 5 can be caused by drying of the leaves, since at LAI ~ 4.5 a small dip is 
also present, which corresponds to the same date (15-7-1992) as the low yvv 
values at LAI ~ 5. Since the ERS-1 overpasses are roughly every two weeks, 
the same problem of insufficient data arises as in the AGRISCATT 1988 
campaign. 
The MAC'91 data seem more suitable for validation of the models, since here a 
large range of LA/-values is identified. Only three dates in the midst of the 
growing season are available, but because of frost damage and different 
management activities, LAI varies spatially. Figures 5.7 and 5.8 illustrate the 
SCS of sugar beet at L- and C-band respectively, as a function of optically 
inferred leaf area index values, obtained at all three dates. 
I l l 
In Figs. 5.7 and 5.8 a decrease in ypp can be observed at L- and C-band on day 
209. This decrease depends on the vegetation/soil conditions, because on this 
day YPP is both low at a LAI ~ 4 and a LAI ~ 3. Day 209 was a relatively dry 
day, which can result in a drying of the leaves. 
(a) 
YHH (dB) 
day 184 HH 
day 193 HH 
day 209 HH 
2 3 4 
LAI (m2m2) 
(b) 
7w (dB) 
day 184 V V 
day 193 VV 
day 209 VV 
LAI (m2m"2) 
Figure 5.7. The SCS of sugar beet at L-band, at HH- (Fig. 5.7a) and W-
polarizations (Fig. 5.7b), at 40 incidence angle, as function of optically 
inferred Leaf Area Index LAI. The data are from the MAC'91 campaign and 
dates are indicated in the legend. 
112 
(a) 
Yhi, (dB) 
0 T 
^ A A ^ W ^ ~^ day 184 HH 
* ^ - * - d a y l 9 3 H H 
day 209 HH 
LAI (m2m2) 
(b) 
7w (dB) 
0 
-1 + 
-2 
-3 
-4 
-5 
-6 
-7 
-day 184 W 
-day 193 W 
- day 209 W 
LA/ (m2m'2) 
Figure 5.8. The same as in Figure 5.7 but now for the C-band. 
In the MAC'91 data a reasonable exponential trend in yhh at L-band (Figure 
5.7a) can be distinguished. However, no such trend can be seen in yvv at L-band 
(Figure 5.7b) and yhh and yvv at C-band (Figs. 5.8). In addition the decrease in 
these SCS leads to the fact that they lie under the level of the SCS at lower 
values of LAI. This may be caused by soil roughness effects, being important 
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only at the lower LAI values, but this also cannot be verified with the available 
data. 
It can be anticipated here that the systematic occurrence of a decrease will 
hinder the validation of the Cloud model. It is assumed that the backscatter 
saturates with biomass and the model does not account for any possible 
structural changes. Because of the decrease the C parameter will be affected 
and consequently the D parameter will be affected. 
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VALIDATION RESULTS OF RADIATIVE 
TRANSFER MODELS 
6.1 Introduction 
In the following model validation results will be presented for the Cloud model 
and MIMICS. It is necessary to follow different validation procedures for the 
two types of models because of their different nature. The Cloud model is a 
semi-empirical model, hence a regression analysis must be performed. 
MIMICS is a forward model and the predictions must be compared with 
measurements. 
In section 6.2 the Cloud model is applied to the backscatter of sugar beet only, 
since it cannot account for the complex structure of winter wheat, of which the 
effects on the radar backscatter are not completely understood. A validation of 
the Cloud model is performed with an assessment of the C and D parameters 
obtained through measurements. Optical data have been used in this procedure, 
as not enough ground data are available. MIMICS is validated with respect to 
the backscatter of sugar beet and winter wheat. The validation of the predicted 
SCS of sugar beet incorporates a fit of the model to measured SCS data, by 
trying to find an effective diameter for circular disks that represent the leaves. 
This is described in section 6.3.1. In section 6.3.2 MIMICS is applied to model 
the backscatter of winter wheat to examine the relative importance of the 
vegetation constituents and simulations are compared with measurements. In 
section 6.4 the integration of MIMICS in an inversion scheme, together with 
the Cloud model, is addressed. Section 6.5 contains a summary of this chapter. 
6.2 Validation of the Cloud model for the prediction of 
the backscatter of sugar beet 
The Cloud parameters C and D can be estimated by means of a regression 
analysis. A standard non-linear regression procedure is provided by the 
algorithm of Marquardt-Levenberg. This algorithm has been used for the 
assessment of the C and D parameters. 
All four data sets are used for the estimation of the parameters, where as an 
exercise the ROVE 1980 data set (X-band) is used for the validation of the 
Cloud model, since C and D values pertaining to those data have already been 
reported in the literature. Backscatter at P-band is not included in the study. 
The soil contribution is estimated with values for G and B, which have been 
reported in the literature (van Leeuwen, 1992) Since it is realistic to assume a 
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constant soil moisture content at the Flevoland test site, the values for G have 
been corrected for soil moisture, by using the average volumetric soil moisture 
content of three fields (Vissers and van der Sanden, 1992). Only fields have 
been considered for which measurements with a portable radiometer are 
available, since from such measurements it is possible to assess the LAI (Büker 
et al., 1992). Vegetation water content is then estimated from the optically 
assessed LA/-values. It is not clear whether the LAI-Wd relationship, obtained 
from the ground data of the AGRISCATT88 campaign (Rijckenberg and van 
Leeuwen, 1994), applies also to the MAC'91 and ERS-1 1992 data, but this has 
no direct consequences for the validation results. Table 6.1 gives an overview 
of the results. 
Table 6.1. Results of the fit of the Cloud model to backscatter measurements of 
sugar beet with the Marquardt-Levenberg algorithm. The used radar 
backscatter measurements and the corresponding configurations are indicated 
in the first column of the table. 
Data set & configuration 
AGRISCATT 1988 C, VV, 20°-40° 
AGRISCATT 1988 C, HH, 30° 
MAC'91, C,VV 
ERS-1 1992, C, VV 
AGRISCATT 1988 L, HH, 20°-30° 
AGRISCATT 1988 L, VV, 20°-30° 
AGRISCATT 1988 L, VV, 50°-60° 
MAC'91, L,VV 
MAC'91, L,HH 
ROVE 1980, X, HH, 40° 
ROVE 1980, X, VV, 40° 
C 
0.73 
1.09 
0.47 
0.30 
0.34 
0.16 
0.09 
0.07 
0.12 
1.06 
1.05 
Sültfv 
C 
0.06 
0.29 
0.02 
0.02 
0.23 
0.006 
0.003 
0.01 
0.01 
0.03 
0.04 
7> 
1.64 
0.65 
2.91 
13.7 
0.10 
0.64 
3.24 
1.90 
0.82 
1.58 
1.29 
Stdev 
D 
0.62 
0.83 
19.1 
18.10 
0.10 
0.14 
2.67 
8.49 
0.49 
0.56 
0.33 
Sum of 
residuals 
0.20 
0.71 
0.10 
0.11 
0.05 
0.02 
0.02 
0.02 
0.03 
0.03 
0.04 
Table 6.1 shows that the standard deviations of the estimated C parameters at 
C-band are small compared to the estimated values. The standard deviations of 
the estimated D parameters at C-band are very large, except for the 
AGRISCATT 1988 C-band VV data at incidence angles 20° - 40°, but here the 
D parameter has an unrealistic value (see for instance de Loor, 1987). At L-
band the standard deviations of the estimated D parameters are also very large 
except for MAC'91, L-HH. The standard deviations of both parameters at X-
band are generally smaller than the estimations. 
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The AGRISCATT 1988 and ERS-1 1992 data are not suitable for fitting the 
Cloud model to the backscatter, because these sets do not contain enough data 
for the beginning of the growing season. Therefore, the £>-parameter cannot be 
assessed, since this parameter can only be determined if the predicted 
exponential shape of /as function of vegetation water content is recognizable. 
The lack in backscatter data was already discussed by means of Figs. 5.5 and 
5.6. The systematic decrease in backscatter is also important for the assessment 
of the D parameter but this effect is not clearly seen in the results. 
The MAC'91 data give acceptable results only with the L-HH data, where 
reasonable confidence limits are found for the C- and Z)-parameters. The other 
data give results for the D parameter with confidence limits which are too 
large. Again the importance of the decrease is not clear from the results. 
The ROVE 1980 data give results which are in consistence with other findings 
(Bouman, 1991). This is illustrated with Figure 6.1 where only backscatter 
measurements before day 208 in 1980 are listed, because then Wd started to 
decrease. In the figure a clear exponential trend can be distinguished. Also a 
(small) dip at LAI-4 occurs in yvv. 
60 
50 
40 
30 
20 
10 
LAI 
Figure 6.1. SCS values of sugar beet atX-band, VV polarization, as a function 
of optically assessed Leaf Area Index LAI at various incidence angles. The data 
are from the ROVE 1980 campaign. Only data are illustrated which have been 
obtained before day 208, because then LAI started to decrease. 
Much better results can be obtained with the MAC'91 data if more fields are 
included in the study. This is possible when other optical data are used, 
obtained with a different measurement system. Results with that approach are 
described in Rijckenberg and van Leeuwen (1994). However, those results rely 
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on the assumption that the procedure for estimating the LAI from the 
radiometer data also applies to the other optical data. In addition the other data 
are only available on day 184, so the results belong to a particular case and are 
too limited for an application in an inversion scheme together with a complex 
model like MIMICS. 
6.3 Validation of MIMICS 
In section 3.5.2 it has been shown that with certain assumptions the Cloud 
model and MIMICS can be related. So it will be important to validate MIMICS 
because of this link. A difficulty is that the vegetation constituents can only be 
approximated with simple geometrical objects for which solutions of the scatter 
matrix exist. 
6.3.1 Sugar beet backscatter modelling 
A problem in modelling the backscatter of sugar beet leaves, is their complex 
shape. In MIMICS the leaves can only be represented by circular disks. So it 
has been tried to validate the MIMICS model for sugar beets by finding an 
effective diameter for these disks. Two approximations for the scatter matrices 
of circular disks are implemented in MIMICS, which depend on the 
wavelength (X) and diameter (P). These approximations are valid under the 
following conditions: 
- X < P Physics Optics approximation (Ulaby and Elachi, 1990); 
- X > P Rayleigh approximation (Tsang et al. 1985). 
In the Rayleigh approximation ellipsoids are used with two equal longer axes 
much smaller than the wavelength. There exists also an analytical solution for 
the scatter matrix of ellipsoids with the smaller axis much smaller than the 
wavelength (Eom and Fung 1984). This modification has been implemented in 
the model. It can be used for all diameters, since the only necessary condition is 
-JEJÖ « X, which is true for wavelengths longer than the X-band (<5, the 
thickness of the leaf is 0.5 mm). This solution is here referred to as the 
modified Rayleigh approximation, but it is also known as the Rayleigh-Gans 
approximation. 
Simulations with MIMICS were performed at L- and C-band and it has been 
tried to fit the model to the MAC'91 and ERS-1 1992 campaigns, with both the 
modified Rayleigh and the Physical Optics (PO) approximations. Figures 6.2 
and 6.3 depict the residue r as a function of P. This residue r is defined by: 
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' measured ) J^ \t MIMICS i / /s; * -. 
(o.l) 
where Nc is the number of cases. 
Table 6.2 gives the values that are found for the optimum diameters which 
minimized the residue, together with the transmissivity (T) of the layer and the 
SCS values of the different interaction components. 
Table 6.2. MIMICS results for the three main interaction components by using 
the modified Rayleigh and Physical Optics approximation (after Final report 
ESA project no 9837/92/NUGIS, 1993). 
Dataset ƒ t P fa, ywg TW«*t 
ERS-1 1992, mod. Rayleigh C 0.99 1.5 0.05 0.93 0.02 
MAC'91, HV, mod. Rayleigh 
MAC'91, VV,mod. Rayleigh 
MAC'91, HH, mod. Rayleigh 
MAC'91, HV, mod. Rayleigh 
MAC'91, VV, mod. Rayleigh 
MAC'91, HH, mod. Rayleigh 
MAC'91, VV, PO 
MAC'91, HH, PO 
From Table 6.2 the following main conclusions can be drawn. 
- It is possible with all data, to find effective diameters with the modified 
Rayleigh approximation. With the PO approximation only effective 
diameters are found at C-band, for VV- and HH-polarization. 
- The effective diameters appear to be dependent on frequency, polarization 
and incidence angle. 
- The transmissivity of the vegetation layer is much higher than expected in 
the modified Rayleigh approximation. 
- The two approximations do not intersect when the diameter approaches the 
wavelength, they differ about 20 dB. 
These conclusions show that the assumption of an effective diameter for the 
circular disks which represent the sugar beet leaves, gives unreliable results, 
although under certain conditions convergence is reached. The high 
transmissivity is the principal reason for the unreliable results. This implies 
actually a transparent vegetation layer so a very high correlation with soil 
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c 
c 
c 
L 
L 
L 
C 
C 
0.95 
0.95 
0.95 
0.9 
0.95 
0.91 
0.43 
0.43 
4.5 
4.2 
3.8 
9.8 
7.5 
9.2 
10.5 
11.5 
0.37 
0.48 
0.38 
0.43 
0.41 
0.42 
0.75 
0.59 
0.3 
0.46 
0.34 
0.24 
0.53 
0.15 
0.18 
0.13 
0.33 
0.06 
0.36 
0.43 
0.05 
0.43 
0.08 
0.28 
moisture is to be expected. Since this is not the case, the extinction of the sugar 
beet canopy is highly underestimated by the model with the modified Rayleigh 
approximation. 
The predicted low extinction can be explained by the validity of the optical 
theorem. It has been mentioned in section 3.2.3 that in order to determine the 
extinction properly by means of the optical theorem, the scatter matrices must 
be calculated with sufficient accuracy. This is apparently not the case with the 
modified Rayleigh approximation. 
When the predictions with the two approaches do not join, the unreliability of 
the results becomes larger, because it is reasonable to expect that the 
predictions come closer together when the wavelength is comparable to the 
diameter. The fact that the two approximations do not approach each other is 
explained by the difference in extinction. 
In its present state MIMICS is not well applicable to a vegetation like sugar 
beet with the presented assumptions and modifications. The results indicate 
that for a successful application more study has to be performed. For instance a 
better representation for the leaves should be found and this requires numerical 
techniques for the assessment of the scatter properties of a leaf. The extinction 
should then be calculated adequately and this requires a considerable amount of 
computing time. Also the structure in the vegetation should be accounted for 
properly since the observed decreases in backscatter suggest the occurrence of 
a structural effect (refer to Chapter 5). 
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Figure 6.2. The residue r as function of leaf diameter P'for different 
polarizations and frequencies for the MAC'91 and the ERS-1 1992 data using 
the modified Rayleigh approximation. 
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Figure 6.3. The same as in Figure 6.2, but now using the Physics Optics 
approximation. 
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6.3.2 Winter wheat backscatter modelling 
MIMICS will now be applied to predict the backscatter of a winter wheat 
canopy. Input parameters have been taken from the AGRISCATT 1988 ground 
data. 
As with the case of sugar beet there is a problem of how to model a wheat 
canopy. Winter wheat consists of stems, leaves and ears. In the real world the 
ears are above the leaves and the stems but it is not possible to represent a 
similar same lay-out with MIMICS. MIMICS applies to a crown layer and a 
trunk layer because it is designed for forest canopies. In the lower layer there 
are only trunks and no leaves. In the upper layer leaves and stems can be 
included, but then the ears can not be represented, because they are not in the 
same layer. An attempt has been made to circumvent these problems in another 
representation of the vegetation. 
Winter wheat leaves have an ellipsoidal shape and are usually twisted, curled or 
bent over. In the MIMICS model, they will be represented as discs. The area of 
the leaves is assumed as flattened out and that area is used in the model. No 
effective area has been assumed. The leaf thickness is taken as 0.1 mm. The 
stems now are treated as the "trunks" in the lower layer and as "branches" in 
the upper layer. The diameter of the stems is taken as 0.4 cm. The ears are also 
modelled as branches in the upper layer with a constant diameter (1.4 cm). 
For the soil surface the Physical Optics approximation for the scattering has 
been used although this approximation is probably only valid at C-band and not 
at L-band, because of the expected correlation lengths (/ ~5 cm, see Table 3.1). 
Simulations at L-band were performed, because at this frequency it can be 
expected that both the vegetation is practically transparent for the microwaves 
(Prévôt and Schmugge, 1992) and no correlation of backscatter with soil 
moisture is present (Bouman et al., 1990). 
Figures 6.4 and 6.5 depict measurements of the SCS of winter wheat during the 
growing season of 1988, at L-band, HH-polarization and 20° incidence angle. 
It can be noticed in these figures that the difference between the SCS at VV-
and HH-polarization depends on the date. This difference ranges from 0 to 3 
dB, but is not the same for each field at a given date. It can also be noticed that 
the SCS at VV-polarization is always below (or comparable to) the SCS at HH-
polarization. 
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Figure 6.4. SCS values of winter wheat at L-band 20 for HH (Fig. 6.4a) and 
W (Fig. 6.4b) polarizations, during the growing season of 1988. The numbers 
in the legend refer to the field numbers of the crops. Data are from the 
AGRISCATT1988 campaign. 
Table 6.3 gives measured and predicted SCS values of winter wheat, at L-band, 
HH-polarization and 20 incidence angle. 
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The results show that the simulated SCS is dominated by the soil contribution 
(practically always the SCS of the soil was 20 dB higher than the other SCS). 
Adding a layer of leaves has a negligible effect for both co-polarizations (0.4 
dB decrease). Adding a layer of stems above the bare soil decreases yvv (1.4 
dB), but yhh does not change much. Putting a layer with leaves and stems above 
the bare soil leads to results very near to those presented above. In each case, 
the stem height was chosen to be 0.3 m, and the layer with leaves is about 0.6 
m thick. The difference between yvv and yhh usually is 0.8 dB, with yvv < yhh. 
Again the soil contribution is practically always 20 dB higher than the other 
contributions. Adding ears to the precedent configuration increases the 
attenuation and consequently yvv decreases by 2.5 dB where yhh remains 
practically constant. This difference in decrease is due to the orientation of the 
ears, which has been chosen as "almost vertical". 
Table 6.3. Simulation results with MIMICS, at L-band, 20 . Input 
parameters are derived from the AGRISCATT1988 ground data. 
L-band. 20". Field 540 Ü-h-lW« S-7-1Q88 14-7-1988 
y» r* y» ft* y.v %* 
Measured -12.0 -10.7 -11.6 -8.9 -8.4 -7.3 
MIMICS Simulations 
Soil alone 
Soil and leaves 
Soil and stems 
Soil, stems and leaves 
Soil, stems, leaves and ears 
The canopy configuration with all constituents results in a difference between 
yvv and yhh of about 3 dB, as can be seen in Table 6.3. This is in accordance 
with the measured SCS depicted in Figs. 6.4. The absolute levels, however, are 
not in agreement for the examined fields: the simulated yvv and yhh are 3 and 1 
dB below the measurements respectively. The soil contribution is not in 
agreement with results from the AGRISCATT campaign (Bouman et al., 
1990). Here a difference of about 3 dB has been found between the bare soil 
backscatter and the backscatter of winter wheat. 
The vegetation representations do not match the measurements and the 
simulations. Although the trends are acceptable, the absolute levels are not. The 
results show that as in the case of sugar beet, the assumptions made for the 
representations are not correct. 
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Prévôt and Schmugge (1992) validated MIMICS for winter wheat canopies, at 
C- and X-band at 20° and 40° angles of incidence. The difference between their 
results and the results presented here can be explained by the fact that they 
examined different cultivars with a less dense cover, which are more 
transparent to microwaves than the crops encountered at the Flevoland test site. 
6.4 Inversion of radiative transfer models 
An inversion scheme with a combination of MIMICS and the Cloud model is 
not meaningful because it has not been possible to validate the models 
properly. The predicted trends are reasonable, but several problems remain 
unsolved. The transmissivity is too high and the temporal resolution is often 
too low. 
Because an inversion scheme has not been investigated further, the extended 
Cloud model has not been applied to the studied data. At this stage it is also not 
necessary to investigate the model, since the importance of a possible 
vegetation-soil component in the backscatter is not known. In addition it can be 
expected that statistically insignificant results will be obtained for the model 
drive parameters, as has been the case with the Cloud model. 
For an inversion a better validation is required of radiative transfer models. 
This is possible with better data sets in the interesting periods in the growing 
season, together with adequate ground data (e.g. AGRISCATT). In addition 
these models should approach reality as best as possible, in particular the 
structure and shape of vegetation constituents must be properly accounted for. 
Perhaps a better way for the modelling is to measure the scatter matrix of 
individual canopy constituents in a laboratory. These scatter matrices can then 
be implemented in a model like MIMICS. 
6.5 Summary 
A simple and a complex radiative transfer model have been studied in relation 
to the behaviour of backscatter from agricultural crops. These models are the 
semi-empirical Cloud model and MIMICS, a fully Polarimetrie first order 
solution of the radiative transfer equations. Validation results with these 
models have been given. 
It appears that for the estimation of the Cloud model drive parameters, the 
temporal resolution of the available backscatter measurements of sugar beet is 
often too low. The occurrence of a decrease in the backscatter in practically all 
data sets was expected to hinder the parameter estimations, but this is not 
directly observed in the results. 
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In order to use MIMICS for the prediction of the SCS of sugar beet a scatter 
matrix has been implemented for circular disks, representing the leaves, which 
is valid within the range of the employed wavelengths. The solutions for the 
scatter matrix already implemented in MIMICS, are not valid in this range. The 
results then obtained with MIMICS show to be unreliable. This can be 
explained by the fact that the predictions for the extinction of a sugar beet 
canopy are too low. The commonly used Rayleigh approximation of the scatter 
matrix for small dielectric spheres is known to be too inaccurate to be applied 
successfully in the optical theorem. The question can be raised if this is also the 
case for the matrix implemented here. 
The predictions with MIMICS for the SCS of winter wheat are not in good 
agreement with the measurements. Although the trends are acceptable, the 
absolute backscatter levels differ and the predicted contribution of the soil is 
too high. An explanation can be that a winter wheat canopy is too complex for 
an adequate representation in MIMICS. In general a winter wheat canopy will 
consist of two layers: a bottom layer with the stems and leaves above a rough 
soil surface; and a top layer with the ears. In MIMICS the bottom layer can 
contain only vertically oriented cylinders so this layer has been used for the 
stems. The top layer has been used for the leaves and ears. This canopy 
representation is not realistic. 
The validation of the two models has taken place in different ways so a 
comparison of the results is not straightforward. Nevertheless, from the study it 
can be concluded that the prediction of the drive parameters of the semi-
empirical models with the use of complex theoretical models is not very useful 
yet. An important reason is that the representation of the vegetation canopy is 
not adequate enough. Furthermore, the statistically derived drive parameters 
are unreliable because of lack of data. Since the importance of interaction 
components could also not be investigated properly, the validity of the 
extended Cloud model remains unclear. Therefore, the development of an 
inversion scheme has not been performed. In Chapter 7 a different way is 
followed in order to get insight in the interaction components. 
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7 APPLICATION OF THE DECOMPOSITION 
ALGORITHM TO SUGAR BEET AND WINTER 
WHEAT DATA 
7.1 Introduction 
In this chapter the algorithm of Chapter 4 is applied to experimental data. The 
algorithm gives a decomposition of the covariance matrix into three matrices, 
representing a vegetation, a soil and a vegetation-soil component respectively. 
In section 4.4 two ways, denoted as ^  and Jg, have been given to solve the 
algorithm. A choice between these two solutions is made after an analysis of 
Polarimetrie data with the three Polarimetrie tools defined in section 4.5. 
In section 7.2 Polarimetrie backscatter of sugar beet and winter wheat is 
examined by means of these three Polarimetrie tools. Then in section 7.3 a 
selected solution is specified for each crop. Section 7.4 gives the results of a 
decomposition of the backscatter of these crops. As an example the 
Polarimetrie Phase Difference (PPD) at L-band of a winter wheat canopy will 
be studied in detail. For this study the radiative transfer model of Karam et al. 
(1992) will be used. In section 7.5 the decomposition results for sugar beet and 
winter wheat backscatter are interpreted by means of the procedure outlined at 
the end of section 4.6. Section 7.6 contains a summary of this chapter. 
7.2 Polarimetrie backscatter of sugar beet and winter wheat 
With the three tools developed in Chapter 4 the Polarimetrie radar data at C-
and L-band are studied of sugar beet and winter wheat respectively. These data 
have been obtained during the MAC'91 campaign with the JPL Polarimetrie 
SAR as described in Chapter 5. From the measurements in 1991 only the data 
are used that are taken on: July 3 (day 184), July 12 (day 193) and July 28 (day 
209). For ease of reference the three Polarimetrie tools are repeated: 
tool 1 
The symmetry property of the covariance matrix: p = 1 - 2r\; 
tool 2 
The values of Ç, which give insight in the vegetation and soil components; 
tool 3 
The behaviour of the PPD as function of incidence angle, which indicates if the 
vegetation-soil component can be neglected. 
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When the canopy shows centrical symmetry solution ^\ is chosen, otherwise 
solution Jg is chosen (refer to Figure 4.2). 
7.2.1 Polarimetrie backscatter of sugar beet 
At the Flevoland test site sugar beet crops are grown in quantity since it is a 
major agricultural crop in the Netherlands. From the Polarimetrie radar images 
of the Flevoland test site 78 sugar beet fields have been selected. The fields 
consist each of approximately 1000 pixels. Ground data are available for only 
three fields (refer to Table 7.4), but a priori knowledge on the crop is available. 
It is known that on day 184 the canopy was closing and on days 193 and 209 
the canopy was closed. The soil conditions changed from moist on day 184 to 
dry on day 209. 
tool 1 
The symmetry properties of sugar beet backscatter at C- and L-band on the 
three selected days of the MAC'91 campaign are illustrated in Figs. 7.1 and 7.2 
respectively. 
-2r? 
0.75 
+ C-bandday 184 
O C-band day 193 
X C-band day 209 
0.25 
0.25 0.5 0.75 
Re[p] 
Figure 7.1 Symmetry property of the measured covariance matrices for 78 
sugar beet fields at C-band, on days 184 (3-7-91), 193 (12-7-91) and 209 (28-
7-91) during the MAC91 campaign. 
Figure 7.1 shows that the covariance matrices at C-band are practically 
symmetric since all data come close to the line of symmetry. The symmetry 
seems better on days 193 and 209 than on day 184, because on day 184 there is 
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a larger spread in the data. This spread can be explained by the fact that then 
the canopy was just closing and so the influence of the soil was larger, resulting 
in the observed asymmetry. It is further observed that 77 is not changing 
considerably between fields, but is somewhat larger on day 184 than on days 
193 and 209. It also appears that Re[p] increases from day 184 (when the 
canopy is closing) to day 209 (when the canopy is closed). 
The temporal behaviour of 77 has a consequence for the vegetation covariance 
at C-band. In the closed canopy situation the transparency of the canopy is low 
at C-band and the contributions of the soil and the vegetation-soil components 
to the backscatter are small. This means that the measured covariance matrix of 
a closed canopy will nearly become equal to the vegetation covariance matrix. 
But if the 7/ measured on days 193 and 209 is used as an estimate for r\veg on 
day 184, then together with the third equation of Eqs. (4.13) it is found that for 
this day fveg > 1 which is not possible. Therefore, it is expected that there is a 
difference between the vegetation covariance matrices at C-band of a closing 
and a closed sugar beet canopy. 
1-277 
0.75 
+ L-band day 184 
oL-bandday 193 
X L-band day 209 
0.25 
Figure 7.2 The same as in Figure 7.1 but now for the L-band. 
Figure 7.2 shows that in the L-band there is more spread in the data on days 
193 and 209, but there is still some symmetry. On day 184 there is practically 
no symmetry, in contradistinction to the C-band. The measured 77's on the three 
days are all in the same order of magnitude and there is a large range in the 
measured Re [p]. 
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For the L-band it is concluded that r\veg in the closing canopy situation is 
probably almost equal to r\veg in the closed canopy situation, because the 
measured rj's are nearly equal. So there seems to be no dependence of the 
vegetation covariance matrix on the development of the crop during closure and 
thereafter. 
tool 2 
The data are further examined with the second Polarimetrie tool. In the case of 
a centrically symmetric vegetation Çveg - 1. If now the values of Ç, are 
significantly different from 1 then this indicates an influence on the backscatter 
by the soil. Table 7.1 lists averages and standard deviations for Ç of sugar beet 
backscatter at C- and L-band on days 184, 193 and 209. 
Table 7.1. Averages and standard deviations for f of'the backscatter from 78 
sugar beet fields at C- andL- band for days 184, 193 and 209 in the MAC'91 
campaign. 
Day number 
Ç (C-band) 
Stdev 
1 (L-band) 
Stdev 
1K4 
1.25 
0.19 
1.73 
0.54 
Vn 
1.02 
0.10 
1.53 
0.27 
20') 
0.94 
0.22 
1.62 
0.44 
Table 7.1 shows that for the C-band the values for £on day 184 are somewhat 
larger than 1, which is probably not significant. The values on days 193 and 
209 are close to 1 so these measurements are nearly centrically symmetric. 
At L-band practically all values for Ç are larger than 1. It is possible that this is 
due to vegetation-soil interaction, because it is not so likely that there are large 
differences between Tv and Th, due to the random orientation of the sugar beet 
leaves (refer to section 7.3.3). Therefore, it is concluded that the measurements 
at L-band are not so symmetric and that this influence can probably be caused 
by vegetation-soil interaction. More insight in this possibility can be obtained 
with the PPD. 
tool 3 
The third Polarimetrie tool concerns the trend in the PPD as a function of 
incidence angle. It is observed that Im[p] is very small at C- and L-band, which 
implies that the PPD is negligibly small. At C-band the vegetation-soil 
component can assumed to be negligible but not at L-band. In that case the 
assumption seems to be in contradiction with the observation that £ > 1, which 
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can indicate vegetation-soil interaction. So it can be that the parameter a in the 
vegetation-soil covariance matrix is important at L-band after all, instead of 
assuming that it is not because the PPD is negligible. At L-band now the 
characterization of vegetation-soil interaction by multiple scattering may be 
required (recall that then the PPD can be negligible), as pointed out by Chuah 
(1994). The significance of that characterization becomes more visible when 
the decomposition results are analyzed. 
In summary: 
- Sugar beet backscatter is symmetric at C-band. It is less symmetric at L-
band, but the linear relationship is reasonably present when the canopy is 
closed. The values for Ç at L-band are always larger than 1, which can be 
due to vegetation-soil interaction. 
- Vegetation-soil interaction is unimportant at C-band, but it can be at L-
band. 
Based on these results solution ^\ is chosen for a decomposition of the 
backscatter of sugar beet at C- and L-band. This solution is specified further in 
section 7.3.3. 
7.2.2 Polarimetrie backscatter of winter wheat 
In this section the Polarimetrie backscatter of winter wheat is investigated. In 
the SAR images of the MAC'91 campaign 95 wheat fields have been selected, 
each containing about 600 pixels. As is the case for sugar beet ground data are 
available for only three fields (refer to Table 7.5) but it is possible to give some 
a priori knowledge. On day 184 the winter wheat crops were at the end of 
flowering and the milk development was beginning on day 193. On day 209 the 
crops were yellowing. The soil moisture conditions changed from moist (day 
184) to dry (day 209). 
Again the investigation will be performed with the three Polarimetrie tools. 
Beside these tools there is also some knowledge available from the literature. 
From other experiments it is known that when the wheat starts flowering 
(appearance of ears) Ç will become > 1 and the vegetation layer becomes more 
opaque and so the influence of the vegetation increases (Bouman, 1991; Ulaby 
et al., 1986). On the other hand it is also known that when the crops are 
yellowing the crop will become more transparent to the microwaves. This 
knowledge will be used for the interpretation of the results obtained with the 
Polarimetrie tools. 
tool 1 
Figures 7.3 and 7.4 illustrate the symmetry properties at C and L-band. 
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+ C-bandday 184 
oC-bandday 193 
X C-band day 209 
Figure 7.3 Symmetry property of the measured covariance matrices for 95 
winter wheat fields at C-band, on days 184 (3-7-91), 193 (12-7-91) and 209 
(28-7-91) during the MAC91 campaign. 
It is clear from Figure 7.3 that the data show no symmetry in the C-band. There 
appears to be some kind of trend in the data: if Re[p] increases then 1-277 
decreases and consequently r? increases. This trend is an incidence angle effect, 
as a closer examination shows. 
1-2 77 
+ L-bandday 184 
oL-bandday 193 
X L-band day 209 
-0.5 -0.25 0 0.25 0.5 0.75 1 
Re[p] 
Figure 7.4 The same as in Figure 7.3 but now for the L-band 
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In Figure 7.4 it can be observed that in the L-band the data also show no 
symmetry, but there is at least a tendency towards symmetry when going from 
day 184 to day 209. It is further observed that T] is not changing considerably in 
time, but Re[p] is increasing from day 184 to day 209. Basically the same 
conclusions for the L-band can be drawn as for the C-band. 
tool 2 
More insight in the influence of the soil can be obtained with the second 
Polarimetrie tool. In Table 7.2 averages and standard deviations are listed for Ç 
from the measured covariance matrices of winter wheat at C- and L-band on 
days 184, 193 and 209. 
Table 7.2. Averages and standard deviations of C, of the backscatter for 95 
winter wheat fields at C- and L-band on days 184, 193 and 209 in the MAC'91 
campaign. 
D.iv number 
I (C-band) 
Stdev 
X (L-band) 
Stdev 
184 
0.96 
0.22 
2.82 
0.76 
ll>' 
0.76 
0.27 
1.86 
0.51 
im 
1.45 
0.82 
2.13 
0.57 
Table 7.2 shows that the values for fare not close to 1 at C-band, except for 
day 184. For the L-band it is always observed that f > 1, which suggests that 
there are different scattering mechanisms involved than those at C-band. 
Another observation is that on day 193 f < 1 at C-band, so it seems that the soil 
component then dominates the backscatter. However, the VV-polarized waves 
reflected from the soil will undergo a larger attenuation than the HH-polarized 
waves (refer to section 7.3.4). When now the soil component dominates it can 
also be that f > 1. So in the case of winter wheat the fact that f > 1 can indicate 
an influence of the soil component but also of the vegetation-soil component. 
More insight in this matter is obtained with the third tool. 
tool 3 
Insight in the vegetation-soil component can be obtained by studying the PPD. 
For illustration the PPD at P-band is also included. It is found that the 
PPD ^  0°. It is now important to have knowledge about the standard deviation 
of the PPD. As mentioned in section 4.5.2 the standard deviation will be large 
when \pc\ is small and for winter wheat these magnitudes are indeed relatively 
small. Table 7.3 gives the average values for \pc\ of all winter wheat fields and 
the theoretically derived standard deviations (Stdev) for the PPD (from Lee et 
al., 1994). 
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Table 7.3 The average magnitudes of the co-polarized correlation coefficient 
\pc\ and the standard deviations of the PPD of winter wheat (after: Lee et al., 
1994). 
Day 184 
Day 193 
Day 209 
( 
/' 
0.16 
0.24 
0.26 
-kind 
Sldov 
PPD 
86° 
76° 
75° 
1 
A 
0.22 
0.27 
0.33 
.-bund 
Sldc\ 
PPD 
80° 
73° 
64° 
[• 
/' 
0.29 
0.29 
0.32 
-b;n ul 
MiR-v 
PPD 
70° 
70° 
66° 
Table 7.3 shows that the standard deviation is increasing with the frequency. A 
similar behaviour was observed in the propagation measurements of Sheen et 
al. (1994). Figures 7.5 and 7.6 illustrate the observed PPD of the 95 wheat 
fields at C- and L-band respectively, on the three days of the campaign. 
PPD (°) 
90 T 
45 
0 
-45 --
-90 
o* « I I I * o " + " # Ä * * 
+ C-bandday 184 
o C-band day 193 
X C-band day 209 
Figure 7.5 The PPD of 95 wheat fields as function of the incidence angle 6, on 
days 184 (3-7-91), 193 (12-7-91) and209 (29-7-91) during the MAC91 
campaign. 
Figure 7.5 shows that in general the PPD is negative and the magnitude of the 
PPD is increasing with increasing incidence angle. According to Table 7.3 the 
standard deviation of the PPD is large at C-band, which means that the 
associated PDF's are tending towards an uniform distribution. This makes the 
interpretation of Figure 7.5 rather difficult, because the observed trend with 
incidence angle is not necessarily significant. It can therefore not be concluded 
unambiguously that an even number of reflections has occurred in the 
backscatter. 
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Figure 7.6 The same as in Figure 7.5 but now for the L-band 
Figure 7.6 shows clearly a different behaviour for the PPD at L-band. Up to 
incidence angles of 50° there is a large spread in the data. For 9 > 50° the 
magnitude of the PPD is increasing towards 180° which resembles a two-way 
propagation effect (note the 180° ambiguity). The PPD at L-band is statistically 
significant, because the corresponding standard deviations are relatively small. 
The transparency of the wheat crops, which could have increased in time, is not 
an explanation for the behaviour at L-band, because the measurements show 
the same trend independent of the water content of the crop. It seems mainly an 
incidence angle effect. A different behaviour has been observed by Ulaby et al. 
(1987) in their measurements of backscatter of corn at L-band. The difference 
between the wheat and corn PPD measurements is that the two-way 
propagation dominates in the wheat canopy and the bistatic scattering of the 
stalks dominates in a corn canopy. Bistatic scattering results in a PPD of about 
180° (the exact value depends on the dielectric properties of the stalks) and 
such values are not observed in Figure 7.6 for 9< 50°. The stronger effect of 
the two-way propagation in a wheat canopy is probably related to the density, 
which is generally larger than the density of a corn canopy. 
It is instructive to consider the PPD also at P-band, because of the expected 
higher transparency of the crop. Figure 7.7 shows that for the P-band most of 
the observed PPD as a function of incidence angle are positive. Some values 
even go up to nearly 180°. The Stdev of the PPD indicates that the observations 
are statistically significant. The behaviour of the PPD on day 193 has a close 
resemblance with the observations of Ulaby et al. (1987). For the PPD of the 
other two days this resemblance is not so close. So Figure 7.7 suggests that 
when the frequency decreases the effect of the two-way propagation decreases 
and the influence of the bistatic scattering by the stems increases. This is 
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expected since the scattering by the stems of VV-polarized waves will be more 
pronounced at P-band than at L-band (Ferrazzoli and Guerriero, 1994). 
+ P-bandday 184 
o P-band day 193 
x P-band day 209 
Figure 7.7 The same as in Figure 7.5 but now for the P-band 
Summing up all results shows that an application of the algorithm for winter 
wheat will be more difficult than for sugar beet. For each frequency and canopy 
condition different scattering mechanisms seem to play a role. For instance at 
C-band there is no evidence of a vegetation-soil component on all days. At L-
band the situation looks different and there is evidence of a vegetation-soil 
component. But more important is that for all cases the covariance matrices are 
not centrically symmetric. 
The asymmetry at C-band seems not to be caused by the soil. A possible 
explanation for the asymmetry at C-band can be found in the fact that a winter 
wheat canopy is an anisotropic medium. It is known from simulations studies at 
C-band (Kong, 1990, p. 46) that for an anisotropic random medium with 
vertically aligned scatterers Re[p] decreases with increasing 6 (refer to Figure 
7.3) and this simulated PPD is comparable to the observed PPD. It must be 
mentioned that a comparison with such simulation studies is not completely 
legitimate since in the simulations a continuous medium has been taken with a 
vfr ~ 3%, whereas for winter wheat vfr ~ 1%. The effect of vfr on the PPD is 
not entirely understood so the explanation is only tentative. 
In summary: 
- Winter wheat is not symmetric both at C- and L-band. 
- The vegetation-soil component is important at L-band but probably less at 
C-band. 
Because of these results solution J g will be used. This solution is specified in 
the next section for a decomposition at C- and L-band. 
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7.3 A decomposition algorithm for Polarimetrie backscatter of 
sugar beet and winter wheat 
In this section the solutions are described for a decomposition of sugar beet and 
winter wheat backscatter. Both solutions require a model for the soil covariance 
matrix and one solution requires a model for the vegetation covariance matrix. 
The development of such models generally requires ground data. Section 7.3.1 
lists the available ground data in the MAC'91 data set, in section 7.3.2 a model 
for the soil covariance matrix is outlined and sections 7.3.3 and 7.3.4 specify 
the solutions for the two crops. 
7.3.1 Available ground data in the MAC'91 data set 
Sugar beet 
The ground data that are available for sugar beet comprise: 
- soil moisture content ms of three fields on days 184, 193 and 209 (Vissers 
and van der Sanden, 1992); 
- optically assessed vegetation water content W-d of several fields (49) on day 
184 (Rijckenberg and van Leeuwen, 1994); 
- optically assessed vegetation water content W-d of three fields on days 184, 
193 and 209 (Büker et al., 1992); 
- roughness parameters s and / of one field (Vissers and van der Sanden, 
1992). 
Table 7.4 lists the ground data of the three fields where soil moisture content 
was measured. The roughness data are listed in Table 7.6. 
Table 7.4. Soil moisture contents ms and vegetation water contents W-d of three 
sugar beet fields during the MAC'91 campaign on days 184, 193 and 209. 
field * »7.. m, m, w7l Wd wH 
day 184 day 193 da> 2lW day 184 day 193 day 209 
(volt) (vol*) (vol'*) (k.gm:) (kgmj) (kgm2) 
19 
23 
143 
35 
31 
41 
30 
35 
34 
24 
24 
26 
2.1 
1.8 
1.6 
2.8 
2.1 
2.1 
4.0 
2.4 
2.8 
Although there is a large variation between the data of these fields, still the 
following major trends can be derived from Table 7.4: 
- ms is decreasing from day 184 to day 209, on the average this decrease is 
about 6 vol% between the three days; 
- W-d is increasing from day 184 to day 209, on the average this increase is 
about 0.7 kg m"2 between the three days. 
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Winter wheat 
The ground data that are available for winter wheat comprise: 
- soil moisture content ms of three fields on days 184, 193 and 209 (Vissers 
and van der Sanden, 1992); 
- optically assessed vegetation water content Wd of three fields on days 184, 
193 and 209 (Büker et al., 1992); 
- roughness parameters s and / of one field (Vissers and van der Sanden, 
1992). 
The ground data are listed in Table 7.5, except for the roughness data which are 
listed in Table 7.6. 
Table 7.5. Soil moisture contents ms and vegetation water contents W-d of three 
winter wheat fields during the MAC'91 campaign on days 184, 193 and 209. 
Field # m* m, m, Wd W-d WW 
day 184 day 193 day 209 day 184 day 193 day 209 
(Wl%) (vol%) (vol%) (kgm 2 ) (kgm 2 ) (RgfflT2) 
14 
16 
140 
44 
41 
26 
31 
28 
28 
25 
23 
22 
2.3 
2.9 
2.0 
1.7 
2.0 
1.7 
1.5 
1.5 
0.9 
As for sugar beet the winter wheat data show a large variation, but the 
following major trends can be derived from Table 7.5: 
- ms is decreasing from day 184 to day 209, on the average this decrease is 
about 7 vol% between the three days; 
- W-d is decreasing from day 184 to day 209, on the average this decrease is 
about 0.6 kg m"2 between the three days. 
Table 7.6 lists values for s and / of a sugar beet and a winter wheat field. These 
parameters have been obtained from measurements with a needle board parallel 
(//) and perpendicular (±) to the direction of cultivation (Vissers and van der 
Sanden, 1992). 
Table 7.6. Soil roughness parameters I and s of a sugar beet and a winter 
wheat field during the MAC'91 campaign in cm. The measurements were 
parallel (//) and perpendicular (J.) to the direction of cultivation, with a high 
(three samples per cm) and a low (one sample per cm) density (Source: Vissers 
and van der Sanden, 1992). 
Sugar beet // 
Sugar beet J. 
Winter wheat // 
Winter wheat _L 
/ 
(cm) 
8.5 
13.2 
3.6 
5.3 
A ( high di'ii 
icnn 
0.5 
0.6 
0.9 
1.4 
siljj s i low density) 
(em) 
0.5 
1.2 
1.4 
1.7 
140 
Table 7.6 shows that the values for / parallel and perpendicular to the direction 
of cultivation are different. Large differences are not found in s, except for the 
sugar beet field perpendicular to the direction of cultivation. As an estimation 
for the average roughness parameters of the sugar beet and winter wheat fields 
it is now assumed that: 
- for a sugar beet field I = 10 cm and s = 0.5; 
- for a winter wheat field / = 5 cm and s = 1.4. 
It must be concluded that the amount of ground data is small. Nevertheless, the 
average soil moisture content and vegetation water content of the three fields 
give estimates for the increase or decrease in the agricultural parameters of the 
fields for which no ground data is available. Although the accuracy of the 
estimates is unknown, their correctness is supported by the general expected 
trends: the biomass of sugar beet increases in time and winter wheat becomes 
dry at the end of the growing season. In addition days 193 and 209 were 
relatively dry days during the campaign. The same applies to the average 
roughness parameters. These can be considered as representative for sugar beet 
and winter wheat fields at the Flevoland test site (e.g. Vissers et al., 1989). 
7.3.2 A model for the soil covariance matrix 
Equation (4.4) provides a general form for the soil covariance matrix with the 
two unknown parameters psoii and £,„,/. These parameters depend on: the 
frequency and the incidence angle of the microwaves; the texture, roughness 
and moisture content of the soil; and the transmissivity of the vegetation 
canopy. In order to account for these dependencies of the two parameters, the 
applicability has been investigated of the soil scattering models listed in Table 
3.1. The estimates for the soil roughness parameters, derived from Table 7.6, 
have been used to determine which of these soil models are valid. It appears 
that the GO model is not applicable, the PO model applies to sugar beet 
backscatter at C-band, the SPM model applies to sugar beet and winter wheat 
backscatter at L-band, and the IEM model applies to all backscatter data. It 
must further be mentioned that it has been found experimentally that the PO 
and SPM models do not always give accurate predictions for the backscatter 
(e.g. Oh et al., 1992), but predictions with the IEM model agree with laboratory 
experiments (Fung, 1994). 
So the IEM model seems to be the most suitable model for the study. 
Unfortunately, this model is not very practical in the calculation of the soil 
covariance matrix for each decomposition of a Polarimetrie measurement, 
because it requires a considerable amount of computation time. To overcome 
this limitation the model will be used in connection with an empirical soil 
scattering model. First the empirical soil model is briefly described. 
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It has been proposed to model the backscatter of the soil by means of an 
exponential relationship with incidence angle (Prévôt et al., 1993). This 
approach allows for the estimation of soil moisture content and the 
transmissivity properties of the vegetation but vegetation scattering is 
neglected. The algorithm is based on the Cloud model (Attema and Ulaby, 
1979), and Prévôt et al. applied it to model the backscatter of a winter wheat 
canopy. In their approach measurements at two different incidence angles are 
combined. They assume the relationship for the bare soil backscatter and then 
account for the transmissivity of the vegetation canopy by means of the Cloud 
model. 
Experiments such as the ROVE measurements in 1978 (Kooien et al., 1979) 
show that an exponential relationship gives a reasonable description of the 
dependence of the backscatter on soil roughness. According to those 
measurements the relationship is also practically independent from soil 
moisture content. 
Because of its simplicity the exponential relationship with incidence angle 
appears very suitable to account for the dependence of psoii and Çsou on soil 
texture and roughness. There is also another benefit. The temporal behaviour of 
pson and ÇSOii as function of soil texture and soil roughness is generally not 
extreme because these properties will practically not change in time under a 
vegetation canopy. Only soil moisture content and the transmissivity of the 
canopy change in time. So advantage can be taken from a measured bare soil 
covariance matrix in the exponential relationship. The IEM model can be used 
to establish the relationship, which then serves to estimate the actual soil matrix 
relative to a bare soil covariance matrix. It remains to account for the soil 
moisture content and for the transmissivity of the vegetation. 
Accounting for the transmissivity of the vegetation canopy is possible by means 
of the relationship between a bare soil covariance matrix and the soil 
covfnance matrix of a vegetated surface (e.g. Ulaby and Elachi, 1990, p. 166): 
P soil ( 0 ) = — P bare soil ( ö ) 
* v ( ö ) 
2 (7.1) 
C soil ( 0 ) = i , „ , C bare soil ( ^ ) 
rl(d) 
where 
Pbaresoii (0) = co-polarized correlation of bare soil at an incidence angle 0, 
y „ i bare soil, hh \P) 
^sbare soil V " ) 
bare soil, w (*)' 
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Ybaresoii, hh (0 )= HH-polarized SCS at an incidence angle 9, 
Ybare sou, w (9 ) = VV-polarized SCS at an incidence angle 9, 
xp (9 ) = one-way transmissivity for p-polarized waves at an incidence 
angle 9, with/? = v or h. 
The transmissivity can depend on incidence angle because it depends on the 
propagation path length through the canopy, which increases with incidence 
angle. It can depend on polarization state when the vegetation constituents are 
not randomly oriented. So the transmissivity must be modelled for both crops 
because of their different structures, which is outlined in the next section. 
Equations (7.1) are the basic equations for modelling the soil covariance 
matrix. The procedure for their solution takes place in two steps: 
1) The exponential relationship is estimated with the IEM model. 
2) Measured bare soil covariance matrices are used in this relationship. These 
matrices were obtained during the SIR-C campaign in 1994, at an incidence 
angle 0O = 42°. A correction for differences in soil moisture content is 
performed by means of the IEM model. Next the procedure will be described. 
1) The exponential relationship with incidence angle 
An exponential relationship has been proposed originally to model the co-
polarized SCS of bare soil (Ybare
 sou, PP)- The relationship does not apply to 
Çbare soil, but it will be shown that it can be used in the modelling of the soil 
covariance matrix. Also no such relationship has been suggested for pbare sou, 
but there is some theoretical evidence. With the PO model an expression can be 
found for the slope of the correlation product of the scatter matrix elements 
(ShhS^, ) as function of the incidence angle, comparable to the expression for 
the slope of Ybare
 sou, PP (Ulaby and Elachi, 1990; Noll and Borgeaud, 1992). If 
now the VV-polarized SCS {Ybare soil, w) is not modelled because it is already 
used in the normalization of the covariance matrix then: 
Y bare soil, hh{") _ #,(0-0,,) 
Ybaresoil,hh\ßo) 
(7.2) 
P bare soil V / ' bare soil, vv V / giiSSft) 
P bare soil ( ^ 0 ) ' 7 bare soil, m \® 0 ) 
where 
öo = incidence angle of the bare soil covariance matrix measurements, 
g\, gi = incidence angle sensitivity coefficients. 
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The SCS Ybare soil, w occurs in the expression for p b a r e soit because of the 
definition for p (refer to section 2.2.6). 
The sensitivity coefficients g, and g2 in Eqs. (7.2) are obtained from the slopes 
are so. r i /TT TT* \ i n r\ •• °• b il,hh , 
or Ybare sou, hh and {ShhSvv) at 8= dQ according to: gx = — and 
_"\^hh^vv) 
g2 =— . These slopes have been simulated with the IEM model by using 
ad 
the estimates for the roughness parameters from Table 7.6, with ms = 30 vol%, 
and with an exponential correlation function for the soil roughness. 
The simulation study reveals that g, and g2 are both dependent on soil 
roughness and frequency. The coefficients also show some dependence on 
incidence angle, in particular g2 of the soil under a winter wheat canopy at C-
band. But since it is found that the soil roughness has a stronger impact than the 
incidence angle, the incidence angle effects are assumed not to be significant in 
the range 30° - 60°. This assumption is based on the fact that the roughness 
parameters are only estimates and their (unknown) accuracies are probably 
more important than the variations in incidence angle. Simulated values for g, 
and g2 are listed in Table 7.7 for an incidence angle of 40°, because at this angle 
the bare soil covariance matrix has been measured. 
Table 7.7. Simulated values for the incidence angle sensitivity coefficients g\ 
and gifor a soil surface under a sugar beet and a winter wheat canopy, 
respectively, at 40 incidence angle. Values are in (°)~ . 
Sugar beet 
C-band 
L-band 
Winter wheat 
C-band 
L-band 
H\ 
-0.08 
-0.08 
0.00 
-0.06 
ii 
-0.06 
-0.06 
-0.01 
-0.04 
Table 7.7 shows that the g\ and g2 coefficients for a soil under a winter wheat 
canopy at C-band are small compared to those at the L-band. This difference 
can be explained because at L-band the wavelength is larger than at C-band and 
so the soil surface appears as smoother. It so happens that a decrease of the 
backscatter with incidence angle will always be stronger for a smooth soil 
surface than a rough soil surface. For a soil under a sugar beet canopy there are 
no differences between the C- and L-band. The soil surface under a sugar beet 
canopy is relatively smooth compared with that under a winter wheat canopy, 
which can explain the similar coefficients at C- and L-band. 
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In measurements at L-band at HH polarization (Bradley, 1980; Bradley and 
Ulaby, 1980) it is observed that gt ~ -0.07 (°)'\ which is close to the simulated 
values. Prévôt et al. (1993) found that g, ~ -0.04 (°)"' at C-band and HH 
polarization. However, their result applies to (J°baresoilM (= 7W *>«, hh cos 0 ) 
and is therefore not comparable with the value in Table 7.7. It has been found 
that the sensitivity of crbaresoU hh ~ -0.03 (°)"' at an incidence angle of 40° 
(Rijckenberg et al., 1995), which is in agreement with the results of Prévôt et 
al. (1993). So it can be concluded that the values for g\ in Table 7.7 are 
consistent with experimental observations (Bradley, 1980; Bradley and Ulaby, 
1980; Prévôt et al., 1993). Unfortunately, there is no information available on 
gi-
A model for the soil covariance matrix 
Knowing g, and g2 in Eqs. (7.2) permits the calculation of ybaresoii, hh and pbaresoU 
relative to measured values of a bare soil surface with properties that are 
representative for the soil under the vegetated surface. The actual soil 
covariance matrix can now be found by means of two expressions in Çsoil and 
Psoii. These expressions follow from a combination of Eqs. (7.1) and (7.2), and 
by realizing that: 
YsoilM (Ö) = 7 vv (Ö) • f soi, (0) • Çsoil (0) (7-3) 
with fsoU (0 ) defined by Eqs. (4.3), and where 
Ysoii, hh (0 ) = HH-polarized SCS of the soil at an incidence angle 0, 
7w (0 ) = measured VV-polarized SCS at an incidence angle 0. 
The expressions in C,soil and psoa are given by: 
f soil ( 0 ) ' S soil ( 0 ) - -> -
 N 7T7 f soil ( 0 0 ) ' £ bare soil \"o)'e 
<(0o)-7w(0) 
f (0\ r, (n\-tl'{e)'üv(d)yyy{do)
 f (ft N (R X g2(e-80) 
Jsoil\y)Psoil\P)- 57~T J~: Jsoil{a0)'Pbaresou{U0)e 
*v(0 O ) -7vv(0) 
(7.4) 
The formulation of Eqs. (7.4) is an alternative for the direct modelling of the 
soil covariance matrix. The products on the left hand side also reduce the 
number of unknowns in Eqs. (4.13) with two. Another interesting point is the 
ratio of the p-polarized transmissivities: they cancel each other out when the 
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transmissivity is independent of polarization and incidence angle. As already 
mentioned the parameters PbaresoH (0o) and Çbaresoii (0O) are obtained from bare 
soil measurements and Tp (0) is topic of the next two sections. Equations (7.4) 
can be solved when/«,,/ (0O) is determined from a decomposition of backscatter 
at an incidence angle 90. The soil covariance matrix in that decomposition can 
be found with Eqs. (7.1). 
2) A measured bare soil covariance matrix 
During the first SIR-C/X-SAR campaign in April 1994 Polarimetrie 
measurements on bare soil fields at the Flevoland agricultural test site were 
performed at C- and L-band and at an incidence angle of 42° (van den Broek 
and Groot, 1995). The Flevoland site contains homogeneous soils of marine 
clay and during the campaign the average soil moisture content was about 30 
vol%. 
The SIR-C measurements have been categorized into three roughness classes: 
class I is characterized by s = 0.8; class II by s = 1.6; and class III by s = 3.2 
(van den Broek and Groot, 1995). The HV-polarized SCS and the co/cross 
correlations of the average covariance matrices of each class were found to be 
small (< 0.05) at C- and L-band. So the average matrices can considered to be 
representative for the bare soil covariance matrix during the MAC'91 
campaign, except for differences in soil moisture content. Table 7.6 shows that 
sugar beet fields belong to class I, whereas winter wheat fields belong to class 
II. The corresponding average values of the class I and class II measurements, 
denoted as Çef and pref, are listed in Table 7.8. 
Table 7.8. Average bare soil covariance matrices at C- and L-band obtained 
during the SIR-C/X-SAR campaign in April 1994, where class I corresponds 
with 5 = 0.8 and class II with s =1.6. 
Class I Class II 
Cef (C-band) 
pre/(C-band) 
Cef (L-band) 
Pref (L-band) 
0.95 
0.6 
0.5 
0.5 
1.05 
0.8 
0.6 
0.6 
An interesting observation in Table 7.8 is that a Bragg model, which is used in 
the Freeman decomposition (Freeman and Durden, 1992), seems not to be 
valid. Note that a Bragg model involves the relation £„ƒ = p2ref • The measured 
matrices can be used for a decomposition when differences in soil moisture 
content are accounted for. The reference matrix is corrected according to: 
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5 simulated \ î / 
5 simulated \*^) 
>- _  i l t  \'"s ) t- ,_ , . 
b baresoil ~ "7 7^7Ä~ ' re / (. ' ••>&) 
_ P simulated \ms ) ^ ,„ - , , 
Pbaresoil ~ 7TTT P r e / < ' -J0) 
P simulated \ M ) 
The correction factors for several soil moisture contents have been calculated 
with the IEM model using the roughness parameters derived from Table 7.6. It 
appears that the factors are practically independent of roughness. This is not 
surprising since the SPM model, which corresponds to the IEM model in the 
low frequency limit, predicts that Çsoit is independent of roughness. The 
correction factors are listed in Table 7.9. 
Table 7.9. Correction factors (àB) at C- and L-band for baresoil and pbare soii at 
40 incidence angle for four volumetric soil moisture contents ms. 
ms 
(vol%) 
10 
20 
30 
40 
hbarc .toil 
C-band 
0.78 
0.29 
0 
-0.19 
Pbare loil 
C-band 
0.73 
0.27 
0 
-0.18 
Wwv svtl 
I.-band 
0.66 
0.26 
0 
-0.18 
Pbare soil 
L-band 
0.66 
0.26 
0 
-0.17 
The approach shows that a suitable soil covariance matrix can be obtained for a 
decomposition. The applied exponential relationship has been verified for g\ by 
means of experiments and the results are acceptable. An advantage of the 
approach is the use of a bare soil covariance matrix which accounts to some 
extent for the unknown properties of the soil underneath the vegetation canopy. 
7.3.3 Solution for sugar beet data 
Based on the results obtained with the three Polarimetrie tools solution ^ has 
been chosen for a decomposition of sugar beet data. For this solution it is 
assumed that: the vegetation covariance matrix takes the form given by Eq. 
(2.34); the soil covariance matrix is modelled according to Eqs. (7.4); and 
vegetation-soil interaction is considered not to be important for the C-band, but 
it can be for the L-band. This section specifies these assumptions for the 
covariance matrices of the three interaction components in sugar beet 
backscatter. 
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Vegetation covariance matrix 
The elements of the covariance matrix of a centrically symmetric vegetation 
exhibit the relationships (see Eqs. (4.14) for the general case): 
p v e g = 1 - 2r]veg (7.6a) 
Çveg=l (7.6b) 
Soil covariance matrix 
For the soil covariance matrix the transmissivity rp (6 ) of the sugar beet canopy 
must be modelled. Since a sugar beet canopy consists of mostly randomly 
oriented leaves, it is conceivable that the transmissivity is independent of 
polarization. In that case only the incidence angle dependence needs to be 
investigated, for which the Cloud model can be used. In the Cloud model the 
one-way transmissivity T is given by: 
D-W-d 
T ( 0 ) = e 2cose (7.7) 
For a calculation of T with Eq. (7.7) it is necessary to have knowledge about the 
D parameter and W d. In the case of sugar beet backscatter at C- and L-band it 
can be expected that D is in the range 0.5 - 1 (de Loor, 1987). For W-d it can be 
taken that Wds 2 kg m"2 because then the backscatter begins to saturate with 
biomass (see also section 6.2) and the vegetation becomes opaque so T becomes 
small. In Table 7.10 results are listed for x in dB, calculated for D = 0.5 and 
D = 1 at several incidence angles. Equations (7.4) contain both the one-way (T) 
and the two-way transmissivity (T 2 ). To obtain T2 in dB the values for T in 
Table 7.10 must be multiplied by 2. 
Table 7.10. The one-way transmissivity Tof a vegetation layer in dB at several 
incidence angles, calculated with the Cloud model, with W-d = 2 kg m" and 
two values for the D parameter (m2 kg"1). 
0 
30° 
40° 
50° 
60° 
n = o ? 
-2.5 
-2.8 
-3.4 
-4.3 
r(dli) 
/>-. 1 
-5.0 
-5.8 
-6.8 
-8.5 
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Table 7.10 shows that the values for rat the lower incidence angles are 
comparable, but there are differences at the higher incidence angles, in 
particular for D = 1. These differences are due to the propagation path length 
through the canopy, which increases with G. The two-way transmissivities (T2) 
are also comparable at the lower incidence angles, but now the differences at 
the higher incidence angles are more pronounced. 
These results are interesting because they show that the differences between T 
at 40° and rat the other incidence angles are not very large (< 2.7 dB), even 
though a nearly opaque vegetation has been investigated. Since the reference 
matrix has been obtained at 42°, it is now reasonable to assume that the 
transmissivities vanish in Eqs. (7.4). Equations (7.4) then become: 
fsoil\P)hsoil\Q)- T^T fsoil\Qo)'Çbaresoil\Oo)e 
7vv(Ö) 
fsou^-pU^-^fsouie^P^ouie^82^ 
7vA6) 
(7.8) 
Vegetation-soil covariance matrix 
The vegetation-soil component is assumed to be not important in the 
backscatter of sugar beet at C-band, but it can be at L-band. The actual 
significance of vegetation-soil interaction can be assessed with its contribution 
to the total power, defined by Eqs. (4.12), because this contribution is 
independent from polarization (refer to the discussion with Eqs. (4.12)). For the 
vegetation-soil covariance matrix it is now taken that Re[a] - 1, both at C- and 
L-band, because in the followed procedure this value maximizes the 
contribution of the vegetation-soil component to the total power. To see this the 
following analytical manipulation of Eqs. (4.13) can be performed: substitute 
Eqs. (7.6a) and (7.6b) into Eqs. (4.13), then eliminate the third equation and 
subtract the fourth equation from the first equation. This gives: 
Ç-P-Ïri = f,0il <soil - f soil -Psoil + ( H 2 +Re[° ] ) - fveg-soil C7-9) 
A combination of Eqs. (4.12) and (7.9) results in: 
Ç - p - 2T] - fsoil • Ç soil + fsoil • p soil + (l - Re[a]) • fveg_ 
J veg—soiljp soil 
l + C + 27] 
(7.10) 
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and with Eq. (7.10) it is found that: 
fveg-soiijp (Re[a] = 1)> fveg-SoU,tp (Refcl > 0 (7-11) 
A maximum for fveg.son ,p follows since it can be shown with Eq. (4.9) that 
generally for a sugar beet canopy Re[a] > 1. 
Vegetation-soil interaction is expected to be small in sugar beet backscatter, so 
the fvegsoii. tP, estimated in this way, provides insight in this possibility. The 
possibility is particularly interesting at L-band since then f > 1 and PPD ~ 0. 
7.3.4 Solution for winter wheat data 
In this section the solution is specified for a decomposition of winter wheat 
data. Based on the results obtained with the three Polarimetrie tools in section 
7.2.2 solution Jg has been chosen for a decomposition of winter wheat data. In 
this solution a model is required for the vegetation covariance matrix. The soil 
covariance matrix is modelled by means of Eqs. (7.4), and the vegetation-soil 
covariance matrix is estimated from the data. 
Vegetation covariance matrix 
Little success is to be expected from a direct modelling approach to obtain the 
vegetation covariance matrix of winter wheat. The problem is that a suitable 
vegetation representation is required, although in the previous chapter no 
suitable vegetation representation could be found. Another limiting factor for 
the modelling is the available ground data. 
Therefore, an alternative approach has been adopted. This approach is based on 
the expectation that the vegetation component in winter wheat backscatter is 
strongly determined by the leaves and not by the stems, as simulations with 
radiative transfer models show (Final report of ESA contract no. ESA AO/1-
2831/94/NL/NB). According to those simulations the contribution of the stems 
to the total backscatter is mainly an even number of reflections between the 
stems and the soil, and the direct backscattering of the stems is small. To obtain 
now the vegetation covariance matrix the winter wheat leaves are modelled as 
randomly oriented needles. This representation does not exactly correspond 
with the actual shapes and sizes of the folded leaves, but the width and 
thickness of the leaves are small compared to the wavelength, so using a thin 
cylinder for a leaf will probably not introduce a large error. 
For a needle representation the vegetation covariance matrix can be easily 
calculated when only single scattering is accounted for (Ulaby and Elachi, 
1990): 
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" needles 
"l 
0 
1 
. 3 
0 
1 
3 
0 
r 
3 0 
l 
(7.12) 
Note that the needle covariance matrix exhibits the centrical symmetry 
properties (see section 2.2.7). The validity of this matrix in a decomposition is 
to be evaluated with the available data and with the methodology described in 
section 4.6. 
Soil covariance matrix 
As for sugar beet it remains to model the transmissivity Tp (9) of the winter 
wheat canopy. Transmissivity calculations by Ulaby et al. (1986, p. 1566) show 
a significant difference between ih and Tv of a layer with wheat stems at C-
band. The authors observed that T/, » TV and that the difference depends on the 
water content of the stems. The reason for this difference is that in horizontally 
polarized waves the electric field is always perpendicular to the axis of the 
stems. Therefore, these waves interact poorly with the stems. From the 
calculations of Ulaby et al. (1982) it further appeared that T* can be considered 
as nearly independent on incidence angle but not TV. 
In order to obtain insight in a polarization dependent transmissivity the 
differences between rh and Tv have been calculated as function of incidence 
angle. In these calculations the approach of Karam et al. (1992) has been used 
for modelling a layer consisting of vertically oriented cylinders with a diameter 
of 0.4 cm, a length of 1 m and a water content Wd~ 0.6 kg m"2. Results are 
listed in Table 7.11 for the fractions of the horizontally and vertically polarized 
one-way transmissivities, as function of the incidence angle 9. 
Table 7.11. Fractions of the horizontally T/, and vertically Tv polarized one-way 
transmissivities (dB,) of a layer of l m height, consisting of vertically oriented 
cylinders with a diameter of '0.4 cm and water content of '0.6 kg m"2, at C- and 
L-bandfor several incidence angles 9. 
0 
20° 
30° 
40° 
50° 
60° 
70° 
r„Av 
C-band 
0.92 
1.76 
2.71 
3.62 
5.10 
7.85 
I.-band 
0.18 
0.42 
0.94 
1.67 
3.01 
5.58 
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From Table 7.11 it can be concluded that the ratio TA/TV is dependent on 
incidence angle and that this dependence is less pronounced for the L-band than 
for the C-band. So in the modelling of the soil covariance matrix of winter 
wheat it is necessary to account for the incidence angle dependence of the 
transmissivity. It is now assumed that only Tv depends on the incidence angle 
and that TA(Ö) = TA . Equations (7.4) then become: 
Tv(yor/wlyJ 
f (ftYo (a\-lah^ïl^ËA f (a \.n (f) \eg2(e-e0) 
Jsoil\y) Psoil\y)- , , „ x ,„,. JsoilV'o) PbaresoiiyVoP 
?v(0o) -7vv(0) 
(7.13) 
Vegetation-soil covariance matrix 
The vegetation-soil covariance matrix contains the unknown parameter a, 
which will be estimated from the data. An interpretation of a will be difficult 
because there are several factors that can play a role. As mentioned in section 
4.3.3 a will depend on the reflection coefficients of the soil and wheat stems. It 
is therefore related to both soil moisture content and vegetation water content. 
Another relation with vegetation water content exists, because of the 
transmissivity of the vegetation. So it can be that a > 1 because of the Brewster 
angle effect in the reflection coefficients, but also the transmissivity of a wheat 
canopy can make that a > 1 because Tv < xh. 
1A Application of the decomposition algorithm to sugar beet 
and winter wheat data 
7.4.1 Methodology 
The decomposition algorithm is applied to the measured covariance matrices of 
sugar beet and winter wheat fields. The overall benefit of the algorithm is that it 
gives insight in the importance of the interaction components but it is only 
possible to obtain a qualitative insight. A quantitative analysis of the algorithm 
can be carried out with data from a special conditioned experiment that allows 
for a determination of the principal scatter centers in a vegetated surface (e.g. 
Paris, 1986; Zoughi et al., 1987; van Zijl, 1995). This section describes the 
applied procedure for an analysis of the results. 
There are two possibilities for an interpretation of the results: 
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1) Correlation with sugar beet and winter wheat ground data 
The objective of the thesis is the retrieval of ms and W-d from radar backscatter. 
A correlation with W-d data is only possible for the results for sugar beet 
backscatter on day 184. For this day the available ground data include an 
adequate amount of optically inferred W-d values (Rijckenberg and van 
Leeuwen, 1994). The remaining data can give insight in the temporal behaviour 
of ms and W-d and so allow for a comparison in qualitative terms like an 
increase or decrease in ms and W-d. 
2) Trend with the incidence angle 9 
The trend with 9 gives an impression about the quality of the results, because 
the influence of the vegetation increases with increasing 9. Therefore, the 
influence of the vegetation components must increase whereas the influence of 
the soil and vegetation-soil components must decrease with increasing 9. 
These two possibilities do not provide a decisive insight in the advantages of a 
Polarimetrie measurement over a conventional measurement, although 
Polarimetrie backscatter has been used in the algorithm. A possibility to 
investigate these advantages somewhat better is the relation between the PPD 
and the agricultural parameters soil moisture content and vegetation water 
content. Since the PPD of winter wheat at L-band shows a specific behaviour 
as function of incidence angle, this PPD is investigated also. 
In the next two subsections results are presented of predictions of the 
interaction components in the backscatter of the two vegetation types, using the 
solutions of the preceding subsections. Then the PPD at L-band of winter 
wheat is compared with radiative transfer model simulations. In section 7.5 
trends in soil moisture content and vegetation water content are predicted with 
the decomposition results, according to the procedure outlined in section 4.6. 
7.4.2 Decomposition for sugar beet data at C- and L-band 
In this section the average decomposition results of sugar beet backscatter are 
first analyzed with respect to the trends in ms and W-d. Then the correlation is 
examined between the results and the optically inferred W-d on day 184. 
Figures 7.8a and b illustrate the average contributions of the vegetation, soil 
and vegetation-soil components to the total power. Table 7.12 lists the average 
decomposition results. 
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Figure 7.8. Average contributions of the vegetation, soil and vegetation-soil 
components to the measured total power of sugar beet backscatter at C-band 
(Fig. 7.8a) and at L-band (Fig. 7.8b), during the MAC'91 campaign on days 
184, 193 and 209. The error bars correspond with the standard deviations of 
the estimated contributions. 
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Table 7.12. Averages and standard deviations of the estimatedfveg tp, feg, fou, tp, 
f sou, fveg-soii, tp, fveg-soii, Vveg, Csoii, and psoi, ofsugar beet backscatter at C- andL-
band, for days 184, 193 and 209 in the MAC'91 campaign. All values are 
linear. 
ParnmetiT 
Jveg, tp 
Jveg 
J soil, tp 
Jsoil 
Jveg-soU, tp 
Jveg-soil 
<]veg 
^soil 
Psoil 
J 
c 
L 
C 
L 
C 
L 
C 
L 
C 
L 
C 
L 
C 
L 
C 
L 
C 
L 
\vor:igL' 
da\ 1X4 
0.84 
0.55 
0.90 
0.67 
0.03 
0.13 
0.07 
0.32 
0.12 
0.32 
0.04 
0.02 
0.27 
0.32 
0.22 
0.50 
0.18 
0.35 
Stdev 
dav 184 
0.08 
0.13 
0.07 
0.27 
0.03 
0.12 
0.08 
0.28 
0.06 
0.08 
0.03 
0.10 
0.04 
0.09 
0.26 
1.04 
0.30 
0.39 
Average 
dav 193 
0.90 
0.67 
0.94 
0.79 
0.02 
0.10 
0.05 
0.20 
0.03 
0.22 
0.01 
0.01 
0.19 
0.25 
0.27 
0.65 
0.20 
0.62 
Stdev day 
193 
0.02 
0.07 
0.05 
0.14 
0.02 
0.07 
0.05 
0.14 
0.03 
0.05 
0.01 
0.01 
0.04 
0.06 
0.38 
0.78 
0.33 
0.36 
Average 
da\ 209 
0.98 
0.78 
0.96 
0.93 
0.01 
0.01 
0.02 
0.01 
0.02 
0.21 
0.01 
0.02 
0.18 
0.20 
0.69 
0.72 
0.33 
0.62 
side* 
dav 209 
0.03 
0.08 
0.05 
0.09 
0.03 
0.03 
0.04 
0.10 
0.02 
0.05 
0.01 
0.02 
0.04 
0.06 
1.56 
1.03 
0.62 
0.70 
The observations for the different parameters can be summarized as follows. 
Vegetation components 
- Figure 7.8a illustrates that/Vé,gi ,p shows little relation with an increasing W-d 
at C-band, but the trend seems better at L-band (Figure 7.8b) because feg ,p 
now increases in time. 
- There are no large differences between fvegt lp and fveg, except for the 
relatively high standard deviation of/veg at L-band on day 184. This 
indicates a correlation with Wd at L-band on that day. Such a correlation is 
less probable for the other cases. 
- The contributions are always larger at C-band than at L-band as expected. 
Soil components 
- At C-band there are practically no differences between/^,,-/,
 lp and fS0n, they 
are always small and can be considered as not important, which is illustrated 
by Figure 7.8a. 
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- At L-band/sou,
 tp <fsou, indicating a dependence on polarization. The 
relatively high standard deviations on day 184 indicate a correlation with 
fT-c/onthat day. 
- The contributions at L-band seem to decrease from day 184 to day 209 (see 
also Figure 7.8b), which is in agreement with the ground data in Table 7.4. 
- The contributions are always smaller at C-band than at L-band as expected. 
Vegetation-soil components 
- For all cases/region, ,p is relatively large compared tofveg.soii. This can be 
explained by the Brewster angle effect, which makes that the vegetation-soil 
interaction with VV-polarization is relatively small compared to that with 
HH-polarization. 
- It is found that fveg.son is negligible both at C- and L-band. 
_
 fveg-soii, tp shows no clear relation with the ground data, possibly because of 
the combined effects on the backscatter of a decreasing ms and an increasing 
W-d. 
- fveg-soii, tp is also relatively large compared \.ofSOJi lp (see Figs. 7.8). This 
contribution is probably negligible at C-band, but not necessarily at L-band, 
in particular on day 184. Although fveg-Soii, tP has been maximized (refer to 
section 7.3.3) the large values can be a deficiency of the algorithm for the 
L-band, resulting in a possible error in the estimates. This behaviour at L-
band seems also to support the findings of Chuah (1994). 
Vegetation covariance matrices 
- In general r\veg is decreasing from day 184 to day 209. This temporal 
variation in r\wg is expected (refer to the discussion with Figure 7.1). 
- The standard deviations are small which indicates that the electromagnetic 
scattering properties of a sugar beet canopy are fairly constant during the 
measurement period. 
Soil covariance matrices 
- The standard deviations of the estimated soil covariance matrix elements are 
very large for all cases. This is due to the applied soil model and to the 
spread 'mfsoi!. 
- The values for Ç,oU and psoit seem to vary randomly for all cases because of 
the high standard deviations. The parameter psoil is difficult to interpret, 
because the vegetation will strongly decorrelate the HH and VV polarized 
backscatter. But in general the soil covariance matrices show no relation 
with ms and W-d. 
Discussion 
The calibration accuracy of the measurements was about 1 dB (van den Broek 
and Groot, 1993), so the numerical results of section 4.6 can be used to 
interpret the results. According to section 4.6 the calibration accuracy implies a 
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critical value for the contributions of the components, where it is expected that 
the contributions are no longer sensitive to changes in ms or W-d. 
According to Table 7.4 it is reasonable to expect a decrease in ms of about 6 
vol% and for this case Figure 4.3 shows that [fsoU + fveg-soii ) > 1. So it is 
less probable that the results from the decomposition on the three days can be 
related to soil moisture content. 
It is also reasonable to expect an increase in W-d of about 0.7 kg m"2. For such 
an increase Figs. 4.4a and b show that (fsoil ) > 0.5 with 2 < E < 4, and 
(fsoii)
 r
 >
 1 with 0.5 < £ < 2. Based on extrapolations (de Loor, 1987) these 
two ranges for E are realistic for sugar beet backscatter at C- and L-band 
respectively. These critical values apply to the results listed in Table 7.12, 
because fveg-SOii is found to be negligible at both C- and L-band. Therefore, it is 
concluded that the results of the decomposition on the three days are probably 
not very sensitive to the increase in W-d. 
As has been mentioned in section 4.6, the relative accuracies for the backscatter 
in a radar image can be in the order of 0.25 dB. This means that the critical 
values for the contributions become smaller. Therefore, the changes that can at 
least be detected in ms and W-d between fields in an image, are smaller than 
those between images. In practice there will be no large differences in soil 
moisture content between the sugar beet fields at the Flevoland test site, but 
there can be differences in vegetation water content, for instance due to 
management practices. 
Comparison of the results on day 184 with optically assessed vegetation water 
content 
In the closing canopy situation (day 184) the range in the optically assessed W-d 
is large: 0 - 3 kg m"2. The available ground data on this day allow for a more 
detailed analysis, in particular the correlation with W-d can be examined. 
Figures 7.9 illustrate fveg andfsoii as a function of W-d' of sugar beet fields at C-
and L-band (recall that d' = d/cos 9). 
The Cloud model provides a relation between the contributions of the 
vegetation and soil components. Combining Eqs. (4.3) and (4.21) gives: 
fveg=E^DWd'~\\fsoil (7.14) 
Equation (7.14) is valid given that/veg.so;; is assumed to be negligible. The 
equation has been fitted to the results with the non-linear regression algorithm 
of Marquardt-Levenberg. The fit results are listed in Table 7.13 and are also 
depicted in Figs. 7.9. 
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Figure 7.9. Relative contributions of vegetation and soil components to the 
measured yvv of sugar beet backscatter at C-band (Fig. 7.9a) and at L-band 
(Fig. 7.9b), as a function of the optically assessed vegetation water content 
W-d', for day 184, using solution £^. The drawn lines indicate the fitted Eq. 
(7.14). 
158 
Figure 7.9a illustrates that the contributions of the vegetation (fveg) and the soil 
ifSOii) components remain practically constant at C-band as function of W-d and 
there is a clear separation between the two contributions. Apparently the 
canopy is then not transparent. The fit of Eq. (7.14) to these decomposition 
results is poor, which is demonstrated in Table 7.13. 
Figure 7.9b reveals that the contributions of the vegetation components increase 
and the contributions of the soil components decrease at L-band, with 
increasing W-d. Around W-d ~ 2 kg m"2 there is a spread in the results and the 
contributions can be considered as equal. According to Table 7.13 the fit of Eq. 
(7.14) is good, showing that it is possible to assess water content from sugar 
beet backscatter at L-band. 
Table 7.13 Results of the fit ofEq. (7.14) to the results for fveg andfsou in sugar 
beet backscatter at C- and L-band on day 184 of the MAC91 campaign. Listed 
are: E and D and their standard deviations, and the correlation r2 of the fit. 
E Stdevf D StdevD ? 
C-band 3.71 0.6 0.95 0.07 0.19 
L-band 0.52 0.04 0.67 0.04 0.95 
From Table 7.13 it can further be concluded that the results for E at C- and L-
band are in agreement with expectations. The value for D at L-band agrees with 
the result in Table 6.1, for the C-band the correlation is too poor to come to a 
conclusion. However, the value found for D at L-band is somewhat high, since 
at X-band it has been found that D ~ 0.7 (e.g. Bouman, 1991). An explanation 
can be that the optically assessed values for W-d are too low, but this has not 
been investigated. 
Summarizing the results of the decomposition of sugar beet backscatter: 
- At C-band the sugar beet canopy is not transparent for the examined cases. 
The vegetation and soil components show no relation with ms and Wd; 
- At L-band the sugar beet canopy is transparent on day 184 because then a 
good correlation is found between fveg,fSOii and W-d; 
- There is no clear relation with ms found at L-band, which can be explained 
by the calibration accuracy of the measurements; 
- The correlation between feg,fsou and Wd has successfully been explained at 
L-band with the Cloud model; 
- Relatively large values for fveg.soii, ,p have been found at L-band. These 
values are no problem for an interpretation of the results, but they can 
indicate a deficiency of the algorithm. 
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7.4.3 Decomposition for winter wheat data at C- and L-band 
In this section the results of the decomposition of winter wheat backscatter are 
presented and compared with ground data. First average results are analyzed 
with respect to the trends in ms and W-d. Because there are no detailed ground 
data for winter wheat the trends in the results have been studied as function of 
the incidence angle 6. Figures 7.10a and b illustrate the average fveg> tp,fsoU, tp and 
fveg-soii, tp and Table 7.14 lists the average decomposition results. 
(a) 
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Figure 7.10. Average contributions of the vegetation, soil and vegetation-soil 
components to the measured total power of winter wheat backscatter at C-band 
(Fig. 7.10a) and at L-band (Fig. 7.10b), during the MAC'91 campaign on days 
184, 193 and 209. The error bars correspond with the standard deviations of 
the estimated contributions. 
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Table 7.14. Averages and standard deviations of the estimatedfvegi tp, fveg, fSOii, tp> 
f sou, fveg-soti. tp, fveg-soit, Cod, Psoii, and Re [a] of winter wheat backscatter at C- and 
L-band,for days 184, 193 and209 in the MAC'91 campaign. All values are 
linear. 
Parameier 
Jveg, tp 
Jveg 
J soil, tp 
Jsoil 
Jveg-soil, tp 
Jveg-soil 
hsoil 
Psoil 
Re [a] 
/ 
C 
L 
C 
L 
C 
L 
C 
L 
C 
L 
C 
L 
C 
L 
C 
L 
C 
L 
A\ crime 
d.iv 1X4 
0.58 
0.33 
0.50 
0.51 
0.23 
0.16 
0.36 
0.42 
0.20 
0.51 
0.14 
0.07 
0.46 
0.56 
0.20 
0.49 
1.08 
3.66 
Mdev 
da\ 184 
0.11 
0.07 
0.13 
0.15 
0.10 
0.07 
0.21 
0.17 
0.08 
0.08 
0.16 
0.05 
0.42 
0.42 
0.25 
0.37 
1.34 
6.16 
A\crage 
da\ 193 
0.58 
0.35 
0.45 
0.40 
0.10 
0.26 
0.17 
0.51 
0.32 
0.39 
0.38 
0.09 
1.06 
0.65 
0.66 
0.53 
0.27 
1.77 
Stilev 
dav 193 
0.10 
0.08 
0.14 
0.09 
0.30 
0.09 
0.26 
0.15 
0.49 
0.09 
0.24 
0.12 
1.91 
0.51 
1.05 
0.37 
1.08 
3.96 
Average 
dav 209 
0.58 
0.32 
0.60 
0.41 
0.18 
0.26 
0.25 
0.51 
0.25 
0.41 
0.16 
0.08 
1.21 
0.79 
0.69 
0.64 
1.21 
0.19 
Slde\ 
dav 209 
0.11 
0.10 
0.17 
0.13 
0.10 
0.10 
0.23 
0.16 
0.12 
0.10 
0.20 
0.12 
1.56 
0.63 
0.84 
0.49 
1.47 
4.17 
The observations for the different parameters can be summarized as follows. 
Vegetation components 
- At both C- and L-band fvegf ,p seems not to be related to Wd, but as Figs. 
7.10 illustrate there is some variation in the contributions. 
- At both frequencies there are no large differences between/,^
 tp and fveg so 
apparently there is no polarization dependence. 
- The frequency behaviour of the results is acceptable, because the 
contributions at C-band are practically always larger than at L-band. 
Soil components 
- Figure 7.10a illustrates that^0,/ ,p varies considerably at C-band without any 
temporal dependence, whereas Figure 7.10b illustrates thatfsou, lp is at a 
minimum at L-band on day 184. 
- At L-band both/«,,/
 tp anàfsou seem not to be related to ms, but they can be 
related to a decrease in W-d, since they increase after day 184. So this 
behaviour is in accordance with the ground data in Table 7.5. 
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- At C-band there are no large differences between fsoili lp and fsoil, but at L-
band there is a polarization dependence because generally fsoU? tp <fsou-
- Despite their large standard deviations the frequency behaviour of the 
contributions is acceptable, since on the average they are smaller at C-band 
than at L-band. 
Vegetation-soil components 
- Figure 7.10a shows that vegetation-soil interaction is not so important at C-
band, but at L-band it is dominating the backscatter (Figure 7.10b). 
- fvegsou is negligible at L-band, but not at C-band. So there appears a 
polarization dependence only at L-band, since fveg.s„u andfveg.SOiit ,p are 
comparable at C-band. 
- Both at C- and L-band the contributions show no relation with the ground 
data of Table 7.5. 
- fvegsou, tp is always larger at L-band than at C-band. 
Soil covariance matrices 
- According to Table 7.14 C,sM and psoü show large variations. The high 
standard deviations are due to the empirical soil model and to the spread in 
fsou. Only at L-band the matrices seem to be related with the ground data. 
- A closer examination has revealed that at L-band ÇsoU increases from day 
184 to day 209, which is in agreement with Oh et al. (1987), because ms was 
decreasing in that period. But at C-band the values seem to vary randomly. 
- This examination also revealed that the values for psoU at L-band increase 
from day 184 to day 209. This could be an indication for a decreasing 
decorrelation of the canopy, due to the decrease in W-d. At C-band also pS0u 
seems to vary randomly. 
Vegetation-soil covariance matrices 
It can be concluded from Table 7.14 that for all cases the values for Re[a] vary 
randomly and show no correlation with the ground data in Table 7.5. 
Discussion 
As was the case for sugar beet the calibration accuracy of 1 dB implies a 
critical value for the contributions of the components in order to be sensitive to 
a change in ms. It is reasonable to expect a decrease in ms in the order of 7 vol% 
(refer to Table 7.5) and Figure 4.3 then shows that ( ƒsoil + fveg-soU ) . > 1 and 
(fsoii + fvegsou ) ~ 0.9 for the C- and L-band respectively. Therefore, it is 
less probable that the results on the three days can be related to ms, with a 
possible exception of the results at L-band on days 193 and 209, since then ƒ„„•/ 
is relatively large as compared to the critical value. 
For a decrease in W-d of about 0.6 kg m"2 (refer to Table 7.5) Fig. 4.4b shows 
that (fsoil ) - 1 with 0.05 < E < 0.1 and (fsoil ) > 1 with E ~ 0.5. These 
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values apply only to the L-band, because then fveg.S0u is very small. So the 
decomposition results at L-band are probably not sensitive to a decrease in W-d. 
For the C-band no statement can be made, since here fveg.sou is relatively large. 
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Figure 7.11. Contributions of the vegetation (Fig. 7.11a) and soil (Fig. 7.11b) 
components to yvv at C-band of 98 winter wheat fields as function of incidence 
angle ft Results are shown for days 184, 193 and 209 during the MAC'91 
campaign and are obtained with solution Jg. 
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Trends with incidence angle offveg and fS0u of 98 winter wheat fields at C- and 
L-band respectively, are illustrated in Figs. 7.11 and 7.12 for the three days of 
the campaign. The values for fveg-Soii are not illustrated because this provides no 
additional insight. 
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Figure 7.12. The same as in Figure 7.11 but now for the L-band. 
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Figure 7.1 la shows that at C-bandfveg decreases with incidence angle, whereas 
Figure 7.1 lb shows that fsoil increases with incidence angle. This is not 
expected because the influence of the vegetation becomes larger when the 
incidence angle increases. An explanation must be sought in the measured 77's, 
since in the solution Jg it is assumed that fveg = 3rj. Apparently, the measured 
77's are decreasing with increasing incidence angle and the algorithm is not 
accounting for this effect. In order to account for this effect it must be that 
fveg = Vveg (0)-f?- So it can be concluded that at C-band the vegetation covariance 
matrix is dependent on the incidence angle and that a needle covariance matrix 
is not suitable for a decomposition. 
Figures 7.12 show that/Vf,Ä is increasing with increasing 0and/JO,; is decreasing 
at L-band. Although there is a spread in the results, they are in contradistinction 
with the results at C-band. Since the results are as expected the assumption of a 
needle covariance matrix seems to be acceptable at L-band. 
Summarizing the results: 
- At C-band a good estimation of W-d is not possible with the algorithm 
because of the employed needle covariance matrix; 
- At L-band it can be possible to estimate W-d from the vegetation 
components. According to the small contributions of the vegetation 
components and the increase in the contributions of the soil components the 
canopy seems rather transparent. So the use of a needle covariance matrix 
seems to be acceptable for the decomposition at L-band; 
- The transparency of the canopy at C-band seems too low in relation with the 
measurement accuracy, so that the estimation of ms at C-band is not possible; 
- At L-band it seems possible to estimate ms on days 193 and 209. However, 
the values for ms for the fields are comparable and the contributions of the 
soil components are near the critical value beyond which no sensitivity is 
expected, so this possibility cannot be verified with the available data set. 
7.4.4 The polarization phase difference at L-band for winter wheat 
In the preceding sections some conclusions have been given on the results of 
the decomposition algorithm in relation to the trends in soil moisture content 
and vegetation water content. These results do not allow for conclusions on the 
PPD in relation to such trends. Since a significant PPD is found in the 
backscatter of winter wheat at L-band, this section contains a comparison of 
this PPD with simulations. 
Materials and method 
For the PPD simulations the WSRC-model (Wave Scattering Research Center) 
has been used (Karam et al., 1992). This model is based on a first order solution 
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of the radiative transfer equations and it applies to a discrete representation of a 
forest canopy (see Chapter 3). The WSRC-model is comparable to MIMICS, 
but it has been used because it does not involve some of the assumptions made 
in MIMICS: 
- The extinction is now calculated by taking into account both absorption and 
scattering at the low frequencies. 
- For the leaves and stems disks and cylinders are taken, but the scattering by 
these objects is calculated using the generalized Rayleigh-Gans 
approximation (Fung, 1994). Note that this approximation is basically the 
same as the modified Rayleigh approach implemented in MIMICS (refer to 
Chapter 6) for the scattering of circular disks. 
In the Rayleigh-Gans approximation only the thickness of the leaves and the 
diameter of the stems with respect to the wavelength are important. A 
multiplication factor, the so-called Debye interference function allows for an 
accurate calculation of the scattering, even when leaf size or cylinder length are 
comparable to the wavelength. 
It has been outlined in Chapter 6 that a representation of a winter wheat canopy 
by means of simple objects leads to unsatisfactory results for a prediction of the 
co-polarized backscatter from a winter wheat canopy. So a suitable 
representation must be found first by matching the measured PPD with 
predictions. According to the findings of Ulaby et al. (1987) changes in soil 
moisture content have a negligible influence on the PPD. Therefore, it is 
sufficient to investigate only the influence of the vegetation constituents on the 
PPD. 
The PPD of winter wheat at L-band shows a behaviour as function of incidence 
angle, which is similar for all the three days of the MAC'91 campaign. Since 
the incidence angle decreases from day 184 to day 209, only the data on these 
two days will be examined. Between days 184 and 209 it can be expected that 
(Final report of ESA contract no. ESA AO/l-2831/94/NL/NB): 
- The water content of the stems changes from 0.8 to 0.6 kg kg" ; 
- The water content of the ears changes from 0.7 to 0.4 kg kg" ; 
- The water content of the leaves changes from 0.75 to 0.6 kg kg" . 
These ranges have been used as input for simulations with the WSRC model. 
In the simulations the stems are modelled as cylinders with a length of 80 cm 
and a diameter of 0.4 cm. The ears are modelled also as cylinders, with a length 
of 7 cm and a diameter of 1.4 cm. The density of the stems and ears is taken 
500 m"2 and their orientations are taken as erectophile. The leaves are modelled 
as disks with a random orientation, vfr - 0.1 %, P= 2.5 cm and S= 0.03 cm. 
For the soil it is assumed that ms = 30 vol%, j = lcm and / = 5 cm. 
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Results 
The PPD of all possible vegetation representations has been simulated and the 
different vegetation water contents have been accounted for. In Figure 7.13 
results are illustrated for the PPD produced by a vegetation with stems, the 
PPD produced by a vegetation with stems, ears and leaves, and measurements 
of the PPD of winter wheat at L-band. 
Figure 7.13 shows that for 6 < 60° both vegetation representations produce a 
PPD, which agrees to some extent with the measurements. For 0 > 60° there is 
a better agreement between the measurements and the PPD produced by a 
vegetation consisting of stems only than for the complete vegetation 
representation. 
PPD (°) 
20 30 40 50 60 70 
0(°) 
x L-band day 209 
—o— stems, ears and leaves 
+ L-band day 184 
-@— stems 
Figure 7.13. The PPD as function of 9 of the backscatter of a winter wheat 
canopy at L-band on days 184 and 209 of the MAC'91 campaign, and 
simulated values for the PPD using the WSRC model for a vegetation 
consisting of stems and for a vegetation consisting of stems, ears and leaves. 
Summarizing the results for the simulated PPD: 
- The leaves seem to have a minor influence on the PPD, only the stems and 
ears show a clear effect. The stems have a stronger effect than the ears. 
- There is no resemblance between the measurements and simulations for a 
vegetation consisting of leaves and/or ears. 
- There is a fair resemblance between the measurements and the simulations 
for a vegetation containing stems. 
- For 6 > 60° the agreement for a vegetation consisting of stems only is better 
than that of the complete vegetation consisting of stems, ears and leaves. 
- The differences in water content of the stems seem to have a minor effect. 
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The minor influence of vegetation water content on the PPD suggests that the 
PPD during the MAC'91 campaign probably does not give information on 
vegetation water content. The PPD merely gives information about the 
structure of the vegetation, namely that the vegetation consists of vertically 
oriented stems. Nevertheless, it seems possible to study the PPD in relation to 
the interaction components because of the resemblance between measurements 
and simulations of a vegetation consisting of stems only. 
The PPD of the three interaction components has been further investigated. It is 
then found that the influence of the vegetation component on the simulations is 
only very small. So Figure 7.14 illustrates only the simulated PPD of the stem-
soil and soil components, and measurements. 
Figure 7.14 shows that the stem-soil and the soil components have a similar 
PPD and there is a fair resemblance with the measurements. The PPD of the 
soil component results from the different propagation velocities in the 
vegetation of microwaves with horizontal and vertical polarizations. So because 
of the similarity, the PPD is mainly determined by the propagation of the 
microwaves through the vertically oriented stems. 
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+ L-banddayl84 
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-©- soil through stems 
Figure 7.14. The PPD as function of 6 of the backscatter of a winter wheat 
canopy at L-band, and simulations with the WSRC model for the PPD of the 
backscatter of the stem-soil and soil components. 
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It can be concluded that this approach for the simulation of the PPD of a winter 
wheat canopy suits the situation at L-band well. However, some confusion 
remains about which component is responsible for a significant non-zero PPD, 
because according to the simulations the stem-soil and soil components give a 
similar PPD. Furthermore, from other observations (Ulaby et al., 1987; Boerner 
et al., 1987) it was concluded that a significant non-zero PPD is to be attributed 
to an even number of reflections. The dominance of the propagation phase 
delay in a vegetation with vertically oriented stems now suggests that the PPD 
is not explicitly determined by this mechanism alone. Additional insight in this 
matter can be obtained with an experiment which enables to determine the 
principal scatter sources in a vegetated surface, e.g. an experiment as performed 
by van Zijl (1995). 
7.5 The sensitivity to changes in soil moisture content and 
vegetation water content of sugar beet and winter wheat 
data 
In this section the decomposition results will be analyzed on a field basis. In 
section 4.6 it was shown that it is possible to construct a scatter plot which 
allows for a determination whether ms and W-d' are increasing or decreasing 
between two measurements. In this context the results for the soil components 
in sugar beet and winter wheat backscatter will be investigated by means of the 
parameters ;r and y defined by Eqs. (4.29) and (4.30) respectively. The 
predicted trends will be compared with ground data and this will make it 
possible to draw conclusions on the separability between the influence of 
vegetation and soil on radar backscatter. 
Changes in soil moisture content and vegetation water content in a sugar beet 
field 
Figures 7.15 are scatter plots of the parameters j-and y at C- and L-band 
respectively. 
Figures 7.15 show the predictions of the trends in the two agricultural 
parameters by means of the decomposition results. The figures suggest that ms 
is increasing between days 184 and 193 for most of the measurements and that 
it is decreasing between days 193 and 209. They also suggest that W-d' is 
increasing between days 184 and 193 and it is decreasing between days 193 and 
209. In Figure 7.15b a trend can be seen: y is decreasing with ;r at L-band. 
When looking to Figs. 7.15 two observations catch the eye with respect to the 
performance of the algorithm: 
- The increasing trend in ms between days 184 and 193 is not in agreement 
with the trend in the ground data of Table 7.4. 
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The decreasing trend of W-d' between days 193 and 209 is not in agreement 
with the trend in the ground data of Table 7.4. 
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Figure 7.15. Scatter plot of the parameters x and y calculated with Eqs. (4.29) 
and (4.30), and the estimated fsoa in sugar beet backscatter at C- (Fig. 7.15a) 
and L-band (Fig. 7.15b). Data on days 184-193 and 193 - 209 respectively, 
are compared. Indicated are the regions where W-d' and ms are increasing (?) 
or decreasing (-1). 
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In order to examine the disagreement the assumptions in the derivation of Eqs. 
(4.29) and (4.30) are reconsidered. These assumptions are that the C parameter 
in the Cloud model is constant and that E\ = 1. A variable C parameter now 
complicates the interpretation of g, because it can be shown that then the line g 
= 1 is not dividing the scatter plot into areas where W-d' is increasing or 
decreasing, but another (unknown) line. In relation to the second assumption it 
has been mentioned in section 4.6 that when E{ > 1 the data will shift towards 
the line g= 1 in Figs. 7.15, which can imply that some of the data will fall in 
the region where ms is decreasing. 
Between days 193 and 209 it is known from Figs. 5.7 and 5.8 that there is a 
decrease in yvv. Because of this decrease in yvv it has been stated in section 5.4 
that indeed the C parameter cannot be assumed to remain constant. Since there 
is no knowledge available about this variation in C, a correct interpretation is 
not possible of the predictions for the trend in W-d' between days 193 and 209. 
So also the disagreement of the predictions on days 184 and 193 with the actual 
trend in ms cannot be explained by a variable C parameter. But when it is taken 
that Ei > 1 some predictions will shift towards the region where m, is 
decreasing and then the disagreement can possibly be explained. Generally, for 
all predictions it seems likely that E\ > 1 at C-band but for the L-band it seems 
more likely that Ex<\ (refer to Table 7.12). Therefore, the assumption that 
Ei = 1 can be a reason for the disagreement at C-band but not for the L-band. 
In summary the two assumptions in the derivation of Eqs. (4.29) and (4.30) do 
not give a satisfactory explanation for the disagreements found. The only 
remaining explanation is now (refer to section 7.4.2) that the transparency of 
the canopy on days 193 and 209 is very low and then it becomes less probable 
that the decomposition results on these days can be related to the ground data. 
Therefore, it must be concluded that Figs. 7.15 only give correct information on 
the increase of W-d' between days 184 and 193. 
As a result of the preceding conclusion the question arises whether the 
observed trend at L-band is related to the increase in W-d' since g is a measure 
for the difference in transmissivities of the canopy on days 184 and 193. The 
parameter j-is related to ms, because it is the ratio of the scattering cross-
sections of the soil components on days 184 and 193. Unfortunately, the 
sensitivity of ;rto ms is too low. Therefore, the trend cannot be explained with 
the available data and for the moment it must be considered as an artifact. 
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Changes in soil moisture content and vegetation water content in a winter 
wheat canopy 
Figures 7.16 are scatter plots of the parameters x and g at C- and L-band 
respectively. 
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Figure 7.16. The same as in Figure 7.15 but now for winter wheat. 
172 
Figures 7.16 suggest that ms is increasing between days 184 and 193, and it is 
decreasing between days 193 and 209. They further suggest that an increase in 
W-d' occurs between days 184 and 193, and a decrease occurs between days 
193 and 209. When looking to Figs. 7.16 again two observations can be made 
with respect to the performance of the algorithm: 
- The increasing trend in ms between days 184 and 193 is not in agreement 
with the trend in the ground data of Table 7.5. 
- The increasing trend in W-d' between days 184 and 193 is also not in 
agreement with the trend in the ground data of Table 7.5. 
In order to examine the disagreements it is now not helpful to reconsider the E 
parameter because it has no influence on the predicted trends in ms between 
days 184 and 193. It can be that it is not allowed to apply the Cloud model to 
the examined winter wheat backscatter, but the ground data do not allow to 
verify this. Note that in Chapter 6 the Cloud model has not been applied to 
winter wheat data because of the complextity of this crop. Therefore, a closer 
examination of the measurements has been performed. 
This examination reveals that for both C- and L-band between days 184 and 
193: 
- yvv increases; 
- Yhv increases; 
- r\ decreases. 
With the available data the trends in these quantities can be explained to some 
extent. 
An increase in yvv with both a decrease in ms and W-d' can be explained by a 
canopy which was more transparent on day 193 than on day 184. In this 
situation the backscatter of the soil becomes less attenuated which results in the 
increase. To explain an increase in yhv it is instructive to compare these values 
for a bare soil and for a winter wheat canopy. At L-band %v ~ -30 - -40 dB for 
a smooth surface and yhv ~ -20 - -30 dB for a rough surface. For winter wheat 
backscatter at L-band yhv ~ -20 - -30 dB, so only in the case of a rough surface 
underneath the canopy a contribution to //,„ of the soil component can be 
expected. A rough surface now is unlikely because of slaking effects. 
Therefore, the increase in yhv can be explained when there is more vegetation 
scattering. It should be mentioned that a contribution of the vegetation-soil 
component to yhv is also conceivable (e.g. Chuah, 1994). Nevertheless, this 
implies a higher reflectivity of the soil and also more vegetation scattering. So 
the assumption that yhv is determined by vegetation scattering holds. With these 
observations of the backscatter data in relation to the trends in ms and W-d' the 
disagreements can now be explained. 
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Apparently the radar observes more vegetation scattering on day 193 and the 
predictions in Figs. 7.16 are not in error. An increase in W-d' between days 184 
and 193 is, however, in contradiction with the optical measurements. 
Unfortunately, it is not possible to explain this with the available ground data. 
The facts that rf decreases and the relation fveg = 377, which is used in solution 
Jg of the algorithm, imply that/,eg decreases between days 184 and 193, 
although the vegetation scattering actually increases. Therefore, there must be 
also an increase in soil scattering, which explains the predicted increase in ms. 
The predicted increase in ms is probably not significant, because the values for 
f sou are relatively small on day 184 compared to the calibration accuracy of 1 
dB. 
7.6 Summary and conclusions 
In this chapter a decomposition of the covariance matrices of the Polarimetrie 
backscatter of sugar beet and winter wheat has been investigated. This 
decomposition results in a vegetation, a soil and a vegetation-soil covariance 
matrix. A complete assessment of these three covariance matrices is hampered 
by the fact that experimental data are lacking, that many properties of the 
vegetation and the soil are unknowns, and by a lack of knowledge of how to 
account for these properties in the matrices. The matrices must now be 
determined by assuming that interaction components can be neglected, by 
modelling the matrices or by estimating the matrices from the available data. 
The three Polarimetrie tools, developed in Chapter 4, are used for a schematic 
study of the measured covariance matrices during the MAC'91 campaign. The 
results ofthat analysis are then used to select one of the two solutions ^\ or Jg 
of the algorithm. 
The Polarimetrie radar backscatter of sugar beet and winter wheat at C- and L-
band, obtained during the MAC'91 campaign, has been analyzed. It appears 
that the backscatter of a sugar beet canopy is nearly symmetric at C- and L-
band. The backscatter of winter wheat is not symmetric. Vegetation-soil 
interaction is only observed in the backscatter at L-band of winter wheat, 
because of a significant PPD. Therefore, for sugar beet solution ^\ was 
selected and for winter wheat solution J§. 
These solutions have been specified for the two crops. The modelling of the 
soil covariance matrix is based on the assumption of an exponential relationship 
with soil roughness. The soil covariance matrix is then found relative to 
measured bare soil covariance matrices, obtained during the SIR-C campaign in 
1994. In the procedure differences in soil moisture content and transmissivity 
have been accounted for by means of simulations. In solution Jg a needle 
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covariance matrix has been assumed for the vegetation covariance matrix 
because, according to model simulations, vegetation scattering in a winter 
wheat canopy is dominated by the leaves. 
The results of the decomposition of sugar beet backscatter show that on day 
184 there is a relation between optically inferred vegetation water content and 
the vegetation and soil components at L-band, but not at C-band. In the 
measurement period there were changes in soil moisture content and vegetation 
water content between fields. The sensitivity of the backscatter to these 
agricultural parameters is too small compared to the calibration accuracy of 1 
dB, so these changes cannot be detected. 
Winter wheat has a highly complex structure so its backscatter is very 
interesting for decomposition. Because of an incidence angle effect it appears 
that a needle covariance matrix for the vegetation covariance matrix cannot be 
used in a decomposition of the backscatter at C-band. At L-band, however, 
there are no inconsistencies found when such a matrix is used for the vegetation 
component. For an estimation of the soil moisture content on day 184, with a 
calibration accuracy of 1 dB, the canopy is not transparent enough at L-band. 
Such an estimation may be possible on days 193 and 209 at L-band, but this 
cannot be verified because the soil moisture content of the fields then remains 
practically constant and the contributions of the soil components are near the 
critical value beyond which no sensitivity is expected. 
The PPD of winter wheat at L-band has been compared with simulations with 
the WSRC model. It is found that a layer with only vertically oriented stems 
produces a PPD comparable with the measurements. Since the vegetation water 
content of the stems has a negligible influence on the PPD, it is concluded that 
the PPD of winter wheat at L-band gives only information about the structure 
of the vegetation. The simulations also reveal that the two-way propagation 
through the canopy mainly determines the PPD. Because of this propagation 
effect it remains unclear whether the soil or the vegetation-soil component is 
responsible for a significant non-zero PPD. 
The results were also analyzed on a field basis. For sugar beet a disagreement 
with the ground data is found for the days 193 and 209. This can be explained 
by a low transparency of the canopy. For winter wheat a similar disagreement is 
found for the days 184 and 193, but now the only conclusion can be that radar 
gives a different vegetation water content than the optical sensor. 
The interpretation of the decomposition results remains restricted to a 
comparison in qualitative terms as an increase or a decrease in ms and W-d 
respectively. This restriction is not because of the limited possibilities of radar 
in assessing ms and W-d, but because of other limitations: 
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- A limited insight in the physical interaction processes, for instance there are 
unexplained incidence angle effects in the backscatter of winter wheat at C-
band. 
- The limited amount of ground data, which is a major drawback for a good 
interpretation. 
- The calibration accuracy, which must be very high considering the small 
dynamic range of the observed backscatter. 
- The insufficient temporal data and the low temporal resolution of those 
available; here only the spatial variation in vegetation water content of sugar 
beet could be used. 
With respect to the two considered frequencies it is found that the L-band gives 
the best information about the two investigated vegetation types. The 
microwaves at C-band interact more with the vegetation and show a behaviour 
which is difficult to interpret without having sufficient ground data available. 
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8 GENERAL SUMMARY AND CONCLUSIONS 
8.1 General summary 
Radar offers potential applications in agriculture because the radar backscatter 
of an agricultural field is sensitive to the vegetation water content, the 
vegetation structure, and the roughness and moisture content of the underlying 
soil surface. However, considerable effort remains necessary before radar 
retrieval techniques can successfully be applied, because the electromagnetic 
interaction processes in a vegetation canopy are still not fully understood. 
This thesis studies the retrieval of the two agricultural parameters soil moisture 
content and vegetation water content of an agricultural field from its radar 
backscatter at C- and L-band. For this retrieval two approaches are adopted. 
The first one is based on an inversion of existing models, which describe the 
electromagnetic interaction with a vegetated surface on the basis of the 
radiative transfer theory. In the second approach a semi-empirical algorithm is 
developed, which assesses the amount of vegetation scattering, soil scattering, 
and vegetation-soil interaction in the radar backscatter. 
Two crops have been investigated. The first crop is sugar beet, which is 
selected because it is a common crop in the Netherlands and it has been 
thoroughly studied bio-physically. The second crop is winter wheat, which is 
selected because of the strong influence of its structure on the backscatter. 
Retrieval of the two agricultural parameters with radiative transfer models 
For the first approach an inversion is addressed of the semi-empirical Cloud 
model and MIMICS (Michigan Microwave Canopy Scattering model). An 
advantage of the Cloud model is its simple structure which makes the model 
very suitable for inversion. Disadvantages of the Cloud model are that it does 
not account for the structure of a vegetation, it is not Polarimetrie and it does 
not account for vegetation-soil interaction. Advantages of MIMICS are that it 
is fully Polarimetrie, the structure of the vegetation can be accounted for to 
some extent and the vegetation-soil interaction is not neglected. A disadvantage 
of MIMICS is its complexity which makes an inversion a difficult task. The 
advantages and disadvantages suggest a combination of the two models for a 
retrieval of the agricultural parameters from the radar backscatter. 
A new semi-empirical model has been derived making use of the radiative 
transfer theory. The model is very similar to the Cloud model, but it contains 
more drive parameters. This model has been called 'extended Cloud model' 
because it is fully Polarimetrie and includes also vegetation-soil interaction. 
With the derivation of the extended Cloud model it has become possible to 
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calculate with MIMICS the model drive parameters of the Cloud model as well 
as those of the extended Cloud model. Predictions of the drive parameters of 
these two models with MIMICS show that the Cloud model is sufficiently 
accurate for the cases examined. Because of the link between the models it 
became possible to integrate all models in an inversion scheme. 
Being of such a fundamental significance in this inversion scheme, the 
performance of the Cloud model has been tested first. The model has been 
applied to sugar beet data only, to avoid the issue of complex structures (winter 
wheat) in this model. The model drive parameters (C and D) have been 
assessed by means of empirical regressions between the model equation, radar 
backscatter and agricultural parameters. The majority of the results are shown 
to be statistically insignificant, which can be explained by the insufficient 
temporal resolution of the data. The use of the Cloud model for a retrieval of 
the agricultural parameters from sugar beet data is also hindered by the 
occurrence of a systematic decrease in the backscatter. There are indications 
that this decrease can be attributed to a change in the structure of the sugar beet 
canopy. But unfortunately there are no ground data available which allow for 
an evaluation of these possible structural effects. Because of these 
unsatisfactory results with the Cloud model, the extended Cloud model has not 
been investigated further. 
Next the possibility has been investigated of predicting sugar beet and winter 
wheat backscatter using MIMICS. Several difficulties showed up in the 
representation of the vegetation constituents. It is necessary to represent sugar 
beet leaves as circular disks contrary to their actual shape and to include a 
suitable scatter matrix for these disks. For winter wheat the ears and leaves 
must be included in one single layer in MIMICS. The predictions thus found 
are not in agreement with experimental results. In general the influence of the 
soil in the simulated backscatter of both crops proved to be too large as 
compared with experimental observations, because the predicted extinctions of 
the canopies are too low. Therefore, it has not been possible to validate 
MIMICS properly with respect to the backscatter of the two crops. 
Decomposition of the covariance matrix of Polarimetrie backscatter by means 
of a semi-empirical algorithm 
A semi-empirical algorithm has been developed to obtain insight into the 
backscatter contributions of the vegetation and soil. The algorithm is based on 
a decomposition of the covariance matrix of Polarimetrie radar backscatter into 
three matrices, corresponding with vegetation scattering, soil scattering and 
vegetation-soil interaction. A decomposition becomes possible assuming 
vegetation scattering to be characterized by multiple scattering, soil scattering 
by an odd number of reflections and vegetation-soil interaction by an even 
number of reflections. The covariance matrices of the interaction components 
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can now be modelled or estimated from the data. This construction is necessary 
in order to reduce the number of unknowns in the three matrices. 
Two solutions are suggested both for which the soil covariance matrix is 
modelled. One solution involves the assumption that the vegetation is 
centrically symmetric and that the vegetation-soil covariance matrix is known. 
The other solution involves a model for the vegetation covariance matrix. 
Three tools for the analysis of Polarimetrie data have been defined, which 
allow for a selection of one of these solutions. The tools are based on the 
occurrence of centrical symmetry and on the Polarization Phase Difference 
(PPD). When the PPD is significantly different from zero it is assumed to be 
an indication for vegetation-soil interaction. 
The retrieval of the two agricultural parameters from a decomposition of the 
covariance matrix has been investigated in relation to the calibration accuracy 
of the backscatter. This investigation involved the use of the Cloud model and 
the assumption of a negligible vegetation-soil interaction in VV-polarized 
backscatter. This assumption seems to be reasonable since the VV-polarized 
vegetation-soil interaction is small due to the Brewster angle effect. The 
sensitivity of the backscatter of an agricultural field to soil moisture content is 
then analyzed by using estimated sensitivities of bare soil backscatter. It is 
found that, with a calibration accuracy of 1 dB, the backscatter is expected to 
be sensitive only to changes in soil moisture content of at least 9 vol% at C-
band and at least 6 vol% at L-band. With the same calibration accuracy it is 
further found that: 
- In the backscatter of sugar beet at C-band only changes in vegetation water 
content larger than 0.2 kg m'2 can be detected. Depending on vegetation and 
soil conditions, the minimum changes can increase to more than 1.5 kg m" ; 
- In the backscatter of sugar beet at L-band only changes in vegetation water 
content larger than 1.5 kg m"2 can be detected. Depending on vegetation and 
soil conditions, the minimum changes can increase to more than 2 kg m"2; 
- Only changes in vegetation water content larger than 0.7 kg m"2 can be 
detected in the backscatter of winter wheat at both C- and L-band. 
Depending on vegetation and soil conditions, the minimum changes can 
increase to more than 2 kg m"2. 
For an application of the algorithm the covariance matrices of Polarimetrie 
backscatter of sugar beet and winter wheat have been examined with the three 
Polarimetrie tools. It has been found that sugar beet backscatter at C- and L-
band is nearly centrically symmetric, but winter wheat backscatter at C- and L-
band is not. Vegetation-soil interaction is observed in the backscatter of winter 
wheat at L-band because for this case a statistically significant non-zero PPD 
has been found. There seems to be vegetation-soil interaction in the backscatter 
of sugar beet at L-band also, although now no significant non-zero PPD has 
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been found yet. Based on these results solutions can now be specified for a 
decomposition of sugar beet and winter wheat backscatter. 
The soil covariance matrix is obtained using an exponential relationship with 
incidence angle and a known reference matrix at 40° incidence angle. The 
reference matrix is corrected for the transmissivity of the vegetation canopy 
and for soil moisture content. The decomposition of winter wheat backscatter 
includes a model for the vegetation covariance matrix. Since vegetation 
scattering of winter wheat is dominated by the leaves, a needle matrix is 
chosen. This choice is not critical since in winter wheat backscatter the 
vegetation component is less important as compared to the other components. 
Decomposition results, obtained with the Polarimetrie MAC'91 data on days 
184, 193 and 209 of 1991, have been analyzed in relation to the two 
agricultural parameters. Because of the limited ground data available only the 
sugar beet data of day 184 could be analyzed in detail with respect to the 
vegetation water content. For all data the predicted trends in both agricultural 
parameters could be investigated. Because of the measurement accuracy of 1 
dB it is generally difficult to obtain good correlations with the trends in soil 
moisture content. A good correlation, however, is observed between the 
optically assessed vegetation water contents from measurements of sugar beet 
fields and L-band backscatter data. This does not hold true for the C-band 
because of the low dynamic range of the backscatter. At C- and L-band the 
predicted temporal trends in sugar beet water content are consistent with the 
available ground data. For the temporal trends in winter wheat water content 
agreement is found also, with the exception of the radar data of day 193. On 
this day the radar data predicted the strongest vegetation scattering and, 
therefore, the highest vegetation water content. The optical measurements, 
however, always indicated a decreasing water content, from day 184 to day 
209. This contradiction cannot be explained by a deficiency of the algorithm. 
The PPD of a winter wheat canopy at L-band has been further examined 
because of a specific incidence angle dependence. Measurements have been 
compared with simulations using the WSRC (Wave Scatter Research Centre) 
radiative transfer model. It is then found that the observed PPD resembles the 
simulations of the PPD produced by a layer consisting of a large number of 
vertically oriented thin cylinders. In such a layer the expected values for the 
agricultural parameters are of little importance and the propagation through the 
cylinders mainly determines the PPD. This dominating propagation implies 
that the PPD can be due to both soil scattering and vegetation-soil interaction. 
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8.2 General conclusions 
In general it must be concluded that the available data sets do not allow for 
firm conclusions on the possibilities of the presented approaches. At this stage 
the use of radiative transfer models for the retrieval of the agricultural 
parameters has been unsatisfactory, but the decomposition technique has given 
promising results. These two conclusions will be outlined in this section. 
Retrieval of the agricultural parameters with radiative transfer models 
1) The temporal resolution of most of the available data is too low. For a sound 
testing of the Cloud model a better data set is required. These data should allow 
for a statistically reliable analysis and should contain sufficient ground data in 
order to explain (structural) phenomena in the radar backscatter. 
2) There is a clear lack of ground data, i.e. there is practically no information 
on the orientations of the constituents of the two crops. There should be 
sufficient possibilities for a representation of vegetation constituents in 
radiative transfer models. The ground data should provide adequate 
information on vegetation constituents in order to find out which vegetation 
representation is satisfactory for use in physical backscatter models. A better 
way for the modelling is to use information on the actual vegetation 
constituents. For instance it is feasible to measure the scatter matrix of 
individual vegetation constituents in a laboratory, and to use these measured 
matrices in a model. 
3) In spite of the unsatisfactory results using radiative transfer models, there are 
also advantages of the first approach. These advantages concern the predictions 
of the drive parameters of the Cloud model with MIMICS. With these 
predictions it has become possible: 
- to find agreement between experimental and theoretical results for the 
parameters; 
- to calculate the parameters directly, which, from a practical point of view, is 
preferable over their assessment from backscatter predictions with MIMICS 
by means of empirical regressions, as done by Prévôt and Schmugge 
(1992); 
- to set up an inversion scheme for complex physical backscatter models, 
which is preferable compared to the use of neural networks for an inversion 
of such models, because in the latter case there is practically no insight into 
the interaction processes. 
Decomposition of the covariance matrix of Polarimetrie backscatter by means 
of a semi-empirical algorithm 
4) The sensitivity of the contributions of the interaction components for the two 
agricultural parameters is limited by the calibration accuracy and the low 
dynamic range of the backscatter, but often there is a fair agreement. The total 
181 
variation in backscatter due to crop growth is small (about 10 dB). Since it is 
not realistic to expect calibration accuracies better than 1 dB, this variation 
leads to only 10 possible steps in a measurement. This limitation shows that on 
a field basis probably only an increase or decrease in the agricultural 
parameters can be indicated. The relative accuracy between samples of fields in 
an image, however, is usually larger (in the order of 0.25 dB), so here better 
results can be expected. 
5) The L-band gives the best information for the two investigated crops. Sugar 
beet backscatter correlates well with vegetation water content at L-band, but 
not at C-band. In winter wheat backscatter a significant non-zero PPD is found 
only at L-band. Furthermore, the decomposition of winter wheat backscatter 
shows that the microwaves interact more with the vegetation at C-band than at 
L-band, thus the L-band is more sensitive to both agricultural parameters. 
6) The assumption that the vegetation-soil interaction is characterized by an 
even number of reflections only and not by additional multiple scattering, can 
be questioned for sugar beet backscatter at L-band. For the retrieval of the 
agricultural parameters only VV-polarized contributions are considered, where 
the assumption of an even number of reflections is probably not important due 
to the Brewster angle effect. However, when other polarizations are considered 
a different approach has to be adopted to find out whether the vegetation-soil 
interaction should also be characterized by multiple scattering. 
7) It is not likely that the Brewster angle effect occurs in the backscatter of a 
vegetated surface which exhibits also centrical symmetry. Since centrical 
symmetry pertains to vegetation scattering and the Brewster angle effect occurs 
in vegetation-soil interaction, target decomposition techniques, discriminating 
between vegetation scattering and vegetation-soil interaction, will be better 
understood when these properties are taken into consideration. 
8) The radiative transfer model approach and the semi-empirical 
decomposition algorithm show that optical and radar data can be used in a 
complementary way. Optical data have been used for the interpretation of radar 
backscatter, because input parameters for the examined models have been 
derived for part from optical data. 
9) Taking into account the above mentioned conclusions the need for new 
experiments (e.g tower-based) is advocated here, in order to overcome the 
limitations that have been found in the thesis for the application of radar in 
vegetation studies. The technology for such experiments is already available. 
Prior to this experiment a prototype system must be developed. Some system 
definitions can be: 
- A Polarimetrie radar based on FM/CW principles; 
- Selectable incidence angles; 
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- Frequencies in the range L- to X-band; 
- High range resolution, e.g. 10 cm; 
- Quick looks facility. 
Among other things it is important to have measurements at different incidence 
angles. The PPD shows to be an interesting parameter because of its specific 
behaviour as a function of incidence angle. Also at the lower frequencies (P-
and L-band) the dynamics of the backscatter are far more larger as function of 
incidence angle than as function of time. 
10) The lack of ground data for this study indicates that in future experiments a 
thorough attention must be given to the collection of ground data. 
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Appendix A.1 The Mueller matrix of the first order 
solution for a single vegetation layer 
The Mueller matrix of a single vegetation layer T,ot can be written as: 
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SAMENVATTING 
Rijckenberg, G.J., 1997, Inversie technieken in radar teledetectie van 
landbouwvelden; Detail studies met suikerbiet en winter tarwe. Dissertatie. 
Landbouwuniversiteit Wageningen. 
Dit proefschrift is een poging om inzicht te verkrijgen in het terugwinnen van 
bodem- en plantvochtgehalte uit de radarverstrooiing van een landbouwveld. 
Twee gewassen zijn geselecteerd: suikerbiet en wintertarwe. Voor het 
terugwinnen van de twee landbouwparameters zijn twee manieren van aanpak 
toegepast. 
De eerste aanpak is gebaseerd op een inversie van bestaande modellen welke de 
electromagnetische interactie met een begroeid oppervlak beschrijven op basis 
van de stralingstransport theorie. Er is een oplossing aangevoerd voor dit 
inversie probleem, welke de inversie inhoudt van het eenvoudige Cloud model, 
wat in verband is gebracht met het complexe MIMICS model. 
In de tweede aanpak is een semi-empirisch algoritme ontwikkeld, wat een 
decompositie geeft van de covariantie matrix van polarimetrische radar 
gegevens in een vegetatie, bodem, en vegetatie-bodem covariantie matrix. Er is 
aangetoond hoe centrische symmetrie en het 'Brewster angle' effect kunnen 
worden gebruikt in deze decompositie. De procedure voor het schatten van de 
drie covariantie matrices heeft geresulteerd in twee oplossingen voor het 
algoritme. Een keuze tussen deze twee oplossingen kan worden gemaakt met 
behulp van drie polarimetrische gereedschappen. Een gevoeligheidsanalyse 
leert dat de decompositie resultaten in de C- en L-band niet altijd gevoelig 
genoeg zijn voor veranderingen in de landbouwparameters. 
De geldigheid van de twee stralingstransport modellen is onderzocht door 
gebruik te maken van radar verstrooiingsmetingen, en bijbehorende bodem- en 
gewasgegevens. Vanwege de complexe structuur van wintertarwe is het Cloud 
model alleen toegepast op suikerbiet gegevens. De verstrooiing aan 
suikerbieten en wintertarwe in de C- en L-band is voorspeld met MIMICS. 
De prestatie van het Cloud model kon niet goed worden getest om twee 
redenen. Ten eerste blijkt de temporele resolutie in de meeste 
gegevensbestanden te laag en verder was er een systematische afname in 
vrijwel alle verstrooiingsgegevens, waardoor het gebruik van het Cloud model 
bemoeilijkt wordt. 
Het inversie schema met MIMICS kon niet worden toegepast op de 
geanalyseerde gegevens, omdat er verschillen zijn tussen modelvoorspellingen 
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en metingen. Voornamelijk van belang is dat de door MIMICS voorspelde 
uitdoving te laag is vergeleken met experimentele waarnemingen. 
Polarimetrische radar verstrooiing is onderzocht met de drie polarimetrische 
gereedschappen. De verstrooiing aan suikerbieten in de C- en L-band blijkt 
centrische symmetrie te vertonen. Een significant polarimetrisch fase verschil 
(PPD) is gevonden in de verstrooiing aan winter tarwe in de L-band. Deze PPD 
kan worden verklaard met behulp van simulaties met een stralingstransport 
model. 
Het semi-empirische algoritme is toegepast op polarimetrische radar 
verstrooiing aan suikerbieten en wintertarwe, in de C- en L-band. De aldus 
verkregen resultaten zijn geanalyseerd met betrekking tot de trends in de 
landbouwparameters. De analyse geeft verwachtingsvolle resultaten omdat de 
voorspelde trends in overeenstemming zijn met de beperkt beschikbare 
grondgegevens. Het blijkt dat de ijkingsnauwkeurigheid van de metingen een 
beperkende factor is voor de gevoeligheid voor de landbouwparameters, met 
name bodemvochtgehalte. Van de twee beschouwde frequenties blijkt de L-
band de meeste informatie te geven. 
De beschikbare radar verstrooiingsgegevens konden worden toegepast in een 
vegetatie studie vanwege de synergie met optische gegevens. Ondanks de grote 
hoeveelheid onderzochte gegevens is er nog steeds een behoefte aan 
gedetailleerde experimenten, bijvoorbeeld vanaf een toren. Met dergelijke 
experimenten kan de geldigheid van verstrooiingsmodellen verder worden 
geëvalueerd en wordt een betere interpretatie mogelijk van de optredende 
verschijnselen in de polarimetrische radar verstrooiing. 
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