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Abstract-This paper presents an original methodology to design a financial product that could enhance the demand side participation in ancillary services, especially for industrial consumers. The financial product consists in an American option on the Spanish secondary reserve market for the following day, where the buyer has the right, but not the obligation to offer part of their capacity to the system operator. Considering this approach, an industrial consumer would receive an economic incentive to offer its flexibility to the system without changing its production planning, paying an upfront premium. The computation of the American option is based on a Monte Carlo simulation approach where the random paths are obtained from a machine learning model. The machine learning model attempts to forecast the 24 hour secondary band prices of the following day using a combination of different algorithms; the output and the error of the model are used as a baseline to perform the Monte Carlo simulation that computes the option value. T RADITIONALLY, in electric power systems, demand side has been regarded as a passive agent without any obligation to contribute to the reliability and operation of the system. Generators were responsible for supplying the demand, the security of supply and the balancing services to cover demand fluctuations, intermittent generation and network outages.
Index Terms-Demand
According to [1] , demand side management (DSM) aims to adapt energy consumption to improve overall electricity usage and infrastructure efficiency through the implementation of policies and methods that control electricity load. DSM could be classified into energy efficiency and demand response (DR) programmes; the former refers to the decrease in the amount of energy consumed by end products or services, the latter attempts to modify the end consumption in real time in response of external signals [2] .
DR can be further broken down into price based and incentive based programmes. In the former, a consumer is responsible for managing their own consumption with regard to a pricing mechanism that fluctuates according to the real time cost of electricity. On the other hand, incentive based programmes are arranged to provide ancillary services or maintain the security of supply in emergency or contingency situations, through an established market or via bilateral contracts. In these markets or contracts, the consumers provide the service, but the demand management is executed by a third party, e.g., the transmission system operator (TSO) or an aggregator.
However, a detailed knowledge of potential customers is required in order to successfully implement DR programmes. Therefore, technical studies regarding the end use of electricity should be carried out to characterise the demand and identify the flexibility and the suitable DR method to be applied. This emphasises the complexity of the demand participation in electricity markets [3] . Due to this complexity, the mainstream approach of DR research and application has been to address small residential loads through aggregation [4] to achieve a significant volume that can impact on system operation [5] .
Industrial consumers are a promising target who can benefit from DR programmes, due to the vast amount of electricity they consume. As mentioned in [6] , two criteria identify large industries with economic potential for DR: the total electricity demand and the specific costs of the energy. Consequently, electricity cost is essential for these industries which can obtain economic benefits by offering part of their flexibility in the electricity markets or by adapting their consumption profile according to external signals. Within industrial consumers, there is a cluster known as electro-intensive consumers; these industries perform processes such as chemical production, steel and non-ferrous metal manufacturing that require an intensive use of electricity.
In [7] , real examples of large industries performing DR actions are highlighted. Several articles [8] - [13] establish a model for the contribution of the flexibility together with the computation of possible economic benefits and the feasibility of DR programmes. All these studies stress the difficulty of assessing the internal flexibility of industrial consumers, because a detailed knowledge of the industrial process is required; in addition, each electro-intensive industry must be analysed one at a time, and the effective DR programmes to be applied should be specifically adapted. Hence, the feasibility of each DR programme in the literature review is conditioned to a tailored solution for the consumer.
Therefore, the objective of this paper is to propose a general framework for a DR programme that could be easily applied to any industry. Due to the difficulty to assess the internal flexibility of industrial consumers, the proposed model resorts to an external market vision. In this case, the proposed solution consists in a financial option where the underlying asset is the secondary band price of the Spanish electricity system, thus reflecting the participation of the industrial demand in this ancillary service. At the same time, the possibility of exercising the option or not provides flexibility in the operation for the industrial consumer. This paper is structured as follow: Section II introduces the description of the financial product. The mathematical formulation is presented in Section III, where the price behaviour and the machine learning model used are described. Results of a case study are shown in Section IV. Finally, Section V presents the conclusions of the study.
II. FINANCIAL PRODUCT DESCRIPTION
Typically, financial products are traded within electricity systems between generation and demand agents who want to hedge against uncertainty and volatility. A literature review of derivatives in electricity markets [14] - [17] reveals that large consumers who need a fixed price for electricity can resort to future-forward contracts or options to remove really high peak prices that could reduce their operating margins. On the other hand, retailers or aggregators can settle options to mitigate consumers' load deviations or significant forecasting errors that yield economic losses.
The financial product described here is settled within the secondary reserve market between the Spanish TSO and a large industrial consumer who is willing to participate in this market. The Spanish reserve market consists in a set of mechanisms that act to maintain the reliability of the system and the security of supply, ensuring the equilibrium between generation and demand in the nominal frequency. Currently the Spanish system has three levels of reserves, each with its own activation time, requirements and time scope:
r Primary reserve: used to restrain frequency deviation from nominal value, provided by the automatic response from the governors of generators, with an activation time of 30 seconds after the deviation.
r Secondary reserve: its aim is to reinstate frequency to the nominal value and the balance between generation and demand to the scheduled value once the imbalance has been contained by the primary reserve. The activation time is up to 15 minutes and it is provided by generators changing their operating power. This reserve is comprised of two products: up and down secondary band (capacity) and up and down secondary energy (use). The focus of this study lies on the secondary band while the secondary energy use is out of the scope of this paper.
r Tertiary reserve: used to substitute the operating reserves that had been previously deployed in the secondary reserve. The activation time varies from 15 minutes up to hours. The secondary band is required by the TSO on a daily basis; for each hour in the day the TSO defines the different levels of band required, according to the unit-commitment and the demand forecasts. The mechanism to determine which agents provide the secondary band is a market organised one day before the band delivery. All participants bid on up and down symmetric bands that they are willing to provide in EUR/MW. All offers are sorted in ascending order and the last offer to meet the TSO requirement for each hour will determine the hourly price of the secondary band. Then, all the agents that offered a lower price, and have therefore been called, will be remunerated with the hourly price if they are capable of maintaining the established capacity.
Though demand side is not currently allowed to participate in this ancillary service in Spain, there are plans for a future opening to these kind of markets, coming from EU policies and directives [18] , together with good experiences in other countries. For instance, Belgium has made notorious progress to open its ancillary services to DR, allowing DR to participate in primary and tertiary reserves, as well as in the interruptible contracts programme. In France, large industrial consumers have been participating in the balancing mechanism since 2003, together with the first tests to implement aggregated residential load to the service in 2007. Since December 2013, curtailed load has been able to bid as energy directly into the wholesale electricity market; during the testing phase of 2014 the total volume was 310 MWh, the participation increased reaching a volume of 1.522 MWh in 2015 and 10.313 MWh in 2016. Norway is a good example of DR participation in electricity markets; industrial consumers represent a significant share in the balancing markets, where the three common levels of reserves are opened to DR. For tertiary reserves, the Norwegian TSO procures it through specific tenders as well as bilateral agreements with high demand resources. Furthermore, the Energy Options programme (strategic reserves in consumption) works as an interruptible contract, giving the TSO the right to request that the demand agents reduce their consumption [19] .
Therefore, the scenario suggested here proposes a framework where industrial consumers can participate in these ancillary services. The financial product, that could enable demand side in general and large industrial consumers in particular to contribute to system operation, consists of an American call option on this day-ahead secondary reserve market. As a result, an industrial consumer can buy an American call option to offer part of its load at one hour of the secondary band market. The American option gives the industrial consumer the right, but not the obligation, to exercise the option at any time up to the expiration date [20] . In this case, the industrial consumer can allocate part of its demand to the secondary band upon the request of the TSO, at any point during the following 24 hours. Since the industry does not have the obligation to exercise the option, inherently it acquires flexibility to manage its production planning without being subject to the possible load shedding from the secondary band deployment.
Another scenario that could take place is that the TSO buys the American option and the industrial consumer is the seller. Hence, if the consumer sells the option, the final decision of the load deployment would be devolved to the TSO; therefore, if the TSO decides to exercise the option, the consumer would be obliged to reduce the power capacity. If the consumer refuses to reduce capacity, because there has been an unexpected change in production planning or the consumer would be unable to meet the final production, it could enter into a penalisation due to imbalances. Consequently, the flexibility is key for the industrial consumer, and it is only achieved if the consumer buys the option; having the final decision whether or not it should exercise the option.
With the proposed framework, the TSO always receives an upfront payment for selling the options, even if no industrial consumers end up exercising the option. Given that the TSO has the capacity available for the secondary reserve, since the clearing mechanism remains unchanged; the TSO could first check if the industrial consumers have exercised the option, if no consumer exercises the option, the TSO can meet the entire established level of reserves from the market, where traditional generators participate. If the consumer does not buy the option it is because it finds it more profitable to maintain its production planning. On the other hand, if the consumer buys the option, it understands that by exercising the option and participating in the secondary reserve market it could make an extra profit. That decision should be underpinned by the analysis of different payments: one coming from the expected losses of the load shedding if the TSO deploys the agreed capacity, and the other, the payments from the option (both capacity and energy), although the energy deployment is out of the scope of this paper.
Two outcomes might result after the option arrangement, with different payments for the counterparties. Figure 1 represents the direction of payments for the two scenarios. In both scenarios, the industrial consumer pays an upfront premium to have the aforementioned right; this upfront premium is the option value C that will be describe and compute later. This payment prevents the industrial consumer from having a risk-free profit. In Figure 1 (a), the industrial consumer ends up not exercising the option, thus not receiving any payment from the TSO; this situation might happen when industrial manufacturing is prioritised above the possible revenue that would come from secondary band participation, or the industrial agent does not find the hourly prices of the secondary band after their publication economically attractive. On the other hand, in Figure 1 (b), the industry decides to exercise the option because it finds it more profitable to allocate part of the load to the secondary band and to be exposed to a possible load reduction. As a result, if the industrial consumer is capable of maintaining the established load, the TSO will pay the industrial consumer P , which is the hourly price of the secondary band multiplied by the amount offered by the industrial consumer.
III. MATHEMATICAL FORMULATION
This section introduces the mathematical formulation that is followed in order to compute the value C of the aforementioned option. Since the hourly secondary band price is the underlying asset of the American option, the first step is to obtain a mathematical expression that represents its behaviour. This behaviour will be determined by a stochastic process that will help to further evaluate the option through a Monte Carlo simulation.
A. Price Formulation
This section will obtain an expression for the hourly secondary band price S t . Most state-of-the-art focus is on spot prices, as this is the basic and most common electricity product, underpinned by the fact that spot prices exhibits characteristics such as seasonal patterns, mean-reversion effect and price spikes [21] . The stochastic process of the spot price P t is often repre-sented as (1) , where f (t) is a known deterministic function of time and Q t is a diffusion stochastic process such as a standard Brownian motion [22] . Modifications of this process can also be found in [23] and [24] , where the first study incorporates a mean-reversion with jumps that represent the price spikes and the second study adds an autoregressive model for the logarithm of the energy price.
However, these models attempt to obtain an exact mathematical equation that describes the spot electricity prices, relying on the predictable component with the implication it has for derivative valuation. In [22] the predictable component is exhaustively described; the deterministic part is represented as a linear regression to try to capture the seasonality of the process as much as possible. In addition, the stochastic process is discretised following an autoregressive model of order 1.
Three issues may arise if this kind of approach is followed to obtain the secondary band price model. First of all, this model has been derived from spot electricity prices, and in this study, the price to forecast is the secondary band, whose market is governed by different mechanisms and the behaviour of the agents might change. Then, the deterministic component could be too biased and simplistic, since it only tries to identify the seasonal pattern through a linear regression looking at the kind of day and the calendar month, leaving aside possible electricity system variables that could enhance the prediction. Finally, considering that the electricity prices for the secondary band are obtained via an auction for the 24 hours of the following day; this model could not be applied as there would be a lack of information, e.g., in order to predict the price at hour seven of the following day, the price at hour six must be available and all prices for the following 24 hours are simultaneously cleared.
The proposed model relies on a Machine Learning (ML) algorithm that predicts the values of the hourly prices of the secondary band for the following day. The ML algorithm structure and the used data are described in detail in the following subsection. The ML model is trained to predict S t , for the 24 hours of the following day.
As the outcome of the model is a single value for each hour, the stochastic process disappears using this technique; notwithstanding, the ML approach has an inherent error that can be used to restore the stochastic process that will be required to perform a Monte Carlo simulation.
If S t is the hourly secondary band price and S t is the outcome of the model, the error of the model can be represented as (2), where Y t is the error. A logarithmic transformation is applied to both sides of the equation. (3) shows that the output of the ML model is a function of X t , with X t being the vector of features that come into play in the model; subsequently, the ML model finds a suitable function, f (·), that maps the input data to the output value, whilst minimising the error between the predicted value S t and the true value S t . Moreover, by changing Ln(Y t ) for Z t , rearranging (2) and combining with (3), the desired mathematical expression for S t is represented in (4) . This equation may be quite similar to that presented in (1), however, here the deterministic part is obtained through a ML model that is not as easy to interpret as that detailed in [22] . Furthermore, the hypotheses behind the ML approach assume that the errors in the model are independent and identically distributed from a normal random variable with mean zero and variance σ 2 .
B. Machine Learning Algorithm
Machine learning can be defined as a set of methods that can automatically detect patterns in data, and use these patterns to predict future data or to perform other kind of decision making, such as classification. The type of ML model used in this study corresponds to a supervised learning, where the underlying statistical model uses a set of inputs with its related outputs as examples to learn patterns in data that allow it to accurately predict the output of future examples, for which their results are unknown [25] .
Typically, in regression problems, an objective or cost function is used to minimise the difference between the true output of the data and the predicted output from the model in order to ensure that the model adjusts well to the data. The group of data used to learn the patterns is called the training set, and the result of the cost function is known as training error. However, an undesired effect might arise if the model excessively adjusts to the known output of the training data, thus not generalising well when future data is predicting, yielding a very poor performance or test error, which is the result of the cost function applied to new observations that the model has never seen. This effect is known as overfitting.
In order to avoid overfitting, a cross-validation (CV) technique must be carried out to ensure the model generalises properly. CV is a mathematical method that can estimate the test error by removing a group of samples from the training set, train the model on the remaining set and predict on the hold out set. There are different CV techniques that can be applied, however, given the characteristics of the problem, which can be seen as a time series problem, the CV technique consists in training the model up to a certain day, then predicting on the following day, checking the model performance on the test and repeating this process, adding the samples of the following day. Hence, the CV can be seen as training on a rolling window that extends up to each new day, as new examples come from the secondary band market. Figure 2 represents the ML structure. The input data comes from historical records of the Spanish TSO [26] . Three different ML algorithms (a LGBM, a random forest and a k-nearest neighbours) are trained with the data, and each outcome thereof is finally combined with meta-data (hour of the day, and day of the week) and this is used to train a linear regression with ridge regularisation. This final layer generates the hourly secondary band price prediction. Below, a brief summary of the input data and the ML algorithm are highlighted for a better understanding of the model.
1) Input Data:
Since this study involves predicting the secondary band price for the following day, real data from the Spanish electricity system (cleared energy by technology, spot prices, forecasted demand, ...) is obtained on a hourly basis. Notwithstanding, the model can always be updated to a new day, as new observations can be incorporated into the model each day. A combination of raw hourly observations and some feature engineering (values at the previous hour, values at the same hour for the day before, moving averages) is carried out to define the vector X t of features. The length of the vector X t is 85, meaning that the algorithms have to deal with 85 different input variables for each observation.
2) ML Algorithms: The collected data is preprocessed and fed into the three aforementioned ML algorithms, which make up the first layer of the model. These algorithms receive the same input, however each one deals with the data in a different way, producing an estimation of the hourly secondary band price. These three models [27] - [29] are standard in the industry, and all packages used are open source.
Due to the distinct behaviour of each algorithm, the performance of each model may produce different predictions regarding the secondary band price. A direct aftermath of using different models in the same data set is that one model can perform well under certain conditions, yielding a good prediction for some observation, whilst in the same conditions, another model can perform worse, drifting from the true output and vice versa. Thus, combining the outputs of all models into another model might increase the overall performance; this technique is known as stacking [30] and empirically, it has proven to boost performance in a wide variety of problems and datasets. 
A linear regression with ridge penalty is used for stacking purposes as the model in the final layer. The name ridge refers to an additional penalty that is included in the objective function, as shown in (6) , where W t is the input feature from the first layer, γ is a non-negative parameter that reduces the weight of the coefficients and || · || 2 is the euclidean norm. Another interesting effect is that the coefficient vector β r does not depend on time, i.e., the model is trained to yield a coefficient vector that generalises regardless of the hour to be predicted, giving a robust model. Given that the linear regression is imposing a linear relationship between the predictions of the models in the first layer and the secondary band price, it can be considered that the stacking is increasing the bias of the model at the expense of reducing its variance.
This high bias and low variance causes the coefficients β r to be rigid and they should change very little when the input features vary or the samples used to train are exchanged. On the other hand, if the ML model implemented here were just the LGBM, for instance, the situation would change. The LGBM is a model with low bias and high variance due to the high nonlinearity that it is capable of capturing; therefore, if this model was used in an isolated way, the underlying function that the ML is trying to map would be really changeable. It would be changeable because modifying the input feature would cause the LGBM to be able to adapt very well to the new input values, causing a large probability of being overfitted, with the bad consequences it had for the price prediction.
The high bias is desired because once a stable ML model has been achieved, the deviations that could come from outliers in the input data or bad predictions from one of the models in the first layer would vanish, since the coefficients of the linear regression have been trained with ridge penalty.
C. American Option Value
Now, the ML model is able to generate the desired prediction of the hourly secondary band price for the following day, S t . In (4), a stochastic process takes place through Z t ; thus, a Monte Carlo simulation allows the American option for the industrial consumer to be evaluated. The standard deviation of the errors in the training set is used as the standard deviation of the normal distribution where the samples for the Monte Carlo simulation are drawn from. Consequently, the prediction performance of the ML model is related to the result of the Monte Carlo simulation, but not to the Monte Carlo procedure. The value of an option is the discounted expected payoff under the risk-neutral measure; for simplicity, no risk-free rate has been assumed, thus resulting the option value in just the expected payoff.
The value of the American option can be stated as (7), where V 0 is the option value at time zero, E 0 (·) is the expected value, S τ is the secondary band price at time τ , and h τ is the payoff of the option at time τ , that is represented in (8), being K, the strike value. T is the total time that the window of the American option is opened, i.e., 24 hours in this study, and τ is each one of the possible hours in which the option can be exercised.
The option value problem becomes an optimal stopping problem. The algorithm used to solve this problem is called LeastSquares Monte Carlo [31] . It can be demonstrated that the American option value at any point in time is the maximum between the payoff at that moment and the continuation value (9), with s being a value equal to the index level of the secondary band price. At any possible exercise time, the buyer of the American option can compare the immediate exercise of the option with the expected payoff of not exercising the option now, and continuing to keep the option alive. This conditional expectation (10) can be estimated from the cross-sectional information provided by the simulation.
The assumption is made that the simulation has I paths of the underlying over T time intervals of equal size Δt. V t+Δt,i is the simulated continuation value for path i at time t; however, this number cannot be used due to the forecasted perfect valuation it would entail. Instead of this number, the cross-section of all simulated continuation values can be used to make an approximation of the expected continuation value by least-squares regression.
Consequently, the least-squares optimisation can be stated as (11) , where the continuation value is estimated as C t,i = D d=1 α * g,t b g (S t,i ), with b g being a set of basis function (e.g., g = 2 implies the square value of S t,i ) and α * g,t , the solution obtained from the minimisation problem.
Generally speaking, the Least-Square Monte Carlo approach can be synthesised in the following steps:
1) The I random paths are computed for the 24 periods.
2) Starting from the last period, the expected payoff of the immediate exercise and the estimated continuation value are compared and the maximum of both values is chosen. 3) This process is repeated backwards, and for every hour, the continuation value C t,i is estimated using the crosssection information. 4) The option value can be calculated averaging all random paths, that is, using the Monte Carlo estimator, as shown in (12) .
This option value C 0 , is the premium that the industrial consumer will be willing to pay upfront in order to hold the American option. It has to be noted that the option value is strongly dependent on the secondary band price (in this case the estimation resulting from the ML model) and the strike K. Each industrial consumer has an intrinsic electricity value that depends on the industrial process performed. However, this intrinsic value relies on several factors that may be difficult to take into account. As a result, every industrial consumer will have a different electricity valuation, represented here as the strike K, which might stand for the payment that the industrial consumer would have to receive in order to reduce one unit of electricity energy.
The ML model provides a forecast of the secondary band price that together with the Monte Carlo simulation allows the industrial consumer to evaluate the American option and anticipate, before the price publication, whether or not it is worth buying the call option, based on its production planning. The American option could be also evaluated with regard to its historical prices, however, that would also be a procedure to identify a historical trend or a benchmark as well as a tool for backtesting. Notwithstanding, the ML model assumes that there is an underlying relationship between the state of the electricity system at the day-ahead market time and the cleared prices of the secondary band market, which could yield better insights than just a historical valuation based only on secondary band prices. Indeed, the historical prices of the secondary band market are being used as features in the ML model, so the secondary band prices of the previous days are being discounted for the prediction. That is to say, the historical prices are being taken into account for the American option valuation together with more possible variables that could be meaningful.
IV. CASE STUDY
In this section, the case study is presented together with the results obtained for that particular case. Finally, some examples of the American option valuation for different days are shown.
A. Case Study Description
As it has previously mentioned, the case study is carried out for the Spanish electricity system, particularly for the deployment of an American option based on the secondary reserve market, where the capacity band is cleared and assigned on a daily basis, resulting in a price signal in EUR/MW for each one of the hours of the following day.
The length of the observed period is from January 1, 2016 until April 29, 2017. As the model is trained to predict on a daily basis, the input data is entered up until the day desired to predict. The first predicted date corresponds to January 31, 2016; so, for the first prediction a set of 30 days is held as training set. As time goes by, input data from new days can be incorporated into the model, hence, for April 29, 2017 all previous dates are fed into the model as examples for the training set. With the forecasts obtained from the ML model, the American option can be computed, meaning that for each day an American option can be evaluated.
B. ML Model Accuracy
The ML model must be validated in order to confirm that the model works properly and it yields a good approximation of the secondary band price. As it has been mentioned above, the CV strategy followed enables the precision of the model to be checked for each day. The model performance is evaluated through the mean absolute error (MAE) on a daily basis, as shown in (13) . For each day d, the model makes a prediction without knowing the true output of the secondary band price; once the hourly secondary band prices are published, the |S t − S t | ∀d (13) Considering that each one of the proposed algorithms looks at the same target (secondary band price), the previous error assessment can be calculated for the four algorithms; Figure 3 represents the daily MAE obtained for all days predicted by the model. It can be seen that the MAE decreases as the entire model has more data to learn, since the new daily observations are added to the training set. In addition, the model with the lower average rate is the stacking as shown in Table I , where the mean MAE for all days is computed. The almost negligible difference between the LGBM and the stacking reflects that LGBM is the model influencing the bulk of the stacking.
The lower error rate of the stacking means that there is a higher accuracy than if one single model from the previous layer were to be used in isolation. For some periods, the stacking algorithm can make the same prediction as one of the models of the previous layer; this would make it seem that the stacking module is not necessary and is redundant. However, the worst case scenario for the stacking algorithm is for it to predict at least as well as one of the previous models and therefore, relying on several models, the stacking will, on average, generate a better prediction for further samples. Figure 4 shows the scatterplot of the forecasted prices and the true values of the secondary band prices of all samples considered. The grey line represents the perfect prediction; for a given prediction, the higher the distance to the line, the higher the error.
The Random forest and the K-nearest neighbours are the models with higher dispersion from the standard line, while the LGBM and the stacking model show a lower deviation. Although the stacking model shows a slightly higher concentration of samples below the line in the range of 20-40 EUR/MW predictions, the overall performance is higher, as seen in Table I .
It is also important to check the correctness of the direction in the prediction, as the overestimation of the secondary band price can lead to a bad option evaluation further ahead; anticipating larger secondary band prices than those that do finally result from the market in the end. An underestimation takes place when the secondary band price predicted is lower than the true price, while the overestimation is the opposite. For that purpose, the distribution of samples predicted and the mean error according to the direction have been computed for each algorithm in Table II. The stacking module decreases the proportion and the mean error of the samples that are overestimated compared with the three models of the first layer. Besides, the mean error when the model overestimates is around 3.59, whereas the underestimation has a mean error of 4.04. Therefore when the model yields a bad prediction that is larger than the true price it tends to be closer to the real price than when an underestimation happens. This effect is desirable, because a model that does not overestimate the secondary band price in excess is preferred.
On the other hand, the larger mean error in the underestimation samples can be justified by the price spike. Given that the stacking model is a linear regression with ridge penalty, the coefficient reduction that the ridge imposes causes a regularisation over the predicted prices. Consequently, when outliers arise in the input feature vector or the models in the first layer predict large values, these are reduced because the coefficients of the linear regression that multiply them have been shrunk.
As the main objective of the ML model is to predict the hourly prices of the secondary band market, it is essential to check how close the ML model output is to the market prices. For this purpose, Figure 7 shows the real market prices of the secondary band, together with the daily out-of-sample predictions that the ML model generates. It can be seen that the predictions are fairly similar to the secondary band pattern, i.e., the ML model understands the hidden patterns of the secondary band and is able to produce a prediction with a certain confidence interval regarding the true secondary band price.
Another positive effect that can be observed in Figure 7 , is that the bias introduced in the stacking module provides robustness in a sense of mean-reverting process. The secondary band prices exhibit this characteristic as they tend to converge to similar average values after a large peak in prices takes place. Most of the time, the prediction from the ML follows the pattern of the true secondary band price; when a large mismatch between the prediction and the true value arises, it often happens in the direction where the true price turns out to be higher than the prediction. This effect is desirable for the later American option evaluation, because if the ML model were to continuously overestimate the secondary band price, the option value would be higher for a given strike. This would lead the industrial consumer to have a wrong valuation, thinking that the prices will be higher than those that are finally disclosed. Therefore, a model that on average underestimates really high prices or slightly overestimates standard prices rather than overestimates high prices is preferable. This effect is once again a direct consequence of the coefficient value reduction that ridge penalty imposes. When large input values arise, they are softened due to the low coefficient value that multiplies in the stacking layer.
Obviously, the predictions are not 100% accurate and they would not exactly match the secondary band even with the best possible model, as statistical modelling always assumes an irreducible error that cannot be removed. Having a pattern similar to that of the secondary band market is key for this study, however it is not enough. It is essential because the similar pattern helps to identify if the ML model is generalising well, but the precision should be taken into account since the training set error is used in the subsequent Monte Carlo simulation for the American option evaluation. Therefore, the lower the error, the better the evaluation of the American option, based on the dispersion of the random paths; as it will be discussed in the next section. Thus, the stacking algorithm is preferred rather than one of the algorithms of the first layer, because the daily MAE is lower and it has better performance in terms of under and overestimation. 
C. Option Valuation
Once the accuracy of the ML model has been demonstrated, the American option valuation has to be computed. The length of the simulation is fixed to 24 hours, as the American option can be exercised during the whole following day. Since a very large number of random paths increases the accuracy of the option value estimation at the expense of higher computational requirements, 100,000 independents random paths have been selected. Finally, 3 basis functions have been used to estimate the continuation value of (11).
Figures 5-6 represent the Monte Carlo simulation performed, together with the option value obtained for two different days. In the upper graph, the blue line represents the output from the ML model, while the green line is the real secondary band prices resulting from the market; the grey lines are just 10% of all the computed random paths. In the graph below, the option value is calculated for different strike levels using the aforementioned Least-Squares Monte Carlo algorithm; therefore the curve represents the option value, i.e., the upfront premium that the industrial consumer will have to pay in order to hold the American option, for different strikes level, where, again the strike level can be viewed as the intrinsic electricity value.
On average, the estimation of the secondary band price from the ML is close to the true output, resulting in a good approximation for the expected random paths, leading to a reliable American option valuation. Regarding the option value -strike curve of the different American options evaluated, it can be seen that both exhibit a similar behaviour. The fact that the shape does not change is due to the moneyness of the option, which always behaves in the same manner. In this study, the strike price and the accuracy of the model are the main drivers of the option value. The time to maturity is another well-known parameter that affects option prices in financial markets, however, in this study, the time to maturity of the American option has been fixed at 24 hours, in order to coincide with the secondary band market operation.
If there was a degree of freedom with the time to maturity, it could be seen that if an industrial consumer enlarged the option beyond one day, the price would increase, given that the probability of the option ending in-the-money is higher, there would be more opportunities to exercise the option where the consumer may check a secondary band price which is higher than its electricity valuation. Notwithstanding, the ML model forecasts the hourly secondary band prices for the following day, imposing a maximum constraint on the time to maturity. Likewise, if an industrial consumer were willing to buy the option for just a couple of hours during the following day, the price of the option would decrease for the same strike, because the likelihood of the prices being higher than the strike would decrease, as there would be fewer opportunities to exercise the option in a profitable situation. In addition, the peak and valley hours of the secondary band prices would also determine the option value.
For very large strikes prices (electricity valuation) the American option value is zero, as it is very unlikely that the secondary band prices are higher than the strike price, meaning that the option is always out-of-the-money and it is not worth exercising the option at any hour. If the strike starts to reduce, the American option value tends to increase until almost reaching a straight line trend, crossing an elbow area. This elbow area usually ends around the highest value of the prediction from the ML model, although the shape of the option value -strike curve is the same for all days assessed, the values depend on the random paths generated and these depend on the forecasted hourly secondary band prices. In the linear area of the option curve, the strike is low and the price or value is high; this means that the probability of the secondary band prices exceeding the strike price is high. Consequently, there is a large likelihood that in any hour of the following day the option is in-the-money and the premium that should be paid is higher.
Lastly, the ML model precision is key for the American option valuation. The standard deviation of the errors from the training set is used to generate the Monte Carlo paths. Subsequently, a higher error during the training phase implies a larger dispersion of the Monte Carlo paths simulated around the output of the ML model. The error can be seen in Figure 3 ; for the first predictions (around March 2016), the daily mean absolute error is high. The model has few samples to train and therefore, the prediction differs significantly from the true values. In that case, the confidence about the prices that the ML model outputs is lower, so the generated random paths need to be wider in order to ensure that the random prices are within the expected prices coming from the secondary band market. Using a normal distribution for the random paths generation involves that the dispersion around the forecasted price is symmetrical. Therefore, a larger standard deviation of the errors implies both higher and lower prices from the ML output, the higher prices directly affect to the option evaluation, since the probability of the option being in-the-money increases (there are more chances of random prices being larger than strike price); while the lower prices do not affect valuation, since the payoff below strike is always zero regardless of the magnitude of the price.
On the other hand, the error decreases as the model has more data to train. For last predicted days (April 2017), the model has more samples in the training set, resulting in a better prediction and a lower daily mean absolute error as it can be seen in Figure 3 . Hence, the prediction from the ML model is considerably more exact and the confidence about the forecasted prices is higher with a lower variability of the random prices, and consequently a cheaper option that is more adjusted to real prices, compared to the high error model. This higher accuracy removes the situation where the American option price is overestimated just on the pure luck of the random paths. This enable to rely on it and to be more concerned about the opportunities that the option has of being in or out-of-the-money. In an ideal scenario the prices would be forecasted properly, leading to a zero error which means that the Monte Carlo simulation should not be necessary and the American option would be evaluated perfectly; thus, the value would reflect the minimum and best adjusted price for the option, however this scenario is unrealistic due to the irreducible statistical error of the model.
The option value -strike curves can be used as a quick visual tool to determine if it is valuable to enter into the financial contract of the American option; for a given strike, the premium is almost immediate to obtain and vice versa. The curves are computed with forecasts that are underpinned by real market data, thus, all insights that could be drawn rely on market side information instead of the limited and non-scalable information that could be derived from an industrial load study, that could not be easily replicated.
Considering the utilisation by the industrial consumers, which are the group of interest in this study, it makes sense, that for those industrial consumers with a very high electricity valuation (essential implication of electricity in their process and intensive costs too) the upfront payment of the option would be zero, since just participating in this market with the cleared prices yields an economic loss for this group. Notwithstanding, those industrial consumers with a large utilisation of electricity but a cheaper electricity valuation, have an opportunity to exercise the American option and receive the secondary band market price, resulting in a possible profitable situation; though the profitability will depend on further events that are out of scope of this study.
Also, this option value-strike curve can be interpreted as the upfront payment that the industrial consumer would have to pay in order to be hedged and end in a zero profit situation. If an industrial consumer had an electricity valuation of K, assuming that it would have 1 MW of electricity curtailed during one hour, this K would represent the amount lost by the consumer. Therefore the industrial consumer would be willing to receive at least this amount K in order to participate in the secondary reserve market to end without economic losses in the case that the TSO deploys its load. Regarding the curves and also the output from the ML model, it can be seen that the option value is almost zero for strike values higher than the largest value of the ML output. This seems reasonable as for these high strike values, the industrial consumer will be unable to recover the possible cost due to a load reduction performed by the TSO. In addition, the option value is not zero at the peak value of the estimation, and it always presents an extra charge that would prevent the industrial consumer from ending in a risk-free profit situation.
V. CONCLUSION
An innovative methodology to value an American option for the Spanish secondary band market has been proposed in this study. After carrying out the required calculations to end with a solution and applying this to a case study, several conclusions can be drawn, which are described below.
The new approach proposed here is based on an existing market point of view. Instead of developing a tailored solution that accounts for the flexibility of the consumer, the stated solution consists in a general framework where the flexibility of the industrial consumer is considered and can be integrated in the system operation. For that, each large industrial consumer will have to perform an internal audit of its processes to find out where they have this flexibility and if it is feasible to deploy it on a daily basis or coinciding with a maintenance stop.
The advantage lies in the fact that any industrial consumer can quickly know the upfront premium, based on its electricity valuation, that they would have to pay in order to hold the American option, and accordingly to this price decide whether to settle the financial contract, enabling the TSO to consider a possible load reduction coming from industrial consumers.
Consequently, the option value-strike curves shown in Figures 5-6 provide information and insights for both industrial consumers and the TSO. Industrial consumers can obtain the lower bound of the price they would be willing to offer based on their electricity value, as the option value represented can be seen as a benchmark. On the other hand, the TSO can anticipate the revenues it could receive via selling the American options to the industrial consumers.
The American option valuation is underpinned by a ML model whose output is the forecast of the secondary reserve market prices for the following day. It has been proven that the model makes the secondary band market pattern prediction similar to the true market prices, however the model does not predict exactly the same prices due to the irreducible error of the underlying statistical model. The ML model is robust, as the mean absolute error accumulated since the first predictions until the last validation day is 3.81 EUR/MW, meaning that on average the model tends to over or underestimate the price by that quantity. Another advantage of the ML model is that it performs better as more observations and samples are included in the pipeline to predict, i.e., more days.
Moreover, the American option valuation shows that the resulting option value is such that the industrial consumer could end in a zero profit situation, as it was used as a hedging instrument. However, more analysis must be carried out to take into account the potential benefits for the counterparties; they should include the possible deployment of the industrial load by the TSO, assessing the profit and loss for the industrial consumer with the subsequent payments that the TSO should make and a cost and benefit analysis for all agents involved if this kind of financial product is incorporated to the system operation.
Beforehand, it seems that keeping both the industrial demand and traditional generators in secondary reserve might result in a cost overrun for the system; however the analysis of different scenarios should underpin the deployment of this solution or not. For example, if an industrial consumer has paid the option, but it does not exercise it, this supposes earnings for the TSO that could reduce system cost. Another situation would be to give priority to the use of the demand from industrial consumers participating in this service, as it would avoid increasing generation from conventional power plants, with the environmental benefits it brings together with the savings from replacing tertiary reserves. In the end, further analysis and improvements must be carried out thoroughly, because this framework can be replicated and applied to other agents that could be interested in this product, such as aggregators or even generators.
