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Abstract
We study the large time behavior of solutions v : Ω × (0,∞) → R of the PDE
∂t(|v|p−2v) = ∆pv. We show that e(λp/(p−1))tv(x, t) converges to an extremal of a
Poincare´ inequality on Ω with optimal constant λp, as t → ∞. We also prove that
the large time values of solutions approximate the extremals of a corresponding “dual”
Poincare´ inequality on Ω. Moreover, our theory allows us to deduce the large time
asymptotics of related doubly nonlinear flows involving various boundary conditions
and nonlocal operators.
1 Introduction
This note concerns solutions v : Ω× (0,∞)→ R of Trudinger’s equation
∂t(|v|p−2v) = ∆pv. (1.1)
Here p ∈ (1,∞), Ω ⊂ Rn is a bounded domain, and ∆p is the p−Laplacian
∆pψ := div(|Dψ|p−2Dψ). (1.2)
This equation reduces to the standard heat equation when p = 2, so it is a type of nonlinear
diffusion. Trudinger’s equation is known in the literature as a doubly nonlinear evolution,
and it is distinctive among doubly nonlinear evolutions as it is homogeneous. For if v is a
solution, then any multiple of v is also a solution.
The PDE (1.1) is a special case of a general class of parabolic equations originally con-
sidered by Trudinger [31]. He was able to generalize previous efforts of Moser [25] and show
that nonnegative solutions satisfy a Harnack inequality. Recently, Trudinger’s result has
been extended to nonnegative solutions which satisfy (1.1) weakly with respect to a certain
doubling measure [21]. We also remark that positive viscosity solutions were recently shown
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to exist for p ≥ 2 in [7].
Dirichlet boundary condition. Our goal is to infer the large time behavior of solutions
of (1.1). The prototypical initial value problem we will focus on is
∂t(|v|p−2v) = ∆pv in Ω× (0,∞)
v = 0 on ∂Ω× [0,∞)
v = g on Ω× {0}.
(1.3)
Here g : Ω→ R is a given initial value function. In what follows, we will learn much about the
large time behavior of solutions by carefully studying their compactness and monotonicity
properties and by taking advantage of the homogeneity of Trudinger’s equation.
A key monotonicity feature of solutions of (1.3) is
d
dt

∫
Ω
|Dv(x, t)|pdx∫
Ω
|v(x, t)|pdx
 ≤ 0. (1.4)
Therefore, we expect the flow (1.3) to be related to the Poincare´ inequality
λp
∫
Ω
|u|pdx ≤
∫
Ω
|Du|pdx (u ∈ W 1,p0 (Ω)). (1.5)
Here λp is the largest constant c such that c
∫
Ω
|u|pdx ≤ ∫
Ω
|Du|pdx holds for each u ∈
W 1,p0 (Ω); so in this sense, λp is optimal. Extremal functions are those for which equality
holds in (1.5). Recall that a function u is extremal for (1.5) if and only if u satisfies the PDE{
−∆pu = λp|u|p−2u in Ω
u = 0 on ∂Ω.
(1.6)
Another monotonicity property of solutions to (1.3) that will be even more important for
us is this
d
dt
{ ‖|v(·, t)|p−2v(·, t)‖qLq(Ω)
‖|v(·, t)|p−2v(·, t)‖qW−1,q(Ω)
}
≤ 0. (1.7)
Here and throughout q := p
p−1 is the Ho¨lder exponent conjugate to p. This monotonic-
ity suggests that the initial value problem (1.3) improves how |v(·, t)|p−2v(·, t) satisfies the
inequality
µp‖f‖qW−1,q(Ω) ≤
∫
Ω
|f |qdx (f ∈ Lq(Ω)) (1.8)
as t increases. Here µp := λ
1
p−1
p . We call this inequality the dual Poincare´ inequality as
equality holds if and only if f = |u|p−2u where u is extremal for the Poincare´ inequality (1.5)
(Appendix A).
Our main result regarding (1.3) is as follows. We postpone the definition of a weak
solution to (1.3) until the following section.
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Theorem 1. (i) Assume v is a weak solution of (1.3). Then the limit
u := lim
t→∞
e
(
λp
p−1
)
t
v(·, t) (1.9)
exists in Lp(Ω) and u is extremal for (1.5). If u 6≡ 0, then v(·, t) 6≡ 0 for all t ≥ 0 and
µp = lim
t→∞
‖|v(·, t)|p−2v(·, t)‖qLq(Ω)
‖|v(·, t)|p−2v(·, t)‖qW−1,q(Ω)
.
(ii) There is a weak solution v of (1.3) such that the limit (1.9) exists in W 1,p0 (Ω). If u 6≡ 0,
λp = lim
t→∞
∫
Ω
|Dv(x, t)|pdx∫
Ω
|v(x, t)|pdx
.
We remark that it is possible that the limit (1.9) vanishes identically. However, we will
show that for certain initial conditions this degeneracy does not occur. See Proposition
3.5 below for more on this technical point. We also emphasize that our methods are not
restricted to solutions which are nonnegative. The large time behavior of nonnegative solu-
tions of related doubly nonlinear evolutions have been studied in various contexts including
[1, 24, 27, 29]. In particular, in reference [29], the uniform convergence of e(λp/(p−1))tv(·, t)
is verified for nonnegative solutions of (1.3) provided ∂Ω is C2,α. In proving Theorem 1, we
will not make any regularity assumptions on ∂Ω.
Robin boundary condition. Next we will consider the large time behavior of weak
solutions of the flow
∂t(|v|p−2v) = ∆pv in Ω× (0,∞)
|Dv|p−2Dv · ν + β|v|p−2v = 0 on ∂Ω× [0,∞)
v = g on Ω× {0}.
(1.10)
We will assume that β > 0 and that ∂Ω is C1 with outward unit normal ν. The optimal
Poincare´ inequality
λp
∫
Ω
|u|pdx ≤
∫
Ω
|Du|pdx+ β
∫
∂Ω
|Tu|pdσ (u ∈ W 1,p(Ω)) (1.11)
[8, 11] and its dual will play an important role in our analysis. Here T : W 1,p(Ω)→ Lp(∂Ω;σ)
is the Sobolev Trace operator and σ is n− 1 dimensional Hausdorff measure. Adapting the
methods used to prove Theorem 1, we will characterize the large time behavior of weak
solutions of (1.10) in Theorem 2 below.
3
Neumann boundary condition. Then we will consider solutions of Trudinger’s equa-
tion (1.1) which satisfy a Neumann boundary condition
∂t(|v|p−2v) = ∆pv in Ω× (0,∞)
|Dv|p−2Dv · ν = 0 on ∂Ω× [0,∞)
v = g on Ω× {0}.
(1.12)
Again we will assume that ∂Ω is C1 with outward unit normal ν. For this initial value
problem, we will employ the following optimal Poincare´ inequality: for each u ∈ W 1,p(Ω)
that satisfies ∫
Ω
|u|p−2u dx = 0, (1.13)
we have
λp
∫
Ω
|u|pdx ≤
∫
Ω
|Du|pdx (1.14)
(see [14] and the references therein). We will show that if the ratio of any two nonvanishing
extremal functions of (1.14) is constant, then a characterization of the large time behavior
of solutions to (1.12) as in Theorem 1 holds. This assertion is detailed in Theorem 3 below.
Fractional Trudinger equation. Finally, we will study an initial value problem in-
volving a fractional version of Trudinger’s equation
∂t(|v|p−2v) + (−∆p)sv = 0 in Ω× (0,∞)
v = 0 on (Rn \ Ω)× [0,∞)
v = g on Ω× {0}.
(1.15)
Here s ∈ (0, 1), and (−∆p)s is the fractional p−Laplacian
(−∆p)sψ(x) := 2 lim
→0+
∫
Rn\B(x)
|ψ(x)− ψ(y)|p−2(ψ(x)− ψ(y))
|x− y|n+ps dy (x ∈ R
n). (1.16)
The Poincare´ inequality most naturally associated with this flow is
λp
∫
Ω
|u|pdx ≤
∫∫
Rn×Rn
|u(x)− u(y)|p
|x− y|n+ps dxdy (u ∈ W
s,p
0 (Ω)). (1.17)
As before, λp is chosen to be optimal, and the dual of (1.17) will be central to our analysis.
We also refer interested readers to [10] for various features of the fractional Sobolev space
W s,p0 (Ω). In Theorem 4 below, we will prove a large time limit for appropriately scaled
solutions of (1.15) that is analogous to Theorem 1.
This paper is organized as follows. In Section 2, we shall introduce weak solutions of
(1.3) and establish various monotonicity and compactness properties of solutions. Next, we
will use these results to prove Theorem 1 in Section 3. In Sections 4, 5 and 6, we will verify
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analogs of Theorem 1 for the flows (1.10), (1.12) and (1.15), respectively. Much of this work
was completed in MIT’s Norbert Wiener common room, the authors wish to express their
gratitude to the MIT mathematics department for its warm hospitality. The authors are
also appreciative of the insights Matteo Bonforte provided on a preliminary version of this
work.
2 Weak solutions
A natural identity associated with smooth solutions of (1.3) is
d
dt
∫
Ω
1
p
|v(x, t)|pdx = − 1
p− 1
∫
Ω
|Dv(x, t)|pdx. (2.1)
This identity follows from direct computation or from multiplying Trudinger’s equation (1.1)
by v and integrating by parts. Integrating this identity in time gives
1
p
∫
Ω
|v(x, t)|pdx+ 1
p− 1
∫ t
0
∫
Ω
|Dv(x, s)|pdxds = 1
p
∫
Ω
|g(x)|pdx
for all t ≥ 0. These observations motivate the following definition of a weak solution of (1.3).
Definition 2.1. Assume g ∈ Lp(Ω). A weak solution of (1.3) is a function v : Ω×[0,∞)→ R
that satisfies: (i)
v ∈ L∞([0,∞);Lp(Ω)) ∩ Lp([0,∞);W 1,p0 (Ω)); (2.2)
(ii) ∫ ∞
0
∫
Ω
|v|p−2vψtdxdt =
∫ ∞
0
∫
Ω
|Dv|p−2Dv ·Dψdxdt (2.3)
for each ψ ∈ C∞c (Ω× (0,∞)); and (iii)
v(·, 0) = g. (2.4)
In order to better interpret weak solutions, we will use a definition of the p-Laplacian
more general than its classical expression (1.2). We now consider −∆p as a mapping
−∆p : W 1,p0 (Ω)→ W−1,q(Ω)
such that for each u ∈ W 1,p0 (Ω)
〈−∆pu, φ〉 :=
∫
Ω
|Du|p−2Du ·Dφ dx, φ ∈ W 1,p0 (Ω). (2.5)
We leave it to the reader to check that −∆p is a bijection, and for each u ∈ W 1,p0 (Ω),
‖ −∆pu‖W−1,q(Ω) = ‖u‖p−1W 1,p0 (Ω). (2.6)
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Here and below, ‖u‖W 1,p0 (Ω) :=
(∫
Ω
|Du|pdx)1/p.
Instead of (2.3), it is equivalent to require that
d
dt
∫
Ω
|v(x, t)|p−2v(x, t)φ(x)dx+
∫
Ω
|Dv(x, t)|p−2Dv(x, t) ·Dφ(x)dx = 0
holds in the sense of distributions on (0,∞) for each φ ∈ W 1,p0 (Ω). This is another way of
expressing
∂t(|v(·, t)|p−2v(·, t)) + (−∆pv(·, t)) = 0 (2.7)
in W−1,q(Ω) for almost every t ∈ [0,∞) (Chapter 3, Lemma 1.1 of [30]). Therefore
‖∂t(|v(·, t)|p−2v(·, t))‖W−1,q(Ω) = ‖v(·, t)‖p−1W 1,p0 (Ω) (a.e. t > 0). (2.8)
It follows that ∂t(|v|p−2v) ∈ Lq([0,∞);W−1,q(Ω)) and t 7→ |v(·, t)|p−2v(·, t) is locally abso-
lutely continuous with values in W−1,q(Ω). Using the notation of Chapter 1 of [3], we have
shown
|v|p−2v ∈ ACqloc([0,∞);W−1,q(Ω)). (2.9)
This continuity ensures v is defined at each t ≥ 0, and in particular, at time 0 in (2.4).
We also can use these observations to establish that (2.1) holds for every weak solution.
Lemma 2.2. Assume v is a weak solution of (1.3). Then [0,∞) 3 t 7→ ∫
Ω
|v(x, t)|pdx is
locally absolutely continuous and (2.1) holds for almost every t > 0.
Proof. For w ∈ W−1,q(Ω), define
Φ(w) :=
{
1
q
∫
Ω
|w|qdx, w ∈ Lq(Ω)
+∞, otherwise .
Note that Φ is convex, proper and lower semicontinuous. It is straightforward to verify
∂Φ(w) :=
{
ξ ∈ W 1,p0 (Ω) : Φ(z) ≥ Φ(w) + 〈ξ, z − w〉 all z ∈ W−1,q(Ω)
}
is nonempty and equal to the singleton {|w|q−2w} if and only if |w|q−2w ∈ W 1,p0 (Ω). In this
case, we write |∂Φ|(w) := ‖|w|q−2w‖W 1,p0 (Ω).
Observe
|∂Φ|(|v|p−2v) · ‖∂t(|v|p−2v)‖W−1,q(Ω) = ‖v‖pW 1,p0 (Ω) ∈ L
1
loc[0,∞).
Here we have used (2.8). In view of (2.9), we also have that
Φ(|v(·, t)|p−2v(·, t)) = 1
q
∫
Ω
|v(x, t)|pdx
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is a locally absolutely continuous function [0,∞) (see Remark 1.4.6 in [3], Proposition 4.11
in [33], or Lemma 4.1 in [9]). Moreover,
d
dt
1
q
∫
Ω
|v(x, t)|pdx = d
dt
Φ(|v(·, t)|p−2v(·, t))
= 〈∂t(|v(·, t)|p−2v(·, t)), ∂Φ(|v(·, t)|p−2v(·, t))〉
= 〈∂t(|v(·, t)|p−2v(·, t)), v(·, t)〉
= −〈−∆pv(·, t), v(·, t)〉
= −‖v(·, t)‖p
W 1,p0 (Ω)
= −
∫
Ω
|Dv(x, t)|pdx
for almost every t > 0.
The first indication of how the scaling mentioned in Theorem 1 arises can be seen in the
following corollary.
Corollary 2.3. Assume v is a weak solution of (1.3). Then
d
dt
{
e
p
(
λp
p−1
)
t
∫
Ω
|v(x, t)|pdx
}
≤ 0
for almost every t > 0.
Proof. By Lemma 2.2 and the Poincare´ inequality (1.5),
d
dt
∫
Ω
|v(x, t)|pdx = − p
p− 1
∫
Ω
|Dv(x, t)|pdx ≤ −p
(
λp
p− 1
)∫
Ω
|v(x, t)|pdx.
The assertion now follows by the product rule.
Corollary 2.4. Assume v is a weak solution of (1.3). Then v : [0,∞)→ Lp(Ω) is bounded
and uniformly continuous.
Proof. We will first establish the continuity of v : [0,∞) → Lp(Ω). Let tk ∈ [0,∞) and
suppose tk → t. By (2.9),
|v(·, tk)|p−2v(·, tk)→ |v(·, t)|p−2v(·, t) in W−1,q(Ω).
In view of (2.2), (|v(·, tk)|p−2v(·, tk))k∈N ⊂ Lq(Ω) is also bounded. It then follows from a
routine weak convergence argument that
|v(·, tk)|p−2v(·, tk) ⇀ |v(·, t)|p−2v(·, t) in Lq(Ω). (2.10)
We can now invoke Lemma 2.2 in order to deduce
lim
k→∞
‖|v(·, tk)|p−2v(·, tk)‖qLq(Ω) = limk→∞
∫
Ω
|v(x, tk)|pdx
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=∫
Ω
|v(x, t)|pdx
= ‖|v(·, t)|p−2v(·, t)‖qLq(Ω).
Combining this convergence with (2.10) gives
|v(·, tk)|p−2v(·, tk)→ |v(·, t)|p−2v(·, t) in Lq(Ω)
(Chapter 1, Theorem 1 of [16]). As a result, v(·, tk) → v(·, t) in Lp(Ω). We conclude that
v : [0,∞)→ Lp(Ω) is continuous, as claimed.
The previous corollary implies∫
Ω
|v(x, t)|pdx ≤ e−p
(
λp
p−1
)
t
∫
Ω
|g(x)|pdx
for all t ≥ 0. Consequently, v : [0,∞) → Lp(Ω) is bounded and tends to 0, as t → ∞. It
also follows that this function is necessarily uniformly continuous.
Next we will establish (1.7), which is an important monotonicity formula for weak solu-
tions in relation to the dual Poincare´ inequality (1.8). This observation was inspired by our
previous study on curves of maximal slope [19].
Proposition 2.5. Assume v is a weak solution of (1.3) with v(·, t) 6≡ 0 for t ≥ 0. Then
(1.7) holds for almost every t > 0. In particular,
[0,∞) 3 t 7→
‖|v(·, t)|p−2v(·, t)‖qLq(Ω)
‖|v(·, t)|p−2v(·, t)‖qW−1,q(Ω)
is nonincreasing.
Proof. Set w := |v|p−2v. By (2.9), w ∈ ACqloc([0,∞);W−1,q(Ω)). As v is a solution of (2.7),
w satisfies
(−∆p)−1(∂tw(·, t)) + |w(·, t)|q−2w(·, t) = 0
for almost every t > 0. Below, we will perform several computations involving w where we
suppress the time dependence of w for notational ease.
First, we compute
d
dt
1
q
‖w‖qLq(Ω) = −‖∂tw‖qW−1,q(Ω). (2.11)
This computation can be performed exactly as we did for (2.1) in the proof of Lemma 2.2.
Next, we have the general formula
d
dt
1
q
‖w‖qW−1,q(Ω) = 〈∂tw, (−∆p)−1w〉, (2.12)
which is valid for any w ∈ ACqloc([0,∞);W−1,q(Ω)) (see Remark 1.4.6 in [3]).
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Also observe that by (2.8),∣∣〈∂tw, (−∆p)−1w〉∣∣ ≤ ‖∂tw‖W−1,q(Ω)‖(−∆p)−1w‖W 1,p0 (Ω)
= ‖∂tw‖W−1,q(Ω)‖w‖q−1W−1,q(Ω)
and
‖w‖qLq(Ω) = 〈w, |w|q−2w〉
= −〈w, (−∆p)−1(∂tw)〉
≤ ‖w‖W−1,q(Ω)‖(−∆p)−1(∂tw)‖W 1,p0 (Ω)
= ‖w‖W−1,q(Ω)‖∂tw‖q−1W−1,q(Ω).
Therefore,
‖w‖qLq(Ω)
∣∣〈∂tw, (−∆p)−1w〉∣∣ ≤ ‖w‖qW−1,q(Ω)‖∂tw‖qW−1,q(Ω). (2.13)
Combining (2.11), (2.12) and (2.13) give
d
dt
‖w‖qLq(Ω)
‖w‖qW−1,q(Ω)
=
−q‖∂tw‖qW−1,q(Ω)‖w‖qW−1,q(Ω) − q‖w‖qLq(Ω)〈∂tw, (−∆p)−1w〉
‖w‖2qW−1,q(Ω)
=
−q
‖w‖2qW−1,q(Ω)
(
‖∂tw‖qW−1,q(Ω)‖w‖qW−1,q(Ω) − ‖w‖qLq(Ω)〈−∂tw, (−∆p)−1w〉
)
≤ 0
for almost every t > 0.
Remark 2.6. We do not know if the monotonicity (1.4) holds for every weak solution of (1.3).
However, it is not hard to show it holds for each smooth solution v that is nonvanishing. By
integrating by parts and using Ho¨lder’s inequality, we have
1
p− 1
∫
Ω
|Dv|pdx = − 1
p− 1
∫
Ω
∆pv · vdx
= −
∫
Ω
|v|p−2vvtdx
= −
∫
Ω
(|v|p/2−2vvt)|v|p/2dx
≤
(∫
Ω
|v|pdx
)1/2(∫
Ω
|v|p−2|vt|2dx
)1/2
.
Direct computation then gives
d
dt
∫
Ω
|Dv|pdx∫
Ω
|v|pdx =
p(p− 1)(∫
Ω
|v|pdx)2
{(
1
p− 1
∫
Ω
|Dv|pdx
)2
−
∫
Ω
|v|p−2|vt|2dx
∫
Ω
|v|pdx
}
,
which implies (1.4). See Theorem 3.1 of [24] and Lemma 2.1 of [27] for similar computations.
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Note that if the initial condition g is extremal for the Poincare´ inequality (1.5), then
v(x, t) = e
−
(
λp
p−1
)
t
g(x) (2.14)
is a solution of (1.3). Theorem 1 asserts all weak solutions exhibit this separation of variables
type behavior as t tends to ∞. In view of the monotonicity of the previous proposition, we
will show that the expression above is the only weak solution of (1.3) with initial condition
g.
Corollary 2.7. Assume v is a weak solution of (1.3) and that v(·, 0) = g is extremal for the
Poincare´ inequality (1.5). Then v is necessarily given by (2.14).
Proof. Suppose g ≡ 0, then ∫
Ω
|v(x, t)|pdx ≤ ∫
Ω
|g(x)|pdx = 0 for all t ≥ 0. Hence, (2.14)
holds.
Now assume g 6≡ 0. By (2.9), there is T > 0 for which v(·, t) 6≡ 0 for t ∈ [0, T ). On this
interval,
‖|v(·, t)|p−2v(·, t)‖qLq(Ω)
‖|v(·, t)|p−2v(·, t)‖qW−1,q(Ω)
≤
‖|g|p−2g‖qLq(Ω)
‖|g|p−2g‖qW−1,q(Ω)
= µp.
As a result, |v(·, t)|p−2v(·, t) is extremal for the dual Poincare´ inequality (1.8), and v(·, t) is
extremal for the Poincare´ inequality (1.5) for each t ∈ [0, T ). In view of (2.7) and (1.6), we
have
∂t(|v(·, t)|p−2v(·, t)) = ∆pv(·, t) = −λp|v(·, t)|p−2v(·, t).
Therefore, |v(·, t)|p−2v(·, t) = e−λpt|g|p−2g which gives (2.14) on [0, T ).
Finally, observe that this argument actually implies we could have chosen T = +∞ from
the outset. For if T is the first time that v(·, T ) = e−(λp/(p−1))Tg ≡ 0, then g would have
to vanish identically. So if g 6≡ 0, then it must be that v does not vanish identically on
[0,∞).
Let us now discuss compactness properties of weak solutions.
Proposition 2.8. Assume (vk)k∈N is a sequence of weak solutions of (1.3) with vk(·, 0) = gk
and
sup
k∈N
∫
Ω
|gk|pdx <∞.
There is a subsequence (vkj)j∈N and v satisfying (2.2) such that
vkj → v in Lploc([0,∞);W 1,p0 (Ω)), (2.15)
vkj → v in Cloc([0,∞);Lp(Ω)), (2.16)
and
∂t(|vkj |p−2vkj)→ ∂t(|v|p−2v) in Lqloc([0,∞);W−1,q(Ω)). (2.17)
Moreover, v is a weak solution of (1.3) with v(·, 0) = g, where |g|p−2g is a weak limit of
(|gkj |p−2gkj)j∈N in Lq(Ω).
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Proof. 1. Set C := supk∈N
∫
Ω
|gk|pdx. By Lemma 2.2,
sup
t≥0
∫
Ω
|vk(x, t)|pdx+
∫ ∞
0
∫
Ω
|Dvk(x, t)|pdx ≤ C (2.18)
for each k ∈ N. It then follows from (2.8) that
sup
t≥0
‖|vk(·, t)|p−2vk(·, t)‖qLq(Ω) +
∫ ∞
0
‖∂t(|vk(·, t)|p−2vk(·, t))‖qW−1,q(Ω)dt ≤ C (2.19)
uniformly in k ∈ N.
As q > 1 and Lq(Ω) ⊂ W−1,q(Ω) with compact embedding, it follows that there is a
subsequence (vkj)j∈N and w : [0,∞)→ W−1,q(Ω) such that
|vkj |p−2vkj → w in Cloc([0,∞);W−1,q(Ω))
as j →∞ [4, 28]. By weak convergence,
∂t(|vkj |p−2vkj) ⇀ ∂tw in Lq([0,∞);W−1,q(Ω)),
as j →∞. Without any loss of generality, we may also assume there is v for which
vkj ⇀ v in Lp([0,∞);W 1,p0 (Ω)), (2.20)
and that there is ξ such that
|Dvkj |p−2Dvkj ⇀ ξ in Lq(Ω× [0,∞);Rn)
as j →∞. Moreover,
∂tw = div(ξ) (2.21)
in the sense of distributions on Ω× (0,∞).
2. For any interval [t0, t1] ⊂ [0,∞)∫ t1
t0
∫
Ω
|vk|pdxdt =
∫ t1
t0
∫
Ω
|vk|p−2vk · vkdxdt =
∫ t1
t0
〈|vk(·, t)|p−2vk(·, t), vk(·, t)〉dt.
As a result,
lim
j→∞
∫ t1
t0
∫
Ω
|vkj |pdxdt =
∫ t1
t0
〈w(·, t), v(·, t)〉dt. (2.22)
In particular, for u ∈ Lp([0,∞);W 1,p0 (Ω))
0 ≤ lim
j→∞
∫ t1
t0
∫
Ω
(|vkj |p−2vkj − |u|p−2u) (vk − u)dxdt
= lim
j→∞
[∫ t1
t0
〈|vk(·, t)|p−2vk(·, t), vk(·, t)− u(·, t)〉dt−
∫ t1
t0
∫
Ω
|u|p−2u(vk − u)dxdt
]
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=∫ t1
t0
〈w(·, t), v(·, t)− u(·, t)〉dt−
∫ t1
t0
∫
Ω
|u|p−2u(v − u)dxdt
=
∫ t1
t0
〈w(·, t)− |u(·, t)|p−2u(·, t), v(·, t)− u(·, t)〉dt.
We can now choose u = v − τφ for φ ∈ C∞c (Ω× [0,∞)) and τ > 0 to get
0 ≤ τ
∫ t1
t0
〈w(·, t)− |v(·, t)− τφ(·, t)|p−2(v(·, t)− τφ(·, t)), φ(·, t)〉dt.
Cancelling τ and then sending τ → 0+ gives
0 ≤
∫ t1
t0
〈w(·, t)− |v(·, t)|p−2v(·, t), φ(·, t)〉dt.
As a result
w = |v|p−2v. (2.23)
3. Now it follows from (2.20) and (2.22) that
vkj → v in Lploc([0,∞);Lp(Ω)),
as j →∞. We may also assume
vkj(·, t)→ v(·, t) in Lp(Ω) (2.24)
for almost every t > 0, since this type of convergence happens for a subsequence of (vkj)j∈N.
In view of (2.18), we also see that v satisfies (2.2). Now let t0, t1 ∈ [0,∞) (t0 < t1) be two
such times for which (2.24) occurs. By Lemma 2.2,
lim
j→∞
∫ t1
t0
∫
Ω
|Dvkj(x, t)|pdxdt = −
(
p− 1
p
)
lim
j→∞
[∫
Ω
|vkj(x, t1)|pdx−
∫
Ω
|vkj(x, t0)|pdx
]
= −
(
p− 1
p
)[∫
Ω
|v(x, t1)|pdx−
∫
Ω
|v(x, t0)|pdx
]
. (2.25)
From (2.21) and (2.23),
∂t(|v|p−2v) = div(ξ) (2.26)
holds in the sense of distributions on Ω × (0,∞). The proof of Lemma 2.2 can be now
adapted to show that t 7→ ∫
Ω
|v(x, t)|pdx is absolutely continuous and satisfies
d
dt
1
p
∫
Ω
|v(x, t)|pdx = − 1
p− 1
∫
Ω
Dξ(x, t) ·Dv(x, t)dx
for almost every t ≥ 0. Combining with (2.25), we have
lim
j→∞
∫ t1
t0
∫
Ω
|Dvkj(x, t)|pdxdt =
∫ t1
t0
∫
Ω
ξ(x, t) ·Dv(x, t)dxdt. (2.27)
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Now we can employ virtually the same argument used to verify (2.23) in order to deduce
ξ = |Dv|p−2Dv.
In view of (2.27), we conclude (2.15); and by (2.26), we see that v is a weak solution of (1.3).
It also follows from (2.15) that
lim
j→∞
∫ t1
t0
‖∂t(|vkj(·, t)|p−2vkj(·, t))‖qW−1,q(Ω)dt = limj→∞
∫ t1
t0
∫
Ω
|Dvkj(x, t)|pdxdt
=
∫ t1
t0
∫
Ω
|Dv(x, t)|pdx
=
∫ t1
t0
‖∂t(|v(·, t)|p−2v(·, t))‖qW−1,q(Ω)dt
for each interval [t0, t1] ⊂ [0,∞). This verifies the assertion (2.17).
4. Recall that for each k, the function t 7→ ∫
Ω
|vk(x, t)|pdx is nonincreasing. By Helly’s
Theorem (Lemma 3.3.3 in [3]), we can pass to a further subsequence if necessary to find a
nonincreasing function f : [0,∞)→ [0,∞) such that
f(t) = lim
j→∞
∫
Ω
|vkj(x, t)|pdx.
for all t ≥ 0. By the pointwise convergence (2.24), we have
f(t) =
∫
Ω
|v(x, t)|pdx a.e. t > 0. (2.28)
Recall the bound (2.19) and that the limit |v(·, t)|p−2v(·, t) = limj→∞ |vkj(·, t)|p−2vkj(·, t)
holds in W−1,q(Ω). It follows that |vkj(·, t)|p−2vkj(·, t) converges to |v(·, t)|p−2v(·, t) weakly
in Lq(Ω) and
f(t) = lim
j→∞
‖|vkj(·, t)|p−2vkj(·, t)‖qLq(Ω)
≥ ‖|v(·, t)|p−2v(·, t)‖qLq(Ω)
=
∫
Ω
|v(x, t)|pdx (2.29)
for each t ≥ 0.
We claim that (2.28) actually holds for every t > 0. Fix s > 0 and select sm ∈ (0, s)
with s = limm→∞ sm such that (2.28) holds for each t = sm. Such a sequence exists as (2.28)
holds almost everywhere on [0,∞). Note that f(s) ≤ f(sm) for all m ∈ N. By (2.29) and
Lemma 2.2,
f(s) ≤ lim inf
m→∞
f(sm)
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= lim inf
m→∞
∫
Ω
|v(x, sm)|pdx
=
∫
Ω
|v(x, s)|pdx
≤ f(s).
This computation verifies our claim that (2.28) holds for every t > 0 and in fact
lim
j→∞
∫
Ω
|vkj(x, t)|pdx =
∫
Ω
|v(x, t)|pdx
uniformly for t belonging to compact subintervals of (0,∞) [15]. A slight variation of the
proof of Corollary 2.4 can now be used to verify (2.16).
It has been established that there is a weak solution of (1.3) as defined above. See, for
instance, any of the references [2, 6, 12, 13, 18, 32, 33, 34]. However, it is not known if weak
solutions are unique unless they have better regularity than what is typically known for a
general weak solution as explained in [2, 12]. Our purpose here is to show how that there is
at least one weak solution of (1.3) which has some useful properties with regard to its large
time behavior. To this end, we will study solutions of the following implicit time scheme:
(uk)k∈N, where 
Jp(uk)− Jp(uk−1)
τ
= ∆pu
k in Ω
uk = 0 on ∂Ω
(2.30)
for each k ∈ N and τ > 0. Here u0 = g ∈ Lp(Ω) and
Jp(z) := |z|p−2z, z ∈ R.
Standard methods from the calculus of variations can be used to show that there is a
unique solution sequence (uk)k∈N ⊂ W 1,p0 (Ω) of (2.30). If we multiply the PDE in (2.30) by
uk and integrate by parts, we find
1
p
∫
Ω
|uk|pdx− 1
p
∫
Ω
|uk−1|pdx ≤ − τ
p− 1
∫
Ω
|Duk|pdx (k ∈ N).
This inequality is a discrete version of (2.1) and implies
sup
k∈N
∫
Ω
|uk|pdx+ τ
∞∑
k=1
∫
Ω
|Duk|pdx ≤
∫
Ω
|g|pdx. (2.31)
Alternatively, if we multiply the PDE in (2.30) by uk − uk−1 and integrate by parts, we get
1
p
∫
Ω
|Duk|pdx− 1
p
∫
Ω
|Duk−1|pdx ≤ −
∫
Ω
(Jp(uk)− Jp(uk−1)
τ
)
(uk − uk−1)dx (k ∈ N).
(2.32)
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For each t ≥ 0, let us define
vτ (·, t) :=
{
g, t = 0
uk, t ∈ ((k − 1)τ, kτ ]
wτ (·, t) := Jp(uk−1) +
(
t−(k−1)τ
τ
) (Jp(uk)− Jp(uk−1)) , t ∈ [(k − 1)τ, kτ ].
(2.33)
It is evident that
∂t(wτ (·, t)) = ∆pvτ (·, t) a.e. t ≥ 0.
Employing (2.31) and (2.6), it is routine to check
sup
t≥0
∫
Ω
|vτ (x, t)|pdx+
∫ ∞
0
∫
Ω
|Dvτ (x, t)|pdxdt ≤
∫
Ω
|g|pdx
and
sup
t≥0
∫
Ω
|wτ (x, t)|qdx+
∫ ∞
0
‖∂t(wτ (·, t))‖qW−1,q(Ω)dt ≤
∫
Ω
|g|pdx
for every τ > 0. And given that Jp is monotone, (2.32) implies∫
Ω
|Dvτ (x, t)|pdx ≤
∫
Ω
|Dvτ (x, s)|pdx, 0 ≤ s ≤ t <∞ (2.34)
for each τ > 0.
Using ideas very similar to those used to prove Proposition 2.8, we have the following
assertion. The main point for stating this assertion (in view of the known existence results)
is the monotonicity (2.35), which is mainly due to (2.34).
Proposition 2.9. Let g ∈ Lp(Ω), and for each τ > 0, define vτ and wτ via (2.33). There is
a sequence (τj)j∈N ⊂ (0,∞) tending to 0 and v satisfying (2.2) such that
vτj → v in Lploc([0,∞);W 1,p0 (Ω)),
vτj → v in Cloc([0,∞);Lp(Ω)),
and
∂t(wτj)→ ∂t(|v|p−2v) in Lqloc([0,∞);W−1,q(Ω)).
Moreover, v is a weak solution of (1.3) with v(·, 0) = g that satisfies∫
Ω
|Dv(x, t)|pdx ≤
∫
Ω
|Dv(x, s)|pdx (2.35)
for almost every t, s ∈ (0,∞) with t ≥ s.
A useful estimate for our large time behavior considerations is as follows.
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Corollary 2.10. Assume v is a weak solution of (1.3) that satisfies (2.35). Then t 7→∫
Ω
|v(x, t)|pdx is convex and for h > 0,
∫
Ω
|Dv(x, t)|pdx ≤
(
p− 1
p
)
e
−p
(
λp
p−1
)
(t−h)
h
∫
Ω
|g|pdx, t ≥ h. (2.36)
Proof. The convexity assertion follows directly from (2.1) and (2.35), so we will focus on
establishing (2.36). For almost every t ∈ (h,∞), we have∫
Ω
|v(x, t− h)|pdx ≥
∫
Ω
|v(x, t)|pdx+ d
dt
(∫
Ω
|v(x, t)|pdx
)
((t− h)− t)
=
∫
Ω
|v(x, t)|pdx+
(
− p
p− 1
∫
Ω
|Dv(x, t)|pdx
)
· (−h)
≥ h p
p− 1
∫
Ω
|Dv(x, t)|pdx.
By Corollary 2.3, ∫
Ω
|Dv(x, t)|pdx ≤
(
p− 1
p
)
1
h
∫
Ω
|v(x, t− h)|pdx
≤
(
p− 1
p
)
e
−p
(
λp
p−1
)
(t−h)
h
∫
Ω
|g|pdx. (2.37)
Let t0 ≥ h and select tm > h that converges to t0 as m→∞, such that (2.37) holds for
each t = tm. As v(·, tm) → v(·, t0) in Lp(Ω), it must be that v(·, tm) ⇀ v(·, t0) in W 1,p0 (Ω).
Then weak convergence gives
∫
Ω
|Dv(x, t0)|pdx ≤ lim inf
m→∞
∫
Ω
|Dv(x, tm)|pdx ≤
(
p− 1
p
)
e
−p
(
λp
p−1
)
(t0−h)
h
∫
Ω
|g|pdx,
as claimed.
3 Large time behavior
We now set out to prove Theorem 1. To this end, we will establish the following technical
lemma. This result is important as it will help us identify the sign of various extremal
functions that we will encounter when studying the large time limits of solutions of (1.3).
Lemma 3.1. Let `, C > 0. There is δ = δ(`, C) > 0 with the following property. Assume v
is a weak solution of (1.3) that satisfies
(i) ` ≤
∫
Ω
|v(x, 0)|pdx ≤ C,
16
(ii)
∫
Ω
|v+(x, 0)|pdx ≥ 1
2
`, and
(iii)
‖|v(·, 0)|p−2v(·, 0)‖qLq(Ω)
‖|v(·, 0)|p−2v(·, 0)‖qW−1,q(Ω)
< µp + δ.
Then
e
p
(
λp
p−1
)
t
∫
Ω
|v+(x, t)|pdx ≥ 1
2
`
for 0 ≤ t ≤ 1.
Remark 3.2. By replacing v with −v, the lemma also holds with v− replacing v+.
Proof. Suppose the assertion is false. Then there are `, C > 0 and weak solutions vj of (1.3)
that satisfy
(i) ` ≤
∫
Ω
|vj(x, 0)|pdx ≤ C,
(ii)
∫
Ω
|v+j (x, 0)|pdx ≥
1
2
`, and
(iii)
‖|vj(·, 0)|p−2vj(·, 0)‖qLq(Ω)
‖|vj(·, 0)|p−2vj(·, 0)‖qW−1,q(Ω)
< µp +
1
j
,
while
e
p
(
λp
p−1
)
tj
∫
Ω
|v+j (x, tj)|pdx <
1
2
`. (3.1)
for some tj ∈ [0, 1]. Without any loss of generality, we may also assume that the sequence
(tj)j∈N is convergent. In view of (i), we can appeal to Proposition 2.8 to find a subsequence
(vjk)k∈N and weak solution v of (1.3) for which vjk → v in C([0, 1];Lp(Ω)).
From (iii), v(·, 0) is necessarily an extremal u for the Poincare´ inequality (1.5). By
Corollary 2.7, v(x, t) = e−(λp/(p−1))tu. Passing to the limit as j = jk → ∞ in (i), (ii) and
(3.1) give
` ≤
∫
Ω
|u|pdx and
∫
Ω
|u+|pdx = 1
2
`.
Since every extremal of Poincare´’s inequality (1.5) does not change its sign in Ω, it must be
that u > 0. It follows that u = u+ and
1
2
` =
∫
Ω
|u+|pdx =
∫
Ω
|u|pdx ≥ `.
This contradiction establishes the claim.
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Corollary 3.3. Let `, C > 0 and select δ = δ(`, C) from the previous lemma. Suppose that
v is a weak solution of (1.3) which satisfies
(i) e
p
(
λp
p−1
)
t
∫
Ω
|v(x, t)|pdx ≥ ` for t ≥ 0,
(ii)
∫
Ω
|v(x, 0)|pdx ≤ C,
(iii)
∫
Ω
|v+(x, 0)|pdx ≥ 1
2
`, and
(iv)
‖|v(·, 0)|p−2v(·, 0)‖qLq(Ω)
‖|v(·, 0)|p−2v(·, 0)‖qW−1,q(Ω)
< µp + δ.
Then
e
p
(
λp
p−1
)
t
∫
Ω
|v+(x, t)|pdx ≥ 1
2
` (3.2)
for t ≥ 0.
Remark 3.4. As remarked above, we can replace v with −v to obtain an analogous statement
for v−.
Proof. As v satisfies hypotheses (i), (ii), and (iii) of the previous lemma, (3.2) holds for
t ∈ [0, 1]. Now define
v1(x, t) := e
(
λp
p−1
)
v(x, t+ 1), (x, t) ∈ Ω× [0,∞).
By Corollary 2.3,∫
Ω
|v1(x, 0)|pdx = ep
(
λp
p−1
)
·1
∫
Ω
|v(x, 1)|pdx ≤
∫
Ω
|v(x, 0)|pdx ≤ C;
and by Proposition 2.5,
‖|v1(·, 0)|p−2v1(·, 0)‖qLq(Ω)
‖|v1(·, 0)|p−2v1(·, 0)‖qW−1,q(Ω)
≤
‖|v(·, 0)|p−2v(·, 0)‖qLq(Ω)
‖|v(·, 0)|p−2v(·, 0)‖qW−1,q(Ω)
< µp + δ.
Therefore, v1 satisfies (3.2) for t ∈ [0, 1] and consequently, v satisfies (3.2) holds for each
t ∈ [1, 2].
Next we set
vk(x, t) := e
(
λp
p−1
)
k
v(x, t+ k), (x, t) ∈ Ω× [0,∞)
for k ∈ N, k ≥ 2. Observe that each vk is a weak solution of (1.3). Using the argument
above, it is straightforward to use mathematical induction to show that v satisfies (3.2) for
t belonging to the intervals [k, k + 1] for all k ∈ N. We leave the details to the reader.
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We now proceed to proving Theorem 1.
Proof of Theorem 1(i). Assume v is a weak solution of (1.3) and set
S := lim
τ→∞
e
p
(
λp
p−1
)
τ
∫
Ω
|v(x, τ)|pdx. (3.3)
Recall that this limit exists by Corollary 2.3. If S = 0, then limt→∞ e(λp/(p−1))tv(·, t) = 0 ∈
Lp(Ω) and we conclude. So let us now suppose that S > 0.
Suppose (sk)k∈N is a sequence of positive numbers tending to +∞ and define
vk(x, t) := e
(
λp
p−1
)
skv(x, t+ sk), (x, t) ∈ Ω× [0,∞). (3.4)
Clearly, vk is a weak solution of (1.3) for each k ∈ N. Moreover,∫
Ω
|vk(x, 0)|pdx = ep
(
λp
p−1
)
sk
∫
Ω
|v(x, sk)|pdx ≤
∫
Ω
|g|pdx.
By Proposition 2.8, there is a subsequence (vkj)j∈N and weak solution v∞ such that
vkj → v∞ in
{
Cloc([0,∞);Lp(Ω))
Lploc([0,∞);W 1,p0 (Ω))
(3.5)
as j →∞.
By (3.3), we have
S = lim
j→∞
e
p
(
λp
p−1
)
(t+skj )
∫
Ω
|v(x, t+ skj)|pdx
= e
p
(
λp
p−1
)
t
lim
j→∞
∫
Ω
|vkj(x, t)|pdx
= e
p
(
λp
p−1
)
t
∫
Ω
|v∞(x, t)|pdx
for all t > 0. Differentiating this equation in time (as in Lemma 2.2) leads to
0 =
(
p
p− 1
)
e
p
(
λp
p−1
)
t
(
λp
∫
Ω
|v∞(x, t)|pdx−
∫
Ω
|Dv∞(x, t)|pdx
)
(3.6)
for almost every t ≥ 0. As in our proof of Corollary 2.10, (3.6) actually holds for every t ≥ 0.
In particular,
u := lim
j→∞
e
(
λp
p−1
)
skj v(·, skj)
in Lp(Ω) for an extremal u which satisfies S =
∫
Ω
|u|pdx. As the collection of extremals of
the Poincare´ inequality (1.5) is one dimensional [26], u is completely determined up to its
sign. We also have by Proposition 2.5 that
lim
t→∞
‖|v(·, t)|p−2v(·, t)‖qLq(Ω)
‖|v(·, t)|p−2v(·, t)‖qW−1,q(Ω)
= lim
j→∞
‖|v(·, skj)|p−2v(·, skj)‖qLq(Ω)
‖|v(·, skj)|p−2v(·, skj)‖qW−1,q(Ω)
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=
‖|u|p−2u‖qLq(Ω)
‖|u|p−2u‖qW−1,q(Ω)
= µp.
As previously mentioned, it must be that either u > 0 or u < 0 in Ω. Without loss of
generality, we will suppose that u > 0. Set ` := S > 0, C :=
∫
Ω
|g|pdx and choose δ = δ(`, C)
as in Corollary 3.3. From our analysis above, there exist a j∗ ∈ N such that vkj satisfies
hypotheses (ii) − (iv) in Corollary 3.3 for each j ∈ N with j ≥ j∗. To verify hypothesis
(i), we only need to recall that S is the infimum of ep(λp/(p−1))τ
∫
Ω
|v(x, τ)|pdx over τ > 0.
Therefore,
e
p
(
λp
p−1
)
t
∫
Ω
|vk(x, t)|pdx ≥ S
for every k ∈ N and t ≥ 0. It then follows that
e
p
(
λp
p−1
)
(t+skj )
∫
Ω
|v+(x, t+ skj)|pdx ≥
1
2
S (3.7)
for every t ≥ 0 and each j ≥ j∗.
Now suppose there is another sequence of positive number (tm)m∈N that increase to +∞
for which
lim
m→∞
e
(
λp
p−1
)
tmv(·, tm) = −u
in Lp(Ω). Select a subsequence (tmj)j∈N such that tmj > skj for all j ∈ N. Substituting
t = tmj − skj in (3.7) gives
e
p
(
λp
p−1
)
tmj
∫
Ω
|v+(x, tmj)|pdx ≥
1
2
S.
Sending j →∞ leads to ∫
Ω
|(−u)+|pdx ≥ 1
2
S,
which is a contradiction to u being a positive function. Finally, as S is independent of the
sequence (sk)k∈N, the full limit limt→∞ e(λp/(p−1))tv(·, t) = u exists in Lp(Ω).
Proof of Theorem 1(ii). Assume v is a weak solution of (1.3) that satisfies (2.35). Let (sk)k∈N
be a sequence of positive numbers tending to ∞ and define vk by (3.4) for each k ∈ N. By
part (i) of this proof, we have that
lim
k→∞
vk(·, t) = e−
(
λp
p−1
)
t
u (3.8)
exists in Lp(Ω) for each time t ≥ 0; here u is an extremal of the Poincare´ inequality (1.5).
Applying (2.36) to vk, we see that (vk(·, t))k∈N is bounded in W 1,p0 (Ω) for each t ≥ 0.
Therefore, (3.8) holds weakly in W 1,p0 (Ω) for all t ≥ 0.
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By (3.5), we also have that (3.8) holds strongly in W 1,p0 (Ω) for almost every t ≥ 0 for a
subsequence (vkj)j∈N. Since v satisfies (2.35), [0,∞) 3 t 7→
∫
Ω
|Dvk(x, t)|pdx is nonincreasing
for each k ∈ N. By Helly’s Theorem (Lemma 3.3.3 in [3]), there is a subsequence (again
labeled) (vkj)j∈N such that the limit
h(t) := lim
j→∞
∫
Ω
|Dvkj(x, t)|pdx
holds for every t ≥ 0. As noted above,
h(t) =
∫
Ω
|e−
(
λp
p−1
)
t
Du|pdx a.e. t ≥ 0
and
h(t) ≥
∫
Ω
|e−
(
λp
p−1
)
t
Du|pdx all t ≥ 0.
Repeating the steps of part 4 of our proof of Proposition 2.8, we are able to conclude
lim
j→∞
∫
Ω
|Dvkj(x, t)|pdx =
∫
Ω
|e−
(
λp
p−1
)
t
Du|pdx
for every t ≥ 0. As (3.8) holds weakly in W 1,p0 (Ω) at t = 0, we have
lim
j→∞
e
(
λp
p−1
)
skj v(·, skj) = u
in W 1,p0 (Ω). Therefore, for every sequence of positive numbers (s
k)k∈N tending to ∞,
(e((λp/p−1))skv(·, sk))k∈N has a subsequence that converges to u. It follows that
lim
t→∞
e
(
λp
p−1
)
t
v(·, t) = u
in W 1,p0 (Ω). Finally, if u does not vanish identically, then v(·, t) does not vanish identically
for all t ≥ 0 and
lim
t→∞
∫
Ω
|Dv(x, t)|pdx∫
Ω
|v(x, t)|pdx =
∫
Ω
|Du|pdx∫
Ω
|u|pdx = λp.
Now we will comment briefly on how to rule out degeneracy in the limit described in
Theorem 1. Our remarks will be mostly based on the following observation. Suppose f ∈
Lp(Ω) and u ∈ W 1,p0 (Ω) is a weak solution of the boundary value problem
Jp(u)− Jp(f)
τ
= ∆pu in Ω
u = 0 on ∂Ω.
(3.9)
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Also assume that ϕ is an extremal for the Poincare´ inequality (1.5). If f ≥ ϕ, then
u ≥ (1 + λpτ)−
1
p−1ϕ
in Ω. This inequality follows by weak comparison. Indeed, the function (1 + λpτ)
− 1
p−1ϕ is a
subsolution of the elliptic equation in (3.9) and agrees with u on ∂Ω.
Proposition 3.5. Assume that v is a weak solution of (1.3) as described in Proposition 2.9.
If ϕ is an extremal for the Poincare´ inequality (1.5) and g ≥ ϕ, then
v(·, t) ≥ e−
(
λp
p−1
)
t
ϕ (3.10)
for each t ≥ 0.
Proof. Let (uk)k∈N be a solution of the implicit time scheme (2.30) with u0 = g. Iterating
(3.9), we find
uk ≥ (1 + λpτ)−
k
p−1ϕ
for each k ∈ N. Therefore, for t ∈ ((k − 1)τ, kτ ]
vτ (·, t) ≥ (1 + λpτ)−
k
p−1ϕ. (3.11)
Now choose τ = τj as in Proposition 2.9 and select k = kj ∈ N so that t ∈ ((kj − 1)τj, kjτj].
With these choices, we can send j →∞ in (3.11) and deduce (3.10).
It is now immediate that if the initial condition g in (1.3) is larger than a positive
extremal for the Poincare´ inequality (1.5), then the limit described in Theorem 1 does not
vanish identically for a weak solution as described in Proposition 2.9. Likewise, if g is smaller
than a negative extremal, there is no degeneracy. A simple choice of an initial condition that
ensures nondegeneracy is
g ≡ 1.
As long as ∂Ω is smooth, any positive extremal ϕ0 for the Poincare´ inequality (1.5) is in fact
continuous on Ω [23, 26]. In particular, there is  > 0 such that ϕ0 ≤ 1 in Ω. So we can
pick ϕ = ϕ0, g ≡ 1 and produce a weak solution v that satisfies (3.10).
4 Robin boundary condition
We will now consider the large time behavior of weak solutions of the initial value problem
for Trudinger’s equation with a Robin boundary condition (1.10). Our goal is primarily to
explain how our analysis of the initial value problem (1.3) studied in the previous sections
carries over in this setting. Therefore, we will present a streamlined treatment of the initial
value problem (1.10). Throughout this section, we will assume that ∂Ω is C1 with outward
unit normal ν.
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In view of the Poincare´ inequality (1.11), we will equip W 1,p(Ω) with the norm
‖u‖W 1,p(Ω) :=
(∫
Ω
|Du|pdx+ β
∫
∂Ω
|Tu|pdσ
)1/p
.
We will also make use of the fact that the following boundary value problem{
−∆pu = f in Ω
|Du|p−2Du · ν + β|u|p−2u = 0 on ∂Ω (4.1)
has a unique weak solution for each f ∈ (W 1,p(Ω))∗. Recall that a weak solution of (4.1) is
defined to be a function u ∈ W 1,p(Ω) that satisfies∫
Ω
|Du|p−2Du ·Dψdx+ β
∫
∂Ω
(|Tu|p−2Tu) Tψdσ = 〈f, ψ〉
for each ψ ∈ W 1,p(Ω).
It is then natural to consider the operator Ap : W 1,p(Ω)→ (W 1,p(Ω))∗ given by
〈Apu, ψ〉 :=
∫
Ω
|Du|p−2Du ·Dψdx+ β
∫
∂Ω
(|Tu|p−2Tu) Tψdσ
(u, ψ ∈ W 1,p(Ω)). Note that {Apu} ⊂ (W 1,p(Ω))∗ is the subdifferential of 1p‖ · ‖pW 1,p(Ω) at u,
and so Ap is strictly monotone. It is also routine to check that if u ∈ C2(Ω) satisfies
|Du|p−2Du · ν + β|u|p−2u = 0 on ∂Ω,
then Apu = −∆pu. It turns out that Ap can be used to analyze the initial value problem for
Trudinger’s equation with a Robin boundary condition the same way −∆p defined in (2.5)
was employed in our analysis of Trudinger’s equation with a Dirichlet boundary condition.
Direct computation also leads to the identity
‖Apu‖(W 1,p(Ω))∗ = ‖u‖p−1W 1,p(Ω) (u ∈ W 1,p(Ω)).
This identity can be used to derive the following dual Poincare´ inequality
µp‖f‖q(W 1,p(Ω))∗ ≤
∫
Ω
|f |qdx (f ∈ Lq(Ω)), (4.2)
where µp := λ
1
p−1
p (see Appendix A). Here, and for the rest of this section, λp is the constant
in the Poincare´ inequality (1.11).
Notice that for any smooth solution of (1.10) and t > 0, we have
d
dt
1
p
∫
Ω
|v(x, t)|pdx = − 1
p− 1
(∫
Ω
|Dv(x, t)|pdx+ β
∫
∂Ω
|(Tv)(x, t)|pdσ
)
. (4.3)
Therefore,
1
p
∫
Ω
|v(x, t)|pdx+ 1
p− 1
∫ t
0
(∫
Ω
|Dv|pdx+ β
∫
∂Ω
|Tv|pdσ
)
ds =
1
p
∫
Ω
|g(x)|pdx
for each t ≥ 0. These computations motivate the following definition.
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Definition 4.1. Assume g ∈ Lp(Ω). A weak solution of (1.10) is a function v : Ω×[0,∞)→ R
that satisfies: (i)
v ∈ L∞([0,∞);Lp(Ω)) ∩ Lp([0,∞);W 1,p(Ω));
(ii) ∫ ∞
0
∫
Ω
|v|p−2vψtdxdt =
∫ ∞
0
∫
Ω
|Dv|p−2Dv ·Dψdxdt+ β
∫ ∞
0
∫
∂Ω
|Tv|p−2Tv ψdσdt
for each ψ ∈ C∞c
(
Ω× (0,∞)); and (iii)
v(·, 0) = g.
The fundamental continuity and monotonicity properties of weak solutions are summa-
rized below.
Proposition 4.2. Assume that v is a weak solution of (1.10). Then v has the following
properties.
(i) |v|p−2v ∈ ACqloc([0,∞); (W 1,p(Ω))∗).
(ii) [0,∞) 3 t 7→
∫
Ω
|v(x, t)|pdx is locally absolutely continous.
(iii) (4.3) holds for almost every t > 0.
(iv) [0,∞) 3 t 7→ ep
(
λp
p−1
)
t
∫
Ω
|v(x, t)|pdx is nonincreasing.
(v) v : [0,∞)→ Lp(Ω) is bounded and uniformly continuous.
(vi) If v(·, t) 6≡ 0 for t ≥ 0, then
[0,∞) 3 t 7→
‖|v(·, t)|p−2v(·, t)‖qLq(Ω)
‖|v(·, t)|p−2v(·, t)‖q(W 1,p(Ω))∗
is nonincreasing.
Remark 4.3. Similar to how we argued in Remark 2.6, it can be shown that
d
dt

∫
Ω
|Dv(x, t)|pdx+ β
∫
∂Ω
|v(x, t)|pdσ∫
Ω
|v(x, t)|pdx
 ≤ 0.
for any smooth, nonvanishing solution v of (1.10).
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Weak solutions of (1.10) have compactness properties analogous to the compactness
detailed in Proposition 2.8. In order to write a corresponding statement for weak solu-
tions (1.10), we would only need to change W 1,p0 (Ω) to W
1,p(Ω) and change W−1,q(Ω) to
(W 1,p(Ω))∗. Moreover, a weak solution can be constructed using the following implicit time
scheme: u0 = g, 
Jp(uk)− Jp(uk−1)
τ
= ∆pu
k in Ω
|Duk|p−2Duk · ν + β|uk|p−2uk = 0 on ∂Ω
for k ∈ N. Employing the ideas used to prove Proposition 2.9, we can show there is a weak
solution v of (1.10) with∫
Ω
|Dv(x, t)|pdx+ β
∫
∂Ω
|(Tv)(x, t)|pdσ ≤
∫
Ω
|Dv(x, s)|pdx+ β
∫
∂Ω
|(Tv)(x, s)|pdσ
for almost every t, s ∈ (0,∞) with t ≥ s.
We are now in position to make use of the methods of the previous sections and character-
ize the large time behavior of weak solutions of (1.10). However, we will not give a detailed
proof as our argument follows closely to our proof of Theorem 1. We only mention that in
order to adapt our proof of Theorem 1, we use that extremals of the Poincare´ inequality
(1.11) exist, are weak solutions of the PDE{
−∆pu = λp|u|p−2u in Ω
|Du|p−2Du · ν + β|u|p−2u = 0 on ∂Ω,
do not change sign in Ω, and the ratio of any two nonvanishing extremals is constant [5, 8,
11, 20]. Our main result regarding (1.10) is as follows.
Theorem 2. (i) Assume v is a weak solution of (1.10). Then the limit
u := lim
t→∞
e
(
λp
p−1
)
t
v(·, t) (4.4)
exists in Lp(Ω) and u is extremal for (1.11). If u 6≡ 0, then v(·, t) 6≡ 0 for all t ≥ 0 and
µp = lim
t→∞
‖|v(·, t)|p−2v(·, t)‖qLq(Ω)
‖|v(·, t)|p−2v(·, t)‖q(W 1,p(Ω))∗
.
(ii) There is a weak solution v of (1.10) such that the limit (4.4) exists in W 1,p(Ω). If u 6≡ 0,
λp = lim
t→∞
∫
Ω
|Dv(x, t)|pdx+ β
∫
∂Ω
|(Tv)(x, t)|pdσ∫
Ω
|v(x, t)|pdx
.
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5 Neumann boundary condition
Now we will study the initial value problem (1.12), which is the analog of (1.3) with a
Neumann boundary condition. As mentioned in the introduction, we will assume that ∂Ω
is C1 with outward unit normal field ν. As with the previous initial value problems we
have considered so far, our aim is to deduce the large time behavior of solutions of (1.12).
However, unlike our study of (1.10), our treatment of (1.12) is not a direct generalization of
our analysis of (1.3). We will need to make use of one of our prior results (Theorem 1.3 of
[19]) on the large time behavior of general curves of maximal slope in Banach spaces.
5.1 Preliminaries
A distinguishing feature of the initial value problem (1.12) is that the integral
∫
Ω
|v|p−2vdx
is conserved along the flow. Indeed, if v is a smooth solution of (1.12), then
d
dt
∫
Ω
|v|p−2vdx =
∫
Ω
∂t(|v|p−2v)dx
=
∫
Ω
∆pvdx
=
∫
∂Ω
|Dv|p−2Dv · νdσ
= 0.
A simplifying assumption that we will make is that
∫
Ω
|g|p−2gdx = 0, which in turn gives∫
Ω
|v|p−2vdx = 0 for all later times. Therefore, the theory we present has to accommodate
this constraint.
To this end, it will be convenient to make use of the Poincare´ inequality (1.14). Similar
to the Poincare´ inequalities referenced in this paper, extremal functions exist and satisfy a
boundary value problem which takes the form{
−∆pu = λp|u|p−2u in Ω
|Du|p−2Du · ν = 0 on ∂Ω.
In this section, λp is the optimal constant in (1.14). However, a major difference between
(1.14) with the other Poincare´ inequalities studied in this paper is that extremals do not
possess a definite sign in Ω nor are in general unique up to a multiplicative constant. These
differences are precisely what lead us to use different techniques when studying the large
time behavior of (1.12).
As with our previous arguments, we will need to employ a Poincare´ inequality that is
dual to (1.14). This inequality will involve C, the collection of measurable functions on Ω
that are constant almost everywhere. In particular, a space that will be of interest for us is
the annihilator of C
C⊥ := {f ∈ (W 1,p(Ω))∗ : f |C = 0}. (5.1)
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For each f ∈ C⊥, the Neumann problem{
−∆pu = f in Ω
|Du|p−2Du · ν = 0 on ∂Ω (5.2)
has at least one weak solution u ∈ W 1,p(Ω). That is, there is at least one u ∈ W 1,p(Ω) that
satisfies ∫
Ω
|Du|p−2Du ·Dφdx = 〈f, φ〉 (5.3)
for each φ ∈ W 1,p(Ω).
It is not difficult to see that a weak solution of (5.2) is determined uniquely up to an
additive constant. Consequently, there is only one weak solution of (5.2) that satisfies (1.13).
So if we set
S := {u ∈ W 1,p(Ω) : u satisfies (1.13)}, (5.4)
we see that Ap : S → C⊥ defined by
〈Apu, ψ〉 :=
∫
Ω
|Du|p−2Du ·Dψdx (5.5)
(u ∈ S, ψ ∈ W 1,p(Ω)) is a bijection. We also note that if u ∈ C2(Ω) satisfies the Neumann
condition
|Du|p−2Du · ν = 0 on ∂Ω,
then Apu = −∆pu.
The above definition of Ap allows us to equip the space C⊥ with a convenient norm
‖f‖C⊥ := 〈f,A−1p f〉1/q. (5.6)
In Appendix B, we show C⊥ is a reflexive Banach space under this norm. The arguments
given in Appendix A will additionally imply that the dual Poincare´ inequality
µp‖f‖qC⊥ ≤
∫
Ω
|f |qdx (5.7)
holds for each f ∈ Lq(Ω) with ∫
Ω
fdx = 0. Here µp := λ
1
p−1
p , and equality holds if and only
if f = |u|p−2u and u is extremal for (1.14).
5.2 Weak solutions
For a smooth solution of (1.12) and t > 0, we calculate
d
dt
1
p
∫
Ω
|v(x, t)|pdx = − 1
p− 1
∫
Ω
|Dv(x, t)|pdx. (5.8)
As a result,
1
p
∫
Ω
|v(x, t)|pdx+ 1
p− 1
∫ t
0
∫
Ω
|Dv(x, s)|pdxds = 1
p
∫
Ω
|g(x)|pdx
for t ≥ 0. This observation leads to the following definition.
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Definition 5.1. Assume g ∈ Lp(Ω) satisfies (1.13). A weak solution of (1.12) is a function
v : Ω× [0,∞)→ R that fulfills: (i)
v ∈ L∞([0,∞);Lp(Ω)) ∩ Lp([0,∞);W 1,p(Ω));
(ii) v(·, t) satisfies (1.13) for all t ≥ 0;
(iii) ∫ ∞
0
∫
Ω
|v|p−2vψtdxdt =
∫ ∞
0
∫
Ω
|Dv|p−2Dv ·Dψdxdt (5.9)
for each ψ ∈ C∞c
(
Ω× (0,∞)); and (iii)
v(·, 0) = g.
We now list the relevant properties of weak solutions of (1.12).
Proposition 5.2. Assume that v is a weak solution of (1.12). Then v has the following
properties.
(i) |v|p−2v ∈ ACqloc([0,∞); C⊥).
(ii) [0,∞) 3 t 7→
∫
Ω
|v(x, t)|pdx is locally absolutely continous.
(iii) (5.8) holds for almost every t > 0.
(iv) [0,∞) 3 t 7→ ep
(
λp
p−1
)
t
∫
Ω
|v(x, t)|pdx is nonincreasing.
(v) v : [0,∞)→ Lp(Ω) is bounded and uniformly continuous.
(vi) If v(·, t) 6≡ 0 for t ≥ 0, then
[0,∞) 3 t 7→
‖|v(·, t)|p−2v(·, t)‖qLq(Ω)
‖|v(·, t)|p−2v(·, t)‖qC⊥
is nonincreasing.
Remark 5.3. Similar to Remark 2.6, we can verify
d
dt

∫
Ω
|Dv(x, t)|pdx∫
Ω
|v(x, t)|pdx
 ≤ 0.
for any smooth, nonvanishing solution v of (1.10).
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Weak solutions of (1.12) have compactness properties similar to the compactness pre-
sented in Proposition 2.8. In order to phrase an analogous theorem for weak solutions
(1.12), one simply has to exchange W 1,p0 (Ω) with W
1,p(Ω) and substitute W−1,q(Ω) with C⊥.
Further, a weak solution of (1.12) can be designed using the following implicit time scheme:
set u0 = g, find uk ∈ W 1,p(Ω) satisfying (1.13) and
Jp(uk)− Jp(uk−1)
τ
= ∆pu
k in Ω
|Duk|p−2Duk · ν = 0 on ∂Ω
for each k ∈ N. The same ideas presented in our proof of Proposition 2.9, can be used to
show there is a weak solution v of (1.12) that satisfies∫
Ω
|Dv(x, t)|pdx ≤
∫
Ω
|Dv(x, s)|pdx
for almost every t, s ∈ (0,∞) with t ≥ s.
5.3 Large time limit
We are now ready to present our large time limit result for solutions of (1.12). Our strategy
will be different than how we approached the previous initial value problems because the
Neumann eigenvalue problem does in general not have signed solutions nor solutions that are
unique up to multiplication by constants. In particular, our proof Corollary 3.3 and Theorem
1 part (i) cannot be directly adapted to this setting. Instead we will use a general result
about the large time behavior of doubly nonlinear evolutions we derived in our previous work
[19]. We did not pursue this approach throughout the entirety of this paper as it relies on
technical results and because we wanted to prove the results in this paper in an accessible
fashion.
Theorem 3. Suppose that the ratio of any two extremals of (1.14) that do not vanish iden-
tically is constant.
(i) Assume v is a weak solution of (1.12). Then the limit
u := lim
t→∞
e
(
λp
p−1
)
t
v(·, t) (5.10)
exists in Lp(Ω), and u is extremal for (1.14). If u 6≡ 0, then
µp = lim
t→∞
‖|v(·, t)|p−2v(·, t)‖qLq(Ω)
‖|v(·, t)|p−2v(·, t)‖qC⊥
. (5.11)
(ii) There is a weak solution v of (1.12) such that the limit (5.10) exists in W 1,p(Ω). If u 6≡ 0,
λp = lim
t→∞
∫
Ω
|Dv(x, t)|pdx∫
Ω
|v(x, t)|pdx
.
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Proof. We will only prove part (i) since part (ii) can be readily adapted from the proof of
part (ii) of Theorem 1, once part (i) has been established. Note that the definition of Ap in
(5.5) and the weak solution condition (5.9) imply
∂t(|v(·, t)|p−2v(·, t)) +Ap(v(·, t)) = 0 a.e. t > 0.
Therefore, if we set w := |v|p−2v, then
A−1p (∂tw(·, t)) + |w(·, t)|q−2w(·, t) = 0 a.e. t > 0. (5.12)
We will now interpret the flow (5.12) as an abstract doubly nonlinear evolution.
To this end, we first note that for each f ∈ C⊥, A−1p f belongs to the subdifferential of
Ψ = 1
q
‖ · ‖qC⊥ at f (see Remark B.2). For a given f ∈ C⊥, we also define
Φ(f) :=
{
1
q
∫
Ω
|f |qdx, f ∈ Lq(Ω), ∫
Ω
fdx = 0
+∞, otherwise.
Equation (5.12) can now be rewritten as the doubly nonlinear flow
∂Ψ(∂tw(·, t)) + ∂Φ(w(·, t)) 3 0,
where w ∈ ACqloc([0,∞); C⊥). Moreover, the dual Poincare´ inequality (5.7) can be written
µpΨ(f) ≤ Φ(f), f ∈ C⊥. (5.13)
With this reinterpretation of the flow (1.12), we can now apply Theorem 1.3 of [19]. This
result implies that there is f ∈ C⊥ for which equality holds in (5.13) and{
limt→∞ eλptw(·, t) = f in C⊥
limt→∞Φ(eλptw(·, t)) = Φ(f).
Moreover, if f 6= 0 ∈ C⊥, then
lim
t→∞
Φ(w(·, t))
Ψ(w(·, t)) = µp.
Consequently, the limit (5.10) holds for u := |f |q−2f , which is necessarily an extremal of
(1.14); and if u 6≡ 0, then we can also conclude (5.11).
Remark 5.4. If we do not make the assumption that any two extremals of (1.14) are linearly
dependent, our methods give that there is a sequence of positive numbers (tk)k∈N increasing
to infinity for which the limit u := limk→∞ e(λp/(p−1))tkv(·, tk) exists and is extremal for (5.7).
If u 6≡ 0, then (5.11) still holds.
30
6 Fractional Trudinger equation
In this final section, we will study the initial value problem (1.15). Recall that this problem
involves the fractional p−Laplacian (−∆p)s (1.16) and a Poincare´ inequality (1.17) on the
fractional Sobolev space W s,p0 (Ω). It is known that extremal functions u ∈ W s,p0 (Ω) of (1.17)
exist and satisfy {
(−∆p)su = λp|u|p−2u in Ω
u = 0 on Rn \ Ω.
Here λp is the optimal constant in (1.17). Moreover, extremals have a definite sign in Ω and
the ratio of any two nonvanishing extremals is constant [22].
We will also define the operator (−∆p)s more generally as the mapping (−∆p)s : W s,p0 (Ω)→
(W s,p0 (Ω))
∗ given by
〈(−∆p)su, ψ〉 :=
∫∫
Rn×Rn
|u(x)− u(y)|p−2(u(x)− u(y))(ψ(x)− ψ(y))
|x− y|n+ps dxdy
for u, ψ ∈ W s,p0 (Ω). We leave it as an exercise to check that (−∆p)s is bijective and
‖(−∆p)su‖(W s,p0 (Ω))∗ = ‖u‖
p−1
W s,p0 (Ω)
, (6.1)
where
‖u‖W s,p0 (Ω) :=
(∫∫
Rn×Rn
|u(x)− u(y)|p
|x− y|n+ps dxdy
)1/p
.
The identity (6.1) can be used to verify the following dual Poincare´ inequality
µp‖f‖q(W s,p0 (Ω))∗ ≤
∫
Ω
|f |qdx (f ∈ Lq(Ω)) (6.2)
where µp := λ
1
p−1
p (see Appendix A).
For a smooth solution v of (1.15) and t > 0,
d
dt
1
p
∫
Ω
|v(x, t)|pdx = − 1
p− 1
∫∫
Rn×Rn
|v(x, t)− v(y, t)|p
|x− y|n+ps dxdy. (6.3)
Consequently, for all t ≥ 0,
1
p
∫
Ω
|v(x, t)|pdx+ 1
p− 1
∫ t
0
{∫∫
Rn×Rn
|v(x, τ)− v(y, τ)|p
|x− y|n+ps dxdy
}
dτ =
1
p
∫
Ω
|g(x)|pdx.
This observation inspires the following definition.
Definition 6.1. Assume g ∈ Lp(Ω). A weak solution of (1.15) is a function v : Rn×[0,∞)→
R that satisfies: (i)
v ∈ L∞([0,∞);Lp(Ω)) ∩ Lp([0,∞);W s,p0 (Ω));
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(ii) ∫ ∞
0
∫
Ω
|v|p−2vψtdxdt =∫ ∞
0
{∫∫
Rn×Rn
|v(x, t)− v(y, t)|p−2(v(x, t)− v(y, t))(ψ(x, t)− ψ(y, t))
|x− y|n+ps dxdy
}
dt
for each ψ ∈ C∞c (Ω× (0,∞)); and (iii)
v(·, 0) = g.
Some useful continuity and monotonicity properties of weak solutions of (1.15) are listed
below.
Proposition 6.2. Assume that v is a weak solution of (1.15). Then v has the following
properties.
(i) |v|p−2v ∈ ACqloc([0,∞); (W s,p0 (Ω))∗).
(ii) [0,∞) 3 t 7→
∫
Ω
|v(x, t)|pdx is locally absolutely continous.
(iii) (6.3) holds for almost every t > 0.
(iv) [0,∞) 3 t 7→ ep
(
λp
p−1
)
t
∫
Ω
|v(x, t)|pdx is nonincreasing.
(v) v : [0,∞)→ Lp(Ω) is bounded and uniformly continuous.
(vi) If v(·, t) 6≡ 0 for t ≥ 0, then
[0,∞) 3 t 7→
‖|v(·, t)|p−2v(·, t)‖qLq(Ω)
‖|v(·, t)|p−2v(·, t)‖q
(W s,p0 (Ω))
∗
is nonincreasing.
Remark 6.3. As in Remark 2.6, we can verify
d
dt

∫∫
Rn×Rn
|v(x, t)− v(y, t)|p
|x− y|n+ps dxdy∫
Ω
|v(x, t)|pdx
 ≤ 0
for any smooth solution v of (1.15) that doesn’t vanish identically.
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Weak solutions of (1.15) have compactness properties similar to those detailed in Propo-
sition 2.8. In order to write a corresponding statement for weak solutions (1.15), we would
only need to change W 1,p0 (Ω) to W
s,p
0 (Ω) and change W
−1,q(Ω) to (W s,p0 (Ω))
∗. Moreover, a
weak solution can be constructed using the following implicit time scheme: u0 = g,
Jp(uk)− Jp(uk−1)
τ
+ (−∆p)suk = 0 in Ω
uk = 0 on Rn \ Ω
for k ∈ N. Using the ideas in our proof of Proposition 2.9, we have that there is a weak
solution v of (1.15) with∫∫
Rn×Rn
|v(x, t)− v(y, t)|p
|x− y|n+ps dxdy ≤
∫∫
Rn×Rn
|v(x, s)− v(y, s)|p
|x− y|n+ps dxdy
for almost every t, s ∈ (0,∞) with t ≥ s.
Employing the results above with the methods used to prove Theorem 1, we have the
following assertion regarding the large time behavior of weak solutions of (1.15).
Theorem 4. (i) Assume v is a weak solution of (1.15). Then the limit
u := lim
t→∞
e
(
λp
p−1
)
t
v(·, t) (6.4)
exists in Lp(Ω), and u is extremal for (1.17). If u 6≡ 0, then v(·, t) 6≡ 0 for t ≥ 0 and
µp = lim
t→∞
‖|v(·, t)|p−2v(·, t)‖qLq(Ω)
‖|v(·, t)|p−2v(·, t)‖q
(W s,p0 (Ω))
∗
.
(ii) There is a weak solution v of (1.15) such that the limit (6.4) exists in W s,p0 (Ω). If u 6≡ 0,
λp = lim
t→∞
∫∫
Rn×Rn
|v(x, t)− v(y, t)|p
|x− y|n+ps dxdy∫
Ω
|v(x, t)|pdx
.
A Dual Poincare´ inequality
This section is devoted to deriving the dual Poincare´ inequality (1.8) and characterizing its
equality condition. Analogous computations can be used to establish inequalities (4.2), (5.7),
and (6.2) their respective equality conditions.
Let f ∈ W−1,q(Ω), and choose u ∈ W 1,p0 (Ω) so that −∆pu = f ; here the p-Laplacian
−∆p : W 1,p0 (Ω)→ W−1,q(Ω) is defined by the formula (2.5). We have by (2.6) that
〈f, u〉 = 〈−∆pu, u〉
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= ‖u‖p
W 1,p0 (Ω)
= ‖f‖qW−1,q(Ω).
Now suppose in addition that f ∈ Lq(Ω) and f 6≡ 0. The above computation, Ho¨lder’s
inequality and (1.5) together imply
‖f‖qW−1,q(Ω) =
∫
Ω
fudx
≤
(∫
Ω
|f |qdx
)1/q (∫
Ω
|u|pdx
)1/p
≤
(∫
Ω
|f |qdx
)1/q
1
λ
1/p
p
(∫
Ω
|Du|pdx
)1/p
=
(∫
Ω
|f |qdx
)1/q
1
λ
1/p
p
‖u‖W 1,p0 (Ω)
=
(∫
Ω
|f |qdx
)1/q
1
λ
1/p
p
‖f‖q−1W−1,q(Ω).
Setting µp = λ
1
p−1
p , we then have
µp‖f‖qW−1,q(Ω) ≤
∫
Ω
|f |qdx,
which is the dual Poincare´ inequality (1.8).
If equality holds in our computations above, then u is extremal for the Poincare´ inequality
(1.5) and equality holds in our application of Ho¨lder’s inequality. Consequently,
f
‖f‖Lq(Ω) =
|u|p−2u
‖u‖p−1Lp(Ω)
.
Therefore, equality holds in the dual Poincare´ inequality (1.8) if and only if f = |u0|p−2u0
for an extremal u0 of the Poincare´ inequality (1.5).
Remark A.1. There is another way to derive (1.8). The Poincare´ inequality (1.5) expresses
that W 1,p0 (Ω) ⊂ Lp(Ω) with the continuous embedding i : W 1,p0 (Ω) → Lp(Ω);u 7→ u. In
particular, in (1.5) we have ‖i‖ = λ−1/pp . It follows that the adjoint operator i∗ : Lq(Ω) →
W−1,q(Ω) is the continuous embedding of Lq(Ω) ⊂ W−1,q(Ω) and ‖i∗‖ = λ−1/pp . We then
conclude (1.8).
B Norm on C⊥
Recall the definitions of the space C⊥ (5.1), the space S (5.4), the operator Ap (5.5), and
the function ‖ · ‖C⊥ (5.6). We will show that ‖ · ‖C⊥ is a norm on C⊥ and that C⊥ is a
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reflexive Banach space under this norm. The dual Poincare´ inequality (5.7) follows from the
arguments given in Appendix A once we observe that for any f ∈ C⊥ and corresponding
weak solution u of (5.2) that satisfies (1.13),
‖f‖qC⊥ = 〈f, u〉 =
∫
Ω
|Du|pdx. (B.1)
Proposition B.1. ‖ · ‖ is a norm on C⊥.
Proof. By formula (B.1), ‖f‖C⊥ ≥ 0 and if ‖f‖C⊥ = 0, then f = 0 ∈ C⊥. Moreover, Ap
degree p− 1 homogeneous, so its inverse is degree q− 1 homogeneous. It follows that ‖ · ‖C⊥
is positively homogeneous. Thus, we are left to argue that the triangle inequality holds.
To this end, we first assert
〈f,A−1p g〉 ≤ ‖f‖C⊥‖g‖q−1C⊥ (B.2)
for every f, g ∈ C⊥. In order to verify this claim, we choose u, v ∈ S and that solve Apu = f
and Apv = g. Then we have
〈f,A−1p g〉 =
∫
Ω
|Du|p−2Du ·Dvdx
≤
(∫
Ω
|Du|pdx
)1−1/p(∫
Ω
|Dv|pdx
)1/p
= 〈f, u〉1/q〈g, v〉1−1/q
= ‖f‖C⊥‖g‖q−1C⊥ .
Now let f1, f2 ∈ C⊥. Using (B.2) and Young’s inequality, we compute
‖f1 + f2‖qC⊥ = 〈f1 + f2,A−1p (f1 + f2)〉
= 〈f1,A−1p (f1 + f2)〉+ 〈f2,A−1p (f1 + f2)〉
≤ ‖f1‖C⊥‖f1 + f2‖q−1C⊥ + ‖f2‖C⊥‖f1 + f2‖q−1C⊥
= (‖f1‖C⊥ + ‖f2‖C⊥) ‖f1 + f2‖q−1C⊥
≤ 1
q
(‖f1‖C⊥ + ‖f2‖C⊥)q +
(
1− 1
q
)
‖f1 + f2‖qC⊥ .
Therefore,
‖f1 + f2‖C⊥ ≤ ‖f1‖C⊥ + ‖f2‖C⊥ .
Remark B.2. For f, g ∈ C⊥,
〈f − g, A−1p g〉 = 〈f, A−1p g〉 − 〈g, A−1p g〉
≤ ‖f‖C⊥‖g‖q−1C⊥ − ‖g‖qC⊥
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≤ 1
q
‖f‖qC⊥ +
(
1− 1
q
)
‖g‖qC⊥ − ‖g‖qC⊥
≤ 1
q
‖f‖qC⊥ −
1
q
‖g‖qC⊥ .
Consequently, A−1p g belongs to the subdifferential of
1
q
‖ · ‖qC⊥ at g.
In order to conclude C⊥ is a Banach space, it suffices to show that the norm ‖ · ‖C⊥ is
equivalent to the standard norm
‖f‖(W 1,p(Ω))∗ := sup
{〈f, φ〉 : ‖φ‖W 1,p(Ω) ≤ 1} (B.3)
on W 1,p(Ω). Here ‖φ‖W 1,p(Ω) :=
(∫
Ω
(|φ|p + |Dφ|p)dx)1/p. Below, λp is the same constant
appearing in the Poincare´ inequality (1.14).
Proposition B.3. For each f ∈ C⊥,
1
(1 + 1/λp)
1/p
‖f‖C⊥ ≤ ‖f‖(W 1,p(Ω))∗ ≤ ‖f‖C⊥ .
Proof. Let f 6= 0 ∈ C⊥, and select the weak solution u ∈ W 1,p(Ω) of (5.2) that satisfies
(1.13). By (5.3),
〈f, φ〉 ≤
(∫
Ω
|Du|pdx
)1−1/p(∫
Ω
|Dφ|pdx
)1/p
≤
(∫
Ω
|Du|pdx
)1−1/p
‖φ‖W 1,p(Ω)
= ‖f‖C⊥‖φ‖W 1,p(Ω).
Thus, ‖f‖(W 1,p(Ω))∗ ≤ ‖f‖C⊥ .
Conversely, we can employ (B.1) and the Poincare´ inequality (1.14) to find
‖f‖(W 1,p(Ω))∗ ≥
〈
f,
u
‖u‖W 1,p(Ω)
〉
=
〈f, u〉
‖u‖W 1,p(Ω)
=
∫
Ω
|Du|pdx
‖u‖W 1,p(Ω)
=
(∫
Ω
|Du|pdx)1−1/p (∫
Ω
|Du|pdx)1/p
‖u‖W 1,p(Ω)
= ‖f‖C⊥
(∫
Ω
|Du|pdx)1/p(∫
Ω
(|u|p + |Du|p)dx)1/p
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≥ ‖f‖C⊥
1
(1 + 1/λp)
1/p
.
Let us finally argue that C⊥ is reflexive. Using the definition (5.1), it is possible to show
that C⊥ equipped with the standard norm (B.3) is isometrically isomorphic to(
W 1,p(Ω)/C)∗
(see chapter 5, exercise 23 of [17] for details). As C is a closed subspace of the reflexive space
W 1,p(Ω), then W 1,p(Ω)/C is also reflexive. It then follows that (W 1,p(Ω)/C)∗ is necessarily
reflexive. Consequently, C⊥ equipped with the standard norm (B.3) is reflexive. Since ‖ · ‖C⊥
is an equivalent norm to (B.3), C⊥ is reflexive when equipped with ‖ · ‖C⊥ , as well.
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