ABSTRACT: This study provides a method with which to measure the risk of climate variability to agriculture among geographic regions, and analyses the potential risk to crop yields in Spain. Our methodology comprised 3 steps: (1) models were developed for each region to estimate the risk of climate variability, and functional forms were derived from 60 yr of empirical data on wheat; (2) Monte Carlo models were used to analyse in more detail the probabilistic properties of the agricultural yields; (3) a risk factor index was applied to compare among 5 sites. An advantage of this methodological approach is that it links agricultural areas with representative meteorological stations and uses a Monte Carlo approach to define large samples of crop yields that more accurately reflect the statistical properties needed for risk analysis. The methods were robust enough to develop climate and management scenario analysis, which was applied to 5 case studies that exemplify other Mediterranean areas in which climate is a main source of agricultural risk and exerts pressure on limited water supplies, for which there are competing demands. The results show that risk characterization is complex, owing to the multiple attributes of risk beyond climate variability, and that our method of risk analysis facilitates comparisons among locations.
INTRODUCTION
Over the last few decades, an increasing body of observations has emphasized the importance of managing climate risk to the optimization of crop choice and farm income, especially in marginal areas , Adams et al. 2004 , Kumar et al. 2004 , Botterill & Wilhite 2005 . Climate risks to agriculture vary according to location, type of enterprise, and the effectiveness of risk management (Iglesias & Moneo 2005) . Crop production is sensitive not only to annual changes but also to the seasonal distribution of precipitation (Mjelde et al. 1998 , Ogallo et al. 2000 .
Even if farmers' behaviour is difficult to change (e.g. owing to imposed policies or to a limitation of available choices), an improved knowledge of crop-climate interactions is certain to enhance farm performance (Cane et al. 1994 , Hammer et al. 1996 , Hansen & Indeje 2004 . Most assessments of regional climate risk provide only probabilistic information on climate (Hansen & Indeje 2004) . Risk analysis has evolved from the evaluation of probabilities of climate hazard alone to more integrated approaches that include probabilistic information on the system at risk, thus boosting the relevance of results to risk management (Botterill & Wilhite 2005 , Wilhite 2005 ). This latter approach is challenging owing to limitations in the availability and validation of non-climatic data.
A major challenge facing all agriculture-climate evaluations is the inclusion of both biophysical and socioeconomic aspects in the methodology. Numerous studies have used agricultural simulation models to capture these complex interactions. Approaches which link crop models with global climate and seasonal forecast models have been evaluated in Africa (Hansen & Indeje 2004) and Australia . Multiple regression models have been developed to represent process-based yield responses to these environmental and management variables: yield functions have been used to evaluate the sensitivity and adaptation to climate e.g. in Spain (Iglesias et al. 2000) , California (Lobell et al. 2005 ) and globally (Parry et al. 2004) , and could be used to estimate the risk associated with climate variability (as in Ferreyra et al. 2001) , with potential applications in crop insurance (Luo et al. 1994 , Hertzler 2005 .
There are many definitions of risk. Broadly speaking, risk may be described as the capacity of a system to suffer losses when exposed to an external stressor (Wisner et al. 2004 ). The risk-hazards framework applied in the United Nations International Strategy for Disaster Reduction (UNISDR) has provided scientists in the natural hazards community with a tested methodology for evaluation of risk, that is 'the probability of harmful consequences, or expected losses resulting from interactions between natural or human induced hazards and vulnerable conditions' (UNISDR 2002 1 ). Regardless of the nuance of the analysis, risk is a relative measure -critical levels of risk must be defined by the analyst. Every system is at risk, albeit that risk levels differ in their causal structure, their evolution, and the severity of their likely consequences. In this study we focused on climate risk brought about by drought, because drought has severe consequences in Mediterranean systems, and the probability of its occurrence dominates decision making (as do many significant problems, especially those with non-linear payoff functions) (Patt 1999) .
Risk analysis bridges the gap between impact assessment and policy formulation by directing policy attention to the consequences (i.e. crop yield) rather than to its agent (i.e. climate) (Rossi et al. 2003 , Botterill & Wilhite 2005 , Garrote et al. 2007 ). This approach underlines the causes of differential risk among regions, such as small farm size, lack of credit for diversification, farming on marginal lands, limited knowledge, lack of local industry for off-farm supplementary income, or inadequate policies.
Risk analysis is used loosely in many different contexts, from medicine to analysis of poverty and from economic and social development to engineering (Bonaccorso et al. 2003 ; see footnote 1). To characterise risk in social systems, such as agriculture, it is important to focus on the consequences of a perturbation (e.g. decreased crop yield), rather than its agent (e.g. rainfall). In the context of agricultural management, the concept of risk is often derived from the climate sciences and the insurance literature. These approaches focus on the risk created from an external hazard and aim to identify potential damage; in contrast, the social sciences focus on the internal dimension of the potential damage (Wisner et al. 2004) . In agriculture, the attributes of the internal dimension depend on the geographic area and the social conditions. Some studies have incorporated these concepts to analyze agricultural risk (Mjelde et al. 1997 , Messina et al. 1999 , Ferreyra et al. 2001 . Nevertheless, there are no clear methodological approaches that include multi-stress relationships among different geographic regions.
This study provides a methodology for measuring agricultural risk to climate among geographic regions, integrating both empirical and probabilistic information, and analyses the effect of different risk scenarios on potential yields. The analysis focuses on wheat production: this cereal crop is a reference crop for agricultural policy, has a wide array of insurance products, and its yield level is an indicator of agricultural technology. The approach is based on the (1) development of empirical models for each region; (2) diagnostic characterization of risk based on Monte Carlo simulations; and (3) development of a risk factor index in order to compare climate response among different areas. By adopting this approach we can answer 3 critical questions that relate to explicit concerns of the agriculturalist: Where are the vulnerable farming systems located? Are potential region-specific measures necessary? Are worst-case scenarios an adequate indicator of risk? By enabling an understanding of these critical questions under the current climate regime, the analysis in this study provides insights into the range of risks of climate change.
DATA AND METHODS

Case studies and data sources
The methodology developed in this study was applied to selected case studies in Spain. Climatic and agricultural conditions are very diverse, owing to the varied topography, climate, production systems, technology, and social conditions (see Fig. 1 & Table 1 ). Crop production in Spain varies by up to 20% percent from year to year, largely as a result of highly variable weather conditions. Only 40% of the land area of Spain is suitable for cultivation (Iglesias et al. 2000) . The climate in Spain is Mediterranean, with hot, dry summers and cold, wet winters. In general, precipitation is concentrated between October and April (southern regions) or May (northern regions). Average seasonal temperature decreases with increasing altitude and latitude. The weather is characterised by large interannual variability. Sum-1 See also www.unisdr.org/eng/library/lib-terminology-eng% 20home.htm mer precipitation (June, July, and August) is well below 100 mm in all regions except the northwest, necessitating supplementary irrigation during part of the crop cycle in order to obtain adequate production levels. Coefficients of variation (CV) for precipitation vary from 21 to 55%, implying a high risk of rainfed crop failures and the need for supplementary irrigation in order to meet full crop water requirements and achieve potential yield.
Five sites were selected to represent the major rainfed and irrigated agricultural regions of Spain (Fig. 1) . Winter cereals, especially wheat, are grown in all areas; barley is grown in marginal areas. The case studies exemplify other Mediterranean regions where climate is a main source of agricultural risk and exerts pressure on limited water supplies (Iglesias et al. 2007a ).
Monthly time series of average, maximum and minimum temperature, total precipitation, and number of days per month with temperature below 0°C for the period 1940 to 2000 were provided by the Spanish National Meteorological Institute (INM, see www.inm.es) for the stations listed in Table 1 
Empirical analysis
Multiple linear regression models were estimated using climatic data as explanatory variables. Our goal was to understand the components of yield variability in a range of agro-climatic conditions. (1) Agricultural data were transformed to take into account the yield trend (see below for details). (2) Some climate variables were aggregated into seasonal time periods to increase the correlation with agricultural variables. (3) Multiple linear regression models were estimated.
Agricultural time series are non-stationary because they nearly always present a trend. When variables are non-stationary, normal regression analysis requires a transformation of the data. When there is not enough information about the causes of such a trend, the transformation needed to generate a stationary variable may be attained by simply removing deterministic trends (that is by directly subtracting the trend value from the observations or 'simple detrending'); by taking first-differences (that is the variable in year t [Y t ] minus the variable in year t -1 [Y t -1 ]); or by introducing an autoregressive term as an independent or explanatory variable. In our case, we assumed that there is a causal relationship between yield increase and technological change; therefore, we used the technological and management variables to explain yield trend. A time series X t (in our case technological and management variables) is said to influence another series Y t (in our case crop yield) if the future values of Y t can be better predicted when the information contained in X t is included than when that information is excluded (Kang 1985) .
We incorporated management indicators (farm equipment and amount of fertiliser used) as explanatory or independent variables in order to attempt to explain the positive trend in the yield data. However, at times the data exhibited some patterns that these management indicators were not able to explain. In these cases, autoregressive terms were included in the model to minimize the autocorrelation of the residuals and capture the dynamics of the data.
The sites selected exhibited differences in seasonal temperature as well as in the amount and distribution of precipitation (Fig. 1) . To take into consideration possible accumulative effects, we calculated the 3 mo period of aggregation of all the climatic variables.
Variability in precipitation is very high and recurrent drought periods affect agricultural production at all sites. Drought characterisation is difficult owing to its spatial and temporal properties, and consequently a range of indicators are used (Bradford 2000 , Keyantash & Dracup 2002 ; see also www.drought.unl.edu/whatis/indices.htm). We opted for the commonly used Standardised Precipitation Index (SPI; McKee et al. 1993) . The SPI calculates the difference in accumulated precipitation between a selected site and the average precipitation over the total area considered within the aggregation period. For its calculation, the precipitation record is normalized so that all precipitation values vary around 0 and areas with different climates can be compared relative to each other (McKee et al. 1993) . We decided on an aggregated period of 12 mo and defined the threshold of drought as SPI values less than -1, following previous work in Spain (Moneo 2005 , Garrote et al. 2007 , Iglesias et al. 2007b .
Owing to the large number of climate variables considered (one for each 1 mo and 3 mo period) and to the high correlation between some variables, the climate effects were studied separately. This may result in the introduction of multicollinearity into the regression and consequently decrease the degrees of freedom. The 95% confidence intervals were estimated in order to avoid multicollinearity and improve particular model estimation, assuming normality of the residuals and considering significant relationships in the final specification. We then used Akaike's (1973) and Schwarz's (1978) criteria to assist in the selection of suitable models. The semi-logarithmic transformation of the independent variable is useful when interpreting the model's coefficients as semi-elasticities.
The model has the form
where the model output (Y t ) is the crop yield at a site in Year t and the inputs are of 2 types: management and climate variables (Table 2) . We considered a range of climate variables, such as average temperature (Tav it ), total precipitation (Precip it ), maximum temperature (Tmax it ), number of days per month with temperature below 0°C (Fr it ), and a dummy variable indicating drought years (Dr t ). Also, some impulse (Imp t * t ) dummy variables were added to the model in order to isolate the effects of some anomalous years. A step dummy switches from 0 to 1 in the anomaly year, and an impulse dummy has a value of 1 only in that year (Table 3 in 'Results and Discussion' gives the years for which dummy variables were used). In addition, we considered a range of management variables -such as farm equipment power (Mac t ) and nitrogen fertilizer (Fert t ) -that account for large increases in crop productivity. These management variables are commonly used in agricultural statistics at different spatial scales. For example, data on the engine power of farm equipment is collected as a proxy variable for technology and investment in a farm or in the farming sector of a district or country.
We estimated functions that only take into account the production side of the farm. The climatic and technological variables considered define the supply component but do not represent the demand component of the farming system -an essential element of agricultural risk, but one that is beyond the scope of this study.
Monte Carlo simulations
Monte Carlo simulations are widely used to derive large samples sizes from short time series of observed data (Robert & Casella 1999) . The Monte Carlo method is used in agriculture to characterize statistical properties of crop yield prices, as well as crop yield in response to rainfall or other inputs (Limaye et al. 2004 , Gibbons & Ramsden 2005 , Lobell & OrtizMonasterio 2006 .
Here we applied Monte Carlo methods to derive probability distribution functions of yield risk levels. The approach consists of generating synthetic series of yield variables using the Monte Carlo method and Latin hypercube sampling (Just & Weninger 1999 , Atwood et al. 2003 . Fig. 2 includes this step in the overall methodology.
Monte Carlo methods are an important component of uncertainty and probabilistic risk assessment, because they allow generation of random samples of statistical distributions (Robert & Casella 2004) . Monte Carlo methods simulate the behaviour of a system in a non-deterministic (stochastic) manner by using random numbers as opposed to deterministic algorithms. The Latin hypercube technique (McKay et al. 1979 ) is a variation of the simple Monte Carlo technique that employs a constrained sampling scheme used when the dependent variable (y) is a function of several other variables (x1, x 2, …, xk), as is the case for crop yield.
Risk factor
Risk as a function of climate is evaluated following the risk analysis of Ferreyra et al. (2001) , who proposed an approach to quantify outcome risk for each station and climate scenario (ENSO and neutral years) based on a comparison of the probability of exceeding a given yield at each station with the corresponding probability at a reference station. We adapted Ferreyra et al.'s (2001) method to compare climate risk among 5 sites. We first selected a reference station and then computed the empirical cumulative probability distribution (EPCF) of the variable of interest (yield) for both the reference station (EPCF r ) and the station of interest (EPCF i ). The risk factor (RF) curve is computed as 
The selection of a reference station was based on the criteria of having a distribution of yields closer to a 'normal' distribution (see 'Results and Discussion'). The logarithm was constructed so that RF values were proportionally similar for EPCF ratios greater or lower than 1, and that the reference level (indicating no shift in probability with respect to the reference station) was 0 (Ferreyra et al. 2001) . When comparing RF curves for the different sites, 4 'reference quantiles' were used for the reference station: the 10th, 30th, 60th and 90th percentiles. At each location, when RF is 0, the probability of the crop being at risk is the same as that at the reference station, which was selected to represent a normal distribution of probability of crop yields. When RF is > 0, the crop is at risk: the probability of surpassing any given outcome is smaller than that predicted at the reference station. In contrast, when RF is < 0, the probability of surpassing any given outcome is greater than that predicted at the reference station.
RESULTS AND DISCUSSION
Empirical analysis
Crop yield variability
Despite a continued increase in crop yields owing to improved technology and management, yield variability has significantly increased over the last 3 decades. The standard deviation of crop yield in 1970 to 2000 is at least 3 times greater that in 1940 to 1970 at all sites. In order to explain yield variability, we estimated regression models that incorporated a range of variables. Meteorological variables explain a large component of the year-to-year crop yield variability, and drought events are a key variable in all areas of the country (Table 3) .
We conducted several diagnostic tests on the estimated functions in order to evaluate their adequacy for simulating yield among geographic areas. Simulated crop yields were highly correlated with the observed yields: the adjusted R 2 values range from 0.68 to 0.94, and the parameters in the multiple regression functional forms are all significant at the 95% level (Table 3 ). The Ljung-Box Q test, based on the autocorrelation plot, was calculated for all the regressions, and White's general test (White 1980) for each regression was used to test for the absence of conditional heteroscedasticity.
Because the model presents a semi-logarithmic transformation, the coefficients of the model can be interpreted as semi-elasticities; that is, the proportional change over the dependent variable when a unit variation is produced over the explanatory variable. For example, the most important factor for wheat yields in Murcia has been drought, because a dry year causes a yield reduction of approximately 21%.
The derived models are coherent with the agroclimatic processes at each site. The production function for wheat in Murcia is interpreted below as an example (Fig. 3) 
The variables that have a positive influence on wheat yields are farm technology and precipitation during March and May, while maximum temperature in July and drought episodes are important negative variables. The model recognises the drought event of 1981 and 1995 as being especially significant, in agreement with the historical record of impacts of drought. Fig. 3 shows the comparison of observed and simulated yields.
In all cases, meteorological variables explained a larger component of the year-to-year crop yield variability than did technology variables, even though sites have different significant climate variables. Drought appears as a key variable affecting crop yield over large areas of the country (Córdoba, Murcia and Valladolid), but is not significant in the sites that represent the wetter areas (Burgos and Logroño). In general, yields are negatively affected by high temperatureespecially in Murcia and Córdoba, which are the warmest sites. Low precipitation negatively affects yield at all sites, except in Burgos (the reference station for risk calculation, see below), especially in spring and fall owing to an increase in the crop water stress. In Córdoba, precipitation variables are not significant in the model, but the drought variable captures the effect of water deficit on crop yield. In most cases, winter and spring temperatures below 0 negatively affect crop yield. However, meteorological variables do not completely explain the evolution of yields and observed technological improvement: mechanization and fertilizers have clearly influenced the observed increase in productivity in almost every case.
Sensitivity to drought
Sensitivity analysis is essential when testing models, because models include parameters that represent random components of the system. It is also necessary to test the models that are unnecessarily complex.
We examined the sensitivity to drought via a likelihood-ratio test. We tested whether the group of 'drought variables' contributed to the overall explanation of the model. If the model was not sensitive to drought, then it is likely that the model was unnecessarily complex. We compared the non-restrictive model (L) with an alternative restricted model that excludes precipitation and drought as input variables (L R ). According to the likelihood-ratio test, the likelihood value can be expressed as 2[lnL -lnL R ]; this expression is distributed as a χ 2 , where the degrees of freedom are the number of restrictions imposed on the model. Table 4 shows the likelihood-ratio test values and p-values obtained. In most cases, the set of drought variables are significant at p < 0.05, and drought variables explain agricultural risk in all cases except in Logroño and Burgos. These results agree with the observations.
Monte Carlo simulation
We used Monte Carlo simulations to derive random samples (10 000 values) of statistical distributions of crop yield, and therefore to analyse the distribution of probabilities in order to obtain a certain yield (the risk level). We evaluated the down-side risk (that is, the 1947 1951 1955 1959 1963 1967 1971 1975 1979 1983 1987 1991 1995 1999 Yield ( probability of having low yields), because this is the measure that most interests farmers and other agricultural stakeholders. Our results show large differences in risk levels on cumulative distribution functions among the sites (Fig. 4) . The cumulative distribution functions show that the probability of having 'low yields' is higher in Murcia and Valladolid and lower in Logroño and Córdoba. However, a more complex analysis would require one to standardise the means to account for differences in the agricultural systems of each area. The statistical properties of the data shown in Fig. 5 are presented in Table 5 . The variation coefficient is useful as a non-dimensional indicator of variability. Burgos and Logroño have a low variation coefficient, while Córdoba has the highest. However, the variation coefficient is not a complete indicator, and it is necessary to analyze the 'down side risk' -i.e. the probability of having low yields. In general, the skewness coefficients do not indicate a large probability of low yield, because only values below -1 indicate very negatively skewed data. Nevertheless, Córdoba and especially Logroño have a higher probability of obtaining results over the mean, as indicated by the skewness coefficients above +1. Kurtosis is a parameter that describes the shape of a random variable's probability density function. The kurtosis coefficients of the data presented in Table 5 are greater than 3, indicating leptokurtic distributions: that is, that the probability distribution functions of the yields are simultaneously 'peaked' and have 'fat tails'. The next step is to make comparisons among the geographic areas. We selected Burgos as the reference station for comparison because it presents a yield distribution function near 'normal' (Fig. 5) . The analysis shows that risk characterization is complex, owing to the multiple attributes of risk beyond variability; therefore, we further analyse a risk measure in the following section.
Risk factor
RF curves were estimated for yields at each site (Fig. 6) . Burgos was selected as the reference station because the yield distribution here is nearly 'normal' (Fig. 5) , the yield variability is explained only by technology and climate variables, and the model does not include impulse interventions (see Table 3 ). To include the comparative analysis with the risk curves, it was necessary to standardise the data. As in Ferreyra et al. (2001) right: standardized our discussion on 4 'reference quantiles', the 10th, 33rd, 66th, and 90th percentiles (denoted q 10 , q 33 , q 66 and q 90 ), for the reference set. These quantiles define outcomes (1) 'much below normal' (outcomes < q 10 ), (2) 'below normal' (outcomes < q 33 ), (3) 'above normal' (outcomes > q 66 ), and (iv) 'much above normal' (outcomes > q 90 ). The risk curves show that the probability of not exceeding q 10 in Córdoba and Valladolid is higher than the reference set probability, meaning that these are the regions with more risk in the context of 'much below normal' yields. In contrast, Logroño (La Rioja) has the lowest risk factor and Murcia has almost the same risk level as Burgos in this quantile. The results are similar when the yields are 'below normal', except in Murcia, which has the lowest risk factor in this situation. Therefore, the probability of exceeding 'below normal' yields is greater in Murcia than in the other areas.
In the case of 'above normal' and 'much above normal' yields, Córdoba has the lowest risk factor, so the probability of exceeding a determined level of yield is larger in Córdoba than in other areas. Murcia is the area with the most risk of not exceeding these high levels of yield. The remainder of the sites have a similar probability of exceeding 'much above normal' outcomes. In fact, the risk level depends on the level of the yields. Locations with higher yield do not have lower risk. For example, Córdoba has a higher average yield than does Murcia, and at the same time has a greater risk of not exceeding above or much above normal yields than Murcia.
CONCLUSIONS
Over the next few decades, a central goal in agricultural decision-making will be to decrease the risk associated with a changing climate. Fundamental to this aim is the development of our ability to quantify climate risks associated with different geographical locations. Previous studies have used crop models to represent agricultural responses to climate (Saarikko & Carter 1996 , Wolf et al. 1996 , Parry et al. 2004 , Lobell & Ortiz-Monasterio 2006 , mainly owing to the lack of observed data. While these approaches have proven effective when analyzing potential scenarios, their lack of historical perspective limits their application by stakeholders. Our results show that observed yield patterns contain substantial information on the relative importance of climate and management variables for yield variability. The method developed in this study links observations with the analysis of probabilistic properties of climatedriven agricultural yields. Spatial and temporal vari- In general, the yield of wheat in Spain has exhibited an increasing trend and increased variability over the period 1940 to 2000, especially since the 1970s. We evaluated the influence of climatic and non-climatic variables on final crop yield. Our results show that rainfed yields are negatively affected by high temperature -over a threshold that increases evapotranspiration and therefore hydrological stress -and by low precipitation, especially in the spring. Winter and spring temperatures below freezing are also factors that negatively impact crop yield. Drought affects a great portion of the crop production in Spain, implying that competition for the use of water plays a crucial role in agricultural decisions.
Here we derived random samples of data to evaluate the probability of achieving low yields as a consequence of critical climate variables: such statistical distributions of crop yields are used for developing agricultural insurance products to climate (Iglesias et al. 2006) . Finally, the method of deriving a risk factor was compared among 5 sites. Our results agree with the agronomic knowledge of crop responses to climate, but the risk ranking of the regions is not intuitive when only considering isolated variables. For example, Murcia is a very drought-sensitive region, and the common perception is that the risk of crop production is higher. Our results show that the integration of a range of climatic variables is crucial for quantifying agricultural risk and establishing a risk level for management alternatives. Farmers and agricultural planners may use the derived models to estimate the probably of achieving a target yield level in different climate scenarios. New advances in monitoring and forecasting seasonal weather, especially drought, may include the derived models in order to develop early warning systems. Forecasts of expected future yields are very important for planning inputs or production, or for scheduling loans to farmers. The information derived from the risk analysis can be directly used by insurance companies in order to evaluate the risk premium from the estimated yield functions and the probability of drought.
The methods used here only address the supply side of agricultural risk; markets and policies were not considered, and these will certainly determine the results of agricultural activities, especially in Europe (Rounsewell et al. 2005) . Major limitations of our results arise from the simplicity of the variables considered in the empirical models, the aggregation of some data variables, and the quality of data. The limitations in the application of the approach are a consequence of the availability of data in many regions. Nevertheless, climate-driven crop models could provide proxy crop yield data, and it may be important to compare the results of climate risks derived from them.
Finally, the approach presented here can be readily extended to analyse additional crop production factors that interact with climate, such as water demand, fertiliser applications, and diffuse pollution. While simple functions of crop-climate interaction will never provide the detail possible with more complex models, the direct interpretation of the results by farmers and policy-makers may be of great value to the risk management decision-making process.
