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Abst rac t - - In  1984, Gaffney [1] carried out a survey of codes for the numerical solution of the stiff 
oscillatory problem. This was prompted by a desire to derive an efficient method of lines algorithm 
for the reduced resistive MHD equations. His main conclusion was that none of the codes available 
at that time was entirely satisfactory for dealing with this problem. In the present paper, we outline 
the considerable progress that has been made since Gaffney's survey and show that there now exist 
much more satisfactory codes for dealing with these problems. Two of the three FORTRAN codes 
that we recommend are both freely available from NETLIB, as well as from certain web pages, and 
so it is straightforward to reproduce all the numerical results given in the present paper. (~) 1998 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Since the landmark theorem of Dahlquist [2] on the A-stability of linear multistep methods, 
there has been a considerable advance in our understanding of the theory underlying numerical 
methods for solving the stiff initial value problem 
dy 
d--t = f ( t ,y ) ,  y(to) = Yo, y E ~n (1.1) 
(see [3] for an excellent account of the current theory). This in turn has led to a tremendous 
increase in the robustness, efficiency, and reliability of numerical algorithms which have been 
proposed for the solution of (1.1). Indeed the BDF code DIFSUB due to Gear [4] and its 
descendants LSODE [5] and DASSL [6] have proved to be very effective for a large class of stiff 
initial value problems. There is, however, an important class of problems that has remained a 
considerable challenge to modern codes, namely the class of stiff oscillatory problems. We can 
describe a simple model problem belonging to this class in the following way. 
Consider a problem of the general form (1.1) where the eigenvalues Aj of the J acobian matrix 
can be written as 
~ = ~ + ivy, (1.2) 
where #j < 0 for all j, maxl<j<n [~j[ >> minl<j<n [#j[, and [#j[ << [uS[ for at least one pair of 
eigenvalues of large modulus. In general, these eigenvalues will be functions of time and we assume 
that at any time the eigenvalues of the Jacobian can be written in the above form. Stiff oscillatory 
problems occur frequently in practice. In particular, they often arise when the method of lines 
technique is applied to a system of partial differential equations that have some hyperbolic type 
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of behaviour. Typical examples of such problems are the reduced resistive MHD equations [7] , 
the integro-differential equations describing the stiff beam problem [3], and PDE problems where 
advection dominates, as described for example in [8,9]. A good description of the difficulties 
involved in integrating these hyperbolic type equations i given in [3, p. 12]. The reason why the 
stiff oscillatory problem has become so well known, and is regarded as particularly challenging, is 
probably two fold. The first reason arises from the fact that the popular BDF codes often perform 
in a perfectly satisfactory way for the numerical integration of a large class of stiff problems of 
the form (1.1). If they do exhibit poor performance on a particular problem, then the possibility 
of the system having large complex eigenvalues i often the first thing to be investigated. In 
addition, the degradation of the performance of BDF codes on such problems is normally very 
severe with run times often increasing by a factor of ten or more. The second reason why the stiff 
oscillatory problem is a famous one is because, in theory, it should be straightforward to derive 
an efficient algorithm for its solution and many people have tried to achieve this. In particular, 
the problems associated with stability will disappear if an algorithm employing A-stable formulae 
only is used. However, the difficulty of deriving efficient A-stable formulae with order greater 
than 2 is well known. A-stable linear multistep methods are limited to having maximum order 2, 
while high order, A-stable Runge-Kutta formulae can be very expensive to implement. 
The codes which Gaffney regarded as showing some promise for the stiff oscillatory problem 
were STRIDE [10] and DIRK [3,11]. However, since the publication of Gaffney's urvey, we 
have developed a much better understanding of the relevant theory underpinning stiff solvers. In 
particular, it has now been recognised that, although DIRK formulae may prove to be efficient 
for some important classes of stiff problems, they can also suffer from serious drawbacks when 
solving general nonlinear initial value problems. A particular disadvantage of DIRK methods is 
that their stage order cannot be higher than 1. This makes it difficult either to derive high-order 
methods of this type or to derive good local error estimates. Furthermore, these methods often 
do not perform well for very stiff problems ince, in such cases, it is the stage order rather than 
the usual (classic) order which plays an important role in the accuracy obtained. Indeed, the 
conclusion reached by Hairer and Wanner [3] as a result of extensive numerical testing was that 
the performance ofa particular DIRK formula that they implemented was 'disappointing'. The 
STRIDE code developed by Burrage et al. [10] is based on Singly Implicit Runge-Kutta (SIRK) 
methods. The formulae do have the advantage of having high-stage order. However, they also 
have the big disadvantage that the abscissae ci, i = 1, 2, . . . ,  s, of an s-stage SIRK method are 
the zeros of the sth degree Laguerre polynomial and, as a consequence, cs > 1. An additional 
disadvantage is that, for small and moderate sized systems, the cost of the linear transformations 
which define the method is a significant part of the overall cost. In an attempt to overcome some of 
the problems associated with SIRK methods, a class of diagonally extended singly implicit (DESI) 
methods has been proposed [12]. These often perform much more efficiently than STRIDE and 
are potentially excellent for the stiff oscillatory problem. The purpose of this paper is to show 
that there do now exist reasonably satisfactory codes for solving the stiff oscillatory problem. 
In particular, we consider the Runge-Kutta code Radan5 due to Hairer and Wanner [3] and 
the MEBDF code [3,13]. These two codes are written in FORTRAN and are freely available, 
the latter being in NETLIB and on the author's web page. In Section 3, we will compare the 
performance of these two codes with that of some other widely used codes on some challenging 
test problems. All of the drivers for these problems, as well as for a large selection of other 
problems, are available from the author's web page. This should allow the reader to reproduce 
our results in a very straightforward way. 
2. THE CODES 
In this section, we will describe the performance of four particular codes on some stiff oscillatory 
problems. We do not claim to have covered all possibilities and there may well be some other codes 
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which perform very effectively on our problems. However, we do claim to have identified two very 
good codes and one especially promising one for this particular class of problems. Furthermore, 
the results which we present in the next section serve as benchmarks with which other codes may 
be compared. 
2.1. BDF  Codes  
The very poor performance of the BDF code, LSODE, for the stiff oscillatory problem is 
very well known [3,8]. Rather than correctly choosing a low-order formula with relatively large 
stepsize of integration, the code tends to choose high-order formulae with a small integration 
step. Although several attempts have been made to overcome this problem, they have not been 
entirely successful. Indeed the performance of LSODE on the stiff oscillatory beam problem 
is described by Halrer and Wanner [3, p. 302] as being disastrous. In contrast, the BDF code 
DASSL has a significantly different performance on stiff oscillatory problems. Unlike LSODE, 
which essentially chooses order solely on the grounds of perceived efficiency, DASSL monitors the 
scaled divided differences to check that they form a monotone sequence. If this is not the case, 
then instability is suspected and the order is lowered in an attempt to find a more stable scheme. 
The algorithm which DASSL uses to choose the order is fully described in [6, p. 127]. Practical 
experience has shown that DASSL is usually much more efficient han LSODE on stiff oscillatory 
problems. However, all BDF codes, including DASSL and LSODE, axe limited to having order 2 
when solving problems of this type and this makes them uncompetitive unless very little accuracy 
is required in the solution. 
2.2. MEBDF Codes  
Modified Extended Backward Differentiation Formulae are described in some detail in [3,13]. 
These formulae were originally derived in an attempt to obtain multistep formulae with better 
stability and higher order than BDF. Indeed, MEBDF are A-stable up to order 4 and A(a)-stable 
up to order 9. In view of this, the stiff oscillatory problem is one where we would expect MEBDF 
to perform considerably better than BDF, since MEBDF have the possibility of choosing order 
up to 4, rather than being limited to order 2, as is the case with BDF. The implementation f 
MEBDF follows some of the ideas of DASSL in that it attempts to control stability by monitoring 
the divided differences. The approach used to achieve this is quite straightforward aswe now 
describe. 
Suppose we are currently using a formula of order k and we denote by di the scaled divided 
differences of order i at the current step. In common with other multistep formulae, we only 
consider the possibility of increasing the order by 1, keeping it unchanged ordecreasing the order 
by 1 when choosing the order for the next step. This change of order is determined on the grounds 
of efficiency. However, in common with DASSL, we also carry out some other tests which may 
override the order choosing mechanism and cause the order to be lowered. We now describe these 
additional tests. 
First we check whether 
max Ilddl < 5 min Ilddl. (2.1) 
i=k + l ,k ,k -  l , k -  2 i=k T l , k ,k -  l , k -  2 
If this inequality is satisfied, it is clear that there is not much advantage in using high order, and 
consequently, the order is lowered to k - 1. If 
I[dk+l[[ > min []di[I, (2.2) 
i=k ,k -  l , k -  2 
then the order is not allowed to increase when the next change in order is made. Furthermore, if 
Ildd]>lldi_jll, i=k+l ,k ,k -1 ,  j= l , i - k+2 (2.3) 
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at least twice, then the order is decreased. As we will see in the next section, this procedure 
performs remarkably well in preserving stability when integrating stiff oscillatory problems. All 
of these tests simply serve to reduce the order when the divided differences are not decreasing 
monotonically at a sufficiently rapid rate and they play a crucial role in the success of MEBDF 
for stiff oscillatory problems. 
2.3. Runge-Kut ta  Codes 
Finally, in this section, we describe two codes based on implicit Runge-Kutta formulae. Since 
these codes are well documented, our descriptions will be brief. The first code is as follows. 
I:{.ADAU5. This code is based on a fifth-order Radan Runge-Kutta formula and obtains a local 
error estimate by embedding. In a sense, this code flies in the face of conventional wisdom, since 
it uses fixed order and is based on implicit Runge-Kutta formulae. Nevertheless, it has proved 
to be remarkably effective for general stiff IVPs and a full description together with extensive 
numerical testing is given in [3]. 
DESI. Diagonally extended singly implicit Runge-Kutta formulae were developed in an attempt 
to overcome some of the disadvantages of the well-known STRIDE code [10]. In particular, 
these formulae are A-stable for all orders, and so they are very well suited to solving the stiff 
oscillatory problem. Many of the computational dvantages associated with these formulae are 
described in [12], and in the next section, we will illustrate the performance of this code on our 
test problems. 
3. NUMERICAL RESULTS 
In this section, we present he numerical results obtained on two test problems which are 
representative of some stiff oscillatory problems which arise in practice. In particular, we have 
chosen our problems o that the eigenvalues of large modulus lie on or close to the imaginary 
axis, since it is problems of this type that cause major difficulties to many existing codes. The 
first problem we consider is a famous one from the test set of Enright et al. [14]: 
y~ = -10yl  + wy2, (3.1) 
y~ = -wy l  + 10y2, (3.2) 
= -4y3 ,  (3.3)  
= -y4 ,  (3.4)  
= _ YA (3.5)  
2 '  
y~ = - Y--~ (3.5) 
10" 
The initial conditions are (1, 1, 1, 1, 1, 1) T and the range of integration is (0, 20). 
A value of w = 50 was suggested in [14], and this was found to be a very challenging problem 
for many codes and in particular for the BDF codes. Although this test problem is contrived, 
it is nevertheless a very valuable one, since it combines the decaying behaviour of the variables 
Y3 - Y6 with the damped oscillatory behaviour of yl and y2. However, in order to ensure that 
the eigenvalues of this problem are representative of those which occur in the method of lines 
solution of the reduced resistive MHD equations (see [7, p. 91] for a plot of the eigenvalues of 
this problem), Gaffney suggested considering the values w = 500,800, 1000. This is, of course, a 
much harder problem than that proposed by Enright et al. Ideally, an efficient code would follow 
the lightly damped, high frequency oscillations while they are a significant part of the solution, 
but then use a considerably increased stepsize once these oscillations have become negligible. A 
work-precision diagram for the solution of this problem for w = 1000 is given in Figure 1. This 
demonstrates the classic behaviour of LSODE on a stiff oscillatory problem. When the order 
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of the code is not restricted in any way, the computation time is initially independent of the 
requested accuracy, since the stepsize is limited by stability rather than by accuracy. If, however, 
the order of the code is limited to two (with the results being denoted by LSODE2), so that the 
formulae are all A-stable, then LSODE performs very well when very little accuracy is requested, 
but rapidly becomes inefficient as increasingly higher accuracy is requested. This behaviour is 
typical of LSODE. In contrast, the other three codes tested perform very well for this problem 
with Radau5 being slightly more efficient for low accuracy and MEBDF becoming more efficient 
as increasingly higher accuracy is requested. 
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Figure 1. 
The second problem we consider is the stiff beam problem [3, p. 8]. This is a well-known 
problem from mechanics which describes the motion of an elastic beam which is clamped at one 
end and is subjected to a force applied perpendicular to its length. An application of Lagrange 
theory and the Hamiltonian principle leads to the equations of motion and these are defined by 
a system of nonlinear stiff initial value problems. The number of such equations depends on the 
way in which certain integrals involving the Green's function are discretized, and for the purpose 
of constructing a test example, we consider the case where there are 80 equations. This analysis 
is given in detail in [3, p. 8-11]. The eigenvalues of the Jacobian associated with this system 
are purely imaginary and vary in the range (-6400i, 6400i). The initial conditions are chosen 
so that the solution appears to be smooth, although in reality, it has high frequency oscillations 
with period ~ 2~r/6400 and amplitude ~ 10 -8. The region of integration of this problem is (0, 5). 
The results for this problem are given in Figure 2. We see again that the performance ofLSODE 
is poor, with the code restricted to order 2 being only slightly better than when the order is 
not restricted at all. The other three codes perform well with DESI being slightly the best and 
Radau5 being slightly the worst. However this behaviour is not typical for Radau5 which we 
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have generally found to be a very reliable and efficient code. We briefly mention a third problem 
which involves the method of lines solution of the time dependent PDE 
02U 0U 
Ot 2 + w-~ + aAAu = f(x, y, t). (3.7) 
This equation is fully explained in [3, p. 146] and describes the movement of a rectangular plate 
due to a car passing across it. Using a particular discretization of the space variable as described 
in [3], we obtain a linear homogeneous initial value problem. The Jacobian of this system has 
both real and complex eigenvalues of large modulus. The results for this plate problem for various 
codes are contained on the author's web page and again show the excellent results obtained by 
Radau5 and MEBDF compared with the other codes. It is quite clear from these results, and 
others that we have obtained, that the three codes Radau5, DESI, and MEBDF are well suited 
to solving the stiff oscillatory problem and that this problem, although still difficult, is not as 
intractable as it once was. 
"0  
e,, 
Iz. 
0 
"6 
0 
o 
BEAM problem - Work/Precision diagram 
4 
10 , , , , 
10 3 
10 2 
101 
I i 
DESI: 0 
RADAU5:  O 
MEBDF3:  o 
MEBDF7:  V 
LSODE2: ~" 
LSODE5: ¢= 
I 0 { i I i I I i i i 
0 1 2 3 4 5 6 7 8 9 
Number of correct digits in end point global error 
Figure 2. 
NOTE. We have been careful in this paper to compare widely available codes. The code Radan5 
is available from Hairer and Wanner [3, p. 565]. The DESI code is still under development and 
hopefully will be available soon. The code MEBDFDAE is available from NETLIB and from the 
author's web page on http://www, ma. ic .  ac. uk / ' j  cash/IYP_ Software/readme. html. 
In addition, the drivers (written in FORTRAN) for all the problems described in this paper 
are also available from the author's web page. This means that the results in this section should 
be simple to reproduce. In particular, the driver for the Beam problem describes fully the 80 
equations defining the problem, since these are too complicated to reproduce in this paper. 
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