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Abstract
We consider the continuous-time Linear-Quadratic-Regulator (LQR) problem in terms of
optimizing a real-valued matrix function over the set of feedback gains. The results developed are
in parallel to those in Bu et al. [1] for discrete-time LTI systems. In this direction, we characterize
several analytical properties (smoothness, coerciveness, quadratic growth) that are crucial in the
analysis of gradient-based algorithms. We also point out similarities and distinctive features of
the continuous time setup in comparison with its discrete time analog. First, we examine
three types of well-posed flows direct policy update for LQR: gradient flow, natural gradient
flow and the quasi-Newton flow. The coercive property of the corresponding cost function
suggests that these flows admit unique solutions while the gradient dominated property indicates
that the underling Lyapunov functionals decay at an exponential rate; quadratic growth on
the other hand guarantees that the trajectories of these flows are exponentially stable in the
sense of Lyapunov. We then discuss the forward Euler discretization of these flows, realized
as gradient descent, natural gradient descent and quasi-Newton iteration. We present stepsize
criteria for gradient descent and natural gradient descent, guaranteeing that both algorithms
converge linearly to the global optima. An optimal stepsize for the quasi-Newton iteration is
also proposed, guaranteeing a Q-quadratic convergence rate–and in the meantime–recovering the
Kleinman-Newton iteration. Lastly, we examine LQR state feedback synthesis with a sparsity
pattern. In this case, we develop the necessary formalism and insights for projected gradient
descent, allowing us to guarantee a sublinear rate of convergence to a first-order stationary
point.
1 Introduction
Linear-Quadratic-Regulator (LQR) has historically been one of the pillars of control theory. It
is formulated around an optimization problem to determine control inputs to a linear dynamical
system in order to minimize a given (integral) quadratic cost function over an infinite horizon.
From practical point of view, a fundamental property of LQR controller design is that the resulting
optimal input is in the form of state feedback; as such the optimal control input can be represented
as a constant feedback gain that acts on the state of the system [2,3]. The state feedback gain that
“solves” the the infinite-horizon LQR problem, in turn, can be obtained from solving the algebraic
Riccati equation (ARE). That is, in the traditional approach to LQR synthesis, the state feedback
gain is only obtained after obtaining the “certificate” or the cost-to-go for the underlying optimal
control problem. There is a large number of works on the solution of the ARE including those based
on iterative algorithms [4], algebraic solution methods [5], and semidefinite programming [6].
∗The authors are with the University of Washington; Emails: bu+amesbahi+mesbahi@uw.edu
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Although the cost function plays an important role in the LQR problem, it is generally difficult
to directly compute the optimal policy without going through the Riccati equation. This approach
in the meantime, is in sharp contrast to how one would typically go about minimizing a cost
function over the variable of interest, say, through a gradient descent. This is essentially due
to the dynamic nature of the control problem where an immediately optimal action may not be
optimal over the (infinite) time horizon. Recently, there has been a surge of interest in constructing
optimal control strategies directly. These studies have been partially inspired by the application of
learning algorithms, such as Reinforcement learning (RL), where using the principles of Dynamic
Programming (DP), one can devise real-time model-free methods for optimal control problems for
both continuous-time and discrete-time systems [7–13]. For example, it has been shown that the
solution of Q-learning policy iteration algorithm for discrete-time systems converges to the optimal
solution of the LQR problem [10].
Meanwhile with the emergence of complex distributed systems, it is becoming increasingly im-
portant to design a feedback controllers that abide by certain sparsity patterns mirroring the topol-
ogy of the system. In this setting, each node in the “network” forms its control action by only
employing local information from its neighbors. This structured synthesis problem has gained a lot
of attention in the systems and control community. However, there are a number of mathemati-
cal complications in formulating such problems. For example, even the existence of a structured
stabilizing gain matrix is nontrivial to assert. This general structured synthesis has a long history
in the control literature; we shall only list some of the relevant literature to the present work.1
For example, in [14], a combined primal-dual with penalty function method has been employed
to obtain a feedback controller with arbitrary constrained zero pattern. The work [15] proposes a
relaxed mixed-integer-semdefinite-programming via which the graph topology and sparsity pattern
are enforced. In [16], the authors use a projected gradient descent method to solve the structured
synthesis problem by projecting the solution onto the graph structure.
In this paper, similar to [16], we consider the problem of devising first order algorithms for
obtaining the optimal LQR state feedback gain for continuous LTI systems with guaranteed conver-
gence properties. In this direction, we first adjust the LQR problem formulation in order to make it
independent of the system initial conditions. In order to eliminate this dependence, we adopt a cost
function that sums the traditional LQR cost over a set of linearly independent initial conditions.
The new cost function can be viewed as a well-defined matrix function over stabilizing feedback
gains. We argue that this formulation (see § 3.2 for details) is necessary for the adoption of direct
learning algorithms for LQR-type problems. More importantly, in this setting, we prove that the
cost function is smooth, coercive and gradient dominant. We then proceed to show that the LQR
function over the set of stabilizing state feedback gains does attain a minimum as its sublevel sets
are compact. Then, using the topological and metrical properties of the set of static stabilizing
feedback gains, one can conclude that the optimization problem does attain its global minimum.
The problem of solving the discrete-time LQR using direct policy gradient has recently been
addressed in [17], where it is shown that direct policy gradient in fact converges to the optimal
feedback gain.2 In [17], the gradient dominance property, introduced in [19], is used to guarantee the
global convergence of gradient descent method. The present work focuses on LQR continuous-time
LTI systems. We first show the cost function for this continuous-time LQR is also gradient dominant.
We then discuss the autonomous gradient flow over the set of Hurwitz stabilizing controllers. For
this gradient flow, we show that there exists a unique trajectory for all time t and every initial
condition. We then show that the trajectory is exponentially stable in the Lyapunov sense. We
1We are concerned with directly updating the structured control polices.
2This setup was also considered in [18], without convergence analysis.
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next move on to the discretization of this gradient flow. In this direction, the required stepsize for
the discretized gradient descent algorithm can be adapted using the coerciveness of the cost function;
the stepsize selection requires particular attention as one needs to ensure that the updated feedback
gain remains stabilizing. As such, both the function value and feedback gains converge linearly
to the corresponding global minimums. For this purpose, we first introduce an expression for the
Hessian of the LQR cost function. Then, an upper bound on this Hessian over the sublevel set
determined by the initial condition is computed, which is sufficient to determine an upper bound
for the stepsize. By using a stepsize equal to the inverse of the computed bound, we can then
conclude the linear rate for the global convergence of gradient descent. Analogous results natural
gradient flow and quasi-Newton flow, as well as their discretized versions are also provided for
continuous LQR.
We then extend the proposed approach to the problem of designing feedback gains with an
arbitrary zero pattern. Our setup is inspired by the scheme adopted in [18] to solve discrete-time
LQR. We propose a formalism to set up the problem appropriately in the context of first order direct
policy updates- as such, projected gradient descent has a simple realization. The new optimization
problem over the set of structured stabilizing controllers does not necessary possess the “gradient
dominance” property. However, we are able to employ the machinery developed for unstructured
LQR for this extension. In particular, we first describe the initial-condition independent formulation
as necessary for the learning setting; we then show the cost function can be equivalently defined
as the unstructured LQR cost function restricted to the linear space defined by the interaction
graph G; as such, the cost function is smooth in the subspace topology and has a coercive property;
the gradient and Hessian can be thus clarified and a natural choice of stepsize can be acquired by
bounding the Hessian over the initial sublevel set.
We remark that the proofs here are parallel to those presented in [1]. However, since we are
dealing with continuous-time systems, the details are inevitably distinct. For completeness of our
presentation, we attempt to provide complete proofs as much as possible- occasionally, we point out
that the proofs closely parallel the discrete-time analogue and make the appropriate reference.
The remainder of this paper is structured as follows. The continuous LQR problem statement
and the related definitions are provided in § 3. The cost function over a set of linearly independent
initial conditions is also defined in § 3. In § 3.4, we show the initial condition independent formulation
of the LQR cost; the corresponding function is smooth, coercive and has compact sublevel sets. In
particular, we prove that the function is gradient dominant. § 4 introduces the autonomous gradient
system over the set of stabilizing controllers. We show the global existence and uniqueness of a
solution trajectory. Moreover, we prove that the trajectory is exponentially stable in the sense of
Lyapunov. In § 4.1, we discuss means of discretizing the gradient flow. We show that the Forward
Euler method with a suitable choice of stepsize would guarantee the linear convergence of both the
Lyapunov functional and the underlying iterates. We also discuss an application to solve structured
design by Projected Gradient Descent. In § 8, we present several simulation results to illustrate the
proposed results, and finally we conclude the paper in § 9.
2 Notation and Preliminaries
We denote by Mn×m(R) the set of n ×m real matrices and GLn(R) as the set of invertible square
matrices; Rn denotes the n-dimensional real Euclidean space with n = 1 identified with real number.
N denotes the set of natural numbers. Sn denotes the set of n × n real symmetric matrices. A⊺,
ρ(A), rank(A), Tr(A), vec(A), A⊗B, and rbd K represent the transpose of A, the spectral radius
of A, the rank of A, and the trace of A, the vectorization of A, Kronecker product A and B, the
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relative boundary of the set K, respectively. The real inner product between a pair of vectors x
and y is denoted by ⟨x, y⟩. ∥A∥2 denotes the spectral (operator) norm of a square matrix and ∥A∥F
denotes the Frobenius norm. Lastly, the notation A ⪰ B for two symmetric matrices refers to the
positive semi-definiteness of the matrix difference A −B; analogously for positive definiteness and
the notation “≻”.
We use Cω(U) to denote the set of real analytic functions over an open set U ⊆ Rn. A function
f ∶ U → R is C∞-smooth if it is infinitely differentiable. A function f is L-smooth when f is
continuously differentiable and the gradient is L-Lipschitz, i.e., ∥∇f(x) −∇f(y)∥ ≤ L∥x − y∥.
A pair (A,B) with A ∈ Mn×n(R) and B ∈ Mn×m(R) is controllable if it satisfies Kalman rank
condition [20]
rank([B,AB,A2B, . . . ,An−1B]) = n.
We will frequently use several linear algebra facts on matrix equations; some of these facts are
collected in the following proposition.
Proposition 2.1. The following relations hold:
a. vec(ABC) = (C⊺ ⊗A)vec(B).
b. When X ≻ 0,
M⊺XN +N⊺XM ⪰ −(aM⊺XM + 1
a
N⊺XN),(1)
M⊺XN +N⊺XM ⪯ aM⊺XM + 1
a
N⊺XN,(2)
where M,N ∈Mn×m(R) with m ≤ n and a ∈ R+.
c. Suppose A ∈Mn×n(R) is Hurwitz stable, i.e., maxiRe(λi(A)) < 0. Then
A⊺X +XA +Q = 0
has a unique solution. If Q ≻ 0, then X ≻ 0. Moreover, if Y satisfies
A⊺Y + Y A +O = 0,
with O ⪯ Q, then Y ⪯X.
The proofs of these observations can be found in [21].
3 Problem Setup and its Analytical Properties
In this section, we provide an overview of continuous-time LQR and in particular, its modified initial-
condition independent version, as well as analytic observations that we believe are of independent
interest. Although the reader might know of the extensive LQR literature, we note that some of
these observations have only become necessary when the LQR problem is viewed directly in terms
of optimizing an integral cost function over the set of stabilizing feedback gains. Throughout this
section and section 4,5, we shall focus on LQR with standard assumptions, i.e., (A,B) is stabilizable,
Q = Q⊺ ⪰ 0, R = R⊺ ≻ 0 and eigenvalues of A on the imaginary axis is (Q,A)-observale.
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3.1 Continuous Linear-Quadratic-Regulator Problem
In the standard setup of linear optimal control problems, we consider a continuous linear-time-
invariant system,
x˙(t) = Ax(t) +Bu(t),
where A ∈ Mn×n(R), B ∈ Mn×m(R) and (A,B) is stabilizable. The Linear-Quadratic-Regulator
problem is to devise a linear feedback controller K ∈ Mm×n(R), s.t., with u(t) = −Kx(t), in order
to minimize the following cost function,
J(x0) = ∫ ∞
0
[⟨x(t),Qx(t)⟩ + ⟨u(t),Ru(t)⟩]dt,
where x0 is the initial condition, Q = Q⊺ ⪰ 0, R = R⊺ ≻ 0. This problem is traditionally solved via
the principles of dynamic programming, leading to the Algebraic Riccati Equation (ARE) [3].
3.2 Cost function for direct policy update
In order to update the control policy directly, it will be conceptually appealing to consider the cost
function as a matrix function over the feedback gains. We may naively define J ∶Mm×n(R)→ R by,
K ↦ Jx0(K) = ∫ ∞
0
[⟨x(t),Qx(t)⟩ + ⟨u(t),Ru(t)⟩]dt(3)
for some fixed (nonzero) initial condition x0 ∈ Rn. Our first task in this direct optimization setup is
determining the domain over which the function is well-defined. In other words, we are interested
in effective domain of the function dom(J) = {K ∈Mm×n(R) ∶ Jx0(K) < +∞}. The answer to this
seemingly natural analytical question turns out to be subtle. If K is Hurwitz, i.e., all eigenvalues
of A −BK have negative real parts, then K ∈ dom(J). On the other hand, for a non-stabilizing
K, i.e., maxiRe(λi)(A −BK) ≥ 0, when the system matrix A −BK has both stable and unstable
modes, if x0 is chosen to be in the span of eigenspace corresponding to stable modes, J(K) < ∞.
Namely, {K ∶ A−BK is Hurwitz} is a proper subset of dom(J). Indeed, {K ∶ A−BK is Hurwitz}
is the interior of dom(J).
Lemma 3.1. Suppose that the nonzero x0 ∈ Rn is fixed. If J is defined by (3), then the setH := {K ∈Mm×n(R) ∶ A −BK is Hurwitz} is the interior of dom(J).
Proof. Clearly H ⊆ int(dom(J)). On the other hand, for any M ∈ dom(J) ∖H and every ε > 0,
by Proposition 3.1 in [22], there is some N ∈Mm×n(R) such that ∥M −N∥F < ε and the projection
of x0 onto every eigenvector of A −BN is nontrivial. We observe that ∥A −BM − (A −BN)∥F ≤∥B∥F ∥M −N∥F . Since max ○Re is continuous and max ○Re(A−BM) ≥ 0, ρ(A−BN) ≥ 0. As such,
Jx0(N) =∞ and N ∉ dom(J). So M ∉ int(dom(J)). Consequently, int(dom(J)) =H.
The lemma essentially implies that Jx0(K) is not differentiable everywhere on its domain. In-
deed, although Jx0(K) is differentiable in H, it is not differentiable on dom(J) ∖H. This compli-
cation is rather unnecessary as we are primarily interested in stabilizing controllers. This motivates
us to examine initial condition independent formulation for the LQR synthesis.3
3Indeed this is necessary to formulate an unconstrained optimization problem to implicitly deal with stability.
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3.3 Initial condition independent formulation of LQR
Ideally, the objective function f ∶Mm×n(R) → R for our LQR formulation has an effective domain
that coincides with the set of stabilizing feedback gains H. This can be achieved by choosing a
spanning set {x10, . . . , xn0} ⊆ Rn and defining,4
f(K) = n∑
j=1Jxj0(K).
As such, the function f would be infinite if K is not stabilizing (see Lemma 3.3 for details). The
initial condition independent LQR cost f now enjoys several favorable properties, e.g., f is differ-
entiable over its entire effective domain and diverges to infinity when K tends to the boundary of
the effective domain or when K diverges to infinity, i.e., f is coercive. More importantly, for every
K ∈ dom(f), f(K) can be written as,
f(K) = n∑
j=1 Tr(XXj0),(4)
where Xj0 = xj0(xj0)⊺ and X satisfies the Lyapunov matrix equation,(A −BK)⊺X +X(A −BK) +K⊺RK +Q = 0.(5)
Note that from a purely matrix function perspective, J
xj0
(K) does not necessarily admit the compact
form J
xj0
(K) = Tr(XXj0) for every K ∈ dom(Jxj0(K)). As explained in §3.2, this is due to the fact
thatX only makes sense when ifK is stabilizing but dom(J
xj0
(K)) contains non-stabilizing feedback
gains.
Remark. Alternatively, we could let x0 ∼ D where D denotes some probability distribution, and let
f(K) = Ex0∼D(J(x0)).
As long as the samples span the whole space with probability 1, the function enjoys same properties
as we have defined above. This is indeed the formulation adopted in [17,18]5.
3.4 Analytical Properties of the LQR cost function
In this section, we review some of the properties of f(K). In particular, we show that,
• f is a real analytic function over its domain.
• f is coercive and has compact sublevel sets.
• f is gradient dominated over all of its sublevel sets.
To simplify the notation, throughout the paper we shall denote,
AK := A −BK, Σ = n∑
j=1x
j
0(xj0)⊺, NK = RK −B⊺X.
To begin with, recall that H denotes the set of Hurwitiz stabilizing feedback gains H = {K ∈
Mm×n(R) ∶ A −BK is Hurwitz}. It is known that H is open, contractible and unbounded [23]. We
next observe that f is real analytic over H.
4Of course, we may choose the standard basis {e1, . . . , en}. The choice of arbitrary spanning set is to retain
generality.
5It is discrete LQR investigated in these work.
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Proposition 3.2. One has f ∈ Cω(H).
Proof. We note the map K ↦ X(K) where X(K) is the solution to the Lyapunov equation (5) is
Cω since
vec(X) = (I ⊗A⊺K +A⊺K ⊗ I)−1 vec(K⊺RK +Q)
and by Cramer’s Rules, the entries of X are rational functions in the entries of K. Moreover, f can
be viewed in terms of the following composition:
K ↦X(K)↦ Tr(XΣ);
hence f ∈ Cω(H).
We next observe that f is coercive6.
Lemma 3.3. The function f (4) is coercive, i.e.,
lim
Kj→K∈H f(Kj)→∞ and lim∥K∥→∞ f(K)→∞.
Proof. Suppose that {Kj} is a sequence inH converging toK ∈ ∂H. Denote the sequence {Xj} ⊆ S++n
to be the corresponding sequence of value matrices. We claim that the sequence diverges to infinity
in the 2-norm. Namely, ∥Xj∥2 → +∞ as j →∞. To show this, it suffices to show that the sequence
contains no bounded subsequence. We prove by contradiction. Suppose not, i.e., there exists some
bounded subsequence {Xnk}; then by Weirestrass-Balzano [?], there exists some subsubsequence{nkj} such that Xnkj →X for some X ⪰ 0. By continuity, X ⪰ 0 solves the Lyapunov equation,
A⊺KX +XAK +Q +K⊺RK = 0.
But this is a contradiction: if (λ, v) is an eigen pair of AK with λ = iβ for some β ∈ R, then we have
v⊺ (A⊺KX +XAK) v + v⊺(Q +K⊺RK)v = 0,
which implies that Qv = 0, Kv = 0 and Av = λv. This is a contradiction to the (Q,A) observability
of λ. Hence, {Xj} must be unbounded. It thus follows that Tr(XjΣ)→ +∞ as j → +∞.
On the other hand, we have
f(K) = Tr(ΣX) ≥ λmin(Σ)Tr(X) ≥ λmin(Σ)Tr(∫ ∞
0
eA
⊺
Kt(K⊺RK +Q)eAKtdt)
≥ λmin(Σ)Tr(K⊺RK +Q)λmin (∫ ∞
0
eA
⊺
KteAKtdt) .
We note that G := ∫ ∞0 eA⊺KteAKtdt is the solution of the Lyapunov equation,
A⊺KG +GAK + I = 0.
We observe that for the unit eigenvector v with Gv = λmin(G)v we have,
v⊺(A⊺KG +GA)v = −1 Ô⇒ λmin(G)v⊺(A⊺K +AK)v = −1 Ô⇒ λmin(G) = 1−v⊺(A⊺K +AK)v ,
6We adopt the convention in optimization: f is coercive if lim∥x∥→∞ f(x) = +∞. This property in control literature
sometimes is referred as weakly coercive [20].
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and
λmin(A⊺K +AK) = min∥u∥2=1u⊺(A +A⊺)u ≤ v⊺(A +A⊺)v.
Hence λmin(AK +A⊺K) < 0 and it follows that,
λmin(G) ≥ 1−λmin(AK +A⊺K) ≥ 1∥AK +A⊺K∥F ≥ 12∥A∥F + 2∥B∥F ∥K∥F .
Thereby,
f(K) ≥ λmin(Σ)(λmin(R)∥K∥2F +Tr(Q))
2∥A∥F + 2∥B∥F ∥K∥F .
This now implies that f(K)→ +∞ as ∥K∥F →∞.
As a consequence, all sublevel sets of f(K) are compact.
Corollary 3.3.1. For every α ∈ R, the sublevel set
Sα(f) := {K ∈H ∶ f(K) ≤ α}
is compact.
Proof. The proof is identical to the one of Corollary 3.7.1 in [1] and thus omitted.
As f ∈ Cω(H), we can now characterize the gradient and Hessian of f .
Proposition 3.4. For K ∈H, the gradient of f(K) is given by
∇f(K) = 2(RK −B⊺X)Y,
where
Y = ∫ ∞
0
eAKtΣeA
⊺
Ktdt.
Moreover, the action of Hessian ∇2f(K) is given by
∇2f(K)[E,E] = 2Tr(E⊺REY ) − 4Tr(ETB⊺(X ′(K)[E])Y ),
for every E ∈ Mm×n(R), where X ′(K) is the differential of the map K ↦ X(K) and X ′(K)[E]
denotes the action by matrix multiplication.7
The gradient formula can be found in [24–27]. As we shall derive the action of the Hessian, we
provide a derivation of gradient formula as well.
7To be more precise, the differential of X ∶ Mm×n(R) → Mn(R) is a map X ′ ∶ Mm×n(R) →L(Mm×n(R),L(Mm×n(R),Mn(R))) where L denotes bounded linear maps. As such, X ′(K) ∈ L(Mm×n(R),Mn(R))
and X ′(K)[E] ∈Mn(R).
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Proof. Note that f is the composition of K ↦ X(K) ↦ Tr(XΣ). Observe the differential X ′(K)
necessarily satisfies,
−(BE)⊺X −X(BE) +A⊺KX ′(K)[E] +X ′(K)[E]AK +E⊺RK +K⊺RE = 0.
It thus follows that X ′(K)[E] is uniquely defined and,
X ′(K)[E] = ∫ ∞
0
eA
⊺
Kt (−(BE)⊺X −X(BE) +E⊺RK +K⊺RE) eAKtdt.(6)
By the chain rule, we have,
∇f(K)[E] = Tr(X ′(K)[E]Σ) = 2⟨E, (RK −B⊺X)∫ ∞
0
eAKtΣeA
⊺
Ktdt⟩.
Hence, ∇f(K) = 2(RK −B⊺X)Y .
We also note that the differential Y ′(K) necessarily satisfies,
(−BE)Y − Y (BE)⊺ +AKY ′(K)[E] + Y ′(K)[E]A⊺K = 0.
Hence by the product rule, we have,
∇f(K)[E] = 2(RE −B⊺X ′(K)[E])Y + 2(RK −B⊺X)Y ′(K)[E].
It thus follows that,
∇2f(K)[E,E] = ⟨E,2(RE −B⊺X ′(K)[E])Y ⟩ + 2⟨E, (RK −B⊺X)Y ′(K)[E]⟩= 2Tr(E⊺REY ) − 4Tr(ETB⊺X ′(K)[E]Y ).
Remark. We may observe the global minimum K∗ has non-degenerate Hessian since X ′(K∗)[E] = 0
and ∇f(K∗)[E,E] = 2Tr(E⊺REY ), suggesting that ∇f(K∗) is positive definite.
Next, observe some “growth properties” of f (4). More specifically, we show that f is gradient
dominated [19] and has quadratic growth over its sublevel sets. Indeed, we shall bound f(K)−f(K∗)
in terms of Tr(N⊺KNK), a relation that will be used subsequently. Gradient dominated property is
a simple corollary of this fact by noting ∇f(K) = NKY (K).
Lemma 3.5. For every K ∈H, we have
λ1(Y )λ1(R)∥K −K∗∥2F ≤ f(K) − f(K∗) ≤ ∥Y∗∥λ1(R) Tr(N⊺KNK),
where Y∗ solves AK∗Y∗ + Y∗A⊺K∗ +Σ = 0 and Y solves AKY + Y A⊺K +Σ = 0.
Proof. We note that,
f(K) − f(K∗) = Tr ((X −X∗)Σ) .
Our task is essentially to estimate X −X∗. Recall that for K ∈H, X(K) satisfies the equation,
(A −BK)⊺X +X(A −BK) +K⊺RK +Q = 0,(7)
9
and X∗ solves, (A −BK∗)⊺X∗ +X∗(A −BK∗) +K⊺∗RK∗ +Q = 0.(8)
Taking the difference of (7) and (8) yields,
A⊺KX +XAK −A⊺K∗X∗ −X∗AK∗ +K⊺RK −K⊺∗RK∗ = 0.
A few algebraic operations of above equation yield (recall NK = RK −B⊺X),
(9) A⊺K∗(X −X∗) + (X −X∗)AK∗ + (K −K∗)⊺NK +N⊺K(K −K∗) − (K −K∗)⊺R(K −K∗) = 0,
By Proposition 2.1, for every α > 0, we have
(K −K∗)⊺NK +N⊺K(K −K∗) ⪯ αN⊺KNK + 1α(K −K∗)⊺(K −K∗).
Picking 1/α = λ1(R), we have
(K −K∗)⊺NK +N⊺K(K −K∗) − (K −K∗)⊺R(K −K∗) ⪯ 1λ1(R)N⊺KNK .
Let Z be the solution of the Lyapunov equation,
A⊺K∗Z +ZAK∗ + 1λ1(R)N⊺KNK = 0;
it thus follows that X −X∗ ⪯ Z. Hence,
f(K) − f(K∗) = Tr((X −X∗)Σ) ≤ Tr(ZΣ) = 1
λ1(R) Tr(∫ ∞0 eA⊺K∗ tN⊺KNKeAK∗ tdtΣ)≤ 1
λ1(R)λn (∫ ∞0 eAK∗ tΣeAK∗ tdt)Tr(N⊺N) = ∥Y∗∥λ1(R) Tr(N⊺N).
For quadratic growth property and following similar steps as in (9), we have
(10) A⊺K(X −X∗) + (X −X∗)AK + (K −K∗)⊺NK∗ +N⊺K∗(K −K∗) + (K −K∗)⊺R(K −K∗) = 0.
But noting that NK∗ = RK∗ −B⊺X∗ = 0, it follows that,
f(K) − f(K∗) = Tr ((K −K∗)⊺R(K −K∗)Y ) ≥ λ1(Y )λ1(R)∥K −K∗∥2F .
We now deduce that over any sublevel set, f(K) is gradient dominated and has quadratic growth
at K∗.
Corollary 3.5.1. For every K ≥H, over the sublevel set Sf(K) = {K ′ ∶ f(K ′) ≤ f(K)}, we have
τλ1(R)∥K ′ −K∗∥2F ≤ f(K ′) − f(K∗) ≤ ∥Y∗∥4τλ1(R)⟨∇f(K ′), f(K ′)⟩
for every K ′ ∈ Sf(K), where τ = minK′∈Sf(K) λ1(Y (K ′)).
Proof. We first note that,⟨∇f(K),∇f(K)⟩ = 4Tr(Y Y ⊺M⊺M) ≥ 4λ21(Y )Tr(M⊺M).
It suffices to lower bound λ21(Y ) over Sf(K0). But note that the map K ↦ Y (K) ↦ λ1(Y ) is
continuous; hence λ1(Y ) achieves minimum over the compact sublevel set and this minimum must
be positive since Y (K ′) is positive definite for every K ′ ∈ Sf(K). The other inequality is immediate
by the definition of τ .
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4 Gradient Flows on H
In this section, we shall examine the autonomous gradient system
K˙t = −∇f(Kt).(11)
This is a natural Ordinary Differential Equation(ODE) process to minimize the cost f(K) and it
can be seen as a continuous limit of gradient descent. The stability properties of gradient flow are
tightly related the convergence rate of the forward Euler discretization, namely gradient descent.
Elegent Lyapunov-type argument can be employed for proofs and can provide valuable insights on
proving the convergence rate of gradient descent. The results presented are in parallel to § 4 in [1].
We first observe the gradient system (11) is well-posed.
Lemma 4.1. For every initial condition K0 ∈ H, there exists a unique solution for all time t, i.e.,
a solution trajectory Kt ∈ C∞(R+,H) for the initial value problem⎧⎪⎪⎨⎪⎪⎩K˙t = −∇f(K),K(0) =K0.(12)
Moreover, the trajectory Kt depends smoothly on the initial condition K0.
Proof. Note K ↦ 2(RK −B⊺X)Y is C∞ smooth. The statement then follows from Corollary 3.3.1
and Proposition 3.7 in [28].
We now observe the trajectory of the gradient flow are exponentially stable.
Theorem 4.2. For K0 ∈ H, denote Kt the solution to the IVP (12). Then the trajectory Kt is
exponentially stable in Lyapunov sense, i.e.,∥Kt −K∗∥2F ≤ ceαt∥K0 −K∗∥2F ,
where c and α are constants determined by system parameters A,B,Q,R and initial condition K0.
To prove this theorem, we first observe that the energy functional V (Kt) := f(Kt) − f(K∗)
decays exponentially to 0.
Lemma 4.3. For K0 ∈H, denote Kt the solution to the IVP (12). Then
f(Kt) − f(K∗) ≤ eαt(f(K0) − f(K∗)),
where β is constant determined by system parameters A,B,Q,R and K0.
Proof. First observe
dV (Kt)
dt
= ⟨∇f(Kt), K˙t⟩ = −∥∇f(Kt)∥2F ≤ 0.
So f(Kt)−f(K∗) is monotonically decreasing. As such, the trajectory {Kt ∶ t ≥ 0} will be completely
contained in the sublevel set Sf(K0). Putting 1/α to be the constant in Corollary 3.5.1, i.e., f(K)−
f(K∗) ≤ (1/α)⟨∇f(K),∇f(K)⟩, we have
V˙ (Kt) = −⟨∇f(K),∇f(K)⟩ ≤ −αV (K).
It follows
f(Kt) − f(K∗) ≤ e−αt(f(K0) − f(K∗)).
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Proof to Theorem ?? (exponentially stable in Lyapunov sense)
Proof. We first observe the Lyapunov functional is smooth, positive definite and radially un-
bounded8, thus Kt is globally asymptotic stable, i.e.,
lim
t→∞Kt =K∗.
Now note
⟨Kt −K∗, K˙t⟩ = ⟨Kt −K∗,−∇f(Kt)⟩ = −Tr((Kt −K∗)⊺∇f(Kt))= −1
2
Tr ((Kt −K∗)⊺∇f(Kt) + (∇f(Kt))⊺(Kt −K∗)) .(13)
Observe
U := (Kt −K∗)⊺∇f(Kt) + [∇f(Kt)]⊺(Kt −K∗) ⪯ β[∇f(Kt)]⊺∇f(Kt) + 1β (Kt −K∗)⊺(Kt −K∗)
for every β > 0. Further note if we put τ = minK∈Sf(K0) λ1(YK), by Theorem 3.5.1, we have
∥Kt −K∗∥2F ≤ ∥Y∗∥τ2λ21(R)⟨∇f(Kt),∇f(Kt)⟩.
Thus putting β = √∥Y∗∥2λ21(R)τ2, we have
Tr(U) ≤ 2¿ÁÁÀ ∥Y∗∥2
λ21(R)τ2 Tr([∇f(Kt)]⊺∇f(Kt)) =: c′Tr([∇f(Kt)]⊺∇f(Kt)).
It follows
⟨Kt −K∗, K˙t⟩ = −⟨Kt −K∗,∇f(Kt)⟩ ≥ −c′
2
⟨∇f(Kt),∇f(Kt)⟩ = −c′
2
⟨∇f(Kt), K˙t⟩.(14)
Integrating both sides of (14) from t to ∞, we have
∫ ∞
t
⟨Kt −K∗, K˙t⟩ ≥ ∫ ∞
t
−c′
2
⟨K˙t,∇f(Kt)⟩ Ô⇒ −1
2
∥Kt −K∗∥2 ≥ c′
2
(−V (Kt))Ô⇒ ∥Kt −K∗∥2F ≤ c′V (Kt) ≤ c′e−αt(f(K0) − f(K∗)).
Putting c = c′(f(K0) − f(K∗))/(∥K0 −K∗∥2F ) completes the proof.
4.1 Discretization of Gradient Flow
In this section, we concern how to discretize gradient flow and acquire a convergent algorithm that
is suitable for computerized practices. As we have observed in Lemma 4.3 and Theorem ??, both
the energy functional and the trajectory converge exponentially to the stationary points, ideally we
shall acquire a gradient descent algorithm converging linearly for both the function value and the
iterates. In this direction, the forward Euler discretization of the gradient flow yields,
Kj+1 =Kj − ηj∇f(Kj),(15)
8In control literature, it sometimes refers as weakly coercive. But this is equivalent to coercive we have proved.
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where ηj is a nonnegative stepsize to be determined. The stepsize (or learning rate) should reflect
two principles during the iterative process: (1) stay stabilizing and (2) sufficiently decrease the
function value. In following, we shall see that the gradient dominated property leads to a stepsize
that results in a sufficient decrease in the function values while the coerciveness guarantees that
the acquired feedback gain is stabilizing. To begin, we observe that if Kj+1 = Kj − ηj∇f(Kj),
provided that Kj and Kj+1 are both stabilizing9, the difference of the value matrix Xj+1 −Xj can
be characterized as follows:
Lemma 4.4. If Kj+1 =Kj −ηj∇f(Kj) and Kj ,Kj+1 are both stabilizing, then Z :=Xj+1−Xj solves
the Lyapunov matrix equation,
A⊺Kj+1Z +ZAKj+1 − 2ηjY ⊺j N⊺jNj − 2ηjN⊺jNjYj + 4η2jY ⊺j N⊺jRNjYj = 0.
where we use simplified notation Nj and Yj to denote NKj and YKj .
Proof. Following the same strategy used in the proof of Lemma 3.5, namely, taking the difference
of the corresponding Lyapunov matrix equations, we observe that (recall NK = RK −B⊺X),
0 = A⊺Kj+1(Xj+1 −Xj) + (Xj+1 −Xj)AKj+1 + (Kj+1 −Kj)⊺Nj +N⊺j (Kj+1 −Kj)+ (Kj+1 −Kj)⊺R(Kj+1 −Kj).(16)
Substituting Kj+1 −Kj = −2ηjNjYj , we then have,
A⊺Kj+1Z +ZAKj+1 − 2ηjY ⊺j N⊺jNj − 2ηjN⊺jNjYj + 4η2jY ⊺j N⊺jRNjYj = 0.
We now observe that with appropriately chosen ηj , we can guarantee a sufficient decrease in the
function value while ensuring stabilization.
Lemma 4.5. Consider the sequence {Kj} generated by (15) with stepsize ηj. Denote by {Xj} the
corresponding Lyapunov matrix solutions with respect to {Kj}. When
ηj < √1
c
+ b2
4c2
− b
2c
with
bj = f(Kj)λn(R)
λ1(Q) + 4∥BNjYj∥2f(K)λ1(Q)λ1(Σ) , cj = 4λ1(R)∥BNjYj∥2f(K)λ1(Q)λ1(Σ) ,
then {Kj} is stabilizing for every j ≥ 0. In particular,
f(Kj+1) − f(Kj) < 0.
Before presenting the proof of this result, we shall first outline its basic idea. The crucial property
we shall leverage is the compactness of the sublevel sets, analogous to devising the stepsize. If we
start at a stabilizing control gain K where the gradient does not vanish and consider the ray of{K − η∇f(K) ∶ η ≥ 0}, by compactness of the sublevel set, there is some ζ for which f(K ′) = f(K),
where K ′ := K − ζ∇f(K) (See Figure 1). What we shall demonstrate is that with the stepsize ηj
given in the Lemma, if Kj+1 stays in the compact sublevel set, then Kj+1 must stay in the interior
of the sublevel set, namely, f(Kj+1) < f(Kj). We then proceed to examine two alternatives: (1)
Kj+1 is not stabilizing, or (2) Kj+1 is stabilizing but f(Kj+1) > f(Kj); either alternative would lead
to a contradiction.
9Mind that this is an important assumption as we shall use the solution to Lyapunov matrix equation; the
Lyapunov matrix equation is solvable if A −BK is Hurwitz stable.
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KK − ζ∇f(K)K − η∇f(K)
Figure 1: Gradient descent interacting with the level curves of f (4).
Proof. Suppose that the sequence generated by the choice of ηj is in fact stabilizing (to be proved
subsequently!). This is crucial in our analysis as we use the Lyapunov matrix equation for the closed
loop system, admitting a solution when Kj is stabilizing; without this assumption, the matrix Xj
is not well-defined. By Lemma 4.4, we have,
f(Kj+1) − f(Kj) = Tr((Xj+1 −Xj)Σ)= Tr(Yj+1 (−2ηjY ⊺j N⊺jNj − 2ηjN⊺jNjYj + 4η2jY ⊺j N⊺jRNjYj))≤ 4ηj Tr (N⊺jNj(−YjYj+1 + ηjλn(R)YjYj+1Yj)) ,
where the last equality follows from the cyclic property of matrix trace and Proposition 2.1. In
order to determine a stepsize ηj such that f(Kj+1) < f(Kj), we consider a univariate function,10
g(η) = Tr (N⊺N(Y Y (η) − ηλn(R)Y Y (η)Y )) ,
where Y (η) is the solution of the matrix equation,11
Y (η) = (A −B(K − η2NY ))Y (η) + Y (η)(A −B(K − η2NY ))⊺ +Σ.
Assuming that the choice of η ensures staying in the sublevel set of f(K), i.e., f(K−η2NY ) ≤ f(K),
we now examine whether g(η) > 0. By the Mean Value Theorem, we have
g(η) = g(0) + ηg′(θ),
for some θ ∈ [0, η]; first note that,
g′(θ) = Tr(N⊺N(Y Y ′(θ) − λn(R)Y Y (θ)Y − θλn(R)Y Y ′(θ)Y )),
and hence,
g(η) = Tr(N⊺N(Y 2 + ηY Y ′(θ) − ηλn(R)Y Y (θ)Y − ηθλn(R)Y Y ′(θ)Y ))= Tr(YN⊺NY (I − ηaY (θ) − η2λn(R)Y ′(θ))) + ηTr(N⊺NY Y ′(θ)Y −1Y )≥ Tr(YN⊺NY )(1 − ηλn(R)λn(Y (θ)) − η2λn(R)∥Y ′(θ)∥2 − η∥Y ′(θ)∥2∥Y −1∥2),
10We shall drop the indices in developing stepsizes for simiplicity.
11The function is not defined for every η > 0 but only for an interval for which K − η2MY is stabilizing.
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where the last inequality follows from Von Neumann’s trace inequality [21].12 Noting that ∥Y −1∥2 =
1/λ1(Y ), ensuring that g(η) > 0 reduces to characterizing η for which,
1 − ηaλn(Y (θ)) − η2λn(R)∥Y ′(θ)∥2 − η ∥Y ′(θ)∥2
λ1(Y ) > 0.
The largest eigenvalue of Y (θ) and largest singular value of Y ′(θ) over the sublevel set {K ′ ∶ f(K ′) ≤
f(K)} can be bounded as,
λn(Y (θ)) ≤ f(K)
λ1(Q) , ∥Y ′(θ)∥2 ≤ 4∥BNY ∥2f(K)λ1(Q)λ1(Σ) ;
the proofs of the inequalities are deferred to Appendix A. Noting
b ≥ aλn(Y (θ)) + ∥Y ′(θ)∥
λ1(Y ) , c ≥ a∥Y ′(θ)∥2;
it now suffices to determine η such that 1 − bη − cη2 > 0. As such, we require that,
η < √1
c
+ b2
4c2
− b
2c
.
It remains to show that if ηj is chosen as above, our two opening assumptions are valid: (1)
the sequence {Kj} is stabilizing, and (2) Kj+1 remains in the sublevel set of f(Kj). We prove
these by contradiction. First, note that we can not have Kj+1 be stabilizing while Kj+1 ∉ Sf(Kj).
Suppose that this is the case. The sublevel set SKj := {K ∶ f(K) ≤ f(Kj)} is compact and
the ray {Kj − ζ∇f(Kj) ∶ ζ ≥ 0} intersects the boundary of SKj for some ζ > 0; suppose that
K ′ =Kj −ζ ′∇f(Kj) ∈ ∂SKj , where ζ ′ is the smallest positive real number for which this intersection
occurs, i.e., the first time the ray intersects the boundary. It is clear ζ ′ must be greater than ηj as
otherwise we would have ζ ′ < ηj and f(Kj − ζ ′∇f(Kj)) < f(Kj), a contradiction13. Now we prove
that Kj is stabilizing. If not, we must have[0, ηj) ⊆ [0, ζ ′],
since otherwise, there exists s′ < ηj such that s′ = ζ ′ and f(K ′) = f(Kj), which would also contradict
the strict inequality f(K ′) < f(Kj).
With the lemma, it is straightforward to conclude the convergence rate.
Theorem 4.6. Putting dj = max(bj , cj) where bj , cj are given in Lemma 4.5, if ηj = √ 13dj + 19 − 13 ,
we have,
f(Kj) − f(K∗) ≤ qj(f(K0) − f(K∗)), and ∥Kj −K∗∥F ≤ c1qj/2,
where q ∈ (0,1) and c1 > 0 are constants.
Remark. ηj is acquired by noting that according to Lemma 4.5,
f(Kj) − f(Kj+1) ≥ 4Tr(YjN⊺jNjYj)(ηj − djη2j − djη3j ).
Maximizing ηj − djη2j − djη3j while esnuring 1 − djηj − djη2j > 0 yields the desired quantity.
12An explicit form of the inequality we use here can be found in [29].
13Note what we proved above is: if a stepsize is strictly smaller than ηj , the function value is strictly decreasing if
the gradient is not vanishing.
15
Proof. Note the proposed stepsize rule satisfies 1 − 2djηj − 3djη2j = 0. Putting rj = f(Kj) − f(K∗),
we observe that with the chosen stepsize ηj ,
rj − rj+1 ≥ 4Tr(YjM⊺jMjYj)(djη2j + 2d2jη3j ) =: νjrj .
It follows that,
rj+1 ≤ (1 − νj)rj =: qjrj .
By Proposition B.2, the proposed stepsize in Lemma 4.5 is bounded below, i.e., not vanishing.
Hence, the sequence {qj} is upper bounded away from 114,
qj ≤ q < 1.
Thereby,
f(Kj) − f(K∗) ≤ qj (f(K0) − f(K∗)) .
To show the convergence of the iterates, we first observe that,
∥Kj+1 −Kj∥2F = η2j ∥∇f(Kj)∥2F ≤ η2jτ rj≤ ηj
τ
qjr0,
with τ is as in (??). It is clear the sequence {ηj} ⊆ R+ is upper bounded, denoting as µ, namely
µ ≥ ηj for every j. The sequence of iterates {Kj} is thus Cauchy and converges to some stationary
point; however, there is only one stationary point K∗. This implies that limj→∞Kj =K∗ and hence,
∥Kj −K∗∥F = lim
n→∞ ∥Kj −Kn∥F ≤ ∞∑
j=n ∥Kj+1 −Kj∥F
≤ √µ
τ
r0
∞∑
j=n qj/2 =
√
µ
τ r0
1 −√q qj/2.
Remark. In our simulations, the linear rate is much better than what is estimated by the above
result.
5 Natural Gradient Flow on H
If we inspect the proof of the Lyapunov stability of the gradient system (Theorem ??), the positive
definite matrix Y does not affect the qualitative nature of these properties. Nevertheless, the matrix
Y introduces a constant factor in the corresponding upper bounds. In this section, we consider a
family of gradient systems of the form,
K˙t = −∇f(Kt)Y −γt = −2NtY 1−γt ,(17)
where γ > 0 is (real) scalar, Nt and Yt are simplified notation for NKt and YKt . As discussed
subsequently, such parameterized gradient system can achieve better convergence rate for different
values of γ. Viewing such a gradient flow in the context of a flow on a Riemannian manifold is
particularly pertinent.15 In fact, as H is open, it is a submanifold in Mm×n(R). The inner product
induced by Y γ , i.e., ⟨M,N⟩Y γ = Tr(M⊺NY γ) is a well-defined Riemannian metric over H.
14It is rather clear dj is lower bounded away from 0. So djη2j + 2d2jη3j > 0.
15We will see that in our case, it is better to choose γ other than γ = 1.
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Proposition 5.1. Over H, the inner product ⟨⋅, ⋅⟩Y (K)γ induces a Riemannian metric.
Proof. Note that Y (K) is positive definite for every K ∈ H. It suffices to show that Y (K) varies
smoothly with K. But this follows from,
vec(Y ) = (I ⊗AK −AK ⊗ I)−1 vec(Σ).
We can thus view H as a Riemannian manifold with metric induced by ⟨⋅, ⋅⟩Y γ ; the function
f ∶ H → R is then a scalar-valued function defined on this manifold. Let us now consider the
gradient of f , denoted by gradf , with respect to the Riemannian metric induced by ⟨⋅, ⋅⟩Y γ on H16.
Proposition 5.2. Over the Riemannian manifold (H, ⟨⋅, ⋅⟩Y γ), gradf = 2(RK −B⊺X)Y 1−γ.
Proof. It suffices to note that,
df(K)[E] = 2Tr(ETNKY ) = ⟨E,2NKY 1−γ⟩Y γ .
Now the gradient flow of interest on this manifold is,
K˙t = −gradf(Kt).
We observe that with respect to the Riemannian metric, the potential function decays at an expo-
nential rate (compare the difference with the gradient flow in Lemma 4.3).
Lemma 5.3. For K0 ∈H, denote K(t) as the solution of (17). Then
f(Kt) − f(K∗) ≤ e−rt(f(K0) − f(K∗)),
where r is a constant determined by the system parameters A,B,Q,R and K0.
Proof. The proof proceeds similar to Lemma 4.3. We only need to note that with respect to the
Riemannian metric,
V˙ (Kt) = df(Kt)K˙(t) = ⟨gradf(Kt), K˙t⟩Y γ = −4Tr(N⊺tNtY 2−γt ).
According to Lemma 3.5, we now have,
V˙ (Kt) ≤ −λ1(R)λ1(Y 2−γt )
λn(Y∗) V (Kt) ≤ −rV (Kt),
where
r = min
K∈Sf(K0)
λ1(R)λ1(Y 2−γt )
λn(Y∗) .
Note the compactness of the sublevel set Sf(K0) justifies the min operation and guarantees r > 0.
16We will use standard notations in Riemmaninan manifold theory [30]. For example, df will denote 1-form and
gradf will denote the gradient with respect to a Riemannian metric. As we are working in Euclidean space, we
implicitly identiy all tangent vectors by stardard isomorphism, i.e., TKH ≈Mm×n(R).
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Over the Riemannian manifold, the Lyapunov functional converges exponentially to the origin
via the natural gradient flow, which leads to an exponentially stable trajectory.
Theorem 5.4. Over (H, ⟨⋅, ⋅⟩Y γ), for the natural gradient flow (17), the energy functional f(Kt)−
f(K∗) converges exponentially to the origin. Moreover, the trajectory Kt is exponentially stable in
the sense of Lyapunov.
Proof. Over the Riemannian manifold (H, ⟨⋅, ⋅⟩Y γ), we have,
f(Kt) − f(K∗) = ∫ ∞
t
⟨gradf,gradf⟩Y γdt
= ∫ ∞
t
4Tr(M⊺t MtY 2−γt )dt.
Now by a smiliar computation in Theorem 4.2, we have
Tr(Y 1−γt N⊺t (Kt −K∗)) ≤ cTr(N⊺tNtY 2−γt ),
where c > 0 is some constant. So
f(Kt) − f(K∗) ≥ 4
c
∫ ∞
t
⟨NtY 1−γt ,Kt −K∗⟩Y γdt
≥ −2
c
∥Kt −K∗∥2F ∣∞t= 2
c
∥Kt −K∗∥2F .
Hence, ∥Kt −K∗∥2 ≤ V (Kt) ≤ e−rtV (0) with r = 2c .
Remark. We note that the convergence rate of trajectory Kt is dependent on λ1(Y ) and λn(Y ). For
example, when γ = 1 and Σ = 2I, then the natural gradient flow converges faster than the gradient
flow since λ1(Y ) > 1. On the other hand, if γ = 1 and λ1(Y ) < 1, then gradient flow converges
faster than natural gradient flow.17 Simulation results in §8 show that this parameterized gradient
flow offers a significant computational advantage for LQR.
We remark that in the particular case of γ = 1, the natural gradient flow has a favorable property
with respect to the induced flow on the value matrix Xt. Consider again the flow,
K˙t = −2(RKt −B⊺X),(18)
inducing the flow over the “value” matrix Xt :=X(Kt) given by,
X˙t = dXt
dK
K˙t.(19)
Lemma 5.5. For K0 ∈H, the gradient flow (18) induces a well-posed flow over the positive semidef-
inite cone Xt (19). Moreover, the trajectory {Xt} is monotonically decreasing in Loewner ordering.
Proof. The well-posedness follows from the well-posedness of {Kt}. To show that the trajectory is
monotonically decreasing, it suffices to observe,
X˙t = dXt
dK
K˙t = ∫ ∞
0
e
A⊺Kt t (K˙⊺tMt +M⊺t K˙t) eAKj tdt
= −∫ ∞
0
e
A⊺Kt t4M⊺t Mt)eAKj tdt ⪯ 0,
where the second inequality follows from (6).
17This can be done by an Σ that has a spectrum bounded by 1.
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Note that this monotonicity does not hold in general for gradient flow: in this case the flow is
dictated by Σ and along the trajectory, one can only guarantee that the function value Tr(XtΣ)
decreases.
5.1 Discretization of Natural Gradient Flow
In this section, we delve into the discretization of natural gradient flow; we shall only consider the
case when γ = 1.18 Specifically, we consider the gradient flow,
K˙t = −2(RKt −B⊺X).
The forward Euler discretization yields,
Kj+1 =Kj − 2ηjNj ,(20)
where ηj is the stepsize to be determined and recall Nj = RKj − B⊺Xj . In discretizing gradient
flow, our guideline is to choose a stepsize such that the function value is sufficiently decreased
while keeping iterates stabilizing. However, in natural gradient flow with γ = 1, we observe that by
Lemma 5.5: if we follow the natural gradient flow, the value matrix is monotonic with respect to the
semidefinite cone. This essentially means that taking a sufficiently small stepsize in the direction
of the natural gradient would guarantee a decrease in the value of the Lyapunov matrix solution
Xt+δ ⪯Xδ.
Lemma 5.6. Consider the sequence {Kj} generated by (20). Denote by {Xj} the corresponding
Lyapunov matrix solution with respect to Kj. If ηj < 1/λn(R), then Kj is stabilizing for every j ≥ 0
and Xj+1 ≺Xj. In particular, Z :=Xj+1 −Xj solves the Lyapunov matrix equation,
A⊺Kj+1Z +ZA⊺Kj+1 +N⊺j (−4ηjI + 4η2jR)Nj = 0.
Proof. The proof proceeds similarly to Lemma 4.5. First, we suppose that the sequence generated
by the choice of ηj is in fact stabilizing (to be proved subsequently). By Lemma 4.4,
A⊺Kj+1(Xj+1 −Xj) − (Xj+1 −Xj)AKj+1 + (Kj+1 −Kj)⊺Nj +N⊺j (Kj+1 −Kj)+ (Kj+1 −Kj)⊺R(Kj+1 −Kj) = 0.(21)
If Kj+1 −Kj = −2ηjNj , then
A⊺Kj+1(Xj+1 −Xj) − (Xj+1 −Xj)AKj+1 +N⊺j (−4ηjI + 4η2jR)Nj = 0.
Hence, if −4ηjI + 4η2jR ≺ 0, then Xj+1 ≺Xj . This can be guaranteed by choosing:
ηj < 1
λn(R) .
It now remains to show that if ηj is chosen as above, the sequence will be stabilizing. Suppose that
Kj is stabilizing. Note that the sublevel set SKj := {K ∶ f(K) ≤ f(Kj)} is compact and the ray
Kj − ζMj intersects the boundary of SKj for some ζ = ζ ′ > 0; suppose that K ′ = Kj − ζ ′Mj ∈ ∂SKj .
But this implies that [0, 1
λn(R)) ⊆ [0, ζ ′],
since otherwise, there would exist s′ < 1/λn(R) such that s′ = ζ ′ and f(Kj − s′Mj) = f(Kj),
contradicting f(Kj − s′M) < f(Kj).
18Other choices can be analyzed in a similar manner.
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The problem of determining the optimal stepsize can be done by minimizing the expression,
−4ηjI + 4η2j (R) ⪯ 0,
over the positive semidefinite cone. This is equivalent to minimizing,
−4ηj + 4η2j (λn(R)) ,
at ηj ∈ [0,1/λn(R)). Obviously, the optimal stepsize should be ηj = 1/(2λn(R)). With this choice
of stepsize, the function value converges linearly to the optimal value function.
Theorem 5.7. If ηj = 1/(2λn(R)), we have,
f(Kj) − f(K∗) ≤ qj0(f(K0) − f(K∗)), and ∥Kj −K∗∥F ≤ c2qj/20 .
where q0 = 1 − 4µλ1(R))/(λn(Y∗)λn(R) with µ = minK∈Sf(K0) λ1(Y (K)) and c2 is some positive
constant.
Proof. First note by Lemma ??, the sequence of value matrices {Xj} is monotonically decreasing
and bounded below. Thus Xj → X∗ as j →∞. We now characterize the convergence rate. Putting
rj = f(Kj) − f(K∗), we observe that with the chosen ηj ,
rj − rj+1 = Tr((Xj −Xj+1)Σ) ≥ Tr( 1
λn(R)N⊺jNjYj+1) ≥ λ1(Yj+1)λn(R) Tr(M⊺jMj) ≥ 4λ1(Yj+1)λ1(R)λn(Y∗)λn(R) rj .
It thus follows that,
rj+1 ≤ (1 − 4λ1(Yj+1)λ1(R)
λn(Y∗)λn(R) ) rj =: qjrj .
Putting µ = minK∈Sf(K0) λ1(Y (K))19, we have
qj = 1 − 4λ1(R)λ1(Yj+1)
λn(Y∗)λn(R) ≤ 1 − 4λ1(R)µλn(Y∗)λn(R) .
Thereby,
f(Kj) − f(K∗) ≤ qj0 (f(K0) − f(K∗)) .
The proof to the convergence of the iterates is almost identical to the one in Theorem 4.6.
6 Quasi-Newton Flow on H
In this section, we motivate a quasi-Newton flow over the set of stabilizing feedback gains (policy)H.20 As observed previously, the Hessian of the LQR cost f(K) is not positive definite everywhere.
As such, there is no well-defined notion of (global) Newton iteration over policy space. However,
examining Lemmas 4.4 and 5.6 allows us to derive a local second-order approximation of the LQR
cost under the Riemannian metric Y . With this metric, recall that the gradient of f is,
gradf(K) = 2(RK −B⊺X).
We now provide the second-order approximation of the cost function.
19This is justified by the fact that Xj is monotonically decreasing and thus stays in the compact sublevel set.
20The justification for calling this evolution a quasi-Newton flow becomes apparent subseqeuntly.
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Lemma 6.1. When K and K +∆K are both stabilizing for sufficiently small ∆K,21 then,
f(K +∆K) = f(K) + ⟨gradf(K),∆K⟩Y + ⟨∆K,R(∆K)⟩Y +R(∆K),
where ∥R(∆K)∥, the remainder of the approximation, is O(∥∆K∥2).
Proof. Suppose that XK+∆K and XK are the corresponding value matrices for K + ∆K and K,
respectively. By Lemma 5.6, we have,
f(K +∆K) − f(K) = Tr(YK+∆K(2MK∆K + (∆K)⊺R∆K)).(22)
where YK+∆K solves the Lyapunov equation,
AK+∆KYK+∆KA⊺K+∆K +Σ − YK+∆K = 0;
By continuity of Y with respect to K, for any matrix norm ∥ ⋅ ∥, we recongonize
∥YK+∆K − YK∥ ≈ O(∥∆K∥).
It follows
f(K +∆) ≈ f(K) + ⟨∆K,gradf(K)⟩Y + ⟨∆K,R(∆K)⟩Y .
Lemma 6.1 essentially states that we have a somewhat “good” local second-order approximation
of f(K) with respect to the Riemannian metric Y . We may now devise a flow to minimize f(K)
by minimizing this second-order approximation, namely,
K˙t = R−1gradf(Kt) = R−1(RKt −B⊺Xt) =Kt −R−1B⊺Xt.
The analysis presented in §4 and §5 allow us to obtain a streamlined proof of the convergence of
this flow; as such, we omit the proof.
6.1 Discretization of Quasi-Newton Flow
The quasi-Newton flow over H has interesting consequences in terms of its discretization: the
forward Euler leads to the iterative procedure
Kj+1 =Kj − ηjR−1gradf(Kj) =Kj − ηjR−1(2(RKj −B⊺Xj))(23)
with stepsize ηj to be determined; we shall show that with constant stepsize η = 12 , both the
function value and the iterates will converge quadratically to the optima. We first observe that
if η < 1, the corresponding sequence of value matrices {Xj} is monotonically decreasing over the
positive semidefinite cone.
Lemma 6.2. Consider the sequence {Kj} generated by (23). Denote by {Xj} the corresponding
Lyapunov matrix solution with respect to Kj. If ηj < 1, then Kj is stabilizing for every j ≥ 0 and
Xj+1 ⪯Xj. In particular Z :=Xj+1 −Xj ⪯ 0 solves the Lyapunov matrix equation,
A⊺Kj+1Z +ZAKj+1 + (−4ηj + 4η2j )N⊺jR−1Nj = 0.
21By openness of H, if ∆K is sufficiently small, K +∆K is stabilizing provided that K is.
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Proof. Suppose that with ηj < 1, the sequence generated by (23) are all stabilizing.22 Substituting
the update rule (23) in (21) yields,
A⊺Kj+1(Xj+1 −Xj) + (Xj+1 −Xj)AKj+1 + (−4ηj + 4η2j )N⊺jR−1Nj = 0.
It is now clear if ηj < 1, then Xj+1 −Xj ⪯ 0. To show the choice of ηj guaranteeing the stability of
A −BKj , we may follow almost the same argument as in the proofs of Lemmas 4.4 and 5.6.
The optimal stepsize for the quasi-Newton iteration is obtained by minimizing the quantity−4η + 4η2. As such, the optimal stepsize is ηj = 1/2 for every j. The corresponding update is then
equivalent to,
Kj+1 =Kj − 1
2
R−12(RKj −B⊺Xj) =Kj −Kj +R−1B⊺Xj = R−1B⊺Xj .(24)
Remark. With the optimal choice of stepsize as η = 1/2, the quasi-Newton over K coincides with
the Kleinman-Newton algorithm [31], obtained by considering the Newton iteration over the ARE.
We have thus provided an alternative point view of this algorithm: the algorithm can be obtained
directly over the policy space even without the ARE.
Theorem 6.3. With stepsize η = 1/2, the update (24) converges to the global minimum at a Q-
quadratic rate. Namely, there exists constants c > 0, c3 > 0, such that,
f(Kj) − f(K∗) ≤ c(f(Kj−1) − f(K∗))2 and ∥Kj −K∗∥F ≤ c3∥Kj−1 −K∗∥2F .
Proof. By Lemma 6.2 and noting RK∗ −B⊺X∗ = 0, we have
Xj+1 −X∗ = ∫ ∞
0
eA
⊺
j+1t(Kj+1 −K∗)⊺R(Kj+1 −K∗)eAj+1tt.(25)
It then follows that,
f(Kj+1) − f(K∗) = Tr((Xj+1 −X∗)Σ)= Tr(Yj+1(Kj+1 −K∗)⊺(Kj+1 −K∗))≤ ∥Yj+1∥2∥R∥2 Tr((Kj+1 −K∗)⊺(Kj+1 −K∗)).
But we note
Kj+1 −K∗ = R−1B⊺(Xj −X∗).
Hence,
∥Kj+1 −K∗∥F ≤ ∥R−1∥F ∥B∥F ∥Xj −X∗∥F .
Consequently,
f(Kj+1) − f(K∗) ≤ ∥R∥2∥Yj+1∥2∥Kj −K∗∥2F≤ ∥R∥2∥Yj+1∥2∥B∥F ∥R−1∥F ∥Xj −X∗∥2F≤ ∥R∥2∥B∥F ∥Yj+1∥2∥R−1∥F 1
λ21(Σ) (Tr((Xj −X∗)Σ))2=: c (f(Kj) − f(K∗))2 .
22Similar to the proof to Lemma 5.6, we need this assumption to make sense of defining the corresponding value
matrix sequence {Xj}.
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Note the sequence of value matrix {Xj} is monotonically decreasing in the PSD cone. Thus ∥Yj+1∥2
can be bounded by
∥Yj+1∥2 ≤ Tr(Yj+1) ≤ f(Kj+1)
λ1(Q) ≤ f(K0)λ1(Q) .
To establish the quadratic convergence of iterates, we observe by Proposition 2.1 and equation (25)
Tr(Xj+1 −X∗) ≥ λ1(R)λ1(Y∗)∥Kj+1 −K∗∥2F ,
Tr(Xj+1 −X∗) ≤ ∥R∥2∥Y∗∥2∥Kj+1 −K∗∥2F .
On the other hand,
Tr((Xj+1 −X∗)Σ) ≤ c(Tr((Xj −X∗)Σ))2≤ c(∥Σ∥Tr(Xj −X∗))2≤ c(∥Σ∥∥R∥2∥Y∗∥2∥Kj −K∗∥2F )2.
It follows,
∥Kj+1 −K∗∥2F ≤ c∥Σ∥2∥R∥22∥Y∗∥22λ1(Σ)λ1(R)λ1(Y∗)∥Kj −K∗∥4F .
7 Structured Controller Sythesis
In this section, we concern the problem of designing feedback gain K with linear structures. In
particular, we are mostly interested in those feedback gains with an arbitrary zero pattern. This
is a natural formulation of distributed networked systems modeled on a communication graphG = (V,E). In such setting, structured feedback gains reflecting the underlying interaction network
are of particular interest. If a subset of agents are accessible to be controlled upon and the control
law must only utilize the information of an agent and its neighbors, the feedback gains must have
a zero pattern that is compatible with communication graph, i.e., Kij = 0 if (i, j) ∉ E(G). We shall
emphasize in the scenario23 that the interaction network is modeled by a graph G = (V,E), each
agent can only have direct control over its own dynamics, using information from their own sensors
and from communicating with neighboring agents, i.e., B has a diagonal structure. If all agents
have their own control over their dynamic, without loss of generality, we suppose that B = I. If only
subsets of agents have direct control over their dynamic, without loss of generality, by permuting
the agents, we may assume
B = ( Im×m
0(n−m)×m) .
So we are interested in optimizing the cost function f(K) over the set
K = {K ∈ U ∶ A −BK ∈H},
where U is a linear subspace defined by the graph structure, i.e.,
U = {M ∈Mn×m(R) ∶Mi,j = 0 if and only if (i, j) /∈ E(G)}.
23Indeed, the most widely used model in networked systems.
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Projected gradient descent (PGD) is a natural choice in acquiring feedback gains in the set K. It
refers to the iterative procedure
Kj+1 = PK(Kj − t∇f(Kj)),(26)
where t is stepsize and will be determined in Lemma 7.2. One may immediately notice that the
geometry of K could be rather complicate. Indeed, this set could have exponentially many path
connected components (see [23]). But some favorable structures of A and the graph G would
guarantee K has only 1 connected component as pointed out in [23]. This is out of the scope of
this manuscript. We shall mainly concern how to update K in the path connected component we
initialize.
But even this modest goal faces difficulty: K has complicate geometry and one will ask how to
efficiently project onto K. We shall show next the seemingly relaxed updating rule
Kj+1 = PU(Kj − t∇f(Kj))
is equivalent to (26) where PU is an orthogonal projection onto the space U .
Theorem 7.1. The updating rule (26) is equivalent to
Kj+1 =Kj − tPU(∇f(Kj))
provided the initial condition K0 ∈ K.
The proof is almost verbatim to the proof to Theorem VI.1 in [22]. If we concern the restriction
g := f ∣K, it is also shown in [22] the procedure (26) is equivalent to the gradient descent on g. g is
coercive in its own right with ∇g(K) = PU(∇f(K)) and ∇2g(K) = ∇2f(K) for K ∈ K. It is now
clear by picking a constant step size 1/L with L = supK∈Sg(K0) ∥∇2g(K)∥, the procedure converges
to the first-order stationary point at a sublinear rate.
Lemma 7.2. Suppose K0 ∈ K and recall the sublevel set is given by Sg(K0) = {K ∈ K ∶ g(K) ≤
g(K0)}. Putting L = supK∈Sg(K0) ∥∇2g(K)∥, if the stepsize t in (26) is set to be t = 1/L, the sequence{Kj}∞j=0 generated by projected gradient descent (26) convergences to a first-order stationary point
at a sublinear rate, i.e., ∥∇g(Kj)∥2 → 0
at a sublinear rate of O(1/k).
Proof. This is straightforward by Lemma 7.4, Theorem 7.5 and Section 1.2.3 in [32].
We now observe L can be upper bounded (corresponding to a lower bound of step size) by
system parameters A,B, LQR weighting matrices Q,R, and initial conditon K0.
Lemma 7.3. On sublevel set Sg(K0), we have
sup
K∈Sf(K0) ∥∇2g(K)∥ ≤ supK∈Sg(K0) ∥∇2f(K)∥.
Proof. We only need to observe for each K ∈ K,∥∇2g(K)∥ = sup∥E∥F =1,E∈U⟨∇2g(K)[E],E⟩≤ sup∥E∥F =1⟨∇2g(K)[E],E⟩= sup∥E∥F =1⟨∇2f(K)[E],E⟩.
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Conceptually, starting from K0, as the sublevel set Sf(K0) is compact and the operator norm
of the Hessian is continuous, it achieves maximums L = supK∈Sf(K0) ∥∇2f(K)∥; this in turn implies
the gradient mapping ∇f(K) is Lipschitz. As a common practice in convex optimization, we might
choose constant stepsize η = 1/L. One must take more care in this scenario, since the sublevel set
is not convex, it is not clear that Kj+1 = Kj − (1/L)∇f(Kj) will remain in H even if Kj ∈ H. We
next observe 1/L is indeed a working choice due to the coerciveness of f(K).
The proofs of the following two observations are analogous to their discrete-time counterparts
in [22], and as such, they will be omitted.
Lemma 7.4. For K0 ∈ H with L = supK∈Sf(K0) ∥∇2f(K)∥, the sequence {Kj} generated by the
scheme (15) remains in H.
With gradient dominance property, we can show the following.
Lemma 7.5. For scheme (15), f(Kn) (respectively Kn) converges to f(K∗) (respectively K∗) at a
linear rate, i.e.,
f(Kn) − f(K∗) ≤ qn(f(K0) − f(K∗))∥Kn −K∗∥F ≤ c1qn∥K0 −K∗∥,
where q ∈ (0,1) and c1 > 0 are constants determined by system parameters A,B,Q,R and initial
condition K0.
7.1 Towards choosing a stepsize
In practice, we would like to choose a stepsize that is determined by system parameters and initial
condition. As we have pointed, this is equivalent to estimate an upper bound of the spectral norm
of the Hessian ∇2f(K) over the sublevel set Sf(K0). We shall denote the bound of the operator
norm of the Hessian ∇2f(K) on the sublevel set by L, namely
L = max
K∈Sf(K0) ∥∇2f(K)∥ = maxK∈Sf(K0) sup∥E∥F =1 ∣∇2f(K)[E,E]∣.
By triangle inequality,
∥∇2f(K)[E,E]∥ ≤ sup∥E∥F =1 2⟨E,REY ⟩+ 4 sup∥E∥F =1 ∣⟨E,B⊺X ′(K)[E]Y ⟩∣≤ 2 sup∥E∥F =1 ∥E⊺RE∥2 Tr(Y )+ 4 sup∥E∥F =1 ∥E⊺B⊺X ′(K)[E]∥2 Tr(Y ),(27)
where the last inequality follows from Theorem 2 in [29].
In what follows, we shall estimate each term in the expression (27). We first estimate an upper
bound of Y on Sf(K0). Recall Y is the solution to the matrix equation AKY + Y A⊺K +X0 = 0 and
can be written Y = ∫ ∞0 eAKtX0eA⊺Ktdt.
Proposition 7.6. If K ∈ Sf(K0), then Tr(Y ) ≤ f(K0)λmax(X0)/(λmin(Q)λmin(X0)).
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Proof. We first observe that,
Tr(Y ) = Tr(∫ ∞
0
eAKtX0eA
⊺
Ktdt)
= Tr(∫ ∞
0
eA
⊺
KteAKtdtX0)
≤ λmax(X0)Tr(∫ ∞
0
eA
⊺
KteAKtdt) .
Putting Z := ∫ ∞0 eA⊺KteAKtdt and note Z is the solution to the continuous Lyapunov matrix equation
A⊺KZ +ZAK + I = 0.
By Proposition 2.1,
Z ⪯ 1
λmin(Q)X,
since X0 ⪯ Q/(λmin(Q)). Hence,
Tr(Y ) ≤ Tr(X)λmax(X0)
λmin(Q)(28) ≤ Tr(XX0)λmax(X0)
λmin(X0)λmin(Q)≤ f(K0)λmax(X0)
λmin(X0)λmin(Q) .
We next bound the spectral norm X ′(K)[E] on Sf(K0).
Proposition 7.7. If K ∈ Sf(K0) and ∥E∥F = 1,∥X ′(K)[E]∥2 ≤ af(K0),
where a ∈ R+ is a scalar for which
aQ ⪰ f(K0)2
λmin(X0)I + λmax(B⊺B)I + λmax(R)I,
and a ≥ 1.
Proof. We note
A⊺KX ′(K)[E] +X ′(K)[E]AK= E⊺B⊺X +XBE −E⊺RK −K⊺RE⪯X⊺X +E⊺B⊺BE +E⊺RE +K⊺RK⪯X⊺X + (λmax(B⊺B) + λmax(R))I +K⊺RK(29)
⪯ f(K0)2
λmin(X0)I + λmax(B⊺B)I + λmax(R)I+K⊺RK =: V.
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Choosing a ∈ R such that aQ ⪰ V −K⊺RK24, then
X ′(K)[E] ⪯ aX ⪯ a f(K0)
λmin(X0)I.
Reversing all the inequalities, we conclude
∥X ′(K)[E]∥2 ≤ a f(K0)
λmin(X0) .
Combing all the bounds we have developed, we have an upper bound of L.
Lemma 7.8. On Sf(K0), the Lipschitz constant L of the gradient mapping is bounded by
L ≤ (2λmax(R) + 2∥B∥2af(K0)
P
λmin(X0)) f(K0)λmax(X0)
λmin(X0)λmin(Q) .
Proof. It suffices to show the Hessian is bounded by the desired quantity on the sublevel set. By
equation (27), we have
L ≤ 2λmax(R)Tr(Y ) + 2∥B∥2∥X ′(K)[E]∥2 Tr(Y ).
By Proposition 7.6 and 7.7, we have
L ≤ (2λmax(R) + 2∥B∥2af(K0)
P
λmin(X0)) f(K0)λmax(X0)
λmin(X0)λmin(Q) .
Remark. Adaptive Stepsize We may choose a larger stepsize in each iteration. As such, the
resulting stepsizes would be different among iterations. In iteration n, we observe we can take the
bound of Tr(Yn) as inequality (28) in Proposition 7.6; for X ′(Kn)[E], we note in inequality (29)
we may choose an(Q + K⊺nRKn) ⪰ X⊺nXn + (∥B∥22 + ∥R∥2)I + K⊺nRKn. Then in iteration n, the
Lipschitz bound could be
Ln ≤ (2∥R∥2 + 2∥B∥2(∥Xn∥22 + ∥R∥2 + ∥B∥22
+∥K⊺nRKn∥2)) Tr(Xn)λmax(X0)λmin(Q)
Ln will be dependent on the information of current iteration, namely Kn. But we note Ln will be
upper bounded by L in Lemma 7.8, so that the stepsizes will be lower bounded by 1/L.
24If a ≥ 1, then a is only determined by initial condition and systems parameters; otherwise, we might take
a′ = max(a,1).
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8 Numerical Results
8.1 Exponential Stability of Gradient Flow K˙t = −∇f(Kt)
We first demonstrate the exponential stability of the gradient system given by
K˙t = −∇f(Kt).
We choose a gradient flow over a dynamical system modeled over a path graph on 20 nodes in which
each node has its own input. The system is given by,
x˙(t) = Ax(t) +Bu(t),
where A =M − 2I with M being the Metropolis-Hastings weighting matrix [33]25 of the path graph
and B = I, guaranteeing the controllability of the pair (A,B). We set the cost matrices Q and R
to the identity matrix. The initial gain matrix is K0 = 0, which belongs to the set of stabilizing
feedback gains, based on the spectral properties of the Metropolis-Hastings weighting matrix.
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0 2 4 6 8 10 12 14
t
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
f
(K
t
)
−
f
(K
∗)
Lyapunov functional f(Kt)− f(K∗) along the trajectory Kt
Figure 3: Exponential Decay of the Lyapunov Functional
8.2 Gradient Descent for LQR control
We demonstrate the proposed discretization procedure for a dynamical system with the same setup
above, namely, the dynamical system is modeled over a path graph.
25We subtract the diagonal entries by 2 to make A Hurwitz stable.
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As shown in Lemma 7.5, Figure 4 demonstrates that the sequence of feedback gains is stabilizing
and converges to the global optimal feedback controller. Moreover, Figure 5 shows that the cost
function f(K) converges to f(K∗) at a linear rate.
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Figure 4: Convergence of the relative error for the feedback gain under gradient descent
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Figure 5: Convergence of the relative error for the LQR cost function under gradient descent
8.3 Projected Gradient Descent for LQR control
We now demonstrate Projected Gradient Descent for a dynamical system modeled over a (10,10)-
lollipop graph26. The system parameter A =M −2I is again the Metropolis-Hastings weights matrix
subtracted by 2I and B = I. The initial gain matrix is K0 = 0. In each iteration, the gain matrix is
updated by
Kn = PU(Kn−1 − t∇f(Kn−1)),
where the projection is equivalent to zeroing out the entries that do not correspond to edges of
the graph. As shown in Lemma 7.2, Figure 6 demonstrates that the sequence of feedback gains is
stabilizing and converges to a first-order stationary point. Moreover, Figure 7 shows that the cost
function f(K) converges.
26A lollipop graph consists a complete graph of 10 nodes and a path graph of 10 nodes.
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Figure 6: Convergence of the relative error for the feedback gain under centralized gradient descent
(red) and projected gradient descent (blue) on a lollipop graph.
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Figure 7: Convergence of the relative error for the LQR cost function under centralized gradient
descent (red) and projected gradient descent (blue) on a lollipop graph.
9 Concluding Remarks
The direct policy update for LQR as presented in this work has been inspired by recent success
of model-free approaches to optimal control problems that are data-driven, yet can enjoy certain
convergence properties. The work has been influenced by recent contributions on direct policy
updates for discrete-time LQR, and has aimed to highlight some of the differences as well similarities
between the continuous and discrete time settings. Along the way, we have clarified some of the
analytical intricacies of the LQR formulation, and proposed three classes of gradient flows and
their discretization for globally solving the LQR. The utility of direct policy updates for structured
control synthesis has also been discussed.
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A Bounding ∥Y (θ)∥2 and ∥Y ′(θ)∥2 in Lemma 4.5
Let us first bound ∥Y (θ)∥2.
Proposition A.1. Over the sublevel set Sf(K), we have for any K ′ ∈ Sf(K)
∥Y (K ′)∥ ≤ f(K)
λ1(Q) .
Proof. Note ∥Y (K ′)∥ ≤ Tr(Y ′). But
Tr(Y ′) = Tr(∫ ∞
0
eAK′ tΣeA⊺K′ tdt) = Tr(Σ∫ ∞
0
eA
⊺
K′ teAK′ tdt) =: Tr(ΣZ).
Observe Z solves the equation A⊺K′Z + ZAK′ + I = 0; as I ⪯ Q/λ1(Q), Z ⪯ XK′ where XK′ solves
the Lyapunov matrix equation A⊺K′XK′ +XK′AK′ +K ′⊺RK ′ +Q = 0. So
Tr(Y ′) ≤ Tr(ΣZ) ≤ Tr(ΣX ′)
λ1(Q) = f(K ′)λ1(Q) ≤ f(K)λ1(Q) .
Proposition A.2. Suppose that Kθ = K − 2θMY . Then for any θ such that f(Kθ) ≤ f(K), we
have
∥Y ′(θ)∥2 ≤ 4f(K)∥BMY ∥2
λ1(Q) .
Proof. Putting Aθ = A −BK + 2θBMY , Yθ solves
0 = AθYθ + YθA⊺θ +Σ.
Therefore, the derivative Y ′θ solves−AθY ′θ − Y ′θA⊺θ = 2BMY Yθ + Yθ(2BMY )⊺⪯ τ4BMY (BMY )⊺ + 1
τ
Yθ
⪯ (4τ∥BMY ∥22 + 1τ λn(Yθ))I.
This upper bound can be minimized by taking τ = √ 1
4∥BMY ∥22 . It thus follows that,−AθY ′θ − YθA⊺θ ≤ 4∥BMY ∥2λn(Yθ)I.
By Proposition 2.1, we have
Y ′θ ⪯ 4∥BMY ∥2λn(Yθ)λ1(Σ) Y.
Similarly we can prove
Y ′θ ⪰ −4∥BMY ∥2λn(Yθ)λ1(Σ) Y.
So we have
∥Y ′θ ∥2 ≤ 4∥BMY ∥2f(K)λ1(Q)λ1(Σ) .
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B Lower Bounding Stepsize ηj in Gradient Descent
We first bound the constant bj , cj defined in Lemma 4.5.
Proposition B.1. Over the sublevel set Sf(K0),
bj ≤ λn(R)f(K0) + ∥B∥2 (f(K0))2λ1(Σ) + 2 (f(K0))
2∥B∥2√(λn(R)+∥B∥22 f(K0)λ1(Σ) )f(K0)
λ1(Q)
λ1(Q) ,
cj ≤ 2(λn(R) + ∥B∥2 f(K0)λ1(Σ))∥B∥2f(K0)
√(λn(R) + ∥B∥22 f(K0)λ1(Σ) f(K0)λ1(Q)
λ1(Q) .
Proof. To derive an upper bound, we need to upper bound λn(R +B⊺XjB), ∥Yj∥2, ∥MKj∥2. Note
by virtually the same argument in Proposition ??, we can upper bounded ∥Yj∥2 by
∥Yj∥2 ≤ Tr(Yj) ≤ f(K0)
λ1(Q) .
By the proof in Theorem 5.7, we can upper bound ∥MKj∥2 by
∥MKj∥22 ≤ Tr(M⊺KjMKj) ≤ λn(R)f(K0).
The desired bounds can then be acquired by combining these bounds and triangular inequality.
Proposition B.2. The stepsize in Theorem 4.6 is lower bounded away from 0.
Proof. Putting dj = max{bj , cj}, then dj ≤ δ over the sublevel set Sf(K0) where δ > 0 is the maximum
of the two upper bounds in Proposition B.1. Now ηj can be seen
ηj = √ 1
dj
+ 1
9
− 1
3
≥ √1
δ
+ 1
9
− 1
3
> 0.
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