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Abstract
An algorithm for computing discrete, 2-dimensional, Euclidean Voronoi tessellations is presented. The
algorithm combines a limiting sweep circle approach with a nearest neighbor cellular approach. It reduces
the computational cost of the naïve approach while at the same time giving the Euclidean Voronoi tessel-
lations that simple nearest neighbor algorithms are unable to produce. The algorithm is shown, through
analytical methods, to produce good approximations to corresponding continuous Voronoi tessellations de-
pending on the definition of neighbor used in the nearest neighbor step and the mesh size. The quality of
different types of neighbor definitions are discussed as well as the computational cost. The algorithm is
general enough to be easily extended to higher dimensions and nonuniform meshes. The analysis lays the
groundwork for the computation of discrete centroidal Voronoi tessellations where some kind of numerical
integration is required.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction: Discrete Voronoi tessellations
We present an algorithm for approximating discretized Voronoi tessellations (VT’s) in the
plane that combines a nearest neighbor approach as in Algorithm 4.9.2 of [7] with a circular
contour sweep approach as in [2,4]. The algorithm is characterized by incrementally expanding
circles, called sweep circles, centered at each cluster center and claiming points within the circle
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Fig. 1. Parts (a)–(c) represent three steps in the algorithm about a single cluster center using Moore neighborhoods. After
each increment of the radius of the constraining circle, mesh points are allowed to claim newly eligible neighbors.
using a nearest neighbor algorithm as illustrated in Fig. 1. In this paper, we will establish rela-
tionships between the sweep circle parameters, the neighbor geometry and the resulting quality
of the approximation. We will also discuss the computational cost of the algorithm and show a
few examples.
Voronoi tessellations (VT’s) are fundamental geometric data structures that appear naturally in
a broad range of scientific areas including biology, statistics and computer science. For excellent
reviews of the theory and application of VT’s and similar domains see [1,5,7,8].
There is a good sized literature on the computation of discrete VT’s that provides many clever
alternatives to the brute force approach of simply finding the closest cluster center by computing
the distance to all of the cluster centers. Each alternative has different characteristics. For exam-
ple, Algorithm 4.9.2 in [7] is intuitive, highly parallelizeable and independent of the number of
cluster centers, but only produces L1- or L∞-metric VT’s and not the more desirable Euclidean
VT’s. The algorithms described in [4,9] are highly parallelized, produce Euclidean VT’s and are
efficient, but run on specialized parallel architectures, e.g. systolic screens. In [6] we find an al-
gorithm that is tree-based, produces Euclidean VT’s and runs on traditional serial architectures,
but is not easily parallelized and has a run-time dependent on the number of cluster centers. The
algorithm presented here is intuitive, parallelizeable, has run-times independent of the number
of cluster centers, is efficient and produces Euclidean VT’s.
Here we use the definition of discrete VT found in [4] in which ties arbitrarily go to the cluster
center with smallest index. Consider a convex, simply connected set Ω ⊆ R2 with the Euclidean
metric d and a collection of points, called cluster centers, C = {zk ∈ Ω | k = 1,2, . . . ,K}. The
Voronoi tessellation of C in Ω , denoted V(C,Ω), is the partition of Ω into disjoint sets, called
clusters or Voronoi polygons, P(zk,C,Ω), k = 1,2, . . . ,K such that
P(zk,C,Ω) =
{
x ∈ Ω ∣∣ d(x, zk) d(x, zj ), j = 1,2, . . . ,K,
and, if d(x, zk) = d(x, zj ), then k  j
}
.
Though the results presented here will generalize to higher dimensional, nonuniform and
nonrectangular discretizations and domains, for clarity, we consider only the case of VT’s in
which the cluster centers come from a uniform, rectangular discretization of the rectangle I =
[a, b] × [c, d] ⊂ R2.
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Fig. 2. (a) Moore neighborhood, (b) Neumann neighborhood, (c) peculiar neighborhood. The names come from [3].
Let M,N ∈ N, h = (b−a)/M and k = (d−c)/N . Let xi = a+h(i− 12 ), i = 1,2, . . . ,M , and
yj = c + k(j − 12 ), j = 1,2, . . . ,N . With this notation, let M= {(xi, yj ) | i = 1,2, . . . ,M, and
j = 1,2, . . . ,N} and C = {zk ∈M | k = 1,2, . . . ,K}.
In the remainder of the paper, we will refer to particular subsets of M called neighborhood
sets. Two commonly referred to neighborhood sets are shown in Fig. 2 along with an uncommon
neighborhood set. In the figure, the dark gray cells are neighbors of the light gray cells.
Definition 1.1. For m ∈M, a neighborhood set of m, denoted N (m), is a collection of mesh
points such that their convex hull, H(N (m)), has nonempty interior containing m and no other
mesh points. An element of N (m) is a neighbor of m.
For example, the Moore neighborhood set for a point m = (xi, yj ) ∈M with 1 < i < M and
1 < j < N is
N (m) = {(xi−1, yj−1), (xi−1, yj ), (xi−1, yj+1), (xi, yj−1),
(xi, yj+1), (xi+1, yj−1), (xi+1, yj ), (xi+1, yj+1)
}
.
Notice that m /∈N (m).
Given a mesh M, cluster centers C and neighbors defined by neighborhood sets, we outline
the algorithm to approximate the Voronoi tessellation of C in the mesh M—also known as a
discrete Voronoi tessellation. For the sake of presentation, we describe the algorithm without
consideration for the conditions which will insure that it is well defined. Section 2 is dedicated
to giving precise answers to those questions.
Algorithm 1.1. Consider the mesh, M, and the cluster centers,
C = {zk ∈M | k = 1,2, . . . ,K}.
In addition to representing its location, each mesh point stores a cluster index, that is either
a positive integer representing the cluster center that has claimed the mesh point or zero if the
mesh point is unclaimed. A cluster center, zk , claims a mesh point by setting the mesh point’s
cluster index to k.
A neighborhood set is chosen according to Definition 1.1 and applies to every mesh point.
Neighbors that are not elements of M, as in the case of boundary mesh points, are excluded
from consideration.
The algorithm proceeds as follows:
(1) Set all of the cluster indices to 0. Set the sweep circle initial radius, r , to a positive value. Set
the sweep circle radial increment, r , to a positive value and the radius index, , to 1.
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within the initial radius, r , of zk .
(3) While there are unclaimed mesh points:
(a) For each claimed mesh point, p, do:
(i) Claim all unclaimed neighbors that are within a distance r + r of p’s cluster
center for that cluster center.
(ii) If a neighbor is claimed by a different cluster center, but is closer to p’s cluster
center, claim it for p’s cluster center.
(iii) If a neighbor is claimed by a different cluster center, but is equidistant to p’s cluster
center, let it be claimed by the cluster center with the smaller index.
(b) Increment  by 1.
It should be noted that the algorithm, as described, is very inefficient. The efficiency can be
improved dramatically by ignoring claimed mesh points whose neighbors have all been claimed.
We leave the implementation of that cost saving improvement to the reader.
In Section 2, we will establish the relationship between the neighbor set geometry and the
parameters r and r in Algorithm 1.1. We will show that for appropriate choices of neighbor sets
and the parameters r and r , the algorithm provides a good approximation of the corresponding
continuous Voronoi tessellation, V(C, I ). In Section 3, we will show that the cost of the algorithm
is O(|M|) where |M| is the number of elements in M and apply the results of Section 2 to a
few specific examples.
2. Neighbor set analysis
In this section, we show that Algorithm 1.1 correctly assigns mesh points that are certain
distance from the corners of a Voronoi polygon in the corresponding continuous VT, V(C, I ).
Furthermore, we show that the distance is proportional to the fineness of the mesh.
The effective selection of r and r in Algorithm 1.1 depends on the geometry of the neighbor
sets used to define the term “neighbor” in step (3)(a). We begin this section by determining an
appropriate growth rate for the sweep circles.
Definition 2.1. For m ∈M, the inner radius of N (m), denoted ρ(N (m)), is the radius of the
largest circle centered at m that is contained in H(N (m)).
For example, if N (m) is a Moore neighborhood, then ρ(N (m)) = min{h, k}.
Theorem 2.1. Let m ∈M, r > 0,  ∈ N, r = ρ(N (m)) and B(c, r + r) be the closed ball
of radius r + r centered at the point c. If m satisfies 0 < d(m,B(c, r + r))  r , then
∃y ∈N (m) such that y /∈ B(c, r + ( + 1)r).
Proof. Assume 0 < d(m,B(c, r + r))  r . The inscribed circle about m in N (m) does
not lie entirely in B(c, r + ( + 1)r). Hence, H(N (m)) ⊂ B(c, r + ( + 1)r). By way
of contradiction, suppose N (m) ⊆ B(c, r + ( + 1)r), then since H(N (m)) is the small-
est convex set containing N (m) and B(c, r + ( + 1)r) is a convex set containing N (m),
we have H(N (m)) ⊆ B(c, r + ( + 1)r)—a contradiction. Thus, ∃y ∈ N (m) such that
y /∈ B(c, r + ( + 1)r). 
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neighbors of neighbors, Theorem 2.1 establishes a growth rate, r , that is compatible, i.e. that
does not exceed the inner radii of the neighborhood sets being used.
Next we begin the task of showing which mesh points are correctly claimed by Algorithm 1.1
relative to the corresponding continuous VT. The general approach will be to build paths of
neighbors back to points with known cluster indices. Interestingly, the answer relies on the
planar VT’s of neighborhood sets themselves. Let N˜ (m) :=N (m) ∪ {m} and consider the pla-
nar VT of N˜ (m) in R2, V(N˜ (m),R2). For a fixed m ∈M, let N (m) = {n1,n2, . . . ,nL}. Let
F :R2 → R be defined as
F(y) = max{d(m,y) − d(n,y)
∣∣  = 1,2, . . . ,L}.
The function F has the following properties which may be verified by the reader:
• F is continuous.
• F(y) 0, ∀y ∈ P(m, N˜ (m),R2) (here the overline represents the closure of the set).
• F(y) > 0, ∀y /∈ P(m, N˜ (m),R2).
• |F(y)|max{d(m,n) |  = 1,2, . . . ,L}.
• F attains its maximum at some n.
Geometrically, F(y) tells us how much we can “close” the distance to y, if at all, by moving
from m to one of its neighbors.
Theorem 2.2. For every  > 0 there is δ > 0 such that if d(y,P(m, N˜ (m),R2))  , then
F(y) > δ.
Proof. Let
P
(
m, N˜ (m),R2) := {y ∈ R2 ∣∣ d(y,P(m, N˜ (m),R2))< }
and consider F˜ () = min{F(y) | y ∈ ∂P(m, N˜ (m),R2)}. F˜ is a well-defined function of  > 0
since ∂P(m, N˜ (m),R2) is compact and F is continuous. It is not difficult to show that F is a
nondecreasing function when restricted to rays emanating from m. It follows that F˜ is nonde-
creasing and positive. If  > 0, then let δ = F˜ () > 0. Clearly, F(y) > δ for y ∈ R2 such that
d(y,P(m, N˜ (m),R2)) . 
This result shows that for any y that is a uniform distance away from the Voronoi polygon of
the mesh point, m, there is a neighbor that will close the distance to y by a minimum of δ.
We see from this result how important it is for m to lie in the interior of the convex hull
of neighbors since otherwise P(m, N˜ (m),R2) is not compact and a positive minimizer for F
cannot be guaranteed.
Finally, it should be noted that, in general, F depends implicitly on the choice of m. However,
for uniform meshes in which all the neighborhood sets have the same form, the particular choice
of m represents a simple translation of F . Hence, Theorem 2.2 applies uniformly in m.
Similar to the definition of path given in [4], we have:
Definition 2.2. A sequence of points inM, P(p0,ps) := (p0,p1, . . . ,ps), is a path from p0 to ps
if p+1 is in the neighborhood set of p for  = 0,1, . . . , s − 1.
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sets all of the same form, repeated applications of Theorem 2.2 allows one to construct a path,
P(m,y), where y ∈ P(m′, N˜ (m′),R2).
Definition 2.3. For m ∈M, the outer radius of N (m), denoted R(N (m)), is the radius of the
smallest circle about m that contains N (m).
Definition 2.4. For m ∈M, the Voronoi radius of N (m), denoted B(N (m)), is the radius of the
smallest circle about m that contains P(m, N˜ (m),R2).
For both the Moore and Neumann neighborhood sets R(N (m)) > B(N (m)). For neighbor-
hood (c) in Fig. 2, B(N (m)) >R(N (m)). We will proceed with neighborhood sets that satisfy
the former condition and make a remark on the latter afterwords.
The following theorem gives bounds on r and r that guarantee precise assignment of mesh
points more than a distance R(N (m)) from the boundary of the corresponding continuous
Voronoi polygon. Let M be a uniform mesh and the neighborhood sets all be of the same form.
For simplicity, let R=R(N (m)), B = B(m) and ρ = ρ(N (m)).
Theorem 2.3. For m ∈M, if B <R< 12 min{d(zi , zj ) | i = j}, r =R, r = ρ and B(m,R) ⊂
P(zk,C,R2), then Algorithm 1.1 claims m for zk .
Proof. Given the hypotheses, consider the line segment L := zkm. We will use Theorem 2.2, to
construct a path P(m,x) ⊂ {y ∈ R2 | d(y,L) <R} where x ∈ B(zk,R). Let  =R−B > 0 and
δ > 0 be the minimum value of F guaranteed by Theorem 2.2.
We generate the points in the path as follows: Let y0 = p0 = m and C(y0,R+ δ/2) be the
circle of radiusR+ δ/2 centered at y0. If it exists, let y1 be the intersection of L and C(y0,R+
δ/2) that is between zk and m. By Theorem 2.2, there is a neighbor, say p1, of p0 such that
d(y1,p1) <R. Also, note that d(y0,y1) > δ/2.
Again, if it exists, let y2 be the intersection of L and C(p1,R+δ/2) between zk and y1. There
is a neighbor, say p2, of p1 such that d(y2,p2) <R. Also, a straightforward application of the
triangle inequality gives d(y1,y2) > δ/2.
The sequence of points on the line segment, yi , and the path of mesh points, pi , generated by
continuing this process satisfy d(yi ,yi+1) > δ/2 and d(yi ,pi ) <R. Since L has finite length,
the condition d(yi ,yi+1) > δ/2 insures that the sequences are finite. The sequences terminate
when no intersection of L and C(pi ,R+ δ/2) exists between zk and yi . When this happens, it
is the case that final neighbor generated by this process, say p, satisfies d(zk,p) <R+ δ/2.
Either d(zk,p) < R or there is a neighbor, p+1, of p satisfying d(zk,p+1) < R. In ei-
ther case, the desired path, P(m,x) has been constructed. Furthermore, it follows that since
P(zk,C,R2) is convex we have {y ∈ R2 | d(y,L) < R} ⊂ P(zk,C,R2). Hence, P(m,x) ⊂
P(zk,C,R2).
The point, x, is claimed for zk in step (2) of Algorithm 1.1. Since r = ρ, Theorem 2.1
guarantees that in step (3)(a) pi+1 will be claimed at least by pi if it has not been claimed by
some other neighbor already. Since P(m,x) ⊂ P(zk,C,R2) and all of the sweep circles grow at
the same rate, once claimed for zk , step (3)(a) will insure that the elements of the path remain
claimed for zk . Hence, when R+ r > d(zk,m), m will be claimed for zk . 
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will incorrectly assign the center mesh point.
Corollary 2.1. For m ∈M, if B <R < 12 min{d(zi , zj ) | i = j}, r =R, r = ρ, B(m,R) ⊂
P(zk,C,R2) and n ∈N (m), then Algorithm 1.1 claims n for zk .
Proof. By Theorem 2.3, Algorithm 1.1 claims m for zk . Since n is a neighbor of m and inside
P(zk,C,R2), it too is claimed for zk . 
In the case of a tie, i.e. when a mesh point is equidistant from 2 or more cluster centers,
step (3)(a)(iii) of Algorithm 1.1 will assign the point to the cluster center with the smallest index.
Only points near corners of their corresponding Voronoi polygon are not accounted for by
Corollary 2.1. Figure 3 shows that such points will always present problems.
Finally, for the case where R< B, which is not addressed by Theorem 2.3 and Corollary 2.1,
it is the case that the initial radius in Algorithm 1.1, r , must satisfy B < r < 12 min{d(zi , zj ) |
i = j} and that B(m, r) ⊂ P(zk,C,R2). The conditions may prevent mesh points that are inside
P(zk,C,R2) but too near the boundaries from being assigned correctly.
3. Examples and computational costs
In this section, we apply the results of Section 2 to a few particular neighborhood sets and
discuss the computational cost of Algorithm 1.1.
3.1. Moore neighborhoods
For example, given m ∈M a uniform rectangular mesh with mesh size h in the horizontal
direction and k in the vertical direction, the Moore neighborhood in Fig. 2(a) has inner radius
ρ = min{h, k}, outer radius R = √h2 + k2 and Voronoi radius B = 12
√
h2 + k2. Since B <R,
Corollary 2.1 applies to any set of cluster centers satisfying 12 min{d(zi , zj ) | i = j} >
√
h2 + k2
with r = min{h, k} and the initial radius r = √h2 + k2.
3.2. Neumann neighborhoods
On the same mesh, the Neumann neighborhood in Fig. 2(b) has inner radius ρ = kh/√k2 +h2,
outer radiusR= max{h, k} and Voronoi radius B = 12
√
h2 + k2. Corollary 2.1 applies to any set
of cluster centers satisfying 12 min{d(zi , zj ) | i = j} > max{h, k} with r = kh/
√
k2 + h2 and
r = max{h, k}.
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If we use a uniform hexagonal mesh of mesh size h with hexagonal neighborhood sets, we
have inner radius ρ =
√
3
2 h, outer radius R = h and Voronoi radius of B = h√3 . In this case,
Corollary 2.1 applies for cluster centers satisfying 12 min{d(zi , zj ) | i = j} > h with r =
√
3
2 h
and r = h.
3.4. Computational cost
We finish with a remark on the computational cost of Algorithm 1.1. The cost of processing
a single mesh point depends only on the geometry of the neighborhood set and the number of
neighbors, N , and is, at worst, proportional to N R
ρ
, i.e. the length of time it takes for the sweep
circle to pass out of an active neighborhood set. If |M| is the number of points in the mesh, then
the cost of Algorithm 1.1 is O(|M|) and is independent of |C|, the number of cluster centers.
For the Moore and Neumann neighborhoods with h = k = 1, we have R
ρ
= √2. However,
the Neumann neighborhood with its smaller R will allow better resolution near the corners
of Voronoi polygons. Also, the Neumann neighborhood with only 4 neighbors, instead of the
8 found in a Moore neighborhood, reduces computational cost. A hexagonal neighborhood
with h = 1 gives R
ρ
= 2√
3
which is smaller than both the Neumann and Moore ratios, but has
6 neighbors. Its outer radius of 1 provides the same resolution near the corners as the Neumann
neighborhood.
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