Abstract. Biological network comparison is an essential but algorithmically challenging approach for the analysis of underlying data. A typical example is looking for certain subgraphs in a given network, such as subgraphs that maximize some function of their nodes' weights. However, the corresponding maximum-weight connected subgraph (mwcs) problem is known to be hard to approximate. In this contribution, we consider the problem of the simultaneous discovery of maximum weight subgraphs in two networks, whose nodes are matched by a mapping: the maximumweight cross-connected subgraphs (mwccs) problem. We provide inapproximability results for this problem. These results indicate that the complexity of the problem is conditioned both by the nature of the mapping function and by the topologies of the two networks. In particular, we show that the problem is inapproximable even when the mapping is an injective function and the input graphs are two binary trees. We also prove that it remains hard to approximate when the mapping is a bijective function and the input graphs are a graph and a binary tree. We further analyze a variant of the mwcs problem where the networks' nodes are assigned both a weight and a contribution value, that we call maximum-weight ratio-bounded connected subgraph (mwrbcs). We provide an FPT-algorithm for trees and an efficient dynamic programming solution for cycles. These algorithms allow us to derive a polynomial solution for mwccs applicable when (i) mwrbcs is polynomially solvable for one of the graphs and (ii) the set of subgraphs of the other graph is polynomially enumerable.
Introduction
Networks of interacting units are a core concept in modern biology that enables understanding of biological processes at the systems' level. In their most basic form biological networks are graphs where vertices represent biological entities such as genes or proteins and edges represent interactions between these entities. Increasingly advanced experimental methods are used to provide evidence of existing interactions and nowadays comprehensive resources provide access to this knowledge (see for example [6] and [10] ).
One of the key concepts to understand biological processes is that of modules within biological networks. Modules are considered to be sets of entities (genes, proteins, etc.) that function in a coordinated fashion or physically interact (for a review see [9] ). The problem of finding gene modules within a biological network was first solved using simulated annealing by Ideker et al. [7] .
A possible formulation for the problem of finding modules within a network is to look for connected sub-networks that maximize weights on the nodes. These weights typically represent some measure of biological activity, for example the expression level of genes. Finding the optimal (with respect to sum of weights) module in a biological network has been formally defined as the maximum (node-)weight connected subgraph problem (mwcs) [4] .
The mwcs problem is known to be hard to approximate [1] . Despite this complexity, there exist efficient exact solutions to this problem, using either reductions to the prize-collecting steiner tree problem [4] , or using branchand-cut mixed integer programming with node separation [1] .
One limitation of the existing formulation is that it only considers one network at a time. Indeed, several studies have demonstrated the added value of identifying biological processes that are conserved across different conditions or even different species [13, 8] as modules identified in single condition lack robustness [12] . We previously proposed a formulation for the identification of modules that are conserved across species. In our formulation, the two species are represented by two different networks with weighted nodes and we are provided with a mapping between the nodes of these networks. This mapping represents the similarity between genes or proteins across species, for example derived from orthology.
We formalized the identification of conserved modules as the maximumweight cross-connected subgraphs (mwccs) problem [5] which consists in the computation of two modules (connected subgraphs, one in each network), such that (i ) the cumulative sum of their node weights is maximal and (ii )t h e proportion of conserved nodes within the solution is greater than a fixed threshold α. We consider a node in one of the modules to be conserved if it is mapped to a node in the other module. We have proposed an efficient mixed-integer programming solution for this problem and provided a fast implementation 1 . In this paper, we investigate the algorithmic complexity of the mwccs problems. In the case of α = 0, the mwccs problem is as hard as the mwcs problem since it amounts to solving two independent mwcs instances. Here, we (i )e stablish the hardness of the problem when α = 1, corresponding to a complete conservation requirement where all nodes in a module must admit a mapped counterpart in the other module; and (ii ) provide polynomial exact algorithms for certain sub-cases and unfixed α. This paper is organized as follows. We recall basic definitions and problem formulation in Section 2 In Section 3, we provide inapproximability results for this problem when α = 1. These results indicate that the complexity of the problem is conditioned both by the nature of the mapping function and by the topologies of the two networks.
In particular, we show that the problem is inapproximable even when the mapping is an injective function and the input graphs are two binary trees. We also prove that it remains hard to approximate when the mapping is a bijective function and the input graphs are a graph and a binary tree. In Section 4, we study a variant of the mwcs problem where the networks' nodes are assigned both a weight and a contribution value, that we call maximum-weight ratiobounded connected subgraph (mwrbcs). We provide an FPT-algorithm for trees and an efficient dynamic programming solution for cycles. These algorithms allow us to derive a polynomial solution for mwccs applicable when (i ) mwrbcs is polynomially solvable for one of the graphs and (ii ) the set of subgraphs of the other graph is polynomially enumerable.
Preliminaries
Let us first recall the basic needed material related to graphs. A graph G =(V, E) consists of a set of vertices V and a set of edges (unordered pairs of vertices) E. We say that G is node-weighted if a function w :
has exactly the edges that appear in G over the vertex set
The mwcs and mwccs problems are formally defined as follows.
maximum (node-)weight connected subgraph problem (mwcs): Given a node-weighted graph G =( V, E), w its node-weighting function, find a subset
is connected, and P v2V ⇤ w(v)i s maximum. Roughly, mwcs consists in the discovery of the connected subgraph of maximal weight, in a node weighted (possibly negatively) graph. maximum-weight cross-connected subgraphs (mwccs): Given two nodeweighted graphs G 1 =( V 1 ,E 1 ) and G 2 =( V 2 ,E 2 ), w 1 and w 2 their respective node-weighting functions, a symmetric relation M (V 1 ,V 2 ), and an interconnection ratio α 2 [0, 1], mwccs asks to find two subsets of nodes V 1 ⇤ ✓ V 1 and V 2 ⇤ ✓ V 2 such that:
are connected, and 2. an α-fraction of the solution is M -related:
Inapproximability of MWCCS
We prove the inapproximability of two specific cases of the mwccs problem. First, we prove that if the mapping between G 1 and G 2 is an injective function and G 1 is a comb tree while G 2 is a binary tree, mwccs is APX-hard and can not be approximated within factor 1.0014. Then, we prove that if the mapping is a bijective function, the problem is as hard to approximate as when considering a tree and a graph. These results shade light on the role of the mapping with respect to the difficulty of the problem. Both proofs consist in an L-reduction from the APX-hard max-3sat(B) problem [11] : Given a collection C q = {c 1 ,...c q } of q clauses where each clause consists of a set of three literals over a finite set of n boolean variables V n = {x 1 ,...x n } and every literal occurs in at most B clauses, is there a truth assignment of V n satisfying the largest number of clauses of C q ? Proposition 1. The mwccs problem for a comb tree and a binary tree is APXhard and not approximable within factor 1.0014 even when the mapping M is an injective function.
We first describe how we build an instance of mwccs corresponding to an instance of max-3sat(B). Given any instance (C q ,V n ) of max-3sat(B),w e build a comb tree G 1 =( V 1 ,E 1 ) with weight function w 1 , a binary tree G 2 = (V 2 ,E 2 ) with weight function w 2 and a mapping M as follows.
The comb graph G 1 is defined as follows. The vertex set is
The edge set is given by the following equation.
The weight function w 1 is defined as follows: for all 1  i  n and 1  j  q,
Roughly, in G 1 there is a node for each clause (denoted by c j ) and for each literal (denoted by l i ) that represent the leaves of the comb. The spine of the comb contains dummy nodes for each clause (denoted by dc j ) and for each literal (denoted by dl i ) separated by a central node (denoted by r).
The binary tree G 2 =(V 2 ,E 2 ) with weight function w 2 is defined as follows. The vertex set is V 2 = {r,
The edge set E 2 is given by the following equation.
The weight function w 2 is defined as follows: for all 1  i  n,1 j  q and
Roughly, in G 2 there is a node for each literal of each clause (denoted by c k j ) and for each value of each literal (denoted by x i and x i ). Dummy nodes for literals have been duplicated (one for each value of the literal -that is dx i and dx i ). Dummy nodes for clauses have also been duplicated (one for each value of all literals -dc i j and dc i j ). The structure is not as easy to informally describe as for G 1 but the reader may refer to an illustration provided in Figure 1 .
Finally, the mapping M is an injective function from V 1 to V 2 defined as follows. Fig. 1 . Illustration of the construction of G1, G2,a n dM ,g i v e nCq = {(x1 ∨ x2 ∨ ¬x3), (¬x1 ∨ x2 ∨ x5), (¬x2 ∨ x3 ∨¬x4), (¬x3 ∨ x4 ∨¬x5)}. For readability, the mapping M is not drawn but represented as labels located on the nodes: any pair of nodes (one in G1 and one in G2) of similar inner label are mapped in M .
Let us prove that this construction is indeed an L-reduction from max3sat(B). More precisely, we will prove the following property. Lemma 1. There exists an assignment of V n satisfying at least m clauses of C q if and only if there exists a solution to mwccs of weight at least m.
Proof. ) Given an assignment A of V n satisfying m clauses of C q , we construct a solution to mwccs of weight m as follows. First, note that we can assume that any such solution to mwccs is canonical, meaning that V ⇤ 2 does not contain both vertices x i and x i for all 1  i  n. Indeed, by contradiction, suppose there exists a solution such that {x i , x i }✓V ⇤ 2 for a given 1  i  n.T h e n ,{x i , x i } in G 2 induce a negative weight of −2B. This negative contribution can at most be compensated by the weight of the corresponding literal node in G 1 (w 1 (l i )=B) and at most B clause nodes in G 1 (B ≥ P w 1 (c j )w h e r ex i 2 c j or x i 2 c j ) since every literal occurs in at most B clauses in C q . Therefore, such local configuration does not provide any positive contribution to the solution and can be transformed into a better solution by removing one of the sub-trees rooted in {x i , x i }. We will consider hereafter that m is the weight of the resulting canonical solution. We further assume that m>1 since otherwise we can build a trivial assignment A = {c 1 1 =1 } of V n that is satisfying at least one clause of C q .
Let A be an assignment of V n such that for all 1  i  n if x i 2 V ⇤ 2 then x i = 1 and x i = 0 otherwise. Note that, since our solution is canonical, each literal has been assigned a single boolean value in A. Let us now prove that this assignment satisfies at least m clauses of C q .
First, note that since our solution is canonical and we require any node of V As already stated, to be part of the solution any node in V ⇤ 1 has a mapping counterpart in V ⇤ 2 . Thus, for each node in C 1 , there should be a node of C 2 ✓ {c
More precisely, by construction, any node c j in V 1 has exactly three mapping counterparts in V 2 (that is {c k j | 1  k  3}) and for each c j 2C 1 at least one of these mapping counterparts has to belong to C 2 .
Finally, since both
have to be connected, each node in C 2 ,s a yc k j , should be connected by a path to a node x i or x i ,s a yx i , for some
. By construction, this is the case if x i is the k-th literal of the clause c j for some 1  k  3. Thus, A is an assignment that satisfies any clause c j such that the clause node c j belongs to V ⇤ 1 . As already stated |C 1 | = m. u t The above reduction linearly preserves the approximation since the weights of optimal solutions of the problems correspond and there exists an assignment of V n satisfying at least m clauses of C q if and only if there exists a solution to mwccs of weight at least m. Hence, given an approximation to mwccs, one can derive an algorithm for max-3sat(B) with the same approximation ratio. Since max-3sat(B), B ≥ 3, is APX-hard [11] and max-3sat(B) for B = 6 is not approximable within factor 1.0014 [3] , so is mwccs, which proves Proposition 1.
Let us now prove a similar result for mwccs problem when the mapping is a bijective function.
Proposition 2. The mwccs problem for a graph and a tree is APX-hard and not approximable within factor 1.0014 even when the mapping is a bijective function.
Proof. Given any instance (C q ,V n ) of max-3sat(B), we build a graph G 1 = (V 1 ,E 1 ) with weight function w 1 ,at r e eG 2 =(V 2 ,E 2 ) with weight function w 2 and a mapping M as follows. The graph G 1 has the vertex set
and the edge set defined by the following equation.
The weight function w 1 is defined as follows: for all 1  k  3, 1  i  n and 1  j  q, w 1 (l i )=B, w 1 (c j ) = 1 and w 1 (r)=w 1 (c k j )=w 1 (x i )=w 1 (x i ) = 0. Roughly, in G 1 there is a node for each clause (denoted by c j ), for each of the three literals of each clause (denoted by c k j ), for each literal (denoted by l i ) and for each valuation of each literal (denoted by x i , x i ). Clause nodes and literal nodes are separated by a central node r.
The tree G 2 is defined as follows. The vertex set is V 2 = V 1 , the edge set is given by the following equation:
The weight function w 2 is defined as follows: for all 1  k  3, 1  i  n and
Roughly, in G 2 all the nodes except the ones in {c
form a star centered in node r. The nodes representing the literal of the clause (that is c k j ) are connected to their corresponding variable nodes (that is x i or x i ).
Finally, the mapping M is a bijective function from V 1 to V 2 defined as the identity (that is each node in V 1 is mapped to the node of similar label in V 2 ). Fig. 2 . Illustration of the construction of G1, G2,a n dM ,g i v e nCq = {(x1 ∨ x2 ∨ ¬x3), (¬x1 ∨ x2 ∨ x5), (¬x2 ∨ x3 ∨¬x4), (¬x3 ∨ x4 ∨¬x5)}. For readability, the mapping M is not drawn but deduced from the labels of the nodes; any pair of nodes (one in G1 and one in G2) of similar label are mapped in M .
Let us prove that this construction is indeed an L-reduction from max3sat(B). More precisely, we will prove the following property.
Lemma 2.
There exists an assignment of V n satisfying at least m clauses of C q if and only if there exists a solution (not necessarily optimal) to mwccs of weight at least m.
Proof. ) Given an assignment A of V n satisfying m clauses of C q , we construct a solution to mwccs of weight m as follows.
Let
contributes B ⇥ n + m to the overall weight of the solution, that is B for each of the l i and +1 for each satisfied clause, while G 2 [V ⇤ 2 ] contributes −B ⇥ n to the overall weight of the solution since exactly one of each variable node (i.e., x i and x i ) has been kept. The overall solution is valid and of total weight m.
( Given any solution V ⇤ ✓ V 1 to mwccs of weight m, we construct a solution to the max-3sat(B) problem satisfying at least m clauses as follows.
First, note that, as in the previous construction, we can assume that any such solution to mwccs is canonical meaning that V ⇤ does not contain both vertices x i and x i for any 1  i  n.
Let A be an assignment of V n such that for all 1  i  n,i fx i 2 V ⇤ then x i = 1 and x i = 0 otherwise. Note that, since our solution is canonical, each literal has been assigned a single boolean value in A. Let us now prove that this assignment satisfies at least m clauses of C q .
First, note that since our solution is canonical, as in the previous construction, the weight m of the solution can only be induced by m clause nodes of G 1 , say
Since both
have to be connected, any solution with m>1 will include node r in V ⇤ . Thus, for each node c j 2C 1 there should be a node of {c
, in order for nodes r and c k j to be connected, the corresponding literal node (that is x i or x i ), say x i -has to be kept in V ⇤ . By construction, this is the case if x i is the k-th literal of clause c j .T h u s ,A is an assignment that satisfies any clause c j such that the clause node c j belongs to V ⇤ . As already stated |C 1 | = m. u t The above reduction linearly preserves the approximation and proves Proposition 2.
A general algorithm for some polynomial cases of MWCCS
In this section, we consider the general version of the problem where α is given in the input rather than being fixed, but where the mapping is restricted to a partial function (any element of V 1 has at most one image in V 2 ) and G 1 to a polynomially enumerable graph. We will consider each subgraph of G 1 as part of a candidate solution and will try to find the best subgraph in G 2 , that is a subgraph that maximizes the total weight of the candidate solution and such that at least an α-fraction of the nodes of G 1 and G 2 in the solution are M -related. The optimal solution will be the maximum among the candidate ones. We suppose that there is a polynomial number of subgraphs of G 1 . For ev-
Informally, the contribution function provides for each node of V 2 the number of inverse images, given that G 0 1 is supposed to be the candidate solution. Given G 2 =( V 2 ,E 2 ), its weight-function w 2 and its contribution function c, the problem now corresponds to the discovery of the connected subgraph of maximum weight such that the ratio of the sum of contributions over the number of nodes in the solution is greater than or equal to α. We call this problem the maximum-weight ratio-bounded connected subgraph (mwrbcs) problem defined formally as follow: Given a node-weighted graph G =( V, E), its node-weighting function w : V ! R, its contribution function c : V ! N, and a ratio 2 α 2 [0, 1] find a subset V ⇤ ✓ V such that:
1. the induced graph G [V ⇤ ] is connected, and 2. the ratio of the sum of contributions over the number of nodes in the solution is greater than or equal to α, that is P
Proposition 3. mwrbcs is as difficult as mwcs.
Proof. Indeed, when 8v 2 V, c(v)=1t h emwcs and mwrbcs problems are equivalent. Thus, mwrbcs is hard to approximate for general graphs. u t Let us show now that it is polynomial for bounded degree trees. Proof. Let us consider the mwrbcs problem for a d-ary tree. We define a dynamic programming strategy with a O(n 2d+1 ) time complexity. This leads to a Fixed-Parameter Tractable algorithm for the problem. The basic idea is to define a 3-dimensional table T of size |V |⇥ P v2V c(v) ⇥|V | that stores the maximum weight of a subtree rooted in v of size s and of total contribution tc.
The optimal subtree can be reconstructed from the table by finding the entry with the maximal weight and where the contribution ratio is not violated, and backtracking from that entry on the selected tc i 's and s i 's from the max function. Each entry of the table can be computed in O(n d−1 ) (that is, an integer partition of |V | into d parts) time and there are O(n 3 ) of them, which leads to the overall complexity. u t As paths and cycles are trees of degree 1, using the preceding result leads to an O(n 3 ) algorithm for these cases. However, one can achieve a better complexity.
Proposition 5. mwrbcs is solvable in O(n 2 ) time for paths and cycles.
Proof. Let us first consider the mwrbcs problem for paths. Leveraging the linearity of the graph structure, we define a dynamic programming strategy with an O(n 2 ) time complexity. The idea is to define two 2-dimensional tables T w and T tc with n 2 entries each and that store respectively, for each pair of indices, the maximum weight and the total contribution, of the corresponding graph. Let us consider a given orientation in the path with the node at the starting end as the reference node, of index 0. Every candidate solution (a subpath) in the path can then be defined as a pair of positions, the first element being the starting position as an index number, the second element being the size of the candidate solution. The main idea being that increasing the indices one by one enables us to update the weights and total contributions incrementally.
Formally, let us denote the k-th node of the graph in the predefined orientation by n k , we have for all 0  i  j  n:
The optimal subpath is defined by the indices of the entry with the maximal weight and where the contribution ratio is not violated (i.e., for any (i, j)s . t .
2 ) entry of the tables can be computed in constant time, leading to the overall complexity. For cycles, the trick consists in taking any linearization of the cycle and merging two copies of the corresponding linearization as the input path. This ensures that we will consider any candidate solution (i.e., simple subpath of the cycle). The time complexity is preserved. u t
Conclusion
In this contribution we provide the first deep complexity analysis of the mwccs problem and show several interesting results. There still remain numerous pertinent questions to be answered. First of all, generalizing the problem to more than two graphs is of interest; even if the hardness results will hold, what practical solutions can be derived? We also would like to study the complexity effect of the relaxation of the connectivity constraints. Finally, it would be relevant to further analyse the links that can be set up between mwrbcs and variants of mwcs such as the budget constraint one.
