Abstract. We describe hashing of data bases as a problem of information and coding theory. It is shown that the triangle inequality for the Hamming distances between binary vectors may essentially decrease the computational e orts of a search for a pattern in the data base. Introduction of the Lee distance in the space, which consists of the Hamming distances, leads to a new metric space where the triangle inequality can be e ectively used.
Introduction
One of important problems in computer science can be represented as follows : we have given a collection of items, and we wish to store these items and upon demand retrieve the items whose key-values match given keyvalues. A particular approach to the storage and retrieval problem is known as hashing when we use the key-value of an item to compute an address for the storage of the item. Since the mapping between keys and addresses is not one-to-one, the events when di erent keys have the same address may take place; these events are known as collisions, and their resolution is of the main interest for a hashing scheme [1] [2] [3] [4] .
Similar ideas form the basis for the procedures which are referred to as external hashing 5] . It is known that the cost per storage increases as the access time decreases. Main memories are usually of the random access time. Since their size is limited with the cost requirements, the data bases are stored in the secondary memory with a rather slow access 6]. The hashing technique can essentially reduce the total number of accesses required if the values of a hash function applied to the keys of each item of the data base are stored in the main memory. To nd the item with a certain key we calculate the value of the hash function for that key and access only the items whose key-values have the same value of the hash function. In the present paper, we address the external hashing and formulate the following problem (to simplify formalization, the item and its key value are associated) : we have given a collection of items which are binary vectors of the same length stored on the external memory, and a part of random access memory (RAM) that can be lled with the values of a hash function corresponding to each item. For a given pattern, which is a binary vector of the same length as the items, we must nd all the items located at the Hamming distance less than a xed threshold value.
We develop the external hashing in two directions. First, the value of the threshold can be positive, and it puts some restrictions on the hash functions allowed since we want to get information about the Hamming distances between binary vectors based on the comparison of the values of the hash function corresponding to these vectors. To make it possible, we use the metric properties of the Hamming space and extend some approaches by V. Koshelev 7] to the problem of nding the neighbouring points in random digital elds (these results are brie y stated in Section 3). Second, we repre-sent the hashing problem as a special case of the data compression problem and use some results of coding theory which lead to the hashing procedure with the minimal possible average number of accesses to the external memory when the threshold is equal to zero (the optimality of the algorithm for positive thresholds is an open problem).
The basic quantity, we are interested in, is the number of accesses to the external memory after the use of the data stored in RAM. This quantity should be minimized in the average over all possible data bases and all posible patterns. It means that the hashing procedure must be xed when we are not given a particular data base, but a probability distribution on data bases. Section 3 contains an example when conventional hashing schemes may lead to essentially di erent results for di erent probability distributions, and the best result is attained when each item is an independently chosen binary vector. Our hashing scheme gives the same result (in asymptotical sence) for any probability distribution.
The hashing procedure, introduced in the paper, is parametrized by a binary matrix, called a code. A random coding method 8], developed for the hashing scheme, leads to the theorem of an existence type, i.e., we claim that there exists a code such that the average number of accesses to the external memory is upperbounded by some expression. If the size of the data base exponentially grows with the length of the items, then the size of a code grows slower than a linear function of that length. Therefore, we can nd a good code much easier compared to a similar problem in coding theory where the size of the code is usually assumed to be an exponential function of the code length.
>From a formal point of view, the basic idea of the paper can be represented as an introduction of the Lee metric over the space consisting of the Hamming distances between binary vectors, since it gives an opportunity to organize an e ective procedure of selecting the vectors which can be close to each other in the Hamming sence. Some properties of coverings of the Hamming space in the Lee metric, developed in the paper, can be usefull for a universal data compression with a dely criterion 8, 9] .
The paper is organized as follows. In Section 2, we formulate the mathematical problem and the main result. In Section 3, we discuss possible indirect estimations of the Hamming distance between binary vectors. The hashing algorithm, based on these estimations, is described in Section 4. In Section 5, we prove the main result. Section 6 contains an example of the hashing procedure applied to the data base consisting of 50 names of the states of U.S.A. Some illustrations of hashing methods and proofs of auxiliary results are given in Appendix.
2 Mathematical Model for Search Problem.
Formulation of Results
Let X be a binary matrix of size M L that will be referred to as the data base (DB ) and let x 2 f0; 1g L be a vector that will be referred to as pattern. Let x 1 ; :::; x M be the rows of the matrix X that will be referred to as records of the DB . The problem is to form the set J T (x; X) = f j : d H (x; x j ) T g (2.1) for given x;X; and a threshold value T, where d H ( ; ) denotes the Hamming distance.
We suppose that the DB is stored on the external memory of the computer, but a preprocessing of the DB is possible, and there are Ml bits of RAM available to store the results. The operations should be de ned by a function f, which maps the binary vectors of length L to the binary vectors of length l. The l-tuples f(x 1 ); :::; f(x M ) contain information about x 1 ; :::; x M , which may be used for selecting the numbers of records that are close to a given pattern using the Hamming distance as the measure of closeness. We can write the results of this selection via the values of a Boolean function ' T , which is de ned for all pairs (x; f(x 1 )); :::; (x; f(x M )) and equal to 1 for the pairs (x; f(x j )); j 2 J T (x; X). Thus, we represent hashing of the DB as an assignment of the functions :
f :
x j 2 f0; 1g L ?! f0; 1g l ; ' T : (x; f(x j )) 2 f0; 1g L f0; 1g l ?! f0; 1g: (2.2) such that the following statement :
is valid for all vectors x;x j 2 f0; 1g L . The functions f and ' T will be referred to as encoding and decoding, respectively. In general, the function f may depend on T; but we restrict our attention to the case when only the decoding depends on T:
Remarks. In computer science, the function f is referred to as a hash function, and hashing as an assignement of such a function. This situation follows from the fact that if T = 0 then ' 0 = f ?1 : In our case, T can be positive, and it is not evident how to assign ' T : Note that the similar problems arise in noiseless data compression and in data compression with a dely criterion 8,9].
Using (2.3), we conclude that J T (x; X) J(x; Xjf;' T ); (2.4) where J(x; Xjf;' T ) = f j : ' T (x; f(x j )) = 1 g: (2.5) Therefore, the problem can be solved in two steps :
1) to calculate ' T (x; f(x 1 )); :::; ' T (x; f(x M )) using the data, which are stored in RAM, and to construct the set J(x; Xjf;' T ); 2) to transmit the records x j ; j 2 J(x; Xjf;' T ) from the external memory to RAM and to construct the set J T (x; X) after calculation of the Hamming distances d H (x; x j ) and their comparison with the threshold value T. The complexity of the procedure is determined by the number of computations at the rst and at the second step. However, supposing that the transmission plays the determining role, we characterize e ectiveness of the algorithm by the quantity N T (x; Xjf;' T ) = j J(x; Xjf;' T ) ? J T (x; X) j (2.6)
Hereafter, denotes the indicator function : f g = 1 if the statement is true, and 0 otherwise. These transmissions can be interpreted as 'extra' transmissions.
Suppose that the matrix X is chosen as a DB with the probability P(X), and the vector x 2 f0; 1g L appears as a pattern with the probability p(xjX).
is the average number of "extra" transmissions. We set the mathematical problem as the minimization of (2.7) for given p and P over all admissible pairs (f; ' T ). In other words, it is required to evaluate the following function: N T (p; P) = min f;' T N T (p; Pjf; ' T ); (2.8) where the minimum is taken over all pairs (f; ' T ) satisfying (2.2) and (2.3). The aim of the paper is to propose an encoding and decoding method providing a su ciently strong upper bound on the expression at the right hand side of (2.7) when T is small as compared to L
1=2
. Obviously, the bound, we will obtain, is also an upper bound on N T (p; P).
Note that the same problem is also possible when the DB is xed. However, it is included into our considerations because there are no restrictions on P, which may be de ned as 0 for all DBs that do not coincide with a xed one. The problem, we have formulated, is more general since, in practice, contents of the DB may be changed during operations. Corollary. Let T + 2 = (2 "L) =2 (2.13) and P(X) > 0 ) x i 6 = x j for all i 6 = j;
The proofs are given in Section 5.
Discussion.
1. The key point of the statement above is the fact that the expression at the right hand side of (2.16) does not depend on p and P: Let us suppose that T = 0 and the pattern is one of the records of the DB, chosen in accordance with the uniform distribution. Suppose also that the rst l bits of each record are stored in RAM. If all the records are random vectors whose components are independently chosen from f0; 1g with the probability 1/2, then the average number of 'extra' transmissions to RAM is equal to M 2 ?l , and we cannot improve this result. having the same pre xes of length l ). Thus, the characteristics of the hashing algorithm can be essentially di erent in the rst and in the second cases. Furthermore, it is not evident how to organize a hashing procedure in the second case to get M 2 ?l as a number of 'extra' transmissions, since the position of the cluster is a uniformly distributed random variable. The theorem above shows that such a procedure exists, and the proof gives a construction of the hash function. 2. The proof of the Theorem shows that in order to calculate f (x j ) we nd the Hamming distances between x j and l= log 2 q 0 binary vectors that are chosen in a special way and then nd the Lee distances between these numbers and l= log 2 q 0 integers stored in RAM; q 0 = (2 "L) 1=2 .
To calculate ' T (x; f (x j )); we compare the obtained Lee distances with the threshold value T. The complexity of these operations and the required size of RAM may be neglected in compare to the computational e orts needed to access the external memory and transmit a record to RAM. 3. A simple generalization of the proof of the Theorem allows us to claim that there exists the same pair (f ; ' T ); providing the bound (2.10) multiplied by L =2 ; for all T < L =2 . This increment practically does not a ect the exponent of the bound when L is large enough. 
This means that if we observe a sequence of m independent random variables, such that every component is distributed in accordance with the binomial distribution and m is large enough, then, roughly speaking, it is su cient to have approximately m log 2 q L=2 bits to store this sequence. In our case, we can, in principle, get this sequence, selecting m l= log 2 Besides, we need to provide the property that any record of the DB, which is close to a given pattern, should not be missed in the rst step of the decoding procedure.
1. If T = 0, then any function f, transforming binary vectors of length L to binary vectors of length l may be used for encoding. Then the decoding consists of calculation of the value of this function for a given pattern and selection of all the records of the DB, which have the same value. However, if T > 0, then using a function, which is a distance, i.e., the triangle inequality is valid, we can decrease the computational e orts compared to an arbitrary function. The distance function, as it follows from our results, can be also e ectivelly used when T = 0. 2. The triangle inequality is known as a tool, which allows us essentially reduce the number of measurements of the Hamming distances in the problem of nding the neibouring points in random digital The idea of introducing the Lee distance in our problem is based on an observation that, mainly, the pairs of binary vectors of length L are located at the Hamming distance, which is close to L=2: Therefore, we expect, that direct use of (3.1) to restrict the domain of the search leads to a non-optimal tradeo between the number of 'extra' transmissions of records from the external memory and the size of RAM, required to store the results of preprocessing.
Let q be an integer, and d H (c; x j ) denote the remainder of division of d H (c; x j ) by q. .3), based on the Lee distance. To store a value of the Lee distance, we need to have only log 2 q bits instead of log 2 (L+1) bits for a value of the Hamming distance, and this hashing method may lead to more e ective tradeo between the accuracy of a lower bound on d H (x; x j ) and the required size of RAM. We will examine this point in the next sections, and the properties of the Lee distance, which are given below, will be used. This inequality coincides with (2.10), and Theorem has been proved.
To prove the Corollary we minimize the expression at the right hand side of (2.10) on all integers M t (Xjx), satisfying the restrictions :
Hence, if M satis es (2.15), then the numbers M t (Xjx) should be as large as possible for t = 0; :::; "L and all the other numbers should be equal to zero. Therefore,
Let us assign q = ; where exp 2 z = 2 z for all z. Using (2.17) we conclude that the expression at the right hand side of (5.3) coincides with (2.16).
An Example of Hashing Procedure
Let us suppose that the DB consists of the binary representations (in ASCII codes) of the names of 50 states of U.S.A., written in capital letters. Then M = 50 and L = 13 8 = 104; since 13 is the maximal length of the names (for example, MASSACHUSETTS) and we assume that the gaps are added to each name of length less than 13.
This example was considered in 10], where a hashing procedure, which assigns a unique integer, belonging to the set f1; :::; 53g; to each name, was
proposed. The procedure is based on the observation that it is possible to pick up two letters, k 1 and k 2 ; from each name in such a way that all the pairs (k 1 ; k 2 ) are di erent. An integer, corresponding to the pair (k 1 ; k 2 ); is assigned as v 1 (k 1 ) + v 2 (k 2 ); where v 1 and v 2 are integer-valued functions constructed in a special way. The letters k 1 and k 2 were chosen from a name of length r in accordance with the following algorithm : 1) if r = 9; then k 1 is the last letter and k 2 is the third letter;
2) if r 6 = 9; then k 1 is the rst letter and k 2 is the (7 ? br=2c)-th letter, where br=2c denotes the maximal integer such that br=2c r=2:
A generalization of this procedure to the other DBs seems to be di cult.
Let us suppose that l = 8; i.e., one byte can be used to store a representative of each name in RAM. If we assign two codewords of length 104, then this byte can be constructed in such a way that the 4k-th,..., the 4k+3-rd bits contain the Hamming distance between the element of the DB and the k-th codeword, reduced modulo 16, where k = 0; 1: For example, the codewords can be given by the matrix (we use the hexadecimal notations) C = A1 C6 87 B4 DD 52 23 20 D9 9E 7F 4C 95 AA 9B 38 11 76 77 E4 4D 02 13 50 49 4E : Then we obtain di erent bytes for 42 names and 3 groups of names having the same byte. These groups are as follows : f ALASKA; MONTANA; NEWY ORK g; f HAWAII; INDIANA; PENNSY LV ANIA g: f ALABAMA; TENNESSEE g:
If we assume that each name appears as a pattern with the probability 1/50 and we want to nd this name in the DB (the case T = 0 ), then the average number of 'extra' transmissions to RAM is equal to 2 3=50 + 2 3=50 + 1 2=50 = 14=50:
Since 211 bytes are not the values of our hash function, we can use the triangle inequality to correct some misprints in the patterns (the case T > 0): Note that we also need a 'good' code, which assigns a byte to each letter, to realize this possibility in an e ective way.
The matrix C; given above, is a result of the simulation, where we examined di erent matrices, chosen at random, and selected the matrices that provide a minimal average number of 'extra' transmissions. The estimate of the average value of this number, taken over the matrices we have examined, is equal to 0.60, while the estimate of the square root of the variation is equal to 0.15. We assume that if the size of the DB is large enough, then the average number of 'extra' transmissions is a very stable random variable in the code ensemble, and some analytical upper bounds on the moments of this variable con rm the assumption. More detailed discussion of this point will be proposed in the future.
Acknowledgement
The author is much obliged to Prof. Valery Koshelev for the support and encouragement. The author is also grateful to Prof. Rudolf Ahlswede and Dr. G oran Lindh for interesting discussions, and anonymous reviewers for helpfull comments.
Appendix 1 Proof of Lemma 1
Suppose that L is even, and denote the elements of the residue class d j ] by d (s) ; s = 0; 1; :::, in such a way that (Fig.2 ; d
; d (1) ; ::: and corresponding impulses at the binomial curve; impulses in the points L iq=2; i = 0; 1; ::: are marked by stars.
