Abstract-In a few months the computer mouse will be half-acentury-old. It is known to have many drawbacks, the main ones being: loss of productivity due to constant switching between keyboard and mouse, and health issues such as RSI. Like the keyboard, it is an unnatural human-computer interface. However the vast majority of computer users still use computer mice nowadays.
I. INTRODUCTION
As defined by Wikipedia, a computer mouse is a pointing device 1 , i.e. a human interface device that allows a user to input spatial (continuous, and multi-dimensional) data to a computer, that works by detecting two-dimensional motions relative to its supporting surface. Physically, a mouse consists of an object held under one of the user's hands, with one or more buttons. Upon receiving those inputs, the computer's operating system moves the mouse pointer (a.k.a. mouse cursor) on the screen, which tries to match the mouse's movements as accurately as possible.
The first mouse prototype was built in 1964 by Douglas Engelbart at the Stanford Research Institute 2 . We will therefore soon celebrate its 50-year anniversary.
While computer mice are very useful, they still have important drawbacks. The first one is productivity: constantly switching between the mouse and the keyboard is inefficient. For that reason, many Linux advanced users strongly rely on shortcuts to avoid using the mouse. This solution is hardly accessible for Microsoft Windows users and requires both computer skills and a time commitment that the vast majority of computer users don't have.
The second drawback is health-related: the strain using a computer mouse puts on hands and forearms may cause repetitive stress injuries (RSI), which includes many patho-logical conditions 3 . Billions of dollars are spent worldwide annually as a consequence of RSI [1] . See Appendix A for more information on RSI. Obviously, people with a broken, paralyzed or amputated arm may also have a hard time using a computer mouse.
Our main motivation is therefore twofold: productivity and health, which are highly interdependent. We may add a third one: getting closer to natural user interfaces, which is intertwined with the two others. Natural user interfaces are interfaces that aim to be invisible to the user, such as some speech interfaces 4 : see Appendix B for more information on natural user interfaces.
We do not aim at replacing the mouse as a pointing device but instead replacing the mouse as a piece of hardware. We therefore stay in the mouse paradigm and focus on the hardware interface to avoid having to use the hand to move the pointer. The computer mouse allows two kinds of action: moving the mouse cursor and sending mouse clicks. We need to find solutions (software or hardware) to perform these two actions.
In the first section of the article we analyze solutions that enable the user to move the mouse cursor and in the second section we focus on emulating mouse clicks.
Hands-free mice are numerous:
• Camera based head tracking systems: SmartNav, Tracker Pro, FreeTrack, HeadMouse Extreme and HeadMaster,
• Mouth-operated joystick types: the TetraMouse, the QuadJoy, the Jouse2, the IntegraMouse,
• Footmice: BiLiPro, Flip Flop Mouse, Footime Foot ControlledMouse,
• Brain-computer interaction: the Emotiv EPOC neuroheadset, the NeuroSky MindSet/MindWave,
• Eye tracking. However, some of them only allow one of the two the abovementioned actions, i.e. moving or clicking. The point of this article is to select and present the best devices among this plethora of solutions.
II. MOVING THE MOUSE CURSOR
First we quickly review all the devices that allow to move the mouse cursor. Then in the second subsection we present one of the best solutions we have found so far, namely the camera-based head tracking system SmartNav. We finish this section by some considerations on eye tracking.
A. Review of all the devices
Among the camera-based head tracking systems, SmartNav is the cheapest (300-400 USD), and it supports Windows or Mac (add 200 USD for the Mac software to make it compatible with SmartNav) but not Linux. The alternatives are TrackerPro 5 and HeadMouse Extreme 6 : they cost around 1,000 USD and work on Windows, Linux and Mac OS X. The main difference between those devices is that the firmwares of the latter truly emulate a mouse 7 , while SmartNav necessitates to install a program.
Unlike camera-based head tracking systems, mouseoperated joysticks are pretty intrusive since one has to put them in the mouth, but this solution is interesting for people who cannot move their head or have severe pain in the neck. The TetraMouse is the cheapest by far and seems to be at least as good as the others. However, due to budget constraints, we have not tried it personally.
Footmice and eye tracking systems are less precise than camera-based head tracking systems. Furthermore footmice might cause stress on the feet, ankles or the legs.
Brain computer interaction are mostly useless to move the mouse cursor given the current technologies. Note that the Emotiv EPOC neuroheadset contains a gyroscope (device for measuring or maintaining orientation), thanks to which the user can move the mouse cursor as precisely as a computer mouse. However, wearing the Emotiv EPOC neuroheadset for a long period is not comfortable at all: from that perspective, camera-based head tracking systems is arguably better.
B. SmartNav
SmartNav uses an infrared (IR) camera to track head movements, as shown in Figure 1 . The user reflects IR light back to the SmartNav, which sends instructions to the computer to move the mouse cursor. SmartNav tracks reflections from a tiny dot, which the user can place anywhere, typically the forehead. As a result, it only takes a few seconds to enable the device. SmartNav costs between 300 and 400 USD, which is cheap compared to many hands-free mice. It supports multiscreen configuration (tested with 6 monitors, with total 
C. Eye tracking
Eye tracking systems could provide an interesting solution for moving the mouse in the future. Current systems are either less precise than camera-based head tracking systems (e.g. ITU GazeGroup) or extremely expensive (e.g. Tobii is over 10 ke and EyeTech is over 6 kUSD). Furthermore, they often do not support multiscreen. Theoretically they only require a webcam, but in practice to achieve a decent precision they may need several webcams and/or an IR camera. However, we hope that in the long-run eye tracking devices will turn out to be cheap and accurate. The latest results look promising, e.g. [2] . An overview of eye tracking systems can be found in [3] , in which Figure 9 (reproduced in this article as Figure 8 in Appendix) lists the accuracy for many gaze estimation methods.
III. EMULATING MOUSE CLICKS
There exist many ways to emulate mouse clicks. Here are the main categories:
• Hotkeys: re-map keys from the keyboard and assign them to emulate the left, right and middle mouse buttons.
• Dwell clicking software: watch as the user moves the mouse cursor. When the cursor stops moving for a predetermined amount of time (usually around 1 second), the dwell clicking software will send a mouse click. The user can have the software send left clicks, right clicks or double clicks. Figure 2 shows a dwell clicking application.
• Footswitches: allow the user to send mouse clicks by pushing a pedal.
• Speech recognition: set a few voice commands that the user can say to emulate mouse clicks.
• Facial expression recognition: maps facial expressions such as eye blink, wink or smile to mouse clicks.
• Brain-computer interaction: maps concepts to mouse clicks. When the user thinks of one concept, a mouse click is sent. Firstly we emphasize on the complementarity of these devices: unlike moving the mouse cursor, emulating mouse clicks can be done pretty efficiently with many devices, but none of them are perfect, hence the idea to combine them to take advantage of their diversity. Then we focus on facial expression recognition.
A. Complementarity of the devices
Each of the solutions have pros and cons, as summarized in Table I . We personally advise one of those combinations: • Hotkeys alone • Dwell clicking alone • Dwell clicking + (hotkeys and/or footswitches and/or speech recognition) Note that while hotkeys and speech recognition are straightforward to use, there is a small learning curve for dwell clicking. Getting fully at-ease with it often requires a few days, however it is more efficient than what one might believe at the first sight. Facial expression recognition might be useful but neither very accurate nor comfortable. The same inconveniences are present in brain-computer interaction, which is even less accurate and has a much higher latency. This is bound to change in the future though.
B. Facial expression recognition
Facial expression recognition or brain-computer interaction requires a headset. This might sound surprising for facial expression recognition: in fact, a webcam could theoretically suffice but the current applications on the market do not perform well enough to be of pragmatic use. Developers of headsets for brain-computer interaction have noticed on their side that much noise comes from the movements of facial muscles: they subsequently added facial expression recognition features on their headsets.
The two most popular neuroheadsets, which can do both facial expression recognition and real brain-computer interac- tion, are: the NeuroSky MindWave headset (Figure 3 ) and the Emotiv EPOC neuroheadset (Figure 4) . The NeuroSky MindWave has one sensor and provides only three values: attention, meditation and eye blinking 9 . Only the latter is of interest to us as the first two ones are useless for computer interaction. As there was no application to map the eye blink to the mouse click, we wrote a program we called NeuroClick for that purpose. The source code (C) as well as the binaries can be found on http://francky.me/software. php#Neuroclick2012. The eye blink detection accuracy is approximately 90% accurate, due to the NeuroSky MindWave API which misses around 10% of eye blinks. If one does not want to click but needs to blink, it should not be too annoying since most of the time the mouse cursor is placed on a neutral position so it does not matter if a click is sent. Furthermore, for Neurosky to maximize the precision of the eye blink detection one has to blink strongly, which means that "natural" blinks are less likely to trigger an unwanted blink. However, as one commentator asked, "What would happen to a conventional mouse that only recognized 90% of your left clicks and has no right clicks? Your answer to that question is also the reason why the Mindwave needs a lot of further development.". In addition to that, the NeuroSky MindWave is highly uncomfortable: as shown in Figure 7 in Appendix, most NeuroSky users cannot comfortably wear the headset for more than one hour in a row.
The Emotiv EPOC neuroheadset can be seen as a more advanced headset than NeuroSky MindWave: it has 14 sensors, the applications provided offer more features and mapping the eye blink to a mouse click or a key is straightforward. Facial expression recognition is more accurate and can detect more expressions than simply eye blink, such as wink and smile. However, it is three times more expensive than the NeuroSky MindWave: 300 USD for the Emotiv EPOC vs. 100 USD for the MindWave. Moreover,it has a couple of inconveniences: its sensors are wet, and it is very long to place (a few minutes). Also, like NeuroSky users, most Emotiv users cannot comfortably wear the headset during more than one hour in a row (see Figure 9 in Appendix). As a side note, the Emotiv EPOC neuroheadset has a gyroscope that allows the user to move the mouse cursor as precisely as with a camerabased head tracking system.
IV. GETTING RID OF THE KEYBOARD TOO
When one wants to replace the computer mouse one might also wants to rethink one's use of the keyboard. We briefly present the most accurate speech recognition software available for Windows and Mac OS X: Dragon NaturallySpeaking. In one study with average computer users, the average rate for transcription was 33 words per minute, and 19 words per minute for composition [4] . An average professional typist types usually in speeds of 50 to 80 words per minute 10 . Using speech recognition, one can easily achieve over 100 words per minute with more than 95% accuracy.
As stated in Dragon NaturallySpeaking 11 User Guide: One reason to use Dragon is to boost your productivity. Another is to reduce the strain using a computer puts on hands, eyes, shoulders, etc. Maybe you like the idea of being able to lean back in your chair, put your feet up on the desk, and still get work done. This is obviously a commercial statement, but one that is true. Beyond the speech recognition accuracy, one can add words to the vocabulary. Many voice commands are available, such as any shortcut (e.g. copy paste), typing a predefined text, switching windows, browsing the web, sending e-mail and launching programs. Custom commands can also be easily defined, as illustrated by Figure 12 . See Appendix F for more information on Dragon NaturallySpeaking. Unfortunately the program is not available on Linux.
V. DISCUSSION AND CONCLUSION
By way of conclusion, to our knowledge, camera-based head tracking systems such as SmartNav are currently the best solution to move the mouse cursor and dwell clicking combined with (hotkeys and/or footswitches and/or speech recognition) is the best solution to emulate mouse clicks. SmartNav is as efficient as a computer mouse for most computer uses (e.g. gaming or graphics editing are exceptions). In the near future we expect that eye tracking and facial expression recognition will be cheaper, even possibly free and open source, while being as accurate as a computer mouse. In a further future, brain-computer interaction is likely to become a serious competitor for both mouse cursor moving and mouse clicks.
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In alphabetical order: 1) What are natural user interfaces: As described by Wikipedia, a natural user interface, or NUI, loosely refers to a user interface that is (1) effectively invisible, or becomes invisible with successive learned interactions, to its users, and (2) is based on nature or natural elements (i.e. physics). Figure  5 shows the evolution of user interfaces. Many solutions we have described in his article to replace the mouse such as SmartNAV or speech recognition tend toward natural user interfaces. This is therefore an interesting field to look into when trying to replace conventional computer devices (mouse, keyboard, traditional screen, ...). For example, LeapMotion, a device that recognizes hand movements and that is announced to be released in early 2013, brands itself as natural user interface which could revolutionize the mouse: This is like day one of the mouse. Except, no one needs an instruction manual for their hands.
12 . Microsoft Kinect is a motion sensing input device that can be connected to Windows PCs and reflects Microsoft's interest in natural interfaces. Wired gloves are input devices for human-computer interaction worn like a glove. For example, the Peregrine gloves can perform over 30 unique actions by touching fingers. Even lasers can be used as naturals interfaces, as demonstrated by hacker Hector Martin 13 .
2) Interesting links on natural user interfaces:
• http://en.wikipedia.org/wiki/Natural user interface • http://research.microsoft.com/en-us/collaboration/focus/ nui/ Poll: "How comfortable is the Emotiv EPOC neuroheadset?". Source: we initiated the poll on Emotiv LinkedIn group, which got deleted for unknown reasons. Yes, SmartNav can be used with multiple monitors possible. The author of this article has been using SmartNav with a 6-monitor setup for several years. Figure 11 demonstrates how to place several reflective dots to support multiple monitors.
D. Eye tracking
The democratization of eye tracking is coming soon. Here are a few links: The article [3] gives an excellent overview of the eye tracking research field. Here is the abstract: "Despite active research and significant progress in the last 30 
E. Brain-computer interaction
Brain-computer interaction is the ultimate human-computer interaction. We are still a long way to go but brain-computer interfaces are bound to flourish one day in a not-so-far future. 
