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Abstract
In this article, we construct countably many mutually non-isotopic
diffeomorphisms of some closed nonsimply-connected 4-manifolds that
are homotopic to but not isotopic to the identity, by surgery along Θ-
graphs. As corollaries of this, we obtain some new results on codimension
1 embeddings and pseudo-isotopies of 4-manifolds. In the proof of the
non-triviality of the diffeomorphisms, we utilize a twisted analogue of
Kontsevich’s characteristic class for smooth bundles, which is obtained by
extending a higher dimensional analogue of Marche´–Lescop’s “equivari-
ant triple intersection” in configuration spaces of 3-manifolds to allow Lie
algebraic local coefficient system.
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1 Introduction
In [Ga2], David Gabai proposed a remarkable viewpoint that several important
problems in 4-dimensional topology can be interpreted by 4-dimensional light
bulb problem. There is a version of 4D light bulb problem, which asks whether
spanning k-disk of the unknotted Sk−1 in S4 is unique up to isotopy fixing the
boundary. Gabai gave a positive resolution of this problem for k = 2 (“the 4D
light bulb theorem”) in [Ga2], and pointed out that a positive resolution for
k = 3 implies the smooth Schoenflies conjecture and that the converse is true
up to taking a lift in some finite branched covering of S4 over the unknotted
S2.
He came up with a beautiful idea to study the 4D light bulb problem for
3-disk. Let Emb0(D
3, D3 ×S1) denote the space of embeddings D3 → D3× S1
that agree with the standard inclusion ι : D3 ⊂ D3×S1 near the boundary and
that are homotopic to ι. There is a fibration sequence
Diff(D4, ∂)
i→ Diff(D3 × S1, ∂)→ Emb0(D3, D3 × S1).
He showed that if spanning 3-disk of the unknot is unique up to isotopy rel
boundary, then
π0Diff(D
3 × S1, ∂)/i∗π0Diff(D4, ∂) = 1.
Hence nontriviality of the left hand side of this identity implies non-uniqueness
of spanning 3-disk of the unknot in S4. In [BG], Ryan Budney and Gabai proved
that the left hand side of this identity is nontrivial, by computing a homotopy
group of the space of knots in S3 × S1. More precisely, they considered the
fibration sequence
Diff(D3 × S1, ∂)→ Diff0(S3 × S1)→ Embfr0 (S1, S3 × S1), (1.1)
where Embfr0 (S
1, S3×S1) is the space of framed embeddings of S1 into S3×S1
homotopic to the standard inclusion, and studied the image of the composition
π1Emb
fr
0 (S
1, S3 × S1)→ π0Diff(D3 × S1, ∂)
→π0Diff(D3 × S1, ∂)/i∗π0Diff(D4, ∂)
(1.2)
of the isotopy extension and the projection, by an argument of embedding cal-
culus and by their explicit construction of a 1-parameter family.
In this paper, we attempt to extend some of the results of [BG] to 4-manifolds
that may not be diffeomorphic to D3×S1. More precisely, we use the technique
of graph surgery given in [Wa1] to construct 4-manifold bundles, and show
their nontriviality by using invariants. Here, the invariant we use is a twisted
analogue of Kontsevich’s characteristic class of smooth bundles ([Kon]), and
differs from that in [BG]. The invariant in this paper is defined by extending
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the 3-manifold invariant of Julien Marche´ and Christine Lescop that counts
“equivariant triple intersection” in configuration space ([Mar, Les1, Les2]) to
4-manifolds with more general local coefficient system including those of Lie
algebra. Main ideas in the definition and computation of the invariant of this
paper are included in [Les1, Les2]. Similar invariants of 3-manifolds with Lie
algebra local coefficient system were defined in [AS, Kon, Fuk, BC, CS].
The construction of fiber bundles in this paper can be considered different
from that of [BG] in the sense that it can give nontrivial elements that cannot
be obtained from homotopy groups of the space of embeddings from S1.
1.1 Main results
For a parallelizable closed manifold X with a base point x0, let X
• be the
complement of a small open ball around x0. For a compact manifold Z and
its submanifold Y , let Diff(Z, Y ) denote the group of self-diffeomorphisms of Z
which fix a neighborhood of Y pointwise, let Diff(Z, ∂) = Diff(Z, ∂Z), and let
Diff(Z) = Diff(Z, ∅). Let Diff0(Z, Y ) denote the subgroup of Diff(Z, Y ) consist-
ing of diffeomorphisms relatively homotopic to the identity. Let F∗(X) denote
the space of all framings on X that are standard near x0. Let Map
deg
∗ (X,X)
denote the space of all degree 1 maps (X, x0) → (X, x0) that maps a neigh-
borhood of x0 onto x0 and that are relatively homotopic to the identity. The
groups Diff(X•, ∂), Diff0(X•, ∂) act on these spaces respectively. Let
B˜Diff(X•, ∂) = EDiff(X•, ∂)×Diff(X•,∂) F∗(X),
B˜Diffdeg(X
•, ∂) = EDiff0(X•, ∂)×Diff0(X•,∂)
(
F∗(X)×Mapdeg∗ (X,X)
)
.
The space B˜Diff(X•, ∂) is the classifying space for framedX-bundles π : E → B
that are standard near x0, and B˜Diffdeg(X
•, ∂) is the classifying space for such
X-bundles equipped with a fiberwise pointed degree 1 map E → X . For p ≥ 1,
the groups πpF∗(X) and πpMapdeg∗ (X,X) are both abelian groups of finite
ranks.
Theorem 1.1 (Theorem 5.1, 6.2). Let Σ3 be the Poincare´ homology 3-sphere
Σ(2, 3, 5) and X = Σ3 × S1. Suppose that the local coefficient system of the
adjoint action of a representation ρ : π′ = π1(Σ3) → SU(2) on g = sl2 is
acyclic. A homomorphism
Z0Θ : π1B˜Diffdeg(X
•, ∂)→ A 0Θ(g⊗2[t±1]; ρ(π′)× Z)
to some space of anti-symmetric tensors is defined, and the image of Z0Θ has at
least countable infinite rank.
Theorem 1.2 (Theorem 5.3, 6.2). Let Σ4 = Σ3 × S1 and let X = Σ4 × S1.
Suppose that the local coefficient system of the adjoint action of a representation
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ρ : π′ = π1(Σ3 × S1)→ SU(2) on g = sl2 is acyclic. A homomorphism
Z1Θ : π2B˜Diffdeg(X
•, ∂)→ A 1Θ(g⊗2[t±1]; ρ(π′)× Z)
to some space of symmetric tensors is defined, and the image of Z1Θ has at least
countable infinite rank.
The nontrivial elements detected in Theorem 1.1, 1.2 are constructed by
surgery along Θ-graphs, which is analogous to Goussarov and Habiro’s graph
surgery in 3-manifolds.
Let Emb0(Σ
n,Σn × S1) denote the space of embeddings Σn → Σn × S1
homotopic to the standard inclusion Σn = Σn × {1} ⊂ Σn × S1. There is a
fibration sequence
Diff0(Σ
n × I, ∂) i→ Diff0(Σn × S1)→ Emb0(Σn,Σn × S1).
Theorem 1.3 (Theorem 7.4). Let Σ3 = Σ(2, 3, 5) and Σ4 = Σ(2, 3, 5)× S1.
1. The quotient set π0Diff0(Σ
3×S1)/i∗π0Diff0(Σ3×I, ∂) is at least countable.
Thus the set π0Emb0(Σ
3,Σ3 × S1) is at least countable.
2. The abelianization of the group π1Diff0(Σ
4 × S1)/i∗π1Diff0(Σ4 × I, ∂)
has at least countable infinite rank. Thus the abelianization of the group
π1Emb0(Σ
4,Σ4 × S1) has at least countable infinite rank.
Understanding π0Emb0(Σ
n,Σn ×S1) or π1Emb0(Σn,Σn ×S1) is important
in relation with the following problems.
Problem 1.4. 1. Is there an h-cobordism of Σn that is not diffeomorphic to
Σn × I?
2. Let C (Σn) = Diff(Σn × I,Σn × {0}). Is π0C (Σn) = 0? Namely, does
pseudo-isotopy of Σn imply isotopy?
The answers of these problems are well understood for n ≥ 5 in the sense
of the h-cobordism theorem of Smale ([Sm]), s-cobordism theorem of Barden,
Mazur, Stallings ([Ker]), Cerf’s pseudo-isotopy theorem ([Ce]), and a theorem
of Hatcher–Wagoner and K. Igusa ([HW, Hat]). On the other hand, not much
is known about this problem for n = 3, 4 in the smooth category, except some
deep results on gauge theory ([Don] etc.).
Proposition 1.5. 1. If every h-cobordism of Σn is diffeomorphic to Σn× I,
then every element of π0Emb0(Σ
n,Σn × S1)/Diff0(Σn) can be trivialized
after taking the lift in a finite cyclic covering of Σn×S1 in the S1 direction.
2. If π0C (Σ
n) = 0, then every element of π1Emb0(Σ
n,Σn × S1)/Diff0(Σn)
can be trivialized after taking the lift in a finite cyclic covering of Σn×S1
in the S1 direction.
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If there is a (family of) embedding(s) Σn → Σn × S1 that does not satisfy
the property of Proposition 1.5, then the answer to Problem 1.4 is NO! This
kind of relation of codimension 1 embedding to Problem 1.4 were proposed by
Gabai in the case of π0Emb0(D
3, D3 × S1), in which case the lift property is
equivalent to the 4-dimensional smooth Schoenflies conjecture ([Ga2]. See also
[BG]).
Remark 1.6. Although the groups π1Emb0(Σ
n,Σn×S1) and π0C (Σn) could be
related indirectly by the connecting homomorphism π1Emb0(Σ
n,Σn × S1) →
π0Diff0(Σ
n × I, ∂) and the natural map π0Diff0(Σn × I, ∂) → π0C (Σn), it is
different from the relation mentioned above, at least on the definition. Hence,
for example, we cannot immediately say that every element in the kernel of
π1Emb0(Σ
n,Σn×S1)→ π0Diff0(Σn× I, ∂) (or mapped from π1Diff0(Σn×S1))
is not a counterexample of Problem 1.4 (2).
Proposition 1.7 (Proposition 8.1). The nontrivial elements of π0Emb0(Σ
3,Σ3×
S1) and π1Emb0(Σ
4,Σ4 × S1) found in Theorem 1.3 can be all trivialized after
taking the lift in a finite cyclic covering in the S1 direction. Namely, none of
the nontrivial elements of Theorem 1.3 contradict the conclusions of Proposi-
tion 1.5.
On the other hand, Peter Teichner pointed out the following ([Tei]).
Theorem 1.8 (Teichner, Theorem 9.3). The nontrivial elements of π0Diff0(Σ
3×
S1) found in Theorem 1.3 are included in the image of the natural map
π0C (Σ
3 × S1)→ π0Diff0(Σ3 × S1).
Corollary 1.9. If Σ3 = Σ(2, 3, 5), we have π0C (Σ
3 × S1) 6= 0.
Theorem 1.8 implies that our Θ-graph surgery construction gives diffeomor-
phisms that are homotopically trivial but smoothly nontrivial. We do not know
whether these elements are also topologically nontrivial. We add that there are
several works ([Ru, BK, KM]) giving many diffeomorphisms of some 4-manifolds
X whose isotopy classes are in the kernel of π0Diff(X)→ π0Top(X).
Theorem 1.10 (Theorem 9.7). Let Σ4 = Σ(2, 3, 5) × S1. There exists an
element of π1Emb0(Σ
4,Σ4×S1)/Diff0(Σ4) that cannot be trivialized after taking
the lift in any finite cyclic covering of Σ4 × S1 in the S1 direction.
One can consider similar problems for X = D3 × S1.
Theorem 1.11 (Theorem 10.1). For n ≥ 3, ε = n+1 mod 2, a homomorphism
ZεΘ : πn−2B˜Diff(D
n × S1, ∂)→ A εΘ(C[t±1];Z)
is defined, and the image of ZεΘ has at least countable infinite rank.
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Corollary 1.12 (Budney–Gabai). The abelian group
π0Diff(D
3 × S1, ∂)/i∗π0Diff(D4, ∂)
has at least countable infinite rank.
According to [BG], it follows from Corollary 1.12 that the abelian group
π0Emb0(D
3, D3×S1) has at least countable infinite rank. Hence there are many
distinct spanning 3-disks of the unknot in S4 that are not relatively isotopic to
the standard one.
Budney and Gabai also showed that the image of the isotopy extension in-
duced map (1.2) is nontrivial, which is mapped to 0 of π0Diff0(S
3 × S1) by
the natural map. Nevertheless, they conjectured that there is an element of
π0Diff(D
3×S1, ∂)/i∗π0Diff(D4, ∂) that is not in the image from π1Embfr0 (S1, S3×
S1) ([BG, Conjecture 8.1]). Their conjecture implies existence of a nontrivial
element of π0Emb0(S
3, S3 × S1).
The example of Theorem 1.3 shows that their conjecture is true if S3 is
replaced with Σ3. For Σ3 = Σ(2, 3, 5), we consider the following fibration se-
quence.
Diff0(Σ
3• × S1, ∂) i→ Diff0(Σ3 × S1)→ Embfr0 (S1,Σ3 × S1)
Corollary 1.13. The nontrivial elements of Theorem 1.3 for Σ3×S1 all lift to
nontrivial elements of
π0Diff0(Σ
3• × S1, ∂)/i∗π0Diff0(Σ3• × I, ∂).
Hence this set has elements that are not in the image from π1Emb
fr
0 (S
1,Σ3×S1).
In the proof of Theorem 1.3, it is essential that Σ3 is not simply connected.
For D3 × S1, there is still a possibility that the Θ-graph construction in this
paper could be obtained from π1Emb
fr
0 (S
1, S3 × S1).
1.2 Plan of the paper
In §2, we describe the spaces of (anti-)symmetric tensors, which are the target
spaces of the invariants considered in this paper.
In §3, we make assumptions on manifolds with local coefficient systems and
define their configuration spaces, and propagator.
In §4, we make assumptions on manifold bundles with local coefficient sys-
tems and define their fiberwise configuration spaces, and propagator for fam-
ilies. Also, we consider an intersection form between chains of configuration
space with local coefficients.
In §5, we define the invariant and prove its bordism invariance.
In §6, we construct fiber bundles by graph surgery, following [Wa1], and give
a formula of the invariant for the bundles obtained by graph surgery. The proof
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of the surgery formula boils down to Proposition 6.3. The outline of its proof
is almost the same as given in [Les1].
In §7, we describe a restriction on the value of the invariant for Σn × S1-
bundles that has support in Σn × I. Then we prove Theorem 1.3.
In §8, we see that the embedding Σ3 → Σ3 × S1 constructed by Θ-graph
surgery can be trivialized after taking the lift in a finite cyclic covering.
In §9, we describe the trivalent graph surgery by means of family of framed
links. This description allows us to show that theX-bundle obtained by trivalent
graph surgery extends to a bundle of pseudo-isotopy.
In §10, we prove Theorem 1.11 about diffeomorphisms of Dn × S1.
In §11, we mention a potential relationship between the result of this paper
and problem on pseudo-isotopy of 3-manifolds.
1.3 Notations and conventions
For a sequence of submanifolds A1, A2, . . . , Ar ⊂ W of a smooth Riemannian
manifold W , we say that the intersection A1 ∩A2 ∩ · · · ∩Ar is transversal if for
each point x in the intersection, the subspace NxA1+NxA2+· · ·+NxAr ⊂ TxW
spans the direct sum NxA1⊕NxA2⊕· · ·⊕NxAr, where NxAi is the orthogonal
complement of TxAi in TxW with respect to the Riemannian metric.
For manifolds with corners and their (strata) transversality, we follow [BT,
Appendix].
As chains in a manifold X , we consider C-linear combinations of finitely
many smooth maps from compact oriented manifolds with corners to X . We
say that two chains
∑
niσi and
∑
mjτj (ni,mj ∈ C, σi, τj : smooth maps from
compact manifolds with corners) are strata transversal if for every pair i, j,
the terms σi and τj are strata transversal. Strata transversality among two or
more chains can be defined similarly. The intersection number 〈σ, τ〉X of strata
transversal two chains σ =
∑
niσi and τ =
∑
mjτj with dim σi + dim τj =
dimX is defined by
∑
i,j nimj(σi · τj), where we impose the orientation on the
intersection by the wedge product of coorientations of the two pieces. We also
consider intersection 〈σ1, . . . , σn〉X of strata transversal chains σ1, . . . , σn for
n ≥ 2, which is defined similarly.
The diagonal {(x, x) ∈ X ×X | x ∈ X} is denoted by ∆X .
For a fiber bundle π : E → B, we denote by T vE the (vertical) tangent
bundle along the fiber Ker dπ ⊂ TE. Let ST vE denote the subbundle of T vE
of unit spheres. Let ∂fibE denote the fiberwise boundaries:
⋃
b∈B ∂(π
−1{b}).
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2 Spaces of (anti-)symmetric tensors
In this section, we define the target spaces of the invariants and give some ways
to extract information from these spaces.
2.1 Anti-symmetric tensors for even dimensional mani-
folds
Let G = SU(m), g = Lie(G) ⊗ C = slm. Lie algebra g has an Ad(G)-invariant
symmetric nondegenerate bilinear form B : g⊗ g → C. If g = slm, then B can
be given by B(X,Y ) = Tr(XY ). R = g⊗g is an algebra over C by the following
product.
(X1 ⊗ Y1) · (X2 ⊗ Y2) = B(Y1, X2)X1 ⊗ Y2
The multiplicative unit for this product is the Casimir element cg =
∑
i e
∗
i ⊗ ei,
where e = {ei} a basis of g, e∗ = {e∗i } is the dual basis for e with respect
to B(·, ·): B(ei, e∗j ) = δij . The two algebras g⊗2 and End(g) are identified by
u∗⊗v 7→ (x 7→ u∗(x)v). Then the product in g⊗2 corresponds to composition of
endomorphisms, and B corresponds to the trace. The element Ad(g) ∈ End(g)
corresponds to (1 ⊗ Ad(g))(cg) = (Ad(g∗) ⊗ 1)(cg) ∈ g⊗2, which we denote
by the same symbol Ad(g). An Ad(G)-invariant skew-symmetric 3-form Tr :
g⊗ g⊗ g→ C is defined by the following formula.
Tr(X ⊗ Y ⊗ Z) = B([X,Y ], Z)
Definition 2.1. 1. Let A 0Θ(C[t
±1];Z) =
∧3C[t±1]/Z, where the alternating
tensor product is over C, and the quotient by Z is given by the relation:
a ∧ b ∧ c = tna ∧ tnb ∧ tnc (a, b, c ∈ C[t±1], n ∈ Z).
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2. Let A 0Θ(g
⊗2[t±1]; Ad(G) × Z) = ∧3(g⊗2[t±1])/(Ad(G)×2 × Z), where the
alternating tensor product is over C, and the quotient by Ad(G)×2 ×Z is
given by the relations:
a ∧ b ∧ c = tna ∧ tnb ∧ tnc,
a ∧ b ∧ c = Ad(g) a ∧ Ad(g) b ∧ Ad(g) c,
a ∧ b ∧ c = aAd(g′) ∧ bAd(g′) ∧ cAd(g′) (a, b, c ∈ g⊗2[t±1], g, g′ ∈ G).
3. Let S 0Θ =
∧3C[t±1]/∼, [tp ∧ tq ∧ tr] ∼ [t−p ∧ t−q ∧ t−r]. This space is
embedded into a C subspace of C[t±11 , t
±1
2 , t
±1
3 ] by the map
[tp ∧ tq ∧ tr] 7→
∑
σ∈S3
sgn(σ)
(
tpσ(1)t
q
σ(2)t
r
σ(3) + t
−p
σ(1)t
−q
σ(2)t
−r
σ(3)
)
.
Let Θ(a, b, c) = a ∧ b ∧ c. Let W 0
C[t±1](Θ(t
a, tb, tc)) ∈ S 0Θ be defined by the
following formula.
W 0
C[t±1](Θ(t
a, tb, tc)) = [tb−a ∧ ta−c ∧ tc−b]
For Pta, Qtb, Rtc ∈ g⊗2[t±1], we consider Θ(Pta, Qtb, Rtc) be the element Pta∧
Qtb ∧Rtc in A 0Θ(g⊗2[t±1]; Ad(G)×Z), and let Wg0[t±1](Θ(Pta, Qtb, Rtc)) ∈ S 0Θ
be defined by the following formula:
W 0g[t±1](Θ(Pt
a, Qtb, Rtc))
= (Tr⊗ Tr)σΘ (P ⊗Q⊗R)[tb−a ∧ ta−c ∧ tc−b],
where σΘ : (g
⊗2)⊗3 → (g⊗3)⊗2 is the permutation of factors that is determined
by the combinatorial structure of the Θ-graph:
(xP ⊗ yP )⊗ (xQ ⊗ yQ)⊗ (xR ⊗ yR) σΘ7→ (xR ⊗ xQ ⊗ xP )⊗ (yP ⊗ yQ ⊗ yR).
The coefficient (Tr ⊗ Tr)σΘ (P ⊗ Q ⊗ R) is precisely the sl2-weight system of
the Θ-graph with decorations P,Q,R on edges.
Proposition 2.2. The W 0
C[t±1] and W
0
g[t±1] for monomial decorated graphs as
above induce well-defined C-linear maps
W 0
C[t±1] : A
0
Θ(C[t
±1];Z)→ S 0Θ,
W 0g[t±1] : A
0
Θ(g
⊗2[t±1]; Ad(G) × Z)→ S 0Θ.
Proof. First, we see that the part [tb−a ∧ ta−c ∧ tc−b] is alternating since it is
invariant under the action of Z at vertices, and the transpositions a↔ b, b↔ c,
c↔ a turn this into
[ta−b ∧ tb−c ∧ tc−a] = [tb−a ∧ tc−b ∧ ta−c] = −[tb−a ∧ ta−c ∧ tc−b],
[tc−a ∧ ta−b ∧ tb−c] = [ta−c ∧ tb−a ∧ tc−b] = −[tb−a ∧ ta−c ∧ tc−b],
[tb−c ∧ tc−a ∧ ta−b] = [tc−b ∧ ta−c ∧ tb−a] = −[tb−a ∧ ta−c ∧ tc−b].
10
This shows thatW 0
C[t±1] is well-defined. Also, it follows from theS3-antisymmetry
and the Ad(G)-invariance of Tr that the coefficient part (Tr⊗Tr)σΘ (P⊗Q⊗R)
is S3-symmetric and Ad(G)
×2-invariant. This together with the Z-invariance
and S3-antisymmetry of the part [t
b−a ∧ ta−c ∧ tc−b] proves that W 0
g[t±1] is
well-defined.
Example 2.3. We have W 0
C[t±1]
(
Θ(1, t, tp)
)
= [t ∧ t−p ∧ tp−1]. This element
corresponds to the following element in C[t±11 , t
±1
2 , t
±1
3 ].
t1t
−p
2 t
p−1
3 − t1t−p3 tp−12 − t2t−p1 tp−13 + t2t−p3 tp−11 + t3t−p1 tp−12 − t3t−p2 tp−11
+t−11 t
p
2t
−p+1
3 − t−11 tp3t−p+12 − t−12 tp1t−p+13 + t−12 tp3t−p+11 + t−13 tp1t−p+12 − t−13 tp2t−p+11
We denote this polynomial by fp(t1, t2, t3).
Proposition 2.4. [Θ(1, t, tp)] (p ≥ 3) spans a countable infinite dimensional
C-subspace of A 0Θ(C[t
±1];Z).
Proof. We have fp(1, x, x
3) = x3p−1 − x3p−2 − x2p+1 + x2p−3 + xp+2 − xp−3 −
x−p+3 + x−p−2 + x−2p+3 − x−2p−1 + x−3p+1, and for p ≥ 3, its maximal degree
term is x3p−1, minimal degree term is x−3p+1. Thus {fp(1, x, x3) | p ≥ 3} is
linearly independent over C in C[x±1].
Proposition 2.5. For x, y ∈ SU(2), a, b ∈ Z, we have
W 0g[t±1]
(
Θ(1,Ad(x)ta,Ad(y)tb)
)
= 2
(
Tr(Ad(x))Tr(Ad(y))− Tr(Ad(xy)))[ta ∧ t−b ∧ tb−a]
Proof. For g = su(2) ⊗ C = sl2, the following identity holds in EndC(g⊗2)
([CVa]).
(2.1)
Here, the left hand side is the composition of the Lie bracket b : g⊗2 → g and its
dual b∗ : g → g⊗2. The two terms in the right hand side represent the identity
morphism, and the transposition x⊗ y 7→ y ⊗ x, respectively.
If we apply this relation to the Θ-graph with one edge decorated by 1, then
we obtain a disjoint union of circles with decorations. The first term in the
right hand side of (2.1) gives disjoint union of two circles decorated by Ad(x)
and Ad(y), respectively. The second term in the right hand side of (2.1) gives
one circle decorated by Ad(x)Ad(y) = Ad(xy).
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2.2 Symmetric tensors for odd dimensional manifolds
Definition 2.6. 1. Let A 1Θ(C[t
±1];Z) = Sym3C[t±1]/Z, where the alternat-
ing tensor product is over C, and the quotient by Z is given by the relation:
a · b · c = tna · tnb · tnc (a, b, c ∈ C[t±1], n ∈ Z).
2. Let A 1Θ(g
⊗2[t±1]; Ad(G) × Z) = Sym3(g⊗2[t±1])/(Ad(G)×2 × Z), where
the tensor product is over C, and the quotient by Ad(G)×2 × Z is given
by the relations:
a · b · c = tna · tnb · tnc,
a · b · c = Ad(g) a · Ad(g) b · Ad(g) c,
a · b · c = aAd(g′) · bAd(g′) · cAd(g′) (a, b, c ∈ g⊗2[t±1], g, g′ ∈ G).
3. Let S 1Θ = Sym
3C[t±1]/∼, [tp · tq · tr] ∼ [t−p · t−q · t−r]. This space is
embedded into a C subspace of C[t±11 , t
±1
2 , t
±1
3 ] by the map
[tp · tq · tr] 7→
∑
σ∈S3
(
tpσ(1)t
q
σ(2)t
r
σ(3) + t
−p
σ(1)t
−q
σ(2)t
−r
σ(3)
)
.
Let Θ(a, b, c) denote the symmetric product a · b · c, abusing the notation.
Let W 1
C[t±1](Θ(t
a, tb, tc)) ∈ S 1Θ be defined by the following formula.
W 1
C[t±1](Θ(t
a, tb, tc)) = [tb−a · ta−c · tc−b]
For Pta, Qtb, Rtc ∈ g⊗2[t±1], we consider Θ(Pta, Qtb, Rtc) as the element Pta ∧
Qtb ∧Rtc in A 1Θ(g⊗2[t±1]; Ad(G)× Z), and let W 1g[t±1](Θ(Pta, Qtb, Rtc)) ∈ S 1Θ
be defined by the following formula:
W 1g[t±1](Θ(Pt
a, Qtb, Rtc))
= (Tr ⊗ Tr)σΘ (P ⊗Q⊗R)[tb−a · ta−c · tc−b],
Proposition 2.7. The W 1
C[t±1] and W
1
g[t±1] for monomial decorated graphs as
above induce well-defined C-linear maps
W 1
C[t±1] : A
1
Θ(C[t
±1];Z)→ S 1Θ,
W 1g[t±1] : A
1
Θ(g
⊗2[t±1]; Ad(G) × Z)→ S 1Θ.
Proof. First, we see that the part [tb−a · ta−c · tc−b] is symmetric since it is
invariant under the action of Z at vertices, and the transpositions a↔ b, b↔ c,
c ↔ a do not affect the class. This shows that W 1
C[t±1] is well-defined. Also,
we have seen in the proof of Proposition 2.2 that the coefficient part (Tr ⊗
Tr)σΘ (P ⊗ Q ⊗ R) is S3-symmetric and Ad(G)×2-invariant. This together
with the Z-invariance and S3-symmetry of the part [tb−a · ta−c · tc−b] proves
that W 1
g[t±1] is well-defined.
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The following proposition can be proved by the same manner as Proposi-
tion 2.4.
Proposition 2.8. [Θ(1, t, tp)] (p ≥ 1) spans a countable infinite dimensional
C-subspace of A 1Θ(C[t
±1];Z).
3 Manifolds and configuration spaces
We make an assumption on the manifold X with a local coefficient system
A, and we compute the homology of the configuration space Conf2(X) of two
points with local coefficients. Based on the homology computation, we define
propagator, which is an analogue of “equivariant propagator” in [Les1]. We will
define in the next section propagator in families of configuration spaces, which
plays an important role in the definition of the main perturbative invariant.
3.1 Acyclic complex
Let X be a manifold with universal cover X˜. The space X˜ can be considered
as the set of pairs (x, [γ]), where x is a point of X and [γ] is the homotopy
class relative to the endpoints of a path γ : [0, 1] → X from the base point
x0 ∈ X to x. We take a cellular chain complex C∗(X) and take C∗(X˜) for the
CW decomposition of X˜ compatible with that of X . Let S∗(X), S∗(X˜) be the
complexes of piecewise smooth singular chains in X and X˜, respectively. We
assume that the coefficients are in C, unless otherwise noted.
Let π = π1(X), A be a left C[π]-module, and let ρA : π → EndC(A) be the
corresponding C-linear representation. We assume that A has a nondegenerate
C[π]-invariant symmetric C-bilinear form B(·, ·) : A⊗CA→ C. Let cA ∈ A⊗CA
be the C[π]-invariant symmetric 2-tensor defined by the following formula.
cA =
∑
i
e∗i ⊗ ei
Here, {ei} is a C-basis of A, {e∗i } is the dual basis for {ei} with respect to B.
Let C∗(X ;A) = C∗(X˜) ⊗C[π] A, S∗(X ;A) = S∗(X˜) ⊗C[π] A. The boundary
operators of these complexes are given by ∂A = ∂ ⊗ 1. For X = Σn × S1,
C∗(X ;A) = C∗(X˜)⊗C[π′×Z] A has a structure of free (C[t±1],C[t±1])-bimodule
if we let π′ = π1(Σn) and take A = A1 ⊗C C[t±1] for a C[π′]-module A1.
Assumption 3.1. We assume that H∗(X ;A) = 0.
Lemma 3.2. Let Λ = C[t±1]. We assume Assumption 3.1. The following hold.
1. C∗(X ×X ;A⊗C A) = C∗(X ;A)⊗C C∗(X ;A) is acyclic.
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2. If moreover X = Σn × S1, A = A1 ⊗C Λ, then C∗(X × X ;A ⊗Λ A) =
C∗(X ;A)⊗Λ C∗(X ;A) is acyclic.
Proof. The assertion 1 follows from the Ku¨nneth formula. For 2, since Λ is
a PID, the exact sequence for Λ-modules (Ku¨nneth formula (e.g., [CE, Theo-
rem VI.3.2]))
0→
⊕
p+q=n
Hp(C)⊗ΛHq(C)→ Hn(C⊗ΛC)→
⊕
p+q=n−1
TorΛ1 (Hp(C), Hq(C))→ 0
(C = C∗(X ;A)) holds. Then 2 is an immediate corollary of this.
Remark 3.3. 1. To apply the Ku¨nneth formula, some restriction on the co-
efficient ring or on the chain complex C is necessary, and it is not always
possible to replace the tensor product in Lemma 3.2 (2) with that of
C[π]-modules. For example, for π = Z × Z, the Ku¨nneth formula for
C[π]-modules fails.
2. When X is a closed manifold, χ(X) = 0 is necessary for the complex
C∗(X ; g) of the adjoint representation of a flat G-connection to be acyclic.
Indeed, the Euler characteristic of this complex depends only on the di-
mensions of the modules Ci(X ; g), and not on the twisted differential.
Thus the identity ∑
i
(−1)i dimC∗(X ; g) = χ(X) dim g
holds. If C∗(X ; g) is acyclic, χ(X) must be 0. For dimX = 4, χ(X) = 0
is satisfied if X is a homology S3 × S1, but not if X is a homology S4.
Example 3.4. Let Σ3 = Σ(2, 3, 5) and g = su(2)⊗C. The fundamental group
π′ of Σ3 has the following presentation.
π′ = 〈x1, x2, x3, h | h central, x21 = h, x32 = h−1, x53 = h−1, x1x2x3 = 1〉
There is an irreducible representation ρ : π′ → SU(2) such that
ρ(h) = −I, ρ(x1) = diag(i,−i),
ρ(x2) =
(
1
2 − αi β
−β 12 + αi
)
∼ diag(eπi/3, e−πi/3),
ρ(x3) =
(
α− 12 i −βi
−βi α+ 12 i
)
∼ diag(eπi/5, e−πi/5),
(3.1)
where α = cos π5 =
1+
√
5
4 , β = cos
6π
5 =
−1+√5
4 , and ∼ is the conjugacy re-
lation ([Sa, Bod] etc.). For the local coefficient system gρ = g on Σ
3 for the
adjoint action of ρ, we have H0(Σ3; gρ) = 0 by the irreducibility of the repre-
sentation. Moreover, it is known that H1(Σ3; gρ) = 0 holds for any irreducible
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SU(2)-representation of Σ3 = Σ(p, q, r) ([Sa, Bod] etc.). This together with the
Poincare´ duality implies the acyclicity.
H∗(Σ3; gρ) = 0
By taking the tensor product over C with the homology of the universal cover
of S1 with local coefficients
H∗(S1;C[t±1]) = H∗(R1;Z)⊗Z[t±1] C[t±1] ∼= C,
we have
H∗(Σ3 × S1; gρ[t±1]) = 0.
Also, by mapping the generator of π1(S
1) = Z into the center Z2 of SU(2),
an irreducible extension ρ1 : π1(Σ
3 × S1) → SU(2) is obtained. Since the
component of ρ1 in the moduli space of representations is a point, we have
H∗(Σ3 × S1; gρ1) = 0.
In relation to the local coefficient system gρ[t
±1] above, let us compute the
value of
W 0g[t±1]
(
Θ(1,Ad(α3) t,Ad(α
2
3) t
p)
)
(α3 = ρ(x3))
for example. By applying Proposition 2.5, the value of this weight is
2
(
w(α3)w(α
2
3)− w(α33)
)
[t ∧ t−p ∧ tp−1], (3.2)
where w(α) is the weight of the oriented circle decorated by Ad(α). If V is the
standard representation of SU(2), the adjoint SU(2)-representation g can be
considered as the codimension 1 subrepresentation of V ∗ ⊗ V = gl2, where the
SU(2)-action is given by v∗ ⊗ w 7→ g∗v∗ ⊗ gw (g ∈ SU(2)). This shows that
w(α) = Tr(α)Tr(α∗)− 1 = |Tr(α)|2 − 1.
By w(α3) =
1+
√
5
2 , w(α
2
3) = w(α
3
3) =
1−√5
2 , the value of the weight (3.2) is
(−3 +
√
5) [t ∧ t−p ∧ tp−1].
Here, by Proposition 2.4, we know that [t ∧ t−p ∧ tp−1] 6= 0 for p ≥ 3. Also,
replacing α3 with I in the above formula gives the weight of Θ(1, t, t
p), and its
value is
12 [t ∧ t−p ∧ tp−1].
Hence [Θ(1, t, tp)] and [Θ(1,Ad(α3) t,Ad(α
2
3) t
p)] are linearly independent over
Q.
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3.2 Propagator in a fiber for n odd
Let X be a parallelizable (n + 1)-manifold with a local coefficient system A
satisfying the acyclicity Assumption 3.1. Let ∆X be the diagonal of X × X .
The configuration space of two points of X is
Conf2(X) = X ×X \∆X .
The Fulton–MacPherson compactification of Conf2(X) is
Conf2(X) = Bℓ(X ×X,∆X).
The boundary ∂Conf2(X) is identified with the normal sphere bundle of ∆X ,
which is canonically identified with the unit tangent bundle ST (X). Since X is
parallelizable, there is a diffeomorphism ∂Conf2(X) ∼= Sn ×X .
We also denote by A⊗2 the pullback of the local coefficient system A⊗2 =
A ⊗R A, R = C or C[t±1], on X × X to Conf2(X), and its restriction to
∂Conf2(X), abusing the notation. There is an R-submodule of A
⊗2 spanned
by cA, and the diagonal action of the holonomy on ∆X is trivial on it. Since
the natural map H∗(X ;R)→ H∗(∆X ;A⊗2) given by σ 7→ σ⊗ cA is a section of
the orthogonal projection, H∗(∆X ;A⊗2) has a direct summand isomorphic to
H∗(X ;R).
Assumption 3.5. We assume that H∗(∆X ;A⊗2) ∼= H∗(X ;R) and generated
by σ ⊗ cA for cycles σ of X .
We will see later in Proposition 3.12 that Assumption 3.5 is satisfied by
the local coefficient system A = gρ[t
±] on X = Σ(2, 3, 5)× S1 of Example 3.4.
Also, for X = D3 × S1, A = Λ = C[t±1], we have A⊗2 = A ⊗Λ A = Λ and
Assumption 3.5 is satisfied.
Lemma 3.6. For an odd integer n ≥ 3, let X be a parallelizable Z homology
Sn×S1. Let K be an oriented knot in X that generates H1(X ;Z), and Σ be an
oriented n-submanifold of X that generates Hn(X ;Z) and such that 〈Σ,K〉 = 1.
Under Assumptions 3.1 and 3.5, we have
Hi(Conf2(X);A
⊗2) =

R[ST (∗)⊗ cA] (i = n)
R[ST (K)⊗ cA] (i = n+ 1)
R[ST (Σ)⊗ cA] (i = 2n)
R[ST (X)⊗ cA] (i = 2n+ 1)
0 (otherwise)
where for a submanifold σ of X, we denote by ST (σ) the restriction of ST (X)
to σ.
Proof. We consider the exact sequence
0 =Hi+1(X
×2;A⊗2)→ Hi+1(X×2,Conf2(X);A⊗2)→ Hi(Conf2(X);A⊗2)
→Hi(X×2;A⊗2) = 0.
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Here, letting N(∆X) be a closed tubular neighborhood of ∆X , we have
Hi+1(X
×2,Conf2(X);A⊗2) ∼= Hi+1(N(∆X), ∂N(∆X);A⊗2)
by excision. Since X is parallelizable, the normal bundle of ∆X is trivial. By
Assumption 3.5, we have
Hi+1(N(∆X), ∂N(∆X);A
⊗2) = Hn+1(Dn+1, ∂Dn+1;R)⊗R Hi−n(∆X ;A⊗2)
∼= Hn+1(Dn+1, ∂Dn+1;R)⊗R Hi−n(X ;R) ∼= Hi−n(X ;R).
Here, Hi−n(X ;R) is rank 1 for i − n = 0, 1, n, n + 1, and its generator is
∗,K,Σ, X , respectively.
Lemma 3.7. Let X,K,A be as in Lemma 3.6. Let sτ0 : X → ST (X) be the
section given by the first vector of the standard framing τ0. Then we have
Hn+1(∂Conf2(X);A
⊗2) = R[ST (K)⊗ cA]⊕R[sτ0(X)⊗ cA].
Proof. This follows from the trivialization ∂Conf2(X) ∼= Sn×X induced by τ0,
the Ku¨nneth formula, and Assumption 3.5.
Since Hn+2(Conf2(X);A
⊗2) = 0 by Lemma 3.6, we have the following exact
sequence of R-modules.
0→ Hn+2(Conf2(X), ∂Conf2(X);A⊗2)
r→ Hn+1(∂Conf2(X);A⊗2) i→ Hn+1(Conf2(X);A⊗2)
Corollary 3.8. Let X,K,A be as in Lemma 3.6. There exists an element
O(X,A) ∈ R such that
i([sτ0(X)⊗ cA]) = O(X,A)[ST (K)⊗ cA].
Hence we have
[sτ0(X)⊗ cA]− O(X,A)[ST (K)⊗ cA] ∈ Ker i = Im r.
Proof. This follows from the identity Hn+1(Conf2(X);A
⊗2) = R[ST (K)⊗ cA]
of Lemma 3.6.
Definition 3.9 (Propagator). Let X,K be as in Lemma 3.6. A propagator is
an (n + 2)-chain P of Conf2(X) with coefficients in A
⊗2 that is transversal to
the boundary and that satisfies
∂AP = sτ0(X)⊗ cA − O(X,A)ST (K)⊗ cA.
Example 3.10. Let X = Σn × S1 (Σn: parallelizable homology Sn, π′ =
π1(Σ
n)). We consider A = A1 ⊗C Λ as a C[π]-module by the π = π′ × Z-action
(g × n)(X ⊗ f(t)) = ρA1(g)(X)⊗ tnf(t).
If C∗(Σn;A1) is acyclic, so is C∗(X ;A).
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Proposition 3.11. Under the above assumption, we have O(X,A) = 0.
Proof. For each point (x, y) of Conf2(Σ
n), the chain (x, y)×S1 = {(x, θ)×(y, θ) |
θ ∈ S1} of Conf2(X) is defined. Similarly, for each k-chain σ of Conf2(Σn), the
(k + 1)-chain σ × S1 of Conf2(X) is defined. It follows from the invariance
of the coefficient A ⊗Λ A = A⊗21 [t±1] under the diagonal action of Λ that this
correspondence σ 7→ σ × S1 induces a well-defined map
· × S1 : Hi(Conf2(Σn);A⊗21 )→ Hi+1(Conf2(X);A⊗21 [t±1]).
We consider the following commutative diagram.
Hn+2(Conf2(X), ∂Conf2(X);A
⊗2
1 [t
±1]) r // Hn+1(∂Conf2(X);A1[t±1])
Hn+1(Conf2(Σ
n), ∂Conf2(Σ
n);A⊗21 )
r′ //
·×S1
OO
Hn(∂Conf2(Σ
n);A⊗21 )
·×S1
OO
In this diagram, Hn(∂Conf2(Σ
n);A⊗21 ) is spanned over R by [s
′
τ0(Σ
n) ⊗ cA1 ].
The following holds.
[(s′τ0(Σ
n)× S1)⊗ cA1 ] = [sτ0(X)⊗ cA1 ] ∈ Hn+1(∂Conf2(X);A⊗21 [t±1])
Moreover, by an argument similar to Corollary 3.8, it follows that there exists
an (n+ 1)-chain PΣn of Conf2(Σ
n) with coefficients in A⊗21 that satisfies
r′([PΣn ]) = [s′τ0(Σ
n)⊗ cA1 ].
Then by the commutativity of the above diagram, we have
r([PΣn × S1]) = [sτ0(X)⊗ cA1 ].
Since this belongs to the kernel of the map i : Hn+1(∂Conf2(X);A
⊗2
1 [t
±1]) →
Hn+1(Conf2(X);A
⊗2
1 [t
±1]), it follows that O(X,A) = 0.
Proposition 3.12. The local coefficient system A = gρ[t
±] on X = Σ(2, 3, 5)×
S1 of Example 3.4 satisfies Assumption 3.5. Namely, we have H∗(∆X ; g⊗2ρ [t
±]) ∼=
H∗(X ;C[t±1]) and generated by ST (σ)⊗ cA for cycles σ of X.
Proof. It is well-known that the adjoint representation of SU(2) on g is irre-
ducible and g⊗2 has the following decomposition into irreducible modules:
g⊗ g ∼= V0 ⊕ V2 ⊕ V4,
where Vm is the irreducible representation of sl2 of highest weight m and of
dimension m+ 1. More explicitly, V0 ∼= C is the trivial representation spanned
by cg, and V2 ∼= g. This together with a result of Example 3.4 shows that
H∗(X ; g⊗2ρ [t
±1]) ∼= H∗(X ;C[t±1])⊕H∗(X ; g⊗2ρ [t±1])⊕H∗(X ;V4[t±1]ρ)
∼= H∗(X ;C[t±1])⊕H∗(X ;V4[t±1]ρ).
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Hence it suffices to prove that H∗(Σ(2, 3, 5); (V4)ρ) = 0.
The module Vm = Sym
mV can be considered as the space of homogeneous
(commutative) polynomials of degree m in two variables, on which g ∈ SU(2)
acts by
(g · f)(x, y)T = f(g−1(x, y)T ).
One can see that H0(Σ(2, 3, 5); (V4)ρ) ∼= V π′4 = {v ∈ V | g · v = v (g ∈ π′)} is
zero. Indeed, by a direct computation with (3.1), the eigenspaces of eigenvalue
1 of the actions of x1 and x2 of π
′ on V4 are both 1 dimensional and their
intersection is zero. Thus we also have H0(Σ(2, 3, 5); (V4)ρ) = 0.
Since π′ = π1Σ(2, 3, 5) is finite, C[π′] is semisimple in the sense of [CE,
§I.4]. Hence by the universal coefficient theorem, which is valid if the ring is
hereditary, the sequence
0→ Hj(C)⊗R W → Hj(C ⊗R W )→ TorR1 (Hj−1(C),W )→ 0
is exact for C = S∗(S3;C) and any C[π′]-moduleW (e.g., [CE, TheoremVI.3.3]).
Hence we have H2(Σ(2, 3, 5); (V4)ρ) = 0. Then by Poincare´ duality and duality
between homology and cohomology, we have H∗(Σ(2, 3, 5); (V4)ρ) = 0.
3.3 Propagator in a fiber for n even
Lemma 3.13. For an even integer n ≥ 4, let Σn−1 be a parallelizable Z homol-
ogy Sn−1, let X = Σn×S1, where Σn = Σn−1×S1. Let K = ({x}×S1)×{1},
x ∈ Σn−1, and let L = {y} × S1, y = (x, 1) ∈ Σn, which are oriented knots in
X. Under the Assumptions 3.1 and 3.5 for X,A, we have
Hi(Conf2(X);A
⊗2) =

R[ST (∗)⊗ cA] (i = n)
R[ST (K)⊗ cA]⊕R[ST (L)⊗ cA] (i = n+ 1)
R[ST (K × L)⊗ cA] (i = n+ 2)
R[ST (Σn−1)⊗ cA] (i = 2n− 1)
R[ST (Σn)⊗ cA]⊕R[ST (Σn−1 × L)⊗ cA] (i = 2n)
R[ST (X)⊗ cA] (i = 2n+ 1)
0 (otherwise)
where K×L is the torus ({x}×S1)×S1 in X, and Σn−1×L is (Σn−1×{1})×S1.
Proof. The proof is almost the same as Lemma 3.6. Namely, we have
Hi(Conf2(X);A
⊗2) ∼= Hi−n(X ;R).
Now Hi−n(X ;R) is nonzero for i−n = 0, 1, 2, n−1, n, n+1, and the correspond-
ing generators are ∗, {K,L},K × L,Σn−1, {Σn,Σn−1 × L}, X , respectively.
Lemma 3.14. Let X,K,L,Σn−1,Σn, A be as in Lemma 3.13 that satisfies As-
sumption 3.5. Let sτ0 : X → ST (X) be the section given by the first vector of
the standard framing τ0. Then we have
Hn+1(∂Conf2(X);A
⊗2) = R[ST (K)⊗ cA]⊕R[ST (L)⊗ cA]⊕R[sτ0(X)⊗ cA].
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Proof. Again, this follows from the trivialization ∂Conf2(X) ∼= Sn×X induced
by τ0 and from the Ku¨nneth formula.
It follows from Lemma 3.13 that the natural map Hn+2(Conf2(X);A
⊗2)→
Hn+2(Conf2(X), ∂Conf2(X);A
⊗2) is zero. As for the odd n case, we have the
following exact sequence.
0→ Hn+2(Conf2(X), ∂Conf2(X);A⊗2)
r→ Hn+1(∂Conf2(X);A⊗2) i→ Hn+1(Conf2(X);A⊗2)
In Hn+1(∂Conf2(X);A
⊗2), the class [sτ0(X)⊗cA] can be written as [(s′τ0(Σn)×
L)⊗ cA]. By Proposition 3.11, we have O(Σn, A1) = 0 and that
i([sτ0(X)⊗ cA]) = 0.
Definition 3.15 (Propagator). Let X,K,L,Σn−1,Σn, A be as in Lemma 3.13
that satisfies Assumption 3.5. A propagator is an (n+ 2)-chain P of Conf2(X)
with coefficients in A⊗2 that is transversal to the boundary and that satisfies
∂AP = sτ0(X)⊗ cA.
4 Framed fiber bundles and their fiberwise con-
figuration spaces
We make an assumption on X-bundles π : E → B with local coefficient sys-
tem, and we compute the homology of the bundle EConf2(π) associated to π
with fiber the configuration space of two points. We also recall a geometric
interpretation of chains with local coefficients and intersections among them.
4.1 Moduli spaces of manifolds with structures
Let Σn be a stably parallelizable n-manifold and let X = Σn × S1. We fix a
base point x0 ∈ X . Let
K = {∗} × S1 ⊂ X,
and we assume that K is disjoint from x0. Let τ0 : TX → Rn+1 × X be the
standard framing, i.e., the one obtained from a stable framing on Σn × {∗} by
S1-symmetry. In the following, we assume that π : E → B is an X-bundle with
structure group Diff0(X
•, ∂), equipped with the following data.
1. A trivialization of the restriction of π near the base point section x˜0.
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2. A smooth trivialization of the vertical tangent bundle T vE over E
τ : T vE → Rn+1 × E
that agrees with τ0 on the base fiber, and that agrees with the trivialization
of the normal bundle of x˜0 induced from 1.
3. A fiberwise pointed degree 1 map f : E → X .
The classifying space forX-bundles π with such structures is given by B˜Diffdeg(X
•, ∂),
defined in §1.1. We have the following fibration sequences.
F∗(X)→B˜Diff(X•, ∂)→ BDiff(X•, ∂)
F∗(X)×Mapdeg∗ (X,X)→B˜Diffdeg(X•, ∂)→ BDiff0(X•, ∂)
Proposition 4.1. Suppose that Σn is a homology n-sphere or a (homology
Sn−1)×S1. Then for p ≥ 1, πpF∗(X) and πpMapdeg∗ (X,X) are finitely gener-
ated abelian groups.
Proof. This follows immediately from the following two lemmas.
Lemma 4.2. For p ≥ 1, we have the following isomorphisms.
1. If Σn is a homology n-sphere,
πpF∗(X) ∼= πp+1SOn+1 + πp+nSOn+1 + πp+n+1SOn+1.
2. If Σn is a (homology Sn−1)× S1,
πpF∗(X) ∼=(πp+1SOn+1)2 + πp+2SOn+1
+ πp+n−1SOn+1 + πp+nSOn+1 + πp+n+1SOn+1.
Proof. Fixing the standard framing τ0 gives an identification
F∗(X) = Map∗(X,SOn+1).
When X = Σn×S1, Σn is a homology n-sphere, we take a pointed degree 1 map
c : X → Sn×S1. One can see that ΩpMap∗(X,SOn+1) ∼= Map∗(Sp∧X,SOn+1),
and the iterated suspension Spc : Sp ∧ X → Sp ∧ (Sn × S1) is a 1-connected
homology equivalence. ByWhitehead’s theorem, Spc is a homotopy equivalence.
Hence Spc induces an isomorphism
π0Map∗(S
p ∧X,SOn+1)
∼=→ π0Map∗(Sp ∧ (Sn × S1), SOn+1).
The result follows by Sp ∧ (Sn × S1) ≃ Sp(Sn) ∨ Sp(S1) ∨ Sp(Sn ∧ S1) ≃
Sp+n ∨ Sp+1 ∨ Sp+n+1. Proof of 2 is similar.
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Proof of the next lemma is the same as that of Lemma 4.2.
Lemma 4.3. For p ≥ 1, we have the following isomorphisms.
1. If Σn is a homology n-sphere,
πpMap
deg
∗ (X,X) ∼= πp+1X + πp+nX + πp+n+1X.
2. If Σn is a (homology Sn−1)× S1,
πpMap
deg
∗ (X,X) ∼=(πp+1X)2 + πp+2X
+ πp+n−1X + πp+nX + πp+n+1X.
Corollary 4.4. 1. If the abelianization of the group π1B˜Diffdeg(X
•, ∂) has
at least countable infinite rank, then so is the abelianization of π1BDiff0(X
•, ∂).
2. For p ≥ 2, if the abelian group πpB˜Diffdeg(X•, ∂) has at least countable
infinite rank, then so is the abelian group πpBDiff0(X
•, ∂).
Proof. For 1, we consider the exact sequence
π1(F∗(X)×Mapdeg∗ (X,X))→ π1B˜Diffdeg(X•, ∂)→ π1BDiff0(X•, ∂)→ 0.
If we put G = π1B˜Diffdeg(X
•, ∂), and let H ⊂ G be the image from π1(F∗(X)×
Mapdeg∗ (X,X)), then by exactness, H is a normal subgroup of G, G/H is iso-
morphic to π1BDiff0(X
•, ∂), and we have the homology exact sequence
H1(H ;Z)G → H1(G;Z)→ H1(G/H ;Z)→ 0,
which is a part of the five term exact sequence for group homology. Since H
is the image from a finitely generated abelian group, and H1(G;Z) has at least
countable infinite rank, the result follows.
The assertion 2 follows immediately from the long exact sequence for homo-
topy groups of fibration, and that the homotopy groups of the fiber is finitely
generated abelian groups.
Proposition 4.5. 1. If the abelianization of the group π1BDiff0(X
•, ∂) has
at least countable infinite rank, then so is the abelianization of π1BDiff0(X).
2. For p ≥ 2, if the abelian group πpBDiff0(X•, ∂) has at least countable
infinite rank, then so is the abelian group πpBDiff0(X).
Proof. In the fibration sequence,
Diff0(X
•, ∂)→ Diff0(X)→ Embfr({x0}, X),
we have Embfr({x0}, X) ≃ SOn+1 × X . Hence for p ≥ 2, the cokernel of
the homomorphism πp(SOn+1 ×X)→ πpBDiff0(X•, ∂) has at least countable
infinite rank. For p = 1, the result follows from the exact sequence for group
homology as in Corollary 4.4.
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Remark 4.6. The results in this subsection hold even if X is replaced with a
homology Σn × S1. In that case, one should choose K and τ0, which may not
be canonical.
4.2 Chains of E with twisted coefficients
We shall recall a geometric interpretation of chains of E with twisted coefficients.
Let f : X → R be a Morse function with exactly one critical point of index
0, and let ξ be its gradient-like vector field that is Morse–Smale. In the handle
decomposition of X with respect to ξ, the 2-skeleton gives a presentation of
π1(X). If we let p denote the critical point of f of index 0, the compactification
A p(ξ) of its ascending manifold has a structure of manifold with corners, and
its codimension 1 strata consists of the ascending manifolds of critical points of
index 1. A generic smooth path in X may intersect the codimension 1 strata of
A p(ξ) transversally and finitely many times, and the sequence of intersections
aligned on the path gives a word in the generator of the presentation of π1(X).
When an endpoint of a path is on a codimension 1 stratum, we push the endpoint
slightly in the positive direction of the coorientation of the stratum to determine
a word. Then a homomorphism
HolX : Π(X)→ π1(X),
where Π(X) is the fundamental groupoid of X , is obtained. Furthermore, by
composing with the representation ρA : π1(X) → EndC(A), we obtain a local
coefficient system over X .
We assume that the X-bundle π : E → B is equipped with a fiberwise
pointed degree 1 map q : E → X . In this case, by pulling back the local
coefficient system over X by q, we obtain a local coefficient system on E. More
precisely, taking the holonomy of a smooth path γ in E by that of a path q ◦ γ
in X gives a homomorphism
HolE : Π(E)→ π1(X),
and by composing with the representation ρA : π1(X)→ EndC(A), we obtain a
local coefficient system over E.
Let E˜ be the π-covering over X defined by pullback of the universal cover
X˜ → X by q. A chain of Sp(E;A) = Sp(E˜) ⊗Cπ A can be seen as that of
Sp(E)⊗C A as follows.
We take a base point δ0 at the barycenter of the standard p-simplex ∆
p.
A smooth simplex σ˜ : ∆p → E˜ of E˜ corresponds bijectively to the pair of
a smooth simplex σ : ∆p → E of E and the equivalence class of a path of
E from x0 to σ(δ0), where we consider two such paths are equivalent if their
image under the homomorphism q : Π(E) → Π(X) agree. Moreover, through
the holonomy homomorphism Π(E) → π1(X), the equivalence class of a base
path in E corresponds bijectively to an element of π. This gives a bijective
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Figure 1: A singular simplex σ with a path γ from x0
correspondence between σ˜ in E˜ and a pair (σ, g) of a smooth simplex σ and an
element g of π1(X). If we denote this pair by σ · g, a C-chain of E˜ is formally
written as ∑
g∈π
σg · g,
where σg is a C-chain of E. We obtain a bijective correspondence between
chains of Sp(E˜)⊗Cπ A and those of Sp(E)⊗C A by the modification∑
g
σg · g ⊗ ag =
∑
g
σg ⊗ g · ag.
This correspondence depends on the handle stratification of X and may not be
canonical.
The boundary operator ∂A = ∂⊗1 of Sp(E˜)⊗CπA induces a twisted bound-
ary operator on Sp(E) ⊗C A. This can be described as follows. For a smooth
simplex with a base path (σ, γ), an induced base path for a face σj of σ can be
defined by connecting γ and the segment ηj between the barycenters of σ and
σj (see Figure 1). The boundary of (σ, γ) is the sum of such faces (σj , ηj ◦ γ):
∂A(σ, γ) =
∑
j
(σj , ηj ◦ γ).
If a segment ηj between the barycenters hits a codimension 1 wall, the coefficient
of σj in ∂A(σ, γ) differs from that of σ by the action of ηj . Thus the twisted
boundary of Sp(E)⊗C A is given by the formula
∂A(σ ⊗ a) =
∑
j
σj ⊗HolE(ηj) · a.
4.3 Chains of EConf2(pi) with twisted coefficients
We shall explain a geometric interpretation of chains of EConf2(π) with twisted
coefficients.
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The direct product of projections β : X˜ × X˜ → X ×X is a π × π-covering
of X ×X . The space X˜ × X˜ can be interpreted as the set of pairs ([γ1], [γ2]) of
equivalence classes of paths γ1, γ2 to/from x0.
The group Diff(X•, ∂) acts diagonally on X˜ × X˜ by pulling back the diagonal
action on X ×X , and on
Conf∨(X) = Bℓ(X˜ × X˜, β−1∆X).
We denote by Conf2(π) : EConf2(π)→ B and Conf∨(π) : EConf∨(π)→ B
the associated Conf2(X)-bundle and Conf∨(X)-bundle to π : E → B.
A chain of Sp(EConf∨(π))⊗C[π2]A⊗2 can be seen as that of Sp(EConf2(π))⊗C
A⊗2 as follows.
The local coefficient system on E induces that on E×BE = {(x, y) ∈ E×E |
π(x) = π(y)} with coefficients in A⊗2. Its structure can be interpreted as follows.
A point of E ×B E can be given by data (x1, x2, s) (s ∈ B, x1, x2 ∈ π−1(s)).
The fiberwise universal cover E˜ ×B E˜ of E ×B E is given by the set of all data
(x1, x2, s, [γ1], [γ2]), where γi : [0, 1] → E is a path in a fiber π−1(s) to/from
the base point x0 ∈ π−1(s) from/to xi, and [γi] is the equivalence class of
q ◦ γi : [0, 1]→ X under homotopy fixing endpoints.
A path η in E ×B E is projected to a pair of two paths (η1, η2) in E by the
fiberwise projections pri : E ×B E → E, (i = 1, 2). By taking the holonomy
of each path, we obtain an element of π × π (see Figure 2). This gives a
homomorphism
HolE×BE : Π(E ×B E)→ EndC(A⊗2)
and gives a local coefficient system on E ×B E with coefficients in A⊗2.
The local coefficient system onE×BE given here induces that onEConf2(π).
A chain of the π × π-covering EConf∨(π) of EConf2(π) has the following ex-
pression ∑
(g,h)∈π2
σg,h · (g, h),
where σg,h is a C-chain of EConf2(π). By forwarding the action of (g, h) to that
on A⊗2, a chain of Sp(EConf2(π)) ⊗C A⊗2 is obtained.
The twisted boundary on Sp(EConf2(π))⊗C A⊗2 can be defined by consid-
ering the π × π-holonomy of the segment η between barycenters as in the case
of E.
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Figure 2: A path η between configurations in fibers
4.4 Invariant intersections of chains with twisted coeffi-
cients
In [Les1], equivariant intersection form was used for intersections of chains. On
the other hand, on the twisted de Rham complex of a compact manifold, the
pairing
(α, β) =
∫
M
Tr(α ∧ β)
is often used and it gives the Poincare´ dualityH∗(M ;A) ∼= Hm−∗(M ;A). In the
following, we use an analogue of these pairings on singular chains of Conf2(X)
with coefficients in A⊗2.
Suppose that two chainsC1, C2 of S∗(Conf∨(X))⊗C[π2]A⊗2 = S∗(Conf2(X))⊗C
A⊗2 are transversal and satisfy the condition dim C1+dim C2 = dim Conf2(X) =
2n+ 2. If Ci =
∑
k,ℓ C
kℓ
i ⊗ xk ⊗ xℓ, we define 〈C1, C2〉 ∈ A⊗4 by the formula
〈C1, C2〉 =
∑
ki,ℓi
〈Ck1ℓ11 , Ck2ℓ22 〉Conf2(X)xk1xℓ1xk2xℓ2 .
1. When A is finite dimensional over C, we define Tr : (A⊗2)⊗2 → C by
Tr((x1 ⊗ y1)⊗ (x2 ⊗ y2)) = B(x1, x∗2)B(y1, y∗2),
where x∗ is the dual of x with respect to B. This is ρA(π)-invariant in the
sense of the following identities.
Tr((x1 ⊗ ρA(g)y1)⊗ (x2 ⊗ ρA(g)y2)) = Tr((x1 ⊗ y1)⊗ (x2 ⊗ y2))
Tr((ρA(g)x1 ⊗ y1)⊗ (ρA(g)x2 ⊗ y2)) = Tr((x1 ⊗ y1)⊗ (x2 ⊗ y2))
2. When A = Λ = C[t±1], we define Tr : Λ⊗2 → Λ by
Tr(ta ⊗ tb) = tb−a.
This is Z-invariant.
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3. When A = g⊗C Λ, we define Tr : (g⊗2[t±1])⊗2 → Λ by
Tr((x1 ⊗ y1)ta ⊗ (x2 ⊗ y2)tb) = B(x1, x∗2)B(y1, y∗2) tb−a.
This is Ad(G) × Z-invariant and can be considered as obtained from a
sesquilinear form on g⊗2 by C[t±1]-sesquilinear extension.
Lemma 4.7. Tr〈·, ·〉 is a coboundary. Namely, when dim C1+dim C2 = 2n+3,
we have
Tr〈∂AC1, C2〉+ (−1)2n+2−dimC1Tr〈C1, ∂AC2〉 = 0. (4.1)
Hence Tr〈·, ·〉 induces a well-defined sesquilinear pairings
Hp(Conf2(X), ∂Conf2(X);A
⊗2)⊗C Hq(Conf2(X);A⊗2)→ C,
Hp(Conf2(X), ∂Conf2(X); Λ)⊗Λ Hq(Conf2(X); Λ)→ Λ,
Hp(Conf2(X), ∂Conf2(X); g
⊗2[t±1])⊗Λ Hq(Conf2(X); g⊗2[t±1])→ Λ.
We call Tr〈·, ·〉 an invariant intersection.
Proof. If we extend the definition of 〈·, ·〉 for dim C1+dim C2 = 2n+3 similarly,
then 〈C1, C2〉 gives a chain of S1(Conf2(X)) ⊗C A⊗4. To prove the identity
(4.1), we assume that Ci is an A
⊗2-linear combination of smooth simplices in
S∗(Conf2(X)):
Ci =
∑
λ
σλ ⊗mλ, (4.2)
where σλ : ∆
p → Conf2(X) is a smooth simplex and mλ ∈ A⊗2. Let τ be a
face of σλ0 for some λ0 that is independent of ∂ACi. Then some simplices σλ
(λ ∈ Λ) in the sum in (4.2) are glued together at τ (Figure 3-left). If we let ηλ
be the segment between the barycenters of σλ and τ , and if the projections of
ηλ in X ×X do not intersect walls of holonomy, then the reason that the face
τ does not contribute to ∂ACi is some linear relation
∑
λmλ = 0 satisfied in
A⊗2. If the projections of the segments ηλ for λ ∈ Λ1 in X × X cross a wall
of holonomy, then the term of τ in the twisted boundary of Ci is one of the
following. ∑
λ/∈Λ1
mλ + (ρ(g)⊗ 1)
∑
λ∈Λ1
mλ or∑
λ/∈Λ1
mλ + (1⊗ ρ(g))
∑
λ∈Λ1
mλ
Here, g ∈ π is determined by the wall S a path hits in X×X (see Figure 3-right).
Since τ does not contribute to ∂ACi, the lifts of the simplices σλ in E˜ ×B E˜
with A⊗2-coefficients are glued together at the lift of τ . Hence we must have
the relation ∑
λ∈Λ
mλ =
∑
λ/∈Λ1
mλ +
∑
λ∈Λ1
mλ = 0.
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Figure 3: Simplices σλ and paths ηλ around τ , where Λ1 = {1, 2}, S is the wall
inducing the action of 1⊗ g or g ⊗ 1
In the case of a double intersection, the gap in the coefficients due to the
action of a wall is (ρ(g) ⊗ 1)⊗2 or (1 ⊗ ρ(g))⊗2, which will be eliminated after
applying Tr. Hence after applying Tr, the boundary of a double intersection
only contribute to ∂AC1 or ∂AC2. This completes the proof.
4.5 Propagator in a family for n odd
Lemma 4.8. We assume that n is odd, n ≥ 3. Let X be a parallelizable Z
homology Sn × S1 equipped with a local coefficient system A, let π : E → B be
as in §4.1, and we assume that the base of B is an (n − 2)-dimensional closed
oriented manifold. Under Assumptions 3.1 and 3.5, we have
H2n(EConf2(π);A
⊗2) ∼= H0(B)⊗C H2n(Conf2(X);A⊗2)
H2n(EConf2(π), ∂EConf2(π);A
⊗2)
∼= Hn−2(B)⊗C Hn+2(Conf2(X), ∂Conf2(X);A⊗2)
and the natural map
H2n(EConf2(π);A
⊗2)→ H2n(EConf2(π), ∂EConf2(π);A⊗2)
is zero.
Proof. By Lemma 3.6, the E2-terms of the Leray–Serre spectral sequences for
the Conf2(X)-bundle and the (Conf2(X), ∂Conf2(X))-bundle over B that con-
verge to H2n are isomorphic to E
2
0,2n and E
2
n−2,n+2, respectively, which agree
with H2n. Also, the map induced between these terms is obviously 0.
Definition 4.9 (Propagator in family). Let n,X,A, π be as in Lemma 4.8. Let
sτ : E → ST v(E) be the section that is given by the first vector of the framing τ
and let f : E → X be a fiberwise pointed degree 1 map, which is transversal to
K = {∗}×S1. Let K˜ = f−1(K), which is a framed codimension n submanifold
of E. A propagator in family is a 2n-chain P of EConf2(π) with coefficients in
A⊗2 that is transversal to the boundary and that satisfies
∂AP = sτ (E)⊗ cA − O(X,A)ST (K˜)⊗ cA. (4.3)
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Lemma 4.10. Let n,X,A, π be as in Lemma 4.8. Then there exists a propa-
gator in family. Moreover, two propagators P, P ′ in family with ∂AP = ∂AP ′
(as chains) are related by
P ′ − P = λST (Σn)⊗ cA + ∂AQ
for some λ ∈ R and a (2n+ 1)-chain Q of EConf2(π). In other words, P and
P ′ are related by addition of a boundary after adding a multiple of ST (Σn)⊗ cA
to P .
Proof. By the homology exact sequence for pair and by Lemma 4.8, we have
the following exact sequence.
0→ H2n(EConf2(π), ∂EConf2(π);A⊗2)
r˜→ H2n−1(∂EConf2(π);A⊗2) i˜→ H2n−1(EConf2(π);A⊗2)
Here, it follows from Lemma 3.6 and dimB = n− 2 that both
H2n−1(∂EConf2(π);A⊗2) and H2n−1(EConf2(π);A⊗2)
are E∞n−2,n+1 = E
2
n−2,n+1 in the Leray–Serre spectral sequence of bundles over
B. The map induced between these terms is induced by the natural map
i : Hn+1(∂Conf2(X);A
⊗2)→ Hn+1(Conf2(X);A⊗2).
Hence i˜ can be described explicitly by using the result for a single fiber (Corol-
lary 3.8), and the existence of a chain P with (4.3) follows.
For two propagators P, P ′ in family with common boundary ∂AP = ∂AP ′,
the chain P ′ − P is a cycle of EConf2(π). By Lemmas 4.8 and 3.6, P ′ − P is
homologous to λST (Σn)⊗ cA for some λ ∈ R. This completes the proof.
4.6 Propagator in a family for n even, X = Σn × S1
Lemma 4.11. We assume that n is even, n ≥ 4. Let Σn−1 be a parallelizable Z
homology Sn−1, let X = Σn× S1, where Σn = Σn−1× S1, equipped with a local
coefficient system A, and let π : E → B be as in §4.1. We assume that the base
of B is an (n−2)-dimensional closed oriented manifold. Under Assumptions 3.1
and 3.5, we have
H2n(EConf2(π);A
⊗2) ∼= H0(B)⊗C H2n(Conf2(X);A⊗2)
⊕H1(B) ⊗C H2n−1(Conf2(X);A⊗2)
⊕Hn−2(B)⊗C Hn+2(Conf2(X);A⊗2)
H2n(EConf2(π), ∂EConf2(π);A
⊗2)
∼= Hn−2(B)⊗C Hn+2(Conf2(X), ∂Conf2(X);A⊗2)
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where H2n(Conf2(X);A
⊗2) is spanned by [ST (Σn)⊗ cA] and [ST (Σn−1 ×L)⊗
cA], H2n−1(Conf2(X);A⊗2) is spanned by [ST (Σn−1)⊗cA], and Hn+2(Conf2(X);A⊗2)
is spanned by [ST (K × L)⊗ cA]. The natural map
H2n(EConf2(π);A
⊗2)→ H2n(EConf2(π), ∂EConf2(π);A⊗2)
is zero.
Proof. By Lemma 3.13, the E2-terms of the Leray–Serre spectral sequences
for the Conf2(X)-bundle and the (Conf2(X), ∂Conf2(X))-bundle over B that
converge to H2n are isomorphic to E
2
0,2n ⊕ E21,2n−1 ⊕ E2n−2,n+2 and E2n−2,n+2,
respectively. The induced map on the E2-terms can be written explicitly with
respect to the explicit bases of Lemma 3.13, which is zero. Hence the map
induced between H2n is zero.
Definition 4.12 (Propagator in family). Let n,X,A, π be as in Lemma 4.11.
Let sτ : E → ST v(E) be the section that is given by the first vector of the
framing τ . A propagator in family is a 2n-chain P of EConf2(π) with coefficients
in A⊗2 that is transversal to the boundary and that satisfies
∂fibA P = sτ (E)⊗ cA. (4.4)
Lemma 4.13. Let n,X,A, π be as in Lemma 4.11. Then there exists a prop-
agator in family. Moreover, two propagators P, P ′ in family with ∂AP = ∂AP ′
(as chains) are related by
P ′ − P = λST (Σn)⊗ cA + µST (Σn−1 × L)⊗ cA + ∂AQ
for some λ, µ ∈ R and a (2n + 1)-chain Q of EConf2(π). In other words, P
and P ′ are related by addition of a boundary after adding a linear combination
of ST (Σn)⊗ cA and ST (Σn−1 × L)⊗ cA to P .
Proof. By the homology exact sequence for pair and by Lemma 4.11, we have
the following exact sequence.
0→ H2n(EConf2(π), ∂EConf2(π);A⊗2)
r˜→ H2n−1(∂EConf2(π);A⊗2) i˜→ H2n−1(EConf2(π);A⊗2)
Here, it follows from Lemma 3.13 and dimB = n− 2 that both the E2-terms of
H2n−1(∂EConf2(π);A⊗2) and H2n−1(EConf2(π);A⊗2)
in the Leray–Serre spectral sequence of bundles overB areE2n−2,n+1⊕E2n−3,n+2⊕
E20,2n−1. The map induced between these terms is induced by the natural maps
ir : Hr(∂Conf2(X);A
⊗2)→ Hr(Conf2(X);A⊗2)
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for r = n + 1, n + 2, 2n − 1. For r = n + 2, 2n − 1, ir is induced by the
identity between rank 1 R-modules, and we have seen that in+1 = 0 before
Definition 3.15. Hence i˜ can be described explicitly by using the result for a
single fiber (Corollary 3.8), and the existence of a chain P with (4.4) follows.
For two propagators P, P ′ in family with common boundary ∂AP = ∂AP ′,
the chain P ′ − P is a cycle of EConf2(π). By Lemmas 4.11 and 3.13, P ′ − P is
homologous to λST (Σn)⊗ cA + µST (Σn−1 × L)⊗ cA for some λ, µ ∈ R. This
completes the proof.
4.7 Direct product of cycles
There may not be a canonical way to see a C-chain of X as an A-chain, unless
A is a C-algebra with 1. Namely, there may not be a canonical C-linear map
S∗(X ;C)→ S∗(X ;A). Instead, we will use the following interpretation later (in
§6).
Lemma 4.14. For a subspace V of X, R = C or C[t±1], we define C-linear
maps
η : S∗(V ;C)→ HomR(A,S∗(X ;A)),
ηA : S∗(V ;A)→ HomR(A,S∗(X ;A))
by η(σ) = (a 7→ σ ⊗ a) and ηA(γ) = (a 7→ (1 ⊗ a∗(·) a)(γ)), respectively. Then
ηA is a chain map. Also, if the restriction of A on V is trivial, then η is a chain
map, too. In that case, by Ku¨nneth formula, the maps between homologies
η∗ : H∗(V ;C) → HomR(A,H∗(X ;A)), ηA∗ : H∗(V ;A) → HomR(A,H∗(X ;A))
are induced.
Proof. For γ =
∑
µ γµeµ ∈ S∗(X˜)⊗C[π] A, we have
ηA(∂Aγ) =
(
a 7→
∑
µ
(∂γµ)⊗ a∗(eµ) a
)
=
(
a 7→ (∂ ⊗ 1)
∑
µ
γµ ⊗ a∗(eµ) a
)
= ∂A(ηAγ).
This completes the proof.
When the restrictions of A on V,W ⊂ X are both trivial, η induces
η⊗2∗ : H∗(V ;C)⊗C H∗(W ;C)→ HomR(A⊗2, H∗(X×2;A⊗2)).
Here, the following identity holds in H∗(X×2;A⊗2):
η⊗2∗ (α× β)(cA) = (α× β)⊗ cA.
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We denote this element by α×cA β. Then η⊗2∗ (α× β) can be considered as the
mapping a 7→ a(α ×cA β). When only the restriction of V on A is trivial, we
still have
η∗ ⊗ ηA∗ : H∗(V ;C)⊗C H∗(W ;A)→ HomR(A⊗2, H∗(X×2;A⊗2)).
We denote (η∗ ⊗ ηA∗)(α× β)(cA) simply by α×cA β. More generally,
η⊗2A∗ : H∗(V ;A)⊗C H∗(W ;A)→ HomR(A⊗2, H∗(X×2;A⊗2))
is defined. Again, we denote η⊗2A∗(α× β)(cA) simply by α×cA β.
Lemma 4.15. 1. When the restrictions of A on V,W ⊂ X are both trivial,
let α, β be C-chains of V,W , respectively. Let γ, δ be A-chain of X. Then
the following identity holds.
Tr〈α×cA β, γ × δ〉 = Tr〈α×cA β, γ ×cA δ〉
2. Suppose that a submanifold U of X×2 is such that H∗(U ;A⊗2) is freely
spanned over A⊗2 by cycles of the forms αi ×cA βi (i = 1, . . . , r, αi, βi
are C-cycles of X). Suppose moreover that Tr〈·, ·〉 gives a duality be-
tween H∗(U ;A⊗2) and H∗(U, ∂U ;A⊗2), and that the dual A⊗2-basis of
H∗(U, ∂U ;A⊗2) to {αi ×cA βi} is γi × δi (i = 1, . . . , r, γi, δi are A-cycles
of X). Then the dual A⊗2-basis can be represented by the cycles γi ×cA δi
(i = 1, . . . , r). In other words, γi × δi is homologous to γi ×cA δi.
Proof. Let γ =
∑
λ γλeλ, δ =
∑
µ δµe
∗
µ. Then we have
Tr〈α×cA β, γ × δ〉 =
∑
λ,µ
〈α× β, γλ × δµ〉Tr(cA ⊗ (eλ ⊗ e∗µ))
=
∑
λ
〈α× β, γλ × δλ〉Tr(cA ⊗ (eλ ⊗ e∗λ))
= Tr〈α ×cA β, γ ×cA δ〉.
The assertion 2 follows immediately from 1.
The following identity for chains holds since α×cA β = η⊗2A∗(α× β)(cA).
∂A(α×cA β) = (∂Aα)×cA β ± α×cA (∂Aβ)
This relation can be used to find a chain whose boundary is the right hand side,
when ∂Aα and ∂Aβ are given by C-cycles, for example.
Example 4.16. We shall consider the case R = A = C[t±1]. When the restric-
tion of A on V,W ⊂ X are both trivial, let α, β be C-chains of V,W , respectively,
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and let F be a chain of X×2 with coefficients in A⊗R A = C[t±1]. In this case,
the product α× β can be considered as the mapping tn 7→ tn(α×cA β) in
HomR
(
C[t±1], S∗(X×2;C[t±1])
)
.
Then the intersection Tr〈F, α × β〉 as an element of HomC(C[t±1],C) is
tn 7→ Tr〈F, tn(α×cA β)〉.
Here, under the natural identification HomC(C[t±1],C) = C[t±1]; (tn 7→ an) ↔∑
n ant
n, we may consider that
Tr〈F, α× β〉 =
∑
n
Tr〈F, tn(α×cA β)〉tn.
This agrees with the definition in [Les1] of the equivariant intersection.
4.8 Linking number
Let α, β be two disjoint nullhomotopic Z-cycles of X such that dimα+dimβ =
n. Let D be a Z-chain of X such that ∂D = β. As seen in the previous
subsection, α, β,D can be considered as elements of HomC(A,S∗(X ;A)). For
each element eλ⊗ eµ of A⊗2, Tr〈α(eλ), D(eµ)〉 gives an element of C, and hence
Tr〈α,D〉 ∈ HomC(A⊗2,C).
Moreover, under the identification HomC(A
⊗2,C) = A⊗2; φ 7→ (1 ⊗ φ ⊗ 1) ◦
(cA ⊗ cA), this can be considered as an element of A⊗2. We define the linking
number of α, β by this element of A⊗2:
ℓkA(α, β) = Tr〈α,D〉 ∈ A⊗2.
This satisfies the following properties, whose proofs are exactly the same as
those in [Les1, Proposition 3.1].
Lemma 4.17. 1. ℓkA(α, β) = (−1)codimα ℓkA(β, α)∗
2. ℓkA(α, β) = Tr〈α× β, P 〉 ∈ A⊗2 (P : propagator)
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5 Perturbative invariant
For compact oriented submanifolds F1, F2, F3 of codimension n of EConf2(π),
we define their intersection by
〈F1, F2, F3〉Θ = F1 ∩ F2 ∩ F3. (5.1)
This is defined only when F1, F2, F3 are in a general position. This can be
extended to generic C-chain of EConf2(π) by C-linearity.
When dimB = n− 2, we take codimension n chains F1, F2, F3 from
S2n(EConf∨(π)) ⊗C[π2] A⊗2 = S2n(EConf2(π)) ⊗C A⊗2,
and define
〈F1, F2, F3〉Θ = F1 ∩ F2 ∩ F3 ∈ S0(EConf2(π)) ⊗C (A⊗2)⊗3
by extending (5.1) by A⊗2-linearity.
5.1 Definition of the invariant when O(X,A) = 0, n odd
Let n,X = Σn × S1, A, π be as in Lemma 4.8. We take propagators P1, P2, P3
in family EConf2(π) so that they are parallel on the boundary. Each Pi can be
considered as an element of
S2n(EConf2(π);C)⊗C A⊗2.
When n is odd, we define Z0Θ(P1, P2, P3) ∈ A 0Θ(A⊗2; ρA(π) × Z) by
Z0Θ(P1, P2, P3) =
1
6
TrΘ〈P1, P2, P3〉Θ,
where TrΘ : (A
⊗2)⊗3 → A 0Θ(A⊗2; ρA(π′)×Z) is the projection. Since we apply
TrΘ, Z
0
Θ(P1, P2, P3) does not depend on the way to represent Pi as an element
of S2n(EConf2(π);C) ⊗C A⊗2, for a similar reason as in Lemma 4.7.
Theorem 5.1. Let n,X = Σn×S1, A, π be as in Lemma 4.8. Then Z0Θ(P1, P2, P3)
does not depend on the choice of Pi, and gives a homomorphism
Z0Θ : Ωn−2(B˜Diffdeg(X
•, ∂))→ A 0Θ(A⊗2; ρA(π′)× Z).
Proof. Let π+ : E+ → B+, π− : E− → B− be framed (X,Ux0)-bundles over
closed oriented manifolds B+, B− that are bundle bordant as framed (X,Ux0)-
bundles. Namely, there is a framed (X,Ux0)-bundle π˜ : E˜ → B˜ over a con-
nected compact oriented cobordism B˜ that restricts to π+, π− on the ends
∂B˜ = B+
∐
(−B−). Let τ+, τ− be the vertical framings of π+, π−, respectively.
We take triples of propagators (P+1 , P
+
2 , P
+
3 ) and (P
−
1 , P
−
2 , P
−
3 ) that de-
fine Z0Θ on the end ∂B˜. We first assume that there is a triple of propagators
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(P˜1, P˜2, P˜3) in EConf2(π˜) that extends those on ∂B˜. Namely, P˜i is a chain of
S∗(EConf2(π˜);C)⊗C A⊗2, satisfying the following identities:
∂AP˜i = P
+
i − P−i + ∂fibA P˜i,
∂fibA P˜i = s
(i)
τ˜ (E˜)⊗ cA,
where τ˜ is a vertical framing of E˜ extending τ±, and s
(i)
τ˜ is a slight perturbation
of sτ˜ obtained by applying an SOn+1-rotation.
The intersection 〈P˜1, P˜2, P˜3〉Θ gives a chain of S1(EConf2(π˜)) ⊗C (A⊗2)⊗3.
Then the boundary of TrΘ〈P˜1, P˜2, P˜3〉Θ corresponds to the intersection of the
chains in
∂EConf2(π˜) = EConf2(π
+)− EConf2(π−) + ∂fibEConf2(π˜).
Since E˜ has a vertical framing and the propagators P˜1, P˜2, P˜3 are parallel on
∂fibEConf2(π˜), they do not have intersection there. Hence the boundary only
survives in EConf2(π
+)− EConf2(π−) and we have
TrΘ〈P+1 , P+2 , P+3 〉Θ − TrΘ〈P−1 , P−2 , P−3 〉Θ = 0.
This completes the proof under the assumption of the existence of the triple
(P˜1, P˜2, P˜3).
In Lemma 5.2 below, we shall see that if we replace P−i with P
−
i +λST (Σ
n)′⊗
cA for some λ ∈ R, where ST (Σn)′ is a parallel copy of ST (Σn) obtained by
pushing slightly toward the inward normal vector field on the boundary of the
base fiber Conf2(X), then a propagator P˜i as above exists. Then we need
to show that the value of TrΘ〈P−1 , P−2 , P−3 〉Θ does not change by additions of
λST (Σn)′ ⊗ cA. Namely, we consider the triple intersection
TrΘ〈P−1 + λST (Σn)′ ⊗ cA, P−2 + λST (Σn)′′ ⊗ cA, P−3 + λST (Σn)′′′ ⊗ cA〉Θ,
where ST (Σn)′′ and ST (Σn)′′′ are parallel copies of ST (Σn)′ in the interior of
Conf2(X). Since ST (Σ
n)′, ST (Σn)′′, ST (Σn)′′′ are disjoint, we need only to
show that the terms of triple intersections among two propagators and one copy
of ST (Σn) vanish. By the boundary transversality assumption for propagator,
the values of these are the same as the intersections with ST (Σn) on the bound-
ary. By the explicit form of the boundary of P−i , we see that the intersection
among P−i , P
−
j and ST (Σ
n) is empty. This completes the proof that we may
change P−i as above without changing the value of TrΘ〈P−1 , P−2 , P−3 〉Θ.
Lemma 5.2. Let P±i , s
(i)
τ˜ (E˜) be as in the proof of Theorem 5.1. Then for some
λ ∈ R, there exists a (2n+ 1)-chain P˜i of EConf2(π˜) such that
∂AP˜i = P
+
i − (P−i + λST (Σn)′ ⊗ cA) + s(i)τ˜ (E˜)⊗ cA.
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Proof. Since B˜ does not have a closed component, its Z homology is like that of
an (n−2)-dimensional complex and the computation of H∗(EConf2(π˜);A⊗2) is
similar to that of Lemma 4.8. The 2n-cycle P+i − P−i + s(i)τ˜ (E˜)⊗ cA represents
a class in
H2n(EConf2(π˜);A
⊗2) = R[ST (Σn)⊗ cA],
where we consider Σn is in the base fiber of E−. Thus for some λ ∈ R, the
2n-cycle P+i −P−i +sτ˜ (E˜)⊗cA is homologous to λST (Σn)⊗cA. This completes
the proof.
5.2 Definition of the invariant when O(X,A) = 0, n even
Let n,X = Σn × S1, A, π be as in Lemma 4.11. We take propagators P1, P2, P3
in family EConf2(π) so that they are parallel on the boundary. When n is even,
we define Z1Θ(P1, P2, P3) ∈ A 1Θ(A⊗2; ρA(π)× Z) by
Z1Θ(P1, P2, P3) =
1
6
TrΘ〈P1, P2, P3〉Θ,
where TrΘ : (A
⊗2)⊗3 → A 1Θ(A⊗2; ρA(π′)× Z) is the projection.
Theorem 5.3. Let n,X = Σn×S1, A, π be as in Lemma 4.11. Then Z1Θ(P1, P2, P3)
does not depend on the choice of Pi, and gives a homomorphism
Z1Θ : Ωn−2(B˜Diffdeg(X
•, ∂))→ A 1Θ(A⊗2; ρA(π′)× Z).
Proof is almost parallel to that of Theorem 5.1.
6 Surgery formula
6.1 R-decorated graphs
Let R be an algebra over C having 1, and let H be a subset of the set of units
of R. We assume that R has a C-linear involution R → R, which maps p to
its “adjoint” p∗, such that p∗ = p−1 for p ∈ H . We call a pair (Γ, φ) of the
following objects an R-decorated graph.
1. Γ: abstract, labeled, edge-oriented trivalent graph, where a label is the
pair of bijections α : {1, 2, . . . ,m} → Edges(Γ) and β : {1, 2, . . . , n} →
Vertices(Γ).
2. φ : Edges(Γ)→ R: a map.
We also write an R-decorated graph (Γ, φ) as Γ(x1, x2, . . . , x3k) (xi = φ(α(i))).
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Figure 4: Decomposition of embedded trivalent graph into Y-shaped pieces.
6.2 Graph surgery
We take an embedding Γ→ X of a labeled, edge-oriented graph Γ. The homo-
topy class of this embedding can be represented as Γ(g1, g2, . . . , g3k) (gi ∈ π) for
the C[π]-decoration given by the π-valued holonomy for each edge. We consider
that this expression also represents an embedded graph.
We put an (n + 1)-dimensional Hopf link at the middle of each edge, as in
Figure 4. For some choice of dimensions of spheres on edges, the embedded
graph is decomposed into 2k Y-shaped components (Type I and II).
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We take small closed tubular neighborhoods of these objects and denote them
by V (1), V (2), . . . , V (2k). They form a disjoint union of handlebodies embedded
in X . A Type I handlebody is diffeomorphic to the handlebody obtained from
an (n+1)-ball by attaching two 1-handles and one (n− 1)-handle in a standard
way. A Type II handlebody is diffeomorphic to the handlebody obtained from
an (n+1)-ball by attaching one 1-handle and two (n− 1)-handles in a standard
way.
Let αI : S
0 → Diff(∂V ), S0 = {−1, 1}, be the map defined by αI(−1) = 1,
and by setting αI(1) as the “Borromean twist” corresponding to the Borromean
string link Dn−1 ∪ Dn−1 ∪ D1 → Dn+1. The detailed definition of αI can be
found in [Wa1, §4.5].
Let αII : S
n−2 → Diff(∂V ) be the map defined by comparing the relative
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isomorphism class of the family of complements of an Sn−2-family of embeddings
Dn−1 ∪D1 ∪D1 → Dn+1 obtained by parametrizing the second component in
the Borromean string link Dn−1 ∪Dn−1 ∪D1 → Dn+1 with the trivial family.
The detailed definition of αII can be found in [Wa1, §4.6].
Let BΓ = K1 × · · · × K2k (Ki = S0 or Sn−2). Let Ki be S0 or Sn−2
depending on whether the i-th vertex is of Type I or II. Accordingly, let αi :
Ki → Diff(∂V (i)) be αI or αII. By using the families of twists above, we define
EΓ = ((X − Int (V (1) ∪ · · · ∪ V (2k)))×BΓ) ∪∂ ((V (1) ∪ · · · ∪ V (2k))×BΓ),
where the gluing map is given by
ψ : (∂V (1) ∪ · · · ∪ ∂V (2k))×BΓ → (∂V (1) ∪ · · · ∪ ∂V (2k))×BΓ
ψ(x, t1, . . . , t2k) = (αi(ti)(x), t1, . . . , t2k) (for x ∈ ∂V (i)).
Proposition 6.1 (Proposition 9.6). The natural projection πΓ : EΓ → BΓ is an
X-bundle, and it admits a vertical framing that is compatible with the surgery,
and it gives an element of
Ω(n−2)k(B˜Diffdeg(X•, ∂)).
We denote this element by Ψk(Γ(g1, g2, . . . , g3k)).
Theorem 6.2. Let n ≥ 3 and let Θ(g1, g2, g3) be a C[π]-decorated Θ-graph.
Let ε = n+ 1 mod 2. The element [Ψ1(Θ(g1, g2, g3))] ∈ Ωn−2(B˜Diffdeg(X•, ∂))
belongs to the image from πn−2B˜Diffdeg(X•, ∂), and the following identity holds.
ZεΘ(Ψ1(Θ(g1, g2, g3))) = 2 [Θ(ρA(g1), ρA(g2), ρA(g3)]
We will give a proof of Theorem 6.2 in the next subsection.
6.3 Proof of Theorem 6.2
By an argument similar to that given in [KT], proof of Theorem 6.2 boils down
to one lemma (Proposition 6.3), which guarantees the existence of conveniently
normalized propagator. Proof of Proposition 6.3 is almost the same as that of
[Les1, Proposition 11.1].
Let W = X − Int (V (1) ∪ V (2)), W˜ = W × BΘ. Then EΘ − Int W˜ is the
disjoint union of the parts corresponding to V (1), V (2) ⊂ X :
EΘ − Int W˜ = EΘ(V (1))∐EΘ(V (2)),
where EΘ(V (1)) ∼= V˜ (1) ×K2 and EΘ(V (2)) ∼= V˜ (2) ×K1.
By the relation∫
(si,sj)∈Ki×Kj
(V (i)(si)× {sj})× ({si} × V (j)(sj))
=
∫
si∈Ki
(V (i)(si)× {si})×
∫
sj∈Kj
({sj} × V (j)(sj))
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among fiber products, where
∫
=
⋃
, we have the following identification:
(V˜ (i) ×Kj)×Ki×Kj (Ki × V˜ (j)) = V˜ (i) × V˜ (j).
Similarly, V˜ (i) ×Ki W˜ = V˜ (i) ×W , W˜ ×BΘ W˜ = (W ×W )×BΘ, and∫
(s1,s2)∈K1×K2
EΘ(V (1))(s1, s2)× EΘ(V (2))(s1, s2) = V˜ (1) × V˜ (2).
1. Let V (i) be a handlebody of Type I or II, and let z
(i)
1 , z
(i)
2 , z
(i)
3 be the
cycles in V (i) that are given by the cores of the three handles of positive
indices. If V (i) is of Type I, two of them are circles and one is (n − 1)-
dimensional sphere. If V (i) is of Type II, one of them is a circle and two
of them are (n − 1)-dimensional spheres. Let a(i)1 , a(i)2 , a(i)3 be the dual
spheres to z
(i)
1 , z
(i)
2 , z
(i)
3 with respect to the intersection in ∂V
(i). They
are the boundaries of the cocores of the three handles in V (i) of positive
indices. We take a base point pV (i) of ∂V
(i) that is disjoint from the cycles
z
(i)
j , a
(i)
j .
2. Let Σ(a
(i)
ℓ ) be a submanifold of V
(i) that is bounded by a
(i)
ℓ . Let Σ(z
(i)
ℓ )
be a submanifold of X − IntV (i) that is bounded by z(i)ℓ . Let γV (i) be a
1-chain of W with coefficients in A that is bounded by pV (i) , which exists
by H0(X ;A) = 0.
3. Σ(z
(i)
ℓ ) may intersect a handle of V
(j) (j 6= i) transversally. We assume
that the intersection agrees with Σ(a
(j)
m ) for some m. This is possible by
the way of linking among the handlebodies in graph surgery.
4. The boundary of V˜ (i) may be canonically identified with ∂V (i) ×Ki. Let
z˜
(i)
ℓ = z
(i)
ℓ ×Ki and a˜(i)ℓ = a(i)ℓ ×Ki. The cycle a˜(i)ℓ bounds a submanifold
Σ(a˜
(i)
ℓ ) of V˜
(i). This corresponds to a Seifert surface of one component
in the Borromean rings, and can be chosen so that its normal bundle is
trivial.
5. We identify a small tubular neighborhood of ∂V (i) inX with ∂V (i)×[−4, 4]
so that ∂V (i) × {0} = ∂V (i). For a chain x of ∂V (i), let x[h] = x × {h}.
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Also, let
V
(i)
h =
{
V (i) ∪ (∂V (i) × [0, h]) (h ≥ 0)
V (i) − (∂V (i) × (h, 0]) (h < 0)
Σh(z
(i)
ℓ ) =
{
Σ(z
(i)
ℓ ) ∩ (X \ V˚ (i)h ) (h ≥ 0)
Σ(z
(i)
ℓ ) ∪ (z(i)ℓ × [h, 0]) (h < 0)
Σh(a
(i)
ℓ ) =
{
Σ(a
(i)
ℓ ) ∪ (a(i)ℓ × [0, h]) (h > 0)
Σ(a
(i)
ℓ ) ∩ V (i)h (h ≤ 0)
Wh =
{
X − Int (V (1)h ∪ V (2)h ) (h ≥ 0)
X ∪ ((∂V (1) ∪ ∂V (2))× [h, 0]) (h < 0)
V˜
(i)
h , W˜h, Σh(a˜
(i)
ℓ ) etc. can be defined in a similar way.
Proposition 6.3. There exists a propagator P in family EConf2(π
Θ) that sat-
isfies the following conditions.
1. On W˜ ×BΘ W˜ = (W ×W ) × BΘ, P agrees with P0 × BΘ, where P0 is a
propagator in Conf2(X).
2. On EΘ(V (j))×BΘ W˜3 = (V˜ (j)×W3)×Ki (i 6= j), P agrees with the direct
product of the following chain of V˜ (j) ×W3 and Ki.
V˜ (j) ×cA γV (j) [3] +
∑
ℓ,m
ℓkA(z
(j)
m , a
(j)+
ℓ )
∗ Σ(a˜(j)ℓ )×cA Σ3(z(j)m )
3. On W˜3×BΘEΘ(V (j)) = (W3× V˜ (j))×Ki (i 6= j), P agrees with the direct
product of the following chains of W3 × V˜ (j) and Ki.
(−1)n+1γV (j) [3]×cA V˜ (j) +
∑
ℓ,m
ℓkA(z
(j)
m , a
(j)+
ℓ )Σ3(z
(j)
ℓ )×cA Σ(a˜(j)m )
4. On EΘ(V
(j)
3 )×BΘEΘ(V (j)3 ) = (V˜ (j)3 ×Kj V˜ (j)3 )×Ki (i 6= j), P agrees with
the direct product of some chain of V˜
(j)
3 ×Kj V˜ (j)3 and Ki.
5. On EΘ(V (i)) ×BΘ EΘ(V (j)) = V˜ (i) × V˜ (j), P agrees with the following
chain of V˜ (i) × V˜ (j).∑
ℓ,m
ℓkA(z
(i)
ℓ , z
(j)+
m )
∗ Σ(a˜(i)ℓ )×cA Σ(a˜(j)m )
Proof of Proposition 6.3 is given in §6.4–6.6.
Proof of Theorem 6.2. We choose propagators P1, P2, P3 as in Proposition 6.3.
On the parts 1–4 in Proposition 6.3, the triple intersection does not contribute to
40
TrΘ〈P1, P2, P3〉Θ since the triple intersection on each part is the direct product
of that in strictly lower dimensional subspace and positive dimensional space,
or the same value is counted on each point of S0 with opposite orientation
and is cancelled. Thus it follows that TrΘ〈P1, P2, P3〉Θ agrees with that on the
following subspace of EConf2(π
Θ).
(V˜ (1) × V˜ (2))∐(V˜ (2) × V˜ (1))
The restriction to one component V˜ (n1)× V˜ (n2) corresponds to counting config-
urations of type Θ such that each edge e of Θ is mapped to V˜ (ni) × V˜ (nj).
Let us compute the value of TrΘ〈P1, P2, P3〉Θ on the component V˜ (1)× V˜ (2).
According to Proposition 6.3, the restriction of the propagator for the edge e
on V˜ (1) × V˜ (2) is of the form
L∗1Σ(a˜
(1)
1 )×cA Σ(a˜(2)1 ) + L∗2 Σ(a˜(1)2 )×cA Σ(a˜(2)2 ) + L∗3Σ(a˜(1)3 )×cA Σ(a˜(2)3 ).
(Li ∈ A⊗2) We abbreviate this as L∗1S1 + L∗2S2 + L∗3S3. The value of the
intersection TrΘ〈P1, P2, P3〉Θ on V˜ (1) × V˜ (2) is∑
σ∈S3
〈Sσ(1), Sσ(2), Sσ(3)〉V˜ (1)×V˜ (2)TrΘ(L∗σ(1) ⊗ L∗σ(2) ⊗ L∗σ(3)).
When n is odd, the terms of the sum are all equal by the S3-antisymmetry of
the triple intersection form and the S3-antisymmetry of TrΘ. When n is even,
the terms of the sum are all equal by the S3-symmetry of the triple intersection
form and the S3-symmetry of TrΘ. In both cases, the value of the sum is equal
to
6 〈S1, S2, S3〉V˜ (1)×V˜ (2)TrΘ(L∗1 ⊗ L∗2 ⊗ L∗3).
We may consider similarly for the value of TrΘ〈P1, P2, P3〉Θ on the compo-
nent V˜ (2) × V˜ (1). For some sign ε = ±1, it can be written as
6 〈S∗1 , S∗2 , S∗3 〉V˜ (2)×V˜ (1)TrΘ(L1 ⊗ L2 ⊗ L3)
= 6ε 〈S1, S2, S3〉V˜ (1)×V˜ (2)TrΘ(L1 ⊗ L2 ⊗ L3).
Here the coorientation of Σ(a˜
(2)
i ) × Σ(a˜(1)i ) ⊂ V˜ (2) × V˜ (1) differs from that of
Σ(a˜
(1)
i )×Σ(a˜(2)i ) ⊂ V˜ (1)× V˜ (2) by (−1)n−1. Also, the orientation of V˜ (2)× V˜ (1)
and of V˜ (1)×V˜ (2) induced from that ofEConf2(π) differs by (−1)(n+1){(n+1)+(n−2)}.
Hence we have
ε = {(−1)n−1}3 × (−1)(n+1){(n+1)+(n−2)} = 1.
Now we obtain the following.
ZεΘ(Ψ1(Γ(g1, g2, g3))) =
1
6
∑
χ
ε(χ)[χ∗Θ(g1, g2, g3)]
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The sum in the right hand side is over χ ∈ Isom(Θ,Θ(g1, g2, g3)). The group
Isom(Θ,Θ(g1, g2, g3)) has six elements corresponding to permutations of the
three edges, and for each such, there are two involutions of the two vertices.
Thus Isom(Θ,Θ(g1, g2, g3)) consists of 12 elements. The sum can be rewritten
as follows. ∑
σ∈S3
sgn(σ)[Θ(ρA(gσ(1)), ρA(gσ(2)), ρA(gσ(3))]
+
∑
σ∈S3
sgn(σ)[Θ(ρA(g
−1
σ(1)), ρA(g
−1
σ(2)), ρA(g
−1
σ(3))]
= 12 [Θ(ρA(g1), ρA(g2), ρA(g3)].
This completes the proof.
6.4 Normalization of propagator with respect to one han-
dlebody
We put V = V (j) and abbreviate a
(j)
i , z
(j)
ℓ etc. as ai, zℓ etc. for simplicity.
Proposition 6.4. There exists a propagator P that satisfies the following.
1. The intersection of P with V × (X \ V˚3) is of the form.
V ×cA γV [3] +
∑
i,ℓ
ℓkA(zi, a
+
ℓ )
∗ Σ(ai)×cA Σ3(zℓ)
2. The intersection of P with (X \ V˚3)× V is of the form.
(−1)n+1γV [3]×cA V +
∑
i,ℓ
ℓkA(zi, a
+
ℓ )Σ3(zℓ)×cA Σ(ai)
3. Tr〈P,Σ3(ai)×cA pV 〉 = 0, Tr〈P, pV ×cA Σ3(ai)〉 = 0.
Let H = V × (X \ V˚3). Each term in the formula of Proposition 6.4-1
represents an element of Hn+2(H, ∂H ;A
⊗2). We start with any propagator P0
and check that its restriction on H gives the same class in Hn+2(H, ∂H ;A
⊗2) as
the formula of Proposition 6.4-1. Then it follows that by adding the boundary
of some (n+3)-chain of H to P0 we obtain a propagator with Proposition 6.4-1.
To do so, we compare the values of the invariant intersections with a basis of
the dual Hn(H ;A
⊗2). The condition 2 is similar.
Lemma 6.5. Hi(X \ V ;A) = Hi+1(V, ∂V ;C) ⊗C A for i ≥ 0. Namely, for
i ≥ 0,
Hi(X \ V ;A) =
[
C[a1]⊕ C[a2]⊕ C[a3]⊕ C[∂V ]
]
i
⊗C A
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Proof. In the homology long exact sequence for the pair (X,X \ V ), we have
H∗(X ;A) = 0. Also, by excision, we haveHi+1(X,X\V ;A) = Hi+1(V, ∂V ;A) =
Hi+1(V, ∂V ;C)⊗C A. The result follows.
The following is obtained by the Ku¨nneth formula.
Lemma 6.6.
Hi(H ;A
⊗2) =
[
H∗(V )⊗C (C[a1]⊕ C[a2]⊕ C[a3]⊕ C[∂V ])}
]
i
⊗C A⊗2
Hi(∂V × (X \ V˚3);A⊗2) =
[
H∗(∂V )⊗C (C[a1]⊕ C[a2]⊕ C[a3]⊕ C[∂V ])
]
i
⊗C A⊗2
Lemma 6.7. Hn+2(H, ∂H ;A
⊗2) is generated by the following elements over
A⊗2.
[Σ(ai)×cA Σ3(zj)], [V ×cA γV [3]]
Hence Tr〈·, ·〉 gives a nondegenerate pairing
Hn(H ;A
⊗2)⊗R Hn+2(H, ∂H ;A⊗2)→ R.
Proof. We only prove the lemma for Type I since the case of Type II is similar.
We use the homology long exact sequence for the pair (H, ∂H). We know that
Hn+2(H ;A
⊗2) = C[z3 × ∂V3]⊗C A⊗2, and that its image in Hn+2(H, ∂H ;A⊗2)
is 0. Hence we have
Hn+2(H, ∂H ;A
⊗2) ∼= Ker
[
Hn+1(∂H ;A
⊗2)→ Hn+1(H ;A⊗2)
]
.
We apply the Mayer–Vietoris exact sequence for ∂H = (V × ∂V3) ∪
∂V×∂V3
(∂V × (X \ V˚3)):
→ Hn+1(∂V × ∂V3) in+1→ Hn+1(V × ∂V3)⊕Hn+1(∂V × (X \ V˚3))→ Hn+1(∂H)
∂MV→ Hn(∂V × ∂V3) in→ Hn(V × ∂V3)⊕Hn(∂V × (X \ V˚3))
(coefficients are in A⊗2) to determine Hn+1(∂H ;A⊗2). Coker in+1 is isomorphic
to
Hn+1(H ;A
⊗2) =
[
C{[∗], [z1], [z2], [z3]} ⊗ C{[a1], [a2], [a3], [∂A]}[3]
]
n+1
⊗C A⊗2.
Ker in is isomorphic to[
C{[a1], [a2], [a3], [∂A]} ⊗ C{[∗], [z1], [z2], [z3]}
]
n
⊗C A⊗2.
The right hand side is generated over A⊗2 by the images of Aiℓ = ∂A(Σ(ai)×cA
Σ3(zℓ)), A00 = ∂A(V ×cA γV [3]) under the Mayer–Vietoris boundary map ∂MV.
Thus we have
Hn+1(∂H ;A
⊗2) = Hn+1(H ;A⊗2)⊕ (C[A00]⊕
⊕
i,ℓ
C[Aiℓ])⊗C A⊗2.
Then the result follows.
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Proof of Proposition 6.4. This proof is similar to [Les1, Proposition 11.2, 11.6,
11.7]. The invariant intersection between the basis zi ×cA aℓ[3], pV ×cA ∂V3 of
Hn(H ;A
⊗2) and P is
Tr〈zi ×cA aℓ[3], P 〉 = ℓkA(zi, a+ℓ ), Tr〈pV ×cA ∂V3, P 〉 = 1.
From the identities
Tr〈zi ×cA aℓ[3],Σ(ai)×cA Σ3(zℓ)〉 = 1, Tr〈pV ×cA ∂V3, V ×cA γV [3]〉 = 1
and the sesquilinearity of the invariant intersection, it follows that the chain of
Proposition 6.4-1 and the restriction of P gives the same element ofHn+2(H, ∂H ;A
⊗2).
The condition 3 can be satisfied by adding multiples of ∂A(Σ2(zi) ×cA V1),
∂A(V1 ×cA Σ2(zi)) to P , without affecting the conditions 1,2.
6.5 Normalization of propagator with respect to a finite
set of handlebodies
Let V (1), . . . , V (2k) be the disjoint handlebodies inX that defines Ψk(Γ(g1, . . . , g3k)).
We normalize propagator with respect to this set of handlebodies. Although we
need only the case k = 1 for the purpose of this paper, we give a result for
k ≥ 1.
Proposition 6.8. There exists a propagator P that satisfies the following con-
ditions.
1. For each j = 1, 2, . . . , k, the intersection of P with V (j) × (X \ V˚ (j)3 ) is of
the form
V (j) ×cA γV (j) [3] +
∑
i,ℓ
ℓkA(z
(j)
i , a
(j)+
ℓ )
∗ Σ(a(j)i )×cA Σ3(z(j)ℓ ).
2. For each j = 1, 2, . . . , k, the intersection of P with (X \ V˚ (j)3 )× V (j) is of
the form
(−1)n+1γV (j) [3]×cA V (j) +
∑
i,ℓ
ℓkA(z
(j)
i , a
(j)+
ℓ )Σ3(z
(j)
ℓ )×cA Σ(a(j)i ).
3. Tr〈P,Σ3(a(j)i )×cApV (j)〉 = 0, Tr〈P, pV (j)×cAΣ3(a(j)i )〉 = 0 (j = 1, 2, . . . , k)
We prove Proposition 6.8 by induction on k. Suppose that Pk−1 satisfies the
conditions of Proposition 6.8 for j < k. We write V (1,...,k−1) = V (1)∪· · ·∪V (k−1).
Then Pk−1 satisfies the conditions on V
(k)
1 × V (1,...,k−1)1 . We put
D = V
(k)
1 × (X \ (V˚ (k)2 ∪ V˚ (1,...,k−1)1 )),
H1 = V
(k)
1 × (X \ V˚ (k)2 ).
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Let PD be the chain of D defined by The condition 1. The boundary of D is
(V
(k)
1 × ∂V (1,...,k−1)1 ) ∪ (D ∩ ∂H1).
By assumption on Pk−1 and the explicit form of PD, they coincide on the part
V
(k)
1 × ∂V (1,...,k−1)1 . Hence if
[Pk−1] = [PD] ∈ Hn+2(D,D ∩ ∂H1;A⊗2)
is proved, then we will see that Pk−1 can be modified so that it agrees with
PD on D by adding the boundary of an (n + 2)-chain of D. To see this, we
compare the values of the invariant intersections between Pk−1, PD and a basis
of Hn(D,V
(k)
1 × ∂V (1,...,k−1)1 ;A⊗2), which is dual to Hn+2(D,D ∩ ∂H1;A⊗2)
with respect to the invariant intersection.
Lemma 6.9. Hn(D,V
(k)
1 × ∂V (1,...,k−1)1 ;A⊗2) is generated over A⊗2 by the
following cycles.
z
(k)
i ×cA γV (j) , pV (k)1 ×cA Σ(z
(j)
i ), pV (k)1
×cA ∂V (k)3 , z(k)i ×cA a(k)ℓ [3]
Proof. By the Ku¨nneth formula, we have
Hn(D,V
(k)
1 × ∂V (1,...,k−1)1 ;A⊗2)
∼=
[
H∗(V
(k)
1 ;A)⊗R H∗(X \ (V˚ (k)2 ∪ V˚ (1,...,k−1)1 ), ∂V (1,...,k−1)1 ;A)
]
n
(R = C or C[t±1]), where S∗ = H∗(X \ (V˚ (k)2 ∪ V˚ (1,...,k−1)1 ), ∂V (1,...,k−1)1 ;A)
(∗ = 1, n− 1, n) can be determined by the homology exact sequence for the pair
→ Hn(∂V (1,...,k−1)1 ;A) in→ Hn(X \ (V˚ (k)2 ∪ V˚ (1,...,k−1)1 );A)→ Sn
→ Hn−1(∂V (1,...,k−1)1 ;A)
in−1→ Hn−1(X \ (V˚ (k)n−1 ∪ V˚ (1,...,k−1)1 );A)→ Sn−1
→ Hn−2(∂V (1,...,k−1)1 ;A) = 0→ · · ·
→ H1(∂V (1,...,k−1)1 ;A) i1→ H1(X \ (V˚ (k)2 ∪ V˚ (1,...,k−1)1 );A)→ S1
→ H0(∂V (1,...,k−1)1 ;A) i0→ H0(X \ (V˚ (k)2 ∪ V˚ (1,...,k−1)1 );A) = 0
as follows:
Sn ∼= (C[∂V (k)2 ]⊗C A)⊕Ker in−1, Sn−1 ∼= Coker in−1,
S1 ∼= H0(∂V (1,...,k−1)1 ;A)⊕ Coker i1.
Lemma 6.10. 1. Tr〈PD, z(k)i ×cA γV (j)1 〉 = Tr〈Pk−1, z
(k)
i ×cA γV (j)1 〉 = 0.
2. Tr〈PD, pV (k)1 ×cA Σ(z
(j)
i )〉 = Tr〈Pk−1, pV (k)1 ×cA Σ(z
(j)
i )〉 = 0.
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3. Tr〈PD, pV (k)1 ×cA ∂V
(k)
2 〉 = Tr〈Pk−1, pV (k)1 ×cA ∂V
(k)
2 〉.
4. Tr〈PD, z(k)i ×cA a(k)ℓ [3]〉 = Tr〈Pk−1, z(k)i ×cA a(k)ℓ [3]〉.
Proof. The third and the fourth assertion follow from the facts that p
V
(k)
1
×cA
∂V
(k)
2 , z
(k)
i ×cA a(k)ℓ [3] are cycles, and that the relative homology classes of PD
and Pk−1 agree.
For the first assertion, the explicit form of PD on V
(k)
1 × (X \ V˚ (k)2 ) shows
that Tr〈PD, z(k)i ×cA γV (j)1 〉 = 0. On the other hand, by
z
(k)
i ×cA γV (j)1 = Σ(z
(k)
i )×cA pV (j)1 + ∂A(Σ(z
(k)
i )×cA γV (j)1 ),
we have
Tr〈Pk−1, z(k)i ×cA γV (j)1 〉 = Tr〈Pk−1,Σ(z
(k)
i )×cA pV (j)1 〉.
If Σ(z
(k)
i )∩V (j)3 = ∅, we have Tr〈Pk−1,Σ(z(k)i )×cApV (j)1 〉 = 0 by the explicit form
of Pk−1 on (X \V (j)3 )×V (j). If Σ(z(k)i )∩V (j)3 6= ∅, we have Tr〈Pk−1,Σ(a(j)i )×cA
p
V
(j)
1
〉 = 0 by assumption on Pk−1 again. Hence we have Tr〈Pk−1,Σ(z(k)i ) ×cA
p
V
(j)
1
〉 = 0.
For the second assertion, the explicit form of PD on V
(k)
1 × (X \ V˚ (k)2 ) shows
that Tr〈PD, pV (k)1 ×cA Σ(z
(j)
i )〉 = 0. On the other hand, by
p
V
(k)
1
×cA Σ(z(j)i ) = −γV (k) ×cA z(j)i − ∂A(γV (k) ×cA Σ(z(j)i ))
we have
Tr〈Pk−1, pV (k)1 ×cA ∂V
(k)
2 〉 = −Tr〈Pk−1, γV (k) ×cA z(j)i 〉.
According to the explicit form of Fk−1 on (X \ V˚ (j)2 )×V (j)1 , the right hand side
is 0.
Proof of Proposition 6.8. It suffices to show that we can assume moreover that
Tr〈Pk,Σ3(a(k)i )×cA pV (k)〉 = 0,
Tr〈Pk, pV (k) ×cA Σ3(a(k)i )〉 = 0.
Since
Tr〈∂A(Σ2(z(k)i )×cA V (k)1 ),Σ3(a(k)i )×cA pV (k)〉
= Tr〈z(k)i ×cA V (k)1 ,Σ3(a(k)i )×cA pV (k)〉 ± Tr〈Σ2(z(k)i )×cA ∂V (k)1 ,Σ3(a(k)i )×cA pV (k)〉
= Tr〈z(k)i ×cA V (k)1 ,Σ3(a(k)i )×cA pV (k)〉 = ±1,
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the first identity is fulfilled after adding to Pk a linear combination C of
∂A(Σ2(z
(k)
i )×cA V (k)1 ) ⊂ ∂((X \ V˚ (k)2 )× V (k)1 ).
Here, this modification should not intersect V (j) × (X \ V˚ (j)3 ), j < k, not to
break the induction hypothesis. Under our assumption on the handlebodies,
this is equivalent to requiring that
Tr〈C, z(j)r ×cA γV (k)〉 = 0
for all r such that dim z
(j)
r = n− 1, and for all j < k. Proof of this condition is
exactly the same as [Les1, Lemma 11.10].
6.6 Extension over Conf2(V ) – concluding the proof of Propo-
sition 6.3
In the following, we shall prove the existence of a normalized propagator with
respect to the handlebodies V (1), V (2) that defines Ψ1(Θ(g1, g2, g3)). The fol-
lowing proof also is a proof for surgery along a trivalent graph with 2k vertices
that does not have self-loop.
We consider the following three parts T,N, S of Conf2(X). See Figure 5.
1. Let T = Conf2
(
X \ (V˚ (1)−1 ∪ V˚ (2)−1 )
)
. The restriction of the bundle πΘ on
T is trivial. We define a chain P˜T on the restriction of the bundle on
Conf2
(
X \ (V˚ (1)−1 ∪ V˚ (2)−1 )
)
by taking the direct product of the propagator
of Proposition 6.8 on the base fiber and BΘ.
2. Let πΘ(j) : EΘ(j) → Kj be the restriction of πΘ on Kj ⊂ BΘ. On the
subbundle
V˜ (j) ×Kj
(
EΘ(j) \ Int V˜ (j)3
)
+
(
EΘ(j) \ Int V˜ (j)3
)×Kj V˜ (j) → Kj (6.1)
of EΘ(j), an explicit chain P (j) is defined by replacing V (j), Σ(a
(j)
i ) in
the description of Proposition 6.8 with V˜ (j), Σ(a˜
(j)
i ), respectively. Let
N˜ (j) → BΘ be the bundle obtained by pulling back the bundle (6.1) by
the projection BΘ → Kj . By the pullback of P (j), we obtain a chain P˜ (j)
of N˜ (j). Let N = N˜ (1) ∪ N˜ (2) and P˜N = P˜ (1) ∪ P˜ (2).
3. On S = ∂EConf2(π
Θ), we put
P˜S = sτ (E
Θ)⊗ cA
by using the framing τ that is compatible with surgery.
The three chains P˜T , P˜N , P˜S agree on the overlaps between T,N, S. We
denote by
P˜T ∪ P˜N ∪ P˜S
47
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
         
         
         
         
         
         
         
         
         
         
                                  
                                  
                                  
                                  
                                  
                                  
                                  
                                  
                                  
                                  
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
          
          
          
          
          
          
          
          
          
          
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
         
         
         
         
         
         
         
         
            
            
       
       
                 
                 
                 
                 
                 
                 
                 
                 
                   
  
  
            
         
         
         
         
         
            
            
            
   
   
            
          
          
          
          
          
          
          
          
          
          
          
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
                   
                   
                   
                   
                   
                   
                 
                 
                 
                 
              
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
            
            
            
            
            
            
            
            
            
            
            
            
            
                    
   
                 
              
              
              
              
              
              
              
              
              
              
              
              
              
              
    
    
        
        
        
        
        
        
        
       
       
       
       
       
       
       
Figure 5: The parts T,N, S. Extension over the white region is proved in
Lemma 6.11
the chain obtained from P˜T by extension by P˜N and P˜S . This fulfills the con-
ditions 1–3, 5 of Proposition 6.3. For the condition 4, it suffices to prove the
following lemma.
Lemma 6.11. The chain P˜ = P˜T ∪P˜N∪P˜S of T∪N∪S extends to a propagator
in family EConf2(π
Θ) with coefficients in A⊗2.
This concludes the proof of Proposition 6.3. In the following, we shall prove
Lemma 6.11. We put V = V
(i)
3 and prove that the restriction of P˜ on ∂Conf2(V )
extends to the whole of Conf2(V ).
Lemma 6.12 (Type I, II). Let Td = C{[zj × zℓ] | dim zj + dim zℓ = d}.
1. Hn(V
2;C) = Tn,
2. Hn+1(V
2;C) =
{
T4 (n = 3)
0 (otherwise)
3. Hn+2(V
2;C) =
{
T6 (n = 4)
0 (otherwise)
4. Hn−1(Conf2(V );C) = Hn−1(V 2;C),
Hn(Conf2(V );C) = Hn(V 2;C)⊕ C[ST (∗)],
Hn+1(Conf2(V );C) = Hn+1(V 2;C)⊕ C{[ST (zi)] | dim zi = 1},
H2n−1(Conf2(V );C) = C{[ST (zi)] | dim zi = n− 1}.
Proof. The assertions 1,2,3 follows from the Ku¨nneth formula. In the homology
exact sequence for the pair
→ Hp+1(V˚ 2)→ Hp+1(V˚ 2, V˚ 2 \∆V˚ )→ Hp(Conf2(V˚ ))→
48
(coefficients are in C), we see that the map Hp+1(V˚ 2)→ Hp+1(V˚ 2, V˚ 2 \∆V˚ ) is
zero by the explicit basis of H∗(V 2). Hence we have the isomorphism
Hp(Conf2(V˚ )) ∼= Hp+1(V˚ 2, V˚ 2 \∆V˚ )⊕Hp(V˚ 2).
We have Hi(V˚
2, V˚ 2 \∆V˚ ) = Hn+1(Dn+1, ∂Dn+1)⊗Hi−n−1(∆V˚ ) ∼= Hi−n−1(V˚ )
by excision, and
Hn+1+r(V˚
2, V˚ 2 \∆V˚ ) =
{
C[Dn+1, ∂Dn+1]⊗Hr(V ;C) (r ≥ 0)
0 (r < 0)
The assertion 4 follows from this.
Let a be ai ⊂ ∂V that is (n− 1)-dimensional. Let Σ = Σ(a). If V is of Type
I, we can assume Σ is give by a framed embedding from S1×Sn−1−(open disk)
since Σ is a Seifert surface of one component in the Borromean rings that is
disjoint from other components. In the following, we take such Σ and let c1, c2
be the cycles that form a basis of the reduced homology of Σ. Let c∗1, c
∗
2 be the
basis of H˜∗(Σ;Z) dual to c1, c2 with respect to the intersection on Σ.
Lemma 6.13 (Type I, II). 1. The n-cycle c1 × c∗1 + c2 × c∗2 is homologous
to
∑
j,ℓ λjℓ zj × zℓ in V 2 for some λjℓ ∈ C.
2. The n-cycle c1× c∗+1 + c2× c∗+2 is homologous to
∑
j,ℓ λjℓ zj × zℓ+ ST (∗)
in Conf2(V ).
Proof. The assertion 1 follows from Lemma 6.12. For 2, the component of zj×zℓ
in the homology class of c1×c∗+1 +c2×c∗+2 agrees with that of 1. The coefficient
of ST (∗) in the homology class is ℓk(c1, c∗+1 ) + ℓk(c2, c∗+2 ) = 1.
6.6.1 Extension over Type I handlebody
We consider an analogue of Lescop’s chain F 2(a) of [Les1, Lemma 11.13].
• We identify a small tubular neighborhood of a in ∂V with a × [−1, 1] so
that a× {0} = a.
• Let Σ+ = (Σ ∩ V−1) ∪ {(a(v), t, t− 1) | v ∈ Sn−1, t ∈ [0, 1]}.
• By Sn−1 = S(Sn−2) = (Sn−2× [−1, 1])/(Sn−2×{−1, 1}∪{∞}× [−1, 1]),
we equip a with a coordinate. Let p(a) be the base point of a that corre-
sponds to ∞ ∈ Sn−1. Let p(a)+ = (p(a), 1) ∈ a× [−1, 1] ⊂ ∂V .
• Let A(a) be the closure of {((a(v), 0), (a(w), t)) | t ∈ (0, 1], v ∈ Sn−2 ×
[−1, 1]} in Conf2(X), that is a manifold with corners.
• Let T (a) = {((a(v′, y), 0), (a(w′, z), 1)) | v′, w′ ∈ Sn−2, y, z ∈ [−1, 1], y ≥
z}.
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• Let diag(n)Σ be the chain given by the section of ST (V )|Σ by the nor-
malization of a positive normal vector field on Σ.
Lemma 6.14 (Type I). The n-cycle
Fn(a) =A(a) + T (a)− p(a)× Σ+ − Σ× p(a)+ + diag(n)Σ
−
{∑
j,ℓ
λjℓ zj × zℓ + ST (∗)
}
in ∂Conf2(V ) is null-homologous in Conf2(V ) over C.
Proof. The first line of the formula of Fn(a) is obtained from an analogue of
C∗,≥(Σ,Σ+) in [Les1, Lemma 8.11] by homotopy. Namely, if we let
J ×∗,≥ J+ = {(J(v′, y), J(w′, z)+) | v′, w′ ∈ Sn−2, y, z ∈ [−1, 1], y ≥ z}
diag(Σ× Σ+) = {(x, x+) | x ∈ Σ},
the chain
C∗,≥(Σ,Σ+) = diag(Σ× Σ+)− ∗ × Σ+ − Σ× ∗+ + J ×∗,≥ J+
of Σ× Σ+ is a cycle, and the following holds in Hn(Σ× Σ+;Z).
[C∗,≥(Σ,Σ+)] = [c1 × c∗+1 ] + [c2 × c∗+2 ]
Since the first line of the formula of Fn(a) is homotopic to C∗,≥(Σ,Σ+), the
result follows from Lemma 6.13.
Lemma 6.15 (Type I). For the chain P˜ of Lemma 6.11, the chain
P˜n+1 = 〈∂Conf2(V (j)′), P˜ 〉
bounds a (n + 2)-chain P˜ (V (i)
′
) in Conf2(V
(j)′) with untwisted coefficients in
A⊗2.
Proof. We consider the following commutative diagram.
Hn(Conf2(V ))
[P˜n+1] ∈ Hn+1(∂Conf2(V ))
ι

∼= // Hn(∂Conf2(V ))
OO
oo
ι[P˜n+1] ∈ Hn+1(Conf2(V ))
0

∼= // Hn+1(Conf2(V ), ∂Conf2(V ))
OO
oo
Hn+1(Conf2(V ), ∂Conf2(V ))
∼= // Hn+1(Conf2(V ))
0
OO
oo
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(coefficients are in A⊗2, untwisted) We would like to prove ι[P˜n+1] = 0. Here,
Hn(∂Conf2(V );C) includes the following subspace
C[F 3(a1)]⊕ C[F 3(a2)]⊕ C[∂(Σ(a3)× Σ(a3))] (if n = 3)
C[Fn(a1)]⊕ C[Fn(a2)] (if n > 3)
By Lemma 6.14, there exist (n + 1)-chains Gn+1(a1), G
n+1(a2) of Conf2(V )
with coefficients in C such that ∂Gn+1(ai) = Fn(ai) (i = 1, 2). This together
with Lemma 6.12 shows that Hn+1(Conf2(V ), ∂Conf2(V );C) is of the following
form.
C[G4(a1)]⊕ C[G4(a2)]⊕ C[Σ(a3)× Σ(a3)] (if n = 3)
C[Gn+1(a1)]⊕ C[Gn+1(a2)] (if n > 3)
Hence it suffices to show that the intersections of ιP˜n+1 with this basis vanish.
Here we use the intersection pairing
Hn+1(Conf2(V );A
⊗2)⊗C Hn+1(Conf2(V ), ∂Conf2(V );C)
→ A⊗2 ⊗ C = A⊗2.
Since we have
〈ιP˜n+1, Gn+1(ai)〉 = 〈P˜n+1, Fn(ai)〉 (i = 1, 2),
〈ιP˜4,Σ(a3)× Σ(a3)〉 = 〈P˜4, ∂(Σ(a3)× Σ(a3))〉 (if n = 3),
it suffices to check that the right hand side vanishes.
On ∂Conf2(V ), we have
〈P˜n+1, Fn(ai)〉 = 〈P, Fn(ai)〉 = 0 (i = 1, 2)
by the same argument as [Les1, Proof of Lemma 11.11] for 3-manifolds. For
n = 3,
〈P˜4, ∂(Σ(a3)× Σ(a3))〉 = 0
follows from the explicit form of the normalization.
6.6.2 Extension over family of Type II handlebodies
• Let a˜ be a˜i ⊂ ∂V˜ that is 1 + (n− 2) = n− 1-dimensional.
• Let p(a˜) = p(a) × Sn−2, p(a˜)+ = p(a)+ × Sn−2, A(a˜) = A(a) × Sn−2,
T (a˜) = T (a)× Sn−2, and Σ˜ = Σ(a˜).
• Let Σ˜+ = (Σ(a˜)∩ V˜−1)∪ {(a˜(v, s), t, t− 1) | (v, s) ∈ S1×Sn−2, t ∈ [0, 1]}.
• Let diag(n)Σ˜ be the chain given by the section of ST (V˜ )|Σ˜ by the nor-
malization of a positive normal vector field on Σ˜.
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• Let V ′ be a Type I handlebody included in the Type II handlebody, cor-
responding to the inclusion of an S1 leaf into an Sn−1 leaf of Y-graphs.
Let z1, z2, z3 be the cycles in V
′ that are given by the cores of the three
handles of positive indices, as before.
Lemma 6.16 (Type II). The n-cycle
Fn(a˜) =A(a˜) + T (a˜)− p(a˜)×Sn−2 Σ˜+ − Σ˜×Sn−2 p(a˜)+ + diag(n)Σ˜
−
{∑
j,ℓ
λjℓ zj × zℓ + ST (∗)
}
in ∂EConf2(V˜ ) is null-homologous in EConf2(V˜ ) over C.
Proof. Roughly, the Sn−2-family of embeddings Dn−1 ∪D1 ∪D1 → Dn+1 that
defines V˜ is such that the first and third components are constant families, and
the locus of the second component with the first and third components forms
a Borromean string link of dimensions (n− 1, n− 1, 1) in Dn+1. By deforming
the parameter space Sn−2 by isotopy, we may assume that most of the locus of
the second component is collapsed into the preimage of a small neighborhood
Us of a single parameter s ∈ Sn−2. Then Σ˜ can be decomposed as the sum of
the following submanifolds with corners Σ˜0 and Σ˜1.
1. Σ˜0 ∩ Σ˜1 is an (n− 1)-disk whose boundary is in ∂V˜ . Let δ be this (n− 1)-
disk.
2. Σ˜1 is diffeomorphic to S
1 × Sn−1 − (open disk) and included in π−1V (Us).
3. Σ˜0 is diffeomorphic to D
2 × Sn−2. On Sn−2 − Us, the bundle structure
on V˜ induces a product structure D2 × (Sn−2 − Us).
4. Let a˜0 = ∂Σ˜0 and a˜1 = ∂Σ˜1. We have a˜0 ∼= S1 × Sn−2 and a˜1 ∼= Sn−1.
We have a˜0 + a˜1 = a˜ as a chain.
We take a fiberwise nonsingular vector field n ∈ Γ(ST vV˜ |Σ˜) on Σ˜ such that it
is orthogonal to Σ˜ on ∂Σ˜ and orthogonal to Σ˜1 on δ. By pushing a˜ slightly in a
direction of n, we obtain parallels a˜+0 , a˜
+
1 of a˜. Then the chains F
n(a˜0), F
n(a˜1)
are defined similarly as above, and the following holds.
[Fn(a˜)] = [Fn(a˜0)] + [F
n(a˜1)]
[Fn(a˜0)] = 0 follows since C∗,≥(D2, (D2)+) in the proof of Lemma 6.14 is
nullhomologous. For [Fn(a˜1)], if the radius of Us is sufficiently small, then Σ˜1
is close to Σ(a′) for an (n− 1)-cycle a′ of the boundary of a Type I handlebody
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Figure 6: Σ˜ = Σ˜0 ∪δ Σ˜1, where Σ˜1 is shrinked into a small neighborhood of a
single fiber.
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and Fn(a˜1) is homologous to F
n(a′) in EConf2(V˜ ). By Lemma 6.14 for the
single fiber, we have [Fn(a˜1)] = 0. Hence we have [F
n(a˜)] = 0.
Lemma 6.17 (Type II). H2n−1(EConf2(V˜ );C) = E20,2n−1 ⊕ E2n−2,n+1, where
E20,2n−1 = C[ST (z2)]⊕ C[ST (z3)],
E2n−2,n+1 = C[ST (z˜1)]⊕ (C[Sn−2]⊗C Hn+1(V 2;C)).
Proof. This follows from the Leray–Serre spectral sequence for the fibration
Conf2(V )→ EConf2(V˜ )→ Sn−2 and Lemma 6.12. Since the basis of E20,2n−1⊕
E2n−2,n+1 can be given by explicit cycles in EConf2(V˜ ) that are linearly inde-
pendent in homology, the spectral sequence collapses at E2.
Lemma 6.18 (Type II). For the chain P˜ of Lemma 6.11, the chain
P˜2n−1 = 〈∂EConf2(V˜ (k)′), P˜ 〉
bounds a 2n-chain P˜ (V˜ (k)′) in EConf2(V˜ (k)′) with untwisted coefficients in A⊗2.
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Proof. We consider the following commutative diagram.
[P˜2n−1] ∈ H2n−1(∂EConf2(V˜ ))
∼= //
ι

Hn(∂EConf2(V˜ ))oo
ι[P˜2n−1] ∈ H2n−1(EConf2(V˜ ))
∼= // Hn+1(EConf2(V˜ ), ∂EConf2(V˜ ))oo
OO
(the coefficients are in A⊗2) We would like to show that ι[P˜2n−1] = 0. Here,
Hn(∂EConf2(V˜ );C) includes the following subspace.
C[F 3(a1)]⊕ C[F 3(a˜2)]⊕ C[F 3(a˜3)]
⊕ C{[∂(Σ(aj)× Σ(aℓ))] | dim aj + dim aℓ = 4} (if n = 3)
C[Fn(a1)]⊕ C[Fn(a˜2)]⊕ C[Fn(a˜3)] (if n > 3)
By Lemma 6.16, there exist (n + 1)-chains Gn+1(a˜2), G
n+1(a˜3) of EConf2(V˜ )
with coefficients in C such that ∂Gn+1(a˜i) = Fn(a˜i) (i = 2, 3). This together
with Lemma 6.17 shows that
Hn+1(EConf2(V˜ ), ∂EConf2(V˜ );C)
= C[Gn+1(a1)]⊕ C[Gn+1(a˜2)]⊕ C[Gn+1(a˜3)]
⊕
{
C{[Σ(aj)× Σ(aℓ)] | dim aj + dim aℓ = 4} (n = 3)
0 (n > 3)
Hence it suffices to show that the intersections of ιP˜2n−1 with this basis vanish.
As before, we need only to compute 〈P˜2n−1, Fn(a1)〉, 〈P˜2n−1, Fn(a˜i)〉 (i = 2, 3),
and 〈P˜5, ∂(Σ(aj)×Σ(aℓ))〉 (if n = 3). The computation is the same as before.
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7 Σn × S1-bundles supported on Σn × I
Proposition 7.1. Let Σ3 = Σ(2, 3, 5). The image of the composition of the
natural map
i∗ : H1(B˜Diffdeg(Σ3 × I, ∂))→ H1(B˜Diffdeg((Σ3 × S1)•, ∂))
and Z0Θ : H1(B˜Diffdeg((Σ
3 × S1)•, ∂))→ A 0Θ(g⊗2[t±1]; ρ(π′)×Z) is included in
the image from A 0Θ(g
⊗2; ρ(π′)).
Proof. Let J = S1 − Int I and B = S1. Let π : E → B be a framed Σ3 × S1-
bundle that has support in Σ3× I. Namely, we assume that E can be obtained
by gluing the trivial framed Σ3 × J-bundle (Σ3 × J) × B and some framed
(Σ3 × I, ∂)-bundle πI : EI → B together along the boundaries. Moreover, we
assume that a fiberwise degree 1 map E → Σ3×S1 is given so that its restriction
on (Σ3 × J)×B agrees with the projection (Σ3 × J)×B → Σ3 × J . The class
of such a framed bundle belongs to the image of i∗.
The product PΣ3×J is a propagator in Conf2(Σ3×J) = Bℓ((Σ3×J)×2,∆Σ3×J),
where PΣ3 is the (n+ 1)-chain of Conf2(Σ
3) considered in the proof of Propo-
sition 3.11. By extending PΣ3 × ∂J by sτ (E) for the vertical framing τ on E,
we obtain a cycle in ∂EConf2(πI) = ∂Conf2(Σ
3 × I) × B. As in the proof
of the existence of propagator in family (Lemma 4.10), there is no homologi-
cal obstruction to extending this cycle to a propagator in family EConf2(πI).
The sum of this extension and (PΣ3 × J) × B gives a propagator P˜I in family
EConf2(π).
We take P˜I as above and its parallel copies P˜
′
I and P˜
′′
I each of which
has similar product structure as P˜I on J . We consider the triple intersection
〈P˜I , P˜ ′I , P˜ ′′I 〉Θ in EConf2(π), which gives 6ZΘ. Here, for the transversality of
the intersection 〈P˜I , P˜ ′I , P˜ ′′I 〉Θ, we must modify slightly the product structure of
Σ3× J in Σ3×S1 to define the parallels P˜ ′I and P˜ ′′I . Namely, if we merely took
fiberwise parallel copies of P˜I in the same product structure on Σ
3×J , then they
would have finitely many intersection points in each fiber Σ3×{z}. We perturb
Σ3 × J to define P˜ ′I , as follows. First, we take the triple intersection of three
propagators defined as above by the same product structure of Σ3 × J . Then
in each fiber Σ3 × {z}, z ∈ J , there may be finitely many configurations of two
points corresponding to the triple intersection of the propagators, and the triple
intersection in Conf2(Σ
3 × J) is a product of a finite set S ⊂ Conf2(Σ3 × {z})
and J . We may assume that such two-point configurations are mutually dis-
joint in each fiber Σ3×{z}. Let U+δ be the union of the (disjoint) balls of small
radius δ around the points in the image of the first projection of S in Σ3×{z},
and let U−δ be defined similarly for the second projection of S in Σ
3 × {z}. By
assumption, we have U+δ ∩ U−δ = ∅. Then we perturb Σ3 × {z} in Σ3 × S1 into
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the following embedding Σ3 × {z} → Σ3 × S1:
(x, z) 7→

(x, z) (x /∈ U+δ ∪ U−δ )
(x, z + λ(x)) (x ∈ U+δ )
(x, z − λ(x)) (x ∈ U−δ )
where λ : Σ3 → [0, ε] (for ε > 0 small) is a bump function supported on
U+δ ∪ U−δ that takes the value ε at the center of each ball. After doing the
same perturbation of Σ3 × {z} for all z ∈ J , we obtain a slightly perturbed
cylinder Σ3λ × J in Σ3 × S1. We define P˜ ′I by using the product structure of
this perturbed cylinder Σ3λ × J . Since the perturbation does not change the
projection Σ3×J → Σ3, the triple intersection in Conf2(Σ3×J) must be in the
preimage of the triple intersection in Conf2(Σ
3). By the choices of P˜I and P˜
′
I
on Conf2(Σ
3×J), we see that the triple intersection in Conf2(Σ3×J) is empty.
Since each configuration in the image of P˜I is such that two points are both
in Σ3 × I or both in Σ3 × J , the triple intersection in question is the sum of
those on Σ3 × I and Σ3 × J . Namely, we do not need to consider configuration
of two points such that one point is on Σ3× I and the other point is on Σ3× J .
On Σ3 × J , namely, on Conf2(Σ3 × J) × B, we have seen above that the
triple intersection is empty.
On Σ3×I, namely, on EConf2(πI), we may assume that the Z-component of
the holonomy in π′ ×Z is trivial, we may take the triple intersection so that no
term has power of t in the coefficient. Hence its class in A 0Θ(g
⊗2[t±1]; ρ(π′)×Z)
is included in A 0Θ(g
⊗2; ρ(π′)). This completes the proof.
Proof of the following proposition is the same as that of Proposition 7.1.
Proposition 7.2. Let Σ4 = Σ(2, 3, 5) × S1. The image of the composition of
the natural map
π2B˜Diffdeg(Σ
4 × I, ∂)→ π2B˜Diffdeg((Σ4 × S1)•, ∂)
and Z1Θ : π2B˜Diffdeg((Σ
4 × S1)•, ∂) → A 1Θ(g⊗2[t±1]; ρ(π′) × Z) is included in
the image from A 1Θ(g
⊗2; ρ(π′)).
Proposition 7.3. Let p0 = 3 and p1 = 1. For ε = 0 or 1, the set {Θ(1, t, tp) |
p ≥ pε} is linearly independent in the cokernel of the natural embedding
A
ε
Θ(g
⊗2; ρ(π′))→ A εΘ(g⊗2[t±1]; ρ(π′)× Z).
Proof. The result follows immediately from Propositions 2.4, 2.8 and Exam-
ple 3.4.
Theorem 7.4. Let Σ3 = Σ(2, 3, 5) and Σ4 = Σ(2, 3, 5)× S1.
1. The quotient set π0Diff0(Σ
3×S1)/i∗π0Diff0(Σ3×I, ∂) is at least countable.
Thus the set π0Emb0(Σ
3,Σ3 × S1) is at least countable.
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2. The abelianization of the group π1Diff0(Σ
4 × S1)/i∗π1Diff0(Σ4 × I, ∂)
has at least countable infinite rank. Thus the abelianization of the group
π1Emb0(Σ
4,Σ4 × S1) has at least countable infinite rank.
Proof. For 1, we have the following commutative diagram.
π1B˜Diffdeg(Σ
3 × I, ∂) i∗ //

π1B˜Diffdeg((Σ
3 × S1)•, ∂)

π1BDiff0(Σ
3 × I, ∂) i∗ // π1BDiff0(Σ3 × S1)
The vertical maps are both surjective, since they are the maps induced from
projections of fibrations with path-connected fiber (§4.1).
It follows from Corollary 4.4 and Proposition 4.5 that the set Φ of the
infinitely many nontrivial elements of π1B˜Diffdeg((Σ
3 × S1)•, ∂) detected in
Theorem 1.1 is mapped to a subset of infinitely many nontrivial elements of
π1BDiff0(Σ
3×S1). Moreover, it turns out that Φ is independent in the abelian-
ization of the image of i∗ from π1B˜Diffdeg(Σ3 × I, ∂) by Propositions 7.1, 7.3.
By the commutativity of the diagram above, it follows that
π1BDiff0(Σ
3 × S1)/i∗π1BDiff0(Σ3 × I, ∂)
is an infinite set. The assertion 2 follows by a similar argument as above by
using Proposition 7.2.
8 Lifting to a finite cyclic cover
It follows from the proof of Theorem 7.4 that Ψ1(Θ(1, gt
p, htq)) (g, h ∈ π′, p, q ∈
Z) gives a sequence of nontrivial elements of Ω1(BDiff0(Σ3×S1)). As shown in
Theorem 7.4, these loops induce a sequence of elements of π0Emb0(Σ
3,Σ3×S1).
Proposition 8.1. Let Σ3 = Σ(2, 3, 5). The embedding Σ3 → Σ3×S1 induced by
Ψ1(Θ(1, gt
p, htq)) can be trivialized after taking the lift in a finite cyclic covering
of Σ3 × S1 in the S1 direction.
Proof. We shall see how Σ3[1] = Σ3 × {1} ⊂ Σ3 × S1 will be deformed in a
cyclic covering after passing through the 1-parameter family of Σ3 × S1’s given
by surgery along a Θ-graph.
Recall that surgery along an embedded Θ-graph was defined by replacing
two disjoint handlebodies V (1), V (2) with some families of them. By deforming
the embedded Θ-graph by isotopy in Σ3 × S1, we may assume that V (1), V (2)
and Σ3[1] are put in Σ3×S1 as follows: Σ3[1] does not intersect the terminal 1-
handle and 2-handles (“leaves”) of V (2), and also does not intersect the terminal
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Figure 7: Lift of surgery on Θ in a cyclic covering.
2-handle of V (1), whereas does intersect the terminal 1-handles of V (1) transver-
sally at 3-disks. Moreover, Σ3[1] may intersect the edges of the Y-shaped part
of V (2) transversally several times (Figure 7-left).
Let V ′(1), V ′(2),Σ3[1]′ be the lifts of V (1), V (2),Σ3[1] in the infinite cyclic
covering Σ3 × R of Σ3 × S1, where the lifts are such that the 2-handle of V ′(1)
and the 1-handle of V ′(2) are linked together in the form of the Hopf link, and
Σ3[1]′ intersect the two 1-handles of V ′(1) transversally. Then V ′(1) ∩Σ3[1]′ is a
disjoint union of four 3-disks δ1, δ
′
1, δ2, δ
′
2 (Figure 7-right), and the two 2-handle
leaves of V ′(2) are null-leaves, namely, they have spanning 3-disks in Σ3×R that
do not intersect V ′(1) ∪ Σ3[1]′.
Let Σ3[1]′′ be the submanifold of Σ3 × R that is obtained by letting Σ3[1]′
pass through the 1-parameter family of Σ3×R’s, which is obtained by fiberwise
infinite cyclic covering of the 1-parameter family of Σ3 × S1’s constructed by
surgery along a Θ-graph.
First, we see that δ1, δ
′
1, δ2, δ
′
2 are sent to four disjoint disks δ
′′
1 , δ
′′′
1 , δ
′′
2 , δ
′′′
2 in
the handlebody V ′′(1) obtained from V ′(1) by one Borromean twist. The bound-
aries of the four disks are the same as those of the original ones δ1, δ
′
1, δ2, δ
′
2. By
a property of the Borromean rings, the change of the surgery on V ′(1) alone can
be realized by isotopy in Σ3 × R ([Wa1, Lemma 4.13]).
Next, we construct a 1-parameter family of surgeries of Σ3 × R by the
parametrized Borromean twist along V ′(2). This gives a 1-parameter fam-
ily of deformed V ′′(1)’s. Now Σ3[1]′′ is the union of the four disks that are
obtained by letting δ′′1 , δ
′′′
1 , δ
′′
2 , δ
′′′
2 pass through the 1-parameter family and
Σ3[1]′ ∩ (Σ3 × R− (V˚ ′(1) ∪ V˚ ′(2))).
Here, since the two leaves of V ′(2) are null in Σ3 × R, the 1-parameter
family of deformed V ′′(1)’s can be deformed into the original constant family of
V ′′(1)’s by fiberwise isotopy, by a property of the Borromean rings again. Thus
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the relative isotopy classes of δ′′1 , δ
′′′
1 , δ
′′
2 , δ
′′′
2 in V
′′(1) do not change before and
after the surgery along V ′(2). This together with the fact that the deformation
V ′(1) → V ′′(1) can be realized by isotopy shows that Σ3[1]′′ is isotopic to Σ3[1]′
in Σ3 × R. Since Σ3[1]′ is compact, this isotopy can be taken in some finite
cyclic covering.
Proposition 8.2. Let Σ3 = Σ(2, 3, 5). For every positive integer r, there exists
an embedding ϕ : Σ3 → Σ3 × S1 satisfying the following conditions.
1. ϕ is homotopic to the inclusion ι : Σ3 = Σ3 × {1} → Σ3 × S1.
2. The lift of ϕ in the r-fold cyclic covering of Σ3×S1 in the S1 direction is
not isotopic to ι.
Proof. If we project the embedding ϕ(1, gtp, htq) : Θ→ Σ3 × S1 corresponding
to the decorated Θ-graph Θ(1, gtp, htq) by the r-fold covering map 1 × ρr :
Σ3 × S1 → Σ3 × S1, we obtain an embedding ϕ(1, gtpr, htqr) : Θ → Σ3 × S1
corresponding to Θ(1, gtpr, htqr). The preimage of ϕ(1, gtpr, htqr)(Θ) under
1× ρr is the sum of Zr-symmetric r disjoint copies of Θ(1, gtp, htq):
Θ(1, gtp, htq) + ζΘ(1, gtp, htq) + ζ2Θ(1, gtp, htq) + · · ·+ ζr−1Θ(1, gtp, htq).
(ζ = t1/r) If we do the same computation in the proof of Theorem 6.2 after
replacing V (i) with V (i) + ζV (i) + · · ·+ ζr−1V (i), the resulting value of ZΘ will
be
2r[Θ(1, gtp, htq)].
If g, h, p, q are such that [Θ(1, gtp, htq)] ∈ A 0Θ(g⊗2[t±1]; ρ(π′))/A 0Θ(g⊗2; ρ(π′)) is
nontrivial, Ψ1(Θ(1, gt
pr, htqr)) gives the embedding that satisfies the conditions
1 and 2.
9 Extension to pseudo-isotopies
9.1 Framed link for Type I surgery
Let d = dimX ≥ 4. LetK1,K2,K3 be the unknotted spheres that are parallel to
the cores of the handles of Type I handlebody V of indices 1,1,d−1, respectively.
Let ci be a small unknotted sphere that links with Ki with the linking number
1. Let L′1∪L′2∪L′3 be a Borromean rings of dimensions d−2, d−2, 1 embedded
in a small ball in IntV that is disjoint fromK1∪K2∪K3. For each i = 1, 2, 3, let
Li be a knotted sphere in IntV obtained by connect summing ci and L
′
i along
an embedded arc that is disjoint from the cocores of the 1-handles and from
other components, so that Li’s are mutually disjoint. Then Ki ∪ Li is a Hopf
link in d-dimension. Each component of the six component link
⋃3
i=1(Ki∪Li) is
an unknot in X , and we may consider it as a framed link by canonical framings
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(Figure 8, V (1)). The following lemma can be proved by a straightforward
analogue of [GGP, Lemma 2.1], which describes the effect of a Y-surgery.
Lemma 9.1. The relative diffeomorphism type of the pair (V ′, ∂V ) of the han-
dlebody V ′ obtained by surgery along a Type I handlebody V and its boundary
∂V ′ = ∂V is isomorphic to the pair obtained from (V, ∂V ) by surgery along the
framed six component link
⋃3
i=1(Ki ∪ Li).
9.2 Family of framed links for Type II surgery
As above, let K1,K2,K3 be the unknotted spheres that are parallel to the cores
of the handles of Type II handlebody V of indices 1,d−1,d−1, respectively. Let
ci be a small unknotted sphere that links withKi with the linking number 1. Let
L′1,s ∪ L′2,s ∪ L′3,s (s ∈ Sd−3) be a (d− 3)-parameter family of three component
links of dimensions d− 2, 1, 1 with unknotted components embedded in a small
ball in IntV disjoint from K1 ∪ K2 ∪ K3, such that L′1,s, L′3,s are unknotted
components in V that do not depend on s, and the union of the locus of L′2,s
and L′1,s ∪ L′3,s forms a Borromean rings of dimensions d− 2, d− 2, 1.
For each i = 1, 2, 3, let Li,s be a knotted sphere in IntV obtained by connect
summing ci and L
′
i,s along an embedded arc that is disjoint from the cocores
of the 1-handles and from other components, so that Li,s’s are mutually dis-
joint. Then Ki ∪Li,s is a Hopf link in d-dimension. Each component of the six
component link
⋃3
i=1(Ki ∪ Li,s) is fiberwise isotopic to a constant family of an
unknot in X , and we may consider it as a family of framed links by canonical
framings (Figure 8, V (2)). The following lemma is analogous to Lemma 9.1.
Lemma 9.2. The relative bundle isomorphism type of the pair (V˜ , ∂V˜ ) of the
family of handlebodies V˜ obtained by surgery along a Type II handlebody V and
its boundary ∂V˜ = ∂V ×Sd−3 is isomorphic to the pair obtained from (V, ∂V )×
Sd−3 by surgery along the family of framed six component links
⋃3
i=1(Ki∪Li,s).
Theorem 9.3 (Teichner). Let d = dimX ≥ 4. The element of Ω(d−3)k(BDiff(X))
given by πΓ : EΓ → BΓ belongs to the image of the restriction induced map
Ω(d−3)k(BC (X))→ Ω(d−3)k(BDiff(X)).
Proof. Since the restriction of the X-bundle πΓ : EΓ → BΓ on the compo-
nents of BΓ with some S
0 component being −1 is trivial, we may exclude such
components in advance.
By Lemmas 9.1, 9.2, πΓ : EΓ → BΓ can be obtained by surgery along
a (Sd−3)×k-parameter family of framed links with 6 × 2k = 12k components
(Figure 8). Also, by the choice of the framed links, the Sd−2-components in
the links form a parameter independent 3 × 2k = 6k-component unlink in X .
In particular, they span mutually disjoint (d − 1)-disks in X . The spanning
(d− 1)-disks may intersect S1-components transversally.
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Figure 8: Framed link for Θ-graph surgery
By attaching 2-handles and (d−1)-handles along framed links in the top face
X×{1} of X×I, we obtain a (Sd−3)×k-parameter family of (d+1)-dimensional
cobordisms whose boundary is EΓ
∐−(X × (Sd−3)×k).
Since the Sd−2-components in the framed links form a constant family of
unlinks that span mutually disjoint (d−1)-disks in X , we may exchange (d−1)-
handles attached to X × I with reversed (d − 1)-handles removed from X × I
obtained by pushing the spanning (d−1)-disks below X×{1}. This replacement
does not change the boundary. Then we may attach the several 2-handles on the
resulting (constant) family of cobordisms to get a family of cobordisms whose
boundary is EΓ
∐−(X × (Sd−3)×k).
Moreover, removing a reversed (d − 1)-handle from X × I and attaching a
1-handle to X × I yield the same cobordism. Here, the boundary circle of the
cocore of a reversed (d−1)-handle corresponds to a 1-cycle of the top boundary
that is parallel to the core of a 1-handle. The (d− 1)-sphere obtained by gluing
the (d − 1)-disk on the top boundary that is parallel to the core of a reversed
(d− 1)-handle and a spanning (d− 1)-disk in X × {1} of the attaching (d− 2)-
sphere corresponds to the boundary Sd−1 of the cocore of a 1-handle (Figure 9).
The fiber of the fiber bundle obtained after exchanging all the reversed (d−
1)-handles with 1-handles is diffeomorphic to X × I. To see this, we need only
to check this for the fiber on the base point of (Sd−3)×k. On the base fiber, the
12k-component framed link consists of 6k Hopf links, and in a single Type II
handlebody V , there are three disjoint trivial Hopf links out of 12k-components.
If a Hopf link in V has a null Sd−2-component, e.g., K(2)1 ∪ L(2)1,s in Figure 8,
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Figure 9: Replacing a Hopf link with a cancelling pair
it corresponds to a cancelling pair of 1-handle and 2-handle, whose pair of
attaching spheres can be pushed into a small ball U in V by sliding handles,
without affecting other components (Figure 9-right). Then the cancelling pair
can be removed without changing the diffeomorphism type of the cobordism.
After this cancellation, there will be a Hopf link in other handlebody with a
null Sd−2-component, e.g., K(1)3 ∪ L(1)3 in Figure 8, and we may continue the
cancellation. By repeating this process, all the components can be removed.
This shows that the base fiber is diffeomorphic to X × I.
Finally, the X×I-bundle now obtained gives an element of Ω(d−3)k(BC (X))
since surgery along framed links does not change the bottom face X × {0}.
Also, the restriction of the X × I-bundle to the top face, giving an element of
Ω(d−3)k(BDiff(X)), is the original bundle πΓ : EΓ → BΓ.
Remark 9.4 (Teichner). For d = 4, the proof of Theorem 9.3 implies that the
class of πΘ : EΘ → BΘ in Ω1(BDiff(X)) can be represented by an h-cobordism
bundle over S1 which has a fiberwise handle decomposition consisting of six
pairs of cancelling (1, 2)-handles. It follows from an argument similar to the
proof above that five of the cancelling pairs can be removed in pairs and the
other one pair, which corresponds to the Hopf link K
(2)
2 ∪L(2)2,s in Figure 9, can
be so near the base point of S1. The resulting family of handle structures has
the graphic (in the sense of [Ce]) as in Figure 10, where the attaching 1-sphere
of the 2-handle moves around in the middle level surface X#(S1×S3) in a quite
complicated way, though can be described explicitly.
Corollary 9.5. Let d = dimX ≥ 4. The element of Ω(d−3)k(BDiff(X)) given
by πΓ : EΓ → BΓ belongs to Ω(d−3)k(BDiff0(X)).
Proof. This follows since πΓ is the restriction of an h-cobordism bundle on the
top face, by Theorem 9.3.
Proposition 9.6. Let d = dimX ≥ 4. The element of Ω(d−3)k(BDiff0(X))
given by Ψk(Γ(g1, . . . , g3k)) (g1, . . . , g3k ∈ π1(X)) belongs to the image of the
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Figure 10: The graphic for the h-cobordism bundle between πΘ and the trivial
X-bundle, dimX = 4.
projection induced map
Ω(d−3)k(B˜Diffdeg(X•, ∂))→ Ω(d−3)k(BDiff0(X•, ∂)).
Proof. The existence of vertical framing was shown in [Wa1, Lemma 4.12]. Thus
we need only to show that a fiberwise degree 1 map EΓ → X exists. Each
component of the family of 12k-component framed links that gives the surgery
along V (1) ∪ · · · ∪ V (2k) is fiberwise nullhomotopic in X × BΓ. By attaching
handles along the family of 12k-component framed links in the top face of (X×
I)×BΓ, we obtain a fiberwise cobordism E˜ between EΓ and −(X ×BΓ). Since
the families of attaching spheres of handles are fiberwise nullhomotopic, the
projection X × BΓ → X extends over families of handles continuously and we
obtain a continuous extension E˜ → X . That its restriction to EΓ is fiberwise
degree 1 map follows since the preimage of a point of X − (V (1) ∪ · · · ∪ V (2k))
is one point in each fiber.
Theorem 9.7. There exists an element of π1Emb0(Σ
4,Σ4 × S1)/Diff0(Σ4),
Σ4 = Σ(2, 3, 5)× S1, that cannot be trivialized after taking the lift in any finite
cyclic covering of Σ4 × S1 in the S1 direction.
Proof. According to the proof of Theorem 9.3, the class of πΘ : EΘ → BΘ
for an embedded Θ-graph can be obtained by surgery along an S1-family of
12 component framed links in Σ4, consisting of six Hopf links of 2- and 1-
spheres. Also, we have seen that the 3-handles attached to the 2-spheres can be
pushed into Σ4 × (−ε, 0]. The roles of 2-spheres and 1-spheres in the family of
six Hopf links can be exchanged so that the 1-spheres form a constant family
of unlinks. Hence the 2-handles attached to the 1-spheres can be pushed into
Σ4× [0, ε). This shows that the nontrivial family of Σ4 obtained by the family of
six Hopf links can be embedded into (Σ4×(−ε, ε))×S1. Such family is obviously
nontrivial in any finite cyclic covering of Σ4 × S1 in the S1 direction.
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10 Nontrivial Dn × S1-bundles
Theorem 10.1. For n ≥ 3, ε = n+ 1 mod 2, a homomorphism
ZεΘ : πn−2B˜Diff(D
n × S1, ∂)→ A εΘ(C[t±1];Z)
is defined, and the image of ZεΘ has at least countable infinite rank.
Proof (sketch). We replace Σn×S1 with Rn×S1. In this case, a propagator in
Conf2(Rn×S1) with coefficients in C[t±1] can be given by direct product of the
standard propagator in Conf2(Rn) and S1, as in the proof of Proposition 3.11.
Here, the compactification Conf2(Rn × S1) of Conf2(Rn × S1) is defined by
blowing-up (Sn × S1)×2 along the following sequence of strata:
(∞× S1)×S1 (∞× S1) ∼=∞×2 ×∆S1
(∞× S1)× (∞× S1) ∼=∞×2 × (S1 × S1)
∆Rn×S1
(∞× S1)× (Rn × S1) ∪ (Rn × S1)× (∞× S1)
If we require that propagator is standard near infinity, we may prove the exis-
tence of a propagator in family with coefficients in C[t±1], for a similar reason
as Lemma 4.10. An explicit propagator near the boundary can be given by an
analogue of the explicit construction given in [Les1, §12].
As before, it suffices to check that the explicit propagator constructed on
the boundary lies in the kernel of the natural map
H2n−1(∂EConf(π); Λ)→ H2n−1(EConf(π); Λ).
To see this, it is enough to consider the same problem for Hn+1 in the base
fiber, which is obvious by the existence of a standard propagator in the base
fiber.
Then the rest is similar to the case of Σn × S1.
11 Pseudo-isotopy of 3-manifolds
Problem 11.1. Let Σ3 = Σ(2, 3, 5) and A be as in Example 3.4. Let π′ = π1Σ3.
Does there exist g, h ∈ π′ such that
[Θ(1,Ad ◦ ρA(g),Ad ◦ ρA(h))] ∈ A 0Θ(g⊗2; ρA(π′)) =
∧3(g⊗2)/ρ(π′)×2
is nonzero?
Problem 11.1 could be asked for other closed 3-manifolds Σ3 with some local
coefficient systems. If the answer to this algebraic question is yes, then by
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Theorem 6.2 and Proposition 4.1, nontriviality of the group π0Diff0(Σ
3 × I, ∂)
follows. In the fibration sequence
Diff0(Σ
3 × I, ∂)→ C (Σ3)→ Diff0(Σ3),
π1Diff0(Σ
3) may be a finite group or a group with small rank abelianization
(e.g., [HKMR, Ga1]). In that case, the natural map embeds π0Diff0(Σ
3 × I, ∂)
into π0C (Σ
3), and nontriviality of the group π0C (Σ
3) would follow as a corollary
to Problem 11.1.
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