In this paper, we develop a code length principle which is invariant to the choice of parameterization on the model distributions, that is the code length remains the same under smooth transformations on the likelihood parameters. An invariant approximation formula for easy computation of the marginal distribution is provided for Gaussian likelihood models. We provide invariant estimators of the model parameters and formulate conditions under which these estimators are essentially posteriori unbiased for Gaussian models. An upper bound on the coarseness of discretization on the model parameters is deduced. We introduce a discrimination measure between probability distributions and use it to construct probability distributions on model classes and show how this may induce an additional code length term 4 log 2 for a -parameter model. The total code length is shown to be closely related to the normalized maximum likelihood (NML) code length of Rissanen when choosing Jeffreys prior distribution on the model parameters together with a uniform prior distribution on the model classes. Our model selection principle is applied to a Gaussian estimation problem for data in a wavelet representation and its performance is tested and compared to alternative wavelet-based estimation methods in numerical experiments.
I. INTRODUCTION
T HIS work had its main motivation from an experimental setting: The problem of denoising images contaminated by additive white noise. We will, therefore, be concerned with Gaussian models for the data (1) where are independent and identically distributed (iid) , and . Wavelet thresholding techniques for denoising the observations have been proposed in the litterature [1] - [3] . The wavelet thresholding denoising technique in its simplest form may be expressed as a simple "keep or kill" estimator if if .
(
These methods were shown to be essentially minimax optimal in the mean squared error (MSE) sense [1] for a particular choice of threshold:
. More refined wavelet-thresholding techniques have been developed to address the same problem for natural image data by introducing smoothness assumptions on the wavelet expansion of the data and/or prior distributions on the data [4] - [6] . An introductory text on applications of wavelets to image denoising may be found in [7] .
The question of invariance of the induced data generating density to the choice of parameterization of model distributions has been previously addressed [8] , [9] . Invariance of estimators have also been addressed from a code length perspective [10] - [12] . The minimum description length (MDL) principle [13] - [15] together with a particular version of it known as the normalized maximum likelihood (NML) principle and the related minimum message length (MML) principle have been applied in the denoising community [4] , [16] , [17] and other linear regression problems [18] , [19] . In the work reported here we present a bayesian approach to building the data generating density based on [4] , [8] , [10] - [12] which is independent of the choice of parameterization of the model distributions. We will show how the resulting modeled data generating density is related to the NML density [13] . We will also show empirically how the performance of the NML-based model selection criterion degrades with decreasing signal-to-noise ratio (SNR) relative to our proposed Bayesian model selection criterion.
To describe what we mean by reparameterization invariance and why we should care about it, we present an example in Appendix A showing that the effect of reparameterization in this example is a shift of the mode of the posterior. Since we will need the mode of the posterior in our development of an approximation to the data generating density as well as the posterior density, which in turn will be used to provide the code lengths on which to base our model selection principle, it is clear that we need to take care in order to avoid our results being dependent on our (more or less) arbitrary choice of coordinate system in which to represent the parameters. To avoid this dependency of results on choice of coordinate system, we clearly need a different integration measure from the one related to the standard Euclidean volume measure.
We will see that writing the marginal for the data on the form
, is a likelihood function conditioned on parameters , is a prior distribution, is the Fisher information matrix (tensor), is its determinant and is the Fisher volume form (integration measure), will enable us to formulate a second-order approximation to the marginal density as well as a code length for the dataset which will not depend on the choice of coordinate system to represent the model parameters, in this sense, we say that they are invariant (to the choice of parameterization of the model distribuitons , ). Denote the transformed parameters (reference parameters)
, where for some smooth invertible mapping . If we assume that the transformation is such that the volume form corresponding to the Fisher information metric is fixed in the new reference parameters, we find that and . If we can find such a transformation to reference parameters , this is ideal for Laplace approximation of the marginal integral (3) since the dependence of the Fisher tensor drops out also in the MML-estimator . We then show that if:
1) The likelihood function is independent and identically distributed (i.i.d.) 1 ; 2) the MML-estimator is well inside the integration volume ; 3)
is well away from any singularities (nonsmooth points, i.e., the origin for the generalized Gaussian distribution (GGD)-priors considered below); 4) the number of samples and/or the SNR is large enough that third-order terms can be neglected in the Laplace expansion of the marginal integral (3) in the reference parameters , the following invariant asymptotic Laplace expansion for large sample sizes dominates the marginal (4) where denotes the Hessian matrix of . Furthermore, since asymptotically for large sample size :
, we show that choosing where is the Jeffreys prior [13] , the approximation formula (4) coincides with the NML-density of Rissanen [13] to within -terms. The corresponding invariant code length is given by . This is an heuristic argument for the relation between the Jeffreys type prior used by Rissanen and our type of invariant Laplace expansion in a reference coordinate system for the parameters where the invariant volume form related to the Fisher information metric is fixed. Much of the the so-called NML-theory of Rissanen with respect to code length and discretization can be directly inferred in our reference coordinate system and we, therefore, call our construction the invariant normalized likelihood (INML) code length principle. We will be concerned with finding an appropriate prior distribution on the model classes under our consideration, and in this respect we will need to find a suitable discretization of the model parameters. We will find that this discretization is most naturally done in the reference coordinate system where the Fisher volume form is fixed, which in a special case considered in Section II below, results in the discretization varying in the observers choice of coordinate system for the parameters. We show below that for the class of generalized Gaussian distribution (GGD) priors and an i.i.d. Gaussian conditional probability, the bias (shift) in our invariant MML-estimator compared to the posterior mean is asymptotically zero. We also believe that we have made a constructive contribution to the MML/MDL dispute since in our context they are two sides of the same coin.
II. DEFINITION OF REPARAMETERIZATION INVARIANCE OF MODEL PARAMETERS AND RELATED GENERAL RESULTS

1) Definition II.1: (Definition of Fisher matrix): For a parametric probability density function
, , , the Fisher information is defined by:
2) Definition II.2: (Definition of reparameterization invariant integration measure on ): Let be a smooth invertible mapping, and define for : . Let , , , denote the jacobian of . Let be an integrable function on and define the integration measure by:
. Then we say that is a reparameterization invariant integration measure if and only if:
, where denote the determinant.
We will in the following define by (6) We then have the following result on the invariance of to smooth transformations on :
Proposition II.1: (Finding a reparameterization invariant integration measure on ): Let , , be some parametric probability density function and the corresponding Fisher matrix (5) . The integration measure is a reparameterization invariant integration measure on .
Proof: Let where is some smooth invertible mapping. Define the reparameterized pdf . The volume element transforms under as:
where denotes the jacobian of the change of coordinates defined by . According to Definition II.2 we have to show that: where , , . By the chain rule, we have (7) It is easily verified by integration by parts that:
, , and what remains in (7) is seen to equal the -element of the matrix:
. Thus: , which concludes the proof.
Let , , be a likelihood function and be a prior probability distribution on the likelihood parameters . Then the marginal integral is defined as (8) and with as given in Definition II.1 and as given in (6) we may write (9) We have the following result.
Proposition II.2: (Reparameterization invariance of marginal integrand): The marginal integrand in (9) is invariant to smooth invertible transformations of the likelihood parameters .
Proof: Simply observe that by the definitions and results above we may write where is the likelihood function conditioned on the transformed parameters , and is the prior density on the transformed likelihood parameters . 
we may then introduce the invariant minimum message length (MML) estimators [10] and by (12)
We will in the following sections restrict our discussion and results to i.i.d. Gaussian likelihood models (1).
III. DEFINITION OF PROBLEM AND DATA GENERATING MODEL
The Gaussian likelihood function for the data in (1) is then defined (14) The reason for our unconventional choice of parameterizing the noise variance by parameter is to simplify later computations involving partial derivatives of the log-likelihood. We note that the model (1) and likelihood (14) remain the same under all orthogonal change of bases on . Thus (1) applies both in the spatial pixel domain and in the wavelet domain. Henceforth we will consider , to be wavelet coefficients. Wavelet bases are known to represent piecewise smooth signals [1] and image data [20] , [21] sparsely, i.e most of the expansion coefficients are near zero, only a few are large. This fact may be modeled by introducing the model index vector and rewriting (1) as
Recent empirical research [4] has shown that the family of GGDs may be used to provide good fits to the histograms of the wavelet coefficients of natural image data. We, therefore, choose to model the nonzero wavelet coefficients as i.i.d. with a prior probability density function (pdf) from the GGD-family (16) where: and denotes the gamma function and is the standard deviance of . The parameter is sometimes referred to as the shape parameter of the GGD-distribution. We will in this paper assume . We may then write the marginal distribution , conditioned on the model and the signal power parameter , for the dataset as (17) where is the number of nonzero parameters in (15) and (18) and (19) and
is a prior pdf on for which we will choose the uniform prior if otherwise (20) where is a bounded interval. The marginal integral (17) is in general difficult to evaluate on closed form. We therefore seek to approximate the marginal by a truncated expansion of its defining integral (17) about some suitably chosen points (estimators) and , also known as the Laplace approximation technique [22] - [24] . The approximation formula for should also be invariant [25] to our initial choice of parameterization on likelihood pdf and prior pdf through the parameters , , . This may be achieved by the MML noise estimators and which under the model (18), (19) may be expressed on the form (21) Since the Fisher information is independent of under the likelihood model (18) , the MML estimator coincides with the maximum a posteriori (MAP) estimator (22) Setting and recalling (9), (10), (11) , the marginal integral (17) may now be written:
with , and
We will exploit the freedom in the choice of integration domain given by , to approximate by Taylor-expanding in parameters , truncating to second order (we note that this expansion in general only is valid in a subset of due to lack of smoothness of at ) and mapping the result back to the original parameter coordinates . This approximation technique is often referred to as "Laplace approximation method for integrals" [24] . We emphasize that the case treated here is more general than the problem addressed in [24] in that the data are not identically distributed: The means of are different.
To simplify the computation in (24) we choose the change of integration variables so as to make: where is a positive real constant. This implies that . At least one such exists for the Gaussian likelihood model (18) .
Proposition III.1: (Definition of a coordinate system where Fisher information for i.i.d. Gaussian likelihood model is a constant). For the Gaussian likelihood model defining the reparameterization of likelihood parameters as
where , , are arbitrary positive real numbers, yields the Fisher information in the mapped likelihood parameters . Proof: See Appendix B. Remark: We will in the following for simplicity assume: .
IV. A REPARAMETERIZATION INVARIANT APPROXIMATION FORMULA FOR THE DATA GENERATING DENSITY AND RELATED RESULTS
Appealing to Proposition II.2 for invariance to choice of parameterization of the likelihood and changing integration variables from to as defined in (26) and (27), Taylor-expanding to second order in and evaluating (24) to second order in , yields the following result on invariant second-order approximation of : (Actually we present below a slightly more general result in that it applies to a wider family of prior probability distributions including the GGD-family) Theorem IV.1: (Invariant second order approximation formula for the modeled data generating density). Under the Gaussian likelihood model (18) and zero mean and i.i.d. with pdf , the marginal integral (24) may be evaluated on the form (28) where:
is the MML estimator (12), is the standard Gaussian distribution function, and is the error term due to the second order truncation of the Taylor series expansion of in (24) and is an error term due to restricting the integration region of to the subset of over which the Taylor expansion of is valid. The expression (28) is valid under a set of sufficient conditions for which we refer to the Appendix C.
Proof: See Appendix C.
A. Relation to the NML Density
Introducing the Jeffreys prior distribution:
where is the Fisher information matrix (25), we may relate the result (28) to the NML distribution [13] in the case of i.i.d. Gaussian likelihood.
Corollary IV.1: (Relation between the NML density and the invariant second order approximation formula). Assume the model conditions in Theorem IV.1 and let be the Jeffreys prior (29) with: , , . Let denote the NML density [13] under this model. Then (30) where: (31) with as defined in Appendix C (84) and subscripts denote partial derivatives w.r.t. the subscripted variable.
Proof: Observe that the MML estimators (21), (22) coincide with the maximum likelihood (ML) estimators when choosing the Jeffreys prior (29) . Furthermore, under the current likelihood model the Jeffreys prior is smooth at the origin which makes the Taylor expansion of valid on both sides of and allows us to integrate over instead of restricting to . Thus the truncation term and the term is to be replaced by 1 in (28) . Since Jeffreys, prior in this case, is independent of , the Hessian and the Fisher matrix coincide, and according to (28) may be written and according to [13] we have
. The result (30) follows.
B. Discussion on the Signal Moment Parameter
Our expression for the marginal has so far been conditioned on the signal moment parameter , but in many situations, is unknown and has to be estimated. If is considered to be stochastic with pdf , then the marginal integral (23) will also include an integration over . Demanding invariance of to choice of parameterization on , we proceed similar to the above steps: Introducing the Fisher information of the prior distribution , then the MML estimator is defined as
We note that in the case where is taken to be the GGD distribution (19), we have (35) and (36) We define the marginal by
where: , , and where , is a smooth invertible mapping. Similar to procedure above, we choose the change of integration variable: so as to make and evaluate (38) by the Laplace approximation technique of expanding (39) to second order in about the MML estimator , is the jacobian of the change of variables induced by .
Proposition IV.1: (Definition of a coordinate system where the Fisher information for an iid GGD model is a constant): In the case where is a GGD, then the choice of is unique given up to a choice of constants , , , as
where , , is arbitrary and must satisfy . Proof: The result follows by evaluating the left-hand side of where is a constant and solving the resulting second order linear differential equation for .
Choosing a uniform prior if otherwise.
where is a bounded interval, we have the following result.
Corollary IV.2: (Generalized invariant second-order approximation formula for the modeled data generating density): Under the conditions in Theorem IV.1, we have (42) where ( as in (34)), and is the MML estimator (33) and is a truncation error term due to the second order truncation of the series expansion of . We note that . Proof: This is an immediate consequence of the discussion on the signal moment parameter preceding Proposition IV.1 together with Theorem IV.1 and inspection of:
(repeated subscripts denote repeated derivations w.r.t. the subscripted variables).
There is also the following result on the posterior expectation of the likelihood parameters , : Proof: This is a direct result of the proof of Theorem IV.1 for which we refer to [26] .
C. Comments on Corollary IV.3
• We note that when modeling image data, we have , [4] , and in this case by (43) we should expect . However, the posterior bias should be small for realistic signal to noise ratios and reasonably large sample sizes , since one of the sums should essentially vanish due to alternating signs on the terms. This conjecture on the size of the bias of is confirmed in experiments reported in the experiments-section below. • The bias term (44) for the MML estimator involves a sum where we should expect a lot of cancellation of terms due to different signs, thus the posterior bias should be small in size compared to . The experiments reported in section below also show this to be the case.
V. A NATURAL DISCRETIZATION ON MODEL PARAMETERS
In order to construct a code length connected to the available information on the class of relevant prior distributions, we will find it useful to have a natural way of choosing discretizations on the model parameters , , . Also, such a discretization is useful for computing numerical solutions to the MML estimator by solving the (12) for on a grid and using interpolation between gridpoints [26] .
Consider the relative precision in the posterior where (45) that is is the maximum relative error we can possibly make when approximating the posterior of the model parameters in a neighborhood of , , by evaluating at the center of , where is the differential
We have the following result.
Proposition V. A. Comments on Proposition V.1
• The discretization scheme given above should not be confused with the optimal discretization given in [15] , which is optimal in the sense of minimizing the expected difference w.r.t. the worst data generating distribution between code lengths using the code length induced by any distribution on data and the code length induced by , see [27] . The discretization given in Proposition V.1 was developed to be the coarsest possible for evaluating the posterior distribution to within a prescribed precision.
• We see that the discretization of given above is data driven and implies a discretization that may well be finer or coarser than the NML-optimal discretization of , [15] . It will generally lead to a finer discretization if and a coarser discretization if . Also, we get coarser discretization for those indices where .
VI. A MODEL CLASS PRIOR
For fixed likelihood distribution (14) and model (15), we denote the class of different models by . Since there exist different models for given likelihood and prior distribution . In [17] the model index vector was modeled by an i.i.d. Bernoulli process with hyperparameter . In our numerical experiments, it proved very difficult to find good estimators of the hyper parameter , a problem which was also reported in [17] . Therefore we chose to avoid introducing additional unknown hyper parameters. Instead we take a closer look on our modeling assumptions and the choice of prior distribution in particular. If we know nothing of , then the least informative choice of is the Jeffreys prior (29) . However, recent empirical research indicates that for natural image data, the GGD family provides good models for the noiseless wavelet expansion coefficients . As is the spirit in the MDL principle, this knowledge should be associated to a description length. We proceed to construct the desired description length by comparing the chosen prior distribution to some canonical choice of prior through the difference in differential entropies (49) where is the differential entropy (50)
The distributions and are parametric distributions with finite variances denoted and , respectively. We note that the differential entropy in general cannot be interpreted as the mean code length for encoding a random variable under the prefix code induced by its pdf , as is the case for the discrete entropy of a discrete random variable with pdf (51)
But there is a result in [28] showing that: as with rate of convergence determined by the Riemann integrability of . In particular, we note that this means the difference is an estimator for the difference where from (46). We conclude that may be interpreted as an estimate of the difference of mean codeword lengths of discretized data when encoded under pdf or , respectively. Restricting to the case where pdf and are both known up to their variances:
and , then is uniquely determined by:
. We may then define the normalized model class prior distribution as
where: , is the chosen normalization interval. Then the code length: may be interpreted as a difference of proper code lengths when encoding the discretized data under pdf or , respectively. Simplifying (52) yields (53) where we have assumed and/or . Then we observe that the discretization of the parameter in Proposition V.1 induces a discretization on through the differential (54)
We will choose and use (48) to evaluate for the distributions and of interest here. We then get is GGD (55) for a member of the GGD family (19) . For Jeffreys distribution (29), we get is Jeffreys distribution (56) where we used (57) in (29) and when is Jeffreys distribution. Plugging the results (55), (56) from these two different choices of reference distribution into (54), we get GGD Jeffrey in the case where prior and reference prior are both taken to be GGD, and in the case where is GGD and is Jeffreys distribution, the resulting is given by replacing by in (60). Thus we may conclude that is the same for equal the Jeffreys distribution or a Gaussian distribution ( ) for Gaussian likelihood models (18) . Also, we note that there is no a priori reason not to select:
. We note that (60) shows that unless we choose , , so that: for all , then to leading order in we have (61) for both: a GGD and a Jeffreys distribution. By repeating the steps (52)-(60) above, one may verify that the asymptotic (in and ) result (61) also applies to the case where both the model prior and reference prior are taken to be Jeffreys distributions (assuming independent regions of normalization (57)) under the likelihood model (18) . Therefore, the model class prior constructed here for the likelihood model (18) and prior model (19) may be extended to the case discussed in [14] , [16] where Jeffreys prior is chosen as the prior distribution . We emphasize that if we choose , meaning that we do not discriminate between a) the case where we actually have or believe to have relevant prior information as incorporated in a model (19) ; b) the case where we have no relevant prior information and use the least informative prior (29) then and becomes an irrelevant constant.
VII. THE MODEL SELECTION ALGORITHM
We may now write the total code length as a function of data , model as determined by index vector , prior and reference prior as constant terms (62) where is given by (42), is given by (60) and is chosen to be a constant, implying that we consider all models a priori equally likely for all . The optimal model is then given by (63) which is the code length minimizing model. We note that in the case where is a GGD prior, it is easily shown [26] that for given model size , the model index vector yielding the largest possible reduction in the code length is given by for all which has the property that is one of the largest , . Thus, in this case, the globally (over all ) optimal model may be computed by no more than (in fact there exists a implementation [26] by the divide-and-conquer algorithm) evaluations of the code length expression for different by the following iterative procedure. Step 0. Set: , , compute: .
Step 1. Set:
, select: yielding the largest reduction in the code length.
Step 2. Set: , select: yielding the largest reduction in the code length. . . .
Step k. Set:
, select: yielding the largest reduction in the code length. . . . This process continues until the code length reduction becomes negative at some step . The optimal model is then given by determined in the step in the procedure above.
VIII. EXPERIMENTS
We tested the performance of the model selection principle (63) on both 1-D and 2-D data as shown in Figs. 1-3 . The 2-D data are all 8-bit gray level images from the USC-SIP image database with sample size , and the 1-D data are the Donoho-Johnstone test signals [2] with sample size . The degraded data was generated by adding white Gaussian noise of variance to an orthogonal wavelet expansion of the test data to yield an SNR value by the formula:
. We use the scaled root mean square error (rmse) measure: when reporting results on the performance of the model selection algorithms. The notation , , and NML, SureShrink, RiskShrink, NML, INMDL, seen in Figs. 4-7 are explained as follows:
refers to the maximum a posteriori (MAP) estimator deduced from the model (14)- (16) . The NML refers to model selection principle resulting from the "normalized maximum likelihood" code length developed in [13] , [14] , [16] . The INMDL refers to the "invariant normalized minimum description length" principle (63). RiskShrink refers to the universally optimal hard thresholding estimator developed in [1] and SureShrink refers to the adaptive hybrid thresholding estimator developed in [2] . All the estimators were tested on each test image/test signal shown in Figs. 1-3 for a fixed noise realization . The mean rmse's reported in Figs. 4 and 6 result from averaging the individual rmse's for each test dataset over the collection of different test images/test signals, respectively. We note that the estimator corresponding to and the INMDL-principle (63) was computed numerically and this computation was by far the computational bottleneck in performing the experiments on the INMDL-principle since has to be recomputed for each different model index vector . However, we reduced the number of computations required to evaluate by using a fixed table of pairs of discrete values of and and interpolating linearly between grid points. Also, the number of different evaluated to find was reduced to approximately by a "split-and-conquer" procedure. The GGD-shape parameter (16) was estimated for each by the estimator provided in [29] . In the experiments referred to here, we found that varied in the interval for the image data in Figs. 2-3 and for the signal data in Fig. 1 . We also note that the error bounds given in (86), (87) were used in the last conclusive step of Algorithm 7.1 to check that the marginal approximation formula (42) applied to sufficient accuracy.
Applying these bounds, we found during the experiments used to compile the information in Figs. 4-7 that: , . Also, in (82) was found to be bounded by throughout these experiments. We note that the posterior biases: and shown in Corollary IV.3 were found to be of insignificant size:
of the estimator values , and , for all of the test signals.
A. Discussion of Experimental Results
When applied to image data, the SureShrink method [2] clearly outperforms all of the tested estimators over the whole range of tested SNR values as seen from Fig. 4 . The SureShrink method is a hybrid method between a soft universal thresholding scheme as given in [1] and an adaptive thresholding scheme given by adapting the thresholds to minimize a risk estimate using Steins unbiased risk estimate (SURE) given in [30] . The hybrid scheme of SureShrink decides in each wavelet subband whether the signal is sparsely represented in the subband. In sparse situations the universal thresholding scheme is used, otherwise the SURE method is used to provide risk estimates in each wavelet subband. Thus, different adaptive thresholds are used in each subband by the SureShrink, whereas the other methods use a global (identical in all subbands), although data adaptive, thresholding scheme.
Comparing the NML and INMDL-principle we note that the NML-principle does not have a robust performance for the datasets tested here, it fails badly compared to all the other methods as the SNR falls below 10 on the dB scale as may be seen from Figs. 4 and 6 . The performance of the INMDL-principle in the region of low SNR is the second worst method measured in RMSE for SNR dB, but it does not fail as bad as the NML-principle. Coupling these observations to the information in Figs. 7 and 5, we conclude that the main explanation for the observed weak performance of NML and INMDL in the low SNR region, is that the sizes of the optimal models as predicted by these model selection principles are too large, this behavior is especially clear for the NML-principle. The Fig. 4 shows that the INMDL-based estimator has second best performance of the tested estimators for image datasets in the SNR range dB SNR dB. For image data in the high SNR region we see that performances of both NML and INMDL weakens as the SNR increases when compared to the GGD-MAP estimators and the SureShrink principle. Fig. 5 explains why: The predicted optimal model sizes are too small in this SNR region for image data. However, for the 1-D test data the situation is reversed: As the SNR increases the performance of NML and INMDL based estimators improves and outperform the SureShrink and the GGD-MAP estimators. The Fig. 5 explains why: The SureShrink and the GGD-MAP estimators keeps too many wavelet coefficients for this type of data whereas the model sizes as predicted by the NML and the INMDL principles yields a smaller number of nonzero wavelet coefficient estimates which closely match the RiskShrink estimator both in performance and sparseness of the wavelet coefficient estimates.
IX. CONCLUSION
Wavelet thresholding in its simplest sense consists of applying a global threshold function to each sample of data. The threshold may be a) global and universal [1] , or b) global adaptive [4] or c) local and adaptive [2] . We have seen that the minimum description length principle together with the compression ability of the wavelet basis for piecewise smooth data may be used to provide adaptive wavelet-thresholding rules for data in both 1-D and 2-D where the decision of which parameters should be estimated is separated from the step of actual estimation, this in contrast to the techniques developed in a), b), c) referred to above. However, care is needed when estimating the hyper parameters of the prior distributions and we have suggested a model class prior distribution to provide a code length for the (assumed or given) prior knowledge of model distributions on the likelihood parameters. The code length contribution from the model class distribution showed it is important to avoid selecting too large models in cases of low SNR data, a problem which in the experiments reported here turned out very prominent in applications of the NML-principle of Rissanen [16] . Our proposed estimation scheme is global in that it applies the same population model prior over all wavelet subbands in contrast to the work [17] where different population model priors are used in each wavelet subband. However, our GGD-population model can be said to be flexible in the sense that it adapts the shape parameter to the data whereas in [17] one restricts to the Laplace-population model:
. Also, we have addressed the question of invariance of the modeled data generating distribution to the choice of parameterization of likelihood and prior distributions. For the i.i.d. Gaussian case discussed here, the effect of demanding invariance on estimator and code length expressions turned out small, but we expect the effect of ensuring invariance of the data generating model would be more pronounced in non-i.i.d. and/or non-Gaussian cases. This is a topic for current and future research and we note that the MDL principle has been applied to non-Gaussian likelihood models in [31] . 
APPENDIX
which under the modeling assumptions on data and parameters (see [26] for details) may be approximated from below as
where is taken to mean that there exists a positive constant such that , if , and , if , with approaching 1 for sufficiently large sample sizes and/or signal to noise ratio . Furthermore, under the conditions 1)-4) above, the following upper bounds apply to the relative error terms and : The main result (28) is easily seen to follow by applying second order series expansion of about . The details concerning the upper bounds on the series-truncation error term follows by collecting the integrated derivative terms in , to leading order. The upper bound on follows by analyzing where and That the approximation formula (28) is invariant to reparameterization of the likelihood parameters is a consequence of Proposition II.2. A complete proof is provided in [26] . 1) Comments on Theorem IV.1: • The conditions: 1), 2), 4) can be satisfied by choice of and . • The condition 3) must be verified numerically. • The error term originates from the second-order truncation of the Taylor-series of in . • The error term as well as the -term originates from the truncation of the integration region for the marginal integral (24) to integration over due to the (possible) nonsmoothness of the prior at . • The expressions for upper bounds on the relative error terms and can be easily evaluated numerically and should be used to check the accuracy of the approximation formula (28) for in applications. • In order to use the approximation (28) for the marginal to provide a code length as given by for the data , it should be normalized to ensure its integral is . However, for GGD-priors it is possible to show that the effect of this normalization is small compared to the leading order terms of the code length for the data, we refer to [26] for details on this.
APPENDIX D PROOF OF PROPOSITION V.1
We will deduce discretizations by use of the same method of reparameterization (26) , (27) , and (40) used to evaluate the marginal integral (9) . As we will see below, this reparameterization yields an essentially diagonal Hessian matrix which makes it easy to decide on the proper scalings on , , . Given discretizations:
, , on parameters: , , , we define the discretizations , , by the differentials (88) (89) (90) with as given in Proposition III.1 and as given in Proposition IV.1. The notation signifies the derivative of the th coordinate of the vector mapping w.r.t. to . The numbers , , may be deduced by evaluating an approximation formula for the posterior density defined by (91) where and are the mapped versions of and defined in (20) and (41). Under the conditions in Theorem IV.1, we may expand (91) to second order in the parameters , , about the MML estimators , , , plugging in the approximation (42) for and neglecting higher order terms, we get
where , and , defined in (39), (11) . Using as given in Proposition III.1, the hessian (see [26] for details) may be evaluated by the formula 
as defined in (96) Consider the relative precision in where that is: is the maximum relative error we can possibly make when approximating in a neighborhood of , , by evaluating at the center of , where is the differential Then we observe by (95) that for large sample sizes , may be approximated by the diagonal of (93), and we may then conclude from (92) To see this, we observe by the chain rule that:
. By definition of , , and thus by (90), (99) . Plugging (97)-(99) into (88)-(90) and approximating in (94) by , the result in (100)-(102) follows and so does Proposition V.1.
