In this paper, we study the portfolio optimization problem under an extended Heston stochastic volatility model. By using asymptotic analysis technique, we are able to derive approximations of the optimal value function and the optimal strategy. We give an explicit asymptotic approximation of the optimal strategy for the case of hyperbolic absolute risk aversion utility functions and prove that the leading order term of the optimal strategy recovers the approximation up to the first order of the optimal value function.
INTRODUCTION
The portfolio optimization problem was originally introduced and studied in continuoustime setting in the seminal papers by Merton, [6] and [7] , where an investor has to choose how to invest between stocks and a money market account so that the expected utility of investment wealth is maximized. The problem is known to have explicit solutions when the stocks are assumed to follow the Black-Scholes model with constant returns and constant volatilities and the utility function modeling the investors preference is of certain types, for example, Constant Relative Risk Aversion (CRRA). Based on these pioneering papers, several authors have introduced more realistic and complicated market models. Typical examples are stochastic volatility models. In these models, the assumption of constant returns and constant volatilities of the Black-Scholes model has been relaxed by allowing the returns and the volatilities of underlying assets to evolve stochastically over time. [8] considered a one-factor stochastic volatility model where the drift and volatility terms of the asset price is driven by a diffusion process correlated with the geometric Brownian motion. Using a viscosity solution technique, she was able to derive explicit expressions for the optimal value function and for the optimal investment strategy under an appropriate assumption of the model parameters. [5] studied the case of the Heston stochastic volatility model and derived a closed-form solution for the CRRA utility function under the assumption that the market price of risk is a linear function of the volatility. [2] provided an explicit solution within a particular one-factor stochastic volatility model. A recent paper [4] considered the portfolio optimization problem under an extended Black-Scholes model where the coefficients of the risky asset are driven by two factors, one of which is fast mean-reverting and the other is slow varying. There, approximate solutions to the optimal value function and the optimal strategy for general utility functions were derived by using asymptotic analysis techniques. Specifically, with a combination of singular and regular perturbations with respect to the small parameters characterizing the two factors, they showed that the optimal value function and the optimal strategy could be approximated by the Merton formula plus the correction terms given in terms of derivatives of the Merton formula itself. In this study, we extend the results of [5] by adding a fast mean reverting factor to the Heston model and construct approximate solutions by using asymptotic analysis developed in [4] . We suppose that an investor manages his or her initial wealth by investing in a financial market consisting of a risky asset and a risk-free asset. The price B t of the risk-free asset at time t follows the ordinary differential equation (ODE):
where r > 0 is a constant interest rate. The price S t at time t of the risky asset is described by the following stochastic differential equations (SDEs):
where W s , W y and W z are correlated Brownian motions in a filtered probability space Ω, F, F t , P with correlation structure given by
The correlation coefficients ρ sy , ρ sz and ρ yz are constants in (−1, 1) satisfying ρ 2 sy + ρ 2 sz + ρ 2 yz − 2ρ sy ρ sz ρ yz < 1, so that the covariance matrix of the Brownian motions is guaranteed to be positive definite. Here, f (Y t ) √ Z t is the volatility of the underlying asset driven by two diffusion processes Y t and Z t . The process Z t is a Cox-IngersollRoss (CIR) process, where θ is the long run mean, κ is the rate of mean reversion, and σ is the the volatility of volatility. The parameters κ, θ and σ are positive constants and required to satisfy the Feller condition 2κθ ≥ σ 2 to ensure that the process Z t is always positive starting with Z 0 > 0. We will specify assumptions on the coefficients µ(y, z), f (y), α(y) and β(y) of our model later.
We assume the process Y t given in (3) satisfies
where the notation is an ergodic diffusion process with unique invariant distribution denoted by Φ. Then, by its construction in (3), Y t also has unique invariant distribution Φ and is a fast mean-reverting process when the parameter ǫ is small. We denote the average with respect to Φ for a measurable function g by
We observe that in the case that f (y) = 1 and µ(y, z) = µ(z) is independent of y, our model reduces the Heston stochastic volatility model considered by [5] . Note also that when β(y) = m − y and α(y) = √ 2ν, with m and ν constant, the model becomes the generalized Heston model considered in [3] for an option pricing problem. So, we may call the stochastic dynamic system (2)-(4) the extended Heston stochastic volatility model.
At time t ∈ [0, T ], the investor allocates the fraction π t of the wealth in the risky asset and the rest is invested in the risk-free asset. Then, the wealth process X t associated with π(·) satisfies the following SDE:
with initial wealth X 0 = x > 0. We assume that all coefficients of the above SDEs are F t -progressively measurable and that the SDEs (2)-(4) and (6) have unique strong solutions. As demonstrated in [5] , existence and uniqueness of the CIR process Z t in (4) is ensured by the so-called Yamada and Watanabe conditions. Also, the conditions
guarantee existence and uniqueness of strong solutions for (2) and (6), respectively. The control function π(·) is said to be admissible if it is F t -progressively measurable, satisfies
and is such that the above assumption for all processes is satisfied. We denote the set of all admissible strategies by A.
As in [5] , we assume an unbounded market price of risk in our model. More specifically, assuming that µ(Y t , Z t ) − r = µ 0 (Y t )Z t , the market price of risk ζ t is of the form
where λ(y) is a function that is bounded and bounded away from zero. The particular form of f (y) does not play an important role in our asymptotic results derived later. So, we just assume that it is bounded away from zero, that is, there exists a constant l such that |f (y)| ≥ l > 0. The main contribution of the present work is that we can treat the portfolio optimization within the above extended Heston model for the hyperbolic absolute risk aversion (HARA) utility functions that include the CRRA and the constant absolute risk aversion (CARA) types. As our market model can be viewed as a fast meanreverting correction to the Heston model, the optimization problem will be solved by using a singular perturbation method. The resulting asymptotic approximations to the optimal value function and the optimal strategy are obtained in closed-form, which is our main result extending the study of [5] .
The remaining structure of this paper is as follows. In Section 2, we formulate our portfolio optimization problem and derive the associated HJB equation. In Section 3, we employ asymptotic analysis method to obtain an explicit approximation to the optimal value function for the HARA utility functions. In Section 4, we use the asymptotic approximation for the optimal value function derived in Section 3 to compute the first order correction to the optimal investment strategy, which consists of the leading order and the first order correction terms. And we show that the leading order term of the optimal strategy can recover the optimal value function up to the first order correction. Section 5 concludes and suggests future research plans. In Appendix, we review some background results on the Heston model and give the proofs to all theorems.
MODEL FORMULATION
In our market model, the investor is assumed to have a utility function U (x) of the HARA type, which includes power, exponential and logarithm utility functions. For a fixed parameter ǫ, we denote by X ǫ,π t , t ∈ [0, T ] the solution of (6) corresponding to the strategy π(·).
The objective of the investor is to maximize the expected utility from terminal wealth sup
where U (x) is the HARA utility function defined by
with q > 0, p < 1, p = 1 and
To this end, we employ stochastic dynamic programming approach (cf. [1] ). We begin by defining the value function corresponding to the strategy π(·) by
is the conditional expectation of a random variable X given an event A. Then, we define the optimal value function V ǫ (t, x, y, z)
Therefore, the associated Hamilton-Jacobi-Bellman (HJB) equation for V ǫ is given
for t ∈ [0, T ), x ∈ R + , y ∈ R and z ∈ R + , with the terminal condition
Here, L 0 is the infinitesimal operator of the process Y (1) defined by
As π appears in (10) as a quadratic expression, the maximizer, known as the optimal strategy, is given in the following feedback form:
Substituting this optimal strategy into (10) yields
Assumption 1. We assume that the optimal value function V ǫ (t, x, y, z) is strictly increasing, strictly concave in x for each t ∈ [0, T ), y ∈ R and z ∈ R + , and is suffi-
We also assume that it is the unique solution for the HJB equation (10) with terminal condition (11).
We note that for small ǫ the fully nonlinear PDE (14) is a singular perturbation around the portfolio optimization problem under the Heston model with an unbounded market price of risk considered in [5] . Hence, it is difficult to obtain the optimal value function either analytically or numerically in general setting. Instead, we will employ an asymptotic analysis as developed in [4] to construct an approximate solution as shown in the following section.
ASYMPTOTIC ANALYSIS
We now perform asymptotic analysis as developed in [4] to obtain an approximation to the value function satisfying (14) with terminal condition (11). We begin by expanding the optimal value function in powers of √ ǫ:
Substituting the expansion (15) into (14) and grouping terms in successive powers of ǫ, at the terms in ǫ −1 we have
Since all terms of the operator L 0 in (12) take derivatives in y, we choose V (0) to be independent of y so that the equation (16) is satisfied. It follows from this choice that V (0) y = 0, and then the expansion of (14) up to the order √ ǫ is given by
Hence, we see from (17) that the only one term in ǫ
By the definition of L 0 , V (1) must be independent of y (otherwise, V (1) would grow as much as e y 2 /2 as y → ∞). Using the fact that V (0) and V (1) are independent of y, the constant terms in (17) lead to
Viewing (19) as a Poisson equation for V (2) in y, the centering condition on the source term is given by
where · is the averaging operator defined in (5). Then it follows that
where we used the fact that V (0) is independent of y and the notationλ = λ and λ = λ 2 . From (15), the terminal condition for (21) is given as
Observe that when λ(y) = λ, a constant, the nonlinear PDE (21) is the HJB equation corresponding to the Heston model studied by [5] , where its solution is reviewed in Appendix A. There, explicit solutions for the HARA utility functions (including the power and the exponential utility functions) are derived. We recall that [5] derived explicit solutions for only the power utility function.
The following theorem contains the explicit formula of V (0) that satisfies the PDE (21) with terminal condition (22) for the HARA utility function, where its proof is given in a similar way as in Appendix A.
Theorem 2.
For the HARA utility function U (x) given in (8), the PDE (21) with the terminal condition (22) has an explicit solution
where the functions A(t) and B(t) are given as in the following cases:
• Case 1: ∆ > 0.
• Case 2: ∆ = 0 and T K + 1 > 0.
Here, we define ∆, g, K and Γ by
Remark 3. [(1).]
1. We can easily see from (23) that V (0) satisfies
for all (t,
This relation leads to the possibility to explicitly derive the first order correction term V (1) in terms of V (0) , which is the main result of this paper.
From (23), we observe that the ratio
does not depend on z, and so we denote
Before continuing our asymptotic analysis, we define the differential operators D j by
and the linear operator L t,x,z (λ 1 , λ 2 ) by
Then, by using of (29) direct computation shows that the equation (21) can be written as
Similarly, we can rewrite (19) as
Then it follows from (33) and (34) that
Hence, up to a constant in y, we choose
where L −1 0 is the inverse operator of L 0 . Now, we proceed asymptotic analysis to derive the first order term V (1) . By using (29), the terms in √ ǫ of the expanded PDE (17) lead to
Then using (30) and (31), we can write (37) as
where the operator L x,y,z is defined by
Viewing (38) as a Poisson equation for V (3) in y, the centering condition requires that
Since V (1) does not depend on y, the equation above can written as
Substituting V (2) , given by (36) , into this equation yields
where
. Now, we explicitly compute the source term of (41). To do this, we introduce two functions φ and ψ that satisfy the following Poisson equations
By observing from (23) that
, where Γ is defined in (28), we have
where the constants F i are defined by
From the expansion (15), the PDE (41) has the terminal condition
Up to now, we have shown that the first order term V (1) satisfies the linear PDE (41) with the terminal condition (49). In the following theorem, we derive an explicit expression for V (1) in terms of V (0) for the first time, which is the main result of this study.
Theorem 4. The linear PDE (41) with terminal condition (49) has a solution of the form
where V (0) is given in Theorem 2, and g 1 (t) and g 2 (t) are defined in the following cases:
Here, F 1 , F 2 , F 3 and F 4 are given by (45), (46), (47) and (48), respectively. ∆, g, K and Γ are defined as in Theorem 2.
Proof. See Appendix B.
OPTIMAL STRATEGY
Since we have derived the first two terms V (0) and V (1) for the optimal value function in the previous section, we can proceed to derive an asymptotic approximation to the optimal strategy π * given by (13). Like the case of the optimal value function, we look for the optimal strategy π * of the form
and only the expressions for π * (0) and π * (1) will be derived.
Substituting the expansion (15) for V ǫ into (13) gives
Here, we have used the fact that
. Using the explicit expressions of V (0) and V (1) given respectively in Theorem 2 and Theorem 4 and the fact that
, we have the following asymptotic result for the optimal strategy.
Theorem 5. The first order correction of the optimal strategy π * (t, x, y, z) is
x .
Now, we claim that the leading order term of the optimal strategy can recover the optimal value function up to the first order correction as given in following theorem.
Theorem 6. The suboptimal strategy π * (0) given by (75) recovers the approximation up to the first order,
of the optimal value function V (ǫ) (t, x, y, z) given in Section 3. More specifically, if we denote V ǫ,π * (0) the value function corresponding to the strategy π * (0) and assume that it has expansion
where V (0) and V (1) are defined in Theorem 2 and Theorem 4, respectively.
Proof. See Appendix C.
CONCLUSION
In this paper, we studied the optimization problem under an extended Heston model in which a fast mean-reverting volatility factor is added on top of the CIR process that drives the volatility in the pure Heston stochastic volatility model. Using asymptotic analysis, we were able to derive explicit approximations for the optimal value function and the optimal investment strategy up to the first order correction term for the HARA utility functions. This study extends the results of [5] in the sense that the Heston model is brought into a multi-scale model. It also extends the results of [4] as the Black-Scholes model is replaced by the Heston model in the case of the HARA utility functions.
The accuracy of our asymptotic approximation will be treated in a future work, which is in preparation. Another research plan is to consider the same problem under a more general model in which one additional slow varying factor of volatility is incorporated to the current market model.
A. A PORTFOLIO PROBLEM UNDER HESTON MODEL
In order to continue our asymptotic analysis in Section 3, we recall some basic results of the portfolio problem under the Heston stochastic volatility model, which is the case that f (y) = 1 and µ(y, z) = µ(z) is independent of y in our model (2)- (4), and was studied by [5] for the case of power utility functions. Here, we consider the HARA utility functions U (x) defined in (8) , which also cover the case of power and exponential utility functions.
In this case, the optimal strategy, denoted by π
B. PROOF OF THEOREM 6
Now, we try to find the solution V (1) of the PDE (41) with the terminal condition (49) of the form
with g 1 (T ) = 0 and g 2 (T ) = 0. Substituting (88) into (41) and using (29) and (33) yields
where B(t) is defined as in Theorem 2. Therefore, (89) is separable in z and we can split it into two ODEs
Note that the ODE (91) with terminal condition g 2 (T ) = 0 is a Riccati equation with constant coefficients, which can be solved explicitly using the integral factor method. Let w(t) be the integral factor defined by
a(s)ds , which leads to
Therefore, we study in two cases as follows:
By making use of (92), (83) and (24), direct computation gives
By writing b(t) in (93) as
with c 0 , c 1 and c 2 given by (59), (60) and (61) respectively, it follows from (94) and (90) that
where the functions I 0 (t), I 1 (t), I 2 (t), J 0 (t), J 1 (t) and J 2 (t) are defined by
By direct computation, we can easily see that I 0 (t), I 1 (t), I 2 (t), J 0 (t), J 1 (t) and J 2 (t) are explicitly given by (53), (54), (55), (56), (57) and (58) respectively. Therefore, g 2 (t) and g 1 (t) are given by (52) and (51), respectively.
Similar to Case 1, a series of straightforward calculations leads to
Then (94) is equivalent to
where K = 1 2 κ − Γρ sz σλ . We can write b(t) in (93) as
where the constantsc 0 ,c 1 andc 2 are defined by (70),(71) and (72), respectively. Then, it follows from (97) and (90) that
where the functionsĪ 0 ,Ī 1 ,Ī 2 (t),J 0 (t),J 1 (t) andJ 2 are defined bȳ
Again, direct computation shows thatĪ 0 (t),Ī 1 (t),Ī 2 (t),J 0 (t),J 1 (t) andJ 2 (t) are explicitly given by (64),(65),(66),(67),(68) and (69), respectively. Therefore,it follows that g 2 (t) and g 1 (t) are given by (63) and (62), respectively.
C. PROOF OF THEOREM ??
To simplify the symbol, we denote V = V ǫ,π * (0) and write its expansion as
Then, V satisfies the following linear PDE 
with the terminal condition V (T, x, y, z) = U (x).
Note that PDE (101) is (10) in which π * (0) is chosen as the strategy. This holds since, by definition, V is the value function associated with the strategy π * (0) . Using (75), we can rewrite (101) as
where the operators L t,x,z λ 1 , λ 2 and L x,y,z are defined by (32) and (39), respectively. Substituting the expansion (100) in (103) and collecting successive powers of √ ǫ, the terms in ǫ −1 lead to
Then we choose V (0) to be independent of y. The terms in ǫ
due to the y-independence of V (0) . Similarly, V (1) is independent of y. At the constant terms in ǫ, we have
This is a Poisson equation for V (2) in y, whose centering condition requires that L t,x,z λ(y), λ(y) V (0) = 0.
Since V (0) does not depend on y, it follows that L t,x,z λ ,λ V (0) = 0.
Expanding the terminal condition (102), we obtain
Then we have V (0) = V (0) .
The terms in √ ǫ give zL 0 V (3) + L t,x,z λ(y), λ(y) V (1) + zL x,y,z V (2) = 0.
Viewing (108) as a Poisson equation for V (3) in y, the centering condition is given by L t,x,z λ(y), λ(y) V (1) + zL x,y,z V (2) = 0.
Since V (1) is independent of y, it follows that L t,x,z λ ,λ V (1) = −z L x,y,z V (2) .
From (106) and (107), we have
= − 1 z L t,x,z λ(y), λ(y) − L t,x,z λ ,λ V
= − 1 z L t,x,z λ(y), λ(y) − L t,x,z λ ,λ V (0) . This is the Poisson equation (35), so we can choose V (2) (t, x, y, z) = V (2) (t, x, y, z) + c(t, x, z), for some function c independent of y. When applying L x,y,z on V (2) , c does not play a role and then the equation (109) is exactly the equation (40), which implies that V (1) = V (1) . This completes the proof.
