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Abstract—Big data, including applications with high security
requirements, are often collected and stored on multiple heteroge-
neous devices, such as mobile devices, drones and vehicles. Due to
the limitations of communication costs and security requirements,
it is of paramount importance to extract information in a
decentralized manner instead of aggregating data to a fusion
center. To train large-scale machine learning models, edge/fog
computing is often leveraged as an alternative to centralized
learning. We consider the problem of learning model parameters
in a multi-agent system with data locally processed via distributed
edge nodes. A class of mini-batch stochastic alternating direction
method of multipliers (ADMM) algorithms is explored to develop
the distributed learning model. To address two main critical chal-
lenges in distributed networks, i.e., communication bottleneck
and straggler nodes (nodes with slow responses), error-control-
coding based stochastic incremental ADMM is investigated.
Given an appropriate mini-batch size, we show that the mini-
batch stochastic ADMM based method converges in a rate of
𝑂 ( 1√
𝑘
), where 𝑘 denotes the number of iterations. Through
numerical experiments, it is revealed that the proposed algorithm
is communication-efficient, rapidly responding and robust in
the presence of straggler nodes compared with state of the art
algorithms.
Index Terms—Decentralized learning; consensus optimization;
alternating direction method of multipliers (ADMM); coded edge
computing.
I. INTRODUCTION
INTERNET of things (IoT) devices such as mobile sensors,drones and vehicles, are widely used with emerging appli-
cations. Reference [1] mentions that the number of active IoT
devices is expected to be over 75 billion by 2025. The massive
data generated from these devices are commonly collected
and stored in a distributed manner. It is often impractical or
inefficient to send all data to a centralized location due to the
limitations of communication costs or latency [2]. Thus, data
processing close to the sources or devices plays a pivotal role
in avoiding high latency and communication costs. Contrary
to cloud computing with centralized data processing, edge/fog
computing with distributed data processing is one alternative
solution to data analysis especially for large-scale machine
learning models.
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Commonly, machine learning with distributed computing
can be formulated in the following form, among which 𝑁
agents cooperatively solve one optimization problem:
min
𝑥
𝑁∑︁
𝑖=1
𝑓𝑖 (𝑥;D𝑖), (1)
where 𝑓𝑖 : R𝑝×𝑑 → R is the local loss function of agent 𝑖, and
D𝑖 is the private dataset at agent 𝑖. The variable 𝑥 is shared
among all agents. Distributed machine learning has recently
received growing attention from both academia and industry.
In [3]–[9], a few distributed algorithms have been developed
to address optimization problem (1). Currently, primal and
primal-dual methods are two main widely used solutions,
which include e.g., gradient descent (GD) based methods and
alternating direction method of multipliers (ADMM) based
methods, respectively. In general, compared to GD, ADMM
is better suited for decentralized optimization and has been
demonstrated to have fast convergence in many applications,
such as smart grids [10], wireless sensor networks (WSNs)
[11], and cognitive radio networks [9].
The performance of distributed consensus optimization as
in (1) is commonly measured by computation time and
communication costs. In state-of-the-art approaches, agents
exchange information with all, or a subset of, their one-hop
neighbors. Existing distributed optimization schemes, such as
decentralized gradient descent (DGD), and EXTRA, decen-
tralized ADMM, Jacobi-Proximal ADMM, proposed in [6],
[7], [9], [12], have good convergence rates with respect to the
number of iterations (corresponding to the computation time).
However, for large-scale machine learning problem such as
distributed systems with unstable links in federated learning
[13], the impact of communication costs becomes pronounced
while computation is relatively cheap. The methods in [6],
[7], [9], [12] are not communication efficient since multiple
agents are active in parallel, and multiple communication links
are used for information sharing in each iteration.
Thus, alternative techniques such as the distributed ADMM
(D-ADMM) in [14], the communication-censored ADMM
(COCA) in [8], and Group ADMM (GADMM) in [15], have
been proposed to limit the overall communication load in
each iteration. Specifically, for reducing communication costs,
eliminating less informative message sharing is preferred. In
[8], the proposed COCA was able to adaptively determine
whether or not a message is informative during the opti-
mization process. Following COCA, communication-censored
linearized ADMM (COLA) was introduced in [16] to take
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2into account hardware or time constraints in applications
such as an IoT network equipped with cheap computation
units or in a rapidly changing environment. Furthermore, an
incremental learning method has also been recognized as a
promising approach to reduce communication costs, which
activates one agent and one link at any given time in a cyclic
or a random order whilst keeping all other agents and links
idle. W-ADMM [3], PW-ADMM [4], and WPG [5] are typical
examples of the incremental method. Moreover, due to the
limited communication bandwidth, transmitting compressed
messages via quantization [17], [18] or sparsification [19], [20]
is also an effective method to alleviate the communication
burden. Following this rationale, quantized stochastic GD
(SGD) and quantized ADMM were proposed in [17], and
[18], respectively. In [20], the Qsparse-local-SGD algorithm
was proposed, which combines aggressive sparcification with
quantization and local computation along with error compen-
sation. However, in these methods, accuracy is sacrificed to
achieve lower communication costs [21].
Apart from the communication bottleneck, the challenge
of straggler nodes is also significant due to the possible
presence of slow or unresponsive agents in the distributed
machine learning. To address this problem, error control
coding has been applied to distributed edge computing and
machine learning algorithms via computational redundancy.
Coded distributed machine learning, e.g., those based on
matrix multiplication [22], and GD [23]–[25], have gained
substantial research attention in various aspects. For instance,
in [23], gradient coding (GC) based on maximum distance
separable (MDS) codes was first proposed to mitigate the
effect of stragglers in distributed GD. In [25], the authors
proposed a novel framework based on Reed-Solomon (RS)
codes accompanied with an efficient decoder, which was used
to recover the full gradient update from a fixed number of
responding machines. Fountain code based schemes were de-
veloped for large-scale networks, especially when the quality
of communication links was relatively low in [24].
Most existing GC schemes aim at recovering the full gra-
dient. However, in practical large-scale distributed machine
learning systems, when the amount of data is tremendously
large, an approximate gradient via cheap unreliable nodes is
more appealing as it exhibits a low computational complexity
by recovering an inexact gradient in each iteration [26]–
[29]. Approximate gradient codes (AGCs) were first analyzed
in [26]. stochastic gradient coding (SGC) was proposed for
situations when the stragglers are random in [27]. In [29], a
low density generator matrix (LDGM) code based distributed
SGD scheme was proposed to recover the gradient information
during the existence of slow-running machines. To the best
of our knowledge, however, there is no result applying error-
control coding for ADMM.
In addition, there are many research activities on mini-batch
stochastic optimization in distributed settings, e.g., [30]–[33].
Notably, in [31], the proposed asynchronous decentralized
parallel stochastic gradient descent (AD-PSGD) enabled wait-
free computation and communication. To relieve the impact
of stragglers, an online distributed optimization method called
Anytime Minibatch was proposed in [33], which prevented
stragglers from holding up the system without wasting the
work that stragglers already completed. However, the relation
between mini-batch size and stragglers has not been unveiled.
Motivated by these observations, we investigate decentral-
ized learning by utilizing ADMM as a parallel optimization
tool. We extend our preliminary work in [34] and investigate
the possibility of coding for stochastic incremental ADMM
(sI-ADMM) for combating straggler nodes and reducing the
communication cost. The main contributions of our work can
be summarized as follows:
• We propose an inexact proximal stochastic incremental
ADMM (sI-ADMM) to solve the decentralized consen-
sus optimization problem, the updating order of which
follows a predetermined circulant pattern. Moreover, to
reduce the response time on agents, computing resources
at the edge are applied to calculate partitioned gradients.
• To provide tolerance to link failures and straggler nodes
for the edge computing with ADMM, we present the
coded stochastic incremental algorithm (csI-ADMM) by
using coding strategies to explore the redundancy over
the partitioned gradients computed by edge nodes.
• The convergence and communication properties of sI-
ADMM algorithms are provided through theoretical anal-
ysis and experiments. We show that our proposed csI-
ADMM has a 𝑂 ( 1√
𝑘
) convergence rate and 𝑂 ( 1
𝜐2
) com-
munication. Besides, the trade-off between convergence
rate and the number of straggler nodes as well as relation
between mini-batch and stragglers are theoretically ana-
lyzed. Numerical results from experiments reveal that the
proposed method can be communication efficient, rapidly
responding and robust against the straggler nodes.
The rest of the paper is organized as follows. Section II
presents the problem statement. We provide the description
of the stochastic incremental ADMM algorithms in Section
III and the performance analyses are presented in Section IV.
To validate the efficiency of proposed methods, we provide
numerical experiments in Section V. Finally, we conclude the
paper in Section VI.
Notation
Throughout the paper, we adopt the following notation: E [·]
denotes the expectation with respect to a set of variables 𝝃𝑘𝑖 ={𝜉𝑘𝑖,𝑙}𝑀 . | · | is the absolute value. ‖·‖ denotes the Euclidean
norm ‖·‖2. |𝝃𝑖, 𝑗 | represents the cardinality of set 𝝃𝑖, 𝑗 . b·c is the
floor function. ∇ 𝑓 (·) denotes the gradient of a function 𝑓 . 〈·, ·〉
denotes the inner product in a finite dimensional Euclidean
space. 𝑥∗ ∈ X denotes the optimal solution to (1), where X is
the domain. Besides, we define 𝐷X
Δ
= sup𝑥𝑎 ,𝑥𝑏 ∈X ‖𝑥𝑎 − 𝑥𝑏 ‖.
II. SYSTEM MODEL AND PROBLEM FORMULATION
As depicted in Fig. 1, we consider a distributed computing
network consisting of dispersed network elements (usually
called agents in multi-agent collaborative systems) that are
connected with several edge computing nodes (ECNs). Agents
can communicate with each other. ECNs are capable of pro-
cessing data collected from sensors, and transferring desired
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Fig. 1. Traversing patterns over different network typologies: (a) Hamiltonian
network; (b) The shortest path cycle based network.
messages (e.g., gradient updates) back to the connected agent.
Denote the decentralized network as G = (N , E), where
N = {1, ..., 𝑁} is the set of agents and E is the set of links
connecting agents. Based on the agent coverage and computing
resources, the ECNs connected to agent 𝑖(∈ N) are denoted
as K𝑖 = {1, ..., 𝐾𝑖}. This architecture is common in wireless
sensor networks (WSNs), such as smart home systems.
We consider training a machine learning model of interest
over this network, where agents can collaboratively learn a
shared model parameter while keeping all the data locally.
For the agents, we make the following assumptions: 1) local
views, no agent has a global view of the whole system,
but behaves solely on the basis of local information (i.e.,
local data and model parameter); 2) decentralization, no agent
controls the other agents as the master server; and 3) one-
hop communication, each agent only exchanges global model
parameter information with directly connected neighboring
agents. Multi-agent systems can obtain complex behaviors
(i.e., global model) based on the interactions among agents,
each of which has a simple behavior (local model).
The formulation of decentralized optimization problem can
be described as follows. The multi-agent system seeks to find
out the optimal solution 𝑥∗ by solving (1). D𝑖 is the private
dataset, which is collected from sensors such as drones and
will be allocated into 𝐾𝑖 dispersed ECNs. By defining 𝒙 =
[𝑥1, ..., 𝑥𝑁 ] ∈ R𝑝𝑁×𝑑 and introducing a global variable 𝑧 ∈
R
𝑝×𝑑 , problem (1) can be reformulated as
(P-1) : min
𝒙,𝑧
𝑁∑︁
𝑖=1
𝑓𝑖 (𝑥𝑖;D𝑖), 𝑠.𝑡. 1 ⊗ 𝑧 − 𝒙 = 0, (2)
where 1 = [1, ..., 1]𝑇 ∈ R𝑁 , and ⊗ is the Kronecker product.
In the following, 𝑓𝑖 (𝑥𝑖 ,D𝑖) is denoted as 𝑓𝑖 (𝑥𝑖) for notational
simplicity. Our objective is to devise a both communication-
efficient and straggler-tolerant decentralized algorithm such
that the agents can collaboratively find an optimal solution
through local computations and limited information exchange
among neighbors. In our scheme, local gradients are calculated
in dispersed ECNs, while variables including primal and dual
variables and global variables 𝑧 are updated in the correspond-
ing agent.
III. PROPOSED STOCHASTIC ADMM ALGORITHMS
For illustration, we will first review the standard incremental
ADMM iterations for decentralized consensus optimization.
Then we present the stochastic incremental ADMM with
coding in our networks. The augmented Lagrangian function
of problem (P-1) is
L𝜌 (𝒙, 𝒚, 𝑧) =
𝑁∑︁
𝑖=1
𝑓𝑖 (𝑥𝑖)+〈𝒚,1 ⊗ 𝑧 − 𝒙〉+ 𝜌2 ‖1 ⊗ 𝑧 − 𝒙‖
2 , (3)
where 𝒚 = [𝑦1, ..., 𝑦𝑁 ] ∈ R𝑝𝑁×𝑑 is the dual variable, and
𝜌 > 0 is a penalty parameter. Following our preliminary work
in [34], incremental ADMM (I-ADMM), with guaranteeing∑𝑁
𝑖=1 (𝑥1𝑖 −
𝑦1𝑖
𝜌 ) = 0 (e.g., initialize 𝑥1𝑖 = 𝑦1𝑖 = 0), the updates of
𝒙, 𝒚 and 𝑧 at the (𝑘 + 1)−th iteration follow:
𝑥𝑘+1𝑖 :=

argmin
𝑥𝑖
𝑓𝑖 (𝑥𝑖) + 𝜌2
𝑧𝑘 − 𝑥𝑖 + 𝑦𝑘𝑖𝜌
2 , 𝑖 = 𝑖𝑘 ;
𝑥𝑘𝑖 , otherwise;
(4a)
𝑦𝑘+1𝑖 :=

𝑦𝑘𝑖 + 𝜌
(
𝑧𝑘 − 𝑥𝑘+1𝑖
)
, 𝑖 = 𝑖𝑘 ;
𝑦𝑘𝑖 , otherwise;
(4b)
𝑧𝑘+1 := 𝑧𝑘 + 1
𝑁
[(
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘
)
− 1
𝜌
(
𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘
)]
. (4c)
The local loss function 𝑓𝑖 (𝑥𝑖) may be non-differentiable
and non-convex. For ADMM, solving augmented Lagrangian
especially for 𝑥−update above may lead to rather high com-
putational complexity. Approximation fitting with first-order
Taylor approximation and mini-batch stochastic optimization
will be proposed to approximate such non-linear functions
and to give fast computation for 𝑥−update. To stabilize the
convergence behavior of the inexact augmented Lagrangian
method, a quadratic proximal term with parameter 𝜏𝑘 is
considered. Moreover, we also introduce the updating step-
size 𝛾𝑘 for the dual update. Both parameters 𝜏𝑘 and 𝛾𝑘 may
be varying with iteration 𝑘 . Then, the updates of 𝒙 and 𝒚 at
the (𝑘 + 1)-th iteration can be presented as follows:
𝑥𝑘+1𝑖 :=

argmin
𝑥𝑖
G𝑖 (𝑥𝑘𝑖 ; 𝝃𝑘𝑖 )
(
𝑥𝑖 − 𝑥𝑘𝑖
)
+ 〈𝑦𝑘𝑖 , 𝑧𝑘 − 𝑥𝑖〉
+ 𝜌
2
𝑧𝑘 − 𝑥𝑖2 + 𝜏𝑘2 𝑥𝑖 − 𝑥𝑘𝑖 2 , 𝑖 = 𝑖𝑘 ;
𝑥𝑘𝑖 , otherwise;
(5a)
𝑦𝑘+1𝑖 :=

𝑦𝑘𝑖 + 𝜌𝛾𝑘
(
𝑧𝑘 − 𝑥𝑘+1𝑖
)
, 𝑖 = 𝑖𝑘 ;
𝑦𝑘𝑖 , otherwise;
(5b)
where G𝑖 (𝑥𝑘𝑖 ; 𝝃𝑘𝑖 ) is the mini-batch stochastic gradient, which
can be obtained through G𝑖 (𝑥𝑘𝑖 ; 𝝃𝑘𝑖 ) = 1𝑀
∑𝑀
𝑙=1 ∇𝐹𝑖 (𝑥𝑘𝑖 ; 𝜉𝑘𝑖,𝑙). To
4be more specific, 𝑀 is the mini-batch size of sampling data,
𝝃𝑘𝑖 = {𝜉𝑘𝑖,𝑙}𝑀 denotes a set of i.i.d. randomly selected samples
in one batch and ∇𝐹𝑖 (𝑥𝑘𝑖 ; 𝜉𝑘𝑖,𝑙) corresponds to the stochastic
gradient of a single example 𝜉𝑘𝑖,𝑙 .
A. Edge Computing for Mini-Batch Stochastic I-ADMM
We define response time as the execution time for updating
all variables in each iteration. In above updates, we assume
all steps including 𝑥-update, 𝑦-update and 𝑧-update in agents
rather than ECNs. In practice, the update is often computed
in a tandem order, which leads to long response time. With
the fast development of edge/fog computing, it is feasible to
further reduce the response time since computing the local
gradients can be dispersed to multiple edge nodes, as shown
in Fig. 1. Each ECN computes a gradient using local data
and shares the result with its corresponding agent and no
information is directly exchanged among ECNs. For simplicity
and analysis convenience, we focus only on the scenarios
where agents are activated in a predetermined circulant pattern,
e.g., according to a Hamiltonian cycle, and ECNs are activated
whenever the connected agent is active, as shown in Fig. 1
(a). A Hamiltonian cycle based activation pattern is a cyclic
pattern through a graph that visits each agent exactly once
(i.e., 1 → 2 → 4 → 5 → 3 in Fig. 1 (a)). The scenario of
non-Hamiltonian cycle based traversing pattern shown in Fig.
1 (b), i.e., shortest path cycle based walking pattern, will be
discussed in Section V. Correspondingly, the proposed mini-
batch stochastic incremental ADMM (sI-ADMM) is presented
in Algorithm 1. At agent 𝑖𝑘 , global variable 𝑧𝑘+1 gets updated
and is passed as a token to the next agent 𝑖𝑘+1 via a pre-
determined traversing pattern, as shown in Fig. 1. Specifically,
in the 𝑘-th iteration with cycle index 𝑚 = b𝑘/𝑁c, agent 𝑖𝑘
is activated. Token 𝑧𝑘 is first received and then the active
agent broadcasts the local variable 𝑥𝑘𝑖 to its attached ECNsK𝑖 . According to batch data with index 𝐼𝑘𝑖, 𝑗 , new gradient 𝑔𝑖, 𝑗
is calculated in each ECN, followed by gradient update, 𝑥-
update, 𝑦-update and 𝑧-update in agent 𝑖𝑘 , via steps 20-23 in
Algorithm 1. At last, the global variable 𝑧𝑘+1 is passed as a
token to its neighbor 𝑖𝑘+1.
B. Coding Schemes for sI-ADMM
With less reliable and limited computing capability of
ECNs, straggling nodes may be a significant performance
bottleneck in the case of learning networks. To address this
problem, error control codes have been proposed to mitigate
the impact of the straggling nodes without knowing their
locations by leveraging data redundancy. One type of optimal
linear codes, (𝑛, 𝑘) MDS codes (𝑘 < 𝑛) are proposed to
combat stragglers, which have 𝑛 coded blocks such that all
𝑘 message blocks can be reconstructed from any 𝑘 coded
blocks. Following the work in [23], two MDS-based coding
methods over real field R, i.e., Fractional repetition scheme
and Cyclic repetition scheme are adopted and integrated with
sI-ADMM for reducing the responding time in the presence of
straggling nodes. The details for the two schemes can be found
in [23]. We formally present the proposed coded sI-ADMM
(csI-ADMM) in Algorithm 2. Different from Algorithm 1, in
Algorithm 1: Mini-batch Stochastic I-ADMM (sI-
ADMM)
1: initialize: {𝑧1 = 𝑥1𝑖 = 𝑦1𝑖 = 0, |𝑖 ∈ N}, batch size 𝑀;
2: Local Data Allocation:
3: for agent 𝑖 ∈ N do
4: divide D𝑖 labeled data into 𝐾𝑖 equally disjoint
partitions and denote each partition as 𝝃𝑖, 𝑗 , 𝑗 ∈ K𝑖;
5: for ECN 𝑗 ∈ K𝑖 do
6: allocate 𝝃𝑖, 𝑗 to ECN 𝑗 ;
7: partition 𝝃𝑖, 𝑗 examples into multiple batches with
each size 𝑀/𝐾𝑖;
8: end for
9: end for
10: for 𝑘 = 1, 2, ... do
11: Steps of Active Agent 𝑖 = 𝑖𝑘 = (𝑘 − 1) mod 𝑁 + 1:
12: receive token 𝑧𝑘 ;
13: broadcast local variable 𝑥𝑘𝑖 to ECNs K𝑖;
14: ECN 𝑗 ∈ K𝑖 computes gradient in parallel:
15: receive local primal variable 𝑥𝑘𝑖 ;
16: select batch 𝐼𝑘𝑖, 𝑗 = 𝑚 mod b|𝝃𝑖, 𝑗 | · 𝐾𝑖/𝑀c;
17: update 𝑔𝑖, 𝑗 based on selected batch data;
18: transmit 𝑔𝑖, 𝑗 to the connected agent;
19: until the 𝐾𝑖-th responded message is received;
20: update gradient via gradient summation:
G𝑖 (𝑥𝑘𝑖 ; 𝝃𝑘𝑖 ) =
1
𝐾𝑖
𝐾𝑖∑︁
𝑗=1
𝑔𝑖, 𝑗 ; (6)
21: update 𝒙𝑘+1 according to (5a);
22: update 𝒚𝑘+1 according to (5b);
23: update 𝑧𝑘+1 according to (4c);
24: send token 𝑧𝑘+1 to agent 𝑖𝑘+1 via link (𝑖𝑘 , 𝑖𝑘+1);
25: until the stopping criterion is satisfied.
26: end for
Algorithm 2, encoding and decoding processes are introduced
to calculate G𝑖 (𝑥𝑘𝑖 ; 𝝃𝑘𝑖 ) via computation redundancy, thereby
reducing the impact of straggling ECNs. Denoting 𝑅𝑖 as the
minimum required ECNs number, each agent 𝑖 updates local
variables with the updated gradient from any 𝑅𝑖 out of 𝐾𝑖
ECNs per iteration to combat slow links and straggler nodes
from stalling overall computation. Thus, agent 𝑖 can tolerate
any (𝑆𝑖 = 𝐾𝑖 − 𝑅𝑖) stragglers.
Fig. 2 illustrates an example on how coded edge computing
can reduce response time. Here we assume at most 𝑆𝑖 = 1 ECN
may be slow during each iteration (e.g., ECN 2). The extension
to multiple stragglers is straightforward. In Fig. 2, three
ECNs have overlapped labeled data allocated privately (i.e.,
𝝃𝑖,1, 𝝃𝑖,2 and 𝝃𝑖,3) and share local primal variable 𝑥𝑖 . For the
gradient update, once agent 𝑖 is activated, current local variable
𝑥𝑖 is broadcasted to all connected ECNs. ECN 1 calculates the
gradients of the shared model with 𝝃𝑖,1 and 𝝃𝑖,2 separately,
where the corresponding gradients are denoted as ?˜?𝑖,1 and
?˜?𝑖,2, respectively. Denoting ?˜?𝑖 = [?˜?𝑖,1, ?˜?𝑖,2, ?˜?𝑖,3] and following
the (𝐾𝑖 , 𝑅𝑖) MDS codes in [23], ECN 1 then computes the
encoded gradient 𝑔𝑖,1 = 𝑝1𝑒𝑛𝑐 ( ?˜?𝑖) = 12 ?˜?𝑖,1 + ?˜?𝑖,2, i.e., the
5Algorithm 2: Coded sI-ADMM (csI-ADMM)
1: initialize: {𝑧1 = 𝑥1𝑖 = 𝑦1𝑖 = 0|𝑖 ∈ N}, batch size 𝑀;
2: Local Data Allocation:
3: for agent 𝑖 ∈ N do
4: divide D𝑖 labeled data based on repetition schemes in
[23] and denote each partition as 𝝃𝑖, 𝑗 , 𝑗 ∈ K𝑖;
5: for ECN 𝑗 ∈ K𝑖 do
6: allocate 𝝃𝑖, 𝑗 to ECN 𝑗 ;
7: partition 𝝃𝑖, 𝑗 examples into multiple batches with
each size (𝑆𝑖 + 1)𝑀/𝐾𝑖;
8: end for
9: end for
10: for 𝑘 = 1, 2, ... do
11: Steps of Active Agent 𝑖 = 𝑖𝑘 = (𝑘 − 1) mod 𝑁 + 1:
12: run steps 12-13 of Algorithm 1
13: ECN 𝑗 ∈ K𝑖 computes gradient in parallel:
14: run step 15 of Algorithm 1
15: select batch
𝐼𝑘𝑖, 𝑗 = 𝑚 mod b|𝝃𝑖, 𝑗 | · 𝐾𝑖/(𝑆𝑖 + 1)𝑀c; (7)
16: update 𝑔𝑖, 𝑗 via encoding function 𝑝
𝑗
𝑒𝑛𝑐 (·);
17: transmit 𝑔𝑖, 𝑗 to the connected agent;
18: until the 𝑅𝑖-th fast responded message is received;
19: update gradient via decoding function 𝑞𝑖𝑑𝑒𝑐 (·);
20: run steps 21-25 of Algorithm 1;
21: end for
linear combination of ?˜?𝑖,1 and ?˜?𝑖,2. Similarly, ECNs 2 and
3 compute 𝑔𝑖,2 = 𝑝2𝑒𝑛𝑐 ( ?˜?𝑖) = ?˜?𝑖,2 − ?˜?𝑖,3 and 𝑔𝑖,3 = 𝑝3𝑒𝑛𝑐 ( ?˜?𝑖) =
1
2 ?˜?𝑖,1+?˜?𝑖,3, respectively. Then three coded gradients denoted by
𝒈𝑖 = [𝑔𝑖,1, 𝑔𝑖,2, 𝑔𝑖,3] are transmitted back to the agent, where
any of first two arrived messages can recover the summation
?˜?𝑖,1 + ?˜?𝑖,2 + ?˜?𝑖,3 (i.e., G𝑖 (𝑥𝑘𝑖 ; 𝝃𝑘𝑖 )) through decoding function
𝑞𝑖𝑑𝑒𝑐 (𝒈𝑖) followed by 𝑥-update, 𝑦-update and 𝑧-update for
optimizing problem (P-1). Thus, comparing with uncoded
learning schemes with labeled data disjointedly allocated (i.e.,
sI-ADMM), the response time for updating local and global
variables is only decided by the first two fast ECNs instead
of the slowest ECN. This may cumulatively reduce the total
running time significantly.
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Fig. 2. Coded edge computing for mitigating the straggler nodes.
IV. ALGORITHM ANALYSES
In this section, we will first provide the convergence prop-
erties for both sI-ADMM and csI-ADMM, in terms of the
convergence rate. Then we also analyze communication cost,
defined as the amount of communication among agents and
the impact of straggling nodes. In the following analysis,
communication of variables between a pair of agents is taken
as 1 unit of communication.
A. Convergence Analysis
We first analyze the convergence properties for the proposed
algorithms. Without loss of generality, the updating order for
the proposed sI-ADMM based algorithm follows a predeter-
mined pattern, i.e., Hamiltonian cycle order: 1 → 2 → ... →
𝑁 → 1→ 2... as I-ADMM in [34].
To establish the convergence for sI-ADMM algorithms, we
first make the following assumptions, which are commonly
employed in the analysis of stochastic optimization.
Assumption 1 (Connectivity). The graph G is connected and
there exists at least one Hamiltonian cycle.
Assumption 2 (Lipschitz continuous gradient). The local loss
function 𝑓𝑖 (𝑥) is lower bounded over 𝑥, and is coercive over
𝑥, i.e., 𝑓𝑖 (𝑥) → ∞ if 𝑥 ∈ X and ‖𝑥‖ → ∞. 𝑓𝑖 (𝑥) is 𝐿-Lipschitz
differentiable, i.e., for any 𝑥, 𝑦 ∈ R𝑝×𝑑 ,
‖∇ 𝑓𝑖 (𝑥) − ∇ 𝑓𝑖 (𝑦)‖ 6 𝐿 ‖𝑥 − 𝑦‖ ,∀𝑖 ∈ N , (8)
and this is equivalent to
𝑓𝑖 (𝑥) 6 𝑓𝑖 (𝑦) + 〈∇ 𝑓𝑖 (𝑦), 𝑥 − 𝑦〉 + 𝐿2 ‖𝑥 − 𝑦‖
2 . (9)
Assumption 3 (Unbiased estimation). For the differential
function 𝑓𝑖 (𝑥), there exists a stochastic first-order oracle that
returns a noisy estimate of the gradient of 𝑓𝑖 (𝑥), and the
unbiased estimate ∇𝐹𝑖 (𝑥, 𝜉𝑖,𝑙) satisfies
E𝜉𝑖,𝑙 ∈D𝑖
[∇𝐹𝑖 (𝑥; 𝜉𝑖,𝑙)] = ∇ 𝑓𝑖 (𝑥). (10)
Let 𝑀 be the size of mini-batch 𝝃𝑖 , i.e., |𝝃𝑖 | = 𝑀 , and 𝝃𝑖 =
{𝜉𝑖,1, ..., 𝜉𝑖,𝑀 } ⊆ D𝑖 denotes a set of i.i.d. random variables,
and the mini-batch stochastic gradient is given by
G𝑖 (𝑥, 𝝃𝑖) = 1
𝑀
𝑀∑︁
𝑙=1
∇𝐹𝑖 (𝑥, 𝜉𝑖,𝑙). (11)
Clearly, we have
E𝝃𝑖∼D𝑖
[G𝑖 (𝑥, 𝝃𝑖)] = ∇ 𝑓𝑖 (𝑥). (12)
Then, with these assumptions, we first present the following
convergence properties for algorithm sI-ADMM.
Theorem 1 (Convergence). Under 𝐴𝑠𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛𝑠 1-3, with
{𝛾𝑘 ≥ 4𝑁, 𝜏𝑘 ≥ 2𝜌
𝛾𝑘
+ 𝐿2 − 𝜌2 |𝑘 ≥ 1}, iterates (𝒙𝑘 , 𝒚𝑘 , 𝑧𝑘 )
generated by sI-ADMM satisfy the following properties:
1) E
[L𝜌 (𝒙𝑘+1, 𝒚𝑘+1, 𝑧𝑘 ) − L𝜌 (𝒙𝑘+1, 𝒚𝑘+1, 𝑧𝑘+1)]
= 𝑁𝜌2
𝑧𝑘 − 𝑧𝑘+1;
2) E
[L𝜌 (𝒙𝑘 , 𝒚𝑘 , 𝑧𝑘 ) − L𝜌 (𝒙𝑘+1, 𝒚𝑘+1, 𝑧𝑘 )]
≥ − 1
𝜌𝛾𝑘
𝒚𝑘+1 − 𝒚𝑘2 + ( 𝜌−𝐿+2𝜏𝑘2 ) 𝒙𝑘+1 − 𝒙𝑘2;
63) E
[L𝜌 (𝒙𝑘 , 𝒚𝑘 , 𝑧𝑘 ) − L𝜌 (𝒙𝑘+1, 𝒚𝑘+1, 𝑧𝑘+1)]
≥ ( 𝜌−𝐿+2𝜏𝑘2 − 2𝜌𝛾𝑘 ) 𝒙𝑘+1 − 𝒙𝑘2
+ 𝜌𝑁 (𝛾𝑘−4𝑁 )2𝛾𝑘
𝑧𝑘+1 − 𝑧𝑘2;
4) {E[L𝜌 (𝒙𝑘 , 𝒚𝑘 , 𝑧𝑘 )]}𝑘≥1 is lower bounded.
Hence, with statements 1) − 4), the sequence
{E[L𝜌 (𝒙𝑘 , 𝒚𝑘 , 𝑧𝑘 )]}𝑘≥1 is convergent.
Proof: The convergence proof of sI-ADMM is similar
to that of I-ADMM in [34]. By substituting equation (25) of
Lemma 4 in [34] withE
[G𝑖𝑘 (𝑥𝑘𝑖𝑘 ; 𝝃𝑘𝑖𝑘 )−𝑦𝑘𝑖𝑘 ] = ∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 )−𝑦𝑘𝑖𝑘 =
𝜌(𝑧𝑘 −𝑥𝑘+1𝑖𝑘 ) −𝜏𝑘 (𝑥𝑘+1𝑖𝑘 −𝑥𝑘𝑖𝑘 ) = 1𝛾𝑘 (𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 ) −𝜏𝑘 (𝑥𝑘+1𝑖𝑘 −𝑥𝑘𝑖𝑘 ),
Theorem 1 can be obtained.
We note that Theorem 1 provides a sufficient condition to
guarantee the convergence of the proposed sI-ADMM. csI-
ADMM has the same convergence properties as those of sI-
ADMM. To obtain the convergence rate for the proposed
algorithms, we introduce two more assumptions as follows.
Assumption 4 (Bounded gradient and variance). The gradient
of local loss function 𝑓𝑖 (𝑥) is bounded. That is, there exists a
constant 𝜙 such that for all 𝑥,
max
16𝑖6𝑁
sup𝑥∈X ‖∇ 𝑓𝑖 (𝑥)‖2 6 𝜙. (13)
Moreover,
E𝜉𝑖,𝑙 ∈D𝑖
[∇𝐹𝑖 (𝑥; 𝜉𝑖,𝑙) − ∇ 𝑓𝑖 (𝑥)2] 6 𝛿2, (14)
and
E𝝃𝒊∼D𝑖
[‖G𝑖 (𝑥, 𝝃𝑖) − ∇ 𝑓𝑖 (𝑥)‖2] 6 𝛿2
𝑀
. (15)
Assumption 5 (Strong convexity). The local loss function
𝑓𝑖 (𝑥) is 𝜇 − 𝑠𝑡𝑟𝑜𝑛𝑔𝑙𝑦 convex, satisfying that
𝑓𝑖 (𝑥) ≥ 𝑓𝑖 (𝑦) + 〈∇ 𝑓𝑖 (𝑦), 𝑥 − 𝑦〉 + 𝜇2 ‖𝑥 − 𝑦‖
2 . (16)
Then we conclude the convergence rate of sI-ADMM algo-
rithm as follows.
Theorem 2 (Convergence rate). For 𝑘 = 𝑚𝑁 + 𝑖 where
cycle index 𝑚 = 0, ..., 𝑇 − 1 and 𝑖 ∈ {1, ..., 𝑁}, taking
𝜏𝑘 = 𝑐𝜏
√
𝑘, 𝛾𝑘 =
𝑐𝛾√
𝑘
with constants 𝑐𝜏 , 𝑐𝛾 > 0 in Algorithm
1, under Assumptions 1-5 with 𝛽 > 0, we obtain the following
convergence rate
1
𝑇𝑁
𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
E
[
𝑓𝑖 (𝑥𝑘+1𝑖 ) − 𝑓𝑖 (𝑥∗𝑖 )
]
+ 𝛽E
[ 1𝑇𝑁 𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
(
𝑧𝑘 − 𝑥𝑘+1𝑖
)
]
≤ 1√
𝑇𝑁
(
𝑐𝜏𝑁𝐷
2
X
2
+ 2𝑁𝛽
2
𝜌𝑐𝛾
+ 2𝜙 + 𝛿
2
𝑀
)
,
(17)
if the total number of cycles 𝑇 is sufficiently large (i.e., itera-
tion number 𝑘 is sufficiently large), especially with constraints
𝜇 > 3𝜌, 𝑐𝜏 >
2
(𝑁 + 1)𝑁 ,
1
𝜇 − 3𝜌 < 𝑐𝛾 <
1
𝜌
. (18)
Proof: The proof is relegated in Appendix A.
Remark 1. Theorem 2 suggests that the sub-linear conver-
gence rate for sI-ADMM algorithm is 𝑂 ( 1√
𝑘
). With the network
size 𝑁 scaling up, it indicates that the convergence rate of sI-
ADMM may decrease to 𝑂 ( 𝑁√
𝑘
). Batch size 𝑀 plays a small
role in determining the overall convergence speed although
a larger batch size promotes faster convergence. Besides, this
rate is also determined by the variance of stochastic gradients.
B. Communication Analysis
Next, we analyze the communication cost based on the sub-
linear convergence rate.
Corollary 1 (Communication cost). Let 𝑐𝜏 = 1𝑁 , 𝑐𝛾 = 𝑁 and
𝑘 = 𝑚𝑁 + 𝑖 where 𝑚 = 0, ..., 𝑇 − 1, 𝑖 ∈ {1, ..., 𝑁}, under the
same conditions as those in Theorem 2, with mean deviation
defined by
1
𝑇𝑁
𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
E
[ 𝑓𝑖 (𝑥𝑘+1𝑖 ) − 𝑓𝑖 (𝑥∗𝑖 )] ≤ 𝜐, (19)
the communication cost of the proposed sI-ADMM is 𝑂 ( 1
𝜐2
).
Proof: From (17) with 𝑐𝜏 = 1𝑁 , 𝑐𝛾 = 𝑁 , to achieve mean
deviation (19), it is enough to have
1√
𝑇𝑁
(
𝐷2X
2
+ 2𝛽
2
𝜌
+ 2𝜙 + 𝛿
2
𝑀
)
≤ 𝜐, (20)
which is implied by
𝑘 = 𝑇𝑁 ≥ 1
𝜐2
(
𝐷2X
2
+ 2𝛽
2
𝜌
+ 2𝜙 + 𝛿
2
𝑀
)2
. (21)
For each cycle 𝑚, there are 𝑁 iterations, which has 𝑂 (𝑁)
communication. Since
𝐷2X
2 + 2𝛽
2
𝜌 + 2𝜙 + 𝛿
2
𝑀 can be regarded
as constant with respect to network size (i.e., agent number
𝑁), to guarantee (19), the communication cost is 𝑂 ( 1
𝜐2
). This
completes the proof.
For csI-ADMM algorithm, both communication cost and
convergence rate are roughly the same as sI-ADMM (but with
differences outline in sub-Section IV-C below).
C. The Impact of Straggling Nodes
From Theorem 2, it is proven that for the proposed (c)sI-
ADMM, a faster convergence speed can be achieved with a
larger mini-batch size setup. However, in order for the csI-
ADMM algorithm to tolerate more straggler nodes, the ECNs’
capacity such as memory and storage, limits the maximum
allowable mini-batch size per iteration. Under the same con-
dition of computation overhead in ECNs, if pursuing robust to
more stragglers, more overlapped data, i.e., less disjoint data,
are participated in combating with stragglers in each iteration.
The trade-off between the number of tolerated straggler nodes
and mini-batch size can be formulated as
𝑀 =
𝑀
𝑆 + 1 , (22)
where 𝑀 is the selected mini-batch size for the case without
straggler nodes, 𝑀 is the maximum potential mini-batch size
for the case with 𝑆 straggler nodes.
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Fig. 3. Performance of different consensus optimization methods on least squares on dataset USPS.
Corollary 2 (Convergence rate). Under the conditions of
Theorem 2, suppose that there exists 𝑆𝑖 = 𝑆 straggling ECNs
connected to each agent 𝑖. The coded csI-ADMM algorithm
roughly achieves a 𝑂 ( 1√
𝑘
· 𝑆+𝑀+1𝑀 ) convergence rate.
Proof: By substituting 𝑀 into (17), we can obtain the
desired result.
Apparently, Corollary 2 implies that, to combat with more
straggler nodes, the allowed batch size 𝑀 is smaller than
the case with robustness to less straggling ECNs. However,
smaller batch size degrades the algorithm convergence speed.
In the following Section V, the relation between the number
of allowed straggler nodes and convergence rate will be also
verified through numerical experiments. As for the response
time for both uncoded and coded distributed systems, the
relevant analysis can be found in [22]. In practice, the system
cannot wait long time for the slowest ECN. Hence, a maximum
delay parameter 𝜖 will be considered in following experiments.
V. NUMERICAL EXPERIMENTS
In this section, both synthetic and real-world datasets are
tested to evaluate the performance of the proposed stochastic
ADMM algorithms for decentralized consensus optimization.
We evaluate convergence performance in terms of mini-batch
size, communication cost, running time as well as number of
straggler nodes.
A. Simulation Setup
The experimental network G consists of 𝑁 agents and
𝐸 = 𝑁 (𝑁−1)2 𝜂 links, where 𝜂 is the network connectivity ratio.
For agent 𝑖, 𝐾𝑖 = 𝐾 ECNs with the same computing power
(e.g., computing and memory) are attached. To reduce the
impact of token traversing patterns, both Hamiltonian cycle-
based and non-Hamiltonian cycle-based (i.e., the shortest path
cycle-based [5]) token traversing methods are evaluated for
the proposed algorithms. For the shortest path cycle based
traversing method, Fig. 1 (b) illustrates the token traversing
pattern. The traversing route is determined through the shortest
path routing strategy [35] and the cycle is formed through
concatenating multiple shortest paths.
To investigate the communication efficiency, we compare
our approaches with state-of-the-art consensus optimization
methods: 1) WADMM in [3], where the agent activating order
follows a random walk over the network, 2) D-ADMM in
[14], 3) DGD in [6] and 4) EXTRA in [7], with respect to the
relative error, which is defined as
accuracy =
1
𝑁
𝑁∑︁
𝑖=1
𝑥𝑘𝑖 − 𝑥∗𝑥1𝑖 − 𝑥∗ , (23)
where 𝑥∗ ∈ R𝑝×𝑑 is the optimal solution of (P-1). For
demonstrating the robustness against straggler nodes, dis-
tributed schemes, including Cyclic and Fractional repetition
methods and uncode method, are achieved for comparison.
For fair comparison, the parameters for algorithms are tuned,
and kept the same in different experiments. Moreover, unicast
is considered among agents and the communication cost per
link is 1 unit. The consumed time for each communication
among agents is assumed to follow a uniform distribution
U(10−5, 10−4) s. The response time of each ECN is measured
by the computation time and the overall response time of
each iteration is equal to the execution time for updating all
variables in each iteration. Moreover, a maximum delay 𝜖 for
stragglers in each iteration is considered in simulation. All
experiments were performed using Python on an Intel CPU
@2.3GHz (16GB RAM) laptop.
We consider the decentralized least square problem, which
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Fig. 4. Performance of different consensus optimization methods on least squares on dataset ijcnn1.
aims at solving (1) with the local function of each agent
𝑓𝑖 (𝑥𝑖 ,D𝑖) = 12𝑏𝑖
𝑏𝑖∑︁
𝑗=1
𝑥𝑇𝑖 𝑜𝑖, 𝑗 − 𝑡𝑖, 𝑗2 , (24)
where D𝑖 = {𝑜𝑖, 𝑗 , 𝑡𝑖, 𝑗 | 𝑗 = 1, ..., 𝑏𝑖} is the total disjoint dataset
that agent 𝑖 needs to allocate among 𝐾𝑖 ECNs. In simulation,
both synthetic and real datasets are utilized, which are sum-
marised in Table I. For synthetic dataset, entries of 𝑥𝑜 ∈ R3×1
and input 𝑜𝑖 ∈ R3 are generated with independent standard
normal distribution. Output measurement 𝑡𝑖 ∈ R1 follows
𝑡𝑖 := 𝑥𝑇𝑜 𝑜𝑖+𝑒𝑖 , where 𝑒𝑖 ∼ N(0, 𝜎𝐼1) is the random noise with
variance 𝜎. Both USPS and ijccn1 data are disjointly linked
to all agents. And among 𝐾𝑖 ECNs, we divide all the local
data 𝐷𝑖 equally and disjointly, assigning (𝑆𝑖 + 1) partitions to
each ECN.
TABLE I
SIMULATION DATASETS FOR DECENTRALIZED CONSENSUS
OPTIMIZATION
datasets # training # test # Dim. (p) # Dim. (d)
synthetic 50,400 5,040 3 1
USPS [36] 1,000 100 64 10
ijcnn1 [37] 35,000 3,500 22 2
B. Simulation Results
Fig. 3 and 4 show the convergence performance of different
consensus optimization methods on the least squares using
dataset USPS, and dataset ijcnn1, respectively. Specifically, for
Fig. 3, a test network with Hamiltonian cycle is first considered
in sub-figures Fig. 3 (a)-(e), while one result with the shortest
path-based cycle is shown in Fig. 3 (f). In sub-figures Fig. 3
(a) and (b), we present the impact of 𝑀 , the size of mini-batch,
on the convergence behavior. It can be concluded that with in-
creasing 𝑀 , a higher accuracy of the proposed algorithms can
be achieved with the same communication cost whilst the test
error is lower as well. This agrees with Theorem 2 that a large
mini-batch size may lead to fast convergence. The accuracy
vs. communication cost and the test error vs. communication
cost are shown in sub-figures Fig. 3 (c), (d), and (f), where
test error is defined as the mean square error loss. It is clear to
see that the incremental algorithms including sI-ADMM and
WADMM, are more communication effective than the gossip-
based benchmarks, such as DADMM, DGD and EXTRA.
And the proposed sI-ADMM leads to communication saving
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Fig. 5. Impact of number of straggler nodes on the convergence rate of the
proposed csI-ADMM on synthetic dataset.
for both Hamiltonian based and non-Hamiltonian based token
traversing test networks. Meanwhile, it keeps the same test
error level compared with benchmarks. This is because that
in each iteration, only one communication channel is being
used for the incremental methods. Besides, with a fixed token
traversing pattern, the proposed sI-ADMM is more balanced in
visiting frequency of agents when compared with W-ADMM.
Further, we evaluate robustness vs. the straggler nodes in
terms of running time in Fig. 3 (e). Here, running time is
defined as the experimental time including both communi-
cation time among agents and response time for updating
all variables. Meanwhile, we consider the existence of 𝑁
stragglers and 𝑆𝑖 = 1 ECN straggler attached to agent 𝑖 in
the test networks. As expected, the baseline uncoded scheme
(i.e., sI-ADMM) has worse accuracy performance as delay
increases. The proposed csI-ADMM with Cyclic or Fractional
schemes has faster response in the presence of stragglers and
are not influenced by the delay of the stragglers. In larger test
networks, Fig. 4 presents some experimental results based on
dataset ijcnn1 and the same performance can be observed as
well.
In addition, to investigate the convergence speed vs. strag-
gler nodes trade-off for the proposed csI-ADMM, the impact
of number of straggler nodes on the convergence speed is
shown in Fig. 5. To achieve good performance, we perform
10 independent experiment runs with the same simulation
setup on synthetic data and take average for presentation. We
can see that, with an increasing number of straggler nodes,
the convergence speed decreases. This is because increasing
the number of straggler nodes decreases the allowable mini-
9batch size allocated in each iteration and therefore affects the
convergence speed. This is consistent with the analysis in sub-
Section IV-C that there exists one trade-off between tolerated
straggling number and convergence speed. For the proposed
MDS-based csI-ADMM, if we pursue robustness against more
straggler nodes, its convergence speed degrades.
VI. CONCLUSION
We have studied decentralized consensus optimization with
ADMM in edge computing enabled large-scale networks.
An error-control-code based stochastic incremental ADMM
algorithm has been proposed to reduce the communication cost
for exchanging intermediate model variables with tolerance
to link failures and straggler nodes. We have theoretically
analyzed the convergence and communication properties of the
proposed csI-ADMM, which show that csI-ADMM reaches
a 𝑂 ( 1√
𝑘
) rate and 𝑂 ( 1
𝜐2
) communication cost, respectively.
Moreover, the relation between convergence speed and the
number of straggler nodes has also been presented. Simula-
tion experiments have shown that the proposed csI-ADMM
algorithm is more effective in reducing both response time
and communication cost while retaining the test loss level,
compared with benchmark approaches.
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APPENDIX A
PROOF OF THEOREM 2
The augmented Lagrangian (3) can be rewritten as:
L𝜌 (𝒙, 𝒚, 𝑧) =
𝑁∑︁
𝑖=1
𝑓𝑖 (𝑥𝑖) + 𝜌2
1 ⊗ 𝑧 − 𝒙 + 𝒚𝜌 2 − ‖𝒚‖22𝜌 . (25)
From the optimality condition of (5a), we can derive
G𝑖𝑘 (𝑥𝑘𝑖𝑘 ; 𝝃𝑘𝑖𝑘 ) − 𝑦𝑘𝑖𝑘 = 𝜌
(
𝑧𝑘 − 𝑥𝑘+1𝑖𝑘
)
− 𝜏𝑘
(
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘
)
=
1
𝛾𝑘
(
𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘
)
− 𝜏𝑘
(
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘
)
.
(26)
Taking expectation over both sides in (26), we can get
E
[G𝑖𝑘 (𝑥𝑘𝑖𝑘 ; 𝝃𝑘𝑖𝑘 ) − 𝑦𝑘𝑖𝑘 ] = ∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 ) − 𝑦𝑘𝑖𝑘
=
1
𝛾𝑘
(
𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘
)
− 𝜏𝑘
(
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘
)
.
(27)
Before the proof of Theorem 2, we first start with the following
Lemma 1, which is useful for proving the convergence rate of
the proposed algorithm when strong convexity is considered.
For the simplicity of notation, we use G𝑖𝑘 (𝑥𝑘𝑖𝑘 ) instead ofG𝑖𝑘 (𝑥𝑘𝑖𝑘 ; 𝝃𝑘𝑖𝑘 ), and for all parameters, 𝜖1, 𝜖2, 𝜖3, and 𝜖4 > 0,
define
𝐷1
Δ
=
1 − 𝛾𝑘 
𝛾𝑘
;
𝐷2
Δ
=
 𝜏𝑘𝑁𝜌 − 1𝑁 + 1𝑁2  ;
𝐷3
Δ
=
1
2𝜌𝛾𝑘
+ 1
2𝑁2𝜌
+ 1
2𝜌(𝛾𝑘 )2 −
1
𝑁𝜌
;
𝐶1
Δ
= 𝐷1
1
2𝜖1
−
(
𝜇
2
− 3𝜌
2
)
;
𝐶2
Δ
= 𝐷1
𝜖1
2
− 𝐷3 + 12𝜌 𝐷2 +
1
2𝑁𝜌𝜖4
;
𝐶3
Δ
= −
(
𝜏𝑘
2
+ 𝜌
2𝑁2
+ 𝜏
𝑘
𝑁
)
+ 1
2𝑁𝜖2
+ 1
2𝑁𝜖3
+ 𝐿
2
2𝜌
+ 𝜌
2
𝐷2;
𝐶4
Δ
=
𝜖2
2𝑁
;
𝐶5
Δ
=
𝜖3
2𝑁
+ 𝜖4
2𝑁𝜌
.
Lemma 1. For 𝑘 = 𝑚𝑁 + 𝑖 where 𝑚 ∈ N and 𝑖 ∈ {1, ..., 𝑁},
we have
E
[
𝑓𝑖𝑘 (𝑥𝑘+1𝑖𝑘 ) − 𝑓𝑖𝑘 (𝑥𝑖𝑘 ) +
〈
𝑦𝑖𝑘 , 𝑧
𝑘 − 𝑥𝑘+1𝑖𝑘
〉]
≤ 𝜏
𝑘
2
(𝑥𝑖𝑘 − 𝑥𝑘𝑖𝑘 2 − 𝑥𝑖𝑘 − 𝑥𝑘+1𝑖𝑘 2)
+ 1
2𝜌𝛾𝑘
(𝑦𝑖𝑘 − 𝑦𝑘𝑖𝑘 2 − 𝑦𝑖𝑘 − 𝑦𝑘+1𝑖𝑘 2)
+ 𝐶1
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 2 + 𝐶2 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 2
+ 𝐶3
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 2 + 𝐶4E ∇ 𝑓𝑖 (𝑥𝑘𝑖𝑘 ) − G𝑖𝑘 (𝑥𝑘𝑖𝑘 )2
+ 𝐶5E
∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 )2 + 𝜌 𝑧 − 𝑥𝑖𝑘 2 . (28)
Proof: Using strong convexity of 𝑓𝑖 (𝑥𝑖), we can derive
𝑓𝑖𝑘 (𝑥𝑘+1𝑖𝑘 ) − 𝑓𝑖𝑘 (𝑥𝑖𝑘 ) +
〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 ,−𝑦𝑘+1𝑖𝑘
〉
≤ 〈𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 ,∇ 𝑓𝑖𝑘 (𝑥𝑘+1𝑖𝑘 ) − 𝑦𝑘+1𝑖𝑘 〉 − 𝜇2 𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 2
=
〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 ,∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 ) − 𝑦𝑘𝑖𝑘
〉︸                               ︷︷                               ︸
A
+ 〈𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 ,∇ 𝑓𝑖𝑘 (𝑥𝑘+1𝑖𝑘 ) − ∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 )〉
+ 〈𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 , 𝑦𝑘𝑖𝑘 − 𝑦𝑘+1𝑖𝑘 〉 − 𝜇2 𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 2 . (29)
Taking expectation over term A in (29) gives
E [A]
= E
[〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 ,∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 ) − G𝑖𝑘 (𝑥𝑘𝑖𝑘 ) + G𝑖𝑘 (𝑥𝑘𝑖𝑘 ) − 𝑦𝑘𝑖𝑘
〉]
(𝑎)
= 𝜏𝑘
〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 , 𝑥𝑘𝑖𝑘 − 𝑥𝑘+1𝑖𝑘
〉
+ 1
𝛾𝑘
〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 , 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘
〉
(𝑏)
=
𝜏𝑘
2
(𝑥𝑖𝑘 − 𝑥𝑘𝑖𝑘 2 − 𝑥𝑖𝑘 − 𝑥𝑘+1𝑖𝑘 2 − 𝑥𝑘𝑖𝑘 − 𝑥𝑘+1𝑖𝑘 2)
+ 1
𝛾𝑘
〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 , 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘
〉
, (30)
where (a) holds because of (27) and (b) uses the cosine identity
‖𝑏 + 𝑐‖2 − ‖𝑎 + 𝑐‖2 = ‖𝑏 − 𝑎‖2 + 2 〈𝑎 + 𝑐, 𝑏 − 𝑎〉. From (5b),
we derive:
〈
𝑦𝑘+1𝑖𝑘 − 𝑦𝑖𝑘 ,−𝑧𝑘 + 𝑥𝑘+1𝑖𝑘
〉
=
1
𝜌𝛾𝑘
〈
𝑦𝑘+1𝑖𝑘 − 𝑦𝑖𝑘 , 𝑦𝑘𝑖𝑘 − 𝑦𝑘+1𝑖𝑘
〉
=
1
2𝜌𝛾𝑘
(𝑦𝑖𝑘 − 𝑦𝑘𝑖𝑘 2 − 𝑦𝑖𝑘 − 𝑦𝑘+1𝑖𝑘 2 − 𝑦𝑘𝑖𝑘 − 𝑦𝑘+1𝑖𝑘 2) ,
(31)
and 〈
𝑧𝑘 − 𝑧, 𝑦𝑘+1𝑖𝑘
〉
=
〈
𝑧𝑘+1 − 𝑧, 𝑦𝑘+1𝑖𝑘
〉 + 〈𝑧𝑘 − 𝑧𝑘+1, 𝑦𝑘+1𝑖𝑘 〉
(𝑐)≤ 〈𝑧𝑘 − 𝑧𝑘+1, 𝑦𝑘+1𝑖𝑘 〉 − 𝜌2 𝑧𝑘+1 − 𝑥𝑘+1𝑖𝑘 2
+ 𝜌
2
𝑧 − 𝑥𝑘+1𝑖𝑘 2 , (32)
where (c) is due to the optimality of 𝑧𝑘+1 for update (4c), i.e.,
〈𝑧𝑘+1− 𝑥𝑘+1𝑖𝑘 , 𝑦𝑘+1𝑖𝑘 〉 +
𝜌
2
𝑧𝑘+1− 𝑥𝑘+1𝑖𝑘 2 ≤ 〈𝑧− 𝑥𝑘+1𝑖𝑘 , 𝑦𝑘+1𝑖𝑘 〉 + 𝜌2 𝑧−
𝑥𝑘+1𝑖𝑘
2. Moreover,
𝜌
2
𝑧 − 𝑥𝑘+1𝑖𝑘 2 = 𝜌2 𝑧 − 𝑥𝑖𝑘 + 𝑥𝑖𝑘 − 𝑥𝑘+1𝑖𝑘 2
(𝑑)≤ 𝜌 𝑧 − 𝑥𝑖𝑘 2 + 𝜌 𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 2 , (33)
where (d) is due to (𝑎 + 𝑏)2 ≤ 2𝑎2 + 2𝑏2. Thus, taking the
summation of the inequalities (29), (31) and (32), we obtain
(34). For term B, we have
11
𝑓𝑖𝑘 (𝑥𝑘+1𝑖𝑘 ) − 𝑓𝑖𝑘 (𝑥𝑖𝑘 ) +
〈
𝑦𝑖𝑘 , 𝑧
𝑘 − 𝑥𝑘+1𝑖𝑘
〉 ≤ 𝜏𝑘
2
(𝑥𝑖𝑘 − 𝑥𝑘𝑖𝑘 2 − 𝑥𝑖𝑘 − 𝑥𝑘+1𝑖𝑘 2) + 12𝜌𝛾𝑘 (𝑦𝑖𝑘 − 𝑦𝑘𝑖𝑘 2 − 𝑦𝑖𝑘 − 𝑦𝑘+1𝑖𝑘 2)
+ 1 − 𝛾
𝑘
𝛾𝑘
〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 , 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘
〉 − 𝜇 − 2𝜌
2
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 2 + 𝜌 𝑧 − 𝑥𝑖𝑘 2 + 〈𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 ,∇ 𝑓𝑖𝑘 (𝑥𝑘+1𝑖𝑘 ) − ∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 )〉
− 𝜏
𝑘
2
𝑥𝑘𝑖𝑘 − 𝑥𝑘+1𝑖𝑘 2 − 12𝜌𝛾𝑘 𝑦𝑘𝑖𝑘 − 𝑦𝑘+1𝑖𝑘 2 − 𝜌2 𝑧𝑘+1 − 𝑥𝑘+1𝑖𝑘 2︸               ︷︷               ︸
B
+ 〈𝑧𝑘 − 𝑧𝑘+1, 𝑦𝑘+1𝑖𝑘 〉︸                ︷︷                ︸
C
, (34)
C = 〈𝑧𝑘 − 𝑧𝑘+1, 𝑦𝑘𝑖𝑘 〉 − 〈𝑧𝑘 − 𝑧𝑘+1, 𝑦𝑘𝑖𝑘 − 𝑦𝑘+1𝑖𝑘 〉 = − 1𝑁 〈𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 ,G𝑖𝑘 (𝑥𝑘𝑖𝑘 ) − 1𝛾𝑘 (𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 ) + 𝜏𝑘 (𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 )〉
+ 1
𝑁𝜌
〈
𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 ,G𝑖𝑘 (𝑥𝑘𝑖𝑘 ) −
1
𝛾𝑘
(𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 ) + 𝜏𝑘 (𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 )
〉
+ 1
𝑁
〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 𝑦𝑘𝑖𝑘 − 𝑦𝑘+1𝑖𝑘
〉 + 1
𝑁𝜌
𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 2
= − 1
𝑁
〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 ,G𝑖𝑘 (𝑥𝑘𝑖𝑘 )
〉 + 1
𝑁𝜌
〈
𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 ,G𝑖𝑘 (𝑥𝑘𝑖𝑘 )
〉 ( 1
𝑁𝛾𝑘
+ 𝜏
𝑘
𝑁𝜌
− 1
𝑁
) 〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 , 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘
〉
− 𝜏
𝑘
𝑁
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 2 − ( 1𝑁𝜌𝛾𝑘 − 1𝑁𝜌 ) 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 2 . (36)
𝑓𝑖𝑘 (𝑥𝑘+1𝑖𝑘 ) − 𝑓𝑖𝑘 (𝑥𝑖𝑘 ) +
〈
𝑦𝑖𝑘 , 𝑧
𝑘 − 𝑥𝑘+1𝑖𝑘
〉 ≤ 𝜏𝑘
2
(𝑥𝑖𝑘 − 𝑥𝑘𝑖𝑘 2 − 𝑥𝑖𝑘 − 𝑥𝑘+1𝑖𝑘 2) + 12𝜌𝛾𝑘 (𝑦𝑖𝑘 − 𝑦𝑘𝑖𝑘 2 − 𝑦𝑖𝑘 − 𝑦𝑘+1𝑖𝑘 2)
+ 1 − 𝛾
𝑘
𝛾𝑘
〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 , 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘
〉
︸                                   ︷︷                                   ︸
D
+ 〈𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 ,∇ 𝑓𝑖𝑘 (𝑥𝑘+1𝑖𝑘 ) − ∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 )〉︸                                          ︷︷                                          ︸
E
−
( 𝜇
2
− 𝜌
) 𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 2
−
(
𝜏𝑘
2
+ 𝜌
2𝑁2
+ 𝜏
𝑘
𝑁
) 𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 2 − ( 12𝜌𝛾𝑘 + 12𝑁2𝜌 + 12𝜌(𝛾𝑘 )2 − 1𝑁𝜌 ) 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 2 + 𝜌 𝑧 − 𝑥𝑖𝑘 2
+
(
𝜏𝑘
𝑁𝜌
− 1
𝑁
+ 1
𝑁2
) 〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 , 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘
〉
︸                                                  ︷︷                                                  ︸
F
− 1
𝑁
〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 ,G𝑖𝑘 (𝑥𝑘𝑖𝑘 )
〉︸                          ︷︷                          ︸
G
+ 1
𝑁𝜌
〈
𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 ,G𝑖𝑘 (𝑥𝑘𝑖𝑘 )
〉
︸                            ︷︷                            ︸
H
. (37)
B = 𝜌
2
𝑧𝑘+1 − 𝑧𝑘2 + 𝜌
2
𝑧𝑘 − 𝑥𝑘+1𝑖𝑘 2
+ 𝜌 〈𝑧𝑘+1 − 𝑧𝑘 , 𝑧𝑘 − 𝑥𝑘+1𝑖𝑘 〉
=
𝜌
2
𝑧𝑘+1 − 𝑧𝑘2 + 1
2𝜌(𝛾𝑘 )2
𝑦𝑘𝑖𝑘 − 𝑦𝑘+1𝑖𝑘 2
+ 1
𝛾𝑘
〈
𝑧𝑘+1 − 𝑧𝑘 , 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘
〉
=
(
1
2𝑁2𝜌
+ 1
2𝜌(𝛾𝑘 )2 −
1
𝑁𝜌𝛾𝑘
) 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 2
−
(
1
𝑁2
− 1
𝛾𝑘𝑁
) 〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 , 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘
〉
+ 𝜌
2𝑁2
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 2 . (35)
And for term C, it can be written as (36). Then equation (34)
can be transferred to (37). Here, using Young’s inequality, the
components D–F of (37) can be upper bounded as follows:
D ≤
1 − 𝛾𝑘 
𝛾𝑘
(
1
2𝜖1
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 2 + 𝜖12 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 2) , (38)
and
E ≤ 𝜌
2
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 2 + 12𝜌 ∇ 𝑓𝑖𝑘 (𝑥𝑘+1𝑖𝑘 ) − ∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 )2
≤ 𝜌
2
𝑥𝑘+1𝑖𝑘 − 𝑥𝑖𝑘 2 + 𝐿22𝜌 𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 2 , (39)
and
F ≤
 𝜏𝑘𝑁𝜌 − 1𝑁 + 1𝑁2 
×
(
𝜌
2
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 2 + 12𝜌 𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 2) . (40)
Taking expectation over G𝑖𝑘 (𝑥𝑘𝑖𝑘 ) with respect to the mini-
batch 𝝃𝑘𝑖𝑘 in term G and H , we can derive
E [G] = E
[
− 1
𝑁
〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 ,G𝑖𝑘 (𝑥𝑘𝑖𝑘 ) − ∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 )
〉]
− 1
𝑁
〈
𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 ,∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 )
〉
≤
(
1
2𝑁𝜖2
+ 1
2𝑁𝜖3
) 𝑥𝑘+1𝑖𝑘 − 𝑥𝑘𝑖𝑘 2 + 𝜖32𝑁 ∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 )2
+ 𝜖2
2𝑁
E
[∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 ) − G𝑖𝑘 (𝑥𝑘𝑖𝑘 )2] , (41)
and
E [H] ≤ 1
2𝑁𝜌𝜖4
𝑦𝑘+1𝑖𝑘 − 𝑦𝑘𝑖𝑘 2 + 𝜖42𝑁𝜌 ∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 )2 . (42)
12
Thus, by plugging (38)-(42) into (37) and taking the expecta-
tion, we can obtain the desired result (28). This completes the
proof.
Then based on the result given in Lemma 1, we present the
proof for Theorem 2. We first give the following assumptions:
𝜖1 = 𝑐1
√
𝑘, 𝜖2 =
1
𝑐2
√
𝑘
, 𝜖3 =
1
𝑐3
√
𝑘
, 𝜖4 =
1
𝑐4
√
𝑘
,
𝜏𝑘 = 𝑐𝜏
√
𝑘, 𝛾𝑘 =
𝑐𝛾√
𝑘
, 3𝜌 < 𝜇,
1
𝜇 − 3𝜌 < 𝑐1𝑐𝛾 <
1
𝜌
, 𝑐𝜏 (𝑁 + 1) > 𝑐2 + 𝑐3, (43)
where 𝑐1, 𝑐2, 𝑐3, 𝑐4, 𝑐𝜏 , and 𝑐𝛾 > 0, are constants , 𝑘 =
𝑚𝑁 +𝑖 is the 𝑘-th iteration number, cycle index 𝑚 ∈ {0, ..., 𝑇−
1} and 𝑖 ∈ {1, ..., 𝑁}. When 𝑘 is sufficiently large, we have
𝐶1 < 0, 𝐶2 < 0, and 𝐶3 < 0.
Based on Lemma 1, we have
E
[
𝑓𝑖𝑘 (𝑥𝑘+1𝑖𝑘 ) − 𝑓𝑖𝑘 (𝑥𝑖𝑘 ) +
〈
𝑦𝑖𝑘 , 𝑧
𝑘 − 𝑥𝑘+1𝑖𝑘
〉]
≤ 𝜏
𝑘
2
(𝑥𝑖𝑘 − 𝑥𝑘𝑖𝑘 2 − 𝑥𝑖𝑘 − 𝑥𝑘+1𝑖𝑘 2)
+
(
𝜖3
2𝑁
+ 𝜖4
2𝑁𝜌
) ∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 )2 + 𝜌 𝑧 − 𝑥𝑖𝑘 2
+ 1
2𝜌𝛾𝑘
(𝑦𝑖𝑘 − 𝑦𝑘𝑖𝑘 2 − 𝑦𝑖𝑘 − 𝑦𝑘+1𝑖𝑘 2)
+ 𝜖2
2𝑁
E
[∇ 𝑓𝑖𝑘 (𝑥𝑘𝑖𝑘 ) − G𝑖𝑘 (𝑥𝑘𝑖𝑘 )2] . (44)
Through summing (44) from 𝑘 = 1 to 𝑘 = 𝑇𝑁,𝑇 ∈ N, we
obtain
1
𝑇𝑁
𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
E
[
𝑓𝑖 (𝑥𝑘+1𝑖 ) − 𝑓𝑖 (𝑥𝑖) +
〈
𝑦𝑖 , 𝑧
𝑘 − 𝑥𝑘+1𝑖
〉]
≤ 1
𝑇𝑁
𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
[
𝜏𝑘
2
(𝑥𝑖 − 𝑥𝑘𝑖 2 − 𝑥𝑖 − 𝑥𝑘+1𝑖 2)
+ 1
2𝜌𝛾𝑘
(𝑦𝑖 − 𝑦𝑘𝑖 2 − 𝑦𝑖 − 𝑦𝑘+1𝑖 2)
+
(
𝜖3
2𝑁
+ 𝜖4
2𝑁𝜌
) ∇ 𝑓𝑖 (𝑥𝑘𝑖 )2 + 𝜌 𝑧 − 𝑥𝑖𝑘 2
+ 𝜖2
2𝑁
E
[∇ 𝑓𝑖 (𝑥𝑘𝑖 ) − G𝑖 (𝑥𝑘𝑖 )2] ] . (45)
For equation (45) at the optimal solution (𝑥𝑖 , 𝑧) =
(𝑥∗𝑖 , 𝑧∗), where 𝑧∗ = 𝑥∗𝑖 , 𝑖 ∈ N , we can derive that ∀𝑦𝑖 ∈
R
𝑝×𝑑 , the above inequality is true, hence it also holds in the
ball B𝛽 = {𝑦𝑖 : ‖𝑦𝑖 ‖ ≤ 𝛽}. Combining with the fact that the
optimal solution must also be feasible, it follows that
sup
𝛽∈B𝛽
{
1
𝑇𝑁
𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
E
[
𝑓𝑖 (𝑥𝑘+1𝑖 ) − 𝑓𝑖 (𝑥∗𝑖 ) +
〈
𝑦𝑖 , 𝑧
𝑘 − 𝑥𝑘+1𝑖
〉]}
= sup
𝛽∈B𝛽
{
1
𝑇𝑁
𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
E
[
𝑓𝑖 (𝑥𝑘+1𝑖 )
] − 1
𝑁
𝑁∑︁
𝑖=1
𝑓𝑖 (𝑥∗𝑖 )
+
〈
𝑦𝑖 ,
1
𝑇𝑁
𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
E
[
𝑧𝑘 − 𝑥𝑘+1𝑖
]〉}
=
1
𝑇𝑁
𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
E
[
𝑓𝑖 (𝑥𝑘+1𝑖 )
] − 1
𝑁
𝑁∑︁
𝑖=1
𝑓𝑖 (𝑥∗𝑖 )
+ 𝛽E
[ 1𝑇𝑁 𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
(𝑧𝑘 − 𝑥𝑘+1𝑖 )

]
. (46)
Thus, using (46), we obtain
1
𝑇𝑁
𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
E
[
𝑓𝑖 (𝑥𝑘+1𝑖 ) − 𝑓𝑖 (𝑥∗𝑖 )
]
+ 𝛽E
[ 1𝑇𝑁 𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
(𝑧𝑘 − 𝑥𝑘+1𝑖 )

]
≤ 1
𝑇𝑁
𝑇 −1∑︁
𝑚=0
𝑁∑︁
𝑖=1
[
𝑐𝜏
√
𝑘
2
(𝑥∗𝑖 − 𝑥𝑘𝑖 2 − 𝑥∗𝑖 − 𝑥𝑘+1𝑖 2)
+
√
𝑘
2𝜌𝑐𝛾
(𝑦𝑖 − 𝑦𝑘𝑖 2 − 𝑦𝑖 − 𝑦𝑘+1𝑖 2)
+
(
1
2𝑁𝑐3
√
𝑘
+ 1
2𝑁𝜌𝑐4
√
𝑘
)
𝜙 + 𝛿
2
2𝑀𝑁𝑐2
√
𝑘
]
≤ 1
𝑇𝑁
(
𝑐𝜏𝑁𝐷
2
X
√
𝑇𝑁
2
+ 2𝑁
√
𝑇𝑁
𝜌𝑐𝛾
𝛽2
)
+ 1
𝑇𝑁
𝑇 𝑁∑︁
𝑘=1
[(
1
2𝑁𝑐3
√
𝑘
+ 1
2𝑁𝜌𝑐4
√
𝑘
)
𝜙 + 𝛿
2
2𝑀𝑁𝑐2
√
𝑘
]
≤ 𝑐𝜏𝑁𝐷
2
X
2
√
𝑇𝑁
+ 2𝑁𝛽
2
𝜌𝑐𝛾
√
𝑇𝑁
+
(
1
𝑁𝑐3
+ 1
𝑁𝜌𝑐4
)
𝜙√
𝑇𝑁
+ 𝛿
2
𝑀𝑁𝑐2
√
𝑇𝑁
. (47)
Especially, applying 𝑐1 = 1, 𝑐2 = 1𝑁 , 𝑐3 =
1
𝑁 , 𝑐4 =
1
𝜌𝑁 ,
1
𝜇−3𝜌 < 𝑐𝛾 <
1
𝜌 , and 𝑐𝜏 >
2
(𝑁+1)𝑁 in (47), the final
result in (17) can be derived. This completes the proof.
