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1CLSTERS: A General System for Reducing Errors of Trajectories
Under Challenging Localization Situations
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LI YANG, HUAWEI Shanghai Research & Development Center
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Trajectory data generated by outdoor activities have great potential for location based services. However, depending on the
localization technique used, certain trajectory data could have large errors. For example, the error of the trajectory generated
by cellular-based localization techniques is around 100m which is ten times larger than that of GPS-based trajectories. Hence,
how to enhance the utility of those large-error trajectories becomes a challenge. We dedicate this paper on improving the
quality of trajectory data with large scale of errors. Some existing works reduce the error through hardware aspect which
requires information such as the time of arrival (TOA), received signal strength indication (RSSI), the position of cell towers,
etc. Moreover, different positioning techniques will result in different hardware-based solutions and different data formats,
which violates the generality. Other works study a related but different problem, i.e., map matching, with the aid of road
network information, to reduce the uncertainty and the noise of trajectory data. However, most of these approaches are
designed for the GPS-sampled data, and hence they might not be able to achieve a similar performance when applied directly
to trajectories with large scale of errors. Motivated by this, we propose a general error reduction system namely CLSTERS for
trajectories with large scale of errors. Our system solves the problem in a hardware-irrelevant-aspect and only requires the
coordinates and the time stamp of each sample point which makes it general and ubiquitous. We conduct the comprehensive
experiments using three real-world datasets in three different cities generated by two different localization techniques and
the results justify the superiority and the generality of our approach.
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1 INTRODUCTION
Outdoor activities generate large quantities of trajectories with the development of localization techniques, such
as localization based on GPS, WiFi, or cellular network. On top of these trajectory data, many location-based
services (LBSs) applications emerge, including travel time estimation [36], traffic flow detection and prediction
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(a) Example of cellular-based trajectory
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Fig. 1. Visualization and statistics of a GPS-based trajectory vs. a cellular-based trajectory.
[11, 23] and taxi hailing and sharing [24, 28]. It is well-known that the trajectory data have inevitable errors due
to the limitations of localization techniques. In order to guarantee the service quality of LBSs built on top of
trajectory data, we dedicate this paper on improving the quality of trajectory data.
Given trajectories generated by different types of localization techniques, we focus on those with large error
scales (e.g., cellular-based trajectories). GPS-based positioning, although having relatively small error (about
10 meters), has some restrictions that severely reduce its generality, especially in the context of ubiquitous
computing. GPS signals are carried through waves at a frequency that does not move easily through solid objects.
Consequently, GPS signals are weak or even not available inside a building or when you drive into a tunnel.
In addition, GPS is expensive in terms of power consumption and hence many users tend to turn off the GPS
when GPS-based positioning is not required. On the other hand, some localization techniques that are able to
generate trajectories but with relatively large errors are really universal. Take the cellular network as an example.
As reported by statista (https://www.statista.com), the number of smartphone users worldwide is around 2.32
billions while that of mobile phone users is 4.77 billions. In addition, the cellular-based trajectories can be easily
generated without mobile users turning on anything, and its signal strength is better than GPS.
In order to visualize the error ranges of GPS-based trajectory and cellular-based trajectory, Fig. 1(a) plots two
trajectories. The one aligning nicely with the underlying road network is generated by GPS while the other one
that is much noisier with large scale of errors is generated by cellular network. According to the cumulative
distribution of the error for cellular-based trajectories plotted in Fig. 1(b), we can observe that the error is in
the range of tens to hundreds meters that is much larger than GPS. Hence, how to enhance the utility of the
trajectories with large scale of errors becomes a challenge.
In the literature, some works try to reduce the error for cellular localization from a hardware aspect [4, 5,
7, 12, 14–16, 18, 33, 35], i.e., the techniques depend on the hardware environment rather than only depending
on the coordinates of original trajectories. However, hardware-based approaches lack the generality and are
only applicable in certain hardware environment. In addition, hardware-based approaches require additional
information to which the LBS providers might not have direct access, including the time of arrival (TOA) [4, 18],
received signal strength indication (RSSI) [14–16, 35], the position of cell towers [35] or Cell-ID [5, 7, 12, 33].
Alternatively, wewant to propose a solution that only requires coordinates and time stamps, and hence independent
on hardware. Even when mobile users are using different types of networks (e.g., GSM, UMTS, LTE), and the raw
data of the cellular-based trajectories generated are in very different formats, the coordinates and time stamps
are definitely available. Thus, it is more preferable to adopt a system which only needs to read in the coordinates
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and time stamps information of a trajectory. Ideally, such approach will be transparent from the applications, and
ubiquitously applicable to any device.
The problem of map matching actually solves a related problem with the assistance of road network information.
Given the fact that road network data is available (e.g., OpenStreetMap, GoogleMap), and most trajectories are
restricted by road network, map matching techniques [22, 25–27, 32, 37, 41] try to map the trajectories to road
network which helps to reduce certain errors. However, most of existing map-matching techniques are designed
for GPS-based trajectories, and they might not be able to achieve the same performance when applied directly
to trajectories generated by other localization techniques with large scale errors. To the best of our knowledge,
map-matching technique presented in [25] is the only piece of work designed for cellular-based trajectories.
In addition, given a noisy measurement p that is sampled from a real location q along a road segment r , let εy
indicate the vertical distance from p to r and εx indicate the distance from p to q along the segment (i.e., the
full error ε = dist (p,q) =
√
ε2x + ε
2
y ). Map-matching techniques help to reduce εy since they can figure out the
right road segment that a given measurement p is on, but they are not able to reduce the along-road error εx . An
approach that can reduce both εx and εy (and hence the full error ε) is preferred.
Motivated by the importance of the problem and the lack of solutions, we propose a general error reduction
approach for trajectories capturing movements restricted by underlying road networks with large scale of errors.
Our solution only requires the coordinates and the time stamps that are universally available on trajectory data
generated by different localization techniques with large noise. To achieve our goal, we theoretically study the
error property and try our best to make a full use of all the information that is available, including the road
network, the position information (i.e., the coordinates), the temporal information (i.e., the time stamps) as well as
the motion property of moving objects. Moreover, we design our model carefully to make it adaptive to different
sampling rates. As a summary, the main contributions of this work can be summarized as follows.
• We propose a general approach for reducing localization error of trajectories restricted by road network. Our
approach i) is based on coordinates and time stamps information, the only information being transparent
to the lower-level localization techniques, and ii) focuses on trajectories that are more error-prone with
large scale of errors. To the best of our knowledge, this is the first attempt on this challenging problem.
• We propose a novel calibration flow for handling error-prone trajectories with (x ,y, time ) information
given. Especially, by fully making use of road network information, we propose a heuristic candidate
selection mechanism and calibrate the trajectory points through interpolation. The idea is novel for tackling
such problem. Moreover, we perform a thorough study to understand the properties of the potential errors
of trajectories, which provides a theoretical foundation to our solution.
• We conduct comprehensive experiments through real datasets corresponding to three different cities
generated by different localization techniques. The results demonstrate the effectiveness of our approach.
To be more specific, the results show that our approach is always applicable as long as the coordinate and
time stamp information is given, regardless of the detailed localization technique used to generate the data.
2 RELATED WORK
2.1 Cellular-based Localization and Error Reduction
In the literature, there are many researches on increasing the localization accuracy on cellular networks. One
commonly used localization technique is Cell-ID whose mechanism is very simple. Each base transceiver station
keeps broadcasting its Cell-ID messages to the cellphones within its signal range; while the cellphone receives
the Cell-ID and uses the position of corresponding base station as its own position [33]. A similar approach is
adopted by Google’s MyLocation [1]. It is often combined with other information to reduce the error, e.g., work
presented in [5] uses Cell-ID and round trip time (RTT) information to further improve the localization accuracy.
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Time-of-arrival (TOA) is another way for localization under cellular networks. It estimates the position by the
time a signal takes to travel from the cell phone to the base station [18]. Angle-of-arrival based technique uses the
antenna arrays to measure the angle between the base stations and the cell phone to estimate the location [21].
This approach requires specialized devices, i.e., antenna arrays. Thus it is not commonly adopted. RSSI is also
an information source for localization. Most RSSI-relevant approaches are based on fingerprinting techniques.
They store the RSSI signature of cell towers in the database and match the current RSSI to the signature in the
database to get the location. Fingerprinting techniques can be clustered into deterministic and probabilistic ones.
Deterministic fingerprinting techniques store a vector representing the signature of each cell tower and mostly
use k-nearest neighbors classification algorithm to match the current RSSI to the signature [10, 35]. Probabilistic
fingerprinting techniques store information about the distribution of RSSI and use Bayesian inference approach
to estimate the position [14, 16]. [15] also uses the RSSI information but is not fingerprinting-based, instead it
uses hidden Markov-model (HMM) by modeling RSSI as the observation and the grid location as the hidden
states to estimate the location of the cell phone.
However, these approaches are all hardware relevant and need other information or specific devices which
violate the ubiquity. On the other hand, our approach only needs the coordinates and the time stamp that
are universally available. The fact that our approach does not require other sensors or information makes our
approach general and ubiquitous. We claim that our approach is orthogonal to hardware based approaches, and
it can be applied after applying any of these hardware-based approaches.
2.2 Map Matching
On the other hand, there are a series of researches on map matching. They can be generally divided into two
categories, namely geometric-based and probabilistic-based. The geometric approaches only consider the geometry
information of the trajectory and the road segments such as the point and the curve. The simplest approach is
based on point-to-point matching [3] which maps the trajectory points to the closet nodes or shape points in the
road network. Another alternative is the point-to-curve matching. Instead of mapping the trajectory points to
the points, it maps each trajectory point to the nearest road segment by defining the distance between the point
and the segment [3]. Other geometric-based approaches solve the problem in a curve-to-curve matching way by
defining the distance metric between the trajectory and the route such as using the Fréchet Distance [6, 9] or path
shape measures [13]. However, these approaches are often not suitable for the trajectories with long sampling
intervals and large noise. The probabilistic approaches consider the connectivity and transition information
of the road network by the probabilistic model (mostly HMM-based). [20] is the first approach adopting the
HMM by combining it with the Kalman filter which did not consider the transition information at that time.
[19] first considers the transition information and models it into HMM. However, the most classic one is [26],
which proposes an HMM-based map matching model by modeling the road segments as the hidden states and the
trajectory points as the observations. By properly defining the transition probability and the emission probability,
this approach shows strong robustness to the noise and sparsity on GPS trajectories. Furthermore, its variants
[32, 37] achieved the first and the second places in the map matching contest, ACM SIGSPATIAL Cup 2012 [2].
In addition to the above approaches, there are some approaches designed for the sparse-sampled trajectories.
[22] proposes an approach called ST-Matching for low sampling rate GPS trajectories. [41] proposes an interactive-
voting based approach to solve the data sparsity problem. [27] studies the driving behavior and adopts the
maximum entropy inverse reinforcement learning model to perform map matching under sparse-sampled
trajectories. [42] proposes an approach that incorporates both temporal and spatial dynamics to recover the path
between two distant positions in a sparse-sampled trajectory.
However, these map matching approaches are all designed for the GPS trajectories which have small error
scale thus they might not be able to achieve high accuracy when applied to large-error trajectories. Among all
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map matching approaches, [25] is the only solution proposed for cellular-based trajectories. However, it still can
not eliminate ϵx , the error along the road. On the contrast, our approach is designed for large-error trajectories
and can reduce both the vertical distance and the error along the road (i.e., both ϵx and ϵy ) to provide trajectory
data with better quality for LBS applications.
3 PRELIMINARY
In this section, we first present several important definitions, and then formalize the problem studied in this
paper.
Definition 3.1 (Road Network). A road network is modeled as a directed graph G (V ,E), where V refers to the
vertex set representing crossroads and E refers to the edge set representing road segments. Each edge r ∈ E is
from a vertex v ∈ V to another vertex v ′( v ) ∈ V where r .s = v and r .e = v ′ represent the source and the end
of the edge respectively.
Definition 3.2 (Trajectory). A trajectory T = {p1 → p2 → · · · → pN } is a list of locations ordered by time,
where pi = {p (i )x ,p (i )y , t (i ) } records the x-coordinate, y-coordinate and the time stamp of the i-th location. Note
that in some places we will also use the notation of the bold alphabets, e.g., p =
[
px
py
]
, which explicitly declares
that it is a vector/matrix.
Definition 3.3 (Route). A route R = {r1 → r2 → · · · → rM } is a list of adjacent road segments recording the path
of an object moving restricted by a road network G , where each two consecutive road segments are connected in
G, i.e., ri .e = ri+1.s . The length of a route R, denoted as len(R ), refers to the total length of the segments passed
by, i.e., len(R ) = ∑ri ∈R len(ri ) where len(ri ) is the length of road ri .
Definition 3.4 (Calibration error). Given a calibrated trajectory T˜ = {p˜1 → p˜2 → · · · → p˜N } that is calibrated by
an error reduction technique from the original noisy trajectory T = {p1 → p2 → · · · → pN }. Denoting the ground
truth trajectory to Tдt = {q1 → q2 → · · · → qN }, the calibration error of T˜ , denoted as ε T˜ , is set to the average
distance from a point p˜i ∈ T˜ to its counterpart point qi ∈ Tдt , i.e., ε T˜ = 1N
∑N
i=1
√(
p˜ (i )x − q (i )x
)2
+
(
p˜ (i )y − q (i )y
)2
.
Problem Formalization. Given a noisy trajectory T generated from a true trajectory Tдt moving restricted by
the road network G, and an error reduction technique A, let T˜ be the output of A with T being the input with
|T˜ | = |T |. The performance of A is evaluated by the calibration error ε T˜ , the smaller the better.
4 CLSTERS
In this section, we propose our Challenging Localization Situation-aimed Trajectory Error Reduction System,
in short CLSTERS. CLSTERS consists of four phases, i.e, filtering, route inference, candidate construction and
interpolation, as shown in Fig. 2.
Filtering performs rule-based filtering to purify the original noisy trajectory T by removing points with
large errors or abnormal behaviors, with the help of three filters, i.e., speed filter, angle filter and weighted mean
filter. The output of this step is a purified trajectory Tˆ . Second, route inference is to incorporate the road
network information. It maps Tˆ to the road network G to a route R through an HMM-based map matching
algorithm. Then, candidate construction procedure is invoked to re-select the point from T having small error
heuristically with the aid of the route R. Bayesian smoothing technique is performed to further reduce the error
of the selected candidates and to return the smoothed candidate points C˜. Finally, interval-based interpolation
is adopted to interpolate the remaining points (T − C˜) w.r.t. the candidates C˜ to get the calibrated trajectory T˜
with smaller calibration error. In the rest of this section, we will present the details of these four steps.
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Fig. 2. System overview of CLSTERS. The arrow represents the input and output of each component.
4.1 Filtering Phase
Inspired by the work [25], we adopt rule-based filters on the original trajectory T to perform the filtering, via
three filters, i.e., speed filter, angle filter and weighted mean filter. The first two filters filter out the points which are
contradict to our common knowledge and the third one is to filter out the outliers and to smooth the trajectory.
4.1.1 Speed Filter. Work [25] estimates the speed of a point, say pt , as the mean velocity using a window and
filters the point according to the speed limitation of the road. However, there are some issues with this strategy.
When we use a window to average the speed of a point with significant error, the speed may be averaged to a legal
speed and hence the point will not be filtered out. Take the outlier point pt shown in Fig. 3(a) as an example. If
we use the average speed in the context window around it, say a window covering 7 points from pt−3 to pt+3, the
speed of pt will be estimated as 79km/h which is normal and thus point pt will not be filtered out. Consequently,
we adopt a different approach. Our speed filter will filter out the outlier if the immediate speed of a point exceeds
the threshold vmax as shown in Fig. 3(b).
pt
pt-1
pt-3
pt-2
pt+1
pt+2 pt+3
(a) Example of an original trajectory
ss
pt-1
pt-3
pt-2
pt+1
pt+2 pt+3
(b) Result of the trajectory adopted the
speed filter
Fig. 3. Example of the poor performance by estimating the mean speed using a window. Point pt is the objective point which
will not be filtered out if the speed of pt is averaged by the window. It will be filtered out according to our speed filter.
4.1.2 Angle Filter. Besides the irregular immediate speed, another common character shared by the outliers is
that outliers tend to form some sharp angles. These sharp angles will result in additional challenges for map
matching since the transition probability will be wrongly computed and the output route might have low route
accuracy. Thus, the angle filter is performed to filter points causing sharp angles. In detail, for a currently scanned
point pt if the angle ∠pt−1ptpt+1 is smaller than a given threshold θmin and angle ∠ptpt+1pt+2 is also smaller than
θmin , then a "ping-pong effect" (i.e., zig-zag shape) is captured and as a result pt will be regarded as an angle
outlier to be filtered out.
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4.1.3 Weighted Mean Filter. After filtering the points having abnormal behaviors, we adopt a mean filter to i)
smooth the trajectory as well as to ii) detect some outliers not captured by the first two filters. A mean filter is a
filter with the window size η defined, by averaging coordinates from pi−η/2 to pi+ η/2 to adjust the position of
pi , which has been proved to be a useful approach for smoothing the trajectory [43]. However, there are some
issues, if we directly adopt the mean filter in our problem. This is because the traditional mean filter averages
coordinates according to a window defined by the number of points. If the window is too small, the smoothing
effect will be insignificant when the sampling interval is low. On the other side, if the window is very big but
the sampling interval is high, it will over-filter the data. To visualize the issues of traditional mean filter, two
cellular-based trajectories with different sampling rates, together with their respective smoothed versions are
plotted in Fig. 4(a) and Fig. 4(b). The trajectory in red color with sharp angles are original trajectories, and the
blue ones refer to the smoothed trajectories via mean filter, with window size η = 15. We can observe that for the
low sampling interval trajectory as shown in Fig. 4(a), the mean filter performs relatively well; while if we still use
the same window size but increase the sampling interval, the trajectory will be adjusted in a wrong shape as the
points in the window become faraway from each other and are eventually located on different roads/directions,
as shown in Fig. 4(b). Although the problem can be solved by tuning different η as a parameter to fit data with
different sampling intervals, it is not a delicate solution and meanwhile violates the generality.
(a) Sampling interval = 2s, traditional mean filter (b) Sampling interval = 10s, trandition mean filter
(c) Sampling interval = 2s, weighted mean filter (d) Sampling interval = 10s, weighted mean filter
Fig. 4. Sample cellular-based trajectories and their smoothed versions smoothed by the traditional and weight mean filter
with η = 15. The trajectory on the right side (sampling interval = 10s) is sub-sampled from the trajectory on the left side
(sampling interval = 2s) and η is set to a fixed value 15 to study the performance of these two mean filters.
To solve this problem, we propose a weighted mean filter. The main idea is that, when we smooth a point
pt , those points generated far away from pt shall have smaller influence than those close to pt . Thus, we use a
Gaussian function to model the influence of a point pj on another point pi . In detail, for a point pj in the window
with time stamp tj , the weight functionw (pi ,pj ) w.r.t. the scanned point pi is modeled as
w (pi ,pj ) =
1√
2πσm
exp
[
− (tj − ti )
2
2σ 2m
]
(1)
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Note that for some points which may be potential outliers and will significantly affect the mean value, we
truncate the window by a minimum and a maximum values. Thus, for an η-length window around the objective
point pi , we sort the points fallen within the window according to x-coordinates and y-coordinates, respectively
to generate two ordered lists, denoted as Lx = {p (x1 )x ,p (x2 )x , · · · ,p (xη )x } and Ly = {p (y1 )y ,p (y2 )y , · · · ,p (yη )y }, where
p (x1 )x ≤ p (x2 )x ≤ · · · ≤ p (xη )x and p (y1 )y ≤ p (y2 )y ≤ · · · ≤ p (yη )y . In addition, we denote the corresponding order of the
points by px1 ,px2 , · · · ,pxη and py1 ,py2 , · · · ,pyη . We then adjust the coordinates of pi by the truncated weighted
mean filter as following,
pˆ (i )x =
1∑η−1
k=2
w
(
p (xk )x ,pi
)
η−1∑
j=2
w
(
pi ,p
(x j )
x
)
· p (x j )x
pˆ (i )y =
1∑η−1
k=2
w
(
p
(yk )
y ,pi
)
η−1∑
j=2
w
(
pi ,p
(yj )
y
)
· p (yj )y
The smoothed trajectories (in green color) via weighted mean filter of the previous two sample trajectories are
plotted in Fig. 4(c) and Fig. 4(d) for comparison purpose. We can observe that weighted mean filter effectively
preserves the shape of the trajectory when the sampling interval is high. In addition, it can also perform well in
the low sampling interval data without tuning the window size as shown in Fig. 4(c). Consequently, weighted
mean filter is general, stable and meanwhile resilient to the sampling rates of trajectories.
4.2 Route Inference Phase
After purifying the original trajectory T via three filters, most outliers will be removed from the new trajectory
Tˆ . Next, we will try to infer the route R according to the purified trajectory Tˆ = {pˆ1 → pˆ2 → · · · → pˆNˆ }. This
step is to reduce the errors by fully utilizing the knowledge on underlying road network.
We adopt the hidden Markov model (HMM)-based map matching algorithm [26] to map each point in Tˆ to a
road segment. Since we have removed many outliers, the quality of the trajectory is improved. We adopt the
HMM-based map matching algorithm to perform map-matching, which outputs a sequence of road segments
{r1, r2, · · · , rNˆ } such that for each point pˆi ∈ Tˆ , ri is the corresponding road that pˆi is most likely to locate on.
Dependent on the sampling rate of trajectories, the output road segments ris from a map-matching algorithm
might not be able to form a route defined in Definition 3.3 (e.g., when ri .e  ri+1.s). Consequently, we need to
complete the route by recovering the travel journey not captured by ri s. Here, we decide to recover the journey
from ri to ri+1 by the shortest path. This is because ri is expected to be not far away from ri+1, and people tend to
use shortest path for a short journey, as suggested by [38].
4.3 Candidate Construction Phase
After the initial two phases, we will get a purified trajectory Tˆ (|Tˆ | ≤ |T |) and the corresponding route R.
Ideally, we could further reduce the error by leveraging the route information R. Fig. 5 plots a simple approach
under the case of two different input trajectories. As trajectories capture the movement along the road network,
the real points of a trajectory are expected to be located along the segments. Consequently, the projected location
p˜i of a point pi (or pˆi ) along the corresponding road segment ri ∈ R that pi is expected to be located on could
serve as a calibrated position. Fig. 5(a) shows an example if we take the raw trajectory T as input, which can
reduce the vertical error. Alternatively, we could also take purified trajectory Tˆ as an input. We want to highlight
that the number of points in Tˆ could be different from that of T as some outlier points are removed. As the
sample trajectory shown in Fig. 5(b), we have |Tˆ | = 2, which is smaller than the original count |T | = 6 since
p2 ∼ p5 are all filtered out in the filtering phase. After we project points in Tˆ to the road segments of R, we can
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Fig. 5. Leveraging route information to further reduce the error.
recover the points in T but not captured by Tˆ , i.e., p2 ∼ p5, via certain interpolation strategy. As points filtered
out in the first filtering phase are considered to be outliers, they are expected to have relatively large errors.
Consequently, utilizing the points in Tˆ and recovering the positions of filtered outline points via interpolation
might be a better approach. As shown in Fig. 5, leveraging the route information and trajectory data (either Tˆ or
T ) are able to reduce the vertical distance εy but the error along the road (i.e., εx ) is still there. Thus, in order to
utilize the route information in a more effective way and to find ways to reduce along road error εx as well, we
perform a thorough study to understand the properties of the errors better, based on which a new approach is
proposed.
4.3.1 Noise Model. We first define the noise model of localization for one point. To simplify the representation,
we define the coordinates by setting the direction along the road segment as the x-axis and the direction vertical
to the road segment as the y-axis, as shown in Fig. 6. It is natural to assume the measurement p is generated by
the true position q with a zero-mean 2-D Gaussian noise N (0,Σ) as defined in [26, 39]. Thus, by denoting the
true position of the object q =
[
qx
qy
]
which is located on the road segment, the probability of generating a noisy
measurement p given its true position is P (p|q) = N (q,Σ). Note that since we have defined the x-axis as the
road segment itself, we can infer that qy = 0.
As the route R corresponding to a trajectory has been inferred by route inference phase, we are aware of εy ,
the error vertical to the road segment, by computing the projection distance from the observation p to the road
segment. Unlike the situation with only raw trajectory T , now we have more valuable information, i.e., R and
εys. The issue we want to address is how to estimate the full error ε of any point given the knowledge on its εy . If
we can address this issue, we will be able to selectively choose some points with small estimated error to be the
candidates working as the references of interpolation, and hence have the control on the final error. Theorem 4.1
presented below provides one solution to this issue.
y
x
p (px, py ) Measurement 
q (qx, 0)True Position
Hy Vertical Error
HFull Error
Hx Along-road Error
Fig. 6. The illustration of the noise model. The solid line is the road segment. q is the true position of the object which is
restricted on the road and p is the noisy measurement.
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Theorem 4.1. If the noisy measurement p =
[
px
py
]
is generated according to a 2-D Gaussian distribution
N
( [
qx
0
]
,
[
σ 2x ρσxσy
ρσxσy σ
2
y
])
, suppose we have known the error εy in the y-direction of the measurement p, the
expectation of the squared full error of p, i.e, E[ε2] is
((
ε2y
σ 2y
− 1
)
ρ2 + 1
)
σ 2x + ε
2
y .
Proof. See Appendix. 
4.3.2 Candidate Selection. According to Theorem 4.1, we understand that E[ε2] =
((
ε2y
σ 2y
− 1
)
ρ2 + 1
)
σ 2x + ε
2
y .
That is to say, if εy is small, E[ε
2] will also be small and moreover, the along-road error εx will also be reduced if
ρ  0. Consequently, a good strategy to reduce the errors of p is to consider points in original trajectory T with
small εy values (e.g., p ∈ T with corresponding εy smaller than a given threshold ζ ). This selection strategy can
help to limit the along-road error to an upper bound of
√((
ζ 2
σ 2y
− 1
)
ρ2 + 1
)
σ 2x .
Notice that selecting candidates strictly according to the threshold will not have any guarantee on the distance
of two consecutive selected candidates, which means we may unfortunately select two candidates far away from
each other and have to interpolate the points between these two candidates. Obviously, the longer the distance
between them is, the larger the errors corresponding to those interpolated points will be. In order to address this
issue, we propose a soft candidate selection strategy. Instead of only selecting points having εy < ζ , we further
consider the distance between two consecutive candidates. In detail, we design a soft vertical error ϵy instead of εy ,
where ϵy is computed as follows,
ϵy = εy ×
[
1 − 1
1 + exp(−λ(d − d0))
]
Note, d refers to the distance between the currently scanned point and the previously selected candidate, and λ
and d0 are parameters. In addition,
1
1+exp(−λ (d−d0 )) is actually a logistic function (d ) with the range (0, 1) which
can be used as a smoothed threshold function [8, 40] with d0 being the threshold. (d ) will be closer to 0 if d < d0
and it will be closer to 1 if d > d0. The parameter λ controls the steepness. As a summary, given a previously
selected candidate ci , our soft candidate selection scans and evaluates the points in original trajectory T right
behind ci one by one, until a new candidate is selected. For each point pi that is evaluated, pi is selected as a new
candidate if the corresponding ϵy < ζ .
With the help of soft candidate selection, we can infer that when scanning the points close to ci , their distances
d to ci will be small and hence (d ) ≈ 0, and ϵy ≈ εy . In other words, when the distance between two candidates
is not far (i.e., d < d0), soft candidate selection strategy still safely implements the original selection criteria
εy < ζ . When the nearby points of ci fail to become new candidate, the distance of next potential candidate to
ci (i.e., d) increases gradually, which results in the increase of (d ) and hence ϵy < εy with their gap increased.
Consequently, as d increases, the criterion of ϵy < ζ becomes looser, and when d exceeds the d0, we have (d ) ≈ 1
and hence ϵy ≈ 0 so a new candidate will be nearly unconditionally selected. The tolerance distance between two
adjacent candidates is bounded by d0 (200m in our experiments) which is controllable.
4.3.3 Bayesian Smoothing. In the previous section, we have obtained the candidate set C = {c1 → c2 →
· · · → c |C | }. C can be regarded as a sub-trajectory of the original trajectory T with the help of soft candidate
selection strategy that enables us to select points with small expected error and hence help to reduce errors.
However, there are still rooms for improvement. In the following, we introduce Bayesian smoothing technique, a
smoothing technique on dynamical state space model, to further reduce the errors of the selected candidates
C. A dynamical state space model captures a sequence of noisy measurements, where each measurement ct
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is generated from a (unobserved) state zt according to a distribution P (ct |zt ) that is usually called emission
probability. The state dynamically evolves according to the previous state, i.e., the distribution P (zt |zt−1) which
is the transition probability. The dynamical state space model is similar to HMM but the former is continuous
while the state space of HMM is discrete.
Here, we adopt the Rauch-Tung-Striebel Smoother (RTSS) [29] which is the optimal Bayesian smoother with
the closed form solution for the dynamical state space models when it is linear Gaussian, i.e., the state transition
probability and the emission probability can be represented as
P (zt |zt−1) = N (At zt−1 + Bt ,Qt )
P (ct |zt ) = N (Ht zt + Ct ,Rt )
Then, it can be proved that the marginal posterior of state zt is also a Gaussian [29], i.e.,(zt |p1:T ) = N (mst , Pst ).
Thus, the key of RTSS is to compute the mean and covariance matrix of the posterior, i.e., mst and P
s
t at each time
step. This problem has a recursive closed-form solution which makes it optimal. The detail of RTSS can be found
in [29].
Motion Model. The key of a dynamical state space model is to design a state transition model and the measure-
ment model. Here we include higher order information, i.e., define the state z as the coordinate and the velocity in
both x and y directions of the moving object. The measurement c is defined as the observed noisy position. Then
we have,
zt =
[
q (t )x ,q
(t )
y ,v
(t )
x ,v
(t )
y
]
, pt =
[
c (t )x , c
(t )
y
]
Let qt =
[
q (t )x ,q
(t )
y
]
and vt =
[
v (t )x ,v
(t )
y
]
. If we assume the object moves according to a constant speed vt
between two time steps, from the fact that qt = qt−1 + δtvt , where δt refers to the time interval between zt and
zt−1, we can induce the parameters Ht , Ct and Qt in transition model as follows,
Ht =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 δt 0
0 1 0 δt
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, Ct = 0, Qt =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 σ 2vxδt 0
0 0 0 σ 2vyδt
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2)
Here, we assume the speed in each direction varies according to a 1-D Gaussian with the variance of σ 2v∗δt . Note
the variance is multiplied with the time interval δt since the larger the δt is, the larger the speed will change.
We also assume the measurement is generated according to the true position qt with a zero-mean Gaussian
distribution. Thus, we can derive the parameters At , Bt and Rt of the measurement model as follows,
At =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, Bt = 0, Rt =
[
σ 2px 0
0 σ 2py
]
For the two initial parameters m0 and P0, they are initialized as follows
m0 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
c (1)x
c (1)y
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, P0 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
σ 2px 0 0 0
0 σ 2py 0 0
0 0 σ 2vx 0
0 0 0 σ 2vy
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Now adopting the RTSS on the selected candidates C = {c1 → c2 → · · · c |C | }, which form a sub-trajectory,
according to the motion model defined above will further reduce the error of C and generate the smoothed
trajectory C˜ = {c˜1 → c˜2 → · · · c˜ |C | }.
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Incorporating the road network prior information. Note that RTSS smoother does not know any prior road
network information but does the smoothing according to the linear Gaussian motion model. It is not aware
of the location of roads. We next propose a simple but effective technique to incorporate the road network
information. Before adopting RTSS on the candidates C, for each point ci ∈ C, we are aware of the road segment
ci is located on. Accordingly, we project each ci onto its corresponding road segment and use the projection
as its new measurement
[
c ′x
(t ), c ′y
(t )
]
. In such a way, we feed the model the knowledge that an object moves
on straight lines (since most, if not all, road segments are straight) which meets the linear assumption of the
model. Thus, the model will tend to not smooth the point in the direction vertical to the road segment since it
has already met the linear transition assumption. As a result, the model focuses more on smoothing the points in
the direction along the straight line. We will demonstrate the effectiveness of this technique in our experimental
study.
Discussion. Notice that in Section 4.1.3 we have proposed a weighted mean filter to smooth the trajectory, but
we adopt RTSS in candidate construction phase here. The reason is that in the candidate construction phase,
each selected candidate point affects the accuracy of final calibrated trajectory and if possible, we prefer each
candidate to be as accurate as possible. However, as shown in Fig. 4, the weighed mean filter will tend to form a
large curve when the trajectory is turning. This phenomenon will result in the large error of candidates. On the
other hand, in the filtering phase, our objective is to generate a smoothed trajectory that can help to obtain a
route R in the next route inference phase. In other words, how to guarantee the accuracy of each individual point
is not the focus. That is the reason why the weighted mean filter is proper for the filtering phase but not the
candidate selection phase. In addition, RTSS enables the incorporation of the latent relation between two points,
i.e., the higher order information such as the speed, making it more reasonable than the mean filter and having
more chance to reduce the along-road error. As a result, we claim that mean filter is not proper for this objective.
4.4 Interpolation Phase
After constructing the candidates C˜, in this phase, we will calibrate the remaining points, i.e., T − C˜, leveraging
the confident information of the candidates. Thus, we apply an interval-based interpolation to interpolate these
remaining points. Although the measurements of positions are very noisy, there still remains the information
relatively accurate which we can take advantage of, that is the time stamp of each trajectory point. It is reasonable
to assume that in a short interval, each object moves in a constant speed. Consequently, we can infer that the
moving distance between two true positions should be proportional to the time interval between them. To
be more specific, let’s consider interpolating the points between certain two consecutive candidates, say c˜i
and c˜i+1. Assume those points between c˜i and c˜i+1 in the original trajectory which need to be calibrated are
pi,1,pi,2, · · · ,pi,k . Their calibrated positions, denoted as p˜i,1, p˜i,2, · · · , p˜i,k have following property:
Δdj =
ti, j − ti, j−1
ti+1,k+1 − ti,0Li , j = 1, 2, · · · ,k
where Δdj refers to the road network distance between p˜i, j and p˜i, j−1. Specifically, for simplicity of representation,
we rename c˜i to p˜i,0 and ˜ci+1 to p˜i,k+1. We denote the time stamp of each pi, j as ti, j . Moreover, Li is the road
network distance between c˜i and c˜i+1. Take Fig. 7 as an example. ci and ci+1 are two consecutive candidate points
selected by the candidate selection step, and c˜i and c˜i+1 are the corresponding smoothed candidate positions
smoothed by Bayesian filter process. pi,1 ∼ pi,4 are the points in the original trajectory between ci and ci+1 which
are going to be interpolated for calibration. From the time stamps of these points, we know the intervals between
two consecutive points are 5 seconds. Accordingly, the position of the interpolated position of the first point pi,1
should go along the corresponding route starting from c˜i by a distance of Δd1 =
ti,1−ti,0
ti,5−ti,0Li =
5
25Li ; the position of
the interpolated position of the second point pi,2 should go along the route starting from p˜i,1 by a distance of
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ALGORITHM 1: CLSTERS
Input: Noisy Trajectory T = {p1,p2, · · · ,pN } and the road network G.
Output: The calibrated trajectory T˜ .
1 Tˆ ← speed_f ilter (T )
2 Tˆ ← anдle_f ilter (Tˆ )
3 Tˆ ← weiдhted_mean_f ilter (Tˆ )
4 R ←map_matchinд(Tˆ ,G )
5 for i from 1 to |Tˆ | − 1 do
6 Ri ← route_completion(R[i],R[i + 1],G )
7 R ← R ∪ Ri
8 end
9 C ← candidate_selection(Tˆ ,R,G )
10 C˜ ← Bayesian_smoothinд(C,R,G )
11 T˜ ← interpolation(C˜,T − C˜,R,G )
12 return T˜
Δd2 =
ti,2−ti,1
ti,5−ti,0Li =
5
25Li . Finally, it holds that
Δd1 : Δd2 : Δd3 : Δd4 : Δd5 = (ti,1 − ti,0) : (ti,2 − ti,1) : (ti,3 − ti,2) : (ti,4 − ti,3) : (ti,5 − ti,4)
Li = Δd1 + Δd2 + Δd3 + Δd4 + Δd5
1d' 2d'
3d' 4d' 5
d'
      Route    
      Original Noisy Position
      Selected Candidate
      Smoothed Candidate
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Fig. 7. Example of the interval-based interpolation. The time stamps corresponding to trajectory points are listed on the top
of the figure.
4.5 Summary
Till now, we have presented the details of CLSTERS. As a conclusion and to provide a clearer view, we list the
complete flow of CLSTERS in Algorithm 1. Note lines 1 to 3 refer to the filtering phase, lines 4 to 8 refer to the
map matching phase, lines 9 to 10 refer to the candidate construction phase, and line 11 is the interpolation phase.
5 EXPERIMENT
In this our experimental study, we use three noisy cellular-based trajectory datasets generated from Xi’an and
Beijing in China as well as Kuwait City in Kuwait. The statistics of those three datasets are listed in Table 1
and their visualization is plotted in Fig. 8(a), 8(b) and 8(c). Obviously, these three trajectories have different
Proceedings of the ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies, Vol. 1, No. 1, Article 1. Publication date: July 2017.
1:14 • H. Wu et al.
Table 1. Dataset Description
Xi’an Beijing Kuwait City
# Points 10018 1338 1188
# Road Segments Passed 276 151 110
Duration 3h13m49s 1h19m 28m28s
Sampling Interval (s) 1.16 3.57 1.44
Length (km) 35.96 36.25 21.19
Average Speed (km/h) 10.81 27.33 45.20
Original Localization Error (m) 82.86 212.95 167.57
Moving Style covering road network covering road network normal driving
Cellular Network 4G (LTE) 3G (UMTS) 4G (LTE)
Raw Signal RSRP Cell-ID RSRP
Localization Technique RFPM[34] WCCL[30] RFPM[34]
characteristics. E.g., for Xi’an dataset, the trajectory is generated by covering the road network in this area for
testing the robustness of error reduction algorithms under different road types as well as complex driving route;
while the Kuwait dataset is generated by normal driving style. The error scales of these three datasets are different
as well. Moreover, to further justify the generalization capability of CLSTERS, these three datasets are collected
via two different localization techniques with different raw signal and cellular networks. In detail, the raw signals
of Xi’an and Kuwait are collected in 4G (LTE) network in the form of received signal code power (RSCP) and
are localized to point positions by radio frequency pattern matching (RFPM) technique [34]. The raw signals
of Beijing dataset are collected via 3G (UMTS) in the form of raw Cell-ID, and the corresponding localization
technique used is weighted centroid correction localization (WCCL) [30]. Notice that the data which will be used
in the following experiments only contains the latitude and longitude generated by the localization techniques,
as well as the timestamp.
To get the trajectory under different sampling rates, we sub-sample the original trajectory according to sub-
sampling rate s , i.e., to pick up p1,p1+s ,p1+2s , · · · from the raw trajectory to form the new trajectory, with s being
1, 2, · · · , 10. When s = 1, all the raw points are considered, while s = 10, only 10% of the original raw points
are considered. Note that for Beijing dataset, when the data is down-sampled to 10%, only about 100 points
are available. In other words, the down-sampled trajectory with 100 points loses too much information, which
makes it impossible to be recovered by any algorithm, given such a complex trajectory. Consequently, for Beijing
dataset, we specifically set the max sub-sampling rate s to 5. For the ground truth, when we get a cellular-based
trajectory position, we simultaneously get a sample by AGPS-localization. Since the GPS error is very low, we
adopt the map matching algorithm and project each GPS sample onto the corresponding road segment and use
the projection as the ground truth position of each sample. We adopt the calibration error defined in Section 3 as
the main performance metric.
We implement following approaches as the representatives of the state-of-the-art approaches.
SnapNet. The only map matching approach [25] that is designed for cellular-based trajectories.
HMM-MM. Hidden Markov model-based map matching algorithm, the well-known map matching approach
proposed in [26] which is regarded as the representative of map matching techniques.
RTSS. The Rauch-Tung-Striebel Smoother [29] which has been introduced in Section 4.3.3. Since the smoother
is designed for smoothing the trajectory and reducing the noise, we can directly adopt it on the original
noisy trajectory to study whether this approach is workable.
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(a) Xi’an: raw data & grount truth
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(b) Beijing: raw data & grount truth
1km
(c) Kuwait City: raw data & grount truth
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(d) Xi’an: the calibrated result of
CLSTERS
400m
(e) Beijing: the calibrated result of CLSTERS
1km
(f) Kuwait City: the calibrated result of CLSTERS
Fig. 8. The visualization of the three datasets. Trajectories in red are generated by cellular-based localizations. Those in
purple are generated by GPS and mapped to the road network which can be regarded as the ground truth and those in blue
are the calibrated trajectories output by CLSTERS. Note that the measure scales of these maps are different.
RTSS+PJ. RTSS is adopted to smooth the original trajectory and then each smoothed point is projected onto
the nearest road as the final calibrated position.
KF. The Kalman Filter [17] is the optimal solution for Bayesian filter [31] and commonly used for locating the
outliers and smoothing trajectories [43]. The difference between KF and RTSS is that KF is a Bayesian filter
which can not get the observations after currently filtering time step t while RTSS can use the observations
after t .
KF+PJ. Similar to RTSS+PJ, it projects the filtered point onto the nearest road as the final position.
MF. The mean filter [43], introduced in Section 4.1.3, is common for smoothing the trajectory.
MF+PJ. Similarly, it projects the point after adopting MF onto the nearest road as the final position.
PJ. This is the naive solution. It just projects each original noisy trajectory point onto the nearest road
segment.
5.1 Overall Evaluation
5.1.1 The Main Evaluation. The main objective of CLSTERS is to reduce errors for cellular-based trajectories
and we plot the CDF of the calibration error w.r.t. the original localization error as shown in Fig. 9(a), Fig. 9(b) and
Fig. 9(c). We can see our error reduction system does help to reduce the error of trajectories with large error scales.
Moreover, the visualizations of the calibrated trajectory shown in Fig. 8(d), Fig. 8(e) and Fig. 8(f) further justify
the effectiveness of our approach. Next, we perform two sets of experiments in the following to demonstrate the
superior performance of CLSTERS, as compared with its competitors. Note that all the parameters of existing
algorithms are optimized to achieve the best performance. Similarly, we also fine-tune the parameters of CLSTERS.
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The generality of parameter settings will be evaluated in the next subsection and the impacts of parameters in
CLSTERS will be explained in Section 5.2.
The first set of experiments is evaluating the calibration error of these approaches which is the key objective
of this paper. Fig. 9(d), Fig. 9(e) and Fig. 9(f) plot the results w.r.t. different sub-sampling rate corresponding
to three datasets. From the results we can see CLSTERS has successfully reduced about 40% error while other
approaches have very subtle effects. This effectively demonstrates the generality and robustness of CLSTERS
under different datasets with different driving styles and error scales. Moreover, we can see CLSTERS achieves the
best performance under different trajectory data localized by different localization techniques, which further
justifies the transparency between CLSTERS and localization techniques. Although the errors of CLSTERS in Xi’an
and Beijing dataset increase slightly when the sub-sampling rate becomes high, we claim that it is reasonable,
because the trajectory in Xi’an and Beijing dataset is much more complicate than that in Kuwait. As a result, when
the trajectory is sub-sampled and becomes sparse (e.g., when s is set to a large value), it loses some information
that is important for error reduction, while the Kuwait trajectory does not include many turnings which makes
our approach relatively stable under different sub-sampling rates.
To make things clearer, we average the results under different sub-sampling rates and report the average
calibration errors in the ascending order in Fig. 9(g), Fig. 9(h) and Fig. 9(i). From the results we can infer some
facts. First, among the three filter/smoothers we evaluated (i.e., RTSS, MF, and KF), RTSS performs the best and
KF performs the worst, i.e., i.e., εRTSS < εMF < εKF . RTSS is the optimal Bayesian smoother and it has both
"optimal" and "looking forward" advantages; while MF only has the "looking forward" property. This explains
why RTSS outperforms MF in both datasets. KF is an optimal Bayesian filter. Unlike Bayesian smoother, it can
only look backward thus it has no information after current time stamp to refer to, which makes it worse than
MF. Second, for RTSS, KF and MF, their "+PJ" versions all perform slightly better than the original versions
which is consistent with our expectation. This is because "+PJ" version actually incorporates more information
and some prior knowledge (e.g., moving restricted by the road network), and hence it will have some chances
to get rid of vertical errors and outperform original versions. Moreover, among all the existing approaches we
implemented, we can observe that HMM-MM or SnapNet (both are map matching-based approaches) achieves
the best performance, which further proves that the road network information is important and very useful. Last
but not least, we want to highlight that RTSS, HMM-MM, PJ, MF approaches are actually adopted by CLSTERS in
certain steps. The fact that CLSTERS significantly outperforms all existing approaches confirms that the problem
studied in this paper is not easy, and it cannot be solved by adopting any existing approach solely; however, fully
understanding the problem and the power of existing approaches and combining them in the right way is the key
to conquer this problem.
Since our approach can also recover the route of a trajectory, we are also interested in figuring out the
performance of inferring the route. Hence we conduct the second set of experiments to evaluate the route
accuracy of these approaches. Let Rдt denote the ground truth route, and R denote the route inferred by an
approach, the route accuracy αR is computed as
αR =
len(R ∩ Rдt )
max(len(R ), len(Rдt )) ∈ [0, 1]
The maximum operation is adopted to penalize the algorithm if it returns a route by covering as many roads
as possible, which is a commonly used criterion [38, 42]. Notice that KF, MF and RTSS are excluded from this
evaluation as they do not use the road network information. Alternatively, we use their "+PJ" versions to get the
route by connecting the road segments that each point is projected to. To get the whole route, we complete the
route according to Section 4.2 by inserting the shortest path between two unadjacent road segments. For the case
that a point pi is projected to a bi-directional road segment (i.e., two road segments share the exact shape but
opposite directions), we select the one whose direction is closer to pi−1 → pi .
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Fig. 9. The performance of calibration error of all approaches. "Origin" refers to the error of the original trajectory. The
sub-figures in the last column are the results averaged by sampling rates and the results are sorted in the ascending order.
Fig. 10(a), Fig. 10(b) and Fig. 10(c) plot the results. We can infer that the performances of non-map-matching-
based approaches, i.e., RTSS+PJ, KF+PJ, MF+PJ and PJ, are much worser than map-matching-based approaches.
This is because most of roads are bi-directional [39] and the trajectories have many "ping-pong effects" and outliers
which may result in the wrong selection of the road segment if only considering the direction of pi−1 → pi . Among
those map-matching-based approaches, CLSTERS outperforms other approaches in most cases, while SnapNet
is the second best approach which is superior to HMM-MM. Since SnapNet is also designed for cellular-based
trajectories, its route accuracy is better than HMM-MM. However, according to the calibration error reported
previously, we observe that SnapNet is not able to reduce/correct the along-road error. On the other hand,
HMM-MM based approach cannot handle large error trajectory, so it has the lowest accuracy among CLSTERS,
SnapNet and HMM-MM. We also average the performance of different approaches by averaging all sub-sampling
rates and report the results in the descending order in Fig. 10(d), Fig. 10(e) and Fig. 10(f). We observe that for
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Fig. 10. The performance of route accuracy of all approaches. The sub-figures in the row below are the results averaged by
sampling rates and the results are sorted in the descending order.
filtering/smoothing approaches (those with PJ), their performances are similar and they only achieve around 20%
to 40% route accuracy while those map-matching-based approaches are able to achieve a much higher accuracy.
5.1.2 Evaluation on Generality of Parameter Settings. Recall that in the previous set of experiments, the
parameters of all approaches (including CLSTERS) are tuned to reach the best performance. Here we conduct the
experiment showing the generality of parameter settings of CLSTERS on unknown trajectories. To fulfill such
requirements, we collected another trajectory in Xi’an, denoted as Xi’an-2. It has the length of 24.5km containing
5, 608 points with the original localization error of 96.4m, corresponding to a trajectory covering an area in Xi’an
that is different from the one covered by existing Xi’an dataset. The visualization of the dataset Xi’an-2 can be
found in Fig. 11(a). In terms of CLSTERS, we report its performances on Xi’an-2 under two different parameter
settings, denoted as CLSTERS and CLSTERS(Xi’an). CLSTERS refers to the optimal performance where parameters
are tuned based on underlying dataset (i.e., Xi’an-2 dataset); while CLSTERS(Xi’an) refers to performance of
CLSTERS on Xi’an-2 dataset with the parameters tuned based on Xi’an dataset. We then report the calibration
error and the route accuracy metric in Fig. 11(e) and Fig. 11(f).
From Fig. 11(e) and Fig. 11(f), we can observe that the performances of all approaches remain, as compared
with their performance under Xi’an dataset. CLSTERS still achieves the best performance in terms of both
calibration error and route accuracy metrics. Although CLSTERS(Xi’an) performs slightly below CLSTERS, the
gap is insignificant, as compared with the performance of other approaches. This finding demonstrates that the
performance of CLSTERS is not very sensitive to the parameter settings; and the parameters tuned based on one
trajectory could be used for another trajectory corresponding to the movement in the same road network. The
CDF between the calibrated trajectory via CLSTERS and that via CLSTERS(Xi’an), as reported in Fig. 11(d), double
confirms our finding, as their difference is almost negligible.
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Fig. 11. The visualization and performance on dataset Xi’an-2. CLSTERS refers to performace where parameters are tuned
based on Xi’an-2 dataset, and CLSTERS(Xi’an) refers to the performance of CLSTERS with parameters tuned based on
original Xi’an dataset.
5.1.3 Evaluation on Pedestrian Scenario. Intuitively, the error scale, driving style, localization technique,
sampling rate and moving speed may effect the calibration result which have been evaluated previously. Among
these factors, we are interested in moving speed which can largely influence the shape of trajectory and perhaps
may affect the performance of calibration algorithms. Although we have reported the performance of all the
algorithms under different moving speeds, i.e., Xi’an dataset corresponds to a speed of 10 km/h, Beijing dataset
corresponds to a speed of 27 km/h, and Kuwait dataset corresponds to a speed of 45 km/h, these speeds are still
in the valid range of vehicle velocity. From Fig. 8, we can infer that the lower the speed, the more chaotic and
messier the trajectory will be, i.e., having more "ping-pong" effects. Consequently, it becomes interesting to
evaluate how CLSTERS performs when the speed becomes extremely low, e.g., under the pedestrian scenario.
Thus, in this set of experiments, we conduct the evaluation on calibrating trajectories under pedestrian scenario.
Note the main difference between the driving scenario and the pedestrian scenario is the moving speed. Thus, we
propose a method to generate a pedestrian trajectory according to existing vehicle trajectory. Suppose the driving
speed is vd and the required walking speed is vw . We first modify the time stamp of each existing point in the
vehicle trajectory Td to "slow down" the trajectory. In detail, for two consecutive points p1,p2 ∈ Td with the time
stamps t1 and t2, we increase the duration between t1 and t2 by the ratio of
vd
vw
, i.e., having t ′2 = t1 +
vd
vw
(t2 − t1).
In such a way, we can ensure that the moving speed is slowed down to the required walking speed. Since we
want to get a pedestrian trajectory having the same sampling interval as the original vehicle trajectory, we need
to interpolate  vd
vw
 − 1 points between p1 and p2 to make sure the sampling interval does meet the requirement.
For each interpolated point pi , its ground truth can be simply obtained via linear interpolation along the route
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passing from p1 to p2. After deciding the ground truth of pi , its measurement can be simulated by generating
an error vector ε from a 2-D Gaussian distribution and getting the measurement by moving the ground truth
position along the generated error vector. Note that the mean and co-variance matrix of Gaussian are obtained
by estimating a small window (11 points in the experiment) of original vehicle trajectory to ensure the locality of
the noise.
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Fig. 12. The visualization of simulated pedestrian trajectory using the Xi’an dataset and the calibrated results as well as the
quantified results.
Fig. 12(a) plots the simulated pedestrian trajectory with walking speed set at 5km/h and sampling interval at 1s.
We can find that the trajectory becomes extremely messy since the moving speed is slowed down and more points
are generated which bring more noises. Fig. 12(b) shows the calibrated results of CLSTERS that has successfully
calibrated most points even in such a challenging and messy scenario. Fig. 12(c) shows the CDF of error on
calibrated trajectory and we can find that CLSTERS does effectively reduce many errors in the original trajectory.
Moreover, we test the performance of other competitors, with the results reported in Fig. 12(d) and Fig. 12(e).
From the result, we can observe that CLSTERS again achieves the best performance among all approaches with
significant performance advantage. It’s worth to mention that, in terms of route accuracy, SnapNet outperforms
HMM-MM largely. This is because that SnapNet also adopts a filtering process which can filter many noisy points
in the original trajectory and enables map matching to perform better. On the other hand, although SnapNet
achieves the highest route accuracy among all competitors, its calibration error is still high due to the fact that it
is not able to reduce the along-road errors.
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Fig. 13. Experimental results on the speed filter.
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Fig. 14. Experimental results on the angle filter.
5.2 Self Experiments
Recall that although we have tried our best to make CLSTERS as general as possible, parameter tuning is still
unavoidable for datasets of different cities since there are multiple factors influencing the scale of parameters
such as the error scale, driving speed, the severity of "ping-pong effect", etc. However we claim that although the
scale of the parameters may change under different datasets, there is no need for the structure of our system to
change. In the following sets of experiments, we only report the results based on the Xi’an dataset when studying
the impact of parameters on the performance of CLSTERS, as the Xi’an trajectory is a road-network-covering
trajectory, i.e., containing left-turn, right-turn, turning round as well as covering many types of roads, and the
results obtained from Xi’an dataset are representative. Note that be default, all the parameters are optimized
to enable CLSTERS to achieve best performance. When we study the effect of parameters, we only vary one
parameter’s value in one experiment while fix all the other parameters to their defaults.
5.2.1 Experiments on Speed Filter. First, we study the effect of the threshold parametervmax used by the speed
filter introduced in Section 4.1.1, with results shown in Fig. 13(a). We can observe that when vmax is set to a small
value (e.g., 80km/h), over 13% points are filtered among which some are normal points that should not be filtered
out according to Fig. 13(b). The over-filter phenomenon actually explains the relatively large calibration error
incurred by CLSTERS when vmax =80km/h. On the other hand, when vmax is set to a large value, the filtering
power weakens, thus the performance drops and will be finally converged to the result without using the filter.
Considering Xi’an dataset, the best value of vmax is 120km/h which is consistent with common knowledge since
the speed is often limited to 120km/h in the real world.
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5.2.2 Experiments on Angle Filter. Second, we study the effect of the threshold parameter θmin used by the
angle filter introduced in Section 4.1.2. We vary θmin from 60
◦ to 160◦ and plot the trend of calibration error
and route accuracy under different θmin values in Fig. 14(a). We can observe that CLSTERS reaches the best
performance when θmin = 120
◦. This observation indicates that preserving the points forming a near-straight
line will be beneficial to the result. However, when θmin increases its value further, the performance drops. The
reason is that the further increase of θmin will make the filtering criteria more strict and hence more points will
be filtered out as shown in Fig. 14(b). Over-filtering may trigger the issue of filtering out a series of consecutive
points and hence some key information will be lost and difficulty of recovering the route will be increased. On
the other hand, when θmin decreases its value, the power of the filter will also be decreased and less outliers will
be filtered out which also results in the decrease of the performance.
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Fig. 15. Experimental results on the weighted mean filter.
5.2.3 Experiments on Weighted Mean Filter. Next, we study the parameters of weighted mean filter. Recall that
it relies on two key parameters, the window size η and the standard deviation σm of the Gaussian weight function
in Eq. (1). We first conduct the experiments to study the impact of window size η by varying the half window size
(η − 1)/2 from 2 to 10. For a better visualization of the effect of this parameter, we use the Xi’an dataset under
the sub-sampling rate 5 (i.e., s = 5) to sparse the trajectory. Since this approach is fixing the position and making
the trajectory smoother, we use the error of the filtered trajectory to directly analyze the performance of the filter.
For comparison, we also plot the performance under the traditional mean filter in Fig. 15(a). From the results we
can observe that the weighed mean filter shows the strong robustness to the window size. The traditional mean
filter has a similar performance when the half window size is 2, however when the window size increases, the
error drastically increases. Thus with the help of the weighted mean filter, we can safely set the window size to a
large value for better filtering the densely sampled trajectory while maintaining the performance on the sparsely
sampled trajectory, which has also been proved in Fig. 4.
For the parameter of σm , we vary it from 5 to 40 and we find the proper value of σm is in the range of 10 to
20 according to Fig. 15(b). If σm is too small, the Gaussian function becomes very sharp which means it only
assigns a high weight to the point very close to the current point and hence weakens the effects of the filter with
increased error. If σm is set to a large value, the Gaussian function becomes flat which means it assigns a high
weight to the point sampled far away from the current point. Then if the window is set to a large value too, this
will make the filter over-filter the points and force the filter to perform similarly as the traditional mean filter
which will increase the error.
5.2.4 Experiments on Candidate Selection. Fourth, we study the candidate selection process. Recall that the
parameter ζ serves as the threshold for selecting the candidates whose vertical error is smaller than ζ . Fig. 16(a)
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Fig. 16. Experimental results on the candidate selection.
shows the result by varying ζ from 10m to 60m. First let us see the result of the strict selection criteria. We
can find that the error of the candidate reduces with the decrease of ζ which is consistent with Theorem 4.1
showing that under this strategy we do have the ability to control the error of the selected candidates. As ζ limits
the vertical error εy of the candidates, the reducing of εy will result in the decrease of the error ε as well as the
along-road error εx . Based on the trend of the final calibrated trajectory error, we can figure out that although
we prefer the small error of candidates, the performance will reversely be worse if ζ becomes too small. The
reason is that when we set ζ too small, for strict selection criteria, there will be fewer points to be selected as the
candidates. This means we have to interpolate more points with fewer candidates to be referred to, which will
increase the final calibration error. When ζ is set to a larger value, the selection criteria will be loosened and more
points will be selected. As a result, fewer points will be interpolated and the result will converge to the result
without interpolation. This explains the convergence of the final calibrated error in Fig. 16(a) when ζ > 40m.
Fig. 16(a) also plots the performance of the proposed soft candidate selection strategy. Since it will loosen the
criteria by considering the distance between two candidates, the error of the selected candidates will be larger
than the error of the candidates selected by the strict criteria, which is reflected in Fig. 16(a). However, thanks to
the soft criteria that ensures the distance of two candidates to be bounded, we can set ζ to a small value without
worrying the potential risk of small number of selected candidates. As shown in the figure, the final calibration
error curve of soft selection is much gentler and lower than the strict one which justifies the effectiveness of the
soft candidate selection strategy.
Recall that in the soft candidate selection strategy, two parameters are involved, i.e., the candidate distance
threshold d0 and the logistic function’s steepness parameter λ. Based on the results plotted in Fig. 16(b), we can
figure out that the performance reaches its best values when d0 = 200m. When d0 further decreases its value, it
tends to easily loosen the criteria, which results in accepting points with larger errors. Thus the candidate error
increases as shown in the figure, together with the increase of the final calibration error. On the other hand,
when d0 increases its value, the criteria becomes more strict and it tends to perform as the strict selection.
Fig. 16(c) plots the effect of the steepness parameter λ. We can infer that a larger λ will result in a gentler
logistic function (d ) which tends to easily loosen the criteria. Thus the performance drops with the increase of
λ. On the other hand, when λ is set to a smaller value, (d ) will tend to be the hard threshold which means if d is
smaller than d0 it will perform as the strict selection criteria and when d exceeds d0, 1 − (d ) will suddenly drop
to 0 which losses the smooth property of logistic function and hurts the performance.
5.2.5 Experiments on Bayesian Smoother. Last but not least, we study the Bayesian Smoother. We compare the
performance under four strategies. They are (1) Directly using the purified trajectory Tˆ after the filtering phase as
the candidates and no Bayesian smoothing technique is adopted, which is denoted as None; (2) Adopting candidate
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Fig. 17. Experimental results on Bayesian smoothing.
selection introduced in Section 4.3.2 without smoothing, denoted as CS; (3) Adopting both the candidate selection
strategy and the Bayesian smoother, i.e., RTSS introduced in Section 4.3.3, to smooth the candidates, without
incorporating the road network information into the model, denoted as CS+BS; (4) Adopting candidate selection
strategy and using RTSS with incorporating the road network information, denoted as CS+BS+RI. Fig. 17(a)
illustrates the results. For the "None" approach, it does not select the candidate and hence loses the control of the
error of candidates, resulting in the worst performance. CS approach effectively reduces the along-road error
of the candidates, as compared with "None", showing the effectiveness of the candidate selection strategy and
the correctness of our theorem. For CS+BS approach, it further reduces the error w.r.t. CS, demonstrating the
necessity of Bayesian smoothing process. Furthermore, with the road network information incorporated into the
RTSS, CS+BS+RI performs the best.
Next, we conduct the experiments on the parameters involved in RTSS. Note that in themotionmodel introduced
in Section 4.3.3, the standard deviation of the measurement model σpx , σpy and the standard deviation of the
transition of speed σvx , σvy are four parameters in RTSS. To simplify our evaluation, we assume σpx = σpy = σp
and σvx = σvy = σv and study the effects of different σp , σv pairs. Fig. 17(b) shows the result of σp . We can find
that when σp is set to values around 50 ∼ 100m, RTSS will reach the best performance. Moreover, we do the
statistics of the σpx and σpy of the candidates in Xi’an dataset and get σpx = 47.6m and σpy = 40.74m. When we
set σp to these values, the near-optimal performance inferred from Fig. 17(b) could be achieved.
For the parameter σv , from the result presented in Fig. 17(c) we can observe that σv = 1m/s is the optimal
value and the larger the variance is, the worse the performance will be. This phenomenon shows that the model
tends to assume the speed only varies within a very small range which is consistent with common knowledge
since the speed is not likely to change a lot within a short duration.
We also want to mention that for both parameters, the performance w.r.t. these two parameters tends to be
relatively stable, which is a useful property in application since parameter tuning can be avoided. We claim this
nice property is contributed by the incorporated road network. As constrained by the road network, candidates
are forced to form a trajectory with many straight lines, which helps to eliminate a large portion of noises as well
as to meet the assumption of linear Gaussian dynamical state space model.
6 CONCLUSIONS AND FUTURE WORK
In this paper, we propose a general system CLSTERS for reducing errors of trajectories generated by cellular-based
positioning which has been adopted by HUAWEI. Our system requires zero hardware information of the trajectory
which makes it general and ubiquitous. We theoretically study the along-road error which is the key issue faced
by the existing map matching-based approaches. Aiming at this problem, we carefully design the solutions by
proposing a candidate selection strategy and adopting the Bayesian smoother. We conduct the evaluation using
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three real world datasets generated by two different localization techniques in three different cities and the results
show that CLSTERS can effectively reduce about 40% of original errors and hence largely outperforms the existing
approaches. In the future work, we are going to study the noise relationship between several consecutive points
and incorporate the driving behavior to further reduce the error.
A APPENDIX
A.1 Proof of Lemma 4.1
Proof. Notice, for simplicity, we assume the road segment, denoted by r , having the infinity length. We claim
it is a reasonable assumption since the probability density of a Gaussian is nearly zero when we consider the part
of the road which is far away from q. According to Bayes’ theorem,
Eq∼P (q |p)[ε2] =
∫
q∈r
‖q − p‖22P (q|p)dq =
∫
q∈r
‖q − p‖2 P (p|q)P (q)
P (p)
dq =
∫
q∈r
‖q − p‖2 P (p|q)P (q)∫
q∈r P (p|q)P (q)dq
dq
=
∫
q∈r ‖q − p‖2P (p|q)P (q)dq∫
q∈r P (p|q)P (q)dq
=
∫
q∈r ‖q − p‖2P (p|q) 1len (r ) dq∫
q∈r P (p|q) 1len (r ) dq
=
∫
q∈r ‖q − p‖2P (p|q)dq∫
q∈r P (p|q)dq
(3)
Let C = 1
2πσxσy
√
1−ρ2 exp
(
− p
2
y
2σ 2y
)
and t = 1√
2(1−ρ2 )
(
px−qx
σx
− ρpy
σy
)
, with the fact of the Gaussian integral, i.e.,∫ +∞
−∞ exp(−t2)dt =
√
π we have
∫
q∈r
P (p|q)dq =
∫ +∞
−∞
1
2πσxσy
√
1 − ρ2 exp
⎡⎢⎢⎢⎢⎣− 12(1 − ρ2)  (px − qx )
2
σ 2x
− 2ρ (px − qx )py
σxσy
+
p2y
σ 2y

⎤⎥⎥⎥⎥⎦ dqx
= −Cσx
√
2(1 − ρ2)
∫ +∞
−∞
exp
⎡⎢⎢⎢⎢⎣−  1√2(1 − ρ2) 
2 (
px − qx
σx
− ρpy
σy
)2⎤⎥⎥⎥⎥⎦ d
⎡⎢⎢⎢⎢⎣ 1√2(1 − ρ2)
(
px − qx
σx
− ρpy
σy
)⎤⎥⎥⎥⎥⎦
= −Cσx
√
2(1 − ρ2)
∫ +∞
−∞
exp(−t2)dt = −Cσx
√
2π (1 − ρ2) (4)
Since px − qx = σx
√
2(1 − ρ2)
(
t +
ρpy
σy
√
2(1−ρ2 )
)
, we can get,
∫
q∈r
‖q − p‖22P (p|q)dq =
∫ +∞
−∞
(
(px − qx )2 + p2y
)
2πσxσy
√
(1 − ρ2) exp
⎡⎢⎢⎢⎢⎣− 12(1 − ρ2)  (px − qx )
2
σ 2x
− 2ρ (px − qx )py
σxσy
+
p2y
σ 2y

⎤⎥⎥⎥⎥⎦ dqx
= −Cσ 3x (2(1 − ρ2))3/2
∫ +∞
−∞
⎡⎢⎢⎢⎢⎣t2 −
√
2ρpy√
1 − ρ2σy
t +
ρ2p2y
2(1 − ρ2)σ 2y
⎤⎥⎥⎥⎥⎦ exp
(
−t2
)
dt − p2yCσx
√
2(1 − ρ2)
∫ +∞
−∞
exp(−t2)dt
= −Cσ 3x (2(1 − ρ2))3/2
∫ +∞
−∞
t2 exp
(
−t2
)
dt + 4Cσ 3x (1 − ρ2)
2ρpy
σy
∫ +∞
−∞
t exp
(
−t2
)
dt
−Cσx
√
2(1 − ρ2) σ
2
x
σ 2y
ρ2 + 1p2y
∫ +∞
−∞
exp
(
−t2
)
dt
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Note that t exp(−t2) is an odd function thus ∫ +∞−∞ t exp(−t2)dt = 0 and for ∫ +∞−∞ t2 exp(−t2)dt , by substituting
t2 by u and with the help of Gamma function Γ( 12 + n) =
(2n)!
4nn!
√
π , we have∫ +∞
−∞
−t2 exp(−t2)dt = 2
∫ +∞
0
−t2 exp(−t2)dt = 2 × 1
2
∫ +∞
0
u (
1
2+1)−1 exp(−u)du = Γ
(
1
2
+ 1
)
=
√
π
2
Thus, ∫
q∈r
‖q − p‖22P (p|q)dq = −Cσx
√
2π (1 − ρ2)
⎡⎢⎢⎢⎢⎣σ 2x (1 − ρ2) + σ
2
x
σ 2y
ρ2 + 1p2y
⎤⎥⎥⎥⎥⎦ (5)
Finally, plugging Eq. (4) and Eq. (5) into Eq. (3), we can derive the final expectation of the squared error. Note that
since we have already set the x-axis to the road segment, the vertical error εy is actually |py |. Finally we have,
Eq∼P (q |p)[ε2] =
∫
q∈r ‖q − p‖2P (p|q)dq∫
q∈r P (p|q)dq
= σ 2x (1 − ρ2) + σ
2
x
σ 2y
ρ2 + 1p2y = 
ε2y
σ 2y
− 1 ρ2 + 1σ 2x︸︷︷︸
ε2x
+ε2y

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