The English city of Nottingham is widely known for its rich history and compelling folklore. A key attraction is the extensive system of caves to be found beneath Nottingham Castle. Regular guided tours are made of the Nottingham caves, during which castle staff tell stories and explain historical events to small groups of visitors while pointing out relevant cave locations and features. The work reported here is part of a project aimed at enhancing the experience of cave visitors, and providing flexible storytelling tools to their guides, by developing machine vision systems capable of identifying specific actions of guides and/or visitors and triggering audio and/or video presentations as a result. Attention is currently focused on triggering audio material by directing the beam of a standard domestic flashlight towards features of interest on the cave wall. Cameras attached to the walls or roof provide image sequences within which torch light and cave features are detected and their relative positions estimated. When a target feature is illuminated the corresponding audio response is generated. We describe the architecture of the system, its implementation within the caves and the results of initial evaluations carried out with castle guides and members of the public.
INTRODUCTION
Computer vision is an increasingly popular HCI technology. It has been applied to tracking facial features [e.g. 1], hands [2, 3] , bodily motion and gestures [4, 5, 6, 7] and the movement of specially tagged clothing. In addition to observing human behaviour directly, machine vision has been used to identify users' intentions indirectly. Examples of indirect interaction include monitoring the placement of physical objects on a variety of surfaces [8] and detecting and tracking laser pointers aimed at an interactive surface [9, 10] .
Laser pointers are attractive devices for interaction. They are familiar, have a clear purpose and are naturally used during presentations and in other interactive and collaborative situations. They are also highly localised and comparatively easy to detect, illuminating a very small portion of the world in a very particular way. Automatic detection of laser pointers in image sequences may therefore be expected to be both fast and accurate. False positives should also be rare; it is highly unlikely that any other object will generate image features similar to those arising from focused laser light.
Standard flashlights, however, also have much to commend them. They also have a natural role to play in both interaction with the world and collaboration with others, albeit in very different and much less formal situations than laser pointers. Flashlights are inherently appropriate to darkened spaces, and particularly well-suited to individual and group exploration of those spaces. Flashlights are cheap and ubiquitous; many people own them and a surprising number carry them with them. They are readily available in a variety of physical forms (sizes, shapes weights, powers and designs) and mountings (including handheld and head-mounted). Some of them come with variable focus and colour. Flashlights are also intrinsically safe, compared to laser pointers which might be shone in people's eyes.
The key advantage of flashlights, however, is that an image of the projection of a flashlight beam onto a surface of interest exhibits a variety of potentially recognisable and interpretable features. These include size, boundary shape and spatial variations in both intensity and color, and provide cues to the identity, position and orientation of the flashlight. Many of these features are missing from the uniform point projection generated by a laser pointer. The primary technical aim of the current project is to extract and exploit as much as possible of the information contained in flashlight beams, developing a range of rich and natural interfaces based upon this simple domestic object.
The work reported here is part of a project aimed at enhancing the experience of cave visitors, and providing flexible storytelling tools to their guides, by developing machine vision systems capable of identifying specific actions of guides and/or visitors and triggering audio and/or video presentations as a result. We envisage situations in which, for example, a guide pointing at Medieval graffiti triggers the projection of an image of the person thought to have written it, or a group of visitors putting their ears to a crack in the wall are able to listen to the stories of the "ghosts" inside. For the present, attention is focused on triggering media material by directing the beam of a standard domestic flashlight towards features of interest on a surface. This approach has previously been used to interact with an immersive tent-like display using flashlights [11] . The present paper both generalises and strengthens the technique and applies it to more extensive physical spaces, in which several surfaces are to be monitored. Cameras attached to the walls or roof of a cave provide image sequences within which torchlight and cave features are detected and their relative positions estimated. When a target feature is illuminated a corresponding audio response is generated.
Section 2 outlines the architecture of the proposed system. In Section 3 we describe in detail an implementation within the Nottingham caves, constructed as part of a public museum visiting experience. Visitors used flashlights to explore the walls of the caves, triggering the replay of ghostly voices whenever the beams crossed chosen physical features ( Figure 1 ). Public trials involving over a hundred visitors over the course of two days shed light a variety of software design and physical deployment issues, these are discussed in Section 4. Finally, conclusions are drawn in Section 5. Figure 2 shows the structure of the flashlight interaction system. The central action is to identify and locate both flashlight projections and target objects or features in images of the interaction environment and determine which, if any, targets are being illuminated. To do this the system first computes the difference between the current image of the monitored area and a stored background image captured with no flashlight beam in view. The resulting difference image is filtered to reduce noise and used to extract the area of the surface illuminated by the flashlight beam, if any. The centre of gravity of the obtained area is then used to define the beam's position. Once a target or targets have been selected, an associated audio and/or video response is generated. In the cave implementation described here, target set location is performed interactively and only audio responses are employed. 
SYSTEM ARCHITECTURE

EXPLORING THE NOTTINGHAM CAVES
The cave environment places a number of constraints on the developing system and raises issues that are not met in other, more structured situations. Camera placement is restricted as no modifications can be made to the physical structure of the cave. Many of the ceilings are quite low, and as the tour group will often occupy most of the free space in the cave it is likely that visitors will appear in the image sequence and occasionally occlude the target feature and/or torch light. Illumination within the caves is largely fixed, and somewhat limited. The caves are generally dark, and to add lights would detract from the visitors' experience. Figure 3 shows a sample image, which remains dark even after significant enhancement. Note also that the features of interest, in this case a horizontal row of roughly rectangular holes, are not bounded by the sharp surface reflectance or orientation changes commonly found in man-made environments. A real time response is required to keep the presentation fluent. Cave guides, however, are generally enthusiastic in their presentations and often make quite rapid movements of the torch. Presentation tools may also be driven by visitors, many of whom are children and likely to make high speed and near-random gestures.
Each tracking system consists of a camera, a 500 Mhz PC, a sound display (external speakers or headphones), a flashlight, and the VisionStation software that we have developed for this purpose. The latter consists of two key components: a target configuration system for interactively defining targets on a surface and associating them with sound files, and a run-time system that detects and tracks the beam of a flashlight across a surface and triggers the appropriate sound file whenever it hits one of these targets. Figure 3 Enhanced image of the cave wall
THE TARGET CONFIGURATION SYSTEM
Once the camera is in position, the interface shown in figure 4 is used to interactively create, remove and edit targets by clicking on the appropriate position in the video window (figure 4a). The properties of a given target such as its height, width and its current sound-file, can then be edited in the dialog window (figure 4b). a .
b . Figure 4 : Target configuration system. a). video window showing current targets, the selected target is unfilled. b). editing target properties.
THE RUN TIME SYSTEM
The run time system monitors the area of the wall covered and then detects and tracks the beam of the flashlight across its surface. The system looks for interactions between the detected beam and the predefined targets. Throughout the public trials described below, this involved detecting when the centroid of the beam moved into the area of the target. As a result, the system generates and responds to three kinds of event:
targets Cave Features 1. the beam cannot be seen in the tracked area, in which case the run-time system does nothing.
2. the beam is present in the background area, but isn't currently triggering a target, in which case the system plays a background sound (currently, the sound of the wind blowing) to indicate to the user that the flashlight is successfully being located.
3. the beam is present and has triggered a target, in which case the system plays the associated sound file.
Three separate installations were established to cover three distinct walls of the caves, spanning two linked chambers. Figure 5 shows the overall layout of the space and configuration of the system, including the locations and fields of view of the three cameras. Five targets were configured for each section of wall. In order to get a broad range of experience the size and physical nature of the targets were varied, as were the content and duration of the associated sound-files. The flashlights and audio equipment used in each cave were also varied; open speakers and headphones were both used, along with a variety of hand-held and head-mounted flashlights. 
INITIAL EXPERIENCES
Our experience was open to the public for two days. During this time we hosted over one hundred and fifty visitors. Of these, roughly one hundred were adults and fifty were children. The majority of visits involved groups of two or more, although there were a few individuals. A typical experience began with visitors being escorted down into the caves. They were then given a brief introduction and invited to use the flashlights to explore their history. The order in which they experienced the caves depended on which were busy at the time. We gave as little scaffolding as possible, avoiding precise instructions, demonstrations or technical explanations in order to be able to observe how quickly visitors could learn to use the technology. We did not explain the nature or number of the targets in each cave, again waiting to see whether visitors would discover these for themselves. We avoided helping those who were having difficulty finding targets, unless there was an obvious technical failure. We observed each experience and took field notes, focusing on visitors finding the first target, subsequent targets, whether they found all targets and other notable features of their We consider the experience to have been a qualified success. Visitors generally reported enjoying it, and some returned to use the system again and to show it to their friends. The ease with which they were able to interact with the technology, understand how to use it with little scaffolding, and to find most, if not all of the targets indicates the potential of this approach. However, a deeper analysis revealed a number of issues concerning the design of the tracking technology. These include choosing and finding targets, triggering sounds, and confirming tracking range.
CHOOSING AND FINDING TARGETS
Finding the first target typically took between a few seconds and a couple of minutes. Most visitors then quickly found subsequent targets. This was easiest when the target:
1. was an identifiable physical feature with interesting visual detail;
2. required a flashlight to be able to see it clearly;
3. was highly relevant to the associated audio clip.
An interesting design problem arose concerning the communication of system state. One of the characteristics of our approach (indeed, part of its appeal) is that the technology can largely be hidden from view; visitors point an everyday tool at existing physical features and there are no artificial computer graphics or other visual indicators of where the content is. However, this means that there is also no visible indication of system state, for example, showing how many targets have been found so far and how many remain to be found. As a result, users often used systematic searches of the cave wall in an attempt to locate targets. Some indication of closure is clearly necessary, telling visitors that they can safely move on from this section and hand over to someone else.
TRIGGERING SOUNDS
Perhaps the most persistent problem that we observed involved the re-triggering of sounds as a result of a flashlight repeatedly moving on and off a target. Re-triggering was clearly annoying for visitors and a particular problem for weaker visitors (e.g., young children), with heavier flashlights, and over longer distances. This has since led us to revise our target triggering mechanism. The original mechanism triggered a target when the centroid of the light beam entered the target area. Our new mechanism calculates the proportion of the target area that is overlapped by the beam area (the area of intersection of the beam with the target divided by the total area of the target). If this exceeds a threshold then this target becomes a candidate to be triggered. If there is more than one such candidate, the system triggers the target with the highest proportion of overlap. Early testing in the laboratory suggests that this reduces the effects of flashlight wobble. Figure 6 shows why this may be effective.
A small change in the 3D position or orientation of the flashlight can move the centroid a significant distance across the wall, maybe even taking it outside the target region. However, if the target is relatively small with respect to the width of the beam, most or even all of the target may remain illuminated. It may be that users naturally (unsurprisingly) view a flashlight as a device for illuminating, rather than pointing at, features of interest. Instead of keeping one point over the target they may seek to keep the target within the general pool of light, making the second triggering mechanism a better match to their use of the flashlight and so more effective. Figure 6 . A small change in torch position or orientation can move the centroid outside the target region, but leave the target illuminated.
CONFIRMING TRACKING RANGE
An important feature of our experience was that only limited areas of the total cave walls were interactive, and that their boundaries (determined by camera field of view) were not explicitly visible. Anticipating that this might confuse visitors, we had introduced a mechanism (the background wind sound) to confirm when a flashlight beam was in tracking range. We observed experiences where this mechanism was clearly understood and useful. On the other hand, many visitors did not obviously react to this cue. There also appeared to be some confusion about the precise boundaries of the interactive area. We propose extending our configuration system to allow the interactive surface to be designated as a subset of the visible camera image that can then be made to more closely follow natural visible features of the surface. Another extension might be to use the volume of the sound to indicate proximity to a target, making the boundaries fuzzier and also suggesting where to search, rather than just that the beam is in range.
CONCLUSION
We have presented a novel human-computer interaction system based upon the automatic visual detection and description of the projections of standard domestic flashlights. Our experiences in the Nottingham caves suggest that flashlights are a feasible interaction technology and raise new interactional challenges and possibilities. A key feature of the proposed system is the use of flashlight image features to identify and describe the position, orientation and motion of the flashlight. In the cave implementation however only the position and extent of the flashlight projection is exploited. Effort is now focused on extracting and exploiting as much as possible of the information contained in flashlight beams, developing a range of rich and natural interfaces based upon this simple everyday object. A number of extensions to this system are considered including the use of multiple flashlights and new applications of the existing flashlight interfaces are currently underway and will be the subject of future reports 
