Introduction
The reflected stochastic differential equation (RSDE) has been widely applied in the modeling of storage systems, supply chains and management sciences. Some known approaches in the fields may refer to Abate and Whitt [1, 2] , Ang and Barria [3] , Ata et al. [4] , Bo et al. [5] , Harrison [6] , Jang and Shim [7] , Rabehasaina [8] , Ward and Glynn [9, 10] , Yamada [11] and so on. The above-mentioned literature mainly focus on the following aspects for RSDEs: Transient behavior of the solution, drift rate control, stationary distribution, diffusion approximation, first passage problem and comparison theorem for the solution.
In this paper, we are concerned with the following d-dimensional reflected Markov-modulated stochastic differential equation (RMMSDE) on a closed positive orthant in R d ,  dX (t) = b(X (t), α(t))dt + σ (X(t), α(t))dW (t) + dL(t),
(1.1)
Here W (t) = (W 1 (t), W 2 (t), . . . , W m (t)) T is an m-dimensional Brownian motion, and α(t) is a right-continuous Markov chain taking values in a finite state space S = {1, 2, . . . , N} on a common probability space (Ω, F , (F t ) t≥0 , P) with the filtration (F t ) t≥0 satisfying the usual conditions. The Markov chain α(t) is characterized by its Q -matrix (Q = (q ij ) N×N ), which is independent of W . We assume that the Markov chain is irreducible. In addition, the coefficients b and σ admit the where
T is called the regulator for the solution process X (t). Specifically, the ith component of L(t) can only increase when the ith component of X (t) reaches the point zero. Hence the action of L(t) is termed a reflection at the boundary of the orthant. Further, the regulator L(t) satisfies the following properties:
The ith component of L(t) has continuous, nondecreasing path modification and
To guarantee the existence and uniqueness of the strong solution (X(t), α(t)), we suppose the following Lipschitzcondition holds (see, [11] ):
Here | · | denotes the Euclidean norm for vectors or the trace norm for matrices.
The aim of this paper is to extend the asymptotic stability criterion in distribution as in [12] to the d-dimensional RMMSDE (1.1). For the study of stability for the MMSDE without reflection, the reader can refer to Mao [13] , Mao et al. [14] and Yuan and Mao [12] . To the best of our knowledge, it seems that there exists not much literature to investigate the stability in distribution for the multi-dimensional RSDE with Markovian switching.
An outline of the paper is as follows. Section 2 presents some sufficient criteria of stability in distribution for RMMSDE (1.1). An example associated to reflected Ornstein-Uhlenbeck process with Markovian switching is established in Section 3. We can check that such a reflected process is asymptotic stable in distribution under the same setting as in [12] , according to stability criterion obtained in Section 2.
Sufficient criteria of stability in distribution
In this section, we present some sufficient criteria of stability in distribution for the strong Markov process (X(t), α(t)) of the solution of RMMSDE (1.1), namely, we shall investigate if P((X x (t), α k (t)) ∈ · × ·) tends to a probability measure as t → ∞ for any initial value X (0) = x, α(0) = k. We mainly refer to [12, Actually, we only need to give sufficient criteria to satisfy the following properties (P 1 ) and (P 2 ) (see Definition 3.1 and Theorem 3.1 in [12] ):
(P 2 ) For any ϵ > 0 and any compact subset
+ ×S. Prior to proposing sufficient criteria for the properties (P 1 ) and (P 2 ), we first recall the one-dimensional deterministic Skorohod problem associated to Eq. (1.1) (see, e.g., [15] ). Definition 2.1. Let the deterministic continuous function f t : R + → R satisfy f 0 ≥ 0. We say that a pair (x, ℓ) of functions on R + is a solution to the Skorohod problem associated with f , if
(ii) x t ≥ 0 for all t ≥ 0; (iii) t → ℓ t is nondecreasing, continuous, ℓ 0 = 0 and satisfies
In particular, the function ℓ t can be given by
According to Definition 2.1, we have the following estimate concerning the solution X (t) and L(t). 
Using Definition 2.1, it follows that
This yields that
According to the estimates of (2.4) and the condition (A), the estimate (2.2) can be derived by employing a similar procedure as in [15] . We omit the details.
Remark 2.1. For ρ > 0, define the stopping time
As a consequence of Lemma 2.1, τ ρ → ∞ almost surely when ρ → ∞. Indeed, for any t > 0,
Next we give a sufficient condition for the validity of the property (P 1 ). Before presenting the result, we first define a second-order differential operator on C
where
Proposition 2.1. Suppose that there exists a nonnegative function
where x
8)
for some nondecreasing function f 1 : R + → R + with lim t→∞ f 1 (t) = +∞, and
9)
for some positive constant γ , β > 0. Then the RMMSDE (1.1) admits the property (P 1 ).
Proof. Let t ρ = τ ρ ∧ t for t > 0 and τ ρ defined by (2.5). Then t ρ → t as ρ → ∞ by Remark 2.1. Using Itô's formula and (1.2), we conclude that
where (X x,k (s))
. Then the conditions (2.7)-(2.9) further yield that
Taking ρ → ∞, it follows that for all t ≥ 0,
By virtue of the condition (2.8), we have
This yields that for any R > 0,
Note that the function f 1 is nondecreasing and f 1 (t) → ∞ when t → ∞. Then we can choose R large enough such that
< ϵ given by (P 1 ). Thus the proof of the validity of (P 1 ) is now complete. Finally, we establish a criterion for the property (P 2 ). To achieve it, we define the following operator on
As in [12] , the difference between the two strong solutions X x,k (t) and X z,k (t) to Eq. (1.1) with different initial data (x, k) and (z, k) ∈ R d + × S is needed to consider.
Next we give a criterion for the property (P 2 ) by the following proposition.
Proposition 2.2. Assume that there exists a nonnegative function
) with x ≥ 0 and x j ∈ R (j ̸ = i), and there exist two nondecreasing functions f 2 , f 3 :
(2.14)
Then RMMSDE (1.1) admits the property (P 2 ).
Proof. The proof is similar to that of Lemma 4.2 of Yuan and Mao [12] . In contrast to the difference of solutions as in [12] , we will particularly deal with the difference of reflections L
] . 
Using (2.13) and (2.15), we have
] .
Next we estimate the last term of r.h.s. of the above inequality by employing the condition (2.12). In fact, using the property (1.2), it follows that (2.14) . Hence there exists a positive constant k 2 = k 2 (K , ε) such that
Similarly, by (2.14)-(2.16), one has for the above fixed k 2 ,
As a consequence
This implies that there exists a time T = T (K , ε) > 0 such that
The proof can be complete by along the lines of Lemma 4.2 in [12] . We omit the details here.
An example of stability in distribution for RMMSDE
This section focuses on an example of stability in distribution for RMMSDE (1.1). We find the sufficient conditions of the example (Theorem 5.1 of Yuan and Mao [12] ) of stability in distribution for the case without reflection can guarantee the stability in distribution for RMMSDE (1.1).
We first recall the conditions presented in Theorem 5.1 of Yuan and Mao [12] . Assume that the condition (A) and for all
where α, β i and δ i are constants such that A = −diag( 
Hence it holds that for all w In particular, the following reflected 1-dimensional Ornstein-Uhlenbeck (ROU) process dX (t) = (α − γ X (t))dt + σ dW (t) + dL(t) X 0 = x 0 ≥ 0, dX (t) = −γ (α(t))X(t)dt + σ dW (t) + dL(t) (X(0), y 0 ) = (x, k) ∈ R + × S.
(3.5)
According to (3.1) and (3.3), we can conclude that under the same setting of the Q -matrix and switching the drift γ (i) as in [12] , the above Markovian switching reflected ROU process (3.5) is also asymptotically stable in distribution.
