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A. Using the theory of generalized random fields on fractional Sobolev spaces
on bounded domains, and the concept of dual generalized random field, this paper intro-
duces a class of random fields with fractional-order pure point spectra. The covariance
factorization of an α-generalized random field having a dual is established, leading to a
white-noise linear-filter representation, which reduces to the usual Markov representa-
tion in the ordinary case when α ∈ N and the covariance operator of the dual random
field is local. Fractional-order differential models commonly arising from anomalous
diffusion in disordered media can be studied within this framework.
1. I
usc

The theory of generalized random fields defined on Sobolev spaces of integer order has
been used to study random fields with (positive or negative) integer regularity order,
particularly those defined as the mean-square solutions of stochastic partial differential
equations (Gel’fand and Vilenkin, 1964; Rozanov, 1979, 1982, 1996; Anh et al., 2000,
2001). The Markov property (in the weak sense) of these random fields is detailed, for
example, in Pitt (1971), Rozanov (1979, 1982) and Mandrekar (1983). Indeed, the weak-
sense Markov property holds if and only if a Dirichlet-type differential representation can
be derived for the bilinear form defining the innner product in the corresponding repro-
ducing kernel Hilbert space (RKHS) (see, for example, Pitt, 1971). Important examples
of Markov random fields include Lévy Brownian motion (McKean, 1963, Molchan, 1967)
and Markov random fields of finite order (Pitt, 1971).
Many recent studies involving anomalous diffusion in porous and/or fractal media
have led to the consideration of fractional differential or pseudodifferential operators and
equations (Bouchaud and Georges, 1990; Metzler and Klafter, 2000; Anh and Leonenko,
2001). This has become a rapidly growing area of scientific research which has applications
in a wide range of fields including physics, geophysics, hydrology, mathematical biology,
protein dynamics and mathematical finance (Levin, 1994; Barabasi and Stanley, 1995;
Shlesinger et al., 1995; Iannaccone and Khokha, 1996; Mandelbrot, 1997; Falconer, 1997;
Carpinteri and Mainardi, 1997; Hilfer, 2000; Schlichter et al., 2000). The equations
arising in these studies commonly have generalized solutions with fractional regularity
order. The theory of generalized random fields defined on Sobolev spaces of fractional
order therefore provides a suitable framework to study these random fields, which we
refer to as fractional generalized random fields (FGRFs). In the case where these random
fields are defined on Rd, their second-order structure can be characterized in terms of the
continuous spectrum of the covariance operator, or equivalently, the continuous spectrum
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of the operator generating the bilinear form defining the inner product of the associated
RKHS (see, for example, Ramm, 1990; Benassi et al., 1997, in the ordinary case, and
Angulo et al., 2000a, in the generalized case). In the stationary case, the continuous
spectrum of the covariance operator coincides with the spectral density of the random
field. In the bounded domain case, under certain conditions, the second-order structure
can be characterized in terms of the pure point spectrum of the covariance operator.
This paper is concerned with generalized random fields defined on fractional Sobolev
spaces on bounded domains characterized, in the weak sense, by their fractional-order
pure point spectra. We first introduce the concept of α-generalized random field (α-GRF)
based on the theory of fractional Sobolev spaces. Regarding the regularity properties, in
the mean-square sense, of α-GRFs, we then define the concept of α-duality, which defines
a class of generalized random fields with RKHS isomorphic to a fractional Sobolev space of
appropriate order. This key condition allows to establish a covariance factorization of an
α-GRF and its dual, from which corresponding white-noise linear-filter representations
are then derived. In fact, the existence of such a linear-filter representation for an α-
GRF and the existence of a dual generalized random field are two equivalent conditions.
Under the locality of the covariance operator of the dual of an α-GRF, the liner-filter
representation derived admits a fractional-order differential representation.
We shall collect in the next section some fundamental definitions and results on Sobolev
spaces of integer and fractional order. The concepts of α-GRF and α-duality are intro-
duced in Section 3. The needed tools are then developed to establish the covariance
factorization of α-GRFs. This result extends the covariance factorization obtained in
Anh et al. (2000) for generalized random fields defined on Sobolev spaces of integer or-
der. The linear-filter representation of an α-GRF having a dual is then established in
Section 4. This is the pre-requisite for studying the problems of filtering, estimation and
prediction of random fields in an L2-setting (Ramm, 1990). We shall give a general treat-
ment of the linear-filter representation problem here in terms of fractional white noise.
We shall distinguish between weak-sense and strong-sense linear-filter representations.
Conditions for the existence and uniqueness of such representations are established. In
the ordinary case, strong-sense forms of the results derived are formulated. Finally, ex-
amples are given in Section 5. In particular, when the covariance operator of the dual is
local, models in the form of fractional-order differential or integro-differential equations
are obtained.
2. P

In this section, we present some fundamental definitions and results about Sobolev
spaces of integer and fractional order (see, for example, Triebel, 1978; Dautray and
Lions, 1985). Sobolev spaces are constructed from the space of infinitely differentiable
functions with compact support contained in Rn,D (Rn), and the space of C∞-functions
with rapid decay at infinity, S ( Rn) . The duals of these spaces are known as the space
of distributions, D′ (Rn) , and the space of tempered distributions, S ′ (Rn) , respectively.
Definition 2.1. For m ∈ N, the following subspaces of distributions are defined:
Hmp (R
n) = {u ∈ D′ (Rn) : Dαu ∈ Lp (R
n) , |α| ≤ m} .
for m = 0, H0p (R
n) = Lp (R
n) .
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We will consider the case where p = 2, denoting hereafter Hm (Rn) ≡ Hm2 (R
n). The
inner product in this space is defined by
(u, v)m =
∑
|α|≤m
∫
Rn
Dαu (x)Dαv (x) dx,
with the associated norm
‖u‖m =
∑
|α|≤m
∫
Rn
|Dαu (x)|2 dx
1/2 .
In the following proposition, an equivalent definition of the subspaces of distributions
introduced in Definition 2.1 is given in terms of the Fourier transform. For a tempered
distribution u on Rn, we denote by û its weak-sense Fourier transform:
û (ξ) =
∫
Rn
u (x) e−iξxdx.
If u ∈ S (Rn) , then û ∈ S (Rn) . For u ∈ S ′ (Rn), û is defined by duality (see, for example,
Dautray and Lions, 1985, Appendix “Distributions”).
Proposition 2.1. (Dautray and Lions, 1985). Let m be a positive integer or zero. The
following assertions hold:
(i) Hm (Rn) ⊆ S ′ (Rn) .
(ii) Hm (Rn) coincides with the subspace of tempered distributions u such that
(2.1)
(
1 + |ξ|2
)m/2
û ∈ L2 (Rn) .
(iii) The norm ‖u‖m given in Definition 2.1 is equivalent to
(2.2) ‖u‖m =
(∫
Rn
(
1 + |ξ|2
)m
|û (ξ)|2 dξ
)1/2
.
(iv) The inner product associated with the norm given by Eq. (2.2) is defined by
(2.3) (u, v)m =
∫
Rn
(
1 + |ξ|2
)m
û (ξ) v̂ (ξ) dξ.
The introduction of fractional Sobolev spaces is also achieved via the Fourier transform
of tempered distributions as in the following definition.
Definition 2.2. For s ∈ R, Hsp (R
n) is the space of tempered distributions u such that(
1 + |ξ|2
)s/2
û ∈ Lp (R
n) , ξ ∈ Rn.
In the case where p = 2, the following inner product is considered:
(2.4) (u, v)s =
∫
Rn
(
1 + |ξ|2
)s
û (ξ) v̂ (ξ) dξ,
with the associated norm
(2.5) ‖u‖s =
(∫
Rn
(
1 + |ξ|2
)s
|û (ξ)|2 dξ
)1/2
.
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Remark 2.1. The following inclusions hold: For s1 ≥ s2 ≥ 0,
D (Rn) ⊆ S (Rn) ⊆ Hs1 (Rn) ⊆ Hs2 (Rn) ⊆ H0 (Rn)
≡ L2 (Rn) ⊆ H−s2 (Rn) ⊆ H−s1 (Rn) ⊆ S ′ (Rn) ⊆ D′ (Rn) .
In many situations we will be interested in spaces of functions defined on bounded
domains satisfying certain regularity conditions.
Definition 2.3. Let T be an open bounded C∞-domain in Rn. The following spaces are
defined, for s ∈ R, and 1 < p <∞ :
(2.6) H
s
p (T ) =
{
u ∈ Hsp (R
n) : supp u ⊆ T
}
.
Again, we will consider the case p = 2, that is,
H
s
(T ) =
{
u ∈ Hs (Rn) : supp u ⊆ T
}
.
Finally, we introduce the definition of subspaces of distributions obtained as restrictions
of tempered distributions belonging to the spaces Hs (Rn) , s ∈ R.
Definition 2.4. Let T be an open bounded C∞-domain in Rn. The following spaces are
defined, for s ∈ R :
Hs (T ) = {f ∈ D′ (T ) : ∃F ∈ Hs (Rn) such that f = FT} ,
where FT denotes the restriction of F to T . With the quotient norm
‖f‖Hs(T ) = inf
{F ;FT=f}
‖F‖Hs(Rn) ,
Hs (T ) is a Hilbert space (see Dautray and Lions, 1985, p. 118).
Remark 2.2. Note that
H
s
(T ) = D (T )
‖·‖
Hs(Rd) ⊆ D (T )
‖·‖Hs(T )
.
The spaces given by Definitions 2.3 and 2.4 are related by duality (see Triebel, 1978,
p. 332). Specifically,
[
H
s
(T )
]∗
= H−s (T ) , and [H−s (T )]∗ =
[[
H
s
(T )
]∗]∗
= H
s
(T ) ,
s ∈ R, with H∗ denoting the dual of the Hilbert space H. Moreover, the spaces H
s
(T )
and H−s(T ) can be isomorphically related in terms of positive and negative s-powers of
the negative Laplacian on the bounded domain T (the negative T−Laplacian), (−∆)T .
In particular, these spaces can be isometrically related in terms of positive and negative
s-powers of (I −∆)T (see Triebel, 1978, pp. 335-336, and Triebel, 1997, pp. 214-215).
The quotient space Hs (T ) , s ∈ R, can be identified with the subspace of Hs (Rn) de-
fined by the orthogonal complement inHs (Rn) of the class of distributions u ∈ Hs (Rn) ⊆
D′ (Rn) whose restriction to T, uT , is the null distribution in D
′ (T ) . Therefore, we will
consider Hs (T ) as a subspace of Hs (Rn) . The following inclusions for Sobolev spaces
defined on an open bounded C∞-domain T ∈ Rn hold: For s1 ≥ s2 ≥ 0,
(2.7) D (T ) ⊆ H
s1
(T ) ⊆ H
s2
(T ) ⊆ L2 (T ) ⊆ H
−s2 (T ) ⊆ H−s1 (T ) ⊆ D′ (T ) .
In the following development, we will use the two-sided scale of fractional Sobolev
spaces given by
(2.8)
{
H
s
(T ) ; s ∈ R
}
,
{
H−s (T ) ; s ∈ R
}
.
For each α ∈ R, we denote by Uα and Vα the fractional Sobolev spaces H
α
(T ) and
H−α(T ).
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3. α-
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 
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In this section, we introduce the concept of α-generalized random field, and the duality
condition. The existence of the dual generalized random field X˜α of an α-GRFXα relative
to a fractional Sobolev space Uα leads to its covariance factorization and abstract repre-
sentation. Moreover, under the duality condition, the norm of the associated reproducing
kernel Hilbert space (RKHS) is equivalent to the norm of the space Vα = [Uα]
∗.
Let (Ω,A, P ) be a complete probability space, and let L2 (Ω,A, P ) be the Hilbert space
of real-valued zero-mean random variables defined on (Ω,A, P ) with finite second-order
moments and with the inner product defined by
(3.1) 〈X, Y 〉L2(Ω) = E [XY ] , X, Y ∈ L
2 (Ω,A, P ) .
The following definition introduces the concept of α-GRF, which is an extension to the
fractional case of the definition of n-GRF introduced by Anh et al. (2000).
Definition 3.1. For α ∈ R, a random function Xα from Uα into L
2 (Ω,A, P ) is said to
be an α-generalized random field if it is linear and continuous in the mean-square sense
with respect to the Uα-topology.
Remark 3.1. The α-GRF Xα defines the weak-sense restriction to the domain T of a
random distribution on Rn for α ≥ 0, and of an ordinary random field on Rn for α < 0.
The second-order regularity and singularity properties of an α-GRF are characterized
in terms of two related Hilbert spaces: The Hilbert space of random variables
H (Xα) = sp
L2(Ω,A,P ) {Xα (ϕ) : ϕ ∈ Uα} ,
and the RKHS H(Xα) generated by its covariance function. This space is isometrically
defined from the space H(Xα). That is, H(Xα) is constituted by the functions u in Vα
satisfying
(3.2) u(φ) = E[Y Xα(φ)], φ ∈ Uα,
for a certain Y ∈ H(Xα). The inner product in this space is given by
< u, v >H(Xα)= E[Y Z], u, v ∈ H(Xα),
where Y and Z are random variables in the space H(Xα) associated with u and v,
respectively, by the identity (3.2). From the Kernel Theorem (see Gel’fand and Vilenkin,
1964), the covariance function Bα of an α-GRF Xα admits the representation
Bα (ϕ, φ) = E [Xα(ϕ)Xα(φ)] = 〈[Rαϕ]
∗ , φ〉Uα
=
∫
T
Rαϕ(z)φ(z)dz, ϕ, φ ∈ Uα,
in terms of a linear, continuous, symmetric and positive operator Rα, defined from Uα
into Vα, where ∗ denotes the duality between Hilbert spaces in view of the Riesz Rep-
resentation Theorem. We refer to this operator as the covariance operator of Xα. The
space H(Xα) is then equivalently defined as the closed span in L
2(Ω,A, P ) of the random
variables associated with the functions {Rα(φ) : φ ∈ Uα} by identity (3.2). We refer to
the minimum fractional order α for which a GRF defines a continuous linear operator
from Uα into L
2(Ω,A, P ) as the minimum fractional singularity order of such a GRF.
The following concept of duality relative to a fractional Sobolev space Uα, with α ∈ R,
is fundamental for deriving the results of this paper. This condition also implies the
ellipticity of the covariance operator Rα of Xα.
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Definition 3.2. For α ∈ R, we say that the generalized random field
X˜α : Vα → L
2 (Ω,A, P )
is the dual relative to Uα (or α-dual) of the α-GRF
Xα : Uα → L
2 (Ω,A, P )
if it satisfies:
(i) H (Xα) = H
(
X˜α
)
.
(ii)
〈
Xα (φ) , X˜α (g)
〉
H(Xα)
= 〈φ, g∗〉Uα , for φ ∈ Uα, and g ∈ Vα, with g
∗ being the dual
element of g with respect to the Uα-topology.
Note that the dual of X˜α relative to Vα is the α-GRF Xα. We also consider for the
α-dual GRF X˜α the definition of the spaces H
(
X˜α
)
and H
(
X˜α
)
as the closed spans of{
X˜α (f) : f ∈ Vα
}
and
{
B˜α (f, ·) = E
[
X˜α (f) X˜α (·)
]
: f ∈ Vα
}
in the L2 (Ω)-topology, respectively. The spacesH (Xα) andH (Xα) , and correspondingly
the spaces H
(
X˜α
)
and H
(
X˜α
)
, can be related by the isometric isomorphisms
J : H (Xα)→H (Xα) and J
′ : H
(
X˜α
)
→H
(
X˜α
)
,
respectively, which are defined as follows:
Y → JY, with (JY ) (φ) = EYXα (φ) , ∀φ ∈ Uα,
Z → J ′Z, with (J ′Z) (g) = EZX˜α (g) , ∀g ∈ Vα.
As H (Xα) ⊆ Vα and H
(
X˜α
)
⊆ Uα, the following operators can be considered:
K : H (Xα)→ Vα, with g → Kg = g,
K ′ : H
(
X˜α
)
→ Uα, with φ→ K
′φ = φ,
and the compositions
Sα := KJ : H (Xα)→ Vα,
S ′α := K
′J ′ : H
(
X˜α
)
→ Uα.
As we prove at the end of this section (Theorem 3.3), the existence of the dual GRF
X˜α leads to the covariance factorization of Xα. Previously, we obtain some preliminaries
results which also provide information about the relationship between Xα and X˜α, as
well as between H(Xα) and H(X˜α) via the covariance operator theory. These spaces can
also be respectively related to the fractional Sobolev spaces Vα and Uα as we prove in
Propositions 3.1 and 3.2.
Proposition 3.1. Let Xα be an α-GRF. Assume that the α-dual GRF X˜α exists. Then,
the following assertions hold:
(i) The operators S′αXα and XαS
′
α are the identity operators on the spaces Uα and H (Xα) ,
respectively. Conversely, the operators SαX˜α and X˜αSα are the identity operators on the
spaces Vα and H
(
X˜α
)
= H (Xα) , respectively.
(ii) With A being the operator defined as
A := S ′αS
−1
α : Vα → Uα,
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the following identities are obtained:
Xα (ϕ) = X˜α
(
A−1ϕ
)
, ∀ϕ ∈ Uα,
and
X˜α (g) = Xα (Ag) , ∀g ∈ Vα.
In addition, R˜αRα and RαR˜α are the identity operators on the spaces Uα and Vα, respec-
tively.
Proof. (i) First, we prove that H (Xα) = Vα and H
(
X˜α
)
= Uα, as sets of functions. By
definition, H (Xα) ⊆ Vα. From the duality between Xα and X˜α relative to Uα, we have
that, for each g ∈ Vα,
g (ϕ) = 〈g∗, ϕ〉Uα =
〈
X˜α (g) , Xα (ϕ)
〉
H(Xα)
= J
[
X˜α (g)
]
(ϕ) , ∀ϕ ∈ Uα,(3.3)
with JX˜α (g) ∈ H (Xα) . Then, Vα ⊆ H(Xα). Similarly, it can be proved that H
(
X˜α
)
=
Uα.
Now, again using the α-duality condition and the definition of operators Sα and S
′
α,
we obtain, for each ϕ ∈ Uα,〈
X˜α (g) , Xα (ϕ)
〉
H(Xα)
= 〈g∗, ϕ〉Uα = 〈g, ϕ
∗〉Vα
(3.4) = ϕ (g) = [J ′ (Xα (ϕ))] (g) = [S
′
α (Xα (ϕ))] (g) ,
for all g ∈ Vα. Thus, S
′
α (Xα (ϕ)) = ϕ, for each ϕ ∈ Uα. Hence, S
′
αXα is the identity
operator on Uα.
Conversely, for each Y ∈ H
(
X˜α
)
= H (Xα) , Y defines an element ϕY ofH
(
X˜α
)
= Uα
by ϕY (g) = (S
′
αY ) (g) = J
′Y (g) = EY X˜α (g) , for all g ∈ Vα. Then, we obtain〈
X˜α (g) , Xα (S
′
αY )
〉
H(Xα)
=
〈
X˜α (g) ,Xα (ϕY )
〉
H(Xα)
= ϕY (g)
= EY X˜α (g) =
〈
Y, X˜α (g)
〉
H(Xα)
.(3.5)
Hence, (Xα (S
′
αY )− Y ) is orthogonal in H (Xα) to the range X˜α (Vα) of X˜α. As X˜α (Vα)
is dense in H
(
X˜α
)
= H (Xα) , we obtain that XαS
′
α is the identity operator on H (Xα) .
Similarly, it is deduced that SαX˜α and X˜αSα are the identity operators on the spaces
Vα and H (Xα) = H
(
X˜α
)
, respectively.
(ii) From (i), we obtain
(3.6) X˜α
(
A−1ϕ
)
= X˜α
[(
Sα (S
′
α)
−1
)
(ϕ)
]
=
(
X˜αSα
) [
(S′α)
−1
(ϕ)
]
= Xα (ϕ) ,
for all ϕ ∈ Uα. The identity X˜α (g) = Xα (Ag) , for all g ∈ Vα, is similarly derived.
Using again the duality between Xα and X˜α and Eq. (3.6), we have, for each φ ∈ Uα,
0 =
〈
Xα (φ)− X˜α
(
A−1φ
)
, Xα (ϕ)
〉
H(Xα)
= 〈(Rαφ)
∗ , ϕ〉Uα −
〈(
A−1φ
)∗
, ϕ
〉
Uα
=
〈(
Rαφ− A
−1φ
)∗
, ϕ
〉
Uα
,(3.7)
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for all ϕ ∈ Uα. Thus,
(3.8) Rαφ = A
−1φ, ∀φ ∈ Uα.
In a similar way,
(3.9) R˜αg = Ag, ∀g ∈ Vα.
Eqs. (3.8) and (3.9) also give that R˜αRα and RαR˜α are the identity operators on Uα and
Vα, respectively. 
From Proposition 3.1, the respective covariance functionals Bα (·, ·) and B˜α (·, ·) of the
GRFs Xα and X˜α are injective. Therefore we can consider in the spaces Uα and Vα the
inner products defined respectively by
〈ϕ, φ〉Bα = Bα (ϕ, φ) , ∀ϕ, φ ∈ Uα,
(3.10) 〈f, g〉B˜α = B˜α (f, g) , ∀f, g ∈ Vα.
In the following result, the inner products of the spaces H
(
X˜α
)
and H (Xα) are given
in terms of continuous bilinear forms defined on the spaces Uα and Vα, respectively. The
equivalence between the corresponding norms and the norms of the spaces Uα and Vα is
also established.
Proposition 3.2. Assume that the conditions given in Proposition 3.1 hold. Then,
(i) the spaces
(
Uα, 〈·, ·〉Uα
)
and
(
H
(
X˜α
)
, 〈·, ·〉H(X˜α)
)
(respectively,(
Vα, 〈·, ·〉Vα
)
and
(
H (Xα) , 〈·, ·〉H(Xα)
)
) have equivalent norms;
(ii) the Hilbert spaces
(
Uα, 〈·, ·〉Bα
)
=
(
H
(
X˜α
)
, 〈·, ·〉H(X˜α)
)
and(
Vα, 〈·, ·〉B˜α
)
=
(
H (Xα) , 〈·, ·〉H(Xα)
)
are dual to each other;
(iii) the following geometric identities hold:
〈ϕ, g∗〉Uα = 〈ϕ
∗, g〉Vα = 〈Rαϕ, g〉B˜α =
〈
ϕ, R˜αg
〉
Bα
,
∀ϕ ∈ Uα, ∀g ∈ Vα;
(iv) IVαRα and R˜αIUα are self-adjoint operators on Uα, and RαIVα and IUαR˜α are self-
adjoint operators on Vα , with IUα and IVα being the isomorphisms defined by
IUα : Uα → Vα, IUα (ϕ) = ϕ
∗, ∀ϕ ∈ Uα,
(3.11) IVα : Vα → Uα, IVα (g) = g
∗, ∀g ∈ Vα.
Proof. (i) Let {ϕn}n∈N ⊆ Uα be a sequence convergent in the Uα-topology: ϕn →
‖·‖Uα
ϕ ∈
Uα. Then, from Proposition 3.1 and the mean-square continuity of GRF Xα,
Xα (ϕn) →
‖·‖H(Xα)
Xα (ϕ)⇐⇒ J
′Xα (ϕn) →
‖·‖
H(X˜α)
J ′Xα (ϕ)
(3.12) ⇐⇒ [K ′]
−1
(ϕn) →
‖·‖
H(X˜α)
[K ′]
−1
(ϕ) .
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Conversely, if {ϕn}n∈ N is a sequence convergent in the space H(X˜α) to a function ϕ ∈
H(X˜α), from (3.12),
Xα(ϕn) −→
‖·‖H(Xα)
Xα(ϕ),
that is,
(3.13) Xα (ϕn − ϕ) −→
‖·‖H(Xα)
0.
Therefore, for all g ∈ Vα,
(3.14) 0 =
〈
Xα(ϕn − ϕ), X˜α(g)
〉
H(Xα)
= 〈ϕn − ϕ, g
∗〉Uα .
Thus, the sequence {ϕn}n∈N is weakly convergent to ϕ in the space Uα, and hence it is
strongly bounded in such a space (see, for example, Yosida, 1980, p. 120). Moreover,
‖ϕn − ϕ‖
2
Uα =
〈
Xα(ϕn − ϕ), X˜α(ϕ
∗
n − ϕ
∗)
〉
H(Xα)
=
〈
Xα(ϕn − ϕ), X˜α(ϕ
∗
n)
〉
H(Xα)
−
〈
Xα(ϕn − ϕ), X˜α(ϕ
∗)
〉
H(Xα)
.(3.15)
Since the sequence {‖ϕn‖}n∈N is bounded, and X˜α defines a continuous linear operator,
the sequence
{
‖X˜α(ϕ
∗
n)‖
}
n∈N
is also bounded in H(X˜α) = H(Xα). Therefore, from the
convergence of Xα(ϕn) to Xα(ϕ) in H(Xα), ‖ϕn − ϕ‖
2
Uα converges to zero when n goes
to infinity. Thus, {ϕn}n∈N converges to ϕ in Uα. The equivalence between the norms of
the spaces H(Xα) and Vα can be similarly derived.
(ii) From Proposition 3.1(i),
〈ϕ, φ〉Bα = Bα (ϕ, φ) = 〈Xα (ϕ) ,Xα (φ)〉H(Xα) = 〈ϕ, φ〉H(X˜α) ,
for all ϕ, φ ∈ Uα. The equality between the inner products 〈·, ·〉B˜α and 〈·, ·〉H(Xα) is simi-
larly proved.
Now, to prove that the topologies induced by 〈·, ·〉Bα and 〈·, ·〉B˜α are dual to each
other, we first identify the isomorphism established by the Riesz Representation Theorem
between
(
Uα, 〈·, ·〉Bα
)
and
(
Vα, 〈·, ·〉B˜α
)
. Denoting by ϕ∗Bα the dual element of ϕ ∈ Uα with
respect to the topology induced by 〈·, ·〉Bα , we have
ϕ∗Bα (φ) = 〈ϕ, φ〉Bα = Bα (ϕ, φ) = 〈(Rαϕ)
∗ , φ〉Uα = (Rαϕ) (φ) ,
for φ ∈ Uα. Thus, ϕ
∗
BXα
= Rαϕ in Vα, for each ϕ ∈ Uα. Similarly, it can be proved
that g∗
B˜α
= R˜αg in Uα, for each g ∈ Vα. Therefore, Rα (Uα) ⊆ [H(X˜α)]
∗ and R˜α (Vα) ⊆
[H(Xα)]
∗. Moreover, from Proposition 3.1, for each g ∈ [H(X˜α)]
∗ ⊆ Vα, considering
ϕ = R˜α(g) ∈ Uα = H(X˜α), we have that Rα(ϕ) = ϕ
∗
Bα
= g. Hence, [H(X˜α)]
∗ ⊆ Rα (Uα) .
That is, H(Xα) = Rα (Uα) = [H(X˜α)]
∗, and obviously, [H(Xα)]
∗ = H(X˜α).
(iii) The identities of this part are immediate from Proposition 3.1.
(iv) For ϕ, φ ∈ Uα,
〈(IVαRα) (ϕ) , φ〉Uα = 〈(Rαϕ)
∗ , φ〉Uα = Bα (ϕ, φ) = 〈ϕ, (Rαφ)
∗〉Uα
= 〈ϕ, (IVαRα) (φ)〉Uα .
Also, for g, f ∈ Vα,
〈(RαIVα) (g) , f〉Vα = 〈(Rαg
∗) , f〉Vα = 〈(Rαg
∗)∗ , f∗〉Uα = Bα (g
∗, f ∗)
= 〈g∗, (Rαf
∗)∗〉Uα = 〈g,Rαf
∗〉Vα = 〈g, (RαIVα) f〉Vα .
10 M.D. RUIZ-MEDINA, J.M. ANGULO, AND V.V. ANH
The self-adjointness of R˜αIUα and IUαR˜α on Uα and Vα, respectively, are proved consid-
ering R˜α instead of Rα in the above equations. 
Remark 3.2. The following additional assertions can also be derived from Proposi-
tion 3.2:
(i) The operators K and K ′ are bicontinuous as mappings defined from H (Xα) into Vα
and from H
(
X˜α
)
into Uα, respectively.
(ii) The operator A is an isomorphism between the spaces Vα and Uα.
(iii) The eigenvalues {λk (Rα)}k∈N of the covariance operator Rα satisfy λk (Rα) ∼ k
2α/n,
where ∼ means that there exist two constants, 0 < c1 ≤ c2 <∞, such that
c1k
2α/n ≤ λk (Rα) ≤ c2k
2α/n.
In other words, under the duality condition, Rα belongs to the class of Weylian pseudodif-
ferential operators (Triebel, 1997). In a similar way, we have λk
(
R˜α
)
∼ k−2α/n, k ∈ N.
(iv) Rα and R˜α are adjoint operators with respect to the inner products 〈·, ·〉Bα and
〈·, ·〉B˜α .
Remark 3.3. The equivalence between the norms on H (Xα) and Vα means that the
duality condition introduced in Definition 3.2 holds.
In the following theorem, we prove that the isomorphisms Sα and S
′
α factorize the
covariance operators Rα and R˜α.
Theorem 3.3. Let Xα be an α-GRF. Assume that the dual X˜α exists. Then, the co-
variance operator Rα of Xα and the covariance operator R˜α of X˜α can be factorized,
respectively, as
Rα = Sα (S
′
α)
−1
,
R˜α = S
′
αS
−1
α .
Proof. From Proposition 3.1(ii),
Rαϕ = A
−1ϕ =
(
S ′αS
−1
α
)−1
ϕ, ∀ϕ ∈ Uα, and
R˜αg = Ag =
(
S ′αS
−1
α
)
g, ∀g ∈ Vα.

Let J be the isometric isomorphism from H (Xα) into [H (Xα)]
∗ defined by the Riesz
Representation Theorem as
J (Z) = Z∗, Z∗ (Y ) = 〈Z, Y 〉H(Xα) , ∀Y ∈ H (Xα) ,
for each Z ∈ H (Xα) . Then, from the previous results, it can be proved in a similar way
to the integer case (see Anh et al., 2000) that the adjoint operators of Sα, S
′
α, J and J
′
are respectively given by
S∗α = J (S
′
α)
−1
=
(
S ′αJ
−1
)−1
,
(S ′α)
∗
= J S−1α =
(
SαJ
−1
)−1
,
J∗ = J [J ′]
−1
=
(
J ′J −1
)−1
,
(J ′)
∗
= J J−1 =
(
JJ −1
)−1
.(3.16)
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As mappings,
Rα = J (J
′)
−1
R˜α = J
′J−1.
The operators J and J ′ can then be considered essentially inverse adjoint, considering in
the respective image spaces either the inner products 〈·, ·〉Bα= and 〈·, ·〉B˜α , or 〈·, ·〉Uα
and 〈·, ·〉Vα . Therefore, the GRFs Xα and X˜α are essentially inverse adjoint to each other.
4. F
 
  
 
 
- 


From the covariance factorizations established for a FGRF Xα and its dual X˜α, we
derive in this section two corresponding abstract representations which provide linear
filters relating Xα and X˜α with fractional generalized white noise (FGWN) on Uα and
Vα, respectively.
The concept of FGWN or generalized white noise on a fractional Sobolev space Uα (α-
GWN), is a specialization to this Hilbert space of the concept of generalized white noise
on a Hilbert space H introduced in Anh et al. (2000). That is, the covariance function of
an α-GWN εα is a bilinear form given by the inner product of the corresponding fractional
Sobolev space Uα :
E [εα (φ) εα (ϕ)] = 〈εα (φ) εα (ϕ)〉H(Xα) = 〈ϕ, φ〉Uα , ∀ϕ, φ ∈ Uα.
The FGWN ε˜α = εαIVα is the α-dual GRF of εα, with IVα : Vα → Uα being the isometric
isomorphism defined by the Riesz Representation Theorem. In particular, the FGWNs
appearing in the abstract representations derived below for Xα and X˜α are dual to each
other.
We here refer to a weak-sense or to a strong-sense abstract representation for Xα
depending on whether the α-GWN εα (·) is or is not predetermined (see Anh et al.,
2000). We will use the following notation for indicating these two meanings of an abstract
representation:
• Xα
(
L, εLα
)
will denote a weak-sense abstract representation for Xα on the space
Uα in the sense that there exists an isomorphism L : Uα → Uα such that
(4.1) Xα (Lϕ) = ε
L
α (ϕ) , ∀ϕ ∈ Uα,
with εLα being an α-GWN;
• Xα (Lεα , εα) will denote a strong-sense abstract representation for Xα on Uα in
the sense that, given α−GWN εα, there exists an isomorphism Lεα such that
(4.2) Xα (Lεαϕ) = εα (ϕ) , ∀ϕ ∈ Uα.
Both Eqs. (4.1) and (4.2) are interpreted in the mean-square sense.
The following theorem establishes the conditions under which an α-GRF Xα can be
represented by means of a weak-sense (unique except for isometric isomorphisms) or a
strong-sense (unique) abstract equation in terms of FGWN. In the ordinary case (α < 0),
from the Embedding Theorems for fractional Sobolev spaces (see Triebel, 1978, p. 327,
and Edmunds and Triebel, 1996, pp. 126-128), this representation admits a unique mean-
square continuous ordinary solution for α < −n/2. Moreover, under certain additional
conditions, a fractional-order differential representation can be derived from the abstract
representation. In the Gaussian case, this differential representation also provides infor-
mation about the regularity properties of the sample paths of the corresponding ordinary
solution.
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Theorem 4.1. Assume that the α-dual GRF X˜α of the α-GRF Xα exists. Then, the
following assertions hold:
(i) The α-GRF Xα admits a weak-sense abstract representation Xα
(
L, εLα
)
. This repre-
sentation is unique except for isometric isomorphisms.
(ii) Let εα (·) be an α-GWN. Then, Xα has a strong-sense abstract representation Xα (Lεα, εα)
if and only if H (Xα) = H (εα) . In that case, the operator Lεα is unique.
Proof. (i) Let {Xn}n∈N and {ϕn}n∈N be two orthonormal bases of the spaces H (Xα) =
H
(
X˜α
)
and Uα, respectively (note that H (Xα) and Uα are separable Hilbert spaces).
We define the isometric isomorphism
I :
(
Uα, 〈·, ·〉Uα
)
→
(
H (Xα) , 〈·, ·〉H(Xα)
)
ϕk → Iϕk = Xk, ∀k ∈ N.
Then, considering the isomorphism L on Uα defined as L := S
′
αI, with S
′
α being defined
as in Section 3 (Theorem 3.3), we obtain
〈XαL (ϕ) , XαL (φ)〉H(Xα) = 〈XαS
′
αI (ϕ) , XαS
′
αI (φ)〉H(Xα)
(4.3) = 〈I (ϕ) , I (φ)〉H(Xα) = 〈ϕ, φ〉Uα = 〈I−α (ϕ) ,I−α (φ)〉L2(T ) , ∀ϕ, φ ∈ Uα,
where I−α = (I −∆)
α/2
T .
Except for isometric isomorphisms, the uniqueness of the representation given by Eq.
(4.3) is proved similarly to the integer case (see Anh et al., 2000).
(ii) Assume, first, that H (Xα) = H (εα) . We consider the following system of random
variables in H (Xα) , defined by
(4.4) Xk = εα (ϕk) , ∀k ∈ N,
where {ϕk}k∈N is an orthonormal basis of the space
(
Uα, 〈·, ·〉Uα
)
. From Eq. (4.4), it is
clear that {Xk}k∈N generates H (εα) = H (Xα) , and also we have that
〈Xm,Xk〉H(Xα) = 〈εα (ϕm) , εα (ϕk)〉H(Xα) = 〈ϕm, ϕk〉Uα = δm,k.
Therefore, {Xk}k∈N is an orthonormal basis of H (Xα) .
Now, if L is defined as in (i), for φ (·) =
∑∞
k=1 φkϕk (·) ∈ Uα, the following mean-square
identities hold:
Xα (Lφ) = Xα
(
∞∑
k=1
φkLϕk
)
= Xα
(
∞∑
k=1
φkS
′
αXk
)
=
∞∑
k=1
φkXαS
′
αXk
=
∞∑
k=1
φkXk =
∞∑
k=1
φkεα (ϕk) = εα
(
∞∑
k=1
φkϕk
)
= εα (φ) .(4.5)
Conversely, if Xα (Lφ) = εα (φ) , for all φ ∈ Uα, as L is an isomorphism on Uα satisfying
(4.5), then
H (εα) = sp
L2(Ω) {εα (ϕ) ;ϕ ∈ Uα} = sp
L2(Ω) {Xα (Lϕ) ;ϕ ∈ Uα}
= spL
2(Ω) {Xα (φ) ;φ ∈ Uα} = H (Xα) .
Finally, the uniqueness of the above representation is an immediate consequence of the
linearity and injectivity of Xα 
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Remark 4.1. The last identity in Eq. (4.3) also suggests the following mean-square in-
terpretation of the weak-sense representation given by Theorem 4.1(i):
(4.6) Xα (Lϕ) = εα (ϕ) = εL2(T ) [I−α (ϕ)] , ∀ϕ ∈ Uα,
where εL2(T ) (·) is GWN on L
2 (T ) , and, as before, I−α = (I −∆)
α/2
T . In that sense, for
α > 0, the right-hand side of Eq. (4.6) is interpreted as the (weak-sense) fractional-order
derivative of GWN on L2 (T ) . Therefore, in this case, the abstract equation (4.6) defines
an improper random field.
Remark 4.2. The converse of Theorem 4.1(i) also holds, since the dual is then defined,
for each g ∈ Vα, as
X˜α (g) = εL2(T )
[(
RαLIVα(I −∆)
α/2
T
)−1
h
]
, h ∈ Vα.
From Theorem 4.1(i), for two weak-sense abstract representations of Xα, Xα
(
L1, ε
L1
α
)
and Xα
(
L2, ε
L2
α
)
, the cross-covariance functional R
ε
L1
α ,ε
L2
α
(·, ·) between εL1α and ε
L2
α is
defined by the following equation:
R
ε
L1
α ε
L2
α
(ϕ, φ) =
〈
εL1α (ϕ) , ε
L2
α (φ)
〉
L2(Ω)
=
〈
ϕ,L−11 L2φ
〉
Uα
=
〈[
L−11 L2
]−1
ϕ, φ
〉
Uα
,
for all ϕ, φ ∈ Uα. Thus, the relationship between the two FGWNs defining two weak-sense
abstract representations of Xα is given by an isometric isomorphism.
A weak-sense (respectively, strong-sense) abstract representation for the α-dual GRF
X˜α can also be derived from the conditions of Theorem 4.1 and from the isomorphism L
defining the weak-sense (respectively, strong-sense) abstract representation of Xα. Thus,
denoting by
(
L′, ε˜L
′
α
)
the abstract representation of X˜α on Vα, the isomorphism L
′ is
defined as
L′ := RαLIVα = SαI IVα = SαI
′,
where I ′ is the isometric isomorphism given by
I ′ = I IVα : Vα → H
(
X˜α
)
= H (Xα) ,
and IVα : Vα → Uα is the isometric isomorphism defined by the Riesz Representation
Theorem. The FGWN of such representation is obtained from the FGWN εLα as
ε˜L
′
α = ε
L
α IVα.
In effect, from Proposition 3.1(i),〈
X˜αL
′ (g) X˜αL
′ (f)
〉
H(Xα)
= 〈g, f〉Vα =
〈
(I −∆)−α/2 (g) , (I −∆)−α/2 (f)
〉
L2(T )
.(4.7)
We can alternatively write Eq. (4.7) as
(4.8) X˜α (L
′g) = ε˜α (g) = εL2(T )
[
(I −∆)
−α/2
T (g)
]
, ∀g ∈ Vα.
In the case where α > 0, the right-hand side of Eq. (4.8) is interpreted as the (weak-sense)
fractional-order integral of GWN on L2 (T ) .
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4.1. The ordinary case. In this subsection, we remark some aspects related to the
interpretations in the ordinary case of the linear-filter representations previously derived
for Xα and X˜α. In the case where α < 0, the α-GRF Xα defines an ordinary random
field in the weak sense (respectively, X˜α in the case where α > 0). The FGRFs Xα and
X˜α admit fractional-order differential representations in the cases where α < 0 and L is
local, and where α > 0 and L′ is local, respectively. Such equations are given in terms of
weak-sense fractional integration of white noise on L2(T ).
As remarked in the previous section, the existence of a unique mean-square continuous
ordinary solution of the abstract equations representing Xα and X˜α is guaranteed when
α < −n/2 and α > n/2, respectively. This fact follows from an application of the
Embedding Theorems for fractional Sobolev spaces in the way given by the next result.
Theorem 4.2. Let Xα be an α-GRF satisfying the duality condition. Then, for α <
−n/2, Xα admits a unique mean-square integral representation in terms of a mean-square
continuous ordinary random field Xα, which is the mean-square solution of the equation
(4.9) T˜ ∗αXα = ε,
where ε is the GWN on L2(T ) appearing in the abstract representation (4.6) of Xα.
Here, T˜α = L(I − ∆)
−α/2
T , with L being the isomorphism on Uα defining the abstract
representation of Xα, and T˜
∗
α represents its adjoint operator.
For α > n/2, the dual GRF X˜α has a unique mean-square integral representation in terms
of a mean-square continuous ordinary random field X˜α, which is the mean-square solution
of the equation
(4.10) T ∗α X˜α = ε,
where T ∗α represents, as before, the adjoint operator of Tα = L
′(I −∆)
α/2
T , with L
′ being
the isomorphism on Vα defining the abstract representation of X˜α. The generalized white
noise ε on L2(T ) coincides with the one given in Eq. (4.9).
Remark 4.3. In the case where T˜α is local, that is,
supp
(
T˜α(φ)
)
⊆ supp (φ) , ∀φ ∈ L2(T ),
we have that Tα admits a fractional-order differential representation in terms of fractional
powers of regular elliptic differential operators defined on domain T (respectively, for T˜α
when Tα is local).
Proof. From the Embedding Theorems between fractional Sobolev spaces (see Edmunds
and Triebel, 1996, pp. 126-128), for α < −n/2, the identity operator i : Vα −→ L
2(T )
is Hilbert-Schmidt. Furthermore, under the duality condition, the covariance operator of
Xα is factorized as Rα = TαT
∗
α , with Tα : L
2(T ) −→ Vα being an isomorphism. Hence,
Tα : L
2(T ) −→ L2(T ) is Hilbert-Schmidt, and Rα is in the trace class on L
2(T ). Thus,
Tα admits an integral representation on L
2(T ), in terms of a kernel t(·, ·) ∈ Vα ⊗ L
2(T ).
Such a kernel is defined from an orthonormal basis {φm : m ∈ N} of L
2(T ) as follows:
For each g ∈ L2(T ),
(4.11)
Tα(g)(z) =
∫
T
t(z,y)g(y)dy =
∫
T
[∑
m,l∈N
Tα(φm)(φl)φl(z)φm(y)
]
g(y)dy, ∀z ∈ T,
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where the continuous version of Tα(g) ∈ Vα is considered, since Vα ⊂ C(T ) by the Embed-
ding Theorem of fractional Sobolev spaces into the space C(T ) of continuous functions on
T (see Triebel, 1978, p. 327). Considering the formal inversion of the abstract equation
(4.6), we have
(4.12) Xα(h) = ε (T
∗
α (h)) , ∀h ∈ Uα.
For each z ∈ T and for h(·) = δz(·) = δ(z−·), with δz(·) being the Dirac delta distribution
–that belongs to the space Uα in the case considered (see Triebel, 1978, p. 327)–, the
following definition of Xα is obtained from (4.11) and (4.12):
(4.13) Xα(z) =
m.s
∫
T
t(z,y)ε(y)dy, ∀z ∈ T.
The covariance function Bα of Xα is then given by
Bα(z,y) =
∫
T
t(z,x)t(y,x)dx, ∀(z,y) ∈ T × T.
From the Embedding Theorems for fractional Sobolev spaces (see Triebel, 1978, p. 327),
this function is continuous. Therefore, the random field Xα, given by (4.13), is continuous
in the mean-square sense, and provides the unique mean-square continuous ordinary
solution to Eq. (4.9).
The existence and uniqueness of a mean-square continuous ordinary solution to the
abstract equation satisfied by X˜α for α > n/2 is proved in a similar way. 
5. E
In this section, we provide several examples of models on bounded domains derived
from the above fractional generalized framework. Specifically, in the ordinary case, we
get elliptic fractional-order differential equations defined in terms of fractional powers
of regular elliptic differential operators on bounded domains. In the generalized case,
we obtain fractional-order integral equations defined in terms of compact operators with
spectral properties equivalent to those presented by compact embeddings between frac-
tional Sobolev spaces. In particular, fractal random fields arise when we consider frac-
tional order differential equations with fractional-order of differentation in the interval
(n/2, n/2 + n).
5.1. Fractional-order differential equations. In the case where α < 0, an α-GRF
Xα with dual X˜α defines, in the weak sense, an ordinary random field Xα given by
(5.1) Xα(φ) =
m.s
∫
T
Xα(z)φ(z)dz, ∀φ ∈ Uα.
Furthermore, in the case where the covariance operator R˜α of the dual field X˜α is local,
that is,
supp
(
R˜α(φ)
)
⊆ supp (φ) ,
the covariance function B˜α admits a Dirichlet-type fractional-order differential represen-
tation, in terms of fractional powers of regular elliptic differential operators defined on
bounded domains. Different fractional-order differential representations of the operator
T˜α in Theorem 4.2 can then be obtained according to different equivalent norms de-
fined on Vα = H
α(T ) (see Triebel, 1978, 1997). For example, the following family of
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fractional-order differential models on bounded domains was introduced in Ruiz-Medina
et al., 2001:
(5.2) I∗
 ∑
|−α|≤[−α]−
aT−α(·)(−∆)
{−α}+/2
T D
−α
T
Xα =
m.s.
(I −∆)
α/2
T εL2(T ), α < 0.
Here, I∗ denotes the adjoint of I defined in Theorem 4.1; aT−α, for |−α| ≤ [−α]
−, with [·]−
denoting the integer part, and with −α = [−α]−+{−α}+, are distributions with compact
support contained in T ; D−αT , for | − α| ≤ [α]
−, denote the derivatives of integer order
less than or equal to [−α]− on T, and (−∆)
{−α}+/2
T and (I −∆)
α/2
T represent fractional
powers of orders {−α}+/2 and α/2 of the operators (−∆)T and (I −∆)T , respectively.
In a similar way, from the equivalent definition of the spaces Hs(T ), s > 0, as restric-
tions of Lebesgue-Sobolev spaces L2,s(Rn), s > 0, and as restrictions of Bessel-potential
spaces L2,s(R
n), s > 0 (see Triebel, 1978), the following family of fractional-order differ-
ential models can be obtained from Eq. (4.6):
(5.3) (I −∆)
β/2
T (−∆)
γ/2
T Xα =m.s.
εL2(T ), β + γ = −α > 0.
This equation defines the fractional Riesz-Bessel motion restricted to a bounded domain
T (see Anh et al., 1999, for the unbounded domain case).
Note that, in the derivation of Eq. (5.3), we have considered the closed bilinear forms
in L2(T )
(5.4) Hs(f, g) =
∫
T
(−∆)
s/2
T (f)(z)(−∆)
s/2
T (g)(z)dz, ∀f, g ∈ H
s(T ), s > 0,
and
(5.5) Gs(f, g) =
∫
T
(I −∆)
s/2
T (f)(z)(I −∆)
s/2
T (g)(z)dz, , ∀f, g ∈ H
s(T ), s > 0,
which define equivalent norms in the spaces Hs(T ), s > 0.
The mean-square solution Xα to the above-introduced differential models can be defined
as the restriction, in the mean-square sense, of a random field on Rn. It then has non-null
values on the boundary ∂T of T. However, the dual field X˜α defines, in the mean-square
sense, a random distribution with compact support contained in T¯ , thus, with null values
on the boundary ∂T. In the case where α < −n/2, the covariance operator Rα of Xα
is in the trace class, and the ordinary random field Xα associated with a FGRF Xα
with dual X˜α is defined pointwise from Eq. (5.1) (see Edmunds and Triebel, 1996, and
Triebel, 1978, 1997, on the Embedding Theorems of fractional Sobolev spaces into Hölder-
Zygmund spaces). In this case, Xα is Hölder continuous in the mean-square sense and
satisfies
(5.6) E [Xα(z)−Xα(y)]
2 ≤ C|z− y|2β, z,y ∈ T,
for all β < −α − n/2. Hence, for 0 < −α − n/2 < n, Xα is a fractal random field in the
mean-square sense (see, for example, Christakos, 2000).
5.2. Fractional-order integral equations. In the case where α > 0, Xα defines an
improper random field, and it must be defined on a functional parameter space with
positive regularity order α. That is, Xα has positive fractional singularity order α, in the
mean-square sense. Hence, its covariance function is a distribution defined on the test
function space Uα
⊗
Uα. In the case where the covariance operator Rα of Xα is local,
T˜α admits an integral representation in terms of integral operators given by negative
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fractional powers of regular elliptic differential operators defined on T. In particular,
Eq. (5.2) is reformulated as
(5.7) Xα
 ∑
|−α|≤[−α]−
aT−α(·)(−∆)
{−α}+/2
T (D
α
T )
−1
∗ Iφ
 =
m.s.
εL2(T )
(
(I −∆)
α/2
T φ
)
,
for all φ ∈ Uα, where, as before, A
∗ denotes the adjoint operator of A.
Similarly, Eq (5.3) is now rewritten as
(5.8) Xα
([
(I −∆)
−β/2
T (−∆)
−γ/2
T
]∗
h
)
=
m.s.
εL2(T )(h), β + γ = α > 0, ∀h ∈ L
2(T ).
The solution Xα to the above equation is an improper random field which can be inter-
preted as the weak-sense restriction of a random distribution on Rn.
Note that, in this case, the dual field defines, in the weak sense, an ordinary random
field X˜α, with support contained in T¯ , given by
(5.9) X˜α(g) =
m.s.
∫
T
X˜α(z)g(z)dz, ∀g ∈ Vα.
In the case where α > n/2, X˜α is Hölder-continuous in the mean-square sense, and
provides the unique mean-square ordinary solution to the equation
(5.10) T ∗α X˜α(z) =
m.s.
εL2(T )(z), ∀z ∈ T,
with Dirichlet boundary conditions, where T ∗α is as defined in Theorem 4.2. In the case
where Rα is local, operator T
∗
α admits a fractional-order differential representation.
5.3. Fractional-order integro-differential equations. Let us now consider the class
of random fields whose covariance operator is a fractional-order positive rational function
of an elliptic and self-adjoint differential operator LT with smooth coefficients defined on
T. Specifically, we consider FGRFs X(p−q)s with covariance operator
(5.11) RX(p−q)s = Q(LT )
−1P (LT )
[
Q(LT )
−1P (LT )
]∗
,
where P and Q are elliptic positive polynomials of orders p and q, respectively, with
p, q ∈ R, and LT is a regular elliptic self-adjoint differential operator of order s ∈ R+,
defined on L2(T ). The covariance operator RX(p−q)s is an isomorphism from U(p−q)s to
V(p−q)s; thus, the (p− q) s-dual X˜(p−q)s of X(p−q)s exists (see Angulo et al., 2000a, for
further details in the unbounded domain case).
In the case where q > p > 0, X(p−q)s defines, in the weak-sense, an ordinary random field
X(p−q)s, and RX(p−q)s is a compact self-adjoint operator on L
2(T ). Furthermore, X(p−q)s
satisfies
(5.12) Q(LT )X(p−q)s =
m.s.
P (LT )εL2(T ),
or equivalently,
(5.13) X(p−q)s =
m.s.
Q(LT )
−1Yp,
where Yp = P (LT )εL2(T ) is the improper random input corresponding to the ordinary
random output X(p−q)s in the integral equation defined by Q(LT )
−1. The consideration of
a regular elliptic integer-order differential operator on L2(Rn) instead of LT in Eqs. (5.12)
and (5.13) leads to the definition of the class of random fields introduced in Ramm (1990).
Note that, in general, Eq. (5.13) can be formulated as an integral equation in the case
q > 0, or a differential equation in the case q < 0, relating two random fields, in the
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mean-square sense. The random input and output of such an equation can be ordinary
or improper random fields, depending on the signs of p, q, and p− q.
6. C
usc

This paper provides a framework to introduce generalized and ordinary random fields
with second-order regularity properties similar to those presented by the functions in
fractional Sobolev spaces. In particular, under the duality condition, this class can be
defined in terms of an abstract equation, which relates by a linear filter an element of
the class with generalized white noise. Under additional conditions this abstract repre-
sentation leads to a fractional-order differential representation and the class of solutions
corresponding to such differential models satisfy a weak-sense Markov property of frac-
tional order (see Pitt, 1971, Rozanov, 1982, and Anh et al., 2001, for the integer case,
and Ruiz-Medina et al., 2001, for the fractional case). The associated direct and inverse
least-squares linear estimation problems can be solved under the duality condition, and
a solution can be calculated from the covariance factorization in terms of wavelets (see
Angulo and Ruiz-Medina, 1999; Angulo et al., 2000a).
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