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Abstract. We present all the periodic Green function dyadics that enter a
description of a 2d array of emitters at the level that includes the electric dipole,
magnetic dipole and electric quadrupole moment of each emitter. We find a
concise analytic form for the radiative contributions to the periodic Green function
dyadics that give rise to radiation reaction fields, and we give the non-radiative
contributions that do not affect energy balance in the form of rapidly converging
series. Finally, we present an approximation scheme for evaluating periodic Green
function dyadics at long wavelengths that rigorously respects energy conservation.
The scheme extends the range of validity of the usual static approximation by the
inclusion of a simple dynamic correction.
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1. Introduction
Resonances in the optical response of metallic and
dielectric nano-particles are limited by absorption and
radiative losses. In a collection of nano-particles the
radiative losses can exhibit constructive or destructive
interference [1], and for nano-particles arranged in a
lattice the radiation can be controlled by adjusting
the lattice spacing and structure [2–4]. Both sub-
radiant [5, 6] and super-radiant [7, 8] excitations have
been realized, including surface-lattice resonances with
very high quality factors [9–11]. The most widely
used description of these effects involves approximating
each nano-particle by multipole moments, usually only
the electric dipole moment for lattices of metallic
nano-particles [12–15], and the electric and magnetic
dipole moments for lattices of dielectric nano-particles
[16–19]. However, an electric quadrupole resonance
also becomes significant in radiation from large nano-
particles [20–22], and due to its narrow linewidth it
is of interest for sensing applications [23, 24], field
enhancement [25], and energy waveguiding [26].
Calculating the induced multipole moments of
nano-particles in a lattice necessitates the evaluation
of periodic Green function dyadics [4, 12, 13, 17, 27–
30]. They arise because each multipole moment
responds not only to incident fields and its own
radiation reaction fields, but to radiation scattered
from all the other multipoles in the lattice. Periodic
Green functions take the form of slowly convergent
summations over lattice sites, and so acceleration
techniques are required to evaluate them [31, 32]. The
most commonly used include the Ewald summation
method [28, 30, 33, 34], Kummer’s, Poisson’s, and
Shank’s transformation [35, 36], the lattice sum
methods [37], and other hybrid techniques [38–40].
Explicit implementations of acceleration methods have
been given for scalar periodic Green functions [34,
37, 38, 40], as well as for dyadic functions or the
mode dispersion relations that follow from them
in a description of 1d, 2d, and 3d electric and
magnetoelectric lattices [4, 17, 27, 28, 30, 41], and in
1d chains of purely quadrupolar emitters [26].
In general, the electrodynamics underlying the
optical response of lattices can be complex, and
further approximations are often needed. A natural
requirement is that any approximations respect energy
conservation. For an isolated nano-particle or a finite
cluster, the total radiation reaction field acting on each
multipole can be written down explicitly [26, 42–44];
models for the optical response can then be constructed
by approximating only the non-radiative part of the
response of the nano-particles [2, 43]. Such schemes
rigorously satisfy the optical theorem due to an exact
treatment of radiative damping [42–44].
The situation for lattices of nano-particles is more
complicated. Even after acceleration techniques are
applied [31, 32], radiative contributions to periodic
Green function dyadics that give rise to radiation
reaction fields involve a summation over an infinite
number of lattice sites. Yet analytic expressions for the
radiative contributions to mode dispersion relations
describing 1d dipolar [45] and quadrupolar [26] chains
have been found by direct summation in real space.
The radiative contributions to dyadics in a 3d lattice
from all the planes except the one that involves the
field point of interest can be summed exactly using
the spectral representations for the periodic dyadics,
as has been shown at the electric dipole level [27]
and can easily be generalized to higher multipoles.
Determining the radiative contributions at a field
point of interest in a 2d lattice is more difficult.
Nevertheless, an acceleration method that gives exact
radiative contribution to the dipole dyadic describing
rectangular 2d lattices has been reported [27], and a
related approach has been used to evaluate radiative
contributions arising in mode dispersion relations for
magneto-electric rectangular lattices [46]. But such a
treatment of more generic 2d lattices – of arbitrary
lattice structure, or involving the quadrupole moment
or the response of mulipole moments to gradients of
electromagnetic fields – is still lacking.
Analytic description of radiation damping in a
lattice is useful for many reasons. First, in many
situations radiative loss surpasses absorption, and
expressions for the radiation reaction fields in an
analytic form give a prediction for the scaling of
a resonance line-width with lattice parameters [4].
Second, an identification of energy loss channels
facilitates the analysis of the normal modes of the
lattice, which are associated with poles in the optical
response functions [14, 17, 26, 29, 41, 46]. Normal
modes experience loss due to absorption and radiative
damping [14, 26, 41], and an analytic description of the
energy balance in the system allows the identification
of “ideal” modes that would be supported by the lattice
in the absence of loss. Their dispersion relations give
insight into the optical response of a lattice, in the
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same way that the dispersion relation of an “ideal”
surface plasmon at an air/metal interface, calculated
with the neglect of absorption loss, can give insight
into the response of the system even when loss is
included [47, 48]. Finally, an identification of radiation
reaction terms opens up the possibility of constructing
simplified analytic models of the full optical response.
In this paper we derive expressions for all the
periodic Green function dyadics arising in a treatment
of an arbitrary 2d lattice that includes the electric
dipole, magnetic dipole, and electric quadrupole
moments of each nano-particle. The method we use
is a generalization of an earlier approach used to find
the dipole periodic Green function for a rectangular
lattice [27], and involves a dimensionality reduction
with the Poisson transformation and a singularity
removal. We find the radiative contributions to all
the periodic Green function dyadics exactly, and we
give them in a concise analytic form that identifies
radiation reaction terms associated with each diffracted
beam. The non-radiative contributions are found in
the form of rapidly converging series, and they all
involve summations over linear combinations of a few
functions. All the singularities associated with the
onset of new diffracted orders are easily identified.
This is the first time that explicit implementations
of all the periodic Green function dyadics describing
magnetoelectric quadrupole lattices have been given
within one formalism, and the first time a detailed
analysis of the energy balance for these lattices has
been carried out.
With the energy balance in the lattice identified,
approximate descriptions of the optical response
that rigorously respect energy conservation can be
introduced in various limiting cases. Here we
propose a simple approximation scheme to evaluate
all the periodic Green function dyadics for lattices of
high symmetry at long wavelengths. The radiative
contributions are given by their exact analytic
expressions. The non-radiative contributions are given
approximately by their static limit and a leading
dynamic correction. The correction takes a simple
analytic form, but it nevertheless significantly extends
the range of validity of the static approximation.
The manuscript is organized as follows. In
section 2 we introduce multipolar model of a 2d lattice
and identify the periodic Green function dyadics. In
section 3 we outline the acceleration method and
give the periodic Green dyadics in a form suitable
for computations. In section 4 we give approximate
periodic Green function dyadics in the long-wavelength
limit, and discuss the dynamic corrections to Green
functions of different polarity. We conclude in
section 5.
2. Optical response of a 2d array
2.1. Isolated emitter
First we consider the optical response of a single
emitter. We take the emitter to be embedded in a
homogeneous background with an index of refraction
n =
√
ǫµ, where ǫ and µ are a relative permittivity and
permeability of the background medium respectively,
which we assume to be real. The emitter is illuminated
with incident electromagnetic fields at frequency ω,
Einc(r, t) = Einc(r)e−iωt + c.c, (1)
Binc(r, t) = Binc(r)e−iωt + c.c. (2)
We describe the optical response to the incident
fields (1,2) in terms of the emitter’s electric dipole
moment p, magnetic dipole moment m, and electric
quadrupole moment q , neglecting the higher order
multipole moments. The multipole moments are linked
to the incident fields and their gradients via the emitter
polarizabilities. Rather than working with the usual
polarizabilities, it is more convenient to work with the
proper polarizabilities, which describe the response of
the moments to a sum of the incident fields and the
radiation reaction fields,
p = αpE ·E′ +αpB ·B′ +αpF : F ′, (3)
m = αmE ·E′ +αmB ·B′ +αmF : F ′, (4)
q = αqE ·E′ +αqB ·B′ +αqF : F ′, (5)
where we identified
E′ = Einc + i
µ(ω˜n)3
6πǫ0n2
p, (6)
B′ = Binc + i
µ(ω˜n)3
6πǫ0c2
m, (7)
F ′ = F inc + i
µ(ω˜n)5
20πǫ0n2
q . (8)
Here Einc = Einc(0) and Binc = Binc(0) respectively
are the electric and magnetic incident fields at the
position of the emitter, chosen to be at the origin of
coordinates, and F inc = F inc(0) is a symmetrized
gradient of the incident electric field at the origin,
where
F incij (r) =
1
2
∂iE
inc
j (r) +
1
2
∂jE
inc
i (r). (9)
We neglect all higher order derivatives. The second
terms on the right-hand side of (6-8) are the radiation
reaction fields. Radiation reaction fields describe the
radiative damping of the multipole moments, and their
inclusion in (3-5) guarantees that the optical theorem
is satisfied, irrespective of the approximations made in
calculating the proper polarizabilities [42–44]. Some
constraints on the form of the proper polarizabilities
are, however, imposed by the reciprocity relations [4].
Once the multipole moments are found using
(3-5), the fields scattered by an emitter are given by
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the products of the multipoles with the usual free-space
Green function dyadics g (r), the form of which we give
for completeness in Appendix A.
2.2. 2d array of emitters
We now consider emitters arranged on an arbitrary 2d
lattice with one emitter per unit cell. The positions
of the emitters are described by the lattice vectors
Rn = n1a1 + n2a2, where n = (n1, n2) is a vector
of integers, a1 and a2 are the two basis lattice vectors,
and we choose the array to be in the z = 0 plane. The
fields incident on the array are of the form (1,2), with
the spatial components Einc(r) and Binc(r) satisfying
the free-space Maxwell equations in the neighbourhood
of the array. We employ the Fourier transform of
the spatial components of the fields with respect to
x and y directions in the plane of the array. The
Fourier components are characterized by an in-plane
wave vector κ, and we consider a response of an array
to a single Fourier component at κ = κ0. We thus take
the spatial components of the fields to be of the form,
Einc(r) = Einc+ e
iv+·r +Einc− e
iv−·r, (10)
Binc(r) = Binc+ e
iv+·r +Binc− e
iv−·r, (11)
where v+ and v− are respectively the wave vectors of
the upward- and downward-propagating fields with the
in-plane wave vector κ0,
v± = κ0 ± w0zˆ, (12)
where v± · v± = (ω˜n)2, ω˜ = ω/c, and w0 =√
(ω˜n)2 − κ20, such that Imw0 ≥ 0, and Rew0 ≥ 0
if Imw0 = 0.
We seek a response of the array to the incident
fields identified by (10-11). Due to the periodicity of
the array, the multipole moments at the lattice site
Rn differ from the multipoles at the origin by a phase
factor,
pn = e
iκ0·Rnp, (13)
mn = e
iκ0·Rnm, (14)
qn = e
iκ0·Rnq , (15)
where pn is the dipole moment at Rn and p is the
dipole moment at the origin, and similarly for the
other multipoles. Using the phase relations (13-15),
the response of the array can be formulated in terms
of the multipoles at the origin only,
p = αpE ·Etot +αpB ·Btot +αpF : F tot, (16)
m = αmE ·Etot +αmB ·Btot +αmF : F tot, (17)
q = αqE ·Etot +αqB ·Btot +αqF : F tot, (18)
where the total fields at the origin – Etot, Btot and
F tot – are given by a sum of incident fields, radiation
reaction fields, and fields scattered by all the multipoles
at sites Rn 6= 0, and they can be written in the form
Etot = Einc + G Ep · p+ G Em ·m+ G Eq : q , (19)
Btot = Binc + GBp · p+ GBm ·m+ G Bq : q , (20)
F tot = F inc + G Fp · p+ G Fm ·m+ G Fq : q . (21)
We refer to the Green functions G in (19-21) as
the periodic Green functions. Here G Ep · p gives
the electric field that is a sum of the field scattered
by all the electric dipoles at sites Rn 6= 0 and
the radiation reaction field of the electric dipole at
Rn = 0. Similarly G
Bm ·m describes the magnetic
field scattered by the magnetic dipoles together with
the radiation reaction field of the magnetic dipole,
and G Fq : q describes the gradient of the electric
field scattered by the quadrupoles together with the
radiation reaction field of the electric quadrupole at
the origin. The remaining terms describe only the
scattered fields, and no radiation reaction fields; for
example, G Em ·m describes the electric field scattered
by all the magnetic dipoles at sites Rn 6= 0 but
does not include any radiation reaction field due to
the magnetic dipole, etc. To identify the different
contributions to each periodic Green function we write
each dyadic as a sum of two terms,
G = G +R . (22)
The first term in (22) gives the scattered field when
multiplied by the appropriate moment p,m, or q , and
it is defined in terms of the corresponding free-space
Green function dyadic g (r) as
G = lim
z→0
∑
n 6=(0,0)
eiκ0·Rng (−Rn + zzˆ). (23)
The limiting procedure in (23) ensures that the Green
function is uniquely defined; physically the procedure
corresponds to calculating the scattered fields at a
small distance away from the plane of the emitters,
and at the end of calculation invoking the continuity
of the fields at z = 0. The second term, R , gives rise to
the radiation reaction fields in the decomposition of the
Green functions G Ep, GBm and G Fq, and vanishes in
the decomposition of the remaining dyadics. The non-
vanishing contributions can be identified immediately
using (6-8),
REp =
iµ(ω˜n)3
6πǫ0n2
U , (24)
RBm =
iµ(ω˜n)3
6πǫ0c2
U , (25)
R
Fq =
iµ(ω˜n)5
20πǫ0n2
U , (26)
where U is a unit dyadic, Uij = δij , and U is a fourth-
rank tensor, Uijkl = (δikδjl + δjkδil) /2 − δijδkl/3. All
the other dyadics R vanish as discussed earlier.
We now briefly discuss the optical theorem for a
lattice of emitters. As for a single emitter, conservation
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of energy in the system is guaranteed by the inclusion
of radiation reaction fields within the multipolar model
(16-18). Now, however, each of the multipole moments
responds not only to its own radiation reaction field,
but also to the fields of all the other multipoles on
the lattice. Decomposing each of the periodic Green
functions into its total radiative and non-radiative
contribution,
G = RG + NG , (27)
we note that the radiative contribution involves terms
of two kinds,
R
G = RG +R . (28)
The first term in (28) includes the fields of all
the multipoles at the lattice sites Rn 6= 0
associated with radiation reaction, and the second
contribution gives the usual radiation reaction of the
multipole at the origin. The remaining non-radiative
contributions to the peridic Green functions do not
affect energy conservation condition, as formally shown
in Appendix B, and they involve only a contribution
that is associated with the scattered fields,
NG = NG . (29)
In what follows we give exact analytic expressions
for the radiative Green functions RG . We give the
non-radiative contributions NG in the form of rapidly
converging series that can be calculated numerically.
Once the multipole moments are calculated
using (16-18), the fields scattered by an array
can be found using the Green function formalism
for planar structures [49], which we generalize to
quadrupole systems; see (A.9-A.16) in Appendix A
for the expressions identifying all the free-space Green
functions in Fourier space.
3. Exact expressions for the periodic Green
functions
In this section we transform the expressions for the
periodic dyadic Green functions to a form that is
suitable for computations. We follow the approach that
was introduced earlier to evaluate the electric dipole
periodic Green function for rectangular lattices [27];
we generalize the method to arbitrary lattices, and
carry out the calculation for all the periodic Green
functions that describe magnetoelectric quadrupolar
lattices. We start by giving an overview of the
method, and then list the results of the calculations,
referring the reader to the supplementary material for
the detailed derivations. We list the result for the four
independent dyadics G Ep, G Em, G Eq, and G Fq. The
remaining dyadics can be found from the relations
G Bm =
n2
c2
G Ep, (30)
G Bp = −G Em, (31)
G Fp = − (G Eq)T , (32)
G Bq = − (G Fm)T , (33)
and
GBqijk = −
iω˜n2
2c
(
ǫijmGEpmk + ǫikmGEpmj
)
, (34)
which directly follow from analogous relations for the
free space Green function dyadics. Here T denotes
a transposition of the dyadics,
(GEq)T
ijk
= GEqjki, and(GFm)T
ijk
= GFmkij ; ǫijm is the Levi-Civita symbol.
3.1. Method overview
Each periodic Green function G consists of a
contribution that gives rise to the scattered fields, G ,
and in some cases of the non-vanishing contribution
R that gives rise to the radiation reaction field
of a single emitter; see (24-26). We evaluate the
former contribution using a dimensionality reduction
technique that involves transforming a 2d summation
into a summation over 1d lines of lattice sites,
where either the number of 1d lines is finite or the
contributions from different lines converge rapidly;
having effectively reduced the 2d summation to a 1d
problem, we evaluate the 1d series using the dominant
part extraction technique. The calculation is done
for each Cartesian component of each Green function
dyadic, Gi1...iN , where the number of Cartesian indices
ij varies from N = 2 for the magnetoelectric dyadic
GEm to N = 4 for the quadrupolarization dyadic
GFq. Even though the components of the dyadics
are given in Cartesian coordinates in which the
polarizability tensors are usually known, for each
Cartesian component Gi1...iN the summations are
performed in a coordinate system associated with the
basis vectors of the lattice. Introducing the unit vectors
aˆi = ai/|ai|, we identify coordinates along the two
directions of the lattice as ui, r =
∑
i uiaˆi + zzˆ, and
we write f(u1, u2, z) for a general function specified in
the lattice coordinate system. We can then write the
Cartesian component of the periodic Green function as
a summation of the form
Gi1...iN = lim
z→0
∑
(n,n′) 6=(0,0)
fi1...iN (na1, n
′a2, z), (35)
where ai = |ai| is the length of the basis vector ai, the
summand fi1...iN (u1, u2, z) in general depends on the
choice of the dyadic and the dyadic component, and
we take the limit z → 0 at the end of calculations.
We divide the summation (35) over a 2d lattice
into a summation over a 1d line along the direction of
the first lattice vector a1 with the site at the origin
excluded, and a double summation with one index
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unrestricted,∑
(n,n′) 6=(0,0)
f(na1, n
′a2, z) =
∑
n6=0
f(na1, 0, z)
+
∑
n
∑
n′ 6=0
f(na1, n
′a2, z), (36)
or an analogous decomposition with the lattice
vectors a1 and a2 interchanged; the choice of the
decomposition depends on the form of the dyadic that
we evaluate. The first term on the right-hand side
of (36) has the form of a trigonometric series, with
the series either known in an analytic form [50] or
easily evaluated using the dominant part extraction
technique. The second summation in (36) converges
slowly in both indices n and n′. We accelerate this
series using a Poisson summation over the unrestricted
index,∑
n
f(na1, n
′a2, z) =
1
a1
∑
n
fF
(
K(1)n , n
′a2, z
)
, (37)
where the 1d Fourier transform is defined in a usual
way,
fF
(
K(1)n , n
′a2, z
)
=
∫
dteitK
(1)
n f(t, n′a2, z). (38)
and the sum on the right-hand side of (37) runs
over the values of reciprocal vectors of the 1d array,
K
(1)
n = aˆ1K
(1)
n , where K
(1)
n = (2πn/a1). At each
value of n the Fourier transform (38) takes the form
of a cylindrical wave that propagates along the 1d
array with a wave vector Q
(1)
n = (κ0 − K(1)n ) · aˆ1.
The wave is either propagating or evanescent in the
directions perpendicular to the 1d array, depending on
whether the value of w
(1)
n =
√
(ω˜n)2 −
(
Q
(1)
n
)2
is real
or imaginary; in a typical situation, w
(1)
n takes real
values that correspond to propagating waves only for a
small subset of indices n. Using (37) in the summation
in the second term on the right-hand side of (36), we
have∑
n
∑
n′ 6=0
f(na1, n
′a2, z)
=
1
a1
∑
n
∑
n′ 6=0
fF
(
K(1)n , n
′a2, z
)
. (39)
At a fixed value of the index n, the spatial summation
over index n′ in (39) corresponds to evaluating the
cylindrical waves at an increasing distance from the
1d array. If the wave is evanescent, w
(1)
n ∈ I, the
spatial summation in (39) converges exponentially and
no further transformations are needed. If the wave
is propagating, w
(1)
n ∈ R, the spatial summation
converges slowly. Thus we isolate the subset of
indices n in the summation (39) that correspond to
propagating waves, and for these values of n we carry
out a second Poisson transformation,∑
n′ 6=0
fF
(
K(1)n , n
′a2, z
)
= −fF
(
K(1)n , 0, z
)
+
1
a2
∑
n′
fFF
(
K(1)n ,K
(2)
n′ , z
)
, (40)
and then accelerate the summation in (40) by
extracting the dominant part. As a last step, in
each term on the right-hand side of (40) we identify
a contribution that is singular in the z → 0 limit,
and analytically combine the two diverging terms into
an expression that is well-behaved at z = 0. We
note that the first expression on the right-hand side
of (40) is a 2d modal decomposition of the Green
function, and for each set of integers (nn′) it describes
a contribution that propagates in the plane of the array
with an in-plane wave vector κ
(12)
nn′ = κ0−K(12)nn′ , where
K
(12)
nn′ = nk1 + n
′k2 is a vector of the 2d reciprocal
lattice identified by the basis vectors ki, ki ·aj = 2πδij .
The modal contributions involve divergent terms in
reciprocal space,
fFF
(
K(1)n ,K
(2)
n′ , z
)
∝ 1
w
(12)
nn′
, (41)
where w
(12)
nn′ =
√
(ω˜n)2 −
[
κ
(12)
nn′
]2
vanishes at the onset
of the (nn′)-th diffraction order. All the remaining
contributions to the periodic Green functions are non-
divergent for all values of frequencies and the in-plane
wave vectors κ0. Having found the contribution due
to the scattered fields, G , we add the contribution due
to the radiation reaction fields, R , to obtain the full
periodic Green function G .
In what follows we use the procedure outlined
above to find the four independent periodic Green
functions, G Ep, G Em, G Eq, and G Fq. We give the
final results, explicitly identifying the total radiative
and non-radiative contribution to each of the periodic
Green function.
3.2. Preliminary expressions
In this section we introduce functions that describe
the non-radiative components of the periodic Green
function dyadics. We start by introducing functions
that describe contributions from a 1d summation over
a line, given by the first term in the decomposition
(36). Depending on the dyadic chosen the summation
is done along the first or the second basis lattice vector,
and to distinguish between the two directions we
introduce a superscript i that indicates a summation
along ai. The 1d summation over a line takes the
form of a trigonometric series and consists of two kind
of terms: a fast converging series with the dominant
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part removed, and an analytic expression that gives
the dominant part which can be summed exactly. The
fast converging series are identified by the following
functions:
A
(i)
± =
∞∑
n=1
sin
(
ns
(i)
±
)
n2(n+ 1)(n+ 2)
, (42)
B
(i)
± =
∞∑
n=1
(3n+ 2) cos
(
ns
(i)
±
)
n3(n+ 1)(n+ 2)
, (43)
C
(i)
± =
∞∑
n=1
sin
(
ns
(i)
±
)
n4
, (44)
D
(i)
± =
∞∑
n=1
cos
(
ns
(i)
±
)
n5
, (45)
where s
(i)
± is a reduction of an argument S
(i)
± = ω˜nai±
κ0 · ai to an interval 〈−π, π); that is,
S
(i)
± = s
(i)
± ± 2πn(i)± , (46)
where s
(i)
± ∈ 〈−π, π) and the n(i)± are integers. The
dominant part contributions are given by the following
functions,
A˜(i)± = cos s(i)± −
3
2
+
(
cos 2s
(i)
± − 2 cos s(i)± + 1
)
l
(
s
(i)
±
)
+
π
2
(
2 sin s
(i)
± − sin 2s(i)±
)
s
(
s
(i)
±
)
, (47)
B˜(i)± = sin s(i)±
+
(
sin 2s
(i)
± − 4 sin s(i)±
)
l
(
s
(i)
±
)
+
π
2
(
cos 2s
(i)
± − 4 cos s(i)± + 3
)
s
(
s
(i)
±
)
, (48)
where we introduced a notation
l
(
s
(i)
±
)
= ln
(
2
∣∣∣∣∣sin s
(i)
±
2
∣∣∣∣∣
)
, (49)
s
(
s
(i)
±
)
= sgn
(
s
(i)
±
)
− s
(i)
±
π
, (50)
and sgn(x) is the usual sign function.
Next we introduce functions that describe contri-
butions to the periodic Green function dyadics origi-
nating from a spatial summation over index n′ in (39)
at a fixed value of the reciprocal index n, where the
value of n is such that it corresponds to an evanes-
cent wave. We choose the reciprocal 1d array to be
along the lattice vector ai, with the reciprocal lattice
identified by the reciprocal vectorsK
(i)
n = aˆi (2πn/ai).
We identify κ
(i)
n = κ0 − K(i)n as the in-plane inci-
dent wave vector translated over a 1d reciprocal lat-
tice, Q
(i)
n = κ
(i)
n · aˆi as the propagation wave num-
ber in the direction of the 1d reciprocal array, and
w
(i)
n =
√
(ω˜n)2 −
(
Q
(i)
n
)2
as the value of the wave vec-
tor in the direction perpendicular to the array. The
real space 1d array we choose to be along ai¯, where i¯
denotes the index that is not i, with the lattice vec-
tors of the form R
(¯i)
n′ = n
′ai¯. We identify d
(¯i)
n′ as
the distance from the lattice site R
(¯i)
n′ to the line aˆi,
d
(¯i)
n′ = |ai¯n′ sinφ|, where φ is the angle between the ba-
sis vectors of the lattice. Finally we introduce a wave
number κ˜
(i¯i)
n =
[
κ0 − aˆiQ(i)n
]
· aˆi¯ describing a plane
wave propagation along the R
(¯i)
n′ array. In this nota-
tion, the functions describing the contributions from
a summation of the cylindrical wave identified by the
index n over the positions in space identified by the
lattice sites R
(¯i)
n′ are as follows,
M (i)n =
∞∑
n′=1
M
(i)
nn′ , (51)
N (i)n =
∞∑
n′=1
N
(i)
nn′ , (52)
L(i)n =
∞∑
n′=1
L
(i)
nn′ , (53)
where
M
(i)
nn′ = 4τ
(i)K0
(
χ
(i)
nn′
)
cosψ
(i)
nn′ , (54)
N
(i)
nn′ = 4τ
(i)| sinφ|i−1w(i)n K1
(
χ
(i)
nn′
)
sinψ
(i)
nn′ , (55)
L
(i)
nn′ = 2τ
(i)
(
w(i)n sinφ
)2
K2
(
χ
(i)
nn′
)
cosψ
(i)
nn′ . (56)
Here Kν(z) is a modified Bessel function of the second
kind [51], we have defined a plane wave propagation
factor ψ
(i)
nn′ = κ˜
(i¯i)
n n′ai¯, a cylindrical wave propagation
factor χ
(i)
nn′ = i
−1w
(i)
n d
(¯i)
n′ , and a constant τ
(i) =
Ac/(2πai). We use expressions (51-53) for the values
of n satisfying n > n
(i)
+ and n < n
(i)
− , with the
integers n
(i)
± as defined in (46); for these values we have
a2i
(
w
(i)
n
)2
≤ −π2 and the equations (51-53) converge
exponentially due to the asymptotic properties of the
Bessel functions.
Indices taking values in the interval n ∈(
n
(i)
− , n
(i)
+
)
correspond to propagating cylindrical
waves, a2i
(
w
(i)
n
)2
≥ π2, and thus (51-53) cannot
be used. For these values of n we use a second
Poisson transformation (40), and recast the spatial
summation into a summation over a reciprocal space.
The resulting double summation in reciprocal space
is taken over the in-plane wave vectors that are a
translation of the incident in-plane wave vector over
a 2d reciprocal lattice, κ
(i¯i)
nn′ = κ0 − K i¯inn′ , where
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K
(i¯i)
nn′ = nki + n
′ki¯. In addition to the translated in-
plane wave vector κ
(i¯i)
nn′ we also need a notation for
its i¯-th component in the coordinate system associated
with the lattice, which we identify as
κ
(i¯i)
nn′ ;¯i
=
1
sin2 φ
[
κ
(i¯i)
nn′ −
(
κ
(i¯i)
nn′ · aˆi
)
aˆi
]
· aˆi¯. (57)
Finally we identify the out-of-plane component of the
wave vector as w
(i¯i)
nn′ =
√
(ω˜n)2 −
(
κ
(i¯i)
nn′
)2
. Now we
introduce the functions that describe the contributions
to periodic Green functions from a summation over the
reciprocal index n′ at a fixed reciprocal index n. The
summation over n′ takes a form of a fast converging
series after the dominant part is extracted, and the
summation is described by the following functions:
P (i)n =
∞∑
n′=1
(
P
(i)
nn′ + P
(i)
n,−n′
)
, (58)
T (i)n =
∞∑
n′=1
(
T
(i)
nn′ + T
(i)
n,−n′
)
, (59)
O(i)n =
∞∑
n′=1
(
O
(i)
nn′ +O
(i)
n,−n′
)
, (60)
where
P
(i)
nn′ = Re
i
w
(i¯i)
nn′
− τ
(i)
|n′| −
1
2
(
τ (i)
|n′|
)3
p(i¯i)n , (61)
T
(i)
nn′ = sin
2 φ

Reiκ(i¯i)nn′ ;¯i
w
(i¯i)
nn′
+
(
τ (i)
|n′|
)3
t(i¯i)n

 , (62)
O
(i)
nn′ = Re
(
i sin2 φ
w
(i¯i)
nn′
)[(
w
(i¯i)
nn′
)2
− 1
2
(
w(i)n
)2]
+ sin2 φ
[
|n′|
τ (i)
+
1
2
(
τ (i)
|n′|
)3
o(i¯i)n
]
, (63)
and where the coefficients associated with the
extracted dominant parts are given by
p(i¯i)n =
(
w
(i¯i)
n0
)2
− 3
(
Q(i)n
)2
+ 3
(
κ
(i¯i)
n0
)2
, (64)
t(i¯i)n = κ
(i¯i)
n0;¯i
(
w(i)n
)2
, (65)
o(i¯i)n =
1
4
(
w(i)n
)4
. (66)
The contributions from the dominant parts together
with the contributions from the lattice site at the origin
are given by
P˜(i)n = Re
i
w
(i¯i)
n0
+ 2τ (i) ln
(
τ (i)
2
|w(i)n |
)
+ 2γτ (i) + (τ (i))3ζ(3)p(i¯i)n , (67)
T˜ (i)n = κ(i¯i)n0;¯i sin2 φ
(
Re
i
w
(i¯i)
n0
− 2τ (i)
)
− 2 sin2 φ
(
τ (i)
)3
ζ(3)t(i¯i)n , (68)
O˜(i)n = Re
(
i sin2 φ
w
(i¯i)
n0
)[(
w
(i¯i)
n0
)2
− 1
2
(
w(i)n
)2]
− τi sin2 φ
[(
w
(i¯i)
n0
)2
− 1
2
(
w(i)n
)2]
+ sin2 φ
[
1
6τ (i)
−
(
τ (i)
)3
ζ(3)o(i¯i)n
]
, (69)
where ζ(k) =
∑∞
n=1 1/n
k is the Riemann-zeta function
and γ is the Euler-Mascheroni constant.
A cylindrical wave with the wave vector identified
by the index n = n
(i)
+ or n = n
(i)
− can be propagating
(w
(i)
n ∈ R), evanescent (w(i)n ∈ I), or grazing along the
direction of ai (w
(i)
n = 0), depending on the value of
the frequency and the incident in-plane wave vector
κ0. While the formulas (58-69) hold in all cases,
the function (67) has a logarithmic singularity in the
limit w
(i)
n → 0. The singularity is an artefact of the
dimensionality reduction technique, and describes the
Rayleigh anomaly of the 1d array R
(i)
n . As the array
is really 2d the singularity is only apparent, and in the
dyadics in which it arises we remove it by combining
the singular term in (67) with another singularity
originating from the real-space line summation over the
1d array R
(i)
n (of the form similar to (42-45) but not
listed). We introduce a notation for the contribution
(67) with the singularity removed,
V˜(i)n = P˜(i)n − 2τ (i) ln
(
τ (i)
2
∣∣∣w(i)n ∣∣∣
)
, (70)
and a notation for the additional finite contributions
that arise when the two singular terms are combined,
H
(i)
± = ln

τ (i)
4ai
∣∣∣∣∣∣
s
(i)
±
sin
(
s
(i)
± /2
)
∣∣∣∣∣∣


+ sgn
(
|∆(i)|
)
ln

τ (i)
∣∣∣/S(i)± ∣∣∣
2ai

 , (71)
J
(i)
± = −ω˜naiH(i)± + s(i)± ln
(
τ (i)
2ai
∣∣∣s(i)± ∣∣∣
)
+ /S
(i)
± sgn
(
|∆(i)|
)
ln

τ (i)
∣∣∣/S(i)± ∣∣∣
2ai

 , (72)
where we defined ∆(i) = n
(i)
+ − n(i)− and /S(i)± = s(i)± +
2π∆(i).
We give simple analytic expressions for the
radiative periodic Green functions. They take the form
of a 2d Fourier sum over the in-plane wave vectors
κn = κ
(i¯i)
nn′ that correspond to propagating waves,
wn = w
(i¯i)
nn′ ∈ R, and where we find it convenient to
introduce a short-hand notation with the indices i and
i¯ suppressed; in the expressions describing the radiative
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contributions both lattice directions are treated on
an equal footing and thus the order of the indices is
irrelevant. We thus write each radiative periodic Green
function as
RG =
∑
n:wn∈R
RGn, (73)
where RG n =
RG (κn) are Fourier components
characterized by the in-plane wave vectors κn.
A Fourier component RG n, when multiplied by
the appropriate moment, gives the radiative field
associated with a beam diffracted at an angle θn =
sin−1 [(κn)/(ω˜n)] with respect to the normal, and it
takes an especially simple form in the basis associated
with the in-plane wave vector κn. For each index n we
identify a normalized wave vector κˆn = κn/|κn|, an s-
polarization vector that is orthogonal to it, sˆn = κˆn×
zˆ, and we form the triad (sˆn, κˆn, zˆ); this constitutes
an orthonormal basis and in it we give the results for
RGn. The transformation to the Cartesian basis in
which the non-radiative dyadic components are given
is straightforward, and we do not give it explicitly.
3.3. Periodic Green functions
3.3.1. Scalar Green function In this section we give
results for the periodic scalar Green function G0,
defined in terms of the usual free-space scalar Green
function g0 (see Appendix A) as
G0 = lim
z→0
∑
n 6=(0,0)
eiκ0·Rng0(−Rn + zzˆ) + i ω˜n
4π
, (74)
where the last term in (74) plays a role similar to
the radiation reaction fields in the dyadic periodic
Green functions. Although the scalar function (74)
does not explicitly enter the description of a 2d array,
we calculate it for completeness and to minimize the
number of components of the dyadic Green functions
that we need to evaluate. The scalar Green function
relates the in-plane and out-of-plane components of
the dyadic Green functions through the Helmholtz
equation. The radiative contribution RG0 is purely
imaginary and it takes a form of a 2d Fourier sum
over propagating waves (see (73)) with the Fourier
components
RG0n = i
2Acwn
, (75)
where Ac is the area of a unit cell. The non-radiative
contribution is purely real and is given by the rapidly
converging sum,
NG0 = 1
2
(
S(1) + S(2)
)
, (76)
where
S(i) =
∑
n/∈(n
(i)
− ,n
(i)
+ )
M
(i)
n
2Ac
+
n
(i)
+∑
n=n
(i)
−
P
(i)
n
2Ac
+
n
(i)
+ −1∑
n=n
(i)
− +1
P˜(i)n
2Ac
+
∑
j=±
H
(i)
j
4πai
+
∑
n={n
(i)
+ ,n
(i)
− }
V˜(i)n
2Ac
, (77)
and where the functions in (77) are defined in section
3.2.
3.3.2. Evaluation of GEpij . The radiative contribution
is purely imaginary and can be written as the Fourier
sum (73) with the Fourier components
RG Ep
n
=
iµ
ǫ0n2
w2
n
κˆnκˆn + (ω˜n)
2sˆnsˆn + κ
2
n
zˆzˆ
2wnAc
. (78)
The non-radiative contribution is purely real and we
write it in the Cartesian basis. We note that the dyadic
G Ep is symmetric in its indices, and we have GEpxz =
GEpyz = 0 immediately from its definition. Furthermore,
from the Helmholtz equation we have
GEpzz = −GEpxx − GEpyy + 2
µω˜2
ǫ0
G0, (79)
with the equality holding for both the radiative and
non-radiative contributions separately. Thus we only
list the independent in-plane components NGEpαβ , where
α, β = x, y. We find
NGEpαβ =
µ
ǫ0n2
∑
(lm)
C
(lm)
αβ S(lm)
[(aˆ1 × aˆ2) · zˆ]2
, (80)
where the sum is over the three independent sets of
indices, (lm) = {(11), (22), (12)}, with the coefficients
C
(lm)
αβ listed in Table 1. There and in all later tables
we write aˆix ≡ aˆi · xˆ and aˆiy ≡ aˆi · yˆ. The S(lm) are
Table 1. The coefficients C
(lm)
αβ
.
(11) (22) (12)
xx aˆ22y aˆ
2
1y −2aˆ1y aˆ2y
yy aˆ22x aˆ
2
1x −2aˆ1xaˆ2x
xy −aˆ2xaˆ2y −aˆ1xaˆ1y aˆ1xaˆ2y + aˆ2xaˆ1y
partial sums; for l = m we find
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S(ii) =
∑
n/∈(n
(i)
− ,n
(i)
+ )
(
w
(i)
n
)2
2Ac
M (i)n
+
n
(i)
+∑
n=n
(i)
−
(
w
(i)
n
)2
2Ac
(
P (i)n + P˜(i)n
)
+
∑
j=±
(
ω˜n
B˜(i)j + 4A(i)j
4πa2i
− A˜
(i)
j − 2B(i)j
4πa3i
)
, (81)
and for l 6= m we find,
S(12) =
1
2
(
S(1)(12) + S
(2)
(12)
)
, (82)
where
S(i)(12) = −
∑
n/∈(n
(i)
− ,n
(i)
+ )
Q
(i)
n
2Ac
N (i)n + Sii cosφ
−
n
(i)
+∑
n=n
(i)
−
Q
(i)
n
2Ac
(
T (i)n + T˜ (i)n
)
. (83)
3.3.3. Evaluation of GEmij . The radiative contribution
is purely imaginary and is given by the Fourier sum
(73) with the Fourier components
RG Em
n
=
iµω˜
ǫ0c
κn
2Acwn
(
zˆsˆn − sˆnzˆ
)
. (84)
The non-radiative contribution is purely real and we
write it in the Cartesian basis. We note that the dyadic
is antisymmetric in its indices, so GEmii = 0, and we find
that GEmxy = 0 directly from the periodic Green function
definition. We thus list only the two independent non-
vanishing components, NGEmαz for α = x, y. We find
NGEmαz =
µω˜
ǫ0c
∑
(l)
C
(l)
α S(l)
(aˆ1 × aˆ2) · zˆ , (85)
where the sum is over l = {(1), (2)} and the coefficients
C
(l)
α are listed in Table 2. The S(l) are partial sums
found to be given by
Table 2. The coefficients C
(l)
α .
(1) (2)
x aˆ2x −aˆ1x
y aˆ2y −aˆ1y
S(i) =
∑
n/∈(n
(i)
− ,n
(i)
+ )
Q
(i)
n
2Ac
M (i)n +
n
(i)
+∑
n=n
(i)
−
Q
(i)
n
2Ac
P (i)n
+
n
(i)
+ −1∑
n=n
(i)
− +1
Q
(i)
n
2Ac
P˜(i)n +
∑
n=n
(i)
+ ,n
(i)
−
Q
(i)
n
2Ac
V˜(i)n
+
1
4πa2i
∑
j=±
j
(
1
2
B˜(i)j + 2A(i)j + J (i)j
)
. (86)
3.3.4. Evaluation of GEqijk . The radiative contribution
is purely real and is given by a Fourier sum (73), with
the Fourier components
RG Eq
n
=
µ
ǫ0n2
κn
2Acwn
[
w2
n
κˆn (κˆnκˆn − zˆzˆ)
+(ω˜n)2sˆn {sˆn, κˆn} −
(
w2n − κ2n
)
zˆ {zˆ, κˆn}
]
, (87)
where we introduce a notation for a symmetrized
dyadic,{
aˆ, bˆ
}
=
1
2
(
aˆbˆ+ bˆaˆ
)
. (88)
The non-radiative contribution is purely imaginary and
we write it in the Cartesian basis. We note that the
periodic Green function dyadic is symmetric in its last
two indices, GEqijk = GEqikj , but is not symmetric with
respect to other permutation of indices. To list the
non-radiative contributions we find it convenient to
introduce a fully symmetric dyadic, NGEq[ijk], in terms
of which the usual periodic Green function NGEqijk is
given by
NGEqijk = NGEq[ijk] +
iω
6
δjkǫilm
NGEmlm
− iω
12
(δijǫklm + δikǫjlm)
NGEmlm . (89)
We consider a number of independent components of
the symmetrized Green function NGEq[ijk]: Directly from
the definition we find that NGEq[zzz] = NGEq[zαβ] = 0, for
α, β = x, y, and from the Helmholtz equation we have
NGEq[αzz] = − NGEq[αxx] − NGEq[αyy] +
ω
3i
ǫαlm
NGEmlm . (90)
We thus need only list the in-plane components of the
dyadic, NGEq[αβγ] for α, β, γ = x, y. We have
NGEq[αβγ] =
iµ
ǫ0n2
∑
(lmn)
C
(lmn)
αβγ S(lmn)
[(aˆ1 × aˆ2) · zˆ]3
, (91)
where the sum runs over the sets of indices (lmn) =
{(111), (222), (112), (221)}, and the coefficients C(lmn)αβγ
are given in Table 3. The S(lmn) are partial sums; for
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Table 3. The coefficients C
(lmn)
αβγ
.
(111) (222) (112) (221)
xxx −aˆ32y aˆ
3
1y 3aˆ1y aˆ
2
2y −3aˆ
2
1y aˆ2y
yyy aˆ32x −aˆ
3
1x −3aˆ1xaˆ
2
2x 3aˆ
2
1x aˆ2x
xxy aˆ22y aˆ2x −aˆ
2
1y aˆ1x −aˆ2y(aˆ1xaˆ2y + 2aˆ1y aˆ2x) aˆ1y(aˆ2xaˆ1y + 2aˆ2y aˆ1x)
xyy −aˆ22xaˆ2y aˆ
2
1xaˆ1y aˆ2x(aˆ1y aˆ2x + 2aˆ1xaˆ2y) −aˆ1x(aˆ2y aˆ1x + 2aˆ2xaˆ1y)
l = m = n we have
S(iii) =
∑
n/∈(n
(i)
− ,n
(i)
+ )
Q
(i)
n
(
w
(i)
n
)2
2Ac
M (i)n
+
n
(i)
+∑
n=n
(i)
−
Q
(i)
n
(
w
(i)
n
)2
2Ac
(
P (i)n + P˜(i)n
)
+
1
4πa4i
∑
j=±
j
[
3ω˜nai
(
A˜(i)j − 2B(i)j
)
+ 6C
(i)
j − (ω˜nai)2
(
B˜(i)j + 4A(i)j
) ]
, (92)
and for l = m 6= n,
S(ii¯i) = aˆ · bˆS(iii) +
∑
n/∈(n
(i)
− ,n
(i)
+ )
c
(i)
n
6Ac
N (i)n
+
n
(i)
+∑
n=n
(i)
−
c
(i)
n
6Ac
(
T (i)n + T˜ (i)n
)
, (93)
where we introduced
c(i)n = (ω˜n)
2 − 3
(
Q(i)n
)2
. (94)
3.3.5. Evaluation of GFqijkl. The radiative contribu-
tion is purely imaginary and is given by the Fourier
sum (73) with the Fourier components
RG Fq
n
=
iµ
ǫ0n2
1
2Acwn
[
w2
n
(ω˜n)2{sˆn, zˆ}{sˆn, zˆ}
+ (ω˜n)2κ2
n
{sˆn, κˆn}{sˆn, κˆn}
+ κ2nw
2
n (zˆzˆ − κˆnκˆn) (zˆzˆ − κˆnκˆn)
+ (κ2
n
− w2
n
)2{κˆn, zˆ}{κˆn, zˆ}
]
. (95)
The non-radiative contribution is purely real and we
give it in the Cartesian basis. We note that the dyadic
GFqijkl is symmetric in its first two indices GFqijkl = GFqjikl ,
the last two indices GFqijkl = GFqijlk , as well as with respect
to interchanging the first two and last two indices,
GFqijkl = GFqklij , but it is not symmetric with respect
to all the permutations of indices. Thus to list the
non-radiative contributions we find it convenient to
introduce a fully symmetric dyadic NGFq[ijkl] , in terms
of which the usual dyadic NGFqijkl is given by
NGFqijkl = NGFq[ijkl] −
µ(ω˜n)4
3ǫ0n2
δijδkl
NG0
+
µ(ω˜n)4
6ǫ0n2
(δilδjk + δikδjl)
NG0
+
(ω˜n)2
3
(
δkl
NGEpij + δijNGEpkl
)
+
(ω˜n)2
12
(
δjl
NGEpik + δikNGEpjl
)
+
(ω˜n)2
12
(
δjk
NGEpil + δilNGEpjk
)
. (96)
Directly from the Green function definition we find that
NGFq[zzzα] = NGFq[zαβγ] = 0 for α, β, γ = x, y. From the
Helmholtz equation we find
NGFq[zzαβ] = − NGFq[xxαβ] − NGFq[yyαβ]
− 4(ω˜n)
2
3
NGEpαβ . (97)
We thus need to only find the in-plane components of
the dyadic, NGFqαβγδ for α, β, γ, δ = x, y. We find
NGFq[αβγδ] =
µ
ǫ0n2
∑
(lmnp)
C
(lmnp)
αβγδ S(lmnp)
[(aˆ1 × aˆ2) · zˆ]4
, (98)
where the sum runs over the set of indices (lmnp) =
{(1111), (2222), (1112), (2221), (1122)} with the coeffi-
cients C
(lmnp)
αβγδ given in Table 4. The S(lmnp) are partial
sums. For l = m = n = p we have
S(iiii) =
n
(i)
+∑
n=n
(i)
−
(
w
(i)
n
)4
2Ac
(
P (i)n + P˜(i)n
)
+
∑
n/∈(n
(i)
− ,n
(i)
+ )
(
w
(i)
n
)4
2Ac
M (i)n +
∑
j=±
6D
(i)
j
πa5i
+
∑
j=±
(
ω˜2n2
A˜(i)j − 2B(i)j
πa3i
+ ω˜n
6C
(i)
j
πa4i
)
, (99)
and for l = m = n 6= p we have
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Table 4. The coefficients C
(lmnk)
αβγδ
.
(1111) (2222) (1112) (2221) (1122)
xxxx −aˆ42y −aˆ
4
1y 4aˆ1y aˆ
3
2y 4aˆ
3
1y aˆ2y −6aˆ
2
1y aˆ
2
2y
yyyy −aˆ42x −aˆ
4
1x 4aˆ1xaˆ
3
2x 4aˆ
3
1xaˆ2x −6aˆ
2
1xaˆ
2
2x
xxxy aˆ2xaˆ
3
2y aˆ1xaˆ
3
1y −aˆ
2
2y [3aˆ1y aˆ2x + aˆ2y aˆ1x] −aˆ
2
1y [3aˆ1xaˆ2y + aˆ2xaˆ1y ] 3aˆ1y aˆ2y [aˆ1xaˆ2y + aˆ2xaˆ1y ]
xyyy aˆ2y aˆ
3
2x aˆ1y aˆ
3
1x −aˆ
2
2x [3aˆ1x aˆ2y + aˆ2xaˆ1y ] −aˆ
2
1x [3aˆ1y aˆ2x + aˆ2y aˆ1x] 3aˆ1xaˆ2x [aˆ1xaˆ2y + aˆ2xaˆ1y ]
xxyy −aˆ22xaˆ
2
2y −aˆ
2
1xaˆ
2
1y 2aˆ2xaˆ2y [aˆ1xaˆ2y + aˆ2xaˆ1y ] 2aˆ1xaˆ1y [aˆ1xaˆ2y + aˆ2xaˆ1y ] − [aˆ1xaˆ2y + aˆ2xaˆ1y ]
2
− 2aˆ1x aˆ1y aˆ2xaˆ2y
S(iii¯i) = −
∑
n/∈(n
(i)
− ,n
(i)
+ )
Q
(i)
n
(
w
(i)
n
)2
2Ac
N (i)n
−
n
(i)
+∑
n=n
(i)
−
Q
(i)
n
(
w
(i)
n
)2
2Ac
(
T (i)n + T˜ (i)n
)
+ S(iiii)cosφ. (100)
For l = m and n = p we write
S(1122) =
1
2
(
S
(1)
(1122) + S
(2)
(1122)
)
, (101)
where
S(i)(1122) =
n
(i)
+∑
n=n
(i)
−
c
(i)
n
6Ac
(
O(i)n + O˜(i)n
)
−
∑
n/∈(n
(i)
− ,n
(i)
+ )
c
(i)
n
6Ac
L(i)n
+ 2S(iii¯i) cosφ− S(iiii)
cos2 φ+ 1
2
+
2
3
(ω˜n)2S(ii) sin2 φ. (102)
4. Approximate expressions for the periodic
Green function dyadics
The periodic Green function dyadics can all be
evaluated using the expressions given in the previous
section, together with (30-34). The non-radiative
contributions, however, take the form of summations
which, while converging rapidly, do not give an
immediate physical insight into the nature of the
interactions between the multipoles. In the long
wavelength limit, a simplified description of an array
can be obtained by approximating the non-radiative
periodic Green functions by their static (ω = 0)
limit. The static periodic Green functions describe
only the short-range contributions to the non-radiative
interactions, and can be evaluated directly in real space
without the need to use the summation acceleration
techniques. But the neglect of the mid- and long-range
interactions described by the dynamic contributions
to periodic Green function dyadics is only justified
when the wavelength of light is orders of magnitude
larger than a lattice spacing, a condition that is rarely
satisfied in metamaterial systems. For that reason we
give a simple approximate scheme that extends the
range of validity of the static approximation of the non-
radiative periodic Green function dyadics; the radiative
contributions to periodic Green function dyadics can
easily be evaluated exactly. For the non-radiative
contributions we identify leading dynamic corrections
to the static limit of the periodic Green function
dyadics, valid for dyadics describing lattices of high
symmetry. The dynamic corrections we identify take
a simple analytic form. The approximation scheme
gives an excellent description of all the periodic Green
function dyadics for frequencies up to ω˜
√
Ac ≈ 1.
We compare the importance of dynamic corrections in
a calculation of the four independent periodic Green
function dyadics.
We illustrate the approximation method for the
dipole periodic Green function, and then give the
results for the remaining functions. We begin by
decomposing the dipole dyadic into its static and
dynamic contributions,
G Ep = LEp + T Ep, (103)
where we identified the static contribution as LEp =
limω→0 G
Ep, and the remaining dynamic contribution
as T Ep. The static contribution involves summation
over terms that drop-off as 1/r3, and this summation is
done in real space. The dynamic contribution involves
a radiation reaction term REp from the dipole at the
origin, and a contribution that involves a summation
over terms that drop-off as 1/r and 1/r2. Due to a
slow convergence of the latter summation in real space
we do the summation in Fourier space. We arrive at
T Ep =
∑
n
T Epn +R
Ep, (104)
where
T
Ep
n =
1
Ac
gEpω (κn)
−
∫
BZ
d2κ
(2π)2
gEpω (κn + κ). (105)
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The first contribution to (105) is the Poisson term that
originates from a Fourier transform of the summation
taken over all the lattice sites including the origin.
The second term in (105), when multiplied by the
electric dipole moment, gives Fourier contributions at
wave vectors within one Brillouin zone from κn to
the electric field that describes the interaction of the
dipole at the origin with itself. The second term is
subtracted from the first in order to arrive at a well-
defined periodic Green function dyadic, which involves
a summation over all the lattice sites except the
origin; see (23). Here we have identified a frequency-
dependent component of the free-space Green function
evaluated in the plane of the array,
gω(κ) = lim
z→0
[
g (κ, z)− lim
ω→0
g (κ, z)
]
, (106)
where the spatial limit is taken in a symmetric
way, limz→0 =
1
2 limz→0+ +
1
2 limz→0− . The Fourier
transform in the x,y plane of an arbitrary function
O(r) is understood in a usual way,
O(r) =
∫
dκ
(2π)2
O(κ, z)eiκ·R. (107)
Next we separate the radiative and non-radiative
contributions to G Ep. The static term LEp is
purely non-radiative, so the radiative contributions are
exclusively from T Ep, and we consider their different
components. Radiative contributions to the total self-
interaction term that are identified by a sum of all
the contributions given by the second terms on the
right-hand side of (105) exactly cancels the radiative
dyadic REp on the right-hand side of (104), as can
be easily verified by a direct calculation. The only
non-vanishing radiative contribution is then identified
by the radiative contributions to the Poisson terms,
RT Ep
n
= iImgEpω (κn)/Ac, which are of course equal to
the Fourier components of the radiative periodic Green
function identified in section 3,
RG Ep
n
= RT Ep
n
. (108)
At frequencies such that diffraction does not occur
the only non-vanishing radiative contribution is from
Poisson term at κn = κ0, and at these frequencies we
have
R
G
Ep = RG Ep0 . (109)
The non-radiative contribution to the dynamic
correction, on the other hand, does not admit a simple
analytic form, even in the absence of diffraction. But at
frequencies well-below the diffraction limit we expect
the contributions at small values of in-plane wave
vector to be dominant. We thus approximate the total
non-radiative dynamic correction by a term associated
with contributions at κ0 and at wave vectors within
one Brillouin zone from it,
NT Ep ≈ NT Ep0 . (110)
However, even within the approximation (110) the
dynamic correction is non-analytic, as the evaluation of
the self-interaction term (see (105)) in general requires
a numerical integration. The correction (110) can
be simplified further by noting that at frequencies
well below the diffraction limit the self-interaction
term is dominated by contributions at wave vectors
close to the center of the Brillouin zone, with the
contributions at wave vectors close to the boundaries
of the Brillouin zone less important. When evaluating
self-interaction term we thus approximate the integral
over the Brillouin zone with an integral over a circle
with the area equal to the area of the Brillouin zone,∫
BZ
d2κ
(2π)2
gEpω (κ0 + κ)
≈
∫
C(0,R)
d2κ
(2π)2
gEpω (κ), (111)
where R = (2π)/
√
πAc. Using approximations
(110,111) we arrive at an analytic approximation to
the non-radiative dynamic correction,
NT Epapp =
µκ0
2Acn2ǫ0
[κˆ0κˆ0 − zˆzˆ]
− µ
4π
R3 − wR(R2 − 4ω˜2n2)
6ǫ0n2
U ‖
+
µ
4π
R3 − wR(R2 + 2ω˜2n2)
3ǫ0n2
zˆzˆ, (112)
where we have put wR =
√
R2 − (ω˜n)2, and identified
a unit dyadic in the plane of the array, U ‖ = xˆxˆ+ yˆyˆ.
The first line in (112) is a Poisson term at wave vector
κn = κ0, and the remaining lines approximate the self-
interaction term of the dipole at the origin. Having
identified an approximate dynamic contribution we
arrive at an approximation to the non-radiative dipole
periodic Green function,
G Ep ≈ RG Ep0 +LEp + NT Epapp. (113)
We find approximate expressions for the remaining
periodic Green functions in the same manner. For
each of the dyadics we identify a static contribution,
L , and a remaining dynamic contribution, T .
The approximate expressions for the periodic Green
functions G Em and G Eq follow directly from the
procedure outlined above, and they take a particularly
simple form since the self-interaction term vanishes
by symmetry. The derivation of the dyadic G Fq
is slightly more involved. Here the non-radiative
dynamic contribution NT Fq describes the long-range
interactions with 1/r dependence that need to be
summed in Fourier space, as well as the short-range
interactions with 1/r3 dependence that need to be
summed in real space; these two types of contributions
we treat separately. Following these steps we arrive at
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the approximate expressions,
G Em ≈ RG Em0 , (114)
G Eq ≈ RG Eq0 +LEq + NT Eqapp, (115)
G
Fq ≈ RG Fq0 +LFq + NT Fqapp, (116)
where the non-radiative dynamic contribution to G Em
vanishes; we have
N
T
Eq
app =
iµκ20
ǫ0n2
2zˆ {zˆ, κˆ0}+ κˆ0 (zˆzˆ − κˆ0κˆ0)
2Ac
, (117)
and the non-radiative dynamic contribution to G Fq can
be written as a sum of a term evaluated exactly in real
space and terms evaluated approximately in Fourier
space,
N
T
Fq
app = S + FF − FS. (118)
A real-space summation describing contributions to
the dyadic from frequency-dependent but short-range
interactions is given by
S =
µ
4πǫ0n2
(ω˜n)2
4
∑
R6=0
eiκ0·R
d
R3
, (119)
where we identified a fourth-rank unit tensor
dijkl = 6
(
δklRˆiRˆj + δijRˆkRˆl
)
− 2δijδkl
− 30RˆiRˆjRˆkRˆl + 3δjlRˆiRˆk
+ 3
(
δikRˆjRˆl + δjkRˆiRˆl + δilRˆjRˆk
)
. (120)
A Poisson term at κ0 due to a Fourier transform
of the dyadic describing short- and medium-ranged
interactions takes the form,
FF =
µκ0
2ǫ0n2Ac
[
− ω˜2n2{sˆ, κˆ0}{sˆ, κˆ0}
+ ω˜2n2{sˆ, zˆ}{sˆ, zˆ}
+
(
2ω˜2n2 − 4κ20
) {κˆ0, zˆ} {κˆ0, zˆ}
+
(
κ20 −
1
2
ω˜2n2
)
(zˆzˆ − κˆ0κˆ0)(zˆzˆ − κˆ0κˆ0)
]
, (121)
while an approximate contribution to the self-
interaction term is
FS =
1
4
(FaS + F
c
S) (xˆxˆ− yˆyˆ) (xˆxˆ− yˆyˆ)
+ (FaS − FcS) {xˆ, yˆ} {xˆ, yˆ}
+
(
FbS + 4F
c
S
) {xˆ, zˆ} {xˆ, zˆ}
+
(
FbS + 4F
c
S
) {yˆ, zˆ} {yˆ, zˆ}
− FcS(xˆxˆ− zˆzˆ)(xˆxˆ− zˆzˆ)
− FcS(yˆyˆ − zˆzˆ)(yˆyˆ − zˆzˆ), (122)
where
FaS =
µω˜2
24ǫ0π
[
wR
(
R2 + 2ω˜2n2
)−R3] (123)
FbS =
µω˜2
24ǫ0π
[
wR
(
4ω˜2n2 −R2)+R3] (124)
FcS =
µω˜2
40ǫ0π
[
R2w3R
(ω˜n)2
+
2
3
w3R −
R5
(ω˜n)2
+
5
6
R3
]
. (125)
We now compare the range of validity of the
approximate expressions (113-116) with the range
of validity of the usual static approximation, and
discuss the dipole periodic Green function dyadic
first. Figures 1(a) and 1(b) show the in-plane dyadic
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Figure 1. A comparison of the exact (E), approximate (A),
and static (S) dipole dyadic NGEpxx for the following scenarios:
(a) a square lattice illuminated with normally incident light, (b)
a square lattice illuminated at θ0 = 450 with an in-plane wave
vector κ0 ∝ xˆ, and rectangular lattices with basis lattice vectors
(c) 2ax = ay and (d) 3ax = ay illuminated at normal incidence.
component NGEpxx describing a square lattice evaluated
using the exact expression (80), the approximate
expression (113), and the usual static approximation.
The approximate expression (113) is in an excellent
agreement with the exact result at frequencies
up to ω˜A
1/2
c ≈ 1, while the validity of the static
approximation is much more limited. Limitations of
the static approximation are especially pronounced for
light at non-normal incidence, for which the static
approximation predicts an incorrect slope of the dyadic
considered as a function of frequency. This discrepancy
leads to clear deviations from the exact result even in
an extreme long-wavelength limit, ω˜A
1/2
c ≪ 1. We
carry out a similar comparison for lattices of different
structure. A triangular lattice shows a similar degree
of agreement between the approximate and the exact
result found for a square lattice. For lattices of lower
symmetry, however, the approximate expression (113)
shows more significant deviations from the exact result.
This is illustrated in Figures 1(c) and 1(d), where
we plot NGEpxx describing rectangular lattices with the
basis vectors 2ax = ay and 3ax = ay respectively,
calculated within different approximations. A failure
of the approximate expression (113) to describe a
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strongly anisotropic lattice 3ax = ay is due to a failure
of the approximation (111) to respect the symmetry
of the unit cell, and due a slower convergence of
the summation over the reciprocal vectors in the
summation (104). Other components of the dipole
periodic Green function not plotted in Figure 1 show
a similar level of agreement between the exact and
approximate expressions.
For completeness we show an analogous compar-
ison of the exact and approximate expressions for the
non-radiative contributions to the periodic Green func-
tion dyadics G Eq and G Fq. We compute the in-
plane dyadic components NGEqxxx and NGFqxxxx describ-
ing a square lattice using the exact expressions (89,
96), the approximate expressions (115, 116), and the
static approximation; see Figure 2. Again the approx-
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Figure 2. A comparison of the exact (E), approximate (A),
and static (S) dyadics describing a square lattice: (a) NGEqxxx for
light incident at θ = 300 with κ0 ∝ xˆ, (b) NG
Fq
xxxx for normally
incident light.
imate expressions (115, 116) are in a close agreement
with the exact results at frequencies ω˜A
1/2
c < 1, with
poorer agreement when the lattice has a lower sym-
metry (not shown); similar conclusions hold for the
remaining components of the dyadics.
Finally, we comment on the importance of
the dynamic corrections in evaluating non-radiative
periodic Green function dyadics of different polarity.
From Figure 1 and Figure 2 we see that the
dynamic corrections give significant contributions to
the periodic Green function dyadics G Ep and G Fq,
but are less significant in evaluation of the dyadic
G Eq, which is well-approximated by its static limit,
LEq; the static and the leading dynamic contribution
to G Em vanish and thus are not considered. A
contribution from the dynamic correction NT Eq is
small as compared to the corresponding corrections
to the other dyadics, due to vanishing of the
dynamic self-interaction term that is associated with
the multipole at the origin; this leads to a smaller
dynamic contribution overall. Finally we note that
the static approximation gives a correct prediction
for the slope of periodic Green function dyadics
describing interactions with higher multipole moments,
irrespective of the illumination conditions, due to a
vanishing slope of the dynamic corrections at small
frequencies.
5. Conclusions
We have derived a representation, suitable for
numerical calculations, of periodic Green function
dyadics that enter a multipole description of a 2d array
of emitters. The optical response of the emitters is
treated at the level that includes their electric dipole
moments, magnetic dipole moments, and electric
quadrupole moments; we take into account a response
of each multipole moment to the electric field, to
the magnetic field, and to the symmetrized gradient
of electric field at the position of the multipole.
All the periodic Green function dyadics that enter
the description of an array at this level are given
within one formalism that explicitly shows energy
balance on the lattice. We identify all the radiative
contributions to periodic Green function dyadics that
give rise to radiation reaction fields. We evaluate the
radiative contributions exactly, and give them in a
form such that radiative fields associated with s- and
p-polarized beams diffracted at any order are easily
identified. The remaining non-radiative contributions
to periodic Green function dyadics, which do not affect
the energy conservation condition, are given in a form
of rapidly converging series. All the non-radiative
contributions to periodic Green functions are expressed
as a summation over linear combinations of the same
set of functions. Our results are summarized in sections
(3.3.2-3.3.5) together with (30-34).
With energy balance on a lattice explicitly
identified and the radiation reaction fields evaluated
in a concise analytic form, simplified descriptions of
the optical response of the array can be introduced
to gain more insight into the electrodynamics. As
an example we presented a simplified description of
periodic Green function dyadics that describe arrays
of high symmetry illuminated with light at long
wavelengths. The radiative contributions to the
periodic Green function dyadics are treated exactly.
The non-radiative contributions are approximated by
their static limit and analytic dynamic corrections.
The approximate description rigorously satisfies energy
conservation and extends the range of validity of
the usual static approximation, without adding much
complexity to the description.
Appendix A. Free-space Green functions
We use g0(r) to denote the scalar free-space Green
function,
g0(r) =
1
4πr
eiω˜nr, (A.1)
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which is a solution to the free-space Helmholtz
equation,[∇2 + (ω˜n)2] g0(r) = −δ(r). (A.2)
In terms of the scalar Green function, the four
independent dyadic Green functions are given by the
usual expressions
gEpij (r) =
µ
ǫ0n2
/∂ijg0(r), (A.3)
gEmij (r) =
iω˜µ
ǫ0c
ǫisj∂sg0(r), (A.4)
gEqijk(r) = −
µ
ǫ0n2
1
2
(
∂k /∂ij + ∂j /∂ik
)
g0(r), (A.5)
gFqijkl(r) = −
µ
ǫ0n2
1
4
(
∂j∂l /∂ik + ∂i∂l /∂jk
)
g0(r)
− µ
ǫ0n2
1
4
(
∂j∂k /∂il + ∂i∂k /∂jl
)
g0(r), (A.6)
where we introduce a notation
/∂ij = ∂i∂j + (ω˜n)
2δij , (A.7)
and the remaining dyadics follow from (A.3-A.6) in an
obvious manner.
The expressions for the Fourier transformed free-
space Green function dyadics can be found using the
Green function formalism for planar structures [49],
generalized to include the quadrupole moments. At
points in space such that z 6= 0 all the Green functions
are of the form,
g (κ, z) = g+(κ)e
iwzθ(z)
+ g−(κ)e
−iwzθ(−z), (A.8)
where g±(κ) are the Green function amplitudes of the
upward and downward propagating electromagnetic
fields. The amplitudes of the dipole Green functions
are given by [49],
g
Ep
+ (κ) =
iω˜2µ
2ǫ0w
(sˆsˆ+ pˆ+pˆ+) , (A.9)
g
Ep
− (κ) =
iω˜2µ
2ǫ0w
(sˆsˆ+ pˆ−pˆ−) , (A.10)
gEm+ (κ) =
iω˜2nµ
2ǫ0cw
(pˆ+sˆ− sˆpˆ+) , (A.11)
gEm+ (κ) =
iω˜2nµ
2ǫ0cw
(pˆ−sˆ− sˆpˆ−) . (A.12)
The amplitudes of the quadrupole Green functions are
given by
g
Eq
+ (κ) =
ω˜3nµ
2ǫ0w
(sˆ {sˆ, vˆ+}+ pˆ+ {pˆ+, vˆ+}) , (A.13)
g
Eq
− (κ) =
ω˜3nµ
2ǫ0w
(sˆ {sˆ, vˆ−}+ pˆ− {pˆ−, vˆ−}) , (A.14)
and
g
Fq
+ (κ) =
iω˜4n2µ
2ǫ0w
{sˆ, vˆ+} {sˆ, vˆ+}
+
iω˜4n2µ
2ǫ0w
{pˆ+, vˆ+} {pˆ+, vˆ+} , (A.15)
g
Fq
− (κ) =
iω˜4n2µ
2ǫ0w
{sˆ, vˆ−} {sˆ, vˆ−}
+
iω˜4n2µ
2ǫ0w
{pˆ−, vˆ−} {pˆ−, vˆ−} . (A.16)
Appendix B. Energy balance on a lattice
Here we verify the optical theorem for a 2d array
of emitters. We find that the crucial role is played
by the radiative contributions to the periodic Green
function dyadics, with the non-radiative contributions
not affecting the energy conservation condition.
We consider energy balance for a volume of space
enclosing one unit cell of the array. We divide the space
into parallelepipeds of height h such that the projection
of each parallelepiped on the z = 0 plane corresponds
to one unit cell of the array; see Figure B1. The
 
Figure B1. Parallelepiped enclosing one unit cell of the array.
energy conservation condition for a volume of space
enclosed by one parallelepiped is identified by the usual
condition,
WA = −Φ, (B.1)
where WA is the average power absorbed by
the emitter enclosed within the volume of the
parallelepiped and Φ is the time averaged flux of
the Poynting vector through the surface of the
parallelepiped.
We identify the restrictions on the periodic Green
functions imposed by the condition (B.1) and show
that they are satisfied. To do so, we evaluate both sides
of (B.1) within the multipolar model. For simplicity we
do the calculation for the parallelepiped that encloses
the emitter at the origin of the lattice, Rn = 0. A
straightforward calculation gives
WA = 2ωImHA, (B.2)
for the total time-averaged power absorbed by the
emitter, where
HA =
(
Etot
)∗ · p+ (Btot)∗ ·m
+
(
F tot
)∗
: q , (B.3)
and where the total fields at the position of the emitter
are given by (19-21). The flux of the Poynting vector
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involves three kinds of contributions,
Φ = Φinc +Φscatt +Φsi, (B.4)
where the flux Φinc is due to the incident fields, the
flux Φscatt is due to the scattered fields, and the
flux Φsi involves cross-terms between the incident and
the scattered fields. The flux due to the incident
fields vanishes when an array is embedded in a
lossless dielectric, Φinc = 0. To find the remaining
contributions we find the electric field scattered by the
array. We have
Escat(κ, z) =
(2π)2
Ac
∑
n
δ(κ− κn)fE(κ, z), (B.5)
where the vector fE(κ, z) is given by the products
of the Fourier-transformed free-space Green functions
(see (A.8)-(A.16)) with the multipole moments,
fE(κ, z) = gEp(κ, z) · p+ gEm(κ, z) ·m
+ gEq(κ, z) : q . (B.6)
The time-averaged power scattered through the surface
of one parallelepiped follows immediately from (B.6),
Φscatt =
2
µµ0
1
ω
∑
wn∈R
wn
Ac
∣∣fE
n
∣∣2 , (B.7)
where we identified∣∣fE
n
∣∣2 = ∣∣fE(κn, 0+)∣∣2 + ∣∣fE(κn, 0−)∣∣2 . (B.8)
We simplify expression (B.7) using the following
identities,[
g
Ep
± (κ)
]†
· gEp± (κ) = −
iω˜2µ
2ǫ0w
g
Ep
± (κ), (B.9)
[
gEm± (κ)
]† · gEm± (κ) = − iω˜2µ2ǫ0wgBm± (κ), (B.10)[
g
Eq
± (κ)
]†
· gEq± (κ) = −
iω˜2µ
2ǫ0w
g
Fq
± (κ), (B.11)[
g
Ep
± (κ)
]†
· gEm± (κ) = −
iω˜2µ
2ǫ0w
gEm± (κ), (B.12)[
g
Ep
± (κ)
]†
· gEq± (κ) = −
iω˜2µ
2ǫ0w
g
Eq
± (κ), (B.13)
[
gEm± (κ)
]† · gEq± (κ) = − iω˜2µ2ǫ0wgBq± (κ), (B.14)
and arrive at
Φscatt = 2ωIm
1
Ac
∑
wn∈R
Hscattn , (B.15)
where
Hscattn = p
∗ · gEpn · p+m∗ · gBmn ·m
+ q ∗ : gFq
n
: q + 2p∗ · gEm
n
·m
+ 2p∗ · gEqn : q + 2m∗ · gBqn : q , (B.16)
and we defined gn = [g+(κn)+g−(κn)]/2. Finally we
find the total power removed from an incident beam,
−Φsi. Using the expression (B.5) for the scattered
field and the expression (10) for the incident field, and
noting that for a transverse incident field the following
identities hold,(
Einc±
)∗ · gEp± (κ0) = iω˜2µ2ǫ0w
(
Einc±
)∗
(B.17)
(
Einc±
)∗ · gEm± (κ0) = iω˜2µ2ǫ0w
(
Binc±
)∗
(B.18)
(
Einc±
)∗ · gEq± (κ0) = iω˜2µ2ǫ0w
(
F inc±
)∗
, (B.19)
we find that
−Φsi = 2ωImHsi, (B.20)
where
Hsi =
(
Einc
)∗ · p+ (Binc)∗ ·m
+
(
F inc
)∗
: q , (B.21)
and whereEinc = Einc+ +E
inc
− is a total incident electric
field at the position of the emitter, and so for the
remaining fields.
Now we return to (B.1) and first we find the
difference between the power removed from an incident
beam, (B.20), and power absorbed by an emitter,
(B.2). After simplifying the expression with the use
of (19-21) we find,
−Φsi −WA = 2ωImH ′, (B.22)
where
H ′ = p · RG Ep · p∗ +m · RGBm ·m∗
+ q : RG Fq : q ∗ + 2p · RG Em ·m∗
− 2p · RG Eq : q ∗ − 2m · RG Bq : q ∗. (B.23)
In deriving (B.23) we used the symmetry conditions
satisfied by the periodic Green function dyadics that
follow from reciprocity relations [43], and we used
the relations RG Ep = iImG Ep, RG Em = iImG Em,
RG Eq = ReG Eq, RG Fq = iImG Fq, etc., for the
remaining periodic Green functions (see section 3).
For the optical theorem (B.1) to hold the difference
between extinction and absorbed power, (B.22), needs
to be equal to the scattered power, (B.15). Comparing
the expressions (B.22) and (B.15) we find that this
condition is satisfied when the radiative periodic Green
functions RG satisfy
RG =
1
Ac
∑
wn∈R
gn, (B.24)
irrespective of the form that the non-radiative
periodic Green functions take as long they satisfy the
symmetry conditions that follow from reciprocity. A
straightforward calculation verifies that the radiative
contributions to the periodic Green functions found in
section 3 indeed satisfy the condition (B.24).
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Supplementary information
We illustrate the intermediate steps that lead to periodic Green function dyadics in a form presented in the
paper. We focus here on the quadrupole dyadic GFq. The derivation of the remaining periodic Green function
dyadics is simpler but analogous. The notation is the same as used in the paper.
Lattice coordinate system
We work in a skewed coordinate system associated with the basis vectors of the lattice, aˆi, and identify coordinates
along those basis vectors as ui,
r =
∑
i
uiaˆi + zzˆ. (S.1)
The transformation from the coordinates associated with the lattice to Cartesian coordinates is
x = u1(aˆ1 · xˆ) + u2(aˆ2 · xˆ),
y = u1(aˆ1 · yˆ) + u2(aˆ2 · yˆ), (S.2)
and the inverse transformation is given by
u1 =
x(aˆ2 · yˆ)− y(aˆ2 · xˆ)
(aˆ1 × aˆ2) · zˆ ,
u2 =
y(aˆ1 · xˆ)− x(aˆ1 · yˆ)
(aˆ1 × aˆ2) · zˆ . (S.3)
Derivatives taken with respect to Cartesian coordinates are related to those taken with respect to coordinates
associated with the lattice by,
∂x =
1
(aˆ1 × aˆ2) · zˆ [(aˆ2 · yˆ)∂u1 − (aˆ1 · yˆ)∂u2 ] , (S.4)
∂y =
1
(aˆ1 × aˆ2) · zˆ [−(aˆ2 · xˆ)∂u1 + (aˆ1 · xˆ)∂u2 ] , (S.5)
where analogous relations for higher order derivatives can be obtained by a repeated application of (S.4,S.5). We
also identify the scalar free-space Green function written in coordinate system associated with the lattice
g0(u1, u2, z) =
1
4π
eiω˜n
√
u21+u
2
2+2u1u2cosφ+z
2√
u21 + u
2
2 + 2u1u2cosφ+ z
2
, (S.6)
where φ is the angle between the two basis lattice vectors.
Real space definition
The quadrupole periodic Green function is a sum of two terms,
G
Fq = GFq +RFq, (S.7)
where RFq is known (see (26) in the paper) and the first contribution involves a summation over lattice sites
GFq = lim
z→0
∑
n 6=(0,0)
eiκ0·RngFq(−Rn + zzˆ), (S.8)
that we need to accelerate. As a first step we write the free-space Green function gFq(r) in coordinate system
associated with the lattice. We illustrate the method for the gFqxxxx(r) component; the derivation for the remaining
components is analogous. Starting from the definition of the quadrupole free-space Green function (see (A.6) in
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the paper), we use (S.4) to rewrite the derivatives with respect to x in terms of derivatives with respect to the
lattice coordinates u1, u2 . We arrive at
gFqxxxx(u1, u2, z) = (ω˜n)
2gEpxx (u1, u2, z)−
µ
ǫ0n2
Dg0(u1, u2, z)
[(aˆ × aˆ2) · zˆ]4
, (S.9)
where the differential operator acting on the free-space Green function is
D = (aˆ2 · yˆ)4 /∂2u1 /∂
2
u1 + (aˆ1 · yˆ)4 /∂
2
u2
/∂
2
u2
+ 2(aˆ1 · yˆ)2(aˆ2 · yˆ)2
[
/∂
2
u1
/∂
2
u2 + 2/∂u1u2 /∂u1u2
]
− 4(aˆ1 · yˆ)(aˆ2 · yˆ)3 /∂2u1 /∂u1u2 − 4(aˆ2 · yˆ)(aˆ1 · yˆ)3 /∂
2
u2
/∂u1u2 , (S.10)
and where we have defined
/∂
2
u1 = ∂
2
u1 + (ω˜n)
2,
/∂
2
u2 = ∂
2
u2 + (ω˜n)
2,
/∂u1u2 = ∂u1∂u2 + aˆ1 · aˆ2(ω˜n)2. (S.11)
Using expression (S.9) in the definition (S.8) we arrive at
GFqxxxx = (ω˜n)
2
GEpxx +
µ
ǫ0n2
∑
(lmnp)
C
(lmnp)
xxxx S˜(lmnp)
[(aˆ1 × aˆ2) · zˆ]4
, (S.12)
with the coefficients C
(lmnp)
xxxx identified in Table 4 in the paper. The S˜(lmnp) are complex partial sums defined in
terms of partial functions
S˜(lmnp) = lim
z→0
∑
(n,n′) 6=(0,0)
S˜(lmnp)(na1, n′a2, z), (S.13)
where ai = |ai|. The partial functions for l = m = n = p are
S˜(iiii)(u1, u2, z) = e−iκ0·(u1aˆ1+u2aˆ2) /∂2ui /∂
2
uig0(u1, u2, z), (S.14)
the partial functions for l = m = n 6= p are
S˜(iii¯i)(u1, u2, z) = e−iκ0·(u1aˆ1+u2aˆ2) /∂2ui /∂uiui¯g0(u1, u2, z), (S.15)
and the partial functions for l = m and n = p are
S˜(1122)(u1, u2, z) = e−iκ0·(u1aˆ1+u2aˆ2)
1
3
(
/∂
2
u1
/∂
2
u2 + 2/∂
2
u1u2
)
g0(u1, u2, z). (S.16)
The complex partial sums, S˜(lmnp), are related to the partial sums identified in the paper, S(lmnp), by
ReS˜(lmnp) = S(lmnp). (S.17)
The expressions for the remaining components of the dyadic take the form similar to (S.12) and we do not give
them here explicitly. The main difficulty in accelerating the summations that enter the quadrupole periodic
Green function definition lies in evaluating the partial sums (S.14-S.16). We illustrate the acceleration method
for these sums in the next section.
Evaluation of partial sums
Evaluation of S˜(iiii)
We illustrate the acceleration method for S˜(1111). The acceleration of the partial sum S˜(2222) follows the same
steps, but with all the indices that indicate direction along the lattice vectors interchanged.
We start by decomposing the partial sum into two contributions,
S˜(1111) = S˜c(1111) + S˜p(1111), (S.18)
where the first term involves a summation over a 1d chain along the direction of aˆ1,
S˜c(1111) = limz→0
∑
n6=0
S˜(1111)(na1, 0, z), (S.19)
Supplementary information 22
and the remaining contribution is a summation over a 2d array with that chain removed,
S˜p(1111) = limz→0
∞∑
n=−∞
∑
n′ 6=0
S˜(1111)(na1, n′a2, z). (S.20)
We consider first a contribution from the chain. Taking the derivatives of the free-space Green function with
respect to u1 and identifying the real and imaginary contributions we arrive at
S˜c(1111) = ReS˜c(1111) + iImS˜c(1111), (S.21)
with the real part
ReS˜c(1111) =
1
4πa51
∞∑
n=1

−8(ω˜na1)2 cos
(
ns
(1)
+
)
n3
+ 24
cos
(
ns
(1)
+
)
n5
+ 24 (ω˜na1)
sin
(
ns
(1)
+
)
n4


+
(
s
(1)
+ ↔ s(1)−
)
, (S.22)
and the imaginary part
ImS˜c(1111) =
1
4πa51
∞∑
n=1

24sin
(
ns
(1)
+
)
n5
− 24 (ω˜na1)
cos
(
ns
(1)
+
)
n4
− 8 (ω˜na1)2
sin
(
ns
(1)
+
)
n3


+
(
s
(1)
+ ↔ s(1)−
)
. (S.23)
The sums that enter expression (S.22) do not admit a simple analytic form and we evaluate them numerically.
The summand in (S.22) drops-off as 1/n3 and can be evaluated directly, but we accelerate the summation using
the dominant part extraction method. We use the identity
1
n3
=
3n+ 2
n3(n+ 1)(n+ 2)
+
1
n(n+ 1)(n+ 2)
. (S.24)
When (S.24) is used in (S.22), the first term on the right-hand side of (S.24) gives a contribution that drops-off
as 1/n4, while the second term gives the contribution
∞∑
n=1
cos
(
s
(1)
± n
)
n(n+ 1)(n+ 2)
=
1
2
∞∑
n=1
cos
(
s
(1)
± n
)
n
−
∞∑
n=1
cos
(
s
(1)
± n
)
n+ 1
+
1
2
∞∑
n=1
cos
(
s
(1)
± n
)
n+ 2
, (S.25)
that can be evaluated in a simple analytic form. Using the identities (see 1.441 in [50]),
∞∑
n=1
cos
(
s
(1)
± n
)
n
= −ln
(
2
∣∣∣∣∣sins
(1)
±
2
∣∣∣∣∣
)
, (S.26)
∞∑
n=1
sin
(
s
(1)
± n
)
n
=
π
2
sgn(s
(1)
± )−
s
(1)
±
2
, (S.27)
and shifting the summation indices we arrive at
∞∑
n=1
cos(s
(1)
± n)
n(n+ 1)(n+ 2)
= −A˜(1)± . (S.28)
Using (S.28) in (S.22) we arrive at contribution from a chain of the form,
ReS˜c(1111) =
∑
j=±
(
ω˜2n2
A˜(1)j − 2B(1)j
πa31
+ ω˜n
6C
(1)
j
πa41
+
6D
(1)
j
πa51
)
, (S.29)
which converges rapidly. The imaginary part of the contribution from the chain can be evaluated exactly using
(see 1.443 in [50]),
∞∑
n=1
sin
(
s
(1)
± n
)
n3
=
1
12
(
s
(1)
±
)3
− π
4
s
(1)
±
∣∣∣s(1)± ∣∣∣+ π26 s(1)± ,
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∞∑
n=1
cos
(
ns
(1)
±
)
n4
=
π4
90
− π
2
12
(
s
(1)
±
)2
+
π
12
∣∣∣s(1)± ∣∣∣3 −
(
s
(1)
±
)4
48
,
∞∑
n=1
sin
(
s
(1)
± n
)
n5
=
π4
90
s
(1)
± −
π2
36
(
s
(1)
±
)3
+
π
48
(
s
(1)
±
)3 ∣∣∣s(1)± ∣∣∣−
(
s
(1)
±
)5
240
. (S.30)
The result is
ImS˜c(1111) =
∑
j=±
[
f
(
s
(1)
j
)
+ g
(
s
(1)
j
)
+ h
(
s
(1)
j
)
+ k
(
s
(1)
j
)]
, (S.31)
where
f
(
s
(1)
±
)
= − 24 ω˜n
4πa41
π4
90
+
24
4πa51
π4
90
s
(1)
± , (S.32)
g
(
s
(1)
±
)
= − 24 ω˜n
4πa41
π
12
∣∣∣s(1)± ∣∣∣3 + 8(ω˜n)24πa31
π
4
s
(1)
±
∣∣∣s(1)± ∣∣∣+ 244πa51
π
48
(
s
(1)
±
)3 ∣∣∣s(1)± ∣∣∣ , (S.33)
h
(
s
(1)
±
)
= 24
ω˜n
4πa41
π2
12
(
s
(1)
±
)2
− 8(ω˜n)
2
4πa31
π2
6
s
(1)
± −
24
4πa51
π2
36
(
s
(1)
±
)3
, (S.34)
k
(
s
(1)
±
)
= 24
ω˜n
4πa41
1
48
(
s
(1)
±
)4
− 8(ω˜n)
2
4πa31
1
12
(
s
(1)
±
)3
− 24
4πa51
(
s
(1)
±
)5
240
. (S.35)
We next consider the contribution from a 2d summation with the chain removed; see (S.20). The summation
converges slowly in both indices. We accelerate the summation using the Poisson transformation with respect
to an unrestricted index,∑
n
S˜(1111)(na1, n′a2, z) =
1
a1
∑
n
S˜F(1111)
(
K(1)n , n
′a2, z
)
. (S.36)
The Fourier transform of the partial sum function is
S˜F(1111)
(
K(1)n , n
′a2, z
)
=
(
w(1)n
)4
e−in
′
κ0·a2gF0
(
−Q(1)n , n′a2, z
)
, (S.37)
where the Fourier transform of the free-space scalar Green function with respect to its first coordinate in the
skewed coordinate system is
gF0
(
−Q(1)n , n′a2, z
)
=
i
4
eiQ
(1)
n n
′a2cosφH
(1)
0
(
w(1)n
√(
d
(2)
n′
)2
+ z2
)
, (S.38)
and we used the identities 6.616 in [50] to arrive at (S.38). Using (S.36-S.38) in (S.20) we arrive at
S˜p(1111) = limz→0
i
4a1
∑
n′ 6=0
∑
n
(
w(1)n
)4
e−iψ
(1)
nn′H
(1)
0
(
w(1)n
√(
d
(2)
n′
)2
+ z2
)
. (S.39)
We identify terms in the summation (S.39) that correspond to cylindrical waves that are exponentially decaying
away from the 1d array identified by aˆ1. The evanescent waves are identified by the indices n /∈ (n(i)− , n(i)+ ),
for which w
(i)
n ∈ I. Separating out terms with those indices and rewriting the Hankel function in terms of the
modified Bessel function of the second kind of a real argument (see 9.6.4 in [51]), we have
S˜p(1111) =
∑
n/∈(n
(i)
− ,n
(i)
+ )
(
w
(1)
n
)4
2πa1
∑
n′ 6=0
e−iψ
(1)
nn′K0
(
w
(1)
n
i
d
(2)
n′
)
+ lim
z→0
n
(i)
+∑
n=n
(i)
−
i
(
w
(1)
n
)4
4a1
∑
n′ 6=0
e−iψ
(1)
nn′H
(1)
0
(
w(1)n
√(
d
(2)
n′
)2
+ z2
)
. (S.40)
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The first line in (S.40) converges rapidly in both indices n and n′. The first summation in the second line is
typically over few terms only, but the infinite summation in the second line converges slowly. To accelerate the
infinite summation we write∑
n′ 6=0
e−iψ
(1)
nn′H
(1)
0
(
w(1)n
√(
d
(2)
n′
)2
+ z2
)
=
∑
n′
e−iψ
(1)
nn′H
(1)
0
(
w(1)n
√(
d
(2)
n′
)2
+ z2
)
−H(1)0
(
w(1)n |z|
)
. (S.41)
We use a Poisson transformation for the unrestricted summation,
∑
n′
e−iψ
(1)
nn′H
(1)
0
(
w(1)n
√(
d
(2)
n′
)2
+ z2
)
=
2
a2|sinφ|
∑
n′
ei|z|w
(12)
nn′
w
(12)
nn′
, (S.42)
where we used identities 6.677 in [50] to arrive at (S.42). Using (S.42) in (S.41) we find
∑
n′ 6=0
e−iψ
(1)
nn′H
(1)
0
(
w(1)n
√(
d
(2)
n′
)2
+ z2
)
=
2
a2|sinφ|
∑
n′
ei|z|w
(12)
nn′
w
(12)
nn′
−H(1)0
(
w(1)n |z|
)
. (S.43)
We note that even though the summation (S.43) is well defined in the z → 0 limit, both terms on the right-hand
side of (S.43) when taken separately are singular in that limit. We isolate the singularity in the first term on
the right-hand side of (S.43) using the dominant part extraction method. At large n′ the leading contribution
to the summand is of the form
ei|z|w
(12)
nn′
w
(12)
nn′
≈ a2|sinφ|
2πi|n′| exp
(
−2π|z||n
′|
a2|sinφ|
)
. (S.44)
Extracting that dominant contribution and evaluating the summation over the dominant contribution in an
analytic form using (S.26), we have
∑
n′
ei|z|w
(12)
nn′
w
(12)
nn′
=
ei|z|w
(12)
n0
w
(12)
n0
+
∑
n′ 6=0
[
ei|z|w
(12)
nn′
w
(12)
nn′
− a2|sinφ|
2πi|n′| e
− 2pi|z||n
′|
a2|sin(φ)|
]
− a2
πi
ln
(
1− e−
2pi|z|
a2|sinφ|
)
|sinφ|. (S.45)
Using now (S.45) in (S.43) we find
∑
n′ 6=0
e−iψ
(1)
nn′H
(1)
0
(
w(1)n
√(
d
(2)
n′
)2
+ z2
)
=
2
b|sinφ|
∑
n′ 6=0
[
ei|z|w
(12)
nn′
w
(12)
nn′
− a2|sinφ|
2πi|n′| e
− 2pi|z||n
′|
a2|sin(φ)|
]
+
2
a2|sinφ|
ei|z|w
(12)
n0
w
(12)
n0
− 2
πi
ln
(
1− e−
2pi|z|
a2|sinφ|
)
−H(1)0
(
w(1)n |z|
)
. (S.46)
The last two terms in (S.46) are singular at z = 0 when consider separately. We eliminate the singularity in the
z → 0 limit using the small argument expansion of the Hankel function,
H
(1)
0
(
w(1)n |z|
)
= 1 +
2i
π
Log
(
w
(1)
n |z|
2
)
+
2iγ
π
+O(z2), (S.47)
where Log(z) is the principal value of the complex logarithm and γ is the Euler-Mascheroni constant, γ ≈ 0.577.
Using the expansion (S.47) we find
lim
z→0
[
− 2
πi
ln
(
1− e−
2pi|z|
a2|sinφ|
)
−H(1)0
(
w(1)n |z|
)]
= −2i
π
Log
(
w
(1)
n a2|sinφ|
4π
)
− 2iγ
π
− 1. (S.48)
Finally using (S.48) in (S.46) we arrive at,
lim
z→0
∑
n′ 6=0
e−iψ
(1)
nn′H
(1)
0
(
w(1)n
√(
d
(2)
n′
)2
+ z2
)
=
2
a2|sinφ|
1
wn0
− 1− 2i
π
Log
(
w
(1)
n a2|sinφ|
4π
)
− 2iγ
π
+
2
ia2|sinφ|
∑
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[
i
w
(12)
nn′
− a2|sinφ|
2π|n′|
]
. (S.49)
The summand in the last term on the right-hand side of (S.49) drops-off like 1/n3. We accelerate the summation
using the dominant part extraction method,∑
n′ 6=0
[
i
w
(12)
nn′
− a2|sinφ|
2π|n′|
]
=
(
τ (1)
)3
ζ(3)p
(12)
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∑
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[
i
w
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1
2
(
τ (1)
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)3
p
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]
, (S.50)
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where ζ(k) =
∑∞
n=1 1/n
k is the Riemann-zeta function, ζ(3) ≈ 1.202. Using (S.50) in (S.49) and then using
(S.40) we arrive at
S˜p(1111) = ReS˜p(1111) + iImS˜p(1111), (S.51)
with the real part
ReS˜p(1111) =
∑
n/∈(n
(i)
− ,n
(i)
+ )
(
w
(1)
n
)4
2Ac
M (1)n +
n
(i)
+∑
n=n
(i)
−
(
w
(1)
n
)4
2Ac
(
P (1)n + P˜
(1)
n
)
, (S.52)
and the imaginary part
ImS˜p(1111) =
n
(i)
+∑
n=n
(i)
−
(
w
(1)
n
)4
2Ac
Im
[
2τ (1)Log
(
τ (1)
2
w(1)n
)
− iπτ (1) +
∑
n′
i
w
(12)
nn′
]
. (S.53)
Adding (S.29) and (S.52) gives the real part of the complex partial sum S˜(1111) in the form identified in the
paper,
ReS˜(1111) = ReS˜p(1111) +ReS˜c(1111) = S(1111). (S.54)
The imaginary contribution to S˜(1111) is given by the sum of terms (S.31) and (S.53), which we now simplify.
We consider first the contribution from the first term in (S.53). Since w
(1)
n is either purely real or imaginary we
have
ImLog
(
τ (1)
2
w(1)n
)
=
π
2
Θ
[
−
(
w(1)n
)2]
, (S.55)
where we note that terms with index n ∈
(
n
(i)
− , n
(i)
+
)
give no contribution. We thus find
τ (1)
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(i)
+∑
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(
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)4
Θ
[
−
(
w(1)n
)2]
, (S.56)
Now we evaluate the contribution from the second term on the right-hand side of (S.53). Directly from the
definition of w
(1)
n we find
− πτ (1)
n
(i)
+∑
n=n
(i)
−
(
w
(1)
n
)4
2Ac
= f˜ + g˜ + h˜+ k˜, (S.57)
where
f˜ = − 1
4a51
[
(a1ω˜n)
2 − (κ0 · a1)2
]2 − 1
4a51
(2π)4
30
(
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)
, (S.58)
g˜ = − (2π)
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(κ0 · a1)
[
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, (S.59)
h˜ = − (2π)
2
12a51
[
3(κ0 · a1)2 − (ω˜na1)2
] (
n
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+ − n(i)−
)
+
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)
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+
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(
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−
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, (S.60)
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k˜ = − 1
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−
)
. (S.61)
The contribution from the third term in (S.31) we leave in its current form. We add the contributions (S.56,S.57)
with (S.31) and simplify the expressions. This gives,
τ (1)
n
(i)
+∑
n=n
(i)
−
(
w
(1)
n
)4
Ac
ImLog
(
τ (1)
2
w(1)n
)
+
∑
j=±
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(
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(1)
j
)
+ g˜ =
1
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[
(a1ω˜n)
2 − (κ0 · a1)2
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, (S.62)
and∑
j=±
h
(
s
(1)
j
)
+ h˜ = 0, (S.63)
∑
j=±
k
(
s
(1)
j
)
+ k˜ = − 8
15
(ω˜n)5
4πa41
, (S.64)
∑
j=±
f
(
s
(1)
j
)
+ f˜ = − 1
4a51
[
(a1ω˜n)
2 − (κ0 · a1)2
]2
. (S.65)
Using (S.62-S.65) we find
ImS˜(1111) = −
8
15
(ω˜n)5
4πa41
+
∑
nn′
(
w
(1)
n
)4
2Ac
Im
i
w
(12)
nn′
, (S.66)
where in the second term on the right-hand side of (S.66) we dropped the restriction on the index n; the terms
identified by indices n /∈ (n(i)− , n(i)+ ) of course give a vanishing contribution.
Evaluation of S˜(iii¯i)
Here we show the calculation for S˜(1112). The calculation of S˜(2221) follows the same steps but with the indices
identifying the lattice basis vectors interchanged. As before we use the decomposition
S˜(1112) = S˜c(1112) + S˜p(1112), (S.67)
where
S˜c(1112) = limz→0
∑
n6=0
S˜(1112)(na1, 0, z), (S.68)
S˜p(1112) = limz→0
∞∑
n=−∞
∑
n′ 6=0
S˜(1112)(na1, n′a2, z). (S.69)
We consider first a contribution from the chain. Directly from the definitions of the Green functions we find
S˜c(1112) = S˜c(1111)cosφ, (S.70)
after taking the derivatives of the free-space Green function with respect to u1 and u2. Next we consider
the contribution (S.69) from a 2d summation with the chain removed. As before we carry out the Poisson
transformation for the unrestricted summation, and arrive at
S˜p(1112) = S˜p(1111)cosφ− limz→0
∞∑
n=−∞
Q
(1)
n
(
w
(1)
n
)2
4a1
∑
n′ 6=0
e−iψ
(1)
nn′ fnn′(z), (S.71)
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where we have put
fnn′(z) = ∂u2H
(1)
0
(
w(1)n
√
u22sin
2φ+ z2
)∣∣
u2=n′a2
. (S.72)
In (S.71) we isolate terms that describe evanescent cylidrical waves, rewrite Hankel function in terms of modified
Bessel functions of the second kind, and use
∂u2K0
(
w
(1)
n
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√
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)
= −K1
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w
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to arrive at
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We accelerate the infinite summation in the third term on the right-hand side of (S.73) using the Poisson
summation. We have
∑
n′ 6=0
e−iψ
(1)
nn′ fnn′(z) =
2i
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. (S.74)
To accelerate the summation further we use the dominant part extraction method. We rewrite
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and we identify the z → 0 limit of the expression (S.75). Here care needs to be taken as the first term on the
right-hand side of (S.75) does not vanish in that limit; at large n the dominant contribution to the summand in
that term is
iκ
(12)
nn′;2
w
(12)
nn′
[
ei|z|w
(12)
nn′ − ei|z|w
(12)
n,−n′
]
≈ − 2|sinφ|e
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)
. (S.76)
Extracting the dominant contribution (S.76) from the first sum and summing it in an analytic form we arrive at
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. (S.77)
We take the z → 0 limit of (S.77). The summation in the second term on the right-hand side of (S.77) vanishes
in that limit, and the only contribution comes from the first term on the right-hand side of (S.77). We get
lim
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i
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Using the result (S.78) in (S.75) we find
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The summand on the right-hand side of (S.79) drops-off as 1/n3 and we accelerate that sum extracting the
dominant contribution. We arrive at
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Using (S.80) in (S.74) we find
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Finally using (S.81) in (S.73) we get
S˜p(1112) = S˜p(1111)cosφ−
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Adding the contributions (S.70) and (S.82) and taking the real part we find the real contribution to S˜(1112) in
the form identified in the paper,
ReS˜(1112) = ReS˜p(1112) +ReS˜c(1112) = S(1112). (S.83)
For the imaginary part we find
ImS˜(1112) = ImS˜(1111)cosφ− sin2φ
∑
nn′
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(
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)2
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. (S.84)
Evaluation of S˜(1122)
This partial sum is symmetric with respect to the two lattice directions, and so we do the decomposition in a
symmetric way. We write
S˜(1122) =
1
2
(
S˜(1)(1122) + S˜
(2)
(1122)
)
, (S.85)
where S˜(i)(1122) indicates a representation of the partial sum found by dividing the 2d sum into the summation
over a chain along aˆi and a summation over a 2d plane with that chain removed; the representations S˜(1)(1122) and
S˜(2)(1122) are of course equivalent, and two representations are introduced to write the final result in a form that
is explicitly symmetric with respect to the two lattice directions. Below we compute S˜(1)(1122), the derivation of
S˜(2)(1122) follows the same steps but with the lattice directions interchanged. As before we write
S˜(1)(1122) = S˜
(1)c
(1122) + S˜
(1)p
(1122), (S.86)
where
S˜(1)c(1122) = limz→0
∑
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S˜(1)p(1122) = limz→0
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∑
n′ 6=0
S˜(1122)(na1, n′a2, z). (S.88)
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First we consider the contribution (S.87) from the chain. Directly from the partial sum definition we find
S˜(1)c(1122) = 2S˜c(1112)cosφ−
1
2
S˜c(1111)
(
cos2φ+ 1
)
+
2
3
S˜c(11) (ω˜n)2 sin2φ. (S.89)
Now we consider the summation over a 2d plane with the chain removed. We do a Poisson transformation with
respect to the unrestricted index and find
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where we have put
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Isolating the evanescent cylindrical waves in the summation on the right-hand side of (S.90) we get
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To accelerate the summation on the right-hand side of (S.92) we carry out a second Poisson transformation,
∑
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We want to find the |z| → 0 limit of (S.93). To do that we find the small parameter expansion of both lines in
(S.93). While the expression (S.93) is well defined in the |z| → 0 limit, when taken separately the two terms
on the right hand side of (S.93) involve a singularity at z = 0. In the second line of (S.93) we use the small
parameter expansion of the Hankel functions,
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and then we find a small z expansion of the first line in (S.93). We extract the dominant part in the sum on the
right-hand side,
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where we put
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Ynn′ = − 2π|n
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We can evaluate the sum over the extracted terms Xnn′ and Ynn′ in an analytic form. Neglecting terms of the
order |z| and higher we find∑
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Using (S.93-S.99) we eventually find
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where we used
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Finally we accelerate the summation on the right-hand side of (S.100). The summand in the last term on the
right-hand side of (S.100) drops-off as 1/n3. We accelerate the summation using the dominant part extraction
method, and find
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Using (S.102) in (S.100) we eventually find
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)2]
Im
i
w
(12)
nn′
. (S.103)
Using (S.103) in (S.92) and adding (S.89), we find the real part of the complex partial sum in the form identified
in the paper,
ReS˜(1)(1122) = ReS˜
(1)p
(1122) +ReS˜
(1)c
(1122) = S
(1)
(1122). (S.104)
Taking the imaginary part we find
ImS˜(1)(1122) = 2ImS˜(1112)cosφ−
1
2
ImS˜(1111)
(
cos2φ+ 1
)
+
2
3
ImS˜(11) (ω˜n)2 sin2φ
+
∑
nn′
c
(i)
n
6Ac
sin2φ
[(
w
(12)
nn′
)2
− 1
2
(
w(1)n
)2]
Im
i
w
(12)
nn′
. (S.105)
Evaluation of the periodic Green function dyadic
We evaluate the GFqxxxx component of the periodic Green function dyadic using the representations of the partial
sums. The remaining components can be found in an analogous manner.
We find the non-radiative contribution first. Noting that the non-radiative contribution to the periodic
Green function dyadic GFq is identified by its real contribution (see Appendix B in the paper) we find
NGFqxxxx = ReGFqxxxx = (ω˜n)2 NGEpxx +
µ
ǫ0n2
∑
(lmnp)
C
(lmnp)
xxxx S(lmnp)
[(aˆ1 × aˆ2) · zˆ]4
, (S.106)
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where to arrive at the second line we used (S.12) and the relations
ReGEp = NGEp, (S.107)
ReS˜(lmnp) = S(lmnp). (S.108)
Expression (S.106) is the representation given in the paper.
We find the radiative contribution to the quadrupole dyadic which is identified by its imaginary part,
RG
Fq = iImGFq. We consider here the GFqxxxx component. The radiative contribution is a sum of two terms,
RGFqxxxx = RGFqxxxx +RFqxxxx. (S.109)
The first contribution to (S.109) we find using (S.12),
RGFqxxxx = (ω˜n)
2 RGEpxx +
iµ
ǫ0n2
∑
(lmnp)
C
(lmnp)
xxxx ImS˜(lmnp)
[(aˆ1 × aˆ2) · zˆ]4
, (S.110)
where we used RGEp = iImGEp. Now using in (S.79) the expression
RGEpxx = −
iµ
ǫ0n2
1
4π
2
3
(ω˜n)3 +
iµ
ǫ0n2
∑
nn′
ω˜2n2 −
(
κ
(12)
nn′ · xˆ
)2
2Ac
Im
i
w
(12)
nn′
, (S.111)
which was not derived here but can be found following the steps outlined here for the quadrupole Green function,
and then using the expressions (S.66, S.84, S.105) for the imaginary contributions to the partial sums, we find
RGFqxxxx = −
2
15
iµ
ǫ0n2
(ω˜n)5
4π
+
iµ
ǫ0n2
∑
nn′
(
κ
(12)
nn′ · xˆ
)2 [
ω˜2n2 −
(
κ
(12)
nn′ · xˆ
)2]
2Ac
Im
i
w
(12)
nn′
. (S.112)
Adding now the radiation reaction term from the quadrupole at the origin we arrive at the total contribution to
the radiative periodic Green function,
RGFqxxxx =
iµ
ǫ0n2
∑
nn′
(
κ
(12)
nn′ · xˆ
)2 [
ω˜2n2 −
(
κ
(12)
nn′ · xˆ
)2]
2Ac
Im
i
w
(12)
nn′
. (S.113)
Expression (S.113) can be easily seen to be the Cartesian component of the representation given in the paper
(see (95) together with (73) in the paper) in the basis associated with the wave vectors (sˆn, κˆn, zˆ).
