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ANCHORED EXPANSION OF DELAUNAY COMPLEXES IN
REAL HYPERBOLIC SPACE AND STATIONARY POINT
PROCESSES
ITAI BENJAMINI, YOAV KRAUZ, AND ELLIOT PAQUETTE
Abstract. We give sufficient conditions for a discrete set of points in any
dimensional real hyperbolic space to have positive anchored expansion. The
first condition is a bounded mean density property, ensuring not too many
points can accumulate in large regions. The second is a bounded mean vacancy
condition, effectively ensuring there is not too much space left vacant by the
points over large regions. These properties give as an easy corollary that
stationary Poisson–Delaunay graphs have positive anchored expansion, as well
as Delaunay graphs built from stationary determinantal point processes.
We introduce a family of stationary determinantal point processes on any
dimension of real hyperbolic space, the Berezin point processes, and we par-
tially characterize them. We pose many questions related to this process and
stationary determinantal point processes.
1. Introduction
While still in graduate school, Harry Kesten initiated the study of random walk
on groups and famously related nonamenability to strictly positive spectral gap in
a truly pioneering work [Kes59]. Decades later he was leading the study of random
walk in random environment and of the geometry of randomly diluted media, and
in particular the theory of percolation. In the following note we study the geometry
of random discrete triangulations of hyperbolic spaces and of the speed of random
walk on them. We prove a type of relaxed spectral gap, anchored nonamenability,
which is known to have consequences for the speed of random walk and for return
probability estimates, a central topic in Kesten’s work.
Much of what we do is inspired by the construction of probabilistic relaxations
of lattices. Lattices in hyperbolic space (see [Gel14] for an introduction, c.f. [Gro84;
CH16]) are group theoretic constructions whose coarse geometric properties mirror
the underlying space. As a purely geometric consequence, any real hyperbolic space
Hd contains collections of points S whose Delaunay graphs, defined below in Section
1.1, have a linear isoperimetric inequality:
(1) inf
V⊂S
|V |<∞
|∂V |
|V | > 0,
where ∂V denotes the edges of this Delaunay graph with exactly one vertex in V.
This follows from the nonamenability of isometry group of S which in turn is a
relatively simple consequence of the nonamenability of the ambient space ([Gel14]).
However lattices are also quite special, for example there are not arbitrarily fine
lattices in Hd (in 2 dimensions this can be seen from applying Gauss–Bonnet – in
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higher dimensions this is the Kazhdan–Margulis theorem). There is a larger class
of quasisymmetric analogues, such as aperiodic tilings and quasi-lattices, which we
define presently, of the hyperbolic plane which are good coarse approximations of
Hd (see [MM98; Pen80; BW92]).
A subset S ⊂ Hd is called coarsely dense if there is a real number c > 0 so that
every y ∈ Hd is less than distance c from a point of S. On the other hand, a subset
S ⊂ Hd is called coarsely discrete if for every r > 0 there is a Kr so that
| {x ∈ S ∩Br(y)} | ≤ Kr
for every y ∈ Hd. Define a quasi-lattice S ⊂ Hd as a set which is both coarsely
dense and coarsely discrete. As a corollary of [BW92, Theorem 3.1], any quasi-
lattice S ⊂ Hd is nonamenable in that (1) holds.
Another possible quasisymmetric generalization of a lattice is to replace S by
a random collection of points whose law is invariant under the isometries of Hd
– a stationary point process. As a principal motivating example, suppose that we
consider a Poisson point process X with invariant intensity measure. Will this too
be nonamenable in the sense of (1)?
This is too much to ask. Because many Poisson points could arrive in any
small ball, and these points can be arranged in any way, there will be somewhere
in the Delaunay graph of X a finite subgraph isomorphic to a neighborhood in a
d–dimensional Euclidean lattice.
However, there are relaxations of (1) that may still be satisfied by the Delaunay
graph of X . One natural such condition is anchored nonamenability. Say that a
connected graph G has positive anchored expansion if for some fixed vertex ρ in G,
(2) inf
V 3ρ
V connected
|∂outV |
|V | > 0,
and where ∂outV is the subset of V with a neighbor outside of V. Say that a graph
has anchored nonamenability if it has positive anchored expansion. Anchored non-
amenability yields some attractive corollaries for random walks and other random
processes (see [Tho92; Vir00; HSS00] – note that in the weak form that we have for-
mulated it, some standard corollaries may only hold under additional control on the
degrees of the vertices). For unimodular random graphs embedded in Hd, almost
sure anchored nonamenability implies that random walk has positive hyperbolic
speed almost surely.1
We will give a general criterion for any subset S ⊂ Hd to be anchored nona-
menable. Moreover, this criterion will be satisfied for any stationary Poisson process
on Hd.
1.1. Voronoi and Delaunay complexes. We recall here the definitions of the
Voronoi tessellation and Delaunay complex for a discrete set of points S ⊂ Hd. The
Voronoi tessellation is a partition of Hd into cells, each of which is a hyperbolic
1For unimodular random graphs, anchored nonamenability implies the weaker invariant non-
amenability. When the degree of root of such an invariantly nonamenable graph has finite expec-
tation, random walk will escape from the root with linear rate in any (stationary) pseudometric
on the graph in which balls grow subexponentially. In particular, random walk will have positive
speed almost surely in the hyperbolic metric when run on a stationary point process (c.f. the proof
of [Paq18, Corollary 1.10] or [Ang+18]).
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(a) Berezin s = 2.44. (b) Hyperbolic GAF zeros. (c) Poisson.
Figure 1. Three simulations of Voronoi (red) and Delaunay
(blue) in a ball (Euclidean radius 0.99) in the Poincare´ model. Nu-
clei are the vertices of the blue complex. The intensities of Berezin
(see definition in Section 5) and Poisson are chosen to match the
GAF zeros. See also Figure 2.
polyhedron containing exactly one point of S, its nucleus. For a point p ∈ S, the
Voronoi cell is given by{
z ∈ H : dH(z, p0) = min
p∈S
dH(z, p)
}
,
where dH denotes distance in the hyperbolic metric.
The Delaunay complex is a dual cell complex to the Voronoi tessellation: a
collection of points U ⊂ S having |U | = d+1 is a d-dimensional simplex if and only
if there exists an open ball V disjoint from S so that ∂V ⊃ U. When the points S
are in generic position, meaning there is no sphere containing more than d+1 points
of S, then the Delaunay complex canonically embeds into Hd by representing each
d-dimensional simplex by a hyperbolic simplex with vertices from S. The Delaunay
graph (the 1–skeleton of the Delaunay complex) can be succinctly represented by
the edge set on S in which two vertices x and y are adjacent if and only if there is
an open ball V disjoint from S with closure containing x and y.
1.2. Main result. To formulate our result, we will need to make use of a fixed
cocompact lattice Γ (see for example [Mor15, Theorem 18.45]). These guarantee
the existence of a Voronoi tessellation of Hd into compact, convex polyhedra so that
the isometries of Hd act transitively on the set of polyhedra. As we will typically
need to refer to the cells of the tessellation, we will use Γ to denote the collection
of these polyhedra.
We let A ∈ Γ be any fixed cell. Say that two cells in Γ are adjacent if their
intersection has codimension-1. Let LA be the set of connected finite subsets of Γ
containing A ∈ Γ. We say that a set of points S ⊂ Hd has bounded mean density if
(3) sup
J∈LA
|S ∩ (∪B∈JB)|
|J | <∞,
Conversely, we say that a set of points S ⊂ Hd has bounded mean vacancy if there
is an M > 0 so that
(4) inf
J∈LA
|{B ∈ Γ : dH(B, J) ≤M, |B ∩ S| > 0}|
|J | > 0.
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Note both of these definitions are independent of the choice of the base cell A as
well as the choice of cocompact lattice Γ. The lattice Γ could just well be replaced
by the Voronoi tessellation of any quasi–lattice as well. We further observe that
any collection of points S ⊂ Hd that has both bounded mean density and vacancy
still have both of these properties after thinning, i.e. randomly and independently
removing each point of S with any fixed probability p > 0.
Our main theorem is:
Theorem 1.1. Suppose that S ⊂ Hd has both bounded mean density and bounded
mean vacancy, then the Delaunay graph on S has anchored nonamenability.
A Poisson point process satisfies both of these conditions easily (see Lemma 4.2),
from which we derive:
Corollary 1.2. Let Πλ be a Poisson point process on Hd with intensity measure
which is a positive multiple λ of hyperbolic volume measure. The Poisson–Delaunay
graph with nuclei Πλ is almost surely anchored nonamenable.
It is also easy to verify that any determinantal point process with invariant intensity
measure has bounded mean density and bounded mean vacancy (using negative
association and standard tail properties of these properties, see Proposition 5.15,
c.f. [Lyo03, Theorem 6.5]). We will give a construction of a family of stationary
determinantal points processes in all dimensions of real hyperbolic spaces in Section
5.
1.3. Controlling the degrees. The isoperimetric constant we use in (2) is not
the one which is typically useful for finding corollaries of random walk (c.f. [Vir00;
BPP18]). If we define for a finite set of vertices V in graph G, VolG(V ) as the sum
of the degrees of the vertices in V, then we can say that a connected graph G has
positive strong anchored expansion if
(5) inf
V 3ρ
V connected
|∂outV |
VolG(V )
> 0,
and say that G has strong anchored nonamenability. To derive this from (2), it
suffices to know that VolG(V ) is comparable to |V |. In fact it suffices to show that
the number of internal edges VolV (V )/2 is comparable to |V | in the sense that
(6) sup
V 3ρ
V connected
VolV (V )
|V | <∞.
We give sufficient conditions for (6) to hold. We again let Γ be any cocompact
lattice and A ∈ Γ be any fixed cell. We say that for some p ≥ 1 a set of points
S ⊂ Hd has bounded p-mean density if
(7) sup
J∈LA
|S ∩ (∪B∈JB)|p
|J | <∞.
Note that for any p > 1, this is strictly stronger than bounded mean density (3).
Likewise, we say that for any p > 0, S ⊂ Hd has bounded p-exponential vacancy
if
(8) sup
J∈LA
∑
X∈J e
p(d−1)dH(S,X)
|J | <∞.
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This condition implies bounded mean vacancy for any p > 0. We note that in Hd,
the volume of a ball of radius r has exponential growth rate er(d−1), for which
reason we have included the constant (d− 1).
These conditions together imply that the degree sequence is in control.
Theorem 1.3. Suppose that for some p, q > 0 with 1p +
1
q <
1
2 , S ⊂ Hd has both
bounded p-mean density and bounded q-exponential vacancy, then the Delaunay
graph on S has strong anchored nonamenability.
Indeed, we in fact show that under these two conditions, (6) holds.
It is simple to check that some translated lattices satisfy the conditions of
Theorem 1.3. Consider taking a fixed lattice Γ which we identify with a collec-
tion of points in Hd. Let {φx : x ∈ Γ} be the canonical isometric involutions of
Hd interchanging x and 0. Then define an iid family of automorphisms of Hd
{ψx : x ∈ Γ} and define the translated lattice Γˆ = {φx(ψx(φx(x))) : x ∈ Γ} . Pro-
vided that dH(0, ψx(0)) has sufficiently fast tail decay, then Γˆ will satisfy both
bounded p-mean density and bound p-exponential vacancy for any p > 1. We do
not go further into details.
The Poisson process does not satisfy this pair of conditions for any admissible
pair p, q. The Poisson process will have bounded 1-mean density but not bounded
p-mean density for any p > 1. Similarly, it has bounded p-exponential vacancy for
p < 1 and not for p > 1. We do not know if there is any stationary determinantal
process which satisfy these conditions.
Question 1.4. Is there a stationary determinantal point process satisfying bounded
p-exponential vacancy for any p > 1? Is there one satisfying bounded p-mean
density for any p > 1?
See Section 5 for a greatly expanded discussion of stationary determinantal point
processes on real hyperbolic space and related questions.
1.4. Related work and discussion.
Poisson Voronoi tessellations. We give a criterion that shows that the Poisson–
Delaunay graph almost surely is anchored nonamenable in any dimension of hy-
perbolic space. In [BPP18], it is shown that in dimension 2, the Poisson–Delaunay
graph has a slightly stronger version of anchored nonamenability almost surely, but
the arguments were highly specific both to the plane and S = Πλ. Corollary 1.2 an-
swers Conjecture 1.8 in that paper. In [Paq18], it is shown that the Delaunay graph
of any stationary point process S ⊂ Hd has a type of nonamenability in law, and
that argument extends to other nonpositively curved spaces; it is also shown there
that simple random walk on the Delaunay graph has positive hyperbolic speed. For
the case of the Poisson Delaunay graph, it is shown there that random walk has
positive graph speed.
Poisson–Voronoi tessellations have been the setting for interesting percolation
theory and other invariant probability, starting with [BS01]. Very recently, it was
established that in the λ→∞ limit, the critical value for Bernoulli site percolation
tends to 12 [HM20], consistent with percolation on the Euclidean Poisson–Voronoi
tessellation. Indeed one attractive feature of the Poisson–Voronoi tessellation on
Πλ is that the parameter λ is a continuously tunable (inverse) curvature parameter.
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Other questions. We have given a sufficient condition for a collection of points S to
have an anchored nonamenable Delaunay graph. Having too many points of S in a
small region would seem to necessarily contradict that S is anchored nonamenable,
as Euclidean geometry would then take over. On the other hand, having points at
great distance would only seem to increase the boundary size of S, suggesting that
the bounded mean vacancy is possibly unnecessary.
Question 1.5. Suppose S is a collection of points whose Voronoi complex has
all bounded cells and which is anchored nonamenable. Does it follow that S has
bounded mean density? Conversely, is there a S ⊂ Hd whose Voronoi complex has
all bounded cells but which does not have bounded mean vacancy?
The Voronoi tessellation is only one way to construct a tiling from a collection
of points. Particularly in 2–dimensions, circle packing is a very powerful tool for
describing embeddings of abstract tilings [Ang+18; Ang+16; BT19].
Question 1.6. Suppose that an anchored nonamenable, bounded degree graph G
is the dual of a circle packing in Hd. Does it follow that the Delaunay graph on the
vertices of G is anchored nonamenable?
While there are curvature constraints on the types on the fineness of lattices
in hyperbolic space, perhaps there are less symmetric sets without this constraint
which still look symmetric in a coarse sense.
Question 1.7. Is there for any c > 0 a collection of points S ∈ Hd so that S
is c-coarsely dense, and so that for each pair {x, y} , there is a bilipschitz map φ
preserving S and interchanging x and y? If, conversely, we ask that the bilipschitz
constant is sufficiently close to 1, is c bounded from below?
Organization. In Section 2 we give some basic structure of Voronoi complexes in
hyperbolic space. In Section 3, we prove Theorem 1.1. In Section 4, we show
Corollary 1.2. Finally in Section 5, we introduce the Berezin point process and
discuss stationary determinantal point processes in greater depth.
2. Convexity and the structure of hyperbolic Voronoi complexes
A subset V ∈ Hd is convex if for any two points in V, the hyperbolic geodesic
connecting them is contained wholly in V. For a set S ⊂ Hd, the convex hull
convH(S) is the intersection of all convex sets containing V. Much as in Euclidean
space, it is also the intersection of hyperbolic half–spaces containing S. Indeed,
in the Klein–model of Hd, in which a metric ρ is placed on the unit ball of Rd so
that ρ–geodesics are Euclidean geodesics, hyperbolically convex sets coincide with
Euclidean convex sets. Hence, for example, a convex hull of a finite set of points is
still the intersection of a family of finitely many half–spaces containing that set.
Hence for any discrete set of points S ⊂ Hd, the Voronoi complex with nuclei
given by S is, as in Euclidean space, a partition of the space into convex cells
which overlap on lower dimensional faces. Additionally, as with Euclidean space,
a Voronoi cell is unbounded if and only if its nucleus is an extreme point of the
convex hull of S. However, in hyperbolic space, horoballs (limits of balls with radius
tending to infinity that are tangent to a point) and half–spaces do not coincide, and
hence we are led to some additional characterizations of hyperbolic convex hulls,
as elaborated in the next two lemmas.
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Lemma 2.1. Let S ⊂ Hd a discrete set of points, and let p ∈ S. Then, in the
Voronoi complex corresponding to S, the cell with nucleus p is unbounded if and
only if there exists a horoball V so that V ∩ S = ∅ and so that p ∈ ∂V.
Proof. The cell with nucleus p is unbounded if and only if there is a sequence of balls
{BH(qn, rn)}∞n=1 ⊂ Hd with rn →∞ so that p ∈ ∂BH(qn, rn) but BH(qn, rn)∩S = ∅.
By compactness, we may extract a subsequence nk of balls so that the normal
vectors at p converge to some b. It then follows that the union ∪∞k=1BH(qnk , rnk)
is disjoint from S. As this union of balls contains the horoball V with p ∈ ∂V and
with normal vector b at p, the proof is complete. 
As a corollary, we see that:
Proposition 2.2. For a discrete point set S which has bounded mean vacancy,
every Voronoi cell in the complex with nuclei S is finite.
Proof. Suppose that S is a discrete point set whose Voronoi complex has an un-
bounded cell with nucleus p. Then there is a horoball V tangent to the ideal bound-
ary at some points ω. Let γ be a geodesic from p to ω. Then any fixed size tubular
neighborhood N of γ is eventually contained in V in that V c ∩N is compact.
We may take A ∈ Γ in the definition of bounded mean vacancy to be the cell
containing p. Let Jk be an increasing sequence in LA with |Jk| = k and every cell
of Jk intersecting γ. Then for any M > 0, the collection of Γ cells near to Jk by dA
distance M is contained in some tubular neighborhood N of γ. Hence all such cells
are contained in V, and consequently
lim
k→∞
|{B ∈ Γ : dH(B, Jk) ≤M, |B ∩ S| > 0}|
|Jk| = 0.

We can also use Lemma 2.1 to give two alternative representations of a convex
hull of a set of points in hyperbolic space. We define the Voronoi boundary of a
discrete set of points S to be those points in the Voronoi complex with nuclei S
whose cells are unbounded.
Lemma 2.3. For each point w on the ideal boundary of Hd, let Hw be the maximal
horoball that passes through w that is disjoint from S. Let Q be the compact set
∩wHcw, with the intersection over the entire boundary of Hd. Let T ⊂ S be the
Voronoi boundary of S. Then
convH(Q) = convH(S) = convH(T ).
Proof. The inclusions convH(Q) ⊃ convH(S) ⊃ convH(T ) follow trivially from the
inclusions Q ⊃ S ⊃ T . Hence to prove the lemma, it is enough to show that
convH(Q) ⊂ convH(T ). Let p be an extreme point of Q, so that there exists a
hyperplane L such that L ∩ Q ⊃ {p}. Suppose on way to a contradiction that
p 6∈ S. Let V be the horoball that is tangent to L at p and that is disjoint from Q.
As p is separated from S, it is possible to slightly enlarge V to V ′, another horoball
tangent to the ideal boundary at the same point that still is disjoint from S. As
V ′ ⊃ V , we have that p ∈ Qc, a contradiction. Hence p ∈ S. By Lemma 2.1, we
have that Q ∩ S ⊂ T, so that we have shown that all the extreme points of Q are
in T. Hence convH(Q) ⊂ convH(T ). 
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A major difference between Euclidean Voronoi complexes and hyperbolic Voronoi
complexes is that in a hyperbolic Voronoi complex with nuclei S, points that are
close to the boundary of convH(S) must actually be close to the Voronoi boundary
of S.
Proposition 2.4. For any D > 0 there is an R > 0 so that for all S ⊂ Hd finite,⋃
p∈S
BH (p,D) ⊂ convH(T ) ∪
⋃
p∈T
BH (p,R) ,
where T ⊂ S is the Voronoi boundary of S.
Proof. Let x ∈ S be arbitrary. We will take R > D, and so if x ∈ T there is nothing
to show. Likewise if BH(x,D) ⊂ convH(T ), there is nothing to show, and so there
is a supporting hyperbolic half–space L ⊃ convH(S) not containing BH(x,D). Let
w be the point on the ideal boundary of Hd which is the endpoint of the geodesic
ray from x that is normal to L, and let p the point of intersection between this ray
and L. Let Hw(y) be the open horoball defined by the ray from y to w. Note that
Hw(p) ⊂ Lc and therefore contains no points of S. However, Hw(x) is a horoball
tangent to x and by the assumption that x 6∈ T, it must be that Hw(x) intersects
S. Hence, there is a point y on the geodesic [p, x] that is the closet point to p at
which the closure of Hw(y) intersects S. Let t ∈ S be such a point, and note that
Hw(y) is an open horoball tangent to t and disjoint from S, and hence t ∈ T. This
implies that T intersects Hw(x) ∩ L. The diameter of Hw(x) ∩ L can be controlled
solely as a function of D, which completes the proof. 
Finally, we show that to estimate the number of unbounded cells in a hyperbolic
Voronoi complex, then it suffices to estimate, up to constants, the volume of a
neighborhood of those points.
Lemma 2.5. For every D > 0 there is an R > 0 so that for any finite set S ⊂ Hd
with
VolH(∪p∈SBH(p,D)) ≥ V
the Voronoi boundary of S has cardinality at least V/R.
This lemma is effectively an immediate corollary of Proposition 2.4 and the
following proposition, proved in [BE12]:
Proposition 2.6. For any finite set S ⊂ Hd,
VolH(convH(S)) ≤ αd|S|,
where convH(S) denotes the hyperbolic convex hull S, and αd is a constant depending
only on d.
Proof of lemma 2.5. Using Proposition 2.4 and Proposition 2.6, letting T be the
Voronoi boundary of S and letting o ∈ Hd be any point,
V ≤ VolH(∪p∈SBH(p,D))
≤ VolH(convH(T )) + |T | convH(BH(o,R))
≤ (αd + convH(BH(o,R)))|T |.

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3. Lattice discretizations of Voronoi complexes
We suppose that S is a countable subset of Hd so that the Voronoi complex on
S has only finite cells. We will now formulate conditions under which we can show
the Delaunay graph of S has anchored nonamenability.
We again let Γ be any cocompact lattice, which we once more identify with the
cells in a Voronoi tessellation with nuclei given by the orbit of Γ of a point. By
transitivity, we have that the volumes of the cells are equal, and we let V denote
that volume. We also let D be the diameter of one (hence all) of these cells.
We would like to say that connected sets of points in S resemble lattice animals
in Γ in some way. We let A be the graph with vertex set Γ and edges between any
A,B having dH(A,B) ≤ 2D, and we let E ⊂ Γ be those cells containing no points
of S. For any set S of points in Hd, let
I(S) := {A ∈ Γ : |A ∩ S| > 0} .
Lemma 3.1. Suppose that S is a discrete set of points in Hd for which all Voronoi
cells are bounded. There is a C > 0 so that for any finite set S ⊂ S, we have
|∂outS| ≥ C|I(S)|
Proof of lemma 3.1. By assumption, there are no unbounded cells in the Delaunay
complex on S. Therefore, any cell in the Voronoi boundary of S is in ∂outS.
Note that I(S) is contained in the D–neighborhood of S, and VolH(∪A∈I(S)A) ≥
V |I(S)|. Hence by lemma 2.5,
|∂outS| ≥ |I(S)|V/R.

We also show that Voronoi complexes can be discretized to form connected sub-
sets of A in the sense of the following lemma.
Lemma 3.2. For any S ⊂ S that is connected in the Delaunay graph on S, if
E ⊂ E are the cells intersecting I(S), then E ∪ I(S) is connected in A.
Proof of lemma 3.2. Let E be all those cells in E intersecting I(S). Let p ∈ S be
arbitrary, and let X be the S–Voronoi cell X with nucleus given by p. Let h be any
point in X, and let Lh be any cell in I({h}). It suffices to show that Lh is connected
to Lp ∈ I({p}) in A.
Let γ be a geodesic connecting p to h. As h is in X, the S–Voronoi cell with
nucleus p, the ball BH(h, r) with r = dH(h, p) is disjoint from S. Hence any A ∈ Γ
intersecting BH(h, r −D) is empty. If r ≤ D, then dH(Lh, Lp) ≤ D and so Lh and
Lp are connected in A. Hence, the only portion of γ not necessarily covered by
cells from E is the initial segment of length D. In particular, the distance from Lp
to BH(h, r − D) is at most D, and hence Lh and Lp are connected in A through
E. 
Furthermore, if we enlarge these discretizations of some Voronoi cells, we do not
cover many more cells of I(S). Let dA be the graph distance in A.
Lemma 3.3. For any M ∈ N, there is a C = C(M) < ∞ so that for all S ⊂ S,
if E ⊂ E are the cells intersecting I(S) and W = {A ∈ Γ : dA(A,E ∪ I(S)) ≤M}
then
| {A ∈W : |A ∩ S| > 0} | ≤ C|I(S)|.
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Proof. Let p ∈ S be arbitrary, and let X be the union of Voronoi cells with nuclei
in I(p). Suppose A ∈ E is an empty cell intersecting X at a point q. Then there is
a point p′ ∈ I(p) ∩ S so that, with r = dH(q, p′), BH(q, r) ∩ S = ∅. Furthermore,
BH(q, r) ⊃ ∪{B ∈ Γ : dA(B,A) < r/(4D)} .
Hence, any A ∈ E intersecting X for which dH(A, I(p)) > 4DM has the property
that every A ∈ Γ within dA–distance M contains no points of S. Thus, there is a
constant C = C(M) so that
| {A ∈W : A ∩X ′ 6= ∅, |A ∩ S| > 0} | ≤ C,
and summing over all I(S) proves the Lemma. 
These tools combine to give a proof Theorem 1.1 for showing when the Delaunay
graph of S has anchored nonamenability. Before launching into the proof, we
remark that (3) or (4), we may replace LA by the connected subsets of A which
contain A, as for any connected set J in A, we may find a connected set J ′ ⊃ J in
LA for which |J ′| < CJ for some constant C depending only on Γ.
Proof of Theorem 1.1. We wish to show there is a δ > 0 so that if S 3 x is any
finite set in S which is connected in the Delaunay graph on S then
|∂outS| > δ|S|.
Let E be the empty cells intersecting I(S), and let J be E∪I(S). By Lemma 3.2,
J is connected to A inA. By the hypothesis that S has bounded mean density (recall
(3)), we have that there is a δ0 > 0 so that
(9) |J | > δ0|S|.
By the hypothesis that S has bounded mean vacancy, we have there is an M and
a δ1 > 0 so that
(10) |{B ∈ Γ : dA(B, J) ≤M, |B ∩ S| > 0}| > δ1|J |.
By Lemma 3.3, there is a δ2 > 0 so that
(11) |I(S)| > δ2|{B ∈ Γ : dA(B, J) ≤M, |B ∩ S| > 0}|.
By Lemma 3.1, there is a δ3 > 0 so that
|∂outS| > δ3|I(S)|.
Hence combining this with (11), (10) and (9), we have the desired conclusion. 
We also show that under the additional control of Theorem 1.3, the degrees are
under control.
Proposition 3.4. Suppose that S ⊂ Hd has both bounded p-mean density and
bounded q-exponential vacancy for 1p +
1
q <
1
2 , then the Delaunay graph G on S has
sup
S3ρ
S connected
VolS(S)
|S| <∞,
with VolS(S) twice the number of edges from S to S.
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Proof. Let E be the empty cells intersecting I(S), and let J be E ∪ I(S). By
Lemma 3.2, J is connected to A in A. Using bounded mean density and bounded
mean vacancy, as in the proof of Theorem 1.1, we have δ|J | < |I(S)| for some δ.
Recall that for an edge to exist between s, t ∈ S, there must be an open hyper-
bolic ball U with s, t ∈ ∂U with U ∩S = ∅, and we will say that U certifies the edge
from s to t. Note the center of this ball is contained in a cell of J, as it is on the
boundary of a Voronoi cell with nucleus in S. Hence if we define h(x, J) = h(x, J,S)
as the number of S–Delaunay edges within J, with one vertex x, and with the ad-
ditional property that the edge is certified by an open ball centered in a cell of J ,
then it suffices to show that
sup
J∈LA
∑
B∈J
∑
x∈B h(x, J)
|J | <∞.
For any cell B ∈ J, suppose there is a U certifying an edge of S and having a
center in B. Suppose the radius of this ball is r. Then it follows
r −D < dH(S, B) < r.
Hence, if we define ∆B to be the collection of Γ cells X which have
dH(X,B)− 2D < dH(S, B) < dH(X,B),
then every edge certified by a ball with center in B has both endpoints in a cell in
∆B. Hence we can estimate
(12)
∑
B∈J
∑
x∈B
h(x, J) ≤ 2
∑
B∈J
( ∑
X∈∆B∩J
|X ∩ S|
)2
.
Let λ > e2(d−1) and apply Ho¨lder to the previous bound, from which we get(∑
B∈J
λpdH(S,B)
)1/p(∑
B∈J
(
λ−dH(S,B)/2
∑
X∈∆B∩J
|X ∩ S|
)2q)1/q
.
First term is controlled from exponential mean vacancy. For the second, we apply
convexity to get the bound∑
B∈J
(
λ−dH(S,B)/2
∑
X∈∆B∩J
|X ∩ S|
)2q
≤
∑
B∈J
|∆B|2q−1λ−qdH(S,B)
∑
X∈∆B∩J
|X ∩ S|2q
Rearranging the sum, we have∑
B∈J
|∆B|2q−1λ−qdH(S,B)
∑
X∈∆B∩J
|X ∩ S|2q .
∑
X∈J
|X ∩ S|2q
∞∑
k=1
e2q(d−1)kλ−qk,
which is bounded by C|J | by assumption. 
4. Application to Poisson point processes
We make some simple observations which allow Theorem 1.1 to be useful, for
example when applied to Poisson points. We begin by observing that on account
of A having bounded degree (in fact being regular), there is a constant ∆ so that
(13) |J ∈ LA : |J | = n| ≤ ∆n−1 ∀n ∈ N.
We also observe that enlarging a set J ∈ LA enlarges it by a multiple that can be
made arbitrarily large depending on M.
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Lemma 4.1. For any R > 0, there is an M so that
inf
J∈LA
|{B ∈ Γ : dA(B, J) ≤M}|
|J | > R,
Proof. This follows as LA is an expander, i.e.
inf
V⊂LA
|V |<∞
|∂V |
|V | > 0,
which can be deduced from the isoperimetric inequality for Hd. 
We now check that Corollary 1.2 follows from Theorem 1.1, which is to say that
Πλ has bounded mean density and bounded mean vacancy.
Lemma 4.2. A stationary Poisson point process has bounded mean density and
bounded mean vacancy.
Proof. We check each criterion of Theorem 1.1 separately. Let λ·dV be the intensity
of Πλ, with dV the volume measure on Hd. By the properties of the Poisson process,
for J ∈ LA of cardinality n,
|Πλ ∩ (∪B∈JB)| L= Poisson(λ · V · n).
In particular, there is a constant C > 0 so that for all t ≥ 0, n ∈ N
P
[|Πλ ∩ (∪B∈JB)| ≥ (1 + t)λV n] ≤ e−CtλV n.
Therefore, picking t sufficiently large,
∞∑
n=1
P
[∃J ∈ LA : |J | = n, |Πλ ∩ (∪B∈JB)| ≥ (1 + t)λV n] ≤ ∞∑
n=1
∆ne−CtλV n <∞.
So, by Borel–Cantelli,
sup
J∈LA
|Πλ ∩ (∪B∈JB)|
|J | <∞,
almost surely.
Conversely, for J ∈ LA of cardinality n,
|{B ∈ Γ : dA(B, J) ≤M, |B ∩Πλ| > 0}| L= Binom(X, 1− exp(−λV )),
where X = |{B ∈ Γ : dA(B, J) ≤M}. Hence, there is a constant δ > 0 so that
P
[|{B ∈ Γ : dA(B, J) ≤M, |B ∩Πλ| > 0}| ≤ X(1− exp(−λV ))/2]
≤ e−δX(1−exp(−λV )).
By Lemma 4.1, by choosing M sufficiently large, we can guarantee that
δX(1− exp(−λV )) ≥ n(log ∆ + 1),
so that once more we can sum over all J ∈ LA of cardinality n to conclude that
P
[∃J ∈ LA : |J | = n, |{B ∈ Γ : dA(B, J) ≤M, |B ∩Πλ| > 0}|] ≤ e−n.
Once more applying Borel–Cantelli, the desired conclusion holds. 
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5. Berezin process
In this section we will build and partially characterize a family of stationary
determinantal processes on Hd. For background on determinantal processes, see
[ST00; Hou+09; Sos00; AGZ10].
We remark from the outset that the standard method of constructing determi-
nantal point processes would be to choose a reproducing kernel for some Hilbert
space of functions on Hd. For example, the classic Bergman kernel 1(1−wz¯)2 which
defines the point process of zeros of the hyperbolic GAF is the reproducing kernel
for the holomorphic functions of the disk which are in L2(|dz|2). A natural can-
didate to generalize this to higher dimensional real hyperbolic space might be to
choose the reproducing kernel for some space of hyperbolic harmonic functions.2
Moreover, it would suffice to have any Hilbert space H of functions on Hd with a
stationary inner product, i.e. one for which 〈f, g〉 = 〈f ◦ψ, g◦ψ〉 for any isometry ψ,
on which the evaluation map f 7→ f(x) is a bounded operator for all x ∈ Hd. The
natural candidate of stationary harmonic functions on L2(dV ) with dV given by
Haar measure unfortunately turns out to be the space {0} [Sto16, Corollary 10.4.2].
Further, it is an open question to find such a Hilbert space of harmonic functions.
See [Sto16, Exercise 10.8.13]. So, we will look at a determinantal process which is
not given by a reproducing kernel, but which seems to have some nice structural
properties, including some natural interactions with hyperbolic harmonic functions
(see Section 5.2).
We will work in the Poincare´ ball model B ⊂ Rd, which we will identify with Hd.
Let φa be the Mo¨bius automorphism of the ball exchanging a with 0.
3 When d = 2,
with complex notation, φa(z) =
a−z
1−az . In higher dimensions, this can be given as
[Sto16, (2.1.6)]
(14) φa(x) :=
a|x− a|2 + (1− |a|2)(a− x)
[x, a]2
, [x, a]2 = 1− 2〈x, a〉+ |a|2|x|2.
The modulus of this Mo¨bius transformation can be deduced from the identity
[Sto16, (2.1.7)], which gives
(15) 1− |φa(x)|2 = (1− |x|
2)(1− |a|2)
[x, a]2
.
We will also use that the modulus |φa(x)| is invariant in that for any b ∈ B
(16) |φa(x)|2 = |φφb(a)(φb(x))|2
see [Ahl81, (38)]. From this it also follows that |φa(x)| = |φx(a)|. The hyperbolic
distance dH(a, b) can be expressed as
(17) dH(a, b) = log
(
1 + |φa(b)|
1− |φa(b)|
)
.
We also observe the identity ch(dH(x, y))−1 = 1 − |φx(y)|2, where we use ch, sh to
denote the hyperbolic cosine and sine respectively.
2Nota bene, in conformal models of hyperbolic space in dimension 2, Euclidean and hyperbolic
harmonic functions agree. In higher dimensional real hyperbolic space, this no longer holds.
3See [Ahl81] for a thorough exposition on computations of higher dimensional Mo¨bius trans-
formations. This is Ta in [Ahl81].
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We begin with an observation on positive definiteness. To agree with convention,
we will let σ = d−12 , and we define the kernel
(18) Ks(x, y) := (1− |φx(y)|2)σ(1+s) = ch(dH(x, y))−σ(1+s).
which is therefore invariant and symmetric. Moreover:
Lemma 5.1. For any s ≥ 0 the kernel Ks : Hd ×Hd → R+ is positive definite.
Proof. The mapping (x, y) 7→ log(ch(dH(x, y))) has negative type (see [FH74, Propo-
sition 7.3] or [BHV08, Section 2.6, Theorem 2.11.3]; for the definition, c.f. [BHV08,
Definition C.2.1] where it is called conditionally negative type). As a consequence
of Schoenberg’s Theorem [BHV08, Theorem C.3.2], for any t ≥ 0,
e−t log(ch(dH(x,y)))
is positive definite. There is only to observe that
ch(dH(x, y)) = 1 +
|x− y|2
(1− |x|2)(1− |y|2) =
[x, y]2
(1− |x|2)(1− |y|2) = (1− |φx(y)|
2)−1,
using (15). 
The kernel Ks is locally trace class on L2(dV ) with dV the hyperbolic volume
measure
(19) dV (x) =
dx
cd(1− |x|2)d ,
with cd the Euclidean volume of B. Indeed the diagonal of Ks is 1.
To define a determinantal point process, we must additionally be able to control
the norm of the operator Ks. For s > 1, this is a triviality, as from (18), Ks(x, y) ≤
2σ(1+s)e−dH(x,y)σ(1+s), which decays faster then the volume growth exponent. Hence∫
Hd Ks(x, y) dV (y) is uniformly bounded in x. This implies the operator norm bound
by the Schur test. We will set Ns,d to be ‖Ks‖op.
Lemma 5.2. Ns,d <∞ if and only if s > 0. Moreover, in the extremes, we have
s−1 . Ns,d . s−2 as s→ 0 and Ns,d  s−d/2 as s→∞.
Proof. We again apply the Schur test. Let β ∈ (σ(1 − s), σ) be fixed and let
p(y) = ch(dH(0, y))−β for all y ∈ Hd. We must show that
sup
x∈Hd
1
p(x)
∫
Hd
Ks(x, y)p(y) dV (y) <∞.
From the hyperbolic law of cosines, if we set α as the angle made between (0, x, y),
then
ch(dH(0, y)) = ch(dH(0, x)) ch(dH(x, y))− sh(dH(0, x)) sh(dH(x, y)) cos(α).
Then we can estimate
ch(dH(0, y)) ≥ ch(dH(0, x)) ch(dH(x, y))(1− cos(α)+)
Hence if we integrate this in polar coordinates centered at x,
(20)
∫
Hd
Ks(x, y)p(y) dV (y)
≤ ch(dH(x, 0))−β
∞∫
0
∫
Sd−1
ch(r)−σ(1+s)−β(1− cos(α)+)−βf ′(r) drdϑ.
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with f ′(r) = sh(r)d−1. Under uniform measure on the sphere, the variable cos(α)
has the density
Γ(σ + 12 )√
piΓ(σ)
(1− x2)σ−11 {|x| ≤ 1} dx.
Using the bound 1− (x)+ ≥ 1−x22 , we conclude that for β < σ.∫
Sd−1
(1− cos(α)+)−βdϑ(α) ≤ 2β
Γ(σ + 12 )√
piΓ(σ)
∫ 1
−1
(1− x2)σ−1−β1 {|x| ≤ 1} dx,
= 2β
Γ(σ + 12 )Γ(σ − β)√
piΓ(σ)Γ(σ − β + 12 )
.
We also have for σ(1 + s) + β > (d− 1),
(21)
∫ ∞
0
sh(r)d−1 ch(r)−σ(1+s)−β dr =
Γ(σ + 12 )Γ(
σ(s−1)
2 +
β
2 )
2Γ(σ(1+s)2 +
β
2 +
1
2 )
.
Applying these bounds to (20), we conclude that for any β ∈ (σ(1− s), σ)
(22)
∫
Hd
Ks(x, y) p(y)p(x) dV (y) ≤ 2β
Γ(σ + 12 )Γ(σ − β)√
piΓ(σ)Γ(σ − β + 12 )
Γ(σ + 12 )Γ(
σ(s−1)
2 +
β
2 )
2Γ(σ(1+s)2 +
β
2 +
1
2 )
.
We evaluate the asymptotics of this bound. As s → 0, it is asymptotically
optimal to pick β = σ(1− s2 ). For this choice we get that the bound shown asymp-
totically is
2β
Γ(σ + 12 )Γ(σ − β)√
piΓ(σ)Γ(σ − β + 12 )
Γ(σ + 12 )Γ(
σ(s−1)
2 +
β
2 )
2Γ(σ(1+s)2 +
β
2 +
1
2 )
∼ 2
σΓ(σ + 12 )√
piΓ( 12 )Γ(σ)
4
σ2s2
as s→ 0.
Conversely, as s → ∞, we may take β = 0, for which choice the upper bound
becomes
Ns,d ≤
Γ(σ + 12 )Γ(
σ(s−1)
2 )
2
√
piΓ(σ(1+s)2 +
1
2 )
∼ Γ(σ +
1
2 )
2
√
pi
(
σs
2
)−σ− 12
as s→∞.
We can as well consider the lower bound. Here we just use p(y) as a test function,
for β > σ. Then
Ns,d ·
∫
p(x)2 dV (x) ≥
∫
Ks(x, y)p(x)p(y) dV (x) dV (y).
Using ch(dH(x, y)) ≤ ch(dH(0, x)) ch(dH(0, y)) whenever cos(α) > 0 (which has ϑ–
probability 12 ) and (21)
(23) Ns,d ≥ 2−1
(
Γ(σ + 12 )Γ(
σ(s−1)
2 +
β
2 )
2Γ(σ(1+s)2 +
β
2 +
1
2 )
)2(Γ(σ + 12 )Γ(−σ + β)
2Γ(β + 12 )
)−1
.
If s < 0 then taking β = σ(−s+ 1), we have Ns,d =∞. Likewise for s = 0, taking
β ↓ σ causes the bound to diverge. For s > 0, we take β = σ(1 + s),
Ns,d ≥ 2−1
Γ(σ + 12 )Γ(σs)
2Γ(σ(1 + s) + 12 )
.

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For the specific choice of s = 1d−1 , we will compute the norm in Proposition 5.11.
We also remark that for the Berezin kernels in the unit ball of Cd, similar norms
have been evaluated analytically. See [LZ12] and [Dos08].
Remark 5.3. From the fact that Ks+t = KsKt ≤ Ks, for any s, t > 0, and the
positivity of the kernel, it follows that Ns must in fact be decreasing in s.
Hence for s > 1, the operator Ks/Ns,d is a locally trace class, non–negative
contraction on L2(dV ). From the Machi–Soshnikov theorem, [Sos00], it therefore
defines a determinantal point process ∆s,d on B. Moreover, the resulting point pro-
cess is stationary on Hd, as for any Mo¨bius transformation ψ the law of ψ−1(∆s,d)
is determinantal with kernel Ks(ψ(·), ψ(·))/Ns,d acting on L2(V ◦ψ), and both the
kernel and reference measure are invariant under ψ.
Definition 5.4. Define the Berezin point process ∆s,d as the determinantal point
process on Hd with kernel Ks/Ns,d.
The name is given as the kernel Ks defines the Berezin kernel. In 2–dimensions,
the properties of this kernel and its resulting map are relatively well developed
in [HKZ00]. In higher dimensions, there are some properties developed in [Sto16,
Chapter 10]. There is also a spectral expansion developed for Berezin kernels in
hyperbolic spaces [DH97; Ner02; Ner01]. We highlight a few nice properties in
Section 5.2.
5.1. Relation to other kernels. It may seem we have made an arbitrary choice in
considering Ks(x, y) = ch(x, y)−σ(1+s). For example, the hyperbolic metric dH(x, y)
is also negative type in any dimension, which follows as a corollary from the nega-
tivity of log ch(dH(x, y)) (see the discussion following [FH74, Corollary 7.4]).
There is however a structure theorem defining all invariant positive definite ker-
nels, which we will now describe, and which will show that in some sense there
is only a 1–parameter family of kernels possible. Define the invariant Laplacian
∆h(f)(x) = ∆(f ◦ φx)(0), which is up to a scalar multiple, the Laplace–Beltrami
operator in coordinates ([Sto16, Remark 3.1.3]). Define the kernel on B × Sd−1
given by
P (a, ζ)σ(1+s) =
(
1− |a|2
[a, ζ]2
)σ(1+s)
.
For s = 1, this defines the hyperbolic Poisson kernel on B × Sd−1 [Sto16, (5.1.5)].
More generally, from [Hel00], the mapping
f 7→
∫
Sd−1
P (·, ζ)σ(1+s)f(ζ) dϑ(ζ)
for f ∈ L1(Sd−1) maps densely into the space of all eigenfunctions of ∆h with
eigenvalue 4σ2(s2 − 1).
From these eigenfunctions, we are particularly interested in the radial ones. De-
fine for complex s
(24) Φs(r) = (1− r2)(1−s)σ2F1((1− s)σ,−sσ + 12 ;σ + 12 ; r2),
in terms of the Gauss hypergeometric function. Then
Φs(a) =
∫
Sd−1
P (a, ζ)σ(1+s) dϑ(ζ).
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(a) s = 3. (b) s = 10.
(c) s = 20. (d) s = 80.
Figure 2. Four simulations of Berezin point process on Eu-
clidean balls of size 0.99 in the Poincare´ model. Norm taken
as Γ2( s2 )/Γ
2( s+12 ) (c.f. Conjecture 5.9). Subsampled from 40000
points hyperbolically uniform points, by defining a discrete Berezin
kernel. The discrete kernel can be identified with the action of the
Berezin kernel on functions which are constant on the Voronoi cells
formed by the 40000 seed points.
We can also represent this function in an intrinsic way. By using the hyperbolic
law of cosines, if we let α be the angle formed between ζ ∈ Sd−1 and a from 0, then
Φs(a) = Φ˜s(ch(dH(0, a))) =
∫
Sd−1
(ch(dH(0, a))− sh(dH(0, a)) cos(α))−σ(1+s) dϑ.
(c.f. [FH74, ωs, p.206], [Gan67, (4.42)]). We also need the function
(25) Q˜(ch(dH(0, a))) =
∫
Sd−1
log(ch(dH(0, a))− sh(dH(0, a)) cos(α)) dϑ,
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which is proportional to the derivative of Φs(a) in s at s = −1.
As an analogue of the Le´vy-Khintchine formula (also called the Le´vy-Khintchine-
Schoenberg formula), we have the following representation due to [Gan67] (c.f.
[FH74]).
Theorem 5.5 (Gangolli-Faraut-Harzallah representation). Any invariant symmet-
ric positive definite kernel K(x, y) has the form e−ψ˜(ch(dH(x,y))) where
ψ˜ = cQ˜+
∫ 0
−1
(1− Φ˜s) dµ1(s) +
∫
iR
(1− Φ˜s) dµ2(s)
for c ≥ 0, µ1 and µ2 positive measures such that
∫
(1 + s)dµ1 < ∞ and such that
µ2 is symmetric and finite.
Note that in this representation, all Φ˜s with s ∈ (−1, 0) and s ∈ iR are uniformly
bounded. Hence for any ψ˜ having the Gangolli representation for c > 0,
ψ˜(ch(0, x)) ∼ cQ˜(ch(0, x)) ∼ c log(ch(dH(0, x))) as |x| → ∞.
Thus we see that any invariant positive definite kernel is in some sense asymptotic
to Ks for some choice of s. Moreover, we note that for any pair Kψ1 and Kψ2 of
invariant kernels, which are bounded on L2(dV ), they commute.
Corollary 5.6. Let ψ˜ be given by Theorem 5.5 with c > σ. Then Kψ(x, y) =
e−ψ˜(ch(dH(x,y))) has finite operator norm Nψ, and so Kψ/Nψ defines a stationary
determinantal point process on Hd.
Proof. As c > σ, there is s > 0 so that c = σ(1+s). Then the kernelKψ(x, y)/Ks(x, y)
is bounded from above and below uniformly, and so the estimate of Lemma 5.1 ap-
plies to Kψ(x, y). 
We conclude by noting that in some cases, these functions can be explicitly
computed. In dimension 2, [Gan67, (4.45)] we have the explicit representation
(26) Q˜(ζ) = log
(
1 + ch(ζ)
2
)
.
In dimension 3, we have [Gan67, (4.57)]
(27) Q˜(ζ) = ζ
ch(ζ)
sh(ζ)
− 1 and Φs(ζ) = sh(ζ(1 + s))
(1 + s) sh(ζ)
.
Hermitian kernels. The most studied determinantal processes in dimension 2 are
given by Hermitian kernels. The zero set of the hyperbolic Gaussian analytic func-
tion [PV05; Hou+09] has kernel (1−wz¯)−2 acting on L2(B) under Lebesgue mea-
sure. The zeros of det(
∑∞
k=0Gkz
k) for iid L×L complex Gaussian matrices similarly
produce a hermitian kernel (1 − wz¯)−L−1 acting on L2( dx(1 − x2)(L−1)) [Kri09]
(c.f. [JT98; Com87], where these also appear). See also [DL19] for a further gener-
alization of this family having Hermitian kernels, and see the discussion in [BQ18]
for a discussion of stationary determinantal point processes in higher dimensional
real and complex hyperbolic spaces.
There are some exact connections between these Hermitian kernels and the
Berezin kernels. The kernel
HL :=
(1− |w|2)L+12 (1− |z|2)L+12
(1− wz¯)L+1
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acting on L2(dV ) induces the same determinantal process as those of [Kri09]. Then
|HL(w, z)| = KL(x, y) on taking w = x1 + ix2 and z = y1 + iy2. As a corollary, the
determinantal processes induced by HL and KL have the same 2-point function (up
to a scaling).
While these Hermitian kernels seem to induce incompatible processes with those
coming from real symmetric kernels, we have not been able to rule it out. So we
pose the following question:
Question 5.7. Is there real symmetric kernel K : H2 × H2 acting on L2(dV )
that induces the same law as HL acting on L
2(dV )? If no, is there any precise
relationship between the determinantal process with kernel (up to scaling) KL and
that with HL?
5.2. The relation of the Berezin kernels to harmonic functions. We high-
light a few connections of the Berezin kernel to the Laplacian. We begin with noting
that harmonic functions are in fact generalized eigenfunctions of these kernels.
Proposition 5.8. For a hyperbolic harmonic function f for which
∫
Hd |f(x)|(1 −
|x|2)σ(1+s) dV (x) <∞ and for all x ∈ Hd,
f(x) =
1
cs
∫
Ks(x, y)f(y) dV (y) where cs = d
2
Γ(d2 )Γ(σ(1 + s)− 1)
Γ(d2 + σ(1 + s)− 1)
.
This is [Sto16, Theorem 10.1.3].
In 2–dimensions, an even stronger statement is possible. Define the entire func-
tion in z ∈ C, for any s > 1, by
Gs(z) =
s− 1
2
∞∏
k=1
(
1− z
4( s−32 + k)(
s−1
2 + k)
)
.
Then formally, we have
Gs(∆h)Ks(x, y) = δh,y(x),
where δh,y(x) is the distribution satisfying
∫
Hd δh,y(x)f(x) dV (x) = f(y) for all
bounded continuous functions f on Hd for which
∫ Ks(0, y)|f(y)| dV (y) < ∞ (c.f.
[HKZ00, Section 2], wherein α = s−32 ).
In the case of s = 3, this series has a closed form given by
G3(−4w(1− w)) = sin(piw)
piw(1− w) ,
(see [HKZ00, Proposition 2.9] or [AFR93]). Following the same argument as in
[HKZ00, Proposition 2.9], we can also give a formula for general s > 1
Gs(−4w(1− w)) =
Γ2( s+12 )
Γ( s2 + (w − 12 ))Γ( s2 − (w − 12 ))
.
Using this function we see that any eigenfunction f of the Laplacian with eigen-
value λ for which the integral of
∫
H2 Ks(0, x)|f(x)| dV (x) < ∞, it can be seen∫
H2 Ks(x, y)f(y) dV (y) = f(x)/Gs(λ) (see [HKZ00, Proposition 2.5, 2.7]).
The eigenfunctions corresponding to real eigenvalues are not in L2(dV ) (see
[Sto16, Corollary 5.5.8]), but the radial eigenfunction with eigenvalue −1 just barely
fails, by logarithmic factors. Hence, we expect that there are almost-eigenfunctions
in L2(dV ) which approximately behave like this eigenfunction. This would lead to
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a lower bound on Ns.d of 1/Gs(−1), which corresponds to taking w = 12 . Hence,
we conjecture:
Conjecture 5.9. For any s ≥ 1,
Ns,2 =
Γ2( s2 )
Γ2( s+12 )
.
We verify one case of this conjecture in Proposition 5.11. While we have less
evidence for it, we are tempted to conjecture this holds for s > 0 as well.
5.3. Series expansion for the Berezin kernel. We will give an eigenfunction
expansion for this kernel. Let Zm(x, y) be the m-th degree zonal function (see
[ABR01, Chapter 5]), which is a sum of Euclidean harmonic degree-m homogeneous
polynomials,
(28) Zm(x, y) =
hm∑
i=1
φmi (x)φ
m
i (y).
The dimension of the space of m-th degree harmonic homogeneous polynomials we
denote by hm, which has the expression for m ≥ 2 as ([ABR01, (5.17)])
hm =
(
d+m− 1
d− 1
)
−
(
d+m− 3
d− 1
)
∼ 2m
d−2
(d− 2)! , as m→∞.
Moreover the sum
∑∞
m=0 Zm(x, y) is a reproducing kernel for L
2(Sd−1, dϑ), where
ϑ is normalized surface measure on Sd−1. Then from [Min75] (see also [Sam00]
for a discussion), the function P
σ(1+s)
h (ru, ζ) admits a series expansion uniformly
convergent on compacts and given by
(29)
P
σ(1+s)
h (rω, ζ) =
∞∑
m=0
Φsm(r)Zm(ω, ζ),
Φsm(r) =
Γ(d2 )Γ(m+ (1 + s)σ)
Γ(m+ d2 )Γ((1 + s)σ)
rm(1− r2)(1−s)σ2F1
(
m+ (1− s)σ,−sσ + 12
m+ d2
; r2
)
.
We note that when sσ− 12 ∈ N0, this hypergeometric function becomes a polynomial.
Lemma 5.10. There is convergent series expansion on compact sets for any s > 0
given by
Ks(x, y) =
(
(1− |x|2)(1− |y|2)
1− |x|2|y|2
)σ(1+s) ∞∑
m=0
Φsm(|x||y|)Zm( x|x| , y|y| ).
Proof. Let us observe first that for any nonzero x, y ∈ B, [x, y] = [x · |y|, y|y| ], and
therefore
Ks(x, y) =
(
(1− |x|2)(1− |y|2)
[x, y]2
)σ(1+s)
=
(
(1− |x|2)(1− |y|2)
[x|y|, y|y| ]2
)σ(1+s)
= P
σ(1+s)
h (x|y|, y|y| )
(
(1− |x|2)(1− |y|2)
1− |x|2|y|2
)σ(1+s)
.
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Thus on applying (29), we arrive at the claimed formula. 
5.4. Specialization. In this section, we investigate in more detail a special case
of the Berezin kernel.
The quasi-Euclidean-harmonic case (s = 1d−1). We develop the properties
of this particular choice a little further, as it is structurally simple. In this case,
Φsm(r) = r
m, and so we have
(30) Ks(x, y) = ((1− |x|
2)(1− |y|2)) d2
1− |x|2|y|2
∞∑
m=0
|x|m|y|mZm( x|x| , y|y| ).
We call this quasi-Euclidean-harmonic as the kernel
∑∞
m=0 |x|m|y|mZm( x|x| , y|y| )
gives the extended (Euclidean) Poisson kernel, see [ABR01, p. 8.11].
We will define the kernel Rθ(r, s) = rθ−1sθ−11−rs , so that we have
(31) Ks(x, y) =
(
(1− |x|2)(1− |y|2)
) d
2
∞∑
m=0
R1+m/2(|x|2, |y|2)Zm( x|x| , y|y| ).
Suppose as an illutration we want to compute the Hilbert-Schmidt norm of this
restricted to a ball d = 2. Then we have the formula∫
ρB
∫
ρB
Ks(x, y)2 dV (x) dV (y) =
∫ ρ
0
∫ ρ
0
∞∑
m=0
hmr
2ms2m
(1− r2s2)2 (d− 1)
2rd−1sd−1 drds
=
(d− 1)2
4
∫ ρ2
0
∫ ρ2
0
(1 + rs) drds
(1− rs)d+1 (rs)
d
2−1 drds.
In the second line we have used [ABR01, (8.11)]. When d = 2, this can be evaluated
explicitly to give ∫
ρB
∫
ρB
Ks(x, y)2 dV (x) dV (y) = ρ
2
1− ρ2 .
An equality for the norm K 1
d−1
. The radial parts of (31) have an interesting con-
nection to the Hilbert matrix. The kernel Rθ(r, s) = (rs)
θ−1
1−rs acting on L
2[0, 1] takes
the monomial sk to the series rθ−1
∑∞
`=0
r`
k+`+θ .
If we let Hθ be the Hilbert matrix (Hθ)k,` = 1k+`+θ for k, ` ≥ 0, then for poly-
nomials p(z) =
∑
akz
k we have that∫∫
p(r)p(s)rθ−1sθ−1 drds
1− rs =
∑
k,`,j≥0
aj
1
j + `+ θ
1
k + `+ θ
ak = 〈a,H2θa〉,
if we let a be the coefficient vector of p in `2(N0). Likewise
∫
rθ−1p2(r) dr = 〈a,Hθa〉.
Also observe that for θ ≥ d2 ,
〈a,Hθa〉 =
∫
rθ−1p2(r) dr ≤
∫
r
d
2−1p2(r) dr = 〈a,H d
2
a〉.
Hence for any polynomial p,∫∫
p(r)Rθ(r, s)p(s) drds∫
r
d
2−1p2(r) dr
=
〈a,H2θa〉
〈a,H d
2
a〉 ≤
〈a,H2θa〉
〈a,Hθa〉 .
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For θ > 12 , the matrixHθ has operator norm pi ([Kat57]), and hence we have thatRθ
has operator norm at most pi as well. Note that in the case θ = 1, we additionally
derive that the norm of R1 is pi. As a corollary, using (31), we have shown:
Proposition 5.11. The norm of the operator N 1
d−1 ,d
= ‖K 1
d−1
‖ = pi, and hence
the intensity of the Berezin process ∆ 1
d−1 ,d
is 1pidV.
We expect an exact norm computation is possible for the other Berezin kernels:
Question 5.12. Is there an exact expression for Ns,d for other choices of s and d?
Remark 5.13. We can also diagonalize the kernel K1 (see [KSˇ16] for details of what
follows). For x ∈ R, the function Fx,θ(t) := (1 − t)−θ+
1
2 +ix2F1(
1
2 + ix,
1
2 + ix; 1; t)
(which is real valued) satisfies
lim
ρ→1
∫ ρ
0
(rs)θ−1
1− rs Fx,θ(s) ds =
pi
ch(pix)
rθ−1Fx,θ(r),
at least for θ = 1. Formally this holds for any θ > 1, but the existence of the
limit would seem to need an argument. Note that this makes sθ−1Fx,2θ−1(s) a
generalized eigenfunction of Rθ.
Except for θ < 32 , these functions are not in L
1, and for no θ no case can they
be in L2. We also observe that from (29) Fx,θ(r) is a multiple of the d = 2 case of
the spherical function Φ−2ix0 (r).
Similar diagonalizations are possible for other Berezin kernels, (see [DH97; Ner02;
Ner01]).
This leaves some hope that it is possible to diagonalize these operators when
restricted to [0, r] with r ∈ (0, 1) which would both make it simple to simulate these
processes as well as give exact solutions to the vacancy probability (see Question
5.16).
Question 5.14. Is there an exact expression for the diagonalization of the kernels
Rm restricted to [0, r] with r ∈ (0, 1) in terms of higher transcendental functions?
Is the analogous radial kernels for different s?
5.5. Tail properties. In this section we let Π be any stationary determinantal
point process on Hd and suppose that Π is generated by an invariant Hermitian
positive definite kernel K which is locally trace class. By necessity, the intensity
of Π must be a multiple of dV, which we denote by λdV for some λ > 0. Then the
following hold:
Proposition 5.15. For a determinantal point process Π on Hd with intensity λdV,
(1) For any compact W ⊂ B,
P(Π ∩W = ∅) ≤ e−λVolH(W ).
(2) For any compact set W, if we let σ2 ≥ λVolH(W )−‖1WK1W ‖2HS then for
all t > 0,
P(|Π ∩W | > t+ λVolH(W )) ≤ e−σ2h(t/σ), h(u) = (1 + u) log(1 + u)− u.
We may always take σ2 = λVolH(W ).
(3) For any disjoint compact sets W1,W2, . . . ,Wn, the random variables (|Π ∩Wj |)
are negatively associated.
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Proof. The first and second claim are consequences of the identity
|Π ∩W | L=
∞∑
i=1
Bernoulli(λi),
where 1 ≥ λ1 ≥ λ2 ≥ · · · ≥ 0 are the eigenvalues of K restricted to W. As∑∞
i=1 λi = λVolH(W ) and
∑∞
i=1 λ
2
i = ‖1WK1W ‖2HS the claims follow from stan-
dard manipulations.
The final claim is a general property of determinantal point processes. See
[Lyo03]. 
These properties together allow the proof that the Poisson process has positive
anchored expansion to go through for stationary determinantal point processes with
minor modifications.
We expect that the Berezin process has sharper tail behavior in both directions.
This can be inferred from the series expansion Lemma 5.10. On the one hand, on a
large ball, we expect there are many eigenvalues of these processes which are close
to 1 (in comparison to, e.g., the 1–dimensional complex Bergman kernel):
Question 5.16. Is it the case that for any s > 0,
lim
r→∞
logP(∆s, d ∩BH(0, r) = ∅)
VolH(BH(0, r))
= −∞.
We also see that from the real analyticity of Ks on compacts, its eigenvalues
1 ≥ λ1 ≥ λ2 ≥ . . . should have come stretched exponential decay. Hence:
Question 5.17. For any fixed compact set W ⊂ Hd, is there an α > 0 so that
lim
t→∞ log(P(|∆s,d ∩W | > t))/t
α+1 = −∞.
In both of the above properties, the parameter s will play some role, in that
it certainly parameterizes the intensity of the process. It would be interesting to
determine if that dependence is continuous in s in that the rate functions only
depend on s through a multiplicative function of s, or if the rates change more
drastically as s varies.
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