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RESUME  
La « surface », dans les systèmes interactifs tactiles est à la fois le support du 
toucher et de l’image. Alors que les surfaces tactiles se sont progressivement 
transformées dans leur épaisseur, forme ou rigidité, la modalité d’interaction se 
limite, comme sur les premiers dispositifs, à une mise en contact simple du doigt 
avec l’écran dans un geste qui feint de manipuler ce qui est affiché. Le sens du 
toucher, même pour des dispositifs tactiles intégrés dans des systèmes critiques 
comme dans l’aéronautique ou l’automobile, reste essentiellement sollicité en 
tant que prolongement de la vision, pour pointer et contrôler. Alors que les théo-
ries de la phénoménologie de la perception, de la perception écologique et des 
interactions tangibles et incarnées reconnaissent l’importance du corps, de la 
motricité et des interactions avec l’environnement dans les phénomènes percep-
tifs, il paraît réducteur de continuer à considérer la vision comme sens premier 
et principal de l’interaction tactile. 
Nous pensons que la transformation dynamique de la forme physique de l’inter-
face tactile est un moyen efficace pour réincarner l’espace d’interaction tactile 
en utilisant mieux les capacités motrices des utilisateurs ainsi que leurs habi-
letés à négocier, manipuler et s’orienter dans leur environnement. A partir d’une 
caractérisation des risques potentiels liés au développement des interactions 
tactiles dans le contexte d’un cockpit d’avion de ligne (augmentation de la charge 
cognitive, sur-sollicitation du canal visuel, altération de la conscience de la si-
tuation, etc.), nous explorons les apports d’une interface tactile à changement 
de forme pour améliorer la collaboration pilotes-système au travers de la con-
ception, la fabrication et l’évaluation de trois prototypes fonctionnels. 
Avec l’étude qualitative et quantitative du prototype GazeForm, nous montrons 
que le changement de forme d’une surface tactile en fonction de la position du 
regard permet de diminuer la charge de travail, améliorer la performance, ré-
duire les mouvements oculaires et améliorer la distribution de l’attention vi-
suelle comparativement à un écran tactile classique. Par l’élaboration du 
concept Multi-plié nous mettons en évidence les dimensions et propriétés de la 
transformation par pliure d’une surface d’affichage interactive. Avec les évalua-
tions qualitatives de deux dispositifs illustrant le concept, le premier présentant 
une série d’écrans tactiles articulés et le deuxième une surface d'affichage tac-
tile « plissable », nous démontrons qu’une surface tactile continue pliable offre 
un support pertinent à l'interaction incarnée et permet d’augmenter la sensa-
tion de contrôle pour la gestion d’un système critique. 
Enfin, pour généraliser la connaissance produite à d’autres contextes d’usages 
présentant une forte division de l’attention visuelle (conduite automobile, salle 
de contrôle, appareil tactile portable en mobilité) nous proposons un espace de 
conception pour les interfaces tactiles reconfigurables. 
Mots-clés : interaction tangible, interaction incarnée, interface reconfigurable, 
interface tactile, changement de forme  
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ABSTRACT  
The "surface" in interactive touch systems is both the support of touch and im-
age. While over time touch surfaces have been transformed in their thicknesses, 
shapes or stiffness, the interaction modality is still limited, as on the first de-
vices, to a simple contact of the finger with the screen in a gesture that pretends 
to manipulate what is displayed. The sense of touch, even for touch devices in-
stalled in critical systems, such as in the aeronautics or automotive fields, re-
mains mainly used as an extension of vision, to point and control. While the 
theories of the phenomenology of perception, ecological perception and tangible 
and embodied interactions recognize the importance of the body, motor skills 
and interactions with the environment in perception-action phenomena, it 
seems simplistic to consider vision as the first and main sense of touch interac-
tion. 
We believe that dynamic transforming the physical form of the touch interface 
touch interface physical form is an effective way to reembodied the touch inter-
action space by making better use of users' motor skills and their ability to ne-
gotiate, manipulate and orient themselves in their environment.  
Based on a characterization of the potential risks induced by the development 
of touch-based interfaces in the context of airliner cockpits (increase cognitive 
load, overload of the visual channel, alteration of situational awareness, etc.), 
we explore, through the design, manufacture and evaluation of three functional 
prototypes, the contributions of a touch interface with dynamic shape change to 
improve pilots-system collaboration. With the qualitative and quantitative 
study of the GazeForm prototype, we show that changing the shape of a touch 
surface according to the position of the gaze makes it possible, compared to a 
conventional touch screen, to reduce the workload, improve performance, reduce 
eye movements and improve the distribution of visual attention. By developing 
the Multi-plié concept we highlight the dimensions and properties of the folding 
transformation of an interactive display surface. With the qualitative evalua-
tions of the two devices illustrating the concept, the first presenting a series of 
articulated touch screens and the second a "pleatable" touch display surface, we 
demonstrate that a foldable continuous touch surface provides relevant support 
for embodied interaction and increases the feeling of control for the management 
of a critical system. 
Finally, to generalize the knowledge produced to other contexts of use with a 
strong division of visual attention (driving, control room, portable touch device 
in mobility) we propose a design space for reconfigurable touch interfaces. 
Keywords: tangible interaction, embodied interaction, reconfigurable interface, 
touch, shape change 
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1 INTRODUCTION 
 
« Toute connaissance est la perception d’une figure sur un fond. 
Elle doit s’entourer d’un halo de non connu ou de moins connu, 
d’une marge d’inattention, qui n’est pas un supplément mais un 
élément essentiel » (Merleau-Ponty, 1968)  
 
 
 
Susumu Koshimizu, From Surface to Surface 1971, remade 1986 
 
« From surface to surface » est le titre d’une œuvre de Susumu Koshimizu de 
1971 présentée récemment à la Tate Modern : une réflexion sur la matière et 
l’essence d’un objet par la modification de ses surfaces par découpes ; une modi-
fication de la forme originelle de la planche de bois par soustraction de matière 
et création de sous-surfaces qui d’après l’artiste ne modifient pas la perception 
que l’on avait de la surface globale « si vous prenez une vue très large (de l’objet 
découpé), je pense que l’ensemble est vu comme présentant une surface inchan-
gée ». Ce jeu d’échelle de la surface par transformation fait partie des question-
nements de notre travail de recherche ; nous avons pour notre part interrogé la 
surface tactile, en la perçant, l’articulant, la plissant pour faire émerger des 
propriétés particulières favorisant l’interaction tactile tout en essayant de 
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préserver l’essence même de la surface d’affichage d’origine capable d’actualiser 
une collection infinie d’information sur un même espace de visualisation 
(Lellouche, 1996). Créer de la surface pour guider, s’accrocher, se reposer, per-
cevoir et revenir à la surface d’affichage tactile homogène et continue ; transfor-
mer la surface pour l’adapter à un contexte sans briser la continuité et 
l’homogénéité de l’interaction ; générer des sous-surfaces sans altérer la conti-
nuité de l’ensemble. Passer de la généricité et de la plasticité de la surface de 
pixels « amnésique » (Seux, 2014) à une interface polymorphe qui donne accès à 
un espace matériel d’informations dans un jeu infini entre le monde, l’image et 
les limites de l’écran. Ainsi l’image n’est plus une représentation mais devient 
un instrument (Poissant and Tremblay, 2011). 
La surface, dans les systèmes interactifs tactiles est à la fois le support du tou-
cher et de l’image. De la dalle de verre du système résistif « AccuTouch » de 
Elographics® (1977) à la surface plastique souple du smartphone pliable en pas-
sant par les mini-surfaces circulaires des montres connectées, la taille et la 
forme des dispositifs tactiles se sont adaptés pour sortir du confinement du 
cadre professionnel ou universitaire et s’inscrire, au travers de multiples dispo-
sitifs physiques, dans l’environnement quotidien et la mobilité des individus (in-
formatique ubiquitaire (Weiser, 1991)). Alors qu’au fil du temps les surfaces 
tactiles se sont transformées dans leurs épaisseurs, formes, rigidité la modalité 
d’interaction se limite, comme sur les premiers dispositifs (Johnson, 1965), à 
une mise en contact simple du doigt avec l’écran dans un geste qui feint de ma-
nipuler ce qui est affiché. Le sens du toucher, même pour des dispositifs tactiles 
installés dans des systèmes critiques4, comme dans l’aéronautique ou l’automo-
bile, reste essentiellement sollicité en tant que prolongement de la vision, pour 
pointer et contrôler (cockpit tactile du Boeing 777X ou tableau de bord écran des 
voitures Tesla®).  
L’écran tactile, dans ce type de mise en œuvre, semble « faire écran » au corps 
percevant en n’offrant qu’une utilisation sensoriellement pauvre du système 
haptique (Gibson, 1966) et en limitant le corps de l’utilisateur à un œil prolongé 
d’un doigt (O’Sullivan and Igoe, 2004). Alors que les théories de la perception, 
de la Gestalt (Köhler, 1920), (Koffka, 1922) à la perception écologique de (Gib-
son, 1979) en passant par la phénoménologie de la perception de (Merleau-
Ponty, 1942), se sont accordées sur l’importance du corps, des mouvements et 
des interactions avec l’environnement dans les phénomènes perceptifs, il paraît 
réducteur voir dangereux dans certains contextes de rester dans un cadre théo-
rique de la vision comme sens premier et principal de l’interaction tactile. Nous 
proposons par notre travail de recherche de déplacer ce cadre théorique en inté-
grant le corps entier en mouvement dans son environnement pour repenser la 
surface d’interaction tactile. En repartant de ce corps comme point névralgique 
du système de perception, nous utilisons les théories du domaine de l’interaction 
homme-machine autour des interfaces tangibles (TUI), de l’interaction tangible 
                                               
4 Système dont la défaillance, le mauvais fonctionnement ou l’erreur de conception peut 
entrainer des atteintes graves aux personnes, des destructions d’équipements ou des 
dommages environnementaux (Wikipédia, 2016) 
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et des interactions incarnées (TEI) pour reconcevoir la surface tactile ; pour « ré-
incarner » l’espace d’interaction tactile ; pour passer de la surface qui fait écran, 
à la surface qui implique les compétences motrices et la connaissance du monde 
physique des utilisateurs ; pour passer de la surface frontière à la surface inclu-
sive.  
Nous proposons ainsi de questionner la surface tactile dans sa forme, sa maté-
rialité et sa profondeur sans nous limiter à des effets de surfaces ou des simula-
tions de sensations haptiques, déjà étudiés dans de nombreux projets de 
recherche (MISAC 20125 ou FUI TOUCHIT6). Une étude de la forme et de la 
transformation de la surface tactile pour guider, supporter, stabiliser, structu-
rer les processus de perception et d’action ; stimuler le système perceptif tactilo-
proprio-kinesthésique (TPK) pour diminuer la sollicitation du canal visuel et 
améliorer la sensation et le niveau de contrôle.  
C’est dans le contexte aéronautique et plus particulièrement dans le cadre d’une 
étude sur l’évolution des interfaces pilotes-systèmes liée au développement des 
écrans tactiles dans les cockpits de l’aviation commerciale, que nous avons iden-
tifié le terrain d’étude pour « re-penser » la surface d’interaction tactile. Dans 
cet environnement de travail où le corps est décrit par les pilotes eux-mêmes, 
comme un instrument pour percevoir et améliorer la sensation de contrôle et ou 
l’espace du cockpit et les instruments physiques sont considérés comme un sup-
port indispensable à l’externalisation et à la conscience de la situation. L’intro-
duction récente de nouvelles surfaces interactives plates, rigides et lisses prive 
les pilotes d’un canal informationnel important. Même si ces surfaces d’affichage 
tactiles présentent certains avantages, d’une part pour les pilotes : manipula-
tion directe de l’information (Barstow, 2012) (Avsar et al., 2016a), visualisation 
de données agrégés sur des surfaces d’affichages étendues (Garcia-Ruiz, 2013), 
amélioration de la gestion des ressources cognitives (Hourlier, 2015), et d’autre 
part pour les industriels : flexibilité, généricité, optimisation des coûts de déve-
loppement et de maintenance. Elles ont pour effet d’augmenter la charge cogni-
tive (Eren et al., 2018) et présentent de sérieuses limites pour la gestion de 
systèmes critiques. Contrairement aux commandes physiques, manipulables 
sans recourir à la vision grâce au sens tactilo-proprio-kinesthésique (TPK), les 
écrans tactiles sollicitent fortement le canal visuel (Buxton et al., 1985) (Tory 
and Kincaid, 2013) (Harrison and Hudson, 2009), ne favorisent pas la conscience 
mutuelle et la collaboration de l'équipage (Cohen and McGee, 2004) (Speelpen-
ning et al., 2011), et ne sont pas sûrs et performants dans des environnements 
dynamiques soumis aux vibrations et aux accélérations (Lin et al., 2010) (Ah-
mad et al., 2018) (Ng and Brewster, 2016) (Cockburn et al., 2017). La mise en 
lumière des limites des interactions sur surfaces tactiles par l’étude d’un do-
maine d’application présentant des exigences de performance et de sécurité nous 
a permis de fonder notre travail de reconception de la surface. En partant d’un 
périphérique existant (écran tactile présentant une surface plate et rigide) et en 
le confrontant à ce domaine d’activité nous avons initié un processus de 
                                               
5 Multimodal Interaction Surfaces for Aerospace and Automotive Cockpits 
6 Tactile Open Usage with Customized Haptic Interface Technology 
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redéfinition de la surface tactile d’interaction. Processus qui s’articule autour de 
trois axes principaux de recherche pour lesquels nous avons spécifié des ques-
tions de recherche particulières que nous utilisons pour guider notre réflexion 
sur la réincarnation de l’interaction par transformation de la surface tactile. 
1.1 QUESTIONS DE RECHERCHE   
– Quels sont les effets de la transformation sur l’activité oculaire ? 
L’interface tactile reconfigurable permet-elle de réduire la demande d’at-
tention visuelle, améliorer la distribution de l’attention, libérer l'atten-
tion visuelle de manière flexible en cas de besoin, réduire les 
interruptions dans les circuits visuels de surveillance et favoriser la con-
tinuité de la surveillance suivant un rythme régulier, homogène et con-
trôlé ? Pour les questions sur l’activité oculaire nous chercherons à savoir 
comment la transformation de la surface comme fond à la surface comme 
figure rend possible l’interaction sans les yeux (guidage et support à l’ac-
tion tactile, forme saisissable et manipulable, etc.) et comment elle per-
met de favoriser la perception visuelle (structure, mouvement, 
congruence entre forme et contenu 2D, etc.).  
– Quels sont les effets de la transformation sur la sensation et les niveaux 
de contrôle pour un système critique ? 
La surface tactile reconfigurable permet-elle d’améliorer la performance 
(taux d'erreur faible, robustesse à l’interruption, temps d’exécution plus 
rapide). La structure de la déformation et les propriétés des transforma-
tions (vitesse, amplitude, etc.) permettent-elles de favoriser la perception 
des notifications et alarmes, supporter la programmation et le déroule-
ment de séquences d’actions, et améliorer la hiérarchisation des priori-
tés ? La création d’un instrument physique (support de l’image) par les 
transformations momentanées de la surface favorise-t-elle la sensation 
de contrôle ?  
– Continuité 
La transition d’un état de forme à l’autre, de la surface globale à la sur-
face locale, permet-elle une interaction suffisamment fluide et continue ? 
Comment concevoir la continuité de la surface et des transformations 
pour supporter les interactions continues ? Comment concevoir les trans-
formations pour assurer la continuité entre les tâches à réaliser (ex. ré-
glage, surveillance, collaboration) et entre les modalités d’interaction 
offertes (ex. tactile, tangible) ? 
Pour explorer ces questions de recherche nous faisons l’hypothèse que la trans-
formation d’une surface tactile permet de répondre aux exigences de perfor-
mance et de sécurité pour des contextes d’usage dégradés (ex. turbulences, 
vibrations, fumée dans le cockpit, stress et charge cognitive élevée) ainsi que 
des contextes d’interaction présentant une forte contrainte de division de l’at-
tention visuelle. Nous supposons que comparativement à un écran tactile 
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présentant une surface plate et rigide, la transformation de la surface d’interac-
tion permettra de réduire la charge de travail, d’améliorer la distribution de 
l’attention visuelle, de favoriser la collaboration et d’améliorer la performance. 
Ces questions de recherche et hypothèses sont explorés dans les études Gaze-
Form et Multi-plié, présentées dans les chapitres 5 et 6 ; les résultats de chaque 
étude sont discutés suivant les trois axes de recherche (Activité oculaire, Sensa-
tion et niveau de Contrôle, Continuité). 
Enfin, pour s’extraire du contexte d’étude et pouvoir généraliser la connaissance 
produite à d’autres environnements nous analysons les transformations topolo-
giques des 3 interfaces tactiles reconfigurables avec des outils théoriques du do-
maine de l’interaction homme-machine. Puis en articulant ces résultats avec les 
théories de la perception et de l’interaction incarnée (étudiées dans le chapitre 
3) nous proposons un espace de conception pour les interfaces tactiles reconfi-
gurables utilisables dans un contexte d’activité avec une forte division de l’at-
tention visuelle (pilotage, conduite, contrôle aérien en tour, appareil tactile 
portable en mobilité, etc.). Espace de conception que nous appellerons s2s, pour 
« surface to surface », dans la suite de ce document. 
1.2 ORGANISATION DU MEMOIRE 
Ce mémoire est divisé en 6 chapitres présentant le contexte, le cadre théorique, 
la méthodologie, deux études (quantitative et qualitative) autour des prototypes 
« From Surface to Surface » et une discussion des résultats des évaluations avec 
la proposition d’un espace de design. 
Chapitre 2. Ce chapitre présente l’activité prescrite de pilotage d’un avion de 
ligne actuelle (tâches, procédures, environnement). Il décrit en quoi l’activité 
vécue implique le corps des pilotes dans la perception/action et dans quelle me-
sure l’environnement physique du cockpit est essentiel pour maintenir un haut 
niveau de performance des pilotes. Ensuite il présente les évolutions majeures 
des interfaces pilotes-systèmes du cockpit supportant ces activités et l’appari-
tion récente des écrans tactiles. Enfin, en confrontant les exigences clés d’une 
activité aux inconvénients des interactions sur surfaces tactiles il met en évi-
dence les risques potentiels majeurs de cette évolution des cockpits pour la ges-
tion d’un système critique. A partir de ces problèmes d’utilisabilité des systèmes 
tactiles pour la gestion d’un système critique avec une forte division de l’atten-
tion visuelle il résume les questions de recherche émergentes classées suivant 
les trois axes de recherche (Activité oculaire, Sensation et niveau de Contrôle, 
Continuité). 
Chapitre 3. Ce chapitre présente le contexte théorique du projet de recherche. 
Tout d’abord, il retrace au cours du temps les évolutions structurelles et fonc-
tionnelles de la surface d’interaction tactile. Puis il expose des propriétés, attri-
buts, principes de la surface dans différents champs théoriques (psychologie de 
la perception, architecture, peinture et cinéma). Ensuite il évoque les concepts 
et propriétés de la surface tactile dans le domaine de l’interaction homme-
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machine et souligne les faiblesses des pratiques actuelles qui n’utilisent pas la 
richesse du système tactilo-proprio-kinesthésique (TPK) dans la conception des 
interfaces. Pour répondre à ces faiblesses il propose un éclaircissement sur la 
place du corps dans les phénomènes de perception ainsi que dans les théories de 
l’interaction. Enfin il expose une synthèse du travail de recherche documentaire 
sur les interactions tactiles sur surfaces statiques augmentées et sur surfaces 
reconfigurables.  
Chapitre 4. Ce chapitre présente les méthodes de conception mises en œuvre 
pour le développement des prototypes présentés dans les chapitres 5 et 6. Il dé-
crit les méthodes d’analyse de l’activité, de conception centrée sur l’utilisateur 
(UCD) et d’évaluation. Il présente l’importance de l’utilisation des prototypes 
manipulables et des plateformes d’évaluation dans le processus de conception. 
Enfin il expose succinctement la première version d’un espace de design sur les 
apports des interactions tangibles et incarnées pour le cockpit ; espace de design 
défini autour des exigences du contexte d’étude, utilisé comme délimitation d’un 
périmètre de travail dans notre approche de conception. 
Chapitre 5. Ce chapitre présente l’étude quantitative et qualitative du système 
GazeForm : from Surface to Surface pour libérer le regard ; GazeForm est une 
interface tactile dynamiquement reconfigurable en fonction de la position du 
regard (Figure 1).  
 
Figure 1. Fonctionnement du système GazeForm : Lorsque les yeux de l'utilisateur sont focalisés sur la 
zone d’interaction, la surface est plane et tactile (à gauche) ; lorsque le regard est sollicité par une autre 
tâche, la surface offre un bouton tangible saillant (à droite) 
Nous débutons par une description du concept et par un rappel des questions de 
recherche autour des 3 axes (Activité oculaire, Sensation et niveau de Contrôle, 
Continuité). Nous poursuivons par une présentation de la phase de conception 
participative menée avec les pilotes puis nous décrivons le fonctionnement du 
système, la méthodologie de l’expérimentation contrôlée et des entretiens avec 
les pilotes. Enfin nous discutons les résultats de l’étude en analysant les effets 
de la transformation de la surface tactile suivant les trois axes de recherche 
(Activité oculaire, Sensation et niveau de Contrôle, Continuité).  
Chapitre 6. Ce chapitre présente le concept et l’étude qualitative du système : 
Multi-plié, from Surface to Surface pour favoriser la collaboration et la cons-
cience de la situation. Il décrit la conception et la mise en œuvre de deux proto-
types interactifs réalisés (prototype 1 : série d’écrans tactiles articulés et 
prototype 2 : surface d'affichage tactile « plissable »), la plateforme d’intégration 
et la méthodologie d’évaluation.  
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Figure 2. Les prototypes Multi-plié : a) Dessin du concept ; b) prototype 1 : série d’écrans tactiles articulés ; 
c) prototype 2 : surface d'affichage tactile « plissable »  
Enfin il présente une analyse des commentaires issus des séances d’évaluation 
avec les pilotes en reprenant les trois axes des questions de recherche (Activité 
oculaire, Sensation et niveau de Contrôle, Continuité) ; et pour terminer il pro-
pose une synthèse du concept Multi-plié. 
Chapitre 7. Ce chapitre présente une proposition d’espace de conception pour 
les surfaces tactiles reconfigurables. Il expose une caractérisation des propriétés 
physiques de transformation des trois interfaces tactiles reconfigurables éva-
luées dans les chapitres 5 et 6. À partir des données issues de l’analyse de l’ac-
tivité, du contexte théorique, des résultats des évaluations des prototypes 
GazeForm (chapitre 5) et Multi-plié (chapitre 6), il détaille les principes de de-
sign d’un espace de conception pour les interfaces tactiles reconfigurables.  
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2 CONTEXTE ET ANALYSE DE L’ACTIVITE 
De la surface instrumentale physique à la surface tactile, 
une désincarnation de l’espace d’interaction 
 
Le monde dans lequel nous acquérons des compétences pra-
tiques en tant qu’agents incarnés est le même univers qui nous 
soumet à l’hétéronomie des choses et aux périls de la réalité ma-
térielle. Nourrir le fantasme d’échapper à l’hétéronomie par le 
biais de l’abstraction, c’est renoncer à toute compétence pra-
tique et substituer à notre capacité d’agir les solutions ma-
giques de la technologie.  
(Crawford, 2016, p. 103) 
 
 
Dans le cadre de ce travail de recherche nous nous sommes intéressés à la mo-
dification des interfaces humains-systèmes dans les postes de pilotage des 
avions de ligne. En effet, l’évolution technologique des cockpits aéronautiques 
est caractérisée par une dématérialisation progressive des interfaces et notam-
ment par la suppression programmée de nombreux actuateurs physiques, ren-
due possible par l’utilisation d’écrans tactiles permettant une interaction directe 
avec les données des systèmes avioniques. Cette évolution des dispositifs inte-
ractifs pilotes-systèmes pose des problèmes potentiels majeurs et de nombreuses 
questions d’utilisabilité et de sécurité. Dans cette section, nous commencerons, 
par une présentation succincte de l’activité prescrite de pilotage d’un avion de 
ligne actuel (tâches, procédures, environnement). Puis dans un deuxième temps 
nous identifions en quoi l’activité vécue implique le corps des pilotes dans la 
perception/action et dans quelle mesure l’environnement physique du cockpit 
(la spatialisation des fonctionnalités et la formes des interacteurs) est essentiel 
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pour maintenir un haut niveau de performance des pilotes. Ensuite nous abor-
dons les évolutions majeures au cours du temps des interfaces pilotes-systèmes 
et l’apparition récente des écrans tactiles. Enfin, en confrontant les exigences 
clés d’une activité aux inconvénients des interactions sur surfaces tactiles nous 
mettons en évidence les risques potentiels majeurs de cette évolution des cock-
pits pour la gestion d’un système critique. Que ce soit en contexte d’usage dé-
gradé (ex. turbulences, vibrations, fumée dans le cockpit, stress et charge 
cognitive élevée) ou en situation d’interaction présentant une forte contrainte 
de division de l’attention visuelle (ex. circuits visuels de surveillance des sys-
tèmes de l’avion, réalisations de check-list). 
2.1 METHODE 
Cette partie est à la fois le résultat d’un travail d’analyse d’une littérature scien-
tifique et technique existante et d’un travail d’observation et d’entretiens con-
textuels réalisé avec des pilotes de ligne en activité. Pour réaliser cette analyse 
de l’activité en situation écologique, nous avons recueillis des données lors de 
séances d’observation menées en contexte simulateur ou lors de vols réels et 
d’entretiens semi-dirigés (annexe 10.2). Les enregistrements vidéo des séances 
nous ont permis dans un deuxième temps de retranscrire l’intégralité des 
échanges et d’extraire 260 citations que nous avons classés et tagués (par 
thèmes et sous-thèmes principaux) dans une application web d’analyse de don-
nées quantitatives développée par nos soins (voir annexe 10.5). Les thèmes iden-
tifiés sont soit issus de l’activité (automatisme, collaboration, conscience de la 
situation) soit en rapport avec le corps et les interactions tangibles (gestes, 
formes, spatial) ou soit ont émergé des différentes séances (rythme, niveaux de 
contrôle). A partir de ce travail de classification, nous avons, dans un troisième 
temps, extrait de la base de données des caractéristiques clés de l’activité de 
pilotage que nous avons confrontées aux contraintes liées à l’apparition de nou-
veaux dispositifs tactiles dans les cockpits. 
2.2 L’ACTIVITE DE PILOTAGE D’UN AVION DE LIGNE 
L’activité de pilotage se décompose en quatre tâches hiérarchisées : piloter (con-
trôler l’attitude de l’avion), naviguer (suivre une trajectoire), communiquer 
(maintenir la communication avec le sol) et gérer les systèmes (superviser le 
fonctionnement des systèmes de bord) (Schutte and Trujillo, 1996). Ces diffé-
rentes activités sont réparties entre les pilotes suivant des procédures précises 
qui permettent de garantir une bonne gestion des ressources de l’équipage (Crew 
Ressource Management - CRM). Cette organisation du travail s’inscrit dans un 
double environnement, l’environnement extérieur du mobile en déplacement, 
toujours changeant et instable et l’environnement intérieur du cockpit statique, 
organisé (Figure 3) et structurant pour l’action/perception des pilotes. Afin de 
mieux appréhender les enjeux de l’apparition des surface tactiles dans les 
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cockpits de l’aviation commerciale nous allons présenter dans la suite de cette 
section l’activité prescrite de pilotage. 
 
Figure 3. Les différents panneaux d’instruments dans le poste de pilotage de l’airbus A350 : 
1/ Side-Stick, 2/ Main Instrument Panel, 3/ Glareshield, 4/ Overhead Panel, 5/ Pedestal 
2.2.1 Les différentes tâches de l’activité de pilotage 
L’objectif principal d’un équipage de l’aviation commerciale est de transporter 
des passagers ou du fret d’un aéroport à un autre de manière sûre et efficace. 
Pour réaliser cette mission les pilotes s’investissent dans 4 tâches fondamen-
tales généralement identifiées pendant un vol et classées par ordre de priorité 
de réalisation dans un contexte dégradé ANCS (Aviate, Navigate, Comunicate, 
Systems Management) :  
Piloter (Aviate) : cette tâche regroupe toutes les actions sur les différentes com-
mandes de vol pour conserver une portance nécessaire à la stabilité du vol. Elle 
incombe au PF (Pilote en fonction), qui la réalise en manipulant par exemple le 
palonnier pour la gestion du lacet ou la poignée de gaz pour la gestion de la 
poussée (Figure 4). 
3
5
4
2
1
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Figure 4. Instruments utilisés pour la tâche de pilotage sur l’Airbus A350 : 1/ Sidestick, 2/ Primary Flight 
Display, 3/ Rudder Pedals, 4/ Speed Brake Lever, 5/ Flaps Lever, 6/ Thrust Levers, 7/ Landing Gear Lever 
Naviguer (Navigate) : consiste à connaître à tout moment la position de l’avion 
dans l’espace, gérer le plan de vol, assurer le passage par des points remar-
quables, éviter des obstacles potentiels (zones interdites de l’espace aérien, 
orages…). 
 
Figure 5. Instruments utilisés pour la tâche de navigation sur l’Airbus A350 : 1/ Navigation Display, 2/ 
Electronic Flight Instrument System Control Panel 3/ Multi-Function Display 
Communiquer (Communicate) : assurer l’échange d’information avec le sol 
(contrôle aérien ; exploitation), entre les membres d’équipages et avec les pas-
sagers. 
  
Figure 6. Instruments utilisés pour la tâche de communication sur l’Airbus A350 : 
1/ Radio Management Panel, 2/ Multi-Function Display 
1
2
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Gestion des systèmes (System Management) : assurer le contrôle de l’état des 
systèmes de l’avion (statuts des systèmes électriques et hydrauliques, états des 
commandes de vols, informations sur le kérosène…)   
 
Figure 7. Instruments utilisés pour la tâche de gestion des systèmes sur l’Airbus A350 : 
1/ Overhead panel, 2/ Multi-Function Display 3/ Keyboard and Cursor Control Units 
La tâche de Séparation (Separate) est parfois ajoutée dans la littérature scien-
tifique récente (Hooey et al., 2011) pour tenir compte des nouvelles responsabi-
lités qui incomberont aux pilotes dans l’environnement Next Generation Air 
Transportation System (NetGEn USA) ou SES (Single European Sky). L’objectif 
de ces programmes est de mettre en place l'échange en continu d'informations 
liées à la position des avions en vol et des points de cheminement. Avec cet outil, 
à l’horizon 2025 - 2030, pilotes et contrôleurs aériens pourront affiner les trajec-
toires de vol. Outre un gain de temps pour les voyageurs, l'optimisation des 
routes aériennes devrait permettre une économie de carburants et une réduction 
des émissions de gaz à effet de serre de l'aviation civile.  
Concernant les avions de ligne, s’ajoute aux activités avion précédemment citées 
une activité spécifique de gestion de la mission commerciale pour la compagnie 
aérienne et conformément à ses engagements commerciaux (service, ponctua-
lité, etc…). Un vol est le plus souvent opéré par l’équipage dans le cadre d’une 
rotation ou succession de plusieurs liaisons aéroportuaires consécutives, résul-
tant en une charge de travail supplémentaire (anticipation des prochains vols, 
stress lié aux retards accumulés, contraintes réglementaires, …) et une fatigue 
des pilotes qui peuvent limiter leur performance. 
La distribution de ces différentes tâches dépend des procédures standards, de la 
hiérarchie au sein d’un cockpit (Captain (CPT) ou First Officer (F/O)) et de la 
fonction attribuée à chacun par accord explicite (Pilot Flying (PF) ou Pilot Mo-
nitoring (PM)). Dans le cadre du statut hiérarchique et de son rôle fonctionnel, 
chacun des deux pilotes est responsable de plusieurs activités et doit souvent 
exécuter deux ou plusieurs tâches simultanément afin de répondre aux exi-
gences opérationnelles. Pour ce faire, les pilotes interagissent avec les systèmes 
de l'avion au moyen de multiples affichages numériques, utilisant de nombreux 
contrôleurs physiques et effectuant une multitude d'opérations (Loukopoulos et 
al., 2001). Ils monitorent sans interruption les différents afficheurs et doivent, 
1
2
3
 14 
dans certaines phases de vol, faire des transitions visuelles constantes entre 
l'intérieur (tableau de bord) et l'extérieur de l'avion pour contrôler l’environne-
ment et s’assurer de la correspondance des données entre les informations res-
tituées par les instruments et le monde réel (Mackenzie, 2014). Les pilotes de 
ligne sont donc constamment engagés dans des activités multiples et parallèles 
qui impliquent une bonne gestion des ressources cognitives ainsi que la mobilité 
et la disponibilité du regard.  
2.2.2 Les procédures standards : flows et checklists  
Pour assurer une bonne gestion des ressources de l'équipage (CRM) prévenir les 
erreurs et maintenir un haut niveau de performance, les pilotes sont formés 
pour dérouler des procédures standards (SOPs ou Standard Operating 
Procedures). Ces procédures ont été élaborées durant des décennies par des re-
tours d’expériences d’incidents et d’accidents (Helmreich et al., 1999). Elles sont 
un support à la communication interpersonnelle, le leadership et la prise de dé-
cision dans le poste de pilotage. Les objectifs principaux des SOPs sont d’identi-
fier et de décrire les tâches à réaliser par l’équipage en fonction des phases de 
vol, d’organiser la collaboration et de valider et vérifier les actions de façon mé-
thodique pour continuer le vol en tout sécurité (Degani and Wiener, 1997). Ces 
procédures sont définies par les constructeurs en fonction du modèle d’avion et 
peuvent être ensuite adaptées par les compagnies aériennes pour répondre à 
des impératifs d’exploitation particuliers. Dans le cadre de ce travail nous nous 
sommes intéressés à deux types de procédures qui s’inscrivent particulièrement 
dans l’espace physique du cockpit et qui mettent en jeu les sens proprio-kines-
thésique des pilotes : les flows (circuits visuels) et les listes de vérification aussi 
appelées check-list (de l’anglais checklist). 
 
Figure 8. Les zones de responsabilités et le sens de réalisation du flow en fonction du rôle et du grade 
Les flows (circuits visuels)  
Un flow (appelé aussi scanning visuel) est une méthodologie de base pour modi-
fier et vérifier la configuration de l'avion à différentes phases de vol. Ces flows 
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peuvent être soit liés à des procédures particulières soit réalisés librement au 
cours du vol pour monitorer les systèmes en respectant les zones de responsabi-
lités en fonction du rôle (PF ou PM) et de leur grade (CPT et F/O) (Figure 8). Le 
but de ces flows est de pouvoir effectuer toutes les configurations et vérifications 
de l'état de l’aéronef. A partir de la documentation de description des flows spé-
cifiques (en fonction de la phase de vol) fournie par le constructeur (Figure 9) 
les pilotes doivent répéter les séquences en situation sur simulateur pour que 
l’enchainement des actions soit parfaitement mémorisé et puisse être déroulé 
sans hésitation. La disposition spatiale des instruments va conditionner la 
forme du flow et donc permettre le développement d’une mémoire musculaire 
et spatiale du circuit de vérification (Roth et al., 2015) (Matton et al., 2018).  
 
Figure 9. After Start Flow sur A320. Procédure à réaliser après le démarrage des moteurs et avant le rou-
lage. A gauche en jaune le flow du Pilot Monitoring et à droite en vert le flow du Pilot Flying  
Check-list (liste de vérification)  
La principale fonction de la check-list est de permettre à l’équipage de vérifier 
que l’avion est correctement configuré pour aborder un nouveau segment de vol 
(Before start, After start, Before Takeoff…) (Degani and Wiener, 1993). Il existe 
3 types de checklist en fonction des situations rencontrées par les pilotes : situa-
tion normale, situation anormale et urgences. Elles sont accessibles générale-
ment sous forme papier au dos du Quick Reference Handbook (QRH), sous forme 
imprimée et positionnée directement sur le yoke (Boeing 737/747) ou sous forme 
numérique sur le Multi-Function Display (MFD), pour les avions plus récents 
comme l’Airbus A350 ou le Boeing 777 (Figure 10). Présentées Sous forme de 
liste de paramètres à vérifier elles sont généralement initiées à la demande du 
PF ; les différents points de la liste sont énoncés à haute voix par le PM ; le PF 
(ou les deux pilotes lorsque la vérification concerne leurs instruments respectifs) 
répond à chaque point à voix haute. Elles fournissent un cadre normalisé et 
séquentiel qui permet de mener une supervision mutuelle du système en garan-
tissant une coordination optimale de l'équipage. Des erreurs dans le suivi de 
cette procédure ont été à l’origine de nombreux incidents et accidents (Dismukes 
and Berman, 2010). 
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Figure 10. Exemples de check-list : 1/ sur le yoke du Boeing 737, 2/ sur écran et 3/ au dos du QRH 
La réalisation des différentes tâches des SOP exigent du temps, de l'attention 
et des ressources cognitives, et contribuent donc à la charge de travail (Degani 
and Wiener, 1997). La planification de ces tâches, suivant les règles établies par 
les concepteurs des SOP, mais aussi de par la répartition effectuée par l’équi-
page en fonction des priorités et du contexte a pour objectif d'optimiser le sé-
quencement afin d’éviter des périodes de très forte ou très faible charge de 
travail. Le « rendement de l’équipage » (Wiener, 1993) dans les cockpits automa-
tisés à 2 pilotes dépend donc de la bonne gestion de l’enchaînement des actions 
et du maintien d’une charge de travail optimal.  
2.2.3 Dimensions temporelles 
L’activité de pilotage se déroule dans un environnement dynamique en cons-
tante évolution liée aux actions des pilotes ou aux évolutions des conditions de 
vol (Pastorelli, 2007). Le déplacement en l’air de l’avion à une vitesse élevée 
conjugué avec des obligations de modification de configuration en fonction de 
l’altitude, de la position et de la vitesse soumet les opérateurs à une pression 
temporelle importante. Les différentes actions doivent être coordonnées et sé-
quencées pour garantir un déroulement optimal du vol. Pour chaque tâche dans 
le poste de pilotage, il y a une "fenêtre d'opportunité" définie par deux limites 
physiques (Degani and Wiener, 1997). C’est le cas, par exemple, de la fenêtre 
d'opportunité pour effectuer la check-list « DESCENT » qui débute au commen-
cement de la descente et se termine au passage des dix mille pieds ; ces deux 
limites définissent une période de temps qui varie en fonction du taux de des-
cente, de la direction et de la vitesse du vent. Même si les pilotes peuvent choisir 
de réaliser les tâches quand ils le souhaitent dans la fenêtre d’opportunité, il 
paraît important pour le maintien d’une charge de travail optimale de favoriser 
une réalisation en début de fenêtre d’opportunité (Raby and Wickens, 1994) 
2.2.4 Environnement physique dynamique  
L’environnement physique de déroulement du vol est complexe et changeant. 
Entre les mouvements des masses d’airs en fonction des altitudes, les évolutions 
des conditions météorologiques aux points de décollage et d’atterrissage et les 
conditions et densités du trafic aérien, l’équipage doit consacrer des ressources 
cognitives pour récupérer les informations relatives à ses évolutions et 
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tendances afin d’anticiper les prises de décision nécessaires. Ainsi, pour garan-
tir la sécurité du vol (Latorella et al., 2001), les pilotes doivent constamment 
appréhender les conditions météorologiques en les confrontant aux caractéris-
tiques de performance de l'aéronef, à leurs propres compétences et capacités, 
aux contraintes de l'espace aérien et du trafic en cours etc. Ce processus déci-
sionnel coûteux cognitivement est d’autant plus important que selon le National 
Transportation Safety Board (États-Unis) et les bases de données de la FAA, les 
conditions météorologiques et plus particulièrement la turbulence sont la cause 
de 70 % des accidents et incidents concernant des aéronefs commerciaux entre 
1991 et 2001 (Sharman, 2016). Pour répondre à ces exigences, les concepteurs 
des systèmes avioniques cherchent à améliorer le partage et la représentation 
des données météorologiques (Stähli et al., 2018) et des informations de trafic 
tout en préservant des modalités d’interaction utilisables en toute situation (vi-
brations, turbulences…) 
2.2.5 Mouvements oculaires et attention visuelle  
Le champ de vision de l’équipage est occupé par une mosaïque dense d'instru-
ments et d'écrans qui affichent en permanence des données évolutives sur l’état 
de l’aéronef. Les pilotes effectuent des mouvements oculaires de déplacements 
(saccades) pour chercher l’information et de fixations, de 40 ms à plus de 800 ms 
(Rayner, 1998), pour extraire et traiter l’information visuelle de la zone fixée. 
La durée des fixations dépend en partie du traitement cognitif du contenu à 
extraire ; elle peut varier considérablement entre, par exemple, de la perception 
de relations entre éléments graphiques (ligne d’horizon sur le PFD) ou de la 
lecture d’informations textuelles (niveau de vol) (Reingold et al., 2012).  
 
Figure 11. Représentation schématique d’une série de fixations et dwells séparés par des saccades 
Sur un même instrument les pilotes peuvent parfois effectuer des fixations mul-
tiples avec des micro-saccades, ce groupe de fixation à l’intérieur d’un affichage 
est appelé « dwell sequence » (Glaholt and Reingold, 2009). De nombreuses re-
cherches sur les mouvements oculaires dans le cockpit (Mackenzie, 2014) ont 
montré, par exemple, que le temps d'observation sur une zone (Proportional 
Dwell Time) varie selon la phase de vol (Brown et al., 2002), que la fréquence de 
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fixation dépend du degré d'expertise des pilotes et que la matrice des transitions 
oculaires varie selon la charge de travail (Kasarskis et al., 2001). La disposition 
des instruments, le type de contenu à extraire et les séquences de scanning pro-
cédurales ont donc un impact important sur la charge mentale et la conscience 
de la situation. Les systèmes avioniques actuels sont conçus pour favoriser et 
optimiser les mouvements oculaires et donc la bonne distribution de l’attention 
des pilotes. 
2.3 LE STATUT DU CORPS ET DE L’ESPACE DANS L’ACTI-
VITE DE PILOTAGE 
Dans cette partie, nous exposerons les résultats du travail d’analyse des don-
nées qualitatives recueillies lors des séances d’observations et d’entretiens avec 
des pilotes de ligne. Nous avons regroupé les différents témoignages dans quatre 
catégories principales : Le statut du corps dans l’activité, Utilisation de l’espace 
physique, La parole pour externaliser, Structure temporelle et rythmique. Cette 
approche nous a permis de comprendre l’activité de pilotage en plaçant le pilote 
et ses sensations au cœur de notre analyse. Les résultats sont utilisés pour pré-
ciser les questions de recherche présentées dans la section 2.5. 
2.3.1 Le statut du corps dans le processus de perception/action 
dans le cockpit 
La perception instrumentalisée indirecte 
Les pilotes de ligne soulignent l’importance de se fier à la perception indirecte 
par les instruments. Contrairement aux vols en VFR (Visual Flight Rules), ou 
« vol à vue », pour les vols en IFR (Instrument flight Rules) les pilotes sont obli-
gés de se fier uniquement aux informations délivrées par les instruments de 
l’avion pour opérer des vols en situation de visibilité limité (vol de nuit, passage 
dans des nuages). Sans repère extérieur (phénomène de perte d'horizon) les sen-
sibilités vestibulaire, somato-sensorielle et visuelle peuvent être à l’origine de 
désorientations spatiales (Gibb et al., 2011), et comme l'a expliqué un pilote : 
« il faut croire en ton horizon artificiel. Il ne faut pas croire à tes sensations, 
tu peux avoir une illusion, crois à ton instrument ». Les pilotes sont plus con-
fiants dans l'exactitude des informations numériques abstraites fournies sur 
leurs écrans, telles qu'une valeur numérique d’altitude ou de vitesse, que dans 
une représentation visuelle synthétique de la situation de l’avion. Comme l’a 
expliqué un pilote, il faut se poser la question de « la représentation synthétique 
des éléments, jusqu'à quel point ils sont réels ou pas ». Le seul sens auquel les 
pilotes semblent faire confiance est le sens tactile, qui leur permet de différen-
cier les commandes ou les boutons par leur forme (Figure 12), comme l'ont indi-
qué plusieurs pilotes : « vous savez que le bouton avec des crans plus grands est 
la vitesse » ; « franchement les gros boutons qu’on connait par cœur, on les sent 
au toucher ». 
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Figure 12. Utilisation des propriétés de la forme des contrôleurs physiques :  
a) volets ; b) APU ; c) frein de parking. 
Le corps décrit comme un instrument  
Les pilotes peuvent décrire leur corps d'une manière technique, par exemple en 
expliquant qu'il n'est pas équipé de capteurs, comme dans cette description de 
l'atterrissage : « On n’a pas de capteurs qui vont nous donner des sensations de 
l’avion, nos propres capteurs c’est nous donc comment est-ce qu’on va le sentir 
cet avion … est-ce que j’ai toujours dans mes mains la technicité pour poser un 
avion vent de travers. ». Dans un autre exemple, un pilote utilise la métaphore 
d'un capteur qui informerait l'autre pilote de sa nervosité lors de la manipula-
tion du manche : « Comme on n’a pas d’instrument d’activité “manche de l’autre“, 
on est obligé de regarder ». Ou encore cette description de l’effort musculaire 
comme capteur de la bonne position du manche « en fait, on sent le manche, il 
durcit, et donc on diminue l’effort au manche (...) c’est musculaire ». Enfin, la 
description du geste répété et parfaitement reproductible comme une mécanisa-
tion du corps « donc on s’entraîne pour avoir une mécanisation de la gestuelle. 
L’objectif, là, c’est de mécaniser le geste ». 
La perception par les gestes  
Le geste pour percevoir est souvent explicité, comme par exemple pour ce 
pilote qui décrit l’action de consulter des paramètres par des mouvements du 
corps et de la tête « on sait ce qu’on cherche, on va aller capturer l’information 
dont on a besoin, on la met dans sa tête, on revient à ses instruments » ; la capture 
de cette information est illustrée par des gestes répétés et rythmés de saisie 
avec la main.  
    
Figure 13. Gestes pour percevoir : a) contrôle de l’over Head ; b) contrôle des speed brake. 
Cet autre pilote utilise le geste en plus du regard pour vérifier la configuration 
d’un panneau de contrôle : « oui, musculaire, avec les yeux, ça ne suffira pas ; 
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parce qu’en fait on touche quand on passe sur les manettes on vérifie (...) que tous 
les boutons poussoirs sont bien en place » (Figure 13). Cette situation illustre 
l’utilisation de la perception tactilo-kinesthésique pour confirmer la perception 
visuelle globale d’une scène. 
 Les sensations du corps et des mouvements pour améliorer le contrôle 
Contrairement à la perception abstraite potentiellement illusoire, des 
sensations concrètes sont mises en avant dans des actions nécessitant un 
contrôle intense, où les pilotes ont besoin de sentir leurs mouvements et leur 
corps. Dans de telles situations, comme l'a explicité un pilote, ils doivent « ne 
faire qu'un avec l'avion », pour le « sentir » et pouvoir « faire corps avec 
l’avion ». Un autre pilote a décrit une telle situation : "Ce qui se passait à 
l'extérieur était représenté par l’action sur le minimanche [geste sur un 
minimanche imaginaire] … avec une corrélation avec ce qu’on voit [pointe la vue 
extérieure] ce qu’on sent [main droite doigt tendu sur la jambe] et ce sur quoi 
on agit [main droite désigne main gauche] ». Ces mises en évidence de la 
sensation apparaissent aussi dans les descriptions de situations où le pilote 
subit la situation et suit l'avion. Comme par exemple dans la description de la 
phase finale d’un atterrissage avec peu de moyens de contrôle : « la situation que 
l’on subit le plus, c’est je dirais la dernière seconde avant l’impact… avant de 
toucher (…) il n’y a pas de contrôle possible … on sent que ça va bien se passer 
ou pas ». Le caractère incarné de cette situation est souligné par l'absence d'un 
capteur objectif : « il n’y a pas d’instrument qui puisse nous donner une 
information à ce moment-là, c’est le vécu, la vitesse de montée de la piste par 
exemple [frappe ses mains dos sur paume] ». 
Le contrôle par les mouvements oculaires  
Les fixations et les mouvements du regard jouent un rôle dans les situations de 
contrôle ou le corps est impliqué : « lorsqu’on voulait intercepter une trajectoire 
… il suffisait de la regarder (…) [se penche un peu vers la droite] et d’évoluer 
comme ça [bras droit s’inclinant vers la droite] (…) on avait vraiment une sen-
sation de contrôle réel uniquement au regard ». Cette utilisation du regard pour 
se diriger est aussi explicitée par un autre pilote à propos du minimanche de 
l’Airbus A320 : « cet avion, tu le mets là où tes yeux t’amènent… c’est à dire que 
là où vous posez les yeux quelque part, ben il suffit d’agir, et l’avion va aller là 
où tu as posé tes yeux ». La direction du regard qui dirige notre déplacement est 
un fait bien connu de notre rapport sensorimoteur au réel (la vision et la loco-
motion sont liées sur le plan fonctionnel (Crawford, 2016)).  
2.3.2 L’utilisation de l’espace physique du cockpit 
Grâce à la formation et à une répétition constante des tâches en situation, les 
pilotes connaissent avec précision la configuration et les dimensions du poste de 
pilotage ainsi que la position de chaque panneau ; ils sont capables de localiser 
automatiquement les commandes sans utiliser leurs yeux : « Ce sont des gestes 
qui sont faits tellement souvent, l’amplitude, la position elles [les mains] tom-
bent automatiquement au bon endroit ». C’est d'autant plus vrai lorsque les 
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commandes sont regroupées logiquement en sous-systèmes, ou lorsque leur dis-
tance est cohérente avec la position du corps du pilote : « pour le radar météo, 
on sait quand on pilote et que l’on regarde dehors, la main va tomber sur le 
radar météo et on va pouvoir régler l’inclinaison de l’antenne sans regarder » 
ou encore « la manette de volets par exemple on voit [en faisant un geste sans le 
regard] où est-ce qu’elle est ». C’est aussi le cas pour des systèmes qui sont ac-
cessible par un cheminement en utilisant l’espace comme guide : « vous remon-
tez le long de l’overhead panel jusqu'à arriver en butée sur l’interrupteur qui est 
là et ensuite vous déplacez légèrement sur la droite et vous appuyez sur ce bouton 
gardé par un détrompeur [actions sans les yeux] ». La formation inclut à cet 
égard des séquences visant à manipuler à l’aveugle les commandes avion de 
l’overhead panel pour par exemple en situation de fumée dans le cockpit pouvoir 
atteindre les commandes d’allumage et d’extinction des moteurs. Cette faculté 
de mémoire des mouvements dans l’espace dépend de la sensibilité propriocep-
tive et kinesthésique du corps. Ce corps qui pour Merleau-Ponty est bel et bien 
« le pivot du monde » (Merleau-Ponty, 1945). 
   
Figure 14. Flow (circuit visuel) effectué lors d’une séance d’observation sur simulateur    
En plus de permettre l’action sans les yeux, la distribution spatiale des instru-
ments est utilisée pour apprendre et reproduire les procédures de scanning et 
de flows. Le pilote décrit son scanning comme un « cheminement géogra-
phique » : « je vais faire mes panneaux et je vais partir de là (extrême gauche du 
cockpit) comme ça et je vais passer la pour vérifier ça, pour vérifier ça, pour vé-
rifier ça et ensuite je vais descendre comme ça (montre la console centrale) et 
comme ça » (Figure 14). En plus de la disposition, la forme et l’orientation des 
actuateurs de type interrupteur ou manette permet de faciliter la perception de 
l’état de configuration : « un petit coup d’œil sur la position des volets [posi-
tion de la manette de réglage des volets] m’indique comme quoi ils sont en transit 
ou ils sont sortis ». Cette importance de la forme physique visible dans l’envi-
ronnement a été soulignée par un autre pilote en comparant une représentation 
2D à un bouton physique : « là [en montrant un bouton sur un écran] visuelle-
ment il n’y a pas de relief. Là j’étais incapable de vous dire si c’était en on ou en 
off ». Enfin, la forme physique des actuateurs est présentée par certains pilotes 
comme un support à l’action de réglage, ou un moyen de se reposer et de prépa-
rer une configuration : « La main reste sur le bouton rotatif alors que le regard 
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vérifie la vue » ou encore « quand on a besoin on tient le bouton ou c’est le bou-
ton qui tient la main ». 
2.3.3 La parole pour externaliser 
La communication orale dans l'activité de pilotage d’avion de ligne est primor-
diale et a déjà été largement été étudiée [(Hutchins, 1995), (Hutchins and Palen, 
1997) (Nevile, 2004)]. Nous ne nous intéressons ici qu'aux propriétés de la com-
munication orale entre pilotes qui nous paraissent pertinentes dans le cadre de 
la conception d’interface tangible pour le cockpit.  
Au cours des entretiens, les pilotes ont très souvent utilisé des verbes exprimant 
la parole : ils explicitent qu'ils « disent », « racontent », « rapportent » quelque 
chose. Par exemple, au lieu de simplement décrire les actions lors du réglage 
d'un paramètre (comme la vitesse), ils mentionnent : « c’est le PF qui va dire ce 
qu’il va faire et l’autre qui va contrôler (…) Et donc il demande à son PM l’alti-
tude suivante : “tu m’affiches 3000 pieds, tu m’affiches 2000 pieds (…) L’autre le 
fait ». Cela met en évidence la nécessité pour les pilotes d'apporter leurs repré-
sentations dans un espace partagé et perceptible, en extériorisant leurs pensées 
d'une manière assez similaire à celle des contrôleurs aériens qui utilisent des 
bandes de papier pour collaborer (Mackay, 1999). La parole peut avoir un rôle 
d'affichage temporaire permettant de faciliter les processus cognitifs. Ce rôle 
d'affichage est explicité par l'utilisation de formes narratives, comme par 
exemple la description d’un briefing d’arrivée comme une histoire qui est racon-
tée : « Avant la descente, pendant le briefing d’arrivée, pendant lequel on raconte 
comment on voit les choses, comment on a compris les choses et ce qu’on va faire ». 
Ou encore la description du briefing comme un moyen de se « réunir autour du 
projet d’action » comme on consulterait ensemble une information affichée. 
2.3.4 Les structures temporelles et rythmiques incarnées 
Les rythmes comme ressource incarnée 
D’après (Simondon, 2013) et (Fraisse, 1957) le temps est un mode de relation 
entre l’organisme et son milieu. Afin d’éviter le « trop tôt » ou le « trop tard » une 
adaptation constante de l’évolution de l’organisme à celle du milieu est néces-
saire. Cette recherche de synchronisation de l’horloge physiologique des pilotes 
à la pluralité des événements d’un vol (phases, vitesses, altitudes, distances) 
permettant de « maintenir un engagement sensorimoteur continu et coordonné 
avec [leur] environnement » (Clark, 2011) est omniprésente dans les récits re-
cueillis lors des observations et entretiens.    
Un aspect temporel important que nous avons pu constater est que l'activité de 
pilotage est structurée par des rythmes7. Cette structure n'est pas seulement 
présente dans des schémas temporels répétés au cours du temps (procédures), 
                                               
7 Le rythme est la caractéristique d'un phénomène périodique induite par la perception 
d'une structure dans sa répétition (Wikipédia, 2018) 
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comme cela peut être le cas dans des activités de collaboration dépendantes du 
temps (Reddy and Dourish, 2002), mais aussi dans le séquencement de geste et 
de paroles des pilotes (Figure 15).  
 
Figure 15. Illustration de l’enchainement rythmé de gestes. Réalisation Claire Lavenir  
Une incarnation du rapport au temps qui transparait notamment dans les 
tâches de balayage visuel pour vérifier les instruments à travers un chemin et 
un tempo prédéterminé. La répétition de « nous touchons » dans la citation sui-
vante, soulignée par des gestes de contact corporel rythmés, est une explicita-
tion de ces rythmes incarnés : « en fait on touche quand on passe sur les manettes 
(...) et pareil ça va être là-haut [en montrant l’overhead panel] on va toucher, on 
va faire comme ça ; on va toucher le panneau (…), comme ça on touche, vous voyez 
on a une espèce de musique comme ça qui fait que l’on ne pourrait pas juste faire 
avec les yeux ». En même temps qu’il a exprimé le rythme de cette séquence par 
le flux d’information temporalisé, le pilote a souligné la nature incarnée de la 
tâche, expliquant que le balayage n'est pas seulement visuel, mais aussi tactile. 
L’action tactile étant une activité plus « musculaire » que la seule utilisation des 
yeux. La séquence est également comparée à la musique, c'est-à-dire quelque 
chose que l'on apprend par cœur et dont on apprécie la répétition, en assurant 
une certaine automatisation physique pour obtenir un contrôle sûr et exhaustif. 
Nous avons en effet remarqué plusieurs associations de rythmes et de tâches de 
surveillance, illustrant que les rythmes, en tant que routines incarnées, sont 
une ressource pour soutenir le travail des pilotes. Soulignant sa structure ryth-
mique, un pilote a également comparé le briefing à une « chronologie », c'est-à-
dire une structure temporelle où les éléments sont disposés dans l'ordre du 
temps et à un rythme donné : « la chronologie on l'a fait au fur et à mesure qu'on 
passe les cartes (…) c'est très très chronologique le briefing ». Une autre structure 
rythmique est également observable dans l’utilisation de la parole pour la colla-
boration. Par exemple, la répétition en séquence du terme « on parle » dans cette 
description utilisant une métaphore spatiale comparant la phase d’approche à 
un fil physique sur lequel il structure l’organisation temporelle de la collabora-
tion : « c’est comme si on déroulait un fil de là où on est vers là où on va (…) donc 
 24 
on parle de la descente, on parle de l’approche, on parle de la finale, on parle de 
la remise de gaz, et puis si on loupe la remise de gaz ». 
2.3.5 Synthèse des éléments de l’étude quantitative 
– Les pilotes doivent favoriser la perception indirecte (médiatisée par l’instrument) 
pour appréhender le déplacement de l’aéronef dans l’espace. Cette perception mé-
diatisée prescrite pour les vols IFR permet de piloter sans visibilité extérieure (vol 
de nuit, nuage, etc.) en minimisant le risque de désorientation spatiale. La percep-
tion directe est à privilégier dans l’espace interne du cockpit. 
– Le corps du pilote peut être un instrument (un capteur) dans des situations où il 
n’y a pas d’autres moyens de connaître le comportement de l’avion (capteurs objec-
tifs). Le couplage corps-avion est souhaité pour un réglage fin alors que la mise à 
distance par l’instrument est privilégiée pour éviter la désorientation. 
– Le pilote utilise la perception tactilo-kinesthésique pour confirmer la perception vi-
suelle globale d’une scène. Le sens du touché couplé à la proprioception est efficace 
pour discriminer les formes et les positions des instruments 
– Le regard est utilisé comme action de guidage, pour viser une cible et diriger le 
corps et la machine. 
– Le « corps pivot du monde » dans le cockpit. La perception tactilo-kinesthésique et 
la proprioception permettent la localisation, la vérification et l’activation des ins-
truments en limitant l’utilisation du canal visuel. 
– L’espace du cockpit et les instruments physiques le composant sont un support in-
dispensable à l’externalisation réduisant ainsi la charge cognitive. 
– La forme et la disposition des actuateurs physiques facilite la perception de l’état 
du système et améliore la préhension et la stabilité de l’action. 
– La parole produit une extension qui s’incarne dans l’espace physique du cockpit. 
– Le pilote adapte son rythme physiologique au rythme de l’avion, c’est une synchro-
nisation qui passe par le corps et la parole.  
2.4 LES EVOLUTIONS DES COCKPITS DE L’AVIATION 
COMMERCIALE : DE L’INSTRUMENT ANALOGIQUE A 
LA SURFACE TACTILE 
De la Sud-Aviation SE 210 Caravelle [1958-1973] (Figure 16.a) au Boeing 777X 
[mise en service programmée en 2020] (Figure 16.b) l’évolution des cockpits de 
l’aviation commerciale se traduit par une agrégation des systèmes, une fusion 
et une synthétisation des données et des affichages, une réduction de l’équipage 
et une dématérialisation progressive des interfaces pilotes-systèmes (Avsar et 
al., 2016b), (Lim et al., 2018). Les cadrans, jauges et manettes physiques lais-
sent la place progressivement à de grandes surfaces d’affichage qui deviennent 
tactiles dans les dernières versions d’interfaces pilote-système. Ces nouveaux 
systèmes avioniques sont l’objet de programmes aéronautiques (avions ou héli-
coptères) en cours de fabrication, certification ou d’étude, voire sont déjà opéra-
tionnelles (ex. Pro Line fusion de Rockwell Collins). Dans cette section nous 
commencerons dans un premier temps par une présentation de l’évolution des 
interfaces pilotes-Systèmes au travers des différentes générations de cockpits 
(Classic Cockpit, Glass Cockpit première et deuxième génération et Interactive 
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cockpit). Puis dans un deuxième temps, nous étudierons plus précisément la 
dernière génération de cockpit tactile en précisant les défis à venir pour l’indus-
trie aéronautique.  
   
Figure 16. De l’instrument analogique à la surface tactile 
a/ Cockpit de la SE 210 Caravelle ; b/ Cockpit tactile du Boeing 777X 
2.4.1 Une dématérialisation progressive des interfaces Homme-
Système  
De nombreuses études font état de l’évolution des cockpits en présentant une 
segmentation différente des grandes époques, comme par exemple celles de (Lim 
et al., 2018) et (Moir et al., 2013). Dans le cadre de notre travail de recherche 
nous avons privilégié la classification de (Abbott, 2001) qui nous permet de dé-
crire l’évolution des interfaces Pilotes-Systèmes en nous focalisant sur la façon 
dont les pilotes visualisent l'information et interagissent avec les systèmes de 
l'avion. 
Classic Cockpit  
Les cockpits dit classiques ou conventionnels que l’on retrouve par exemple dans 
le Concorde (Figure 17), le B-727 ou le DC-10 se caractérisent par un très grand 
nombre d’actuateurs mécaniques et d’afficheurs analogiques couplés à un sys-
tème de pilote automatique relativement simple. Les données brutes des cap-
teurs sont peu agrégées et traitées ; elles sont affichées sur des instruments 
dédiés répartis sur l’intégralité de la planche de bord et sur des panneaux se-
condaires (Figure 17). Cette distribution spatiale de l’information oblige l’équi-
page à effectuer une surveillance et une mise en relation continue des 
paramètres pour maintenir une bonne conscience de la situation. Cet environ-
nement complexe avec une forte densité informationnelle nécessitait un équi-
page nombreux (3 à 5 personnes) avec des expertises différentes (pilote, 
navigateur, mécanicien, opérateur radio). L’action sur les systèmes se fait au 
moyen d’actuateurs physiques de types manettes, boutons, leviers.  
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Figure 17. Classic Cockpit – Concorde (1965 – 1979) 
Première génération de Glass cockpit  
L’apparition des écrans cathodiques et l’amélioration des systèmes de vol auto-
matique a permis de simplifier le poste de pilotage, de diminuer la charge cogni-
tive des pilotes et de réduire l’équipage à deux personnes. La première 
génération de Glass Cockpit, comparée à un cockpit classique, présente un en-
vironnement visuel beaucoup moins complexe (Figure 18). Cette génération de 
cockpit a radicalement changé les interfaces des postes de pilotage des avions 
commerciaux, remplaçant des dizaines d'instruments mécaniques analogiques 
par un affichage numérique des informations du système de bord. Cette utilisa-
tion des écrans permet de regrouper, de synthétiser et de mettre en relation les 
informations, facilitant ainsi le travail de surveillance de l’équipage. L’intégra-
tion d’un premier système de gestion de vol (Flight Management System – FMS) 
couplé à l’affichage d’une carte et connecté au pilote automatique facilite le tra-
vail de pilotage et de navigation.  
 
Figure 18. Première génération de Glass Cockpit – Boeing 757 
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Deuxième génération de Glass cockpit  
Dans les années 1985, la deuxième génération de Glass Cockpit (comme par 
exemple l’A-320 (Figure 19) ou le B747-400) a encore permis de réduire le 
nombre d’instruments analogiques. Même si par rapport à la première généra-
tion la surface d’affichage numérique n’a pas considérablement augmenté, cer-
taines jauges et cadrans ont disparu pour être intégrés au système d’affichage 
(Figure 19). Les données sont de plus en plus regroupées en unités fonction-
nelles et affichées sur des écrans spécialisés, dédiés à chacune des principales 
activités de l'équipage, l’ensemble de ces écrans constituant le Cockpit Display 
System (CDS). L’amélioration du FMS et du pilote automatique a déplacé la 
charge de travail de l’équipage du pilotage vers la supervision des systèmes. 
L'automatisation a réduit le nombre de dispositifs d'entrée, cependant les inte-
ractions avec le système avion se font toujours par l'intermédiaire de contrôleurs 
physiques : interrupteurs, boutons poussoirs, minimanche... Ces contrôleurs 
physiques sollicitant les capacités tactilo-proprio-kinesthésique humaines ont 
prouvé leur efficacité pour l'interaction pilote-système, et notamment pour des 
contextes d’usage dégradés (ex. turbulences, fumée dans le cockpit …).  
 
Figure 19. Deuxième génération de Glass Cockpit – Airbus A320 
Interactive cockpit  
Dans le prolongement du Glass Cockpit, le concept de l’Interactive Cockpit 
(comme par exemple l’A350, A380, B777 ou B787) se différencie par l’intégration 
d’un clavier et d’un dispositif de pointage tel que le KCCU (Keyboard Cursor 
Control Unit). Cette nouvelle interface de type WIMP (Windows, Icons, Menus 
and Pointing device) permet aux pilotes de naviguer et d’interagir avec de nom-
breux widgets graphiques affichés sur les différents écrans du cockpit. Un stan-
dard industriel de spécification des interfaces graphiques (GUI) du cockpit 
(ARINC661: Cockpit display system interfaces to user systems, 2016) a été adopté 
afin de normaliser la définition de l’interface et le comportement système des 
éléments graphiques d’interaction. La norme ARINC 661 et les outils logiciels 
associés permettent de répondre aux exigences de spécifications, dans le cadre 
des processus de certification, et de produire un fichier binaire d’exécution à 
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partir de la définition de la structure (arbre) de widgets composant le CDS 
(Cockpit display system). Le nombre d’écrans a peu changé mais la surface d’af-
fichage a encore augmenté par rapport à la génération précédente, les instru-
ments analogiques, contrôleurs, afficheurs ou « backups », disparaissent peu à 
peu. La documentation papier a été en partie remplacée par un système numé-
rique (Electronic Flight Bag - EFB), ou par un système spécifique, Onboard In-
formation System (OIS) intégré au CDS (A350), facilitant grandement la 
consultation de cartes, listes de vérifications et procédures, ou l’utilisation d’ap-
plications spécialisées facilitant la gestion de l’avion. 
 
Figure 20. Interactive Cockpit – Airbus A350 
2.4.2 Le cockpit tactile : un nouveau défi pour l'aéronautique  
Les nouveaux concepts de cockpit tendent à remplacer les dispositifs d’affichage 
ainsi que certains interacteurs associés du poste de pilotage par des écrans tac-
tiles. Le défi pour l'industrie est de répondre à la complexité croissante des sys-
tèmes tout en privilégiant une flexibilité et une adaptativité des composants 
afin de proposer des lignes de produits génériques et d’optimiser les coûts de 
développement et de maintenance des systèmes avioniques. De nombreux in-
dustriels ont déjà développés des solutions tactiles pour le cockpit, certaines ont 
reçu une certification des autorités de l'aviation civile américaine (Federal Avia-
tion Administration - FAA) et européenne (European Aviation Safety Agency - 
EASA) et ont déjà été déployées dans des environnements opérationnels. Nous 
allons dans un premier temps, nous intéresser un peu plus en détail à quelques 
exemples représentatifs de cette nouvelle génération d’interfaces tactiles puis, 
dans un deuxième temps, nous préciserons les exigences qui ont guidé cette évo-
lution et les avantages potentiels pour l’activité de pilotage.   
Le développement du tactile pour les systèmes avioniques de l’aviation commer-
ciale est apparu sous forme de concept permettant d’imaginer ce que serait le 
« cockpit du futur ». Cette approche menée par Thales Avionics dans le cadre du 
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projet européen ODICIS (One DIsplay for a Cockpit Interactive Solution) de 
2009 à 2012 (Alapetite et al., 2012), (Zammit-Mangion et al., 2011), a permis de 
présenter un prototype de cockpit avec un écran continu. Cette nouvelle surface 
d’affichage par projection de grande taille permettait de repenser les modes de 
visualisation dans le cockpit avec une interface utilisateur reconfigurable dyna-
miquement. Inspiré de cette première version, le concept Thales Avionics 2020 
(Hourlier, 2015), fondé sur des nouveaux principes de visualisation de type SVS 
(Synthetic Vision System) et sur des interfaces homme-machine orientées 
tâches, intègre un espace d'affichage composé de plusieurs écrans tactiles, per-
mettant des continuités graphiques et interactives. Ces deux concepts offrent 
une surface d’affichage accrue, un mode de représentation synthétique et 
flexible améliorant d’après les concepteurs, la gestion des ressources cognitives 
de l’équipage pour optimiser le processus de prise de décision (Hourlier, 2015). 
     
Figure 21. Vue artistique du cockpit ODICIS avec un écran tactile continue (à gauche) 
Interface tactile du projet Avionics 2020 (à droite) 
Plus proche d’une réalité opérationnelle, Rockwell Collins a modernisé sa 
gamme de produits « Pro Line Fusion » pour hélicoptères et avions d’affaires, en 
généralisant l'utilisation des écrans tactiles. Sur cette gamme, les interactions 
tactiles sont rendues possibles sur tous les écrans du poste de pilotage, y compris 
l'écran principal de vol (PFD). Les interactions tactiles de type monopoint per-
mettent de modifier des paramètres de vols par l’utilisation de menus et formu-
laires, de configurer un plan de vol en manipulation directe sur une carte, de 
réaliser des actions de type glisser-déposer. Cette nouvelle suite avionique tac-
tile est déjà opérationnelle dans la gamme Kingair 350 (Figure 22.a) de 
Beechcraft ou Citation CJ1 de Cessna après un processus de certification de type 
auprès de l’EASA et de la FAA. Il faut noter à ce propos que Rockwell Collins a 
rendu possible cette certification en maintenant les contrôleurs physiques tra-
ditionnels pour interagir avec les systèmes, les interactions tactiles constituant 
une alternative possible pour l’interaction à l’exclusion des commandes de vol. 
Toujours dans le secteur de l’aviation d’affaires, Honeywell, un autre fournis-
seur de systèmes avioniques, a développé une solution pour les modèles G500 et 
G600 du constructeur Gulfstream (Figure 22.b). Les interfaces tactiles limitées 
à quelques écrans non-critiques permettent d’afficher des options d'entrée en 
fonction de la phase de vol et des tâches à effectuer.   
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Enfin, concernant l’aviation commerciale, comme nous l’avons mentionné en dé-
but de chapitre, c’est le futur 777X (Figure 16.b) de Boeing qui sera le premier 
aéronef en 2020 a proposé une suite avionique tactile. Développée par Rockwell 
Collins, les interactions tactiles seront toujours de type monopoint mais pour 
favoriser la collaboration les deux pilotes pourront agir simultanément sur le 
même écran.  
   
Figure 22. Interaction tactile sur le PFD – Proline Fusion sur Beechcraft King Air (à gauche) 
Overhead Panel tactile de Honeywell sur Gulfstream G500 (à droite) 
Pour garantir l’utilisabilité de ces nouveaux systèmes en toute situation et ré-
pondre aux exigences de certification, les industriels ont proposé 3 types de so-
lutions. Premièrement, toutes les fonctions de commande avionique disponibles 
via l'écran tactile sont également accessibles par un ensemble de boutons phy-
siques associables dynamiquement à des fonctions (Figure 23.b), comme pour 
les interfaces « Pro line Fusion » tactiles de Rockwell Collins. Deuxièmement, le 
choix de dalle tactile résistive (Dodd et al., 2014) nécessite un appui physique 
pour confirmer une action et limiter ainsi les erreurs de validation non désirées. 
Enfin, pour favoriser les actions tactiles en situation de turbulences, Honeywell 
propose des bords d’écrans saillants (Figure 23.a) pour permettre à l’opérateur 
de stabiliser sa main alors que (Hourlier et al., 2019), dans le cadre de dévelop-
pement des futurs systèmes avioniques de Thales, présentent des recommanda-
tions de conception de gestes tactiles en fonction des niveaux de turbulences.  
     
Figure 23. Interaction tactile avec stabilisation de la main sur le bord de l’écran - G500 (à gauche) 
Panneaux de boutons physiques permettant d’agir sur les écrans tactiles - G500 (à droite) 
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Aucun fabricant n’a pour l’instant réussi à démontrer que les performances en 
tactile uniquement seraient au moins de même niveau qu’avec les interfaces 
physiques des systèmes précédents et ce dans toutes les conditions aéronau-
tiques (turbulences, vibrations, perte de visibilité…) 
Comme en témoigne le développement de cette nouvelle génération de suite 
avionique, l’intégration des écrans tactiles dans les postes de pilotage de l’avia-
tion commerciale offre de nombreux avantages potentiels pour les pilotes et les 
constructeurs aéronautiques. La manipulation directe de l’information 
(Barstow, 2012), (Avsar et al., 2016a), la visualisation des données agrégées sur 
des surfaces d’affichages étendues (Garcia-Ruiz, 2013), l’amélioration de la ges-
tion des ressources cognitives (Hourlier, 2015), et la reconfiguration des inter-
faces en fonction du contexte (phase de vol, turbulence, indisponibilité d’un 
membre de l’équipage) ou de l’état cognitif des pilotes sont quelques exemples 
d’avancées indéniables pour améliorer la performance et la conscience de situa-
tion (SA) dans le poste de pilotage. Par ailleurs, la réduction du nombre de con-
trôleurs physiques et l’intégration de surfaces génériques facilement adaptables 
à des gammes de cockpits diverses (hélicoptère, avion civil ou militaire) est une 
opportunité de réduction des coûts pour les industriels. Néanmoins, comme nous 
allons le voir en détail dans la partie suivante, l'utilisation des écrans tactiles 
en remplacement des interacteurs physiques dans le cockpit présente des li-
mites importantes d’utilisabilité et de performances dans des contextes particu-
liers (turbulence, charge cognitive élevée, saturation du canal visuelle…). 
2.5 COCKPIT TACTILE : DES RISQUES POTENTIELS MAJEURS 
POUR LA SECURITE 
Pour étudier les effets potentiels de la tactilisation des systèmes avioniques sur 
l’activité de pilotage nous avons réalisé un état de l’art de la littérature scienti-
fique abordant d’une part les questions des interactions tactiles en contexte dy-
namique avec un partage d’attention (aéronautique, automobile, appareil tactile 
portable) et d’autre part les études comparatives entre des systèmes physiques 
et des interfaces tactiles. En confrontant les résultats de cette approche théo-
rique aux exigences utilisateurs présentées dans la section 2.3, nous avons ca-
ractérisé les risques potentiels de la tactilisation suivant 4 ensembles : Attention 
visuelle et mobilité du regard, Performance et charge cognitive, Collaboration et 
conscience de la situation, Fatigue posturale et support aux gestes. Pour chacun 
de ces ensembles et afin d’initier notre travail de conception, nous avons formulé 
des questions de recherche sur les transformations de la surface tactile d’inte-
raction pour minimiser les problèmes d’utilisabilité. Nous avons regroupé ces 
questions suivant les trois axes de recherche définis dans l’introduction (Activité 
oculaire (AO), Sensation et niveaux de contrôle (SC), Continuité (CO)) en les 
référant par le digramme correspondant.  
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2.5.1 Attention visuelle et mobilité du regard  
Les commandes physiques dans le cockpit sont facilement localisables sans les 
yeux par les sens tactilo-proprioceptif des pilotes ; le souvenir incarné de la po-
sition et de la forme des boutons permet aux opérateurs d’accéder à l’instrument 
et de le manipuler en limitant l’utilisation du canal visuel (Cockburn et al., 
2018a), (Figure 24). En revanche, comme il a été démontré dans plusieurs 
études [comme par exemple celles de (Buxton et al., 1985), (Tory and Kincaid, 
2013), (Harrison and Hudson, 2009)], les surfaces tactiles offrant un retour tac-
tilo-proprioceptif très faible nécessite une attention visuelle plus impor-
tante (saccades et fixations) pour acquérir et manipuler les objets graphiques 
d’interaction. Cette augmentation de l’attention visuelle est proportionnelle à la 
difficulté de la tâche tactile (taille et distance de la cible) comme cela a été dé-
montré par (Large et al., 2015). 
 
Figure 24. Actions sur le système sans le regard. A gauche, le PM règle les volets en surveillant l’extérieur. 
A droite le PF dirige l’avion au sol avec la main gauche sur le Steering Handwheel et contrôle le réglage des 
volets avec la main droite tout en regardant l’environnement extérieur 
D’autre part, comme précisé dans la section 2.2.5, au cours d'un vol, les pilotes 
effectuent constamment des mouvements oculaires entre les systèmes (pour re-
cueillir et compiler l'information) et entre l’intérieur et la vue extérieure de 
l’avion (pour surveiller l’environnement). L'attention visuelle requise lors de 
l'interaction ne doit pas pénaliser la réalisation de ces procédures réglemen-
taires de surveillance. Dans le champ de recherche en IHM, cette question de la 
division de l’attention visuelle et de l’interaction tactile a été étudiée dans de 
nombreux contextes comme la conduite automobile, la manipulation d’appareil 
tactile mobile porté en situation de déplacement ou encore le paramétrage de 
tables de mixage de lumière ou de sons. Concernant l’utilisation d’interfaces 
tactiles en situation de conduite, (Bellotti et al., 2005) ont souligné une utilisa-
tion importante de l’attention visuelle, (Tsimhoni and Green, 2001) ont identifié 
une baisse de performance sur la tâche principale de conduite (avec plus de dé-
viations et de changements de voie), (Noy et al., 2004) une augmentation de la 
charge cognitive et (Eren et al., 2018) une faible performance de la vision 
périphérique. En situation de mobilité avec un appareil portable, la division 
de l’attention visuelle entre l’interaction tactile et la surveillance de l’environ-
nement génère une surcharge cognitive (Schildbach and Rukzio, 2010), une 
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baisse notable de la précision (Bergstrom-Lehtovirta et al., 2011) qui ne dé-
pend pas de la vitesse de la marche. Enfin, pour les ingénieurs son et lumière, 
l’interaction tactile oblige l’opérateur à interrompre sa tâche de surveillance 
des effets générés sur la scène (Kim et al., 2016) pour ajuster ou corriger son 
geste de manipulation.  
Ces effets de l’interaction tactile sur l’attention visuelle, soulignés dans la litté-
rature scientifique, soulèvent d'importantes questions de design :  
Questions de recherche : 
– Comment favoriser, par la transformation de la surface tactile, la répartition 
de l’attention visuelle entre les différentes tâches pour préserver un haut ni-
veau de performance et une charge cognitive faible ? 
– Comment éviter, par la transformation de la surface tactile, les interruptions 
des circuits visuels de surveillance des systèmes, optimiser les mouvements 
oculaires entre les différentes zones du cockpit et libérer l’attention visuelle de 
manière flexible ? (AO) (CO) 
2.5.2 Performances et charge cognitive 
Comparativement à un bouton rotatif physique, (Voelker et al., 2015b) ont dé-
montré que le réglage d’un paramètre d’une valeur initiale à une valeur cible 
sur un widget rotatif est 20% moins rapide avec une interface tactile. 
D’autre part, l'étude note que le taux d'erreur (dépassement de la valeur cible) 
est significativement plus élevé en interaction tactile qu’avec le bouton phy-
sique. Ces résultats sont confirmés par ceux de (Lucchi et al., 2010) et (Kincaid, 
2012) qui expliquent les performances moindres sur surface tactile par l’absence 
de guide physique à l’action. D’autre part, (Barré et al., 2014) concluent que 
la précision de l’action tactile dépend énormément de la stabilisation de la 
main afin de réduire l’effort physique nécessaire au pointage et au suivi du 
geste tactile. Enfin, (Alapetite et al., 2012) ont observé que la configuration d’un 
plan de vol en même temps que la réalisation d’une tâche concurrente pré-
sentait un taux d’erreur plus important sur une interface tactile qu’en utilisant 
le clavier physique du MCDU actuel (Multifunctional Control and Display Unit). 
Questions de recherche : 
– Comment penser la surface tactile pour stabiliser l’action, guider le geste et 
favoriser la reprise de tâche ? (SC) (AO) 
– Comment penser la surface tactile pour améliorer le couplage corps/interface 
et favoriser le support du corps « comme instrument » (SC) 
– Comment transformer la surface tactile pour améliorer la réalisation de 
tâches concurrentes et le passage d’une tâche à une autre ? (SC) (CO) 
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2.5.3 Les limites du tactile en environnement dynamique (turbu-
lences, vibrations, accélération) 
L’environnement changeant et complexe dans lequel évolue l’avion a un impact 
significatif sur les implications physiques et cognitives des opérateurs dans la 
tâche de pilotage (voir section 2.2.4). Nous avons noté au cours de l’analyse de 
l’activité que les effets physiques des vibrations et accélérations générées par 
les turbulences dans les masses d’air perturbent la perception et les gestes d’ac-
tion des pilotes sur les systèmes avioniques (voir section 2.3.2). En situation 
d’interaction sur surface tactile ces effets peuvent avoir un impact beaucoup 
plus important que lors de la manipulation d’interacteurs physiques pouvant 
servir d’accroche ou de support à l’action. Les différents impacts de la turbulence 
(contexte aéronautique) ou de la vibration (contexte automobile) ont été souli-
gnés dans de nombreux études, comme par exemple celles de (Lin et al., 2010), 
(Ahmad et al., 2018), (Ng and Brewster, 2016) et (Cockburn et al., 2017) qui 
démontrent que la performance (vitesse de réalisation de la tâche) du tactile se 
dégrade en situation dynamique alors qu’avec l’interface physique elle reste 
stable. Ce problème de performance est aussi abordé dans l’étude de (Dodd et 
al., 2014) qui démontre un fort impact des turbulence en haute altitude (8000 
pieds) sur le taux d’erreurs lors d’interactions tactiles. Par ailleurs, 
(Suijkerbuijk et al., 2017) ont constaté que lors de l’utilisation d’un PFD tactile 
pour modifier des paramètres de cap, niveau ou vitesse, la charge cognitive aug-
mentait très fortement en situation de turbulence. Enfin, concernant plus par-
ticulièrement les effets de l’accélération, l’étude en laboratoire de (Le Pape and 
Vatrapu, 2009) et en situation réel de (Avsar et al., 2016c) ont démontré que la 
force d’accélération (g-force) avait un impact significatif sur l’utilisabilité des 
écrans tactiles et ce dès 1G sur l’axe vertical haut-bas (1+ Gz). Même si ces ni-
veaux d’accélérations sont plus fréquents en aviation légère, ils peuvent se pro-
duire sur des appareils d’aviation commerciale en situation dégradée de vols 
(très fortes turbulences, décrochages…).   
Questions de recherche :  
– Comment stabiliser la main, permettre l’accroche et assurer la continuité de 
réglage sur surface tactile en situation de turbulence et d’accélération ? (SC) 
(AO) (CO) 
– Comment minimiser l’impact des turbulences sur l’utilisabilité des surfaces 
tactiles ? (SC) 
2.5.4 Postures et gestes 
Comme nous l’avons observé dans la section 2.3.2 (Figure 25), la forme des in-
terfaces ainsi que l’espace physique du cockpit sont souvent utilisés pour stabi-
liser ou supporter les gestes de réglages qui peuvent durer plusieurs dizaines de 
secondes (changement d’un cap progressivement au Flight Control Unit - FCU). 
L’absence de ce type de guide ou support physique lors de l’interaction sur sur-
face tactile lisse peut d’après (Becouarn, 2012) provoquer de la fatigue et de 
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l’inconfort voire des erreurs de manipulation. Par ailleurs les études ergono-
miques de (Barbé et al., 2012) sur l’utilisation de surfaces tactiles dans un 
contexte de cockpit, de (Fuller et al., 2008) en contexte automobile et de 
(Bachynskyi et al., 2015) dans un contexte plus général, ont montré que le posi-
tionnement des écrans ainsi que la durée de la tâche ont une incidence impor-
tante sur la performance et peuvent causer de la fatigue musculaire ou des 
troubles musculo-squelettiques (TMS).  
 
Figure 25 : Pilotes utilisant l’environnement physique comme support à l’action. A gauche, réglage pro-
gressif d’un cap au FCU en gardant la main sur le bouton. A droite, attente de l’ordre de réglage de l’APU 
avec la main appuyée sur la manette des volets et le doigt sur le bouton APU. 
Question de recherche : 
– Comment transformer la surface tactile pour favoriser le support à l’action et 
réduire la fatigue musculaire et ne pas générer des troubles musculo-squelet-
tiques (TMS) ? (SC) (CO) 
2.5.5 Collaboration et conscience de la situation 
Les gestes amples de manipulation, le positionnement des manettes, boutons et 
interrupteurs physiques facilitent le partage d’information et la conscience mu-
tuelle, et favorisent la collaboration et le maintien de la conscience de la situa-
tion8 dans le cockpit (voir section 2.3.2). Ces bonnes propriétés des interactions 
dans un espace physique sont soulignés dans de nombreuses études comme par 
exemple celles de (Brave et al., 1998) et (Cohen and McGee, 2004) sur l’amélio-
ration de la collaboration et de la conscience de la situation. Ou plus encore par 
les études de (Hutchins, 1995) et (Hornecker and Buur, 2006) sur l’utilisation 
de l’espace physique comme support à l’externalisation. D’autre part, l’utilisa-
tion d’objets tangibles par rapport à un environnement uniquement tactile fa-
vorise l’appropriation individuelle des outils, facilite la mise en place d’une 
activité de collaboration coordonnée (Speelpenning et al., 2011) et améliore la 
conscience des actions des autres acteurs. Enfin, comparativement au geste tac-
tile, les gestes de manipulation de contrôleurs physiques sont plus 
                                               
8 (Endsley, 1995) décrit la conscience de la situation comme « la perception des éléments 
d’un environnement dans un volume de temps et d’espace, la compréhension de leur 
signification et la projection de leur état dans un futur proche » 
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compréhensibles et partageables (Cohen and McGee, 2004). Dans ce contexte, le 
remplacement des actions effectuées par les pilotes avec des interacteurs phy-
siques dans l’espace du cockpit par des interactions tactiles sur écrans peut al-
térer la collaboration et la conscience de la situation (SA) qui, comme (Casner 
et al., 2014) l'a souligné, détermine la capacité de l'équipage à reprendre le con-
trôle de l’appareil après le désengagement des assistances aux pilotages.  
Questions de recherche :  
– Comment transformer la surface tactile pour favoriser la collaboration et amé-
liorer la conscience de la situation ? (SC) 
– Comment transformer la surface tactile pour supporter l’externalisation, la 
programmation et le séquencement. (SC) (SC) 
2.6 CONCLUSION 
Ce premier travail d’analyse a permis de préciser les différentes tâches pres-
crites de l’activité de pilotage, de préciser l’organisation de ces tâches par les 
procédures standards (SOP) et de présenter plus en détail deux exemples de 
procédures (flows et check-list) qui ont donné l’occasion de souligner l’implica-
tion du corps des pilotes et des sens proprio-kinesthésiques dans l’activité. Une 
présentation de l’environnement dynamique, à la fois temporel et physique, des 
vols a permis de décrire le séquencement des tâches en fonction des « fenêtres 
d'opportunités » et d’aborder les processus cognitifs coûteux en jeu dans la com-
préhension et l’anticipation des transformations du système avion dans son en-
vironnement. 
Pour préciser cette définition de l’activité prescrite, la présentation des résultats 
du travail d’analyse des données qualitatives recueillies lors des séances d’ob-
servations et d’interviews menées avec des pilotes d’avions de ligne a permis de 
faire émerger l’importance des gestes, des postures, des sensation TPK, de l’im-
portance de l’espace du cockpit et de la forme des instruments dans l’activité de 
pilotage. L’analyse des témoignages des pilotes regroupés par catégories (Le sta-
tut du corps dans l’activité, Utilisation de l’espace physique, La parole pour ex-
ternaliser, Structure temporelle et rythmique) nous ont permis de produire, en 
fin de section, une synthèse des implications du corps et de l’espace physique du 
cockpit dans l’activité. 
Une description des évolutions des interfaces pilote-système des cockpits de 
l’aviation commerciale (du classic cockpit du DC10 au cockpit tactile du B777x) 
nous a aidé à appréhender les changements représentatifs opérés au cours de 
ces quarante dernières années : disparition progressive des interacteurs phy-
siques, augmentation des surfaces d’affichage et développement des automa-
tismes. La présentation de quelques exemples de cockpits tactiles certifiés ou 
d’études illustrent les différentes solutions mise en place par les industriels pour 
garantir l’utilisabilité des systèmes tactiles en condition aéronautique (turbu-
lences, vibrations, perte de visibilité etc.). Ce constat confirme le challenge en-
core entier pour les industriels de produire un système avionique uniquement 
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tactile utilisable dans tous les contextes de vol et satisfaisant les contraintes de 
sécurité d’un système critique. 
Enfin, un travail d’état de l’art sur les interactions tactiles en contexte dyna-
mique avec un partage d’attention permet d’identifier des effets potentiels de la 
tactilisation de l’activité pilotage ; comme par exemple, l’augmentation de la 
charge cognitive, la baisse de performance et la surutilisation de l’attention vi-
suelle. Face à ces risques un premier travail de formalisation de question de 
design a été initié, il sera réutilisé dans la partie de définition de l’espace de 
conception.  
2.7 CONTRIBUTIONS  
– Résultats d’une analyse qualitative de l’activité de pilotage et caractérisation du 
statut du corps des pilotes dans les processus d’action/perception dans le cockpit.  
– Implications pour le design de surfaces tactiles reconfigurables permettant de ré-
pondre aux exigences de l’activité de pilotage  
– Caractérisation des risques potentiels des interactions tactiles en contexte dyna-
mique avec un partage d’attention (aéronautique, automobile, appareil tactile 
portable). Spécification de questions de recherche à partir de cette caractérisa-
tion. 
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3 CADRE THEORIQUE 
De la surface frontière à la surface charnière pour réin-
carner l’interaction tactile  
 
Visible et mobile, mon corps est au nombre des choses, il est 
l'une d'elles, il est pris dans le tissu du monde et sa cohésion 
est celle d'une chose. Mais puisqu'il se meut, il tient les choses 
en cercle autour de soi, elles sont une annexe ou un prolonge-
ment de lui-même, elles sont incrustées dans sa chair, elles font 
partie de sa définition pleine et le monde est fait de l’étoffe 
même du corps.  
(Merleau-Ponty, 1988)  
 
Comme nous l’avons souligné dans la section 2.3, les pilotes utilisent fortement 
leurs sens tactilo-proprio-kinesthésique (TPK) pour par exemple ressentir le 
comportement de l’appareil, vérifier la configuration des instruments, augmen-
ter la sensation de contrôle. Le changement de posture (proprioception), le geste 
d’exploration, l’effleurement du bout des doigts, la direction du regard, les ef-
forts musculaires sont autant de mécanismes mis en œuvre pour « faire corps 
avec l’avion » et être dans le « rythme » du système pilote/avion/environnement. 
En « habitant » l’espace intérieur du cockpit les pilotes exploitent pleinement 
leurs sensations, leurs capacités physiques et leurs connaissances approfondies 
de l’environnement pour percevoir et agir efficacement sur l’évolution de l’aéro-
nef. Dans ce contexte, l’apparition dans les nouveaux systèmes avioniques de 
surfaces tactiles plates, rigides et lisses prive les pilotes d’un canal information-
nel important. En offrant de faible retour TPK les surfaces tactiles ont pour 
effet, entre autres, d’augmenter la charge cognitive, de solliciter fortement le 
canal visuel et d’altérer la conscience mutuelle (voir la section 2.5 pour plus de 
détails). 
Ce problème d’utilisabilité des écrans tactiles, observé dans notre contexte 
d’étude, est le point d’entrée du questionnement central de notre travail de 
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recherche : comment « ré-incarner » l’interaction sur surface tactile ? ou com-
ment concevoir des interactions tactiles sur surface en ne limitant pas le corps 
de l’utilisateur à n’être qu’un œil prolongé d’un doigt (O’Sullivan and Igoe, 2004) 
mais en considérant la perception humaine comme un ensemble d’informations 
communiquant entre le cerveau, le corps et l’environnement ? Pour consolider 
notre approche, confirmer et enrichir les questions de recherche issues de la 
phase d’observation et positionner notre travail dans le domaine de l’interaction 
homme-machine, nous allons dans ce chapitre poser le cadre théorique de notre 
recherche. Nous commençons par une présentation du concept de surface, que 
ce soit évidemment des surfaces pour l’interaction, avec une brève histoire de la 
surface tactile, mais aussi du concept de surface en architecture, cinéma, pein-
ture et psychologie de la perception. Un élargissement théorique qui nous per-
met d’enrichir la boite à outils conceptuelle utilisée pour la définition de l’espace 
de conception des surfaces tactile reconfigurables présenté au chapitre 7. Nous 
avons poursuivi cette caractérisation de la surface d’interaction en étudiant le 
fonctionnement du toucher pour l’interaction. De la sensibilité tactile simple au 
système haptique (Gibson, 1966), nous mettons en lumière l’importance du corps 
dans son ensemble et des mouvements exploratoires dans le processus de per-
ception tactilo-proprio-kinesthésique. Malgré la richesse perceptive des imbri-
cations sensorielles des différents types de toucher (Gibson, 1966), nous 
soulignons que l’interaction tactile sur écran ne stimule que de façon parcellaire 
les capacités du système haptique et que les pratiques et théories actuelles pour 
l’interaction tactile produisent des systèmes présentant de nombreux problèmes 
d’utilisabilité (problèmes que nous avons observés dans notre contexte d’étude). 
Face à ce constat d’un corps percevant mis à distance, pour fonder théorique-
ment notre travail de « ré-incarnation » des interactions tactiles nous présen-
tons les théories de la perception incarnée ainsi que les théories sur la place du 
corps dans le domaine de l’interaction homme-machine. Nous terminons ce cha-
pitre par une présentation d’un état de l’art sur les transformations des surfaces 
tactiles ; transformations statiques par un ajout manuel de substrats et trans-
formations dynamiques déclenchées par le système ou par l’utilisateur. 
3.1 QU’EST-CE QU’UNE SURFACE TACTILE : ETUDES DES 
PROPRIETES DE LA SURFACE  
Qu’est-ce qu’une surface ? Est-ce une limite entre deux choses ? Est-ce un moyen 
de cacher, cadrer, révéler ? Comment l’image, la surface et le cadre s’articulent 
et se répondent-ils ? C’est au travers de ces questions et de nombreuses autres 
que nous avons cherché à préciser le concept de surface pour mieux pouvoir le 
repenser. Nous commençons par détailler les propriétés de la surface tactile par 
une approche historique, puis nous élargissons le questionnement en présentant 
les propriétés et concepts de la surface dans d’autres champs théoriques, archi-
tecture, cinéma, peinture et psychologie de la perception. Pour chaque propriété 
isolée nous précisons en quoi elle nous a été utile pour définir le cadre de con-
ception présenté dans le chapitre 7. 
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3.1.1 Une brève histoire de la surface tactile   
Au travers de cette approche historique nous cherchons à faire émerger les évo-
lutions structurelles et fonctionnelles au cours du temps de la surface d’interac-
tion tactile. Nous allons aborder les dispositifs représentatifs et analyser leur 
mise en œuvre en cherchant à comprendre comment les couches de diffusion de 
l’image, de support de l’interaction et de capteurs se répondent, s’articulent où 
se fusionnent. Nous isolerons les propriétés de la surface tactile au fil du temps 
par le prisme du concept d’une triade support/image/capteurs. 
Les premiers systèmes intégrés  
Historiquement, l’invention de l’écran tactile est attribuée à E.A. Johnson en 
1965 au Royal Radar Establishment à Malvern, au Royaume-Uni (Johnson, 
1965). Ce premier dispositif était très proche des solutions capacitives exis-
tantes. Il présentait une surface de verre recouverte d'un conducteur d’électri-
cité transparent (oxyde d'indium-étain) qui au contact du doigt subissait un 
transfert de charge électrique capté par des systèmes de mesure placés aux 
quatre coins de l'écran ; la détection de la valeur de cette perte de charge per-
mettait de déduire l'emplacement du point de contact. Cette invention a finale-
ment été adoptée par les contrôleurs aériens du Royaume-Uni et est restée en 
usage jusqu'à la fin des années 1990 (Johnson, 1967).  
        
Figure 26. Écran tactile du PLATO IV, 1972 (à gauche) ; 
deuxième génération des écrans « AccuTouch » (à droite) ; 
Présenté en 1972 par la société IBM, le PLATO IV (Figure 26 à gauche) est le 
premier dispositif avec un écran basé sur une technologie optique (Council, 
2003). Des LEDs infra-rouge situées autour de l’écran produisaient un faisceau 
optique capable de déduire la position du point de contact tactile. Cet ordinateur 
était à but pédagogique et permettait à des étudiants de sélectionner une ré-
ponse directement sur l'écran de l'ordinateur (grâce à un quadrillage de 16X16 
cases) 
C’est en 1970 que le Dr. G. Samuel Hurst inventa le premier écran tactile résistif 
appelé « Elograph ». Les écrans résistifs fonctionnent avec deux feuilles flexibles 
transparentes sur lesquelles des lignes conductrices ont été gravées verticale-
ment pour la feuille des X et horizontalement pour la feuille des Y. Lorsque le 
doigt est pressé contre l'écran, les lignes des deux feuilles entrent en contact et 
l'intersection donne l'emplacement précis de l'événement tactile. En 1974, le 
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premier véritable écran tactile doté d'une surface résistive transparente fait son 
apparition. En 1977, Elographics® a développé et breveté la technologie résistive 
à cinq fils, appelée « AccuTouch » (Figure 26 à droite), une technologie d'écran 
tactile encore utilisée aujourd'hui. Elle a notamment été choisie par Rockwell 
Collins pour la suite avionique du futur Boeing 777X. La contrainte de fournir 
un appui ferme sur l’écran pour valider un contact permet d’éviter les activa-
tions accidentelles (section 2.4.2).  
Cette première époque de l’écran tactile se caractérise par une intégration assez 
poussée des couches support/image/capteur dans un ensemble très rigide struc-
turé la plupart du temps autour d’une plaque de verre. 
La séparation de la triade support/image/capteur 
La première interface tactile multipoints fait son apparition en 1982 à l’Univer-
sité de Toronto suite aux travaux de Nimish Mehta (Mehta, 1982). La Flexible 
Machine Interface présentée par ce doctorant est un système de reconnaissance 
optique basé sur une caméra capable de détecter les ombres des doigts à travers 
une surface translucide. Ce procédé (Figure 27 à gauche) a été utilisé dans de 
nombreux systèmes par la suite comme la première version de la table Microsoft 
ou le dispositif Reactable. Une lumière infrarouge a été ajoutée dans les dispo-
sitifs récents pour améliorer la détection des points de contact des doigts. Ces 
dispositifs, comme nous pouvons le voir dans la (Figure 27 à gauche), utilisent 
les systèmes de production d’image et de captation des points de contact à dis-
tance de la surface d’interaction. Un principe d’intégration qui permet d’aug-
menter la détection de points de contact tactiles simultanés et de favoriser le 
développement d’environnement mixte dans l’épaisseur du dispositif (détection 
d’objets physiques et affichage des données numériques sur l’environnement 
physique). 
      
Figure 27. Schéma de principe de fonctionnement des dispositifs Flexible Machine Interface 
et ReactTeable (à gauche) ; le cadre optique SensorFrame (à droite)  
Paul McAvinney propose en 1986 SensorFrame (Mcavinney, 1986), un cadre op-
tique à disposer devant un écran pour détecter jusqu'à 3 points de contact si-
multanés (Figure 27 à droite). Il est Composé d’une source lumineuse et de 
quatre caméras disposées à chaque angle. Le cadre analyse la position des doigts 
en 2D lorsqu’ils sont à proximité de l’écran. Ce type de dispositif avec un système 
optique se logeant dans l’épaisseur du cadre et opérant à distance de la surface 
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sera repris par l’industrie pour proposer des dispositifs (vitre + cadre) permet-
tant de tactiliser des écrans classiques. 
 
Figure 28. DigitalDesk ; une vue du dispositif dans son ensemble (à gauche); 
un exemple d’interaction tactile (à droite) 
Toujours en utilisant les technologies de détection optique Pierre Wellner déve-
loppe en 1991 un des premiers dispositifs de réalité mixte, DigitalDesk (Wellner, 
1993). Une caméra fixée au-dessus d’un bureau permet de récupérer la position 
des doigts ainsi que de reconnaître des documents papier (Figure 28 à gauche). 
Un vidéoprojecteur, également installé au-dessus de la surface, permet d’affi-
cher les données numériques d’interaction par-dessus l’environnement physique 
(Figure 28 à droite). La sélection se fait par un « tap » du doigt sur la surface, le 
son de l’impact étant récupéré par un microphone. La structure du dispositif 
reprend le principe de séparation physique de la surface d’interaction, de la 
source de l’affichage et des capteurs d’entrées tactiles (Figure 27.b).  
       
Figure 29. Table tactile MERL avec une surface capacitive et un système 
de boucle radio pour discriminer les utilisateurs en contact avec la surface (à gauche) ; 
Schéma de fonctionnement de la table Microsoft Surface T1 (à droite) 
D’autre projets construits autour du découplage des dispositifs d’entrée et de 
sortie ont été proposés pour des contextes multi-utilisateurs. Par exemple, la 
table DiamondTouch (Dietz and Leigh, 2001), développée au MERL (Mitsubishi 
Electric Research Labs), est composée d’une surface tactile capacitive et d’un 
vidéoprojecteur (Figure 29 à gauche). Un système de boucle radio relié sur 
chaque chaise permet de détecter quel utilisateur touche la surface, ou encore 
la première version de la table Microsoft Surface (T1), basée sur la technologie 
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TouchLight (Wilson, 2004), qui en plus des points de contacts tactiles est en 
mesure de détecter des objets marqués par des étiquettes d’identification. 
La séparation des composants de la triade support, image, capteurs de la surface 
d’interaction tactile est représentative de cette époque. L’environnement est in-
tégré dans le système interactif par l’ajout de capteurs ; de nouveaux contextes 
d’usage sont explorés.  
Une surface multicouche unifiée  
A partir de 2005 les dispositifs tactiles industriels, pour certains issus des labo-
ratoires de recherche, s’affinent. Les couches support-image-capteur se super-
posent en s’intégrant dans un système de plus en plus unifié. En 2005, Jeff Han 
publie un article (Han, 2005) sur un système tactile multipoints basé sur un 
phénomène de réflexion d’un faisceau infrarouge dans l’épaisseur d’une surface 
(Figure 30.a). L’illumination infrarouge se fait par les côtés d’une surface en 
polycarbonate transparente, les rayons ne peuvent s’échapper de la surface uni-
quement quand un objet ou un doigt est posé dessus, les rayons déviés sont cap-
tés et traités par une caméra extérieure au dispositif. A partir du système 
intégré de capteur tactile infrarouge ThinSight présenté en 2007 (Izadi et al., 
2007), Microsoft propose la deuxième version de la table Surface ainsi que le 
système Pixel-Sense (Figure 30.b) en partenariat avec Samsung (SUR40). En 
utilisant une grille d’émetteurs et de capteurs infrarouge placée derrière la dalle 
LCD le dispositif permet la détection des contacts tactiles et des objets marqués 
par des étiquettes d’identification. Cette modification dans la configuration du 
dispositif permet de réduire considérablement le volume qui était préalablement 
nécessaire pour l’installation du vidéoprojecteur, des illuminateurs et des camé-
ras infrarouges.  
       
Figure 30. Schéma de fonctionnement du dispositif de Jeff Han (à gauche) ; éclaté des différentes couches 
du système intégré à la table Samsung SUR40 (à droite) 
A la même période, les surfaces tactiles multipoints sont intégrées de plus en 
plus dans des dispositifs pour le grand public. Des appareils mobiles (smart-
phones, tablettes) aux écrans d’ordinateurs l’intégration de plus en plus fine des 
couches support-image-capteur ainsi que l’amélioration des seuils de détection 
favorisent ce développement. Plus récemment, le développement d’écrans en pa-
pier électronique ou à diode électroluminescente organique (OLED), permettent 
d’intégrer les différents éléments de la surface tactile dans des couches minces 
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et flexibles (Mone, 2013). Les écrans pliables et enroulables depuis longtemps 
étudiés dans les laboratoires (voir la section 3.3.2.2) sont maintenant proposés 
par les fabricants dans une surface composite fine et déformable. La surface 
d’affichage s’assouplit et s’organise suivant une structure multicouche compo-
site qui offre un couplage amélioré entre la forme de la surface, l’image affichée 
et les gestes de manipulation (Figure 31.a). L’écran diffuseur de l’image n’est 
plus une surface opaque, il se laisse traverser par de nouveaux types de capteurs 
(capteurs d’empreintes (Figure 31.b), caméra, etc) ; l’image devient poreuse elle 
est simultanément une sortie et une entrée dans le système.  
Un système intégré image/surface/capteurs permet d’envisager une surface tac-
tile plastique et malléable. Il possède des propriétés de déformation que nous 
avons explorées avec le prototype Multi-plié « surface plissable », présenté au 
chapitre 6 et succinctement décrit dans l’introduction (Figure 2). Même si, dans 
ce prototype, le système de production d’image reste à distance de la surface 
d’action les pilotes percevaient la surface intégrée comme un objet manipulable 
à la manière d’une feuille de papier que l’on plisse, corne ou sculpte manuelle-
ment. Comme si le degré d’intégration des couches d’actuation, des modèles de 
déformation, des capteurs de manipulation et de l’image « invitent » l’utilisateur 
à agir sur la surface qui devient un objet manipulable ; un passage de la surface 
à l’objet manipulable par l’intégration technique. Nous retrouvons cette pro-
priété d’intégration image/surface/capteur, indirectement, dans le principe Cou-
plage de l’espace de conception s2s (chapitre 7). 
    
Figure 31. Écran souple tactile LG (à gauche) ; intégration d’un capteur d’empreinte 
sous l’écran du Samsung S10 (à droite) 
3.1.2 Les concepts et les propriétés de la surface dans différents 
champs théoriques  
Afin de s’extraire du concept technologiquement contraint de la surface tactile 
nous exposons ici, succinctement, des propriétés, attributs, principes de la sur-
face en psychologie de la perception, architecture, peinture et cinéma. Nous pré-
cisons pour chaque sous-partie les propriétés que nous avons sélectionnées pour 
alimenter notre espace de conception présenté au chapitre 7.  
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3.1.2.1 Milieu, substance, surface : les propriétés de la surface en 
psychologie de la perception. 
« C’est à la surface que l’essentiel à lieu : c’est à la surface, et non à l’intérieur de 
la substance que la lumière est réfléchie ou absorbée, et c’est la surface, et non 
l’intérieur qui touche l’animal. C’est généralement à la surface que la réaction 
chimique à lieu et c’est à la surface que se produit la vaporisation ou diffusion 
de substances dans le milieu. Enfin, c’est à la surface que les vibrations des subs-
tances sont transmises dans le milieu. » (Gibson, 1979) 
Le concept de surface dans l’approche écologique de la perception de James J. 
Gibson est central (Gibson, 1979). C’est à la fois le sol, support de l’observateur, 
et les éléments de composition de l’arrangement optique ambiant. Toute-chose 
perçue peut être décomposée en surfaces qui s’offrent ou qui se soustraient au 
regard en fonction des mouvements de l’environnement ou de l’observateur. La 
vision ne serait pas un traitement mental de données sensorielles, comme le 
prétendait les théories de l’ « optique physiologique » (Helmholtz, 1867), mais 
une interaction avec l’environnement dans laquelle nous utilisons notre corps et 
la locomotion pour « extraire des invariants du flux optique ». Nous pensons que 
les concepts de surface développés dans cette approche écologique et notamment 
ceux de géométrie des surfaces, d’objets attachés, de bords occluants, d’invariant 
et d’affordance peuvent nous permettre de caractériser les transformations 
d’une interface tactile reconfigurable et surtout de spécifier les effets produits 
dans l’activité de perception. 
Théorie écologique de la perception  
James J. Gibson, psychologue du XXe siècle, a développé une nouvelle théorie 
de la perception en s’opposant à l’idée que la vision est une simple interprétation 
des images projetées sur la rétine. Dans son ouvrage référence de 1979 (Gibson, 
1979), Gibson propose d’étudier la perception en tentant de redéfinir « comment 
nous voyons et à quoi sert ce que nous voyons ». Pour Gibson le système de la 
vision ne se limite pas à un œil connecté au cerveau mais plutôt à deux « yeux 
situés dans la tête au sommet d’un corps soutenu par le sol ». La perception n’est 
pas une construction d’un environnement phénoménale à partir d’une « mo-
saïque » de stimuli mais elle s’inscrit avant tout dans l’interaction entre l’orga-
nisme et son environnement. 
L’environnement signifiant  
Pour Gibson le terme d’environnement « s’applique aux alentours des orga-
nismes capables de percevoir ». Il insiste sur le lien de réciprocité entre orga-
nisme et environnement en précisant qu’ « aucun organisme ne pourrait exister 
sans environnement » et qu’ « un environnement est toujours l’environnement 
d’un organisme ». Il n’existe pas un monde physique et un temps abstrait, mais 
bel et bien des alentours propres aux organismes percevant et un temps rythmé 
par les changements que subit l’environnement.  
Milieu, substances, surfaces  
Gibson décrit l’environnement terrestre en termes de milieu (atmosphère 
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gazeux), de substance (plus ou moins substantiel) et de surface. Il définit la sur-
face comme l’interface entre le milieu et la substance. La plus importante des 
surfaces pour les animaux terrestres est le sol qui est l’interface entre l’air (mi-
lieu de déplacement et de respiration) et la surface de soutien. Les différentes 
surfaces s’organisent suivant une géométrie qui leur est propre, articulée autour 
de la gravité (haut/bas) et de la surface de référence, le sol. Une surface hori-
zontale, de niveau étendue et rigide invite au soutien : elle permet l’équilibre et 
le maintien posturale par rapport à la gravité. La géométrie des surfaces, leur 
disposition les unes par rapport aux autres ont une signification intrinsèque 
pour le comportement (ce que Gibson nomme affordance, que nous détaillerons 
plus loin). Un ensemble de surfaces associées peut composer un objet, détaché 
s’il est entouré complètement par le milieu ou attaché s’il garde un lien avec la 
substance d’une autre surface. C’est ce dernier concept d’objet que nous avons 
cherché à interroger par le prototype Multi-plié « plissable » en déformant la 
surface pour produire un objet qui reste une partie de la surface et qui peut 
redevenir surface (chapitre 6).  
L’arrangement optique ambiant : bord occluant et invariants  
L’observateur perçoit l’environnement suivant un arrangement optique particu-
lier déterminé par sa position, l’éclairage et la capacité des surfaces à réfléchir 
la lumière. Les changements de la forme des surfaces, de leur emplacement, de 
leur texture ou encore le déplacement de l’observateur vont produire une modi-
fication dynamique de l’arrangement optique, que Gibson appelle flux optique.  
 
Figure 32. Modification du flux optique par le mouvement de l’observateur ; Des surfaces de la table appa-
raissent, certaines sons masqués et d’autres restent inchangées (Gibson, 1979) 
Par exemple, comme illustré dans la Figure 32, le mouvement de l’observateur 
produit un flux optique qui change au fur et à mesure du déplacement. Des sur-
faces de la table apparaissent, certaines sont masquées par des bords occluants 
et d’autres restent inchangées ; ce qui ne change pas spécifie la disposition des 
objets dans la scène, et ce qui change renseigne sur le mouvement. Dans le cas 
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de cette table, les surfaces et bords visibles dans les deux positions vont subir 
des changements progressifs de propriétés sans rupture au cours du mouve-
ment ; elles sont appelées invariants du champ optique. Leurs persistances sont 
perçues par un mécanisme de différenciation qui les isole des éléments chan-
geants dans le flux optique (surfaces de la table qui apparaissent ou disparais-
sent). Nous utilisons ces concepts de bord occluant et d’invariant dans la section 
7.3 (Figure 100) pour étudier les propriétés des prototypes GazeForm et Multi-
plié concernant les effets du couplage des surfaces entre-elles.  
Affordances  
Ces invariants du flux optique perçu au cours de la locomotion orientent l’action 
de l’observateur dans son environnement. Elles structurent ce que Gibson 
nomme affordances de l’environnement : « ce que cet environnement offre à 
l’animal, ce qu’il lui fournit ou met à sa disposition, en bien ou en mal ». Les 
affordances ne sont pas préexistantes dans l’environnement et décodées par le 
cerveau, elles se manifestent de façon saillante en terme de potentialités mo-
trices (Noë, 2004) durant le processus de perception. Gibson utilise même le 
terme d’invariants d’invariants pour définir les affordances comme une articu-
lation des invariants du champ optique et des invariants de la perception pro-
prioceptive (perception de son propre corps) permettant à l’observateur 
d’évaluer les propriétés de l’environnement par rapport à son propre corps. Ce 
concept d’affordance trouve son origine dans certaines idées proposées par les 
théoriciens de la Gestalt (Koffka, 1935 ; Lewin, 1926) et a été repris et discuté 
par de nombreux auteurs comme par exemple (Noë, 2004) avec la notion de po-
tentialité motrice ou encore par (Norman, 1988) et (Gaver, 1991) pour la défini-
tion des affordances perçues en IHM.  
La proposition d’invitation à l’action par une re-disposition de la géométrie des 
surfaces a été une préoccupation dans notre processus de conception et nous a 
aussi permis de caractériser les effets de la transformation d’une surface sur les 
modalités de perception/action de nos différents prototypes (section 7.3). D’autre 
part ce double concept d’invariants d’invariants dans lequel Gibson décrit la 
perception du corps comme une surface en mouvement nous semble pertinent 
pour discuter la question du corps comme limite de la surface (chapitre 8).  
3.1.2.2 Structure et parois, principes de Surface en architecture 
Si nous reprenons la définition de la surface de Gibson, un bâtiment est composé 
d’un ensemble de surfaces dont la disposition forme une enceinte qui entoure le 
milieu. Les surfaces peuvent être horizontales ou inclinées pour supporter le 
déplacement et verticales pour isoler diviser et séparer l’environnement. Vue de 
l’extérieur les surfaces du bâtiment déclarent à la fois « son autonomie et sa 
participation à son environnement » (Leatherbarrow and Mostafavi, 2005). Les 
murs comme autant de limites clairement définies font émerger un dedans et 
un dehors. Des murs qui constituent autant « une enveloppe protectrice qu’une 
peau esthétique » (Vial, 2010). C’est ce traitement de l’enveloppe extérieure que 
nous allons étudier succinctement dans la suite de cette section. Notre ambition 
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n’est évidemment pas de mener une étude architecturale du concept de surface 
mais de faire émerger des traitements différents de la surface enveloppe per-
mettant de répondre à des problématiques de liaison, de communication et d’in-
teraction entre une structure, son environnement et ses utilisateurs. Ces 
principes seront utilisés pour analyser le comportement des prototypes produits 
et caractériser des transformations et des états de surfaces dans l’espace de de-
sign présenté dans la section 7.3. 
De la surface structure à la surface libre  
La fonction de la façade comme surface structure du bâtiment a pu être repensée 
avec l’apparition du béton armé et de l’ossature autoporteuse formée de piliers 
et de poutres au début du 20ème siècle. Les fonctions de structure, étanchéité, 
isolation et ornement fusionnées dans la seule épaisseur du mur structure ont 
pu être séparées et désolidarisées pour s’intégrer dans une enveloppe multi-
couche. La façade est devenue « libre » (selon l’expression de Le Corbusier et 
Pierre Jeanneret) et plastique ; elle est dorénavant pensée comme une peau 
mince de murs légers et de baies placées indépendamment de la structure. Ainsi, 
les architectes ont bénéficié d’une liberté sans précédent à l’égard des con-
traintes physiques des matériaux et la possibilité d’un langage complètement 
nouveau. 
   
Figure 33. Façade de la Villa Moller à Vienne (Adolphe Loos – 1928) (à gauche) ; fenêtre en bande de la « 
petite maison » de Le Corbusier (1923) permet de domestiquer la vue extérieure (à droite).   
Ce nouveau traitement de la surface façade par les architectes modernes est 
passé dans un premier temps par une remise en question de l’ornementation qui 
devait être réduite au minimum, à sa plus simple expression. L’habillage du 
bâtiment, pour reprendre les analogies entre revêtement et vêtement de 
Adolphe Loos (Loos, 1979), devait se limiter à une couche d’enduit ou de peinture 
afin de s’approcher le plus possible d’une expression pure et vraie et en même 
temps protéger l’anonymat et la vie privée de ce qui se passait à l’intérieur (Fi-
gure 33 à gauche). Le Corbusier en reprenant cette lutte contre l’ornementation 
de la surface extérieure, proposait quant à lui un travail de la surface intérieure 
comme un véritable « dispositif de prise de vue » avec un traitement des ouver-
tures permettant de domestiquer la vue extérieure (Figure 33 à droite). Ces deux 
approches de Loos et Le Corbusier illustrent deux conceptions de la surface 
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façade à l’époque moderne ; « un écran de séparation nécessaire sur lequel les 
mouvements de part et d’autre viennent buter pour le premier, un écran de con-
tact qui n’a de sens que d’être traversé pour le second » (Amy, 2008) 
Par ces tentatives de faire disparaître la façade, par un traitement minimaliste 
ou par des ouvertures, les architectes modernes ont finalement révélé cette li-
mite comme une interface à traiter. C’est dans le travail de Jean Nouvel sur le 
bâtiment de l’Institut du Monde Arabe en 1987 ou de la fondation Cartier (Fi-
gure 34) que nous constatons les prémices d’une nouvelle approche du revête-
ment. Pour le premier projet, la proposition d’une façade peau « au sens 
biologique du terme » (Goulet and Nouvel, 1987) témoigne de l’ambition de pen-
ser la porosité de la surface entre l’intérieur et l’extérieur. Dans le cas de la 
Fondation Cartier la double façade avec ce mur de verre en partie détaché de 
l’ensemble intègre l’environnement dans l’enceinte du bâtiment et permet de 
créer une limite physique floue laissant la place à un entre-deux, une épaisseur 
dans la surface, un espace à vivre émergeant de ces limites brouillées. Dépasser 
en quelques sorte « les oppositions dehors - dedans, public - privé, réel - virtuel, 
fonctionnel - poétique) » (Amy, 2008) pour « créer un espace qui n’est pas lisible, 
un espace qui serait le prolongement mental de ce que l’on voit » (Baudrillard 
and Nouvel, 2000). 
 
Figure 34. La façade de la fondation Cartier (Paris 1994) créée par Jean Nouvel 
Avec l’Aegis Hypo-Surface (Figure 35 à gauche) installé sur l’ Hippodrome 
Theatre de Birmingham en 1999 l’atelier dECOi propose une surface façade de 
10 mètres de large et 3 mètres de haut capable de changer de forme en fonction 
des stimuli extérieurs (mouvements des visiteurs, météo, son). Avec cette sur-
face composée de facettes triangulaires de métal articulées entre elles et dépla-
cées par des vérins pneumatiques, la limite physique du bâtiment devient 
mobile, interactive, plastique et fluide ; l’activité intérieure s’affiche sur la fa-
çade. On retrouve ce jeu de transparences avec une mise en œuvre radicalement 
différente dans le bâtiment Milestone (Figure 35 à droite) de l’agence MVRDV. 
La façade composée de verre frittée semi transparent reflète l’environnement en 
même temps qu’elle rend visible des zones d’habitation. Un percement de la 
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surface façade relie le bâtiment à la ville en servant de cadre, de point de vue 
au panorama sur l’environnement.  
   
Figure 35. Aegis Hypo-Surface de l’atelier dECOi (à gauche) ; Vue 3D du bâtiment Milestone (à Esslingen 
en Allemagne) de l’agence MVRDV (à droite) 
Avec ces expériences de la surface poreuse entre le dedans et le dehors, la sur-
face est maintenant question « de forces antagonistes ou convergentes, d’actions 
et de réactions, de luttes ou de réconciliations, de dynamiques et de mouvements 
et non plus de formes fixes, de stabilités sécurisantes et d’états séparés une fois 
pour toutes » (Amy, 2008). Les architectes abordent maintenant le problème de 
de surface façade comme le questionnement d’une interaction dynamique 
entre un bâtiment, un environnement et des utilisateurs.  
Ces concepts de la surface en architecture entre la façade écran qui arrête le 
regard de Loos, qui cadre la vue extérieure de Le Corbusier ou qui peut se trans-
former dans son épaisseur pour aussi bien être des enveloppes volumiques que 
des écrans surfaciques font échos à notre propre réflexion sur la déformation de 
la surface d’interaction tactile dans les cockpits. Cette surface tactile arrête et 
bloque le regard pour permettre l’interaction (surutilisation du canal visuel) o. 
La surface des écrans donne à voir dans la limite de son cadre l’état et le com-
portement de l’avion par l’affichage des données des systèmes. Enfin la surface 
des tableaux de bord physiques des cockpits traditionnels qui se déploie comme 
une enveloppe peau séparant l’environnement extérieur de l’habitacle intérieur 
du cockpit donne à agir et à percevoir dans l’épaisseur de sa structure et de ses 
instruments physiques attachés. C’est par cette notion d’épaisseur que nous am-
bitionnons de repenser l’espace d’interaction tactile. Réincarner, redonner une 
place au corps dans les phénomènes de perception et d’action tactiles en produi-
sant par exemple des aspérités, du relief pour structurer la perception et guider 
l’action ; ne plus simplement aborder la surface comme une limite à oublier mais 
comme un espace charnière à traiter. Nous reprenons ce concept d’espace char-
nière pour spécifier des capacités de déformation de la surface tactile dans la 
propriété rigidité/souplesse de l’espace de conception présenté au chapitre 7. 
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3.1.2.3 Les questionnements de la surface et du cadre  
en peinture  
Pour Gibson, une image (peinture ou photographie) « est à la fois une surface au 
sens plein du terme et une présentation d’information au sujet de quelque-chose 
d’autre » (Gibson, 1979). On ne peut s’empêcher de voir les deux, et « nous 
distinguons entre la surface de l’image et la surface dans l’image ». Nous 
sommes en présence d’une lisière entre deux espaces (intérieur/extérieur, 
réél/imaginaire, vrai/fictif, matériel/immatériel, etc.). Les contours du plan 
dimensionnel de la surface ainsi que les bords de la représentation produisent 
une coupe sur le réel, une coupe interprétée en fonction des époques comme un 
cadre, une fenêtre, une grille, un rideau, un seuil, etc. A l’époque de la 
Renaissance, Alberti9 théorise le cadre et la perspective en peinture en décrivant 
« la fenêtre », le quadrilatère à partir duquel les lignes de fuite sont 
déterminées : « Je trace d’abord sur la surface à peindre un quadrilatère de la 
grandeur que je veux, fait d’angles droits, et qui est pour moi une fenêtre ouverte 
par laquelle on puisse regarder l’histoire, et là je détermine la taille que je veux 
donner aux hommes dans ma peinture » (Alberti, 1435). Il décrit l’action du 
peintre comme la construction d’un espace d’où l’on verra l’histoire représentée, 
la détermination d’un espace du cadre permettant d’isoler la scène représentée 
de la scène vécue. La construction d’un cadre apparaît en premier lieu comme 
un geste de séparation de deux espaces qui s’opposent, s’articulent, se 
questionnent durant toute la vie de l’œuvre. C’est à ce lien que nous allons nous 
intéresser dans la suite de cette section, ce lien qui a été traité de multiples 
manières dans les différents courants picturaux et qui sera caractérisé sous 
forme de concept pour être utilisé dans la construction de l’espace de design 
présenté dans la section 7.3.  
Au XVIème siècle, la peinture « ordonnait sa matière suivant les possibilités de la 
toile » ; dans les œuvres de la Renaissance le « contenu est réparti à l’intèrieur 
du cadre en sorte que l’un semble là pour l’autre », tandis qu’au XVIIème siècle, 
« le contenu s’est dégagé de la servitude du cadre » (Wölfflin et al., 2017) in 
(Carbone et al., 2016). Cet empiettement entre l’image représentée et la limite 
de la surface, libérée de la force centrifuge du cadre physique ornemental, a été 
questionné de façon radicale dans la peinture du XXème siècle.  
Les œuvres de Kasimir Malevitch, Carré noir sur fond blanc (1915), suivie trois 
ans plus tard du Carré blanc sur fond blanc (1918) (Figure 36 à gauche) appa-
raissent comme les premières tentatives de monochromes. Suivi par les œuvres 
de Klein et de Rothko quelques années plus tard, ce mouvement pictural cherche 
à réaffirmer le plan de la surface par la suppression de l’opposition des couleurs : 
« Nous voulons réaffirmer le plan du tableau. Nous sommes pour les formes 
plates parce qu’elles détruisent l’illusion et révèlent la réalité ». Ainsi reformu-
lée, les préoccupations de la peinture ne sont plus la mimésis, mais : « la surface 
                                               
9 Leon Battista Alberti, philosophe, peintre, mathématicien, architecte, théoricien des 
arts italien du XVème siècle 
  53 
plane, la forme du support, les propriétés du pigment » (Greenberg and Gintz, 
1979). Ces mêmes pigments qui sont remplacés par de la colle, du sable, de la 
poussière, du velours ou de la paille dans les œuvres d’Antoni Tàpies ; un travail 
sur la profondeur et l’épaisseur de la surface support par l’ajout de matérialité. 
C’est dans le mouvement Spatialisme fondé en 1950 par le peintre Lucio Fon-
tana (Figure 36 à droite) que nous retrouvons ce même questionnement de la 
toile dans son épaisseur. La surface d'une toile ne doit plus seulement exister 
pour le regard de l'observateur qui s'abîme en elle, mais, au contraire, s'ouvrir 
largement aux hasards de son environnement non pictural. En griffant, perfo-
rant et incisant le plan du tableau à l’aide d’une lame de rasoir, Fontana, dé-
borde le paradigme de la surface plate et intègre le geste, le corps de l’artiste 
dans l’œuvre elle-même. Une confrontation physique à la planéité de la surface 
pour rendre visible sa matérialité, son épaisseur et la propulser ainsi dans l’es-
pace physique environnant.  
        
Figure 36. Malevitch, Carré blanc sur fond blanc, 1918, huile sur toile, Moma de New-York (à gauche) ; 
Lucio Fontana, Concetto spaziale, attese, 1965 (à droite) 
Enfin, le débordement du paradigme du cadre physique du support de la repré-
sentation est présent dans les œuvres de Steven Parrino. En travaillant sur des 
toiles plissées percées en leur milieu ou des panneaux de bois cassés pour être 
installés dans l’espace d’exposition, l’artiste tente d’effacer les limites du cadre 
physique de ses œuvres pour se confronter à la limite du cadre de l’institution 
artistique.  
     
Figure 37. Steven Parrino, rétrospective Palais de Tokyo - 2017 
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Dans ces quelques exemples de réalisations des mouvements picturaux du XXème 
siècle les tensions entre l’image et la surface se manifestent par une révélation 
du support, par son opacité d’une part et par son débordement d’autre part. Par 
son opacité, en réduisant l’image représentée à un aplat de couleur sans jeu de 
contraste, la surface est révélée, elle devient visible. Une relation figure / fond 
qui ne se joue plus uniquement dans les aplats de surfaces de l’image représen-
tée mais entre la surface physique de l’œuvre qui en étant révélée, déformée ou 
encore percée, transforme l’objet tableau en une figure sur le fond du mur du 
lieu de monstration. Ce concept de transformation d’une surface fond (support 
de l’image) en surface figure a été étudié avec les prototypes Multi-plié et nous 
l’avons utilisé dans les principes de couplage forme/image et d’homogénéité / 
hétérogénéité de l’espace de conception des surfaces tactiles reconfigurables (sec-
tion 7.3). Dans l’étude Multi-plié (section 6.6.1), la déformation de la surface 
continue couplée avec les transformations de l’image affichée s’est avérée être 
très puissante pour améliorer la perception visuelle. La congruence ou l’incon-
gruence entre l’image 2D et la forme 3D permet, par exemple, de renforcer les 
affordances, de souligner « l'effet visuel d'une forme se détachant d’un en-
semble », de voir en « vraie 3D ». La surface plate générique disparaît sous 
l’image affichée alors que la surface « transformée » est révélée par le couplage 
avec l’image. Ainsi la surface est à la fois figure et fond, la création de plis ren-
forcée par l’image affiché génère des figures sur un fond. 
3.1.2.4 La dissolution du cadre, de l’écran de cinéma à l’écran 
numérique 
Le mouvement centrifuge, sur lequel nous avons terminé la section précédente, 
ce mouvement qui pousse le regard vers les bords de la surface, vers la machi-
nerie du dispositif de monstration, est emblématique du passage du cinéma clas-
sique au cinéma moderne (Deleuze, 1985). Alors que le hors cadre et le hors 
champs étaient fréquemment utilisés dans le cinéma classique pour renforcer 
les effets narratifs, ils ont en partie disparu dans le cinéma moderne « le cinéma 
moderne a tué le flash-back, autant que la voix off et le hors-champ » (Deleuze, 
1985). Par l’utilisation d’effets spéciaux, de split screen (multiple narration au 
sein d’un même cadre), de surcadrage (cadrage à travers un élément du décor) 
le cadre devient un contour virtuel mobile qui peut s’ouvrir, s’articuler, se dé-
plier (Dalmasso, 2018). Un débordement systématique du cadre que l’on peut 
retrouver dans le procédé télévisuel avec la coexistence de plusieurs flux qui 
viennent se télescoper. Dès lors le cadre cesse d’être ligne de partage, lisière 
pour devenir charnière entre les espaces représentés et l’espace du spectateur : 
  
« Tous mes travaux sont un discours avec la possibilité d’empiéter les bords du 
cadre cinématographique, pour permettre à l’image d’aller physiquement vers 
le spectateur, ou bien permettre au spectateur d’entrer virtuellement dans 
l’image » Jeffrey Shaw in (Hansen, 2006) 
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Pour la suite de notre travail, nous retenons le concept de cadre charnière ; un 
cadre qui n’est plus une limite entre le visible et l’invisible mais une liaison 
dynamique entre les espaces représentés et le corps du spectateur. Déjà abordé 
en architecture le concept de la surface et du cadre comme charnière questionne 
ici l’espace entre le visible et l’invisible non plus comme une limite mais comme 
une dimension. Le cadre de l’espace d’interaction tactile doit être débordé / em-
piété par l’image affichée mais aussi par la création de forme pour favoriser le 
contact avec le corps. Ainsi l’image n’est pas juste visible en deux dimensions 
mais est perçue dans l’espace physique par le corps. Elle sort de son cadre par 
la forme de l’interface pour se donner à ressentir. Il s’agit de rendre visible de 
l’invisible. C’est une propriété que nous avons, entre autres, observée avec le 
prototype Multi-plié « surface plissable » (section 6.6.2) lors de l’affichage d’une 
check-list. La création d’un pli de la surface sous l’un des items de la check-list 
rend visible un état, l’image affichée ne change pas, c’est uniquement sa signi-
fication qui est modifiée par la transformation du support. Ainsi la surface sup-
port donne à voir, rend visible par sa transformation, elle se plie et se déplie 
pour masquer / révéler, envelopper / développer, impliquer / expliquer (Deleuze, 
1988). Enfin, nous retrouvons ce concept du cadre comme espace charnière entre 
le visible et l’invisible dans les propriétés « Favoriser la perception écologique 
des affordances » et « Couplage forme/image » de notre espace de conception s2s 
(section 7.3).    
3.1.3 Les concepts et propriétés de la surface tactile pour l’inte-
raction 
Suite à cette première étude des propriétés de la surface dans différents champs 
théoriques, nous allons nous intéresser dans cette section aux propriétés de la 
surface dans le domaine de l’interaction homme-machine. Nous commencerons 
par préciser le fonctionnement du toucher pour l’interaction puis nous étudie-
rons les propriétés des surfaces tactiles.  
3.1.3.1 Le toucher pour l’interaction 
Dans le cadre de cette recherche nous employons le terme de canal tactilo-pro-
prio-kinesthésique (TPK) pour parler plus globalement des données sensorielles 
issues de toute l’enveloppe corporelle, des couches musculaires, des récepteurs 
articulatoires et vestibulaire. Ce mode permet par exemple de percevoir la tem-
pérature, la pression, l'état de surface des objets, leur consistance, leur forme, 
mais également leur poids, leur structure articulatoire et leur mouvement 
(Cadoz, 1992). Afin de préciser les différentes imbrications sensorielles mises en 
œuvre lors des interactions tactiles et de faire émerger leurs implications pour 
la conception nous allons dans la suite de cette section tout d’abord détailler le 
fonctionnement physiologique du toucher au niveau de la peau puis présenter 
l’importance du mouvement et de la proprioception dans le « système haptique » 
(Gibson, 1966). 
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La physiologie du toucher  
Le système sensoriel humain peut être décomposé en deux sous-systèmes prin-
cipaux : intérocepteurs et extérocepteurs. Le premier système comporte tous les 
capteurs qui vont nous informer du fonctionnement de nos organes internes 
ainsi que les positions, attitudes, mouvements de notre corps et de nos membres 
(proprioception). Le deuxième regroupe l’ouïe, l’odorat, la vue et les sensibilités 
cutanées. C’est ce système, intégré en partie dans l’épaisseur de la peau, que 
nous allons détailler maintenant tout en gardant à l’esprit que la sensation de 
toucher est le produit du tact (sensation cutanée) et de la proprioception (kines-
thésie, position et mouvement de notre corps).  
 
Figure 38. Anatomie de la peau et récepteurs ; 1) corpuscules de Meissner ; 2) corpuscules de Ruffini ; 3) 
corpuscules de Vater-Pacini ; 4) cellules de Merkel ; 5) terminaisons nerveuses libres  
Au sens physiologique, la peau peut être vue comme les « limites » du corps d’un 
organisme vivant avec le milieu dans lequel il évolue. Elle sert d’enveloppe pro-
tectrice dans ses multiples fonctions de respiration et de régulation de la tem-
pérature et constitue un système sensoriel riche caractérisé par une distribution 
de ses récepteurs sur toute la surface du corps. Les sensations cutanées sont 
issues de trois différents types de récepteurs :  
– Les thermorécepteurs détectent les changements de température de la peau ; 
– Les mécanorécepteurs ont la capacité de ressentir la vibration, la pression et la 
friction ; 
– Les nocicepteurs qui sont les vecteurs de la sensibilité douloureuse. 
 
Les mécanorécepteurs qui nous intéressent plus particulièrement pour la détec-
tion des vibrations et des transformations de surface regroupe quatre types de 
cellules sensorielles (McGlone et al., 2014) : 
– les corpuscules de Meissner (Figure 38.1) sont de petits mécanorécepteurs sur-
tout localisés dans les régions de grandes sensibilités tactiles et peu poilues 
telle que la surface palmaire des doigts, la plante du pied, les paupières, les 
lèvres, les régions génitales externes et le mamelon des seins. Ils réagissent 
aux mouvements latéraux de la peau par un signal court ; ils sont très sen-
sibles et pourraient être impliqués dans la détection des textures ; 
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– les corpuscules de Ruffini (Figure 38.2) réagissent à des étirements de la peau 
par des signaux de fréquence progressivement décroissante. En plus des étire-
ments, ils détectent la pression et informent le système nerveux central sur les 
forces et les directions des cisaillements cutanés accompagnant un mouvement 
articulaire ; 
– les corpuscules de vater-pacini (Figure 38.2) réagissent par des signaux courts 
à des changements de pression à la suite de vibrations, par exemple lorsque 
nous caressons une surface ondulée ; 
– les cellules de Merkel (Figure 38.4) sont des mécanorécepteurs à adaptation 
lente de type I responsables de la sensation tactile fine qui détectent par leur 
microvillosités les déformations localisées. 
 
Ces récepteurs qui informent le système nerveux central sur les sensations de 
toucher, de vibration et de tension cutanée sont sensibles aux déformations mé-
caniques de la peau induites par le contact des objets. Ils sont à l’origine de la 
sensibilité extéroceptive tactile épicritique (discriminative) et permettent l'ex-
ploration et l'analyse du milieu extérieur. Ils ne permettent d’extraire qu’une 
partie des informations relatives au toucher. 
La motricité et le corps dans le toucher  
La définition du système tactilo-kinesthésique comme une synthèse des percep-
tions des systèmes sensoriels cutanés et des mouvements d’exploration fut pro-
posé la première fois par le psychologue Geza Revesz (Revesz, 1950) sous le 
terme de sensation haptique. Ce concept dans un premier temps limité à la main 
fut élargi par (Loomis and Lederman, 1986) à d’autres partie du corps comme la 
langue ou par (Gibson, 1966) qui l’étend à l’ensemble du corps en présentant 
plusieurs types de toucher : 
– le toucher cutané : stimulation de la peau sans mouvement des articulations 
ou des muscles ; 
– le toucher haptique : stimulation de la peau avec uniquement des mouvements 
des articulations ; 
– le toucher dynamique : stimulation de la peau avec des mouvements des arti-
culations et des muscles ; 
– le toucher orienté : stimulation de la peau avec une stimulation vestibulaire 
(relatif au sens de l’équilibre). 
 
Pour Gibson, non seulement le toucher et le mouvement sont inséparables, mais, 
plus généralement, ce qu’il présente comme « système haptique », et qui pourrait 
être caractérisé comme le sens du toucher étendu à tout le corps (y compris les 
organes internes) est défini comme « un dispositif via lequel l’individu obtient 
des informations à la fois sur le milieu et sur son corps. Il sent un objet par rap-
port au corps et son corps par rapport à un objet. C’est le système perceptif par 
lequel les animaux et les hommes sont littéralement en contact avec l’environne-
ment » (Gibson, 1966). Pour Gibson la sensation haptique ne doit pas être pensée 
comme une addition des informations de contact et de mouvement mais plutôt 
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comme « la sensation qu’a l’individu du monde qui entoure son corps en utilisant 
son corps » (Gibson, 1966). Avec cette approche, la limite physique entre notre 
corps et l’environnement n’est plus la surface de la peau en contact des objets 
mais se pense dans l’épaisseur et la distance entre le « corps prothétique » (res-
sentant pas des objets de médiation) et son environnement : « Il est un fait re-
marquable que lorsque l’homme touche quelque chose avec un bâton, il le sent 
au bout de ce bâton, et non dans la main » (Gibson, 1966). 
En dépit de ces enrichissements théoriques nous observons que dans le domaine 
de l’interaction tactile le toucher est essentiellement sollicité en tant que pro-
longement de la vision, pour pointer et contrôler. En restant dans un cadre théo-
rique de la vision comme sens premier et principal de l’interaction tactile, le 
toucher est réduit à une mise en contact sensoriellement pauvre de la surface 
de l’écran avec la surface du doigt. En effet, pour interagir on touche l’écran 
dans un geste qui feint de manipuler ce qui est à l’écran ; mais la main ne fait 
qu’entrer en contact avec l’écran. Il paraît nécessaire de déplacer ce cadre théo-
rique en intégrant le corps entier et l’espace dans le questionnement du toucher 
pour l’interaction tactile. C’est ce que nous allons aborder dans les sections sui-
vantes  
Dans cette section et dans la suite de cette thèse nous retiendrons que le terme 
tactilo-proprio-kinesthésique réfère à la combinaison du système perceptif lié au 
toucher (système cutanée), à la kinesthésie (position du corps dans l’espace) et 
aux mouvements d’exploration.  
3.1.3.2 Propriétés de la surface interactive 
Surface comme dispositif d’affichage de l’écran de la station de travail, surface 
mixte des interfaces tangibles (TUI) (Ishii and Ullmer, 1997) ou encore surface 
protéiforme des interfaces organiques (OUI) (Vertegaal and Poupyrev, 2008), la 
surface interactive a connu de nombreuses mutations au fil des évolutions tech-
nologiques et des orientations de recherche. Tout d’abord, en nous basant sur 
les travaux de définition des surfaces interactives de (Coutaz et al., 2002), de la 
taxonomies des environnements multi-écrans (MDE) ou multi-surfaces (MSEs) 
de (Garcia-Sanjuan et al., 2016) et d’analyse des évolutions des surfaces d’affi-
chage de (Bucher and Chatty, 2009) nous isolerons et détaillerons les propriétés 
pertinentes de la surface pour notre recherche. Dans un deuxième temps, nous 
préciserons les propriétés spécifiques des surfaces tactiles en termes de disposi-
tion dans l’espace du cockpit et d’accessibilité par rapport au corps percevant et 
agissant. Ces propriétés ont nourri notre travail de conception des prototypes 
GazeForm (chapitre 5) et Multi-plié (chapitre 6) ; nous les utiliserons dans le 
chapitre 7 pour définir notre espace de conception des surfaces tactiles reconfi-
gurables. 
Attributs et propriétés des surfaces interactives  
Comme nous l’avons vu dans la brève histoire de la surface tactile (section 3.1.1) 
les travaux de recherche couplés aux évolutions technologiques ont permis 
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d’explorer de nouveaux paradigmes d’interaction. Nous retrouvons ce découpage 
historique des interfaces utilisateurs en fonction des technologies d’affichage 
dans l’article de (Vertegaal and Poupyrev, 2008) sur les interfaces organiques 
(Figure 39). 
   
Figure 39. Évolution des technologies d’affichage et développement des interfaces utilisateurs  
 A partir de la vision de Marc Weiser (Weiser, 1991) sur l’informatique ubiqui-
taire et l’apparition du LCD (dispositif d’affichage transportable) la surface d’af-
fichage a pu s’affranchir du support du bureau pour être transportée, intégrée 
à des objets, insérée dans l’environnement (Figure 39). Elle est devenue inte-
ractive en offrant des modalités d’entrées comme le toucher ou le geste. Cer-
taines de ces surfaces sont solides et suffisamment grandes pour collaborer 
(Rekimoto, 2002), alors que d’autres sont souples et légères comme des feuilles 
de papier (Holman et al., 2005) ou transparentes pour voir à travers et rigides 
pour supporter les gestes de toucher de l’utilisateur (Roo and Hachet, 2017). 
Elles sont diverses et multiples mais comme le souligne (Coutaz et al., 2002) 
« elles entretiennent avec nous des relations d’interaction : toute surface s’appré-
hende par les sens, se manipule par nos actes moteurs et sert un objectif ». Cette 
approche centrée sur l’interaction et non sur la matérialité ou l’état physique de 
la surface interactive nous a semblé intéressante pour éviter l’écueil d’une ana-
lyse techno ou matériau-centré des surfaces. Nous allons donc dans la suite de 
cette section décrire le processus d’articulation de (Coutaz et al., 2002) entre 
attributs / modalités / propriétés des surfaces interactives et pour chaque étape 
nous spécifierons les enrichissements nécessaires pour pouvoir décliner cette 
articulation dans notre domaine d’étude et l’utiliser pour structurer l’espace de 
conception s2s présenté au chapitre 7.  
 
Figure 40. Exemples de surfaces interactives ; 1) SmartSkin de (Rekimoto, 2002) ; 2) PaperWindows de  
(Holman et al., 2005) ; 3) One Reality de (Roo and Hachet, 2017) 
Attributs physiques des surfaces  
Dans un premier temps, afin de comprendre la nature des surfaces interactives, 
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(Coutaz et al., 2002) ont élaboré une ontologie comportant trois types d’acteurs : 
ressources artificielles, ressources d’interaction et ressources naturelles. Ce der-
nier type, inspiré du Modèle du processeur humain (Card et al., 1983), permet 
de faire émerger deux relations : « agit sur » et « observe » qui conduisent à iden-
tifier deux catégories de surface : « les surfaces d’action » et « les surfaces d’ob-
servation ». C’est à partir de cette catégorisation et des questions qui se posent 
concernant le statut des surfaces et des relations entre elles que les auteurs 
proposent une liste non exhaustive d’attributs physiques des surfaces : la forme 
géométrique (sphère, polygone, etc.), la taille (l’étendue de la forme), le poids (la 
masse de la surface), la matière, la texture et l’usage social (surface publique, 
privée, semi-privée). Cette liste d’attributs ne correspondant pas complètement 
aux comportements des surfaces tactiles reconfigurables traitées dans le cadre 
de notre travail de recherche, nous l’avons enrichie avec les taxonomies de (Ras-
mussen et al., 2012), (Roudaut et al., 2013) et (Kim et al., 2018) présentées dans 
la section 7.1. Les attributs : Area, Granularity, Porosity, Curvature, Amplitude, 
Zero-Crossing, Closure, Stretchability, Strength, Speed (Figure 96) se sont avé-
rés intéressants pour préciser la description des transformations des attributs 
de forme, taille, matière et texture proposées dans le travail de (Coutaz et al., 
2002).  
Modalités d’action/perception et propriétés 
Pour (Coutaz et al., 2002) les attributs de la surface interactive permettent de 
déduire, pour une surface donnée, ses modalités d’action et de perception. Par 
exemple, la table en bois du projet SmartSkin (Rekimoto, 2002) permet l’action 
tactile, la manipulation d’objets détectables, la collaboration et l’observation 
d’une image projetée alors que les feuilles de papier de PaperWindows (Holman 
et al., 2005) peuvent être manipulées à deux mains, pliées, déplacées ; elles per-
mettent l’observation par le toucher et la vue (vidéo projection). Ces modalités 
d’observation et d’action sont traduites par (Coutaz et al., 2002) en propriétés 
utilisables dans le processus de conception et d’évaluation : solidité / fluidité / 
nébulosité, rigidité / souplesse, opacité / transparence, hétérogénéité, inscripti-
bilité / effaçabilité, mobilité, accessibilité, couplage et compatibilité. Dans le 
cadre de notre travail nous avons repris les propriétés d’Homogénéité/hétérogé-
néité, Rigidité/souplesse, Accessibilité et couplage qui se sont avérées intéres-
santes pour répondre aux exigences de conception et d’évaluation de notre 
contexte d’étude. Les propriétés comme la mobilité ou l’inscriptibilité ne sont 
quant à elles pas pertinentes pour l’étude des surfaces tactiles reconfigurables 
fixes dans un environnement de poste de pilotage ou de conduite. Pour la pro-
priété de couplage, nous l’avons enrichie, d’une part, avec la notion de couplage 
dynamique par modification de la topologie des surfaces développée dans la 
taxonomie de (Garcia-Sanjuan et al., 2016) sur les MDE et MSEs ; et d’autre 
part avec la notion de couplage entre le contenu logique et l’espace physique 
disponible de la surface d’affichage proposé par (Bucher and Chatty, 2009) dans 
la proposition d’un modèle unificateur entre fenêtre et dispositif d’affichage.  
Ce premier travail de caractérisation simplifiée de la surface interactive nous 
fournit une base de définition d’attributs et de propriétés des surfaces que nous 
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allons enrichir avec des éléments de l’analyse de l’activité et de l’état de l’art 
pour l’utiliser comme structure à l’espace de conception présenté au chapitre 7.  
Accessibilité de la surface tactile dans l’environnement du cockpit  
Dans l’espace du cockpit, contexte d’étude de notre travail de recherche, les pi-
lotes, parfois sanglés fermement à leur siège, sont assis côte à côte, face à un 
ensemble d’instruments qu’il doivent pouvoir consulter et actionner sans se dé-
placer, uniquement en inclinant le buste et en allongeant les bras. Les con-
traintes environnementales (turbulences, vibrations) ainsi que les exigences de 
performances et de sécurité nécessitent de définir l’arrangement spatial des dis-
positifs en fonction de données ergonomiques permettant de garantir un confort 
d’utilisation et de coopération, et de réduire ainsi les risques de troubles mus-
culo–squelettiques (TMS). Dans la suite de cette partie nous avons extrait de la 
littérature scientifique les propriétés d’agencement des surfaces (distance, incli-
naison, etc.) permettant de garantir une accessibilité cohérente avec la tâche 
tactile à réaliser (durée, précision, fréquence, etc.). Ces propriétés spécifiques 
ont été utilisées pour concevoir les déformations des prototypes GazeForm et 
Multi-plié (offrir des surfaces d’actions minimisant la survenue de TMS et ga-
rantir la performance), agencer les surfaces d’interaction de la plateforme d’éva-
luation (4.1.4), déterminer la disposition des prototypes pour l’expérimentation 
contrôlée et les études subjectives, et enfin discuter avec les pilotes des idées de 
plasticité et de transformation de la surface (section 6.6.3). Elles ont en dernier 
lieu été utilisées pour préciser le principe « Accessibilité » de l’espace de concep-
tion présenté au chapitre 7. 
Tout d’abord, concernant la propriété d’inclinaison des surfaces tactiles (Muller-
Tomfelde et al., 2008) et (Schultz et al., 1998) ont conclu, suite à des études 
utilisateurs, qu’une inclinaison de la surface d’interaction est préférable par 
rapport à une disposition horizontale ou verticale : la disposition inclinée offre 
un meilleur confort visuel ainsi qu’une posture d’interaction moins fatigante. En 
ce qui concerne la première étude, l’inclinaison optimale est comprise entre 30° 
et 45° alors que pour la seconde l’inclinaison doit être modifiable pour s’adapter 
aux différentes morphologies des utilisateurs.    
D’autre part, plusieurs études sur les efforts musculaires en fonction des pos-
tures lors des interactions tactiles nous ont permis d’extraire de bonnes proprié-
tés d’accessibilité. En premier lieu, l’étude sur l’activité musculaire dans 
l'épaule et l'avant-bras pendant l'interaction de (Young et al., 2013) conclut que 
l’articulation du poignet fonctionne souvent en flexion, extension et inclinaison 
maximum et que les muscles extenseurs de l'avant-bras sont fortement activés 
dans la saisie de texte. Les surfaces doivent être positionnées suivant une incli-
naison et à une distance du corps permettant de minimiser le jeu articulatoire 
du poignet et le couplage d’une surface de stabilisation pour s’appuyer avec la 
surface d’interaction peut permettre de soulager les muscles du bras lors des 
interactions à long terme. Ensuite, nous nous sommes intéressés à l’étude com-
parative des efforts musculaires et des performances sur 6 types de surfaces 
tactiles (Bachynskyi et al., 2015) qui a permis de faire émerger des différences 
importantes concernant l'activation musculaire et des groupes musculo-
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squelettiques entre les différentes dispositions des surfaces. Si nous considérons 
les postures Laptop et Tabletop (Figure 41) qui correspondent le plus aux dispo-
sitions fixes des surfaces dans un cockpit, nous pouvons conclure que la disposi-
tion inclinée sur un support horizontal offre des performances médiocres mais 
est adaptée à une utilisation à long terme, alors qu’une surface horizontale per-
met d’être performant, mais ne fournit pas un soutien de posture suffisant pour 
une utilisation à long terme.  
 
Figure 41. Les six postures étudiées par (Bachynskyi et al., 2015) 
Enfin, (Barbé et al., 2013) proposent le modèle « Touch Interaction Area Model » 
de conception pour améliorer l’intégration des surfaces tactiles dans les cockpits. 
A partir de données existantes sur l’activité de pilotage (biomécaniques, anthro-
pométriques, environnementales) ils spécifient un modèle 3D de disposition des 
surfaces d’interaction tactile dans un cockpit. Les écrans sont numérotés et ont 
été disposés en tenant compte entre autres de la norme ISO 7250 pour définir 
une zone d’accessibilité pour les interaction tactiles (Figure 42). Une version 
physique du modèle a été évaluée par 9 utilisateurs et des recommandations 
concernant les interactions ont été produites en fonction de la disposition des 
surfaces. Nous retenons que la disposition inclinée en face du pilote, écran D1, 
est appropriée pour des tâches longues (entre 30s et 60s) avec des gestes tactiles 
générant des contraintes posturales importantes (tronc contraint, épaule élevée, 
extension angulaire du poignet) ; les écrans D2 et D4, inclinés sur le côté, pré-
sentent des limites importantes pour la consultation visuelle et ne favorisent 
pas une précision élevée de la modalité tactile ; tandis que pour les surfaces 
excentrées (D5 et D6) ou au-dessus du pilote (D7 et D8) les interactions doivent 
être brèves, exceptionnelles et monopoint. 
Pour terminer, (Jacquier-Bret et al., 2017) ont souligné que la chaine articula-
toire des segments des membres supérieurs permet de développer plusieurs 
stratégies pour interagir avec un écran ; une approche par modèle est imparfaite 
et il faut autant que possible privilégier une conception centrée sur une obser-
vation du mouvement humain dans son contexte. C’est ce que nous avons essayé 
de mettre en œuvre pour la disposition des prototypes pour les séances d’éva-
luation ; les tests et discussions avec les pilotes nous ont permis d’adapter la 
disposition au fil des séances. 
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Figure 42. A gauche) maquette physique (1/2 cockpit, en position assise droite avec 8 écrans tactiles) ; à 
droite) zones d’accessibilité pour une interaction tactile en fonction de la norme ISO 7250  
En résumé 
– Nous retenons une approche de caractérisation des surfaces centrée sur l’inte-
raction et non sur la matérialité ou l’état physique. Nous reprenons l’articula-
tion de (Coutaz et al., 2002) entre attributs / modalités / propriétés pour 
structurer l’espace de design présenté au chapitre 7 
– Pour l’analyse des transformations des prototypes GazeForm et Multi-plié 
(chapitre 7) nous utiliserons les attributs : Area, Granularity, Porosity, Curva-
ture, Amplitude, Zero-Crossing, Closure, Stretchability, Strength, Speed. 
Ainsi que les propriétés : Homogénéité/hétérogénéité, Rigidité/souplesse, Ac-
cessibilité et couplage 
– Pour la conception des prototypes et de la plateforme ainsi que pour la pro-
priété Accessibilité nous retenons que l’inclinaison de la surface et la disposi-
tion par rapport au corps du pilote sont déterminantes pour définir la durée et 
la difficulté de l’interaction.  
3.2 TRANSFORMER LA SURFACE TACTILE POUR RE-INCAR-
NER L’INTERACTION  
Alors que les réflexions autour du concept de surface ont été présentées dans les 
sections précédentes, nous allons dans la suite de cette partie nous intéresser à 
la place du corps dans les théories de la perception et de l’interaction. Nous pro-
posons tout d’abord d’étudier plus précisément les fondements de la perception 
incarnée, une thématique que nous avons commencé à aborder avec les théories 
de James J. Gibson (Gibson, 1979) sur la perception écologique (voir section 
3.1.2.1) et qui va nous permettre de mettre en lumière l’importance du corps, du 
mouvement et de l’environnement dans le système perceptif. Puis, en repartant 
de ce corps comme point névralgique du système de perception, nous étudierons 
en quoi les théories successives dans le domaine de l’interaction humain-ma-
chine autour des interfaces tangibles (TUI), des interactions tangibles et des 
interactions incarnées (TEI) peuvent nous être utiles pour re-concevoir la sur-
face tactile ; pour « ré-incarner » la surface ; pour passer de la surface qui fait 
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écran, à la surface qui implique un processus perceptif avec la participation d’un 
corps sentant et sensible ; de la surface frontière à la surface inclusive.  
3.2.1 La perception incarnée  
« Si la réalité de ma perception n’était fondée que sur la cohérence intrinsèque 
des représentations, elle devrait être toujours hésitante, et, livré à mes conjectures 
probables, je devrais à chaque moment défaire des synthèses illusoires et réinté-
grer au réel des phénomènes aberrants que j’en aurais d’abord exclu. Il n’en est 
rien ». (Merleau-Ponty, 1945) 
Le corps en mouvement dans une boucle de perception-action  
Au XIXème siècle, la perception visuelle restait décomposable en un ensemble de 
sensations dont l’association était réalisée selon les règles inconscientes de l’in-
férence. Cette théorie de l’ « optique physiologique » développée entre autre par 
Hermann von Helmholtz (Helmholtz, 1867) a été remise en question par les 
théoriciens de la Gestalt (Köhler, 1920), (Koffka, 1922) qui stipulent que les pro-
cessus de la perception traitent spontanément les phénomènes comme des 
formes globales, structurées, plutôt que comme l'addition ou la juxtaposition 
d'éléments simples. Une autre forme de remise à question a vu le jour dans les 
travaux de Merleau-Ponty qui, en s’inscrivant dans la continuité de l’approche 
phénoménologique de Husserl et Heidegger, souligne le rôle du corps dans la 
médiation entre l'expérience interne et externe. Pour Merleau-Ponty ce qui ap-
parait par le corps percevant modifie la conscience. Cette reformulation de la 
dichotomie corps/esprit du cogito Cartésien place le corps sur le terrain existen-
tiel : le corps n’est pas une mécanique neutre face à un espace objectif, il est 
toujours situé « dans le monde », selon des projets, des désirs, des représenta-
tions. Merleau-Ponty présente le corps comme une « instance intermédiaire » 
(Merleau-Ponty, 1942), un médium, « une épaisseur sensible qui est notre accès 
au monde, surface opaque à elle-même qui nous permet de voir » (Dalmasso, 
2018) . 
Par ailleurs, inspiré par les premières hypothèses de la perception incarnée du 
courant phénoménologique, James J. Gibson propose un développement argu-
menté d’une critique de la théorie classique de la perception comme « computa-
tion ». Comme esquissé à la section 3.1.2.1, d’après (Gibson, 1979), nous 
utilisons notre corps et la locomotion pour percevoir notre environnement. Le 
monde nous est connu non pas parce que nous en avons une représentation men-
tale mais « parce que nous vivons et agissons en lui et que nous accumulons de 
l’expérience » (Crawford, 2016). Cette remise en question du système perceptif 
par inférence(s) est très bien illustrée dans l’étude de (McBeath et al., 1995) 
reprise par (Crawford, 2016) sur la récupération d’une balle au vol par un joueur 
de baseball. Dans la théorie classique de l’optique physiologique le calcul du 
point de chute serait réalisé par un processus d’inférence mentale à partir des 
données visuelles sur la position actuelle de la balle. En fait d’après (McBeath 
et al., 1995) le joueur ne calcule évidemment pas la pseudo-parabole de la tra-
jectoire de la balle pour en déduire le point de réception mais il se met à courir 
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de telle sorte que l’image de la balle semble se déplacer en ligne droite à vitesse 
constante sur son arrière-plan visuel. Les invariants, comme définis par James 
J. Gibson (section 3.1.2.1) de la forme de la balle défilant sur le fond sont extraits 
du flux optique par le mouvement et permettent de guider la vitesse et le sens 
de déplacement ; ce que nous percevons est guidé par ce que nous faisons. Ou, 
comme l’explique Alva Noë (Noë, 2004) : « la perception est une forme d’action. 
Elle n’est pas quelque chose qui nous arrive ou qui se produit en nous. Elle est 
quelque chose que nous faisons ». Une approche que nous retrouvons chez les 
théoriciens de la cognition incarnée (Lakoff and Nuñez, 2001) et de l’enaction 
(Varela, 1993) et (Luciani and Cadoz, 2007) pour lesquels la connaissance est 
construite sur les compétences motrices. Comme l’écrit Georges Lakoff, « la pen-
sée est incarnée, dans la mesure où elle est fondée sur et sculptée par les sys-
tèmes sensorimoteurs et par notre interaction corporelle avec le monde ». 
Enfin, on retrouve cette critique de la théorie classique de la perception dans les 
écrits de Paul Dourish, un théoricien plus proche du champ de l’interaction 
homme-machine « Il n’y a pas d’homoncule installé à l’intérieur de notre boîte 
crânienne qui contemplerait le monde à travers nos yeux et qui actualiserait un 
plan d’action en manipulant nos mains et en s’assurant qu’elle ne passe pas à 
côté de la tasse de café que nous voulons saisir » (Dourish, 2001). En s’inscrivant 
dans une continuité avec les approches phénoménologiques et Gibsonienne de 
la perception corporelle et située, Paul Dourish fonde la théorie de l’ « interac-
tion incarnée » avec la publication d’un ouvrage séminal dans le champs des 
IHM (Dourish, 2001). Nous reviendrons sur ces écrits dans la section suivante 
et verront comment les théories de la perception incarnée explicitées précédem-
ment sont utilisées dans le champ des IHM et comment elles peuvent fonder 
notre processus de conception d’interaction sur surface tactile reconfigurable. 
Une intelligence distribuée  
Le corps percevant ne peut être considéré indépendamment de son environne-
ment (voir section 3.1.2.1), que ce soit pour (Gibson, 1979) qui décrit la percep-
tion comme une « interaction » ou pour (Merleau-Ponty, 1945) qui écrit « notre 
corps est cet étrange objet qui utilise ses propres parties comme symbolique gé-
nérale du monde et par lequel en conséquence nous pouvons fréquenter ce 
monde, le comprendre et lui trouver une signification ». L’environnement est 
signifiant pour les organismes qui l’habitent, il possède des caractéristiques 
physiques qui vont déterminer son habitabilité, ce que Gibson nomme « niche 
écologique ». Inversement, l’organisme peut agir sur son environnement pour le 
structurer et cette structure du monde agit en retour sur lui. Une utilisation de 
l’espace pour structurer la perception et la cognition, théorie qui a été abordée 
par David Kirsh (Kirsh, 1995). Nous avons pu observer ce type de comportement 
dans le cockpit, par exemple lors des procédures d’approche pour le réglage des 
altitudes cibles : le PF « demande l’altitude suivante », le PM règle l’altitude 
cible sur le FCU et le PF choisi son taux de descente pour atteindre la cible qui 
déclenchera la demande « d’affichage d’une nouvelle altitude cible ». L’utilisa-
tion de la parole, de la modification de paramètre sur le FCU et du contrôle 
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réciproque (cross-checking) sont autant de mécanismes qui permettent d’exter-
naliser l’intelligence et de « distribuer » la cognition ; une distribution de l’acti-
vité cognitive déjà soulignée par (Hutchins, 1995) dans un contexte 
aéronautique. Ainsi, l'action est guidée par la perception, c'est-à-dire par une 
relation transactionnelle d'agent et d'environnement (Chapman, 1991). Les 
agents n'ont pas besoin de représenter l'environnement parce qu'ils sont couplés 
causalement avec lui de manière mutuellement constitutive, où l'environnement 
conduit au développement de gestes perceptifs qui permettent aux agents de 
s'orienter activement dans ces environnements (Roth et al., 2015).  
Au regard de ces données théoriques et de nos résultats de l’analyse de l’activité 
(section 2.3) nous pouvons affirmer que les pilotes utilisent leur corps, couplé de 
manière mutuellement constitutive à l’environnement, dans des boucles courtes 
de perception/action. Le corps en mouvement utilise et structure l’environne-
ment pour percevoir ainsi que pour distribuer et mettre à profit l’intelligence 
partagée du système avion/pilotes/environnement (Letondal et al., 2018). Dans 
ce contexte et face à l’apparition des écrans tactiles dans les systèmes avio-
niques, il nous paraît nécessaire de penser les interactions tactiles en intégrant 
les théories de la perception incarnée très tôt dans le processus de conception. 
Dans la section suivante nous étudions dans le domaine de l’interaction homme-
machine les méthodes et modèles susceptibles de répondre à ce défi de l’incar-
nation de l'interaction tactile. Une incarnation pour sortir de la surface qui fait 
écran au regard en le sur-sollicitant et proposer une surface qui en étant agi 
peut en retour agir sur l’utilisateur sans nécessairement utiliser le canal visuel. 
3.2.2 Le corps et la surface, les théories pour concevoir des inte-
ractions incarnées sur surface tactile  
Le corps dans les théories de l’interaction  
Le corps n’a pas toujours été explicitement présent dans les théories de l’inte-
raction homme-machine. D’après (Fallman, 2003) : « basé sur un ordinateur de 
bureau sans jambes et sans monde, l’IHM s'est principalement intéressé à es-
sayer de comprendre l'esprit de l'utilisateur et les implications sur le design qui 
en découlent. Le manque d'intérêt pour le corps n'a cependant pas été un choix 
conscient, mais plutôt un effet de la focalisation sur les questions mentales ». 
C’est tout d’abord avec le travail de (Suchman, 1987) sur les interactions situées 
puis à partir de la fin des années 90 avec les théories de l’interaction sur le Tra-
vail Coopératif Assisté par Ordinateur (TCAO ou Computer Supported Coopera-
tive Work CSCW en anglais) que le corps humain a été explicitement discuté 
dans les théories de l’interaction homme-machine. D’après (Loke and Robertson, 
2011), la nécessité de concevoir des systèmes permettant aux utilisateurs de 
collaborer a conduit à une caractérisation des comportements des organismes 
agissant dans des espaces partagés. Nous retrouvons cette approche, par 
exemple, dans les travaux de (Gaver, 1992) sur l’impact des espaces physiques 
sur les interactions sociales ou de (Robertson, 1997) sur une taxonomie des ac-
tions incarnées dans un espace de travail physique partagé ou encore l’étude de 
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(Mackay et al., 1998) sur l’importance des objets physiques sur le travail coopé-
ratif dans l’activité de contrôle du trafic aérien. Cette théorisation de la nature 
sociale, contextuelle, située, corporelle de l’interaction est reprise et diffusée à 
un public plus large dans l’ouvrage de (Dourish, 2001) sur les interactions in-
carnées. Paul Dourish, inspiré par la phénoménologie de Husserl, Heidegger, 
Schultz et Merleau-Ponty (Svanæs, 2013) définit la notion d’interaction incarnée 
comme « la création, la manipulation et le partage de sens au travers d’une in-
teraction engagée avec un artefact » (Dourish, 2001). Pour discuter la nature 
corporelle de l’interaction incarnée Dourish utilise entre autres la phénoméno-
logie de la perception de Merleau-Ponty comme base théorique. Cependant à la 
différence de Merleau-Ponty qui donne une place centrale au corps, Dourish con-
sidère qu’une interaction est incarnée à partir du moment où l’utilisateur est 
dans un processus transactionnel avec la technologie physiquement omnipré-
sente dans notre vie quotidienne. Paul Dourish utilise le terme d’incarnation 
« en grande partie pour saisir le sens de "présence phénoménologique", la façon 
dont une variété de phénomènes interactifs découlent d'une participation di-
recte et engagée dans le monde... Les leçons que je veux tirer de la perspective 
phénoménologique seront plus larges (et moins spécifiques) que celles qui ont 
principalement occupé Merleau-Ponty ».  L’incarnation au sens de Dourish est 
un « être au monde », elle n’est pas seulement une manifestation physique, elle 
est déterminée par l’engagement de l’utilisateur dans un couplage transaction-
nel avec le monde. Ce couplage avec le monde physique est précisé par Dourish 
avec le rappel des théories de J. J. Gibson (présentées dans les sections 3.1.2.1 
et 3.2.1) et plus particulièrement la notion d’affordance. Il utilise le terme de 
« Being in the Physical World » pour préciser en quoi les « actions dans le 
monde » nous permettent de le comprendre et comment l’environnement est agi 
et en même temps agit sur l’agent incarné.  
L’utilisation des théories de la phénoménologie de la perception de Merleau-
Ponty et de la perception écologique dans la littérature scientifique en IHM ne 
se limite pas au livre de Dourish, qui a cependant largement inspiré la commu-
nauté scientifique. Quelques années avant les écrits de Dourish nous pouvons 
citer par exemple les travaux de (Svanæs, 2001) sur l’utilisation des théories de 
Merleau-Ponty pour expliquer la nature holistique des expériences utilisateurs ; 
ou encore l’étude de Robertson (Robertson, 1997) des pratiques de travail par-
tagé en utilisant les théories de la phénoménologie de la perception. Plus récem-
ment, nous retrouvons les théories de Merleau-Ponty dans un large éventail de 
technologies et de sujets de recherche comme l’interaction tangible (Hornecker 
and Buur, 2006), les interactions mobiles (Fallman, 2003) ou encore les espaces 
augmentés (Antle et al., 2009). Durant ces années « les sujets de recherche ont 
surtout porté sur des questions qui vont au-delà de l’utilisabilité et de l'ergono-
mie, comme les dimensions esthétiques, kinesthésiques et de signification de 
l'expérience utilisateur » (Svanæs, 2013). Par notre travail, à la différence des 
travaux précédents, nous proposons d’utiliser les théories de la phénoménologie 
de la perception et de la perception incarnée pour concevoir des interactions et 
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des interfaces devant répondre à des exigences de performances et de sécurité 
d’un système critique.  
En résumé, dans les différentes études sur la place du corps dans l’interaction 
nous retenons deux approches de l’incarnation exposées dans la théorie de l’in-
teraction incarnée de (Dourish, 2001) et que nous avions déjà soulignées dans 
la section précédente (3.2.1) : l’incarnation comme un processus d’engagement 
transactionnel avec le monde (un être au monde) et l’incarnation comme possi-
bilité d’agir et d’être agit par l’environnement. Ces approches théoriques nous 
semblent pertinentes pour ouvrir notre espace de possibles et ne pas limiter la 
conception de transformation d’une interface reconfigurable à des effets de phy-
sicalité qui ne s’inscriraient pas dans une relation co-constitutive entre le corps 
de l’utilisateur et le monde physique ; l’utilisateur agit sur l’interface autant 
qu’il est agi par elle. Pour répondre à cet objectif, et en nous basant sur l’étude 
du statut du corps des pilotes engagés dans une relation transactionnelle 
d'agent et d'environnement, nous cherchons à analyser les phénomènes d’inte-
raction incarnée émergents pour concevoir une interface tactile reconfigurable 
en mesure d’offrir un support à ces phénomènes. Nous retrouvons tout au long 
de notre travail cet objectif de réincarner l’interaction non pas uniquement en 
améliorant la perception par les sens TPK mais aussi en essayant d’appréhen-
der et de caractériser ce qui se produit entre le corps agissant et le corps qui est 
agi, que ce soit de façon implicite, dans les processus de conception des proto-
types (section 4.1), et explicite, dans l’étude du statut du corps dans l’activité de 
pilotage (section 2.3) ainsi que dans l’analyse des caractéristiques des proto-
types produits (chapitre 7),. 
Des interfaces tangibles (TUI) aux interactions tangibles  
Dans la suite de cette section, nous allons définir le domaine d’Interaction tan-
gible dans lequel s’inscrit notre travail et isoler quelques modèles d’interactions 
pertinents que nous réutiliserons en partie par la suite dans les processus de 
conception et d’évaluation des prototypes.  
A l’origine, le concept d’interface tangible TUI (Tangible User Interface) proposé 
par (Ishii and Ullmer, 1997) inspiré par le projet Bricks (Fitzmaurice et al., 
1995) désigne les interfaces permettant d’afficher et de manipuler le contenu 
numérique par l’intermédiaire d’objets physiques. La récupération des actions 
des utilisateurs ainsi que la représentation de l’information numérique en sortie 
se fait par l’intermédiaire des objets dans l’espace physique. Jugée trop restric-
tive à la partie visible de l’interface, cette première acceptation du terme d’In-
terface Tangible a été élargie au concept d’Interaction Tangible par (Hornecker 
and Buur, 2006). Cet élargissement permet de déplacer le centre de gravité des 
préoccupations de la conception de l’interface à l’interaction et d’encourager la 
conception de système tangible comme faisant partie d'une écologie plus large 
située dans un contexte spécifique. Une nouvelle conceptualisation de l’interac-
tion tangible centrée plus sur l’action humaine, le contrôle et la collaboration 
que sur la représentation et la transmission d’information par l’intermédiaire 
d’objets physiques. Cette nouvelle acceptation (Hornecker, 2009) du terme a 
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permis de fonder le domaine de l’interaction tangible en incluant l’ensemble des 
travaux sur : 
– La tangibilité et la matérialité de l’interface (tangibility and materiality), 
– L’incarnation physique des données (physical embodiment), 
– L’interaction avec le corps entier (whole-body interaction), 
– Le caractère embarqué de l’interface (embedded) et l’interaction de l’utilisateur 
dans des espaces et des contextes physiques réels. 
 
Notre travail de redéfinition des interactions tactiles sur une surface reconfigu-
rable embarquée dans un cockpit occupé par 2 pilotes utilisant leurs corps pour 
agir et percevoir s’inscrit complètement dans le champ des interactions tan-
gibles. Nous allons maintenant étudier les modèles et cadres conceptuels utili-
sés dans le domaine des Interactions Tangibles qui se sont révélés pertinents 
pour structurer notre travail de conception et d’évaluation.  
Les modèles d’interactions  
MCRit  
Par analogie au modèle Modèle-Vue-Contrôleur (MVC) (Figure 43) propre aux 
interfaces graphiques (GUI - Graphical User Interface), Ullmer et Ishii présen-
tent un modèle d’interaction pour les interfaces tangibles (Ullmer and Ishii, 
2000). Le « MCRpd » pour « Modèle-Control-Représentation (physical and digi-
tal) » rebaptisé « MCRit - Modèle-Contrôle-Représentation (tangible et intan-
gible) » par Ullmer en 2002 (Ullmer, 2002). Cette approche, à la différence du 
MVC, considère les interfaces de contrôle (entrée) et de visualisation (rep-t et 
rep-i) non distinctes (Figure 43) ; d’autre part les interfaces de visualisation sont 
scindées en 2 composants différents : représentation intangible « rep-i » et re-
présentation tangible « rep-t ».  
   
Figure 43. Modèle MVC et MCRit, reproduit de (Ullmer, 2002), traduction (Rivière, 2009) 
A l’aide de ce nouveau modèle, les auteurs fournissent quatre propriétés princi-
pales permettant de caractériser les interfaces tangibles : 
– Les représentations tangibles doivent être couplées à l'information numérique 
sous-jacente.  
– Les représentations physiques incarnent les mécanismes de contrôle interactif 
– Les représentations physiques sont couplées avec les représentations numé-
riques. 
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– L'état physique des artéfacts d'interface incarne partiellement l'état numérique 
du système. 
 
Sur un système dépendant du modèle MVC, l’utilisateur agit sur la souris ou le 
clavier et observe l’effet de son action sur l’écran. Cette modélisation simplifiée 
des boucles de rétroaction a été réalisée par (Ishii, 2008) pour les interfaces tan-
gibles. L’auteur décrit 3 boucles différentes (Figure 44) :  
– La boucle de rétroaction tactilo-proprio-kinesthésique passive. Cette boucle est 
l’effet sensoriel produit par le déplacement, la manipulation physique de l’in-
terface ; elle ne fait pas l’objet de calculs par le système ; en utilisant une 
boucle semi-fermée d’actions perceptions elle favorise les actions fines d’ajus-
tement.  
– La boucle de représentation intangible par le calcul numérique. A partir des 
données des mouvements des objets ou des transformations de l’interface le 
système calcule et produit une rétroaction visuelle ou auditive.   
– La boucle de rétroaction physique par actualisation. Permet de produire une 
actualisation de l’état physique de l’interface en fonction des évolutions de 
l’état numérique des données. Cette boucle permet de rendre visible les infor-
mations numériques autrement que par les rétroactions visuelles ou auditives. 
 
    
Figure 44. Boucles de rétroaction des TUIs, reproduit de (Ishii, 2008) traduction (Rivière, 2009) 
Dans le cadre de notre recherche, nous retenons du modèle MCRit la propriété 
de couplage entre le modèle tangible et le modèle numérique. Il s’agit d’une pro-
priété essentielle de notre espace de design (section 7.3) que nous avons par la 
suite enrichie, par exemple avec le couplage image/forme et le couplage 
geste/forme issus des séances d’évaluation des prototypes (voir sections 5.7 et 
6.6). D’autre part, dans notre approche de la transformation de la surface comme 
objet d’interaction, le support de l’image est la partie agissable et agissante de 
nos systèmes : le couplage entre la représentation tangible (rep-t) et la repré-
sentation intangible (rep-i) est ainsi augmenté. Les 2ème et 3ème boucles de ré-
troaction se retrouvent en partie fusionnées. Nous utilisons les propriétés ainsi 
que la modélisation des boucles de rétroaction du modèle MCRit dans la discus-
sion des prototypes réalisés pour la définition de l’espace de conception « s2s » 
(section 7.3).  
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Reality-Based Interaction  
Reality-Based Interaction (RBI) (Jacob et al., 2008) est un concept unificateur 
de description d'interfaces post-WIMP. Les auteurs proposent de définir le 
monde réel suivant quatre thèmes pouvant être utilisés pour analyser la con-
ception des interfaces post-WIMP actuelles 
– Naïve Physics (NP) : les utilisateurs ont une connaissance sensée du monde 
physique. 
– Body Awareness and Skills (BAS) : les utilisateurs ont conscience de leur 
propre corps physique et possèdent les compétences nécessaires pour le con-
trôler et le coordonner. 
– Environment Awareness and Skills (EAS) : les utilisateurs ont une bonne con-
naissance de leur environnement et possèdent les compétences nécessaires 
pour négocier, manipuler et s’orienter dans leur environnement. 
– Social Awareness and Skills (SAS) : les utilisateurs sont généralement cons-
cients des autres dans leur environnement et ont les compétences nécessaires 
pour interagir avec eux. 
Même si ces thèmes sont plutôt utilisés, par les auteurs, pour évaluer la concep-
tion des interfaces, ils nous ont été utiles de notre côté pour analyser les résul-
tats des séances d’observation (section 2.3), guider le travail de conception et 
discuter les résultats de l’évaluation des prototypes (section 7.3). Nous nous en 
sommes servis pour produire des interfaces et des interactions qui dans cer-
taines mesures imitent le fonctionnement du monde et favorisent les capacités 
humaines d’action et de perception dans l’espace. Les thèmes NP (Naïve Physics) 
et BAS (Body Awareness and Skills) sont notamment utilisés dans la définition 
de la propriété « Accessibilité » (section 7.3). 
Un cadre conceptuel sur l'espace physique et l'interaction sociale  
Enfin, (Hornecker and Buur, 2006) proposent un cadre conceptuel destiné à 
améliorer la compréhension de l'expérience utilisateur de l'interaction tangible. 
Ce cadre s’articule autour de quatre thèmes (Figure 45) :  
–  Tangible Manipulation (TM), qui se réfère aux représentations matérielles 
avec des qualités tactiles distinctes. Elles sont typiquement manipulées phy-
siquement dans le cas d’une interaction tangible. 
–  Spatial Interaction (SI), qui fait référence au fait que l'interaction tangible est 
ancrée dans l'espace réel et que l'interaction se produit donc par le mouvement 
dans l'espace. 
– Embodied Facilitation (FI), met en évidence comment la configuration des ob-
jets matériels et de l'espace affecte et dirige l’émergence d’un comportement de 
groupe. 
– Expressive Representation (ER), se concentre sur les représentations maté-
rielles et numériques utilisées par les systèmes d'interaction tangible, leur ex-
pressivité et leur lisibilité. 
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Ces quatre thèmes, comme nous l’avons déjà souligné précédemment, sont les 
concepts fondateurs du domaine de l’Interaction Tangible. En nous immergeant 
dans une approche fondée sur la perception phénoménologique et l’interaction 
incarnée, nous étions de fait dans cette approche étendue de l’interaction tan-
gible au corps, à l’espace et au groupe. Nous utilisons les quatre thèmes pour 
analyser les prototypes produits et justifier les propriétés Homogénéité / hété-
rogénéité et Accessibilité de l’espace de design s2s (7.3).  
 
Figure 45. Framework des interactions tangibles (Hornecker and Buur, 2006) 
3.3 LES DIFFERENTS TYPES DE TRANSFORMATIONS DES 
SURFACES TACTILES 
Nous allons dans cette section présenter une synthèse du travail de recherche 
documentaire sur les interactions tactiles sur surfaces statiques augmentées et 
sur surfaces reconfigurables. Ce travail a été mené tout au long de la thèse et a 
permis de nourrir le processus de conception et de positionner nos orientations 
de recherche par rapport aux travaux connexes déjà réalisés. Les différentes 
sections de l’état de l’art se rapportent aux choix de conception des trois proto-
types des deux études présentées dans les chapitres 5 et 6 ; nous soulignons 
dans cette section le positionnement de nos travaux et procédons à un rappel 
des états de l’art pertinents dans la présentation détaillée des études.  
Nous commençons par une présentation des travaux sur la transformation d’une 
surface de façon « statique » par un ajout manuel d’un substrat puis nous abor-
dons les études sur les surfaces reconfigurables dynamiquement par le système 
ou par l’utilisateur.  
3.3.1 La surface tactile statique augmentée  
L’augmentation d’une surface tactile par un guide physique a été décrite par 
(Buxton et al., 1985) comme une solution possible pour améliorer l’interaction 
tactile dans certains environnements. Les apports potentiels de ce principe en 
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terme de performances ont été étudiés par (Tory and Kincaid, 2013) en compa-
rant trois modalités : physique, tactile et tactile + guide physique ; les auteurs 
ont concluent que les guides physiques permettaient l’interaction en limitant 
l’attention visuelle et qu’ils étaient plus utiles pour les widgets en forme de ca-
dran circulaire que de curseur linéaire. Les bénéfices au niveau de l’attention 
visuelle ont aussi été soulignés par (Colley et al., 2016) qui ont mesuré, compa-
rativement à une surface tactile, une sollicitation moindre de l’attention visuelle 
lors de l’interaction avec un écran tactile recouvert d'une plaque de plexiglas 
présentant des trous découpés au laser correspondant aux emplacements des 
widgets affichés sur l’écran (Figure 46.a). Ces résultats ont été confirmés par 
(Cockburn et al., 2018a) dans une étude sur les interactions tactiles dans un 
contexte de conduite automobile. Toujours par rapport à la vision, de nombreux 
travaux se sont intéressés à ce principe pour l'amélioration de l'accessibilité 
pour les utilisateurs aveugles ou déficients visuels (Kane et al., 2013), (Göt-
zelmann, 2018).  
  
Figure 46. La surface statique augmentée ; a) Guides pour actions tactiles ; b) DataTiles ; c) Guides phy-
siques pour limiter les effets des tremblements 
Par ailleurs, des augmentations de surfaces par guides physiques ont été propo-
sées comme solution pour stabiliser mécaniquement le doigt ou le stylet dans 
une situation de turbulences ou de vibrations. (Cockburn et al., 2017) ont dé-
montré que l’utilisation d’un calque physique était bénéfique pour les interac-
tions tactiles, uniquement sur des cibles de petites tailles, en situation de 
turbulences aéronautiques. (Wobbrock et al., 2003) ont quant à eux démontré la 
pertinence de cette approche de stabilisation par un calque physique perforé 
pour faciliter la saisie de texte à l’aide d’un stylet pour les personnes souffrant 
de tremblements (Figure 46.c). (Rekimoto et al., 2001) ont établi que l’utilisation 
de « tuiles » de plexiglass rainurées ajoutées sur un écran permettait de faciliter 
la réalisation de gestes circulaires de réglage difficilement réalisable sans guide 
(Figure 46.b). 
L’amélioration des performances, l’utilisation sans les yeux et la stabilisation 
de l’action tactile seraient autant d’arguments pour que ce principe nous inté-
resse dans le cadre de cette recherche ; cependant le caractère fixe et rigide des 
guides superposés à la surface d’affichage (le guide physique n’est pas modi-
fiable dynamiquement) ne nous permet pas de répondre aux exigences de recon-
figurabilité, de plasticité et d’adaptativité exprimés d’une part par les 
industriels pour optimiser les coûts de développement et la généricité des 
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nouveaux systèmes avioniques (section 2.4) et d’autre part par les pilotes pour 
faciliter les processus cognitifs en fonction des phases de vol. 
3.3.2 La surface reconfigurable 
  
Figure 47. La surface reconfigurable ; a) Boutons gonflables ; b) GelTouch ; c) MorePhone 
Plus adaptées à nos besoins, nous nous sommes intéressés aux études sur les 
systèmes présentant des surfaces reconfigurables dynamiquement. Pour dési-
gner ce type d’interfaces déformables, nous utilisons le terme d’interfaces recon-
figurables défini par (Kim et al., 2018) : « dispositifs pouvant et être déformés 
manuellement (par les actions de l’utilisateur) ou automatiquement ». Ce type 
d'interface est également appelé « malleable » (Koh et al., 2010) (Wikström et 
al., 2013), « deformable » ou « shape-changing » dans la littérature scientifique. 
La transformation de la forme de l’interface peut être réalisée par les manipu-
lations physiques de l’utilisateur et/ou déclenchées par le système et appliquées 
aux dispositifs par un mécanisme d’actuation (moteurs, air-comprimé, maté-
riaux transformables…). Dans le cadre de ce travail, nous nous sommes plus 
particulièrement intéressés aux interfaces offrant une surface d’interaction tac-
tile et pouvant changer de forme pour faciliter la perception et/ou l'action en 
mettant à contribution nos sens haptiques et kinesthésiques ainsi que nos ha-
biletés perceptives et motrices dans l’espace physique. Cette orientation est gui-
dée par les exigences exposées dans le chapitre 2 et permet de répondre aux 
besoins des pilotes de « ré-incarnation » de l’action tactile dans une activité ou 
le corps apparaît comme l’élément central du système perceptif. Que ce soit pour 
faciliter l’action tactile comme (Harrison and Hudson, 2009) (Figure 47.a) et 
(Miruchna et al., 2015) (Figure 47.b) ou améliorer la perception d’un état (Gomes 
et al., 2013) (Figure 47.c), la dynamicité de la surface tactile a été l’objet de 
nombreuses études. Nous faisons état de ces différents travaux en fonction du 
type de surface et du comportement de la transformation dans les sous-sections 
suivantes. 
Dans le domaine des interfaces reconfigurables, nous nous sommes aussi inté-
ressés aux taxonomies comme outils pour analyser les transformations des pro-
totypes conçus et évalués dans le cadre de notre travail de recherche. Nous 
pouvons citer les travaux de (Coelho and Zigelbaum, 2011) sur les déformations 
en fonction des matériaux, de (Rasmussen et al., 2012) sur les types de trans-
formations et de (Roudaut et al., 2013) et (Kim et al., 2018) sur le concept de 
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« shape resolution » et la description des transformations topographiques sui-
vante le modèle NURBS (Non-Uniform Rational Basis Splines). Nous revien-
drons plus en détail sur le contenu de ces taxonomies dans le chapitre 7. Elles 
nous ont servi pour caractériser les transformations topologiques des prototypes 
GazeForm (chapitre 5) et Multi-plié (chapitre 6) et préciser les propriétés de 
l’espace de conception des surfaces tactiles reconfigurables (section 7.3).  
3.3.2.1 Les surfaces articulées 
De nombreuses études autour des surfaces d’affichage transformables par pliure 
ou par articulation se sont concentrées sur les systèmes qui peuvent être recon-
figurés par l'utilisateur, à la manière d’un livre que l’on manipule à deux mains. 
Nous pouvons citer par exemple les recherches de (Gomes and Vertegaal, 2014) 
autour des « tuiles » articulées (Figure 48.a), de (Hinckley et al., 2009) sur les 
techniques d’interaction sur une tablette à double écran, ou encore (Khalilbeigi 
et al., 2012) avec un concept de surface d’affichage pliable. A la différence de ces 
travaux et pour répondre aux exigences de l’activité présentée dans le chapitre 
2, nous ne cherchons pas à explorer la manipulation bi-manuelle de dispositifs 
mobile mais plutôt à concevoir des surfaces reconfigurables par le système di-
rectement intégré dans le tableau de bord. 
 
Figure 48. Études sur les surfaces articulés ; a) Paperfold : les tuiles articulées ; b) Modification de la 
forme d’un bureau ; c) Tilt Display 
Plus proche de nos préoccupations, les interfaces articulables permettent de 
changer la structure physique de l’espace de travail et ainsi de modifier les pro-
cessus de collaboration. (Takashima et al., 2016) ont constaté que le choix par 
les utilisateurs de la disposition de 3 surfaces d’affichage composant un mur 
d’écrans dépendait de la distance des personnes par rapport aux écrans et du 
contenu présenté. (Grønbæk et al., 2017) ont exploré la notion de transitions 
proxémiques en modifiant un espace de travail par l’articulation de deux sur-
faces d’affichages (Figure 48.b). Dans la continuité de ces différentes approches, 
nous nous sommes intéressés, dans le projet Multi-plié (présenté à la section 6) 
à l'impact de l'utilisation d'écrans articulés sur la collaboration et sur la cons-
cience de la situation pour la gestion d’un système critique. 
Enfin, (Alexander et al., 2012) présentent avec Tilt display un nouveau type 
d’afficheur composé de 9 petits écrans articulés, et réalisent une première étude 
quantitative pour comprendre les possibilités d’interaction avec un tel système. 
Cette définition de l’espace d’interaction nous semble intéressante et nous avons 
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voulu enrichir ce premier travail en étudiant l'utilisation d'écrans plus grands 
qui pourraient servir de surface de guidage et de reposoir pour la main au cours 
de l'action tactile. 
3.3.2.2 Les surfaces souples 
L'utilisation d'écrans pliables et enroulables pour l'affichage et l'interaction a 
été largement étudiée dans le champ des IHM. En particulier dans le contexte 
des appareils mobiles, Paperphone de (Lahey et al., 2011) étudie les gestes 
d'interaction pour plier un écran flexible, (Nagaraju, 2013) et (Khalilbeigi et al., 
2011) définissent un espace de conception d'interaction pour les écrans dérou-
lants. 
 
Figure 49. Exemples de surfaces souples ; a) Écran enroulable Xpaaand ; 
b) Flexpad, transformation d’une feuille en afficheur portable 
D'autres études ont porté sur les méthodes de suivi des déformations de surfaces 
pour adapter l'affichage. Par exemple, les articles de (Lee et al., 2008) et 
(Gallant et al., 2008) utilisent le suivi de la déformation par des capteurs infra-
rouge pour explorer le concept d'un écran interactif pliable, et (Steimle et al., 
2013) présentent une nouvelle approche pour le suivi en temps réel de la défor-
mation des écrans flexibles pliables à partir des images en profondeur. 
Inspirés par ces travaux, nous souhaitons enrichir les connaissances déjà pro-
duites dans ce champ en étudiant un nouveau type de déformation par plissage 
ainsi qu’une nouvelle méthode de suivi de déformation pour adapter une image 
projetée au modèle physique d’une surface. 
3.3.2.3 Les surfaces élastiques 2.5D 
 
Figure 50. Les surfaces élastiques 2.5D ; a) Obake, écran souple pour manipuler des informations 
topographiques ; b) Étude de l’utilisation de l’élasticité en entrée ; 
c) Une surface en lycra fixée sur une matrice d’actuateurs linéaires 
Le concept d’écran élastique déformable comme une membrane entre le monde 
réel et l'espace numérique a été étudié par (Watanabe et al., 2008) pour faciliter 
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la manipulation d’objets « virtuels » 3D en maintenant une relation cohérente 
entre l’espace physique réel et les données numériques. Cette recherche de co-
hérence a aussi été abordée par (Dand and Hemsley, 2013) avec le projet Obake 
(Figure 50.a), qui a été l’occasion de souligner que l’action directe sur la surface 
(par pincement, étirement ou appui) permettait d’améliorer la manipulation 
d’informations topographiques, en réalisant des gestes physiquement cohérents 
avec une navigation dans des couches de données verticales (données par niveau 
sur l'air, le sol et la nappe phréatique). Parmi les déformations possibles par 
élasticité de la surface, celles agissant sur la profondeur semble la plus perti-
nente pour déplacer des objets 3D dans une scène (Troiano et al., 2014) ou encore 
offrir une dimension supplémentaire pour permettre une interaction plus « na-
turelle » (Peschke et al., 2012). La résistance de la surface lors de l’enfoncement 
et la force qui en résulte sur le doigt permet de contrôler plus finement les ac-
tions sur le système. Enfin (Leithinger et al., 2011), grâce à un étude autour du 
système Relief composé d’une surface en lycra fixée sur une matrices d’actua-
teurs linéaires (Figure 50c), ont démontré que la combinaison de la modalité 
tactile avec une entrée par gestes à distance permettait de désambiguïser cer-
taines actions difficilement réalisables en tactile sur une surface déformée. La 
résolution de déformation de la surface peut rendre compliqué, voire impossible, 
le geste tactile dans des zones qui deviennent physiquement inaccessibles.  
Sculpter la surface par une action physique présente un couplage important 
entre l’action et les effets induits sur le système physique et sur les données 
numériques sous-jacentes. Cependant pour des actions tactiles précises et ro-
bustes en situation dynamique (turbulences, vibrations, accélérations) la sur-
face élastique n’offre pas suffisamment de rigidité pour stabiliser ou guider 
l’action. Nous n’avons donc pas retenu l’utilisation d’une telle surface dans la 
suite du projet. Cependant, la force du couplage Physique/numérique portée par 
la malléabilité du système a été intégrée à notre espace de design et sera étudiée 
comme évolution possible du concept Multi-plié. 
3.3.2.4 Les surfaces présentant des parties physiques émer-
geantes 
 
Figure 51. Études sur les surfaces émergentes ; a) Lumen b) Table tangible Transform ; 
c) Concept Emergeable  
Le principe d’émergence d’éléments physiques pour transformer une surface 
plate en un affichage tangible a été décrit dans le projet Lumen (Poupyrev et 
al., 2004). Ce système se présente comme un affichage basse résolution, 13 par 
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13 pixels, où chaque pixel peut changer de couleur et se déplacer physiquement 
de haut en bas (Figure 51.a). L'affichage qui en résulte peut présenter à la fois 
des images graphiques 2D et des formes physiques en mouvement que l'on peut 
observer, toucher et sentir avec les mains. Lumen permet aux utilisateurs de 
manipuler et de ressentir physiquement des données favorisant l’implication du 
corps dans les processus de communication. Ce principe a été enrichi par le con-
cept Transform (Figure 51.b) de (Ishii et al., 2015), présenté comme une maté-
rialisation de la vision Radical Atoms (Ishii et al., 2012) sur le couplage « total » 
entre l’information numérique et sa manifestation physique. Ce concept a per-
mis d’explorer le potentiel des affordances dynamiques pour créer de nouvelles 
possibilités d’interaction (Follmer et al., 2013) ou la pertinence de la représen-
tation physique du corps et de ses mouvements par la table tangible dans la 
collaboration à distance (Leithinger et al., 2014). Enfin, en visualisation de don-
nées, le principe d’écran tangible a été utilisé par (Taher et al., 2015) pour ex-
plorer les interactions de diagramme à barres physiquement dynamiques et 
démontrer que ce procédé permet des interactions « intuitives, informatives et 
agréables ». 
La force de ce concept réside dans le couplage fort entre l’information 2D et le 
déplacement physique des éléments de la surface. Cependant, les possibilités 
d’action sur le système sont limitées à des poussés/tirés verticaux sur les unités 
physiques de la grille, des interactions gestuelles à distance, et au toucher de la 
surface fragmentée. A partir de ce concept, le projet Emergeables (Figure 51.c) 
de (Robinson et al., 2016) a étudié la possibilité de faire émerger des contrôleurs 
physiques reprenant les comportements de système existants comme des poten-
tiomètres linéaires (comme sur les tables de mixage) ou des boutons circulaires 
rotatifs. L’étude à partir de ces systèmes a montré les avantages des contrôleurs 
tangibles émergeant comparativement à des surfaces tactiles, pour réaliser des 
tâches sans les yeux tout en préservant un haut niveau de précision. Dans la 
continuité de cette étude, nous avons repris ce principe d’émergence de contrô-
leurs tangibles dans le cadre du projet GazeForm, pour étudier les effets, en 
termes de performances et de robustesse, de la transformation de la surface et 
du changement dynamique de la modalité d’interaction (tactile/contrôleur phy-
sique rotatif). De plus, la création de forme à partir du déplacement d’un élé-
ment d’un ensemble nous a permis d’explorer les effets d’une surface discontinue 
sur la performance de l’interaction tactile.  
3.3.2.5 La surface haptique (vibro-tactile) 
Au vu des nombreuses études sur le sujet, le feedback haptique par vibration 
d’une surface tactile semble une direction intéressante pour enrichir les sensa-
tions physiques. En effet, cet ajout d’un nouvelle dimension tactile, par l’utilisa-
tion d’un film piézoélectriques ultra-mince (Bernard et al., 2015) (Casset et al., 
2014), a été étudiée dans le projet de recherche FUI TOUCHIT (Tactile Open 
Usage with Customized Haptic Interface Technology) lancé en 2012. Ce projet a 
favorisé l’essor de la solution industriel Hap2U (Chappaz and Vezzoli, 2018) 
permettant d’intégrer un film haptique aux surfaces tactiles existantes ; un 
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récent accord de partenariat avec Daimler® confirme la pertinence de cette so-
lution pour favoriser l’interaction sans les yeux dans un contexte de conduite 
automobile. Par ailleurs, toujours dans le contexte automobile, (Pitts et al., 
2009) ont démontré que la combinaison de feedbacks visuels, auditifs et hap-
tiques par vibration était subjectivement préférable au seul feedback visuel. 
(Richter et al., 2010) ont quant à eux souligné que le feedback haptique par vi-
bration permet d’une part, de réduire le taux d'erreur d'entrée en améliorant le 
temps global de réalisation des tâches, et d’autre part de diminuer la demande 
d’attention visuelle pour les petites cibles. Enfin, en s’éloignant un peu de la 
surface, (Harrington et al., 2018) ont confirmé l’intérêt des feedbacks par Ultra-
sons (vibrations de l’air) à distance pour réaliser des tâches de réglage de type 
slider. 
Cependant, ce type de rétroaction basée sur une propagation d’ondes vibratoires 
peut d’après l’étude physiologique de (Dutu, 2015)  entrer en conflit avec des 
environnement très exposés aux vibrations et poser des problème de seuil de 
détection. Ce point a été en partie confirmé lors d’une séance de design 
Walkthrough par un pilote qui a reconnu ne pas sentir les vibrations de sa 
montre connectée en vol « [dans un environnement où] ça vibre de partout, les 
petites vibrations tu les sens pas ». Par ailleurs, les gains de l’haptique par vi-
bration de surface sur la demande d’attention visuelle sont à relativiser lors de 
l’utilisation de widget de petit taille (Richter et al., 2010) ou pour des interac-
tions sur des écrans de plus de 9 pouces (Ng et al., 2017; Ng and Brewster, 2017). 
En effet, la taille réduite de l’écran permettrait d’après (Cockburn et al., 2018b)
  de positionner grossièrement sa main à l’aide des bords et d’aller progressive-
ment vers la zone présentant un feedback haptique. 
Comme précisé dans la section 2.2.4 sur l’environnement dynamique de l’acti-
vité de pilotage, le cockpit est exposé à des vibrations provenant à la fois du 
déplacement de l’avion dans les masses d’air, de l’écoulement des flux sur le 
fuselage et du fonctionnement des moteurs. Dans ce contexte riche en phéno-
mènes vibratoires et avec la contrainte de ne pas produire de rétroaction ambi-
guë risquant de tromper les sens des pilotes, nous avons décidé pour l’instant 
de ne pas explorer plus avant l’augmentation de la surface par un système hap-
tique par vibration. Néanmoins, une piste intéressante pour les travaux futurs 
serait de caractériser les différentes vibrations ressenties dans un cockpit et de 
déterminer les conflits possibles avec un système haptique. 
3.4 CONCLUSION 
Au travers de ce travail de définition d’un cadre théorique, nous avons cherché 
à faire émerger des concepts, modèles, cadres conceptuels nous permettant de 
fonder notre approche de réincarnation de l’interaction tactile. Par l’étude du 
concept de surface, nous avons identifié les propriétés pour analyser les proto-
types d’interfaces reconfigurables GazeForm et Multi-plié (chapitre 5 et 6) et 
argumenter les principes de l’espace de conception s2s (section 7.3). Nous rete-
nons, entre autres, que le degré d’intégration multicouches de la triade 
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image/surface/capteurs favorise la perception de la surface comme objet ; que 
le degré de fermeture d’un ensemble de surfaces associées définit un objet ; que 
la modification de l’arrangement topologique des surfaces produit des invariants 
favorisant la perception des affordances ; que la surface n’est pas une simple 
limite mais un espace charnière à traiter dans son épaisseur ; que la surface 
peut être un fond ou une figure ; que la surface est un cadre char-
nière entre visible et invisible, une liaison dynamique entre les espaces re-
présentés et le corps du spectateur. Autant de concepts qui nous permettent de 
re-penser la surface dans son épaisseur, dans sa dimension articulatoire entre 
visible/invisible, physique/numérique, fond/figure, surface/objet. 
L’étude physio-psychologique du toucher révèle l’importance du corps dans son 
ensemble et des mouvements exploratoires dans le processus de perception tac-
tilo-proprio-kinesthésique. Le toucher ne se limite donc pas à la sensation du 
contact de la peau avec la surface. Nous proposons de « ré-incarner » l’interac-
tion tactile en intégrant les compétences motrices des utilisateurs, leurs con-
naissances sensées du monde physique et leurs aptitudes aux relations 
transactionnelles avec leurs environnements dans le processus de conception 
des transformations de la surface tactile. Par l’étude des théories de la percep-
tion incarnée, de l’intelligence distribuée, de l’interaction tangible nous consti-
tuons une boite à outils théorique ; boite à outils utilisée pour analyser les 
prototypes d’étude (GazeForm et Multi-plié) (chapitre 7). 
Enfin, nous positionnons nos orientations de conception et de recherche des 
études GazeForm et Multi-plié dans le domaine des interactions homme-ma-
chine et plus spécifiquement dans le champ des interfaces reconfigurables.  
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4 METHODES ET PERIMETRE DE CONCEPTION 
 
 
La division classique qui séparait la théorie de son application 
ignorait cette nécessité d’incorporer les conditions d’application 
dans l’essence même de la théorie […] C’est alors qu’on s‘aper-
çoit que la science réalise ses objets, sans jamais les trouver 
tout faits. La phénoménotechnique étend la phénoménologie. 
Un concept est devenu scientifique dans la proportion où il est 
devenu technique où il est accompagné d’une technique de réali-
sation.  
(Bachelard, 1938) 
 
 
A partir de notre compréhension de l’activité réelle et du caractère incarné de 
l’activité de pilotage nous avons entrepris un travail de conception de systèmes 
nous permettant d’explorer les questions de recherche structurées autour des 
trois axes (Activité oculaire, Sensation et niveau de Contrôle, Continuité) pré-
sentées à la section 2.5. Nous utilisons le contexte aéronautique et les problèmes 
associés à la tactilisation des interfaces du cockpit comme un terrain d’étude 
propice pour repenser les interactions tactiles sur surfaces. Pour ce faire nous 
avons initié un processus de conception participative, intégrant des pilotes de 
l’aviation commerciale encore en activité opérationnelle. Nous commençons 
cette partie par une présentation de notre processus de conception et des diffé-
rents types d’échanges mis en place avec les utilisateurs. Nous complétons cet 
aspect par une description de l’utilisation des prototypes physiques et de leur 
manipulation dans le processus d’exploration. Nous poursuivons avec une pré-
sentation technique des deux plateformes de prototypage et d’évaluation 
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réalisées dans le cadre du projet pour favoriser une re-contextualisation des pro-
cessus dans un environnement physique « écologique » reprenant la structure 
d’un cockpit. Nous terminons avec la présentation de la première version d’un 
espace de design sur les apports des interactions tangibles et incarnées pour le 
cockpit ; espace de design défini autour des exigences du contexte d’étude et que 
nous avons utilisé comme délimitation d’un périmètre de travail dans notre ap-
proche de conception. 
4.1 METHODE DE CONCEPTION 
La tâche de pilotage est une activité extrêmement complexe (section 2.2) se dé-
roulant dans un environnement dynamique difficilement appréhendable par des 
non-pilotes. Pour faire face à cette complexité nous avons intégré très tôt des 
pilotes de ligne dans le processus de conception et nous avons mis en place des 
méthodes de design participatif (Schuler and Namioka, 1993), (Clement and 
Van den Besselaar, 1993) avec les utilisateurs et l’équipe de conception du projet 
Airtius composée à la fois de Designers et de Chercheurs en IHM. A partir de 
notre théorie initiale sur l’importance du corps et des sensations des pilotes pré-
sentée dans la première version de l’espace de design, de notre travail d’analyse 
de l’activité autour d’observations in-situ et d’interviews contextuelles nous 
avons impliqué les pilotes dans un processus de « conception par l’action ». Une 
méthode itérative et participative centrée sur la co-fabrication et l'usage des 
« artefacts de conception » permet aux participants d'entrer dans un processus 
d'essais/erreurs propice à la manifestation de spécifications des futurs systèmes 
pour questionner notre théorie (Ehn, 1990). Il s’agit de faire des allers retours 
entre la théorie, les artefacts et les observations en utilisant des approches et 
méthodes de designer et de chercheurs en IHM (Mackay and Fayard, 1997) 
Analyse de l’activité  
La méthode de l’analyse de l’activité initiale a déjà été présentée dans la section 
2.1. Nous pouvons juste rappeler ici que cette phase s’est déroulée sur 6 mois 
avec trois séances d’observation sur le simulateur de l’ENAC (Figure 52.b), deux 
séances d’entretien contextuelle sur ce même simulateur (Figure 52.c), une 
séance d’entretien contextuelle dans un avion léger au sol (Figure 52.a) et une 
séance d’observation sur un vol commercial (Annexe 10.1).   
  
Figure 52. Séances d’observations in-situ ; a) Entretien contextuel dans un avion léger au sol ; b) Séance 
d’observation sur le simulateur A320 de l’ENAC 
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Ces observations in-situ de l’activité des pilotes dans leur cadre de travail ou de 
formation complétées par des interviews contextuelles ont éclairé la compréhen-
sion d’une activité complexe et ont permis de sortir d’une approche centrée sur 
le travail prescrit pour s’immerger dans les récits des expériences vécues des 
pilotes. La réalisation d’enregistrements vidéo des séances avec un ou plusieurs 
points de vue synchronisés a permis de partager les données avec l’équipe de 
conception et de réaliser des analyses spécifiques comme par exemple une typo-
logie des gestes des pilotes (Figure 53) qui a été utilisée dans le travail sur le 
statut du corps dans l’activité de pilotage (section 2.3). 
 
Figure 53. Types de gestes observés ; a) Gestes croisés ; b) Geste déictique ; c) Geste de contrôle ; d) Geste 
de collaboration ; e) Geste de préparation à l’action ; f et g) Postures de stabilisation 
D’autre part, pour chaque séance les vidéos ont été transcrites de manière litté-
rale et des citations pertinentes ont été isolées pour être réutilisées par exemple 
en introduction d’une future séance, en élément de contexte dans une séance 
participative, etc.  
  
Figure 54. Citation extraite des observations codée par thèmes (à gauche) ; enveloppes permettant de clas-
ser les citations par thèmes (à droite). 
Une sélection de 260 citations du corpus total a été codée par thèmes (ex. colla-
boration, gestes, contrôle) et sous-thèmes sur papier par soulignement en 
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utilisant un code couleur (Figure 54) puis insérées dans une base de données 
relationnelle (Figure 55). Cet outil d’analyse de données qualitatives, développé 
par nos soins (voir annexe 10.5), nous a permis de partager et de collaborer dans 
une phase importante de compréhension de l’activité. Le codage pouvait se faire 
sur la citation entière ou sur des mots particuliers ; un système de recherche 
par mot clé et de tri par catégorie nous ont permis de regrouper et de mettre en 
relation des données pour faire émerger des dimensions de l’activité récurrentes 
et pertinentes à adresser lors de nos séances de conception (Figure 55). De plus 
le choix de travailler sur des citations extraites des transcriptions facilement 
partageables lors des séances de conception participative a considérablement 
facilité l’inclusion des designers et des pilotes dans le processus d’aller-retour 
entre les besoins de l’activité et la proposition de solution. 
 
Figure 55. Exemple de codage de citations dans l’outil d’analyse de données qualitatives 
Conception  
Cette phase a été initiée dès le début du travail de recherche et s’est poursuivie 
durant plus de 30 mois. Nous avons organisé 6 séances de conception participa-
tive avec les pilotes et plus de 15 séances avec l’équipe du projet Airtius compo-
sée de chercheurs en IHM et de designers. Ce travail a permis de générer 150 
idées, 74 ont été illustrées par des dessins, 44 par des prototypes papier et vidéo. 
L’intégration de notre travail de recherche dans le projet ANR Airtius nous a 
permis de bénéficier de la collaboration de nombreux intervenants dans l’orga-
nisation et la participation aux différentes séances. Le travail présenté dans ce 
document n’est évidemment pas la synthèse de toutes les productions du projet 
global, cependant nous nous devons de présenter l’intégralité du processus qui 
a alimenté notre travail.  
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Figure 56. Exemples de dessins de conception ; concept Multi-plié (à gauche) ; 
boutons émergeants (à droite), réalisation Claire Lavenir. 
Les séances de conception menées avec la participation des pilotes se sont dé-
roulées majoritairement sous forme de mini entretien introductif suivi d’un ate-
lier de prototypage participatif papier des idées issues de la discussion initiale. 
Les séances de conception avec l’équipe Airtius (designers et chercheurs) se dé-
roulaient plus sous forme de brainstorming post-it, de sélection d’idées et de 
prototypage papier et vidéo.  L’illustration des idées par des dessins (Figure 56) 
en cours de séance ou a postériori a favorisé le partage des résultats et facilité 
le questionnement de ces premières itérations dans les séances suivantes (Fi-
gure 57). 
 
Figure 57. Mur d’idées, résultat d’une séance de conception 
Walkthrough 
Afin d’évaluer les résultats de notre travail de conception avec les pilotes nous 
avons organisé, en début de projet, 2 séances autour des prototypes cartons mis 
en scène dans des scénarios de conception et présentés sous forme de vidéos. 
Nous avons ensuite organisé des sessions d’évaluation et d’exploration avec les 
pilotes sur les 2 prototypes présentés dans la suite de ce document. Les séances 
de design walkthrough se déroulaient soit sous forme de discussion autour de la 
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présentation de prototypes vidéo (Figure 58) soit par la manipulation de proto-
types fonctionnels par les pilotes et le recueil de leurs ressentis et remarques. 
Très souvent, des entretiens contextuels ont été menés de façon informelle au 
cours des séances, ce qui a permis de faire parler les pilotes sur une situation 
récente, déclenchée par un aspect exploré pendant la séance. Nous présenterons 
plus en détail l’organisation de ces séances dans les parties méthode des sections 
de présentation des 2 prototypes.  
   
Figure 58. Séances d’évaluation ; a) Prototype vidéo de GazeForm présenté aux pilotes ; b) Enregistrement 
d’un prototype vidéo autour du concept Multi-plié sur le cockpit en carton 
4.1.1 Des pilotes de l’aviation commerciale au centre du proces-
sus de conception 
Nous avons au total collaboré avec 8 pilotes professionnels différents, les trois 
quarts d’entre eux ont participé à au moins 2 séances. 90% des séances ont été 
organisés avec un seul pilote afin d’éviter de potentielles autocensure causées 
par des conflit d’autorité. Les pilotes recrutés sont des commandants de bord ou 
des copilotes (Officier Pilote de Ligne) expérimentés, qualifiés sur Boeing B777, 
B737-800, Airbus A320 ou Beechcraft 1900D, et travaillant sur des compagnies 
aériennes telles que Air France, Transavia, Twin-Jet ou Volotea. L'un des par-
ticipants est qualifié pour piloter l'Airbus A320 mais n'était pas en service au 
moment de l'étude. 
4.1.2 Une exploration par prototypage et manipulation 
Très rapidement dans le projet nous avons eu besoin de fabriquer des objets 
tangibles et de les manipuler ou de les faire manipuler pour affiner à la fois 
notre compréhension du besoin et appréhender les contraintes physiques des 
structures et des matériaux. Dans le cadre des sessions de type brainstorming, 
la fabrication des prototypes se faisaient, durant la séance, avec des matériaux 
de type papier, carton, pâte à modeler (Figure 59). Ces mêmes prototypes étaient 
conservés et pouvaient faire l’objet d’amélioration pour la réalisation d’un pro-
totype vidéo ou la présentation à une séance d’évaluation avec les pilotes 
(Walkthrough). Les séances de conception étaient très souvent centrées sur les 
objets fabriqués ; positionnés au centre de la table ils étaient un support à la 
réflexion et permettaient de rebondir sur l’idée initiale de la première version 
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de l’objet. Comme si, confronter l’objet à notre propre corps nous permettait d’in-
carner la solution et de mieux comprendre le problème à adresser. 
   
Figure 59. Exemples de prototypes réalisés en fin de séances de brainstorming 
Certaines réalisations ont été menées jusqu'à des prototypes fonctionnels utili-
sés dans le cadre d’études qualitatives et quantitatives. Par exemple, pour le 
projet Multi-plié, nous sommes passés du dessin du concept au prototype fonc-
tionnelle par plus de 15 versions de prototypes : des versions initiales papier, 
aux premières versions en cartons pliés et articulés réalisés en fin de séance de 
conception, aux productions plus poussées imprimées en 3D et rendu partielle-
ment interactives avec l’intégration de composants électroniques (Figure 60). 
L’évolution a été continue avec peu de versions complètement abandonnées et 
des principes constructifs conservés entre les versions basse fidélité et haute-
fidélité, comme par exemple la technique de fabrication de la surface souple tac-
tile. 
     
Figure 60. Évolution des maquettes du concept Multi-plié 
4.1.3 Un atelier de fabrication 
Pour répondre à un besoins fort de réalisation de prototypes manipulables nous 
avons installé et équipé un mini-atelier de fabrication dans les locaux du labo-
ratoire de recherche de l’équipe d’Informatique Interactive de l’ENAC. L’équi-
pement initial était composé d’une imprimante 3D Utltimaker 3 (Figure 61.a), 
de station de soudage et de petit matériel électronique (cartes, capteurs, câbles). 
Nous avons ensuite en fonction des premières réalisations et de la progression 
dans le processus de conception, intégré des outils d’usinage et d’assemblage 
ainsi qu’un système pour tester les actuations par air comprimé (Figure 61.b) 
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utilisé dans le cadre du projet Multi-plié. Ce lieu a permis de nourrir le proces-
sus de conception en favorisant la génération successive de mises en œuvre tech-
niques et technologiques à tester, discuter et reconcevoir. Un processus par 
essai-erreur réflexif rendu possible par cette capacité de production internalisée 
accessible aux membres de l’équipe de conception. En plus de l’équipement de 
l’atelier, pour des besoins spécifiques, nous avons utilisé les systèmes de dé-
coupe laser des FabLab de l’Université Paul Sabatier et de l’INSA Toulouse. Cet 
écosystème de fabrication nous a permis d’accueillir et de collaborer efficace-
ment avec une stagiaire en électronique (IUT Paul Sabatier), un stagiaire de 
l’ESTIA (École supérieure des technologies industrielles avancées) et trois sta-
giaires en mécatronique de l’ENSIL (École Nationale Supérieure d'Ingénieurs 
de Limoges) sur des durées de 2 à 6 mois.   
     
Figure 61. Atelier de fabrication ; a) Imprimante 3D Ultimaker ; b) Matériel pour montage électronique 
4.1.4 Des plateformes de conception et d’évaluation 
Le cockpit en carton  
Dès le début de la phase de conception nous avons ressenti le besoin de pouvoir 
« projeter » nos idées dans un environnement physique reprenant la structure 
d’un cockpit. Nous avons donc initié la conception et la construction en carton 
d’une structure reprenant la disposition d’un cockpit classique avec 2 positions 
de pilotage et une surface continue se déployant en face et entre les 2 pilotes. 
Afin de garantir un environnement cohérent par rapport à notre contexte cible 
(cockpit d’avion de ligne) nous sommes partis des dimensions d’un cockpit 
d’A320 que nous avons adapté pour favoriser les interactions tactiles (inclinai-
son et rapprochement de la surface principale). Construit par assemblage de 
plaques de cartons découpées, le cockpit est facilement démontable et a pu ainsi 
être déplacé dans les différents lieux de réunion des séances de conception. La 
surface visible est recouverte d’un revêtement adhésif blanc effaçable permet-
tant d’expérimenter en dessinant directement les éléments d’interface sur le 
dispositif (Figure 62.a). Ce support à la conception a été utilisé dans la majorité 
des séances que ce soit par les pilotes pour expliquer une situation vécue ou 
évaluer une idée ou par les concepteurs pour tester une hypothèse ou filmer la 
manipulation d’un prototype (Figure 62.b).  
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Figure 62. Le cockpit en carton utilisé comme support à la conception  
Le cockpit en bois  
La capacité d’expression du cockpit en carton ne suffisant plus à nos besoins 
nous avons décidé de concevoir et faire fabriquer une plateforme nous permet-
tant de supporter les futures séances de conception et d’évaluation des proto-
types fonctionnels en cours de fabrication. La structure bois, inspirée de la 
version carton, ainsi que le support des écrans et du vidéoprojecteur ont été fa-
briqués à partir de plans techniques réalisés avec le logiciel SketchUp, par les 
ateliers logistiques de l’ENAC (Figure 63.a). Les systèmes de fixation des écrans 
tactiles et du vidéoprojecteur permettent une grande souplesse de configuration 
de l’environnement. De plus, le choix du bois nous a permis de facilement modi-
fier des parties par découpe ou fixation sans passer par l’atelier. Pour la partie 
tactile, nous avons choisi 5 écrans capacitifs multitouch Dell S2240T (22 pouces) 
que nous pouvons disposer librement le long d’un rail de fixation. Nous avions 
aussi prévu de pouvoir fixer sur le rail des plaques de bois recouverte d’un revê-
tement adhésif blanc effaçable pour pouvoir basculer entre différents niveaux 
de définition de prototype. Deux écrans incurvés LG 34UC79G (34 pouces) fixés 
face aux pilotes permettent d’afficher la vue extérieure d’un environnement de 
vol du logiciel de simulation Prepar3D de Lockheed Martin. L’utilisation du bus 
logiciel Ivy (projet libre LGPL, développé au CENA) nous permet de connecter 
facilement nos prototypes au système de simulation et ainsi de pouvoir faire 
évoluer la vue de l’environnement en fonction des actions des pilotes sur les 
prototypes ou sur les manettes de vol. Enfin pour pouvoir afficher des interfaces 
sur des surfaces d’interactions tactiles particulières nous avons monté un vidéo-
projecteur courte focale Optoma DH-401 sur la structure en acier. 
 
Figure 63. Le cockpit en bois ; en cours de fabrication (à gauche) ; en utilisation pour l’évaluation Multi-
plié (au centre) ; modèle 3D pour la fabrication avec (1) écrans courbes de 34 pouces, (2) projecteur, 
(3) zone d'intégration des prototypes (à droite). 
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Cette plateforme a été utilisée principalement lors des séances d’évaluation des 
prototypes GazeForm et Multi-plié (présentée dans les sections 5.4 et 6.5). La 
zone située sur la partie centrale du tableau bord, entre les pilotes, est aména-
gée pour accueillir les prototypes et proposer un environnement ergonomique-
ment propice à l’interaction tactile et tangible.  
4.2 UN PROCESSUS INCREMENTAL AUTOUR D’UN ESPACE 
DE CONCEPTION « PERIMETRE »  
Comme nous l’avons précisé précédemment, le processus de conception a été ini-
tié autour d’un espace de design défini en début de projet dans l’article de (Vinot 
et al., 2016) et implicitement partagé entre les membres de l’équipe de concep-
tion. Pour l’élaboration de ce premier espace de conception nous avons cherché 
à préciser les apports des interactions tangibles et incarnées (TEI) pour traiter 
les problèmes potentiels de sécurité aérienne posés par l’utilisation de surfaces 
tactiles dans les nouveaux cockpits de l’aviation commerciale. Ce premier tra-
vail a donné lieu à la définition d’un ensemble de principes de design, associé à 
des exigences, et regroupés dans des propriétés abstraites qui sont organisées 
selon trois axes (voir Figure 64). Le premier de ces axes, en magenta dans la 
Figure 64, regroupe les propriétés abstraites rattachées aux dimensions de la 
forme de l’interface « Device Shape Properties ». Dans cet ensemble, par 
exemple, la propriété abstraite graspability contient le principe de design not 
too much focus qui répond à l’exigence (RU4) operational Performance. Le deu-
xième axe, en bleu dans la figure, fait état des principes de design permettant 
de favoriser l’action et la perception incarnée « Embodied Perception & Action ». 
Enfin, le troisième axe, en jaune sur la Figure 64, liste les principes de design 
autour de la programmabilité de l’interface physique « Programmability », 
comme par exemple le principe d’adaptabilité de l’interface qui permet de ré-
pondre à l’exigence des industriels de réduction de coûts (RI1). Un premier tra-
vail qui nous a permis, d’une part de mieux comprendre les risques potentiels 
majeurs liés à la tactilisation des interfaces pilotes-systèmes et d’autre part de 
mieux appréhender les exigences de la gestion d’un système critique dans le 
contexte aéronautique. 
Défini avant le travail d’analyse de l’activité fondée sur les observations (voir 
section 4.1.1), cet espace de conception a été utilisé comme un périmètre de pos-
sibles à explorer, délimité par un ensemble d’exigences extrait de la documen-
tation (RTCA EUROCAE Joint Commitees, 2011), (Yeh et al., 2016) et des 
travaux antérieurs du laboratoire d’informatique interactive de l’ENAC (p. ex. 
(Letondal et al., 2014), (Vinot and Athenes, 2012)). Ce périmètre a été renforcé 
par le travail de (Castillo and Couture, 2016) sur la « tangibilisation des cock-
pits ». 
C’est à partir de cette première itération de l’espace de conception, utilisée 
comme périmètre de travail lors des premières séances d’observation et de con-
ception avec les pilotes, que nous avons commencé à structurer une version 
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spécifique pour les surfaces tactiles reconfigurables. Nous présentons, dans le 
chapitre 7, le déploiement d’un nouveau cadre de conception augmenté par notre 
travail d’analyse de l’activité et d’état de l’art ainsi que par les résultats des 
premières confrontations des prototypes avec les pilotes. 
 
Figure 64. Espace de conception d’interaction tangible et incarnée pour le cockpit 
4.3 CONCLUSION 
 
La méthode de conception itérative et participative mise en place dans le cadre 
du projet Airtius a permis d’appréhender progressivement la complexité du con-
texte des activités cockpit des avions de ligne. La phase d’analyse de l’activité à 
partir d’observations in-situ de situations de pilotage et d’entretiens contextuels 
avec des pilotes en activité nous a permis de constituer un corpus de récits d’ex-
périences utilisé à la fois pour la compréhension de notre problématique et pour 
la phase de génération d’idées. La phase de conception s’est articulée entre des 
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séances de brainstorming et de prototypage avec l’équipe de chercheurs en IHM 
et de designers du projet Airtius et les séances de design walkthrough avec les 
pilotes. 
L’exploration par prototypage d’objets manipulables s’est avérée nécessaire 
pour affiner à la fois notre compréhension du besoin et appréhender les con-
traintes physiques des structures et des matériaux. Les 44 prototypes réalisés 
(dans le cadre du projet Airtius), de la version papier/carton fabriquée en fin de 
séance de brainstorming à la version semi-interactive améliorée par itérations, 
ont permis d’affiner nos systèmes constructifs, d’explorer nos questions de re-
cherche à différents niveaux et d’affiner l’approche théorique de réincarnation 
de l’espace d’interaction tactile.  
L’intégration du corps percevant et agissant dans notre processus de conception 
a été renforcée par la conception et la construction de plateformes reproduisant 
de façon « écologique » l’environnement physique d’un cockpit. Ainsi, autant les 
concepteurs que les pilotes pouvaient manipuler les prototypes produits, proje-
ter des idées par le dessin ou encore s’immerger dans un récit d’expérience en 
s’installant dans un environnement pseudo-réaliste simplifié du cockpit. 
Enfin, la définition d’un premier espace de conception d’interaction tangible et 
incarnée pour le cockpit nous a permis de définir un périmètre de travail autour 
d’un ensemble d’exigences (d’utilisabilité, de sécurité, industrielles) ; périmètre 
structurant pour le travail de conception et le déploiement d’un nouveau cadre 
de conception sur les interfaces tactiles reconfigurables (chapitre 7). 
4.4 CONTRIBUTIONS 
– Présentation du périmètre de conception défini par l’espace de conception pour les 
interfaces pilote-système publié à la conférence HCI-Aero 2016 
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5 GAZEFORM : FROM SURFACE TO SURFACE 
POUR « LIBERER » LE REGARD  
 
The fundamental decomposition of the intelligent system is not 
into independent information processing units which must in-
terface with each other via representations. Instead, the intelli-
gent system is decomposed into independent and parallel 
activity producers which all interface directly to the world 
through perception and action 
(Brooks, 1991) 
 
Comme nous l’avons souligné précédemment dans l’étude sur les limites du tac-
tile (section 2.5.1) et l’approche théorique sur le toucher pour l’interaction (sec-
tion 3.1.3.1), l’interaction sur écran tactile sollicite fortement le canal visuel 
pour atteindre la zone d’interaction, interagir et visualiser le résultat de l’action. 
Face à cette contrainte de focalisation de l’attention visuelle nous avons cherché 
à concevoir une surface d’interaction tactile reconfigurable qui « libérerait » le 
regard pour favoriser la réalisation de tâches parallèles dans un environnement 
visuel complexe. Pour ce faire, nous avons conçu un dispositif qui « utilise le 
regard pour le libérer », ou plus précisément qui modifie la forme de la surface 
tactile en fonction de la position du regard pour permettre à l’utilisateur de con-
tinuer son interaction. Si celui-ci regarde la zone d’interaction la surface est 
plate et la modalité d’interaction est tactile (Figure 65), si le regard est sollicité 
par une autre tâche un bouton rotatif physique émerge de la surface pour per-
mettre à l’utilisateur de continuer son interaction sans les yeux (Figure 65). Par 
cette première étude nous cherchons explorer le passage de la surface qui fait 
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écran (en bloquant le regard), à la surface qui implique un processus perceptif 
avec la participation d’un corps sentant et sensible.  
Dans la suite de cette partie dédiée à l’étude GazeForm, nous rappelons succinc-
tement des éléments de l’analyse de l’activité, du contexte et du champ théo-
rique dans lequel nous nous insérons. Nous poursuivrons par une présentation 
du concept, des prototypes et de la méthode de l’expérimentation contrôlée et 
nous terminons par une présentation et une discussion des résultats. 
Les résultats de cette étude sont repris dans le chapitre 7 pour caractériser les 
principes d’un espace de conception pour des interfaces tactiles reconfigurables. 
5.1 LE CONCEPT GAZEFORM 
GazeForm est une surface tactile reconfigurable offrant une modalité d'interac-
tion adaptée en fonction de la direction du regard. Lorsque les yeux de l'utilisa-
teur sont focalisés sur la zone d’interaction, la surface est plane et le système 
agit comme un écran tactile (Figure 65). Lorsque les yeux sont dirigés vers une 
autre zone, des boutons physiques émergent de la surface (Figure 65). 
 
Figure 65. Concept GazeForm ; lorsqu'il existe une coordination œil-main pour la modalité tactile, la sur-
face est plane (en haut); lorsque le regard est sollicité par une autre tâche, la surface offre un contrôle tan-
gible saillant permettant une continuité de manipulation et libérant le regard (en bas). 
5.2 CONTEXTE ET ETATS DE L’ART 
Comme détaillé dans la section 2, l’intégration des écrans tactiles dans les cock-
pits de l’aviation commerciale soulève de nombreuses questions sur l’utilisa-
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bilité et la robustesse de tels systèmes critiques en situations dégradées (turbu-
lences, charge cognitive élevée, forte demande d’attention visuelle, etc.). Le con-
cept d’une interface tactile s’adaptant aux contextes d’utilisation permet 
d’aborder en partie ce problème d’utilisabilité.  
Interfaces adptatives en fonction de l’activité oculaire  
Les interfaces adaptatives en fonction du regard englobent les interfaces qui 
prennent en compte le regard de manière passive, implicite et indirecte (Jacob, 
1993), (Salvucci and Anderson, 2000), (Göbel et al., 2016), (Qvarfordt, 2017). Un 
exemple de ce type d’interface serait Button+, un système qui prend en compte 
soit les informations situationnelles, soit les informations utilisateur en mode 
passif ou actif (Suh et al., 2017). (Oviatt and Cohen, 2000) décrivent cette ap-
proche comme un comportement multimodal naturel qui inclut un mode d'entrée 
passif utilisant une ou plusieurs modalités telles que la présence, la position du 
corps ou le regard, ou encore qui combine des modes d'entrée actifs et passifs. 
Les interfaces adaptatives à la position du regard comprennent également des 
systèmes qui utilisent l'information de l’activité oculaire pour améliorer l'inte-
raction. (Salvucci and Anderson, 2000) propose d'utiliser facultativement le re-
gard de l'utilisateur comme complément et de l'interpréter à l'aide d'un modèle 
tandis que (Serim et al., 2017) conçoivent des interactions, sur et à distance 
d’une surface tactile, augmentées par les informations du regard. (Göbel et al., 
2016) soulignent l'intérêt d’adapter l’interface à l’attention visuelle de l’utilisa-
teur à partir des données sur les mouvements oculaires associés aux processus 
cognitifs (fixation pour la lecture, saccades pour la recherche, etc.). Plus proche 
de notre travail, (Voelker et al., 2015b) améliorent les interactions sur un sys-
tème à double écran (vertical et horizontal) en permettant de sélectionner et 
déplacer par le regard des éléments d’une surface à l’autre. 
Les interfaces tangibles pour réduire la demande d’attention visuelle  
Comme le souligne les deux études de Voelker et al. (Voelker et al., 2015a), 
(Voelker et al., 2015b), l'interaction tactile, par opposition aux contrôleurs phy-
siques, exige l’utilisation du canal visuel pour contrôler l’action et atteindre un 
niveau de précision élevé. (Fitzmaurice et al., 1995), (Tory and Kincaid, 2013) 
et (Harrison and Hudson, 2009) démontrent que les fixations visuelles sont né-
cessaires lors de l'interaction tactile, par opposition aux systèmes physiques ou 
aux systèmes hybrides combinant le tactile et des guides physiques. Dans la 
continuité de ces études par l’utilisation d’un système d’oculométrie nous cher-
chons à explorer quantitativement ces différences de fixations et de mouvements 
oculaires entre une interface tactile et un système hybride (tactile et bouton 
physique).   
Par ailleurs, (Jansen et al., 2012) et (Fitzmaurice and Buxton, 1997) ont montré 
que dans les situations de manipulation indirecte (zone de feedback séparée de 
la zone de contrôle), les objets tangibles sont plus performants que les écrans 
tactiles. Les résultats sont identiques si la zone de feedback est contiguë (Tory 
and Kincaid, 2013), (Harrison and Hudson, 2009). Ces travaux n'étudient pas 
les questions de continuité et de contrôle lors du passage de la manipulation 
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directe à la manipulation indirecte ; c'est une question que nous cherchons à 
aborder ici. 
Interface reconfigurable  
Notre travail s’inscrit dans le champ des interfaces à changement de forme pré-
senté à la section 3.3.2. A la différence des études de (Iwata et al., 2001), 
(Hemmert et al., 2008), (Harrison and Hudson, 2009) sur les interfaces reconfi-
gurables proposant une même modalité d’interaction nous nous inspirons plus 
des travaux de (Ramakers et al., 2014), (Robinson et al., 2016) qui proposent un 
changement de modalité d’entrée en fonction de la forme des systèmes. Ces 
études s’intéressent à la modalité en fonction de l’état de la forme et du dispositif 
et n’explorent pas le passage dynamique d’une modalité à l’autre, ce que nous 
souhaitons aborder avec notre concept. 
5.3 RAPPEL DES QUESTIONS DE RECHERCHE ET DEFINI-
TION DES HYPOTHESES DE L’ETUDE 
Dans cette section, nous reprenons les 3 thèmes de recherche (Activité oculaire, 
Sensation et niveau de Contrôle, Continuité) définis dans l’introduction (cha-
pitre 1) et enrichis par l’analyse de l’activité (section 2.5). Nous spécifions des 
questions particulières par rapport au contexte de l’étude puis nous précisons 
un ensemble d'hypothèses nous permettant d’explorer la pertinence du concept 
GazeForm en comparaison à une interface uniquement tactile. 
Activité oculaire (Q1) : un premier ensemble de questions nous permet d’explorer 
les effets sur l’activité visuelle de l’utilisation d’une interface tactile reconfigu-
rable par le regard. Premièrement, est-ce que l’interface tactile reconfigurable 
GazeForm réduit le nombre de mouvements oculaires entre certaines zones du 
poste de pilotage, à savoir la surface tactile et les écrans de surveillance des 
systèmes ? Deuxièmement, assure-t-elle une répartition efficace de l'attention 
entre les différentes tâches ? Troisièmement, favorise-t-elle la performance en 
termes de taux d'erreurs et de vitesse d’exécution ? Quatrièmement, ce concept 
permet-il de libérer l'attention visuelle de manière flexible en cas de besoin ? 
Enfin, réduit-elle les interruptions dans les circuits visuels de surveillance et 
favorise-t-elle la continuité de la surveillance suivant un rythme régulier, ho-
mogène et contrôlé, garant d'une exécution en toute sécurité ? 
Sensation et niveau de contrôle pour un système critique (Q2) : une autre série 
de questions de recherche porte sur l’utilisation d’une surface tactile reconfigu-
rable en fonction de la position du regard pour la gestion d’un système critique. 
En effet, l’exploration visuelle comprend des actions aussi bien automatiques 
que volontaires, le regard alterne entre des positions fixes (fixations) et des dé-
placements entre les différents objets d’attention (saccades). Par conséquent, 
nous devons évaluer l’acceptation d'un système utilisant le regard dans un con-
texte présentant déjà un environnement visuel complexe. D’autre part, nous 
évaluons le niveau de contrôle réel qui doit être laissé à l'utilisateur. Nous 
  97 
évaluons s'ils se sentent maîtres de l'interface, par une latence appropriée de la 
détection de la direction du regard et du changement de forme qui en résulte et 
si le comportement du système ne leur semble pas incohérent. Nous vérifions 
également si le système améliore les performances (taux d'erreur faible, robus-
tesse à l’interruption, temps d’exécution plus rapide) en comparaison à une in-
terface tactile. 
Continuité (Q3) : enfin, nous devons nous demander si le concept GazeForm offre 
une interaction suffisamment fluide et continue malgré la reconfiguration de la 
surface tactile et le changement de modalité d’interaction. Nous évaluons si le 
passage de la surface plane tactile au bouton saisissable ne nuit pas trop à la 
continuité de manipulation. Nous souhaitons aussi explorer les différentes con-
figurations de vitesse et de latence de transformation permettant de favoriser 
l’adaptation de l’action et garantir l’efficacité du système. 
Afin d'explorer ces différentes questions, nous émettons l'hypothèse qu'une in-
terface tactile reconfigurable en fonction de la position du regard améliorerait 
la collaboration homme-système dans un environnement critique temps réel. 
Pour cette étude, nous nous intéressons à la position du regard de l’opérateur 
mais d'autres aspects contextuels comme la turbulence ou le manque de visibi-
lité pourraient être pris en considération pour déclencher le changement de 
forme de la surface tactile.  
• H1 : GazeForm réduit la charge de travail (pour explorer Q1) 
• H2 : GazeForm réduit la demande d'attention visuelle et améliore la dis-
tribution de l'attention (pour explorer Q1) 
• H3 : GazeForm favorise une plus grande efficacité dans la reprise de 
tâches (pour explorer Q2 et Q3) 
• H4 : GazeForm n'affecte pas la continuité de la manipulation (pour ex-
plorer Q3) 
Nos questions de recherche et les hypothèses connexes ont été examinées au 
moyen d'une expérimentation contrôlée et complétée par des entretiens contex-
tuels avec des pilotes. 
5.4 CONCEPTION 
Les premières idées de transformations de la surface pour faire apparaître ou 
masquer des boutons sont apparues tôt dans le processus de conception. Lors de 
la séance du 26/05/2016 avec les membres du consortium Airtius (10 partici-
pants dont 3 chercheurs en IHM, 2 designers et 1 ingénieur) plus de 5 idées sur 
les 30 retenues font état de la modification de la forme, de la taille des boutons 
et du changement d’état de la surface. Plus proche du concept GazeForm, une 
idée sur le masquage ou la mise en saillance de boutons en fonction de l’état du 
système et des choix de configuration de l’utilisateur a été proposée. Ou encore, 
l’idée de modifier par le système, la texture, la taille, la forme du bouton pour 
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inviter l’opérateur à effectuer des actions particulières. En plus de ces idées sur 
la forme, un participant a proposé d’utiliser la position du regard récupérée par 
un système d’oculométrie, pour afficher les alarmes en fonction de leur degré de 
criticité. Ces premières pistes de solutions ont été répertoriées en fin de séance 
dans un fichier partagé puis illustrées par un ou plusieurs dessins (Figure 67) 
qui ont été utilisés durant les séances de conception suivantes (Figure 57).  
   
Figure 66. Dessin et prototype de l’idée de boutons émergeant ; dessin du principe de mise en saillance de 
boutons en fonction de l’état du système (à gauche) ; prototype carton utilisé pour la première évaluation 
avec un pilote (à droite) 
L’idée de modifier le niveau de saillance d’un bouton par rapport à une surface 
a été améliorée et réalisée sous forme de prototype carton durant la séance du 
28/09/2016 avec les membres du consortium Airtius (8 participants) (Figure 66). 
En s’inspirant du principe de Dark cockpit d’Airbus (toutes les lumières des bou-
tons du cockpit sont éteintes en situation nominale) le degré d’émergence des 
boutons a été pensé pour représenter l’état du système par rapport à la phase 
de vol ; si tout va bien, la surface est plate ; si des actions sont requises alors les 
boutons sont sortis ; c’est en quelque sorte un « Flat Cockpit » (appellation utili-
sée par l’équipe de conception pour résumer le principe aux pilotes).  
           
Figure 67. Prototypes du concept GazeForm ; Dessin du concept (à gauche) ; Prototype vidéo 
présenté à la séance de design Walkthrough (à droite) 
Un prototype vidéo (Figure 67) a été ensuite présenté à un pilote (VD, Transavia 
– B737) lors d’une séance de conception participative (24/11/2016) introduite par 
un entretien autour de vidéos réalisées lors des séances précédentes. Pour le pi-
lote, le concept de « Flat Cockpit » permet d’« effacer » un bouton pour ne pas agir 
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dessus par inadvertance (mode de Pilote Automatique non pertinent par rapport 
à la phase de vol, par exemple) ou encore est une solution pour indiquer les « ac-
tions possibles » sur le système. Ce concept a été jugé pertinent pour un contexte 
aéronautique, cependant une solution de contrôle pour faire émerger manuelle-
ment les boutons pour reprendre la main sur un « mode dégradé » devra être ima-
ginée pour ne pas exclure le pilote du processus de contrôle. Les principes 
d’ « Accessibilité » et de « Couplage » (couplage entre le geste physique et l’état de 
la forme) sont identifiés explicitement dans le concept de « Flat Cockpit ». 
A partir des résultats des différentes séances nous avons décidé d’associer les 
idées de transformation de la surface et de contextualisation des alarmes en 
fonction de la position du regard (séance du 25/06/2016). Ce choix a été guidé 
par les remarques des pilotes lors des séances d’observation sur la forte sollici-
tation de l’attention visuelle pour les tâches de surveillance des systèmes. Nous 
avons donc cherché à utiliser la position du regard pour adapter l’interface et 
favoriser l’interaction sans les yeux. Ce principe a donné lieu à deux séries de 
prototypes vidéo. Dans la première série la position du regard est utilisée comme 
contexte et dans la deuxième comme moyen de sélection. C’est en tout six minis-
prototypes vidéo, réalisés avec un une version simple du système d’émergence 
des boutons, qui ont été présentés à un pilote (OL, Air France – A320 et B737) 
pour évaluer la pertinence du concept et des scénarios de conception. Ce travail 
a permis de confirmer le principe d’utilisation du regard pour reconfigurer la 
surface d’interaction tactile et d’adapter nos scénarios en intégrant une situa-
tion de réglage de cap successif pour éviter une cellule orageuse. Ce scénario 
validé a ensuite été utilisé pour définir les tâches de l’expérimentation présen-
tées dans la section (5.6.2). 
5.5 PRESENTATION DE LA PLATE-FORME GAZEFORM 
La plate-forme GazeForm est composée d'un écran tactile Dell 2240T situé de-
vant l'opérateur (Figure 68.1) et d'une surface tactile reconfigurable (compre-
nant 3 boutons rotatifs émergents) située sur la partie inférieure de la planche 
de bord centrale du poste de pilotage (Figure 68.2).  
 
Figure 68. Plate-forme GazeForm avec écran tactile frontal (1), 
surface transformable inférieure (2) et système d’oculométrie (3). 
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Un système de suivi oculaire (Figure 68.3) récupère en temps réel la position du 
regard de l'opérateur. Les différents éléments sont intégrés dans une plate-
forme de conception et de tests reproduisant de manière très simplifiée un ta-
bleau de bord de cockpit d'avion de ligne. 
Deux dispositifs d’entrée pour la partie centrale inférieure 
Afin d'effectuer une comparaison réaliste entre une surface uniquement tactile 
et une surface tactile transformable à boutons émergeants, nous avons choisi 
d'utiliser deux dispositifs d’entrée différents sur la partie inférieure de la 
planche de bord centrale (Figure 68.2). Pour la surface uniquement tactile nous 
utilisons une simple plaque de PMMA (Polyméthacrylate de méthyle) tactilisée, 
alors que pour la surface tactile reconfigurable, nous avons découpé au laser une 
plaque de PMMA pour permettre l’intégration des 3 boutons émergeants (Figure 
69.3). Ces boutons se déplacent sur un axe vertical avec des servomoteurs reliés 
à une carte Arduino®. En position basse, toute la surface est plane, homogène et 
la fonction tactile est activée, en position haute, la partie émergente devient un 
bouton rotatif et la fonction tactile est désactivée. Les dimensions (35 cm x 
45 cm) et la disposition de la surface sont déterminées pour faciliter l'intégration 
avec la plate-forme d'essai et permettre une interaction tactile avec une fatigue 
posturale minimale (Bachynskyi et al., 2015), (Barbé et al., 2012). 
Pour les deux dispositifs, la zone est tactilisée avec le système infrarouge 
Airbar® positionné sur la partie supérieure de la surface (Figure 69.1). Bien que 
l'Airbar soit un système multi-touch, nous utilisons uniquement des interac-
tions avec un seul point de contact tactile simultané. La projection sur la surface 
est assurée par un vidéoprojecteur Optoma HD20 FullHD fixé sur une structure 
positionnée au-dessus de la surface. 
 
Figure 69. La surface inférieure : (1) Système Airbar®, (2) Zone d’affichage 
et d’interaction, (3) Boutons rotatifs rentrés, (4) Tags pour le système d’oculométrie 
Les boutons rotatifs émergeants 
Sur la surface tactile reconfigurable, les trois cylindres de 55 mm de diamètre 
ont été découpés au laser. Le nombre et la disposition des boutons ont été définis 
pour atténuer l'effet de la mémoire spatiale sur les différentes tâches. Le dépla-
cement linéaire est assuré par des servomoteurs Turnigy™ GTY-R5180MG 
1
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couplés à un mécanisme bielle-manivelle garantissant des déplacements sur un 
seul axe avec un contrôle précis de la vitesse et de l'accélération. Tous les élé-
ments de structure et de fixation du mécanisme de déplacement ont été impri-
més en 3D (PLA) et fixés à la surface acrylique par collage (Figure 70). Le 
mécanisme de transmission est conçu pour minimiser les frottements et assurer 
une émergence linéaire du bouton rotatif. Le diamètre du cylindre (55mm), la 
vitesse d'émergence des boutons (20mm/s) et la hauteur de l'émergence (25mm) 
ont été définis après plusieurs tests utilisateurs pour assurer une manipulation 
optimale. 
Le bouton rotatif (Figure 70.5) est composé d’une base imprimée en 3D permet-
tant l'intégration d'un potentiomètre Keyes KY-040. Une partie supérieure, éga-
lement imprimée en 3D, est fixée sur le potentiomètre et permet la manipulation 
en rotation lorsque le bouton est relevé. Nous avons choisi le potentiomètre KY-
040 pour son mouvement sans butée au-delà de 360°. Ce modèle possède 30 en-
coches physiques de 12° chacune ; le sens de rotation, le nombre de pas et la 
pression sur le bouton sont convertis en signaux analogiques. 
Les trois servomoteurs sont commandés par une carte Arduino® Uno tandis que 
les données des potentiomètres sont récupérées sur une deuxième carte du 
même type. Ces 2 cartes sont reliées en USB à une unité centrale (PC) exécutant 
l’application pilotant d'expérimentation. 
 
Figure 70. Système d’actuation des boutons rotatifs : (1) manivelle, (2) servomoteur, (3) bielle, (4) guide de 
déplacement linéaire, (5) bouton rotatif sorti, (6) surface, (7) bouton rotatif rentré 
Le système d’oculométrie 
Le système de suivi oculaire porté par les opérateurs a deux rôles : déclencher 
l’émergence des boutons en fonction de la position du regard et recueillir les 
données de déplacement oculaire pour l'analyse à posteriori. Nous avons choisi 
le dispositif Pupil-labs® qui permet d'identifier en temps réel (7,5ms de latence) 
la surface regardée par une reconnaissance optique de marqueurs 2D (ArUCO). 
Le logiciel open source Pupil Capture est utilisé pour calibrer les lunettes, en-
registrer dans un fichier de logs et publier sur un port UDP les données d’ocu-
lométrie. Ces données sont ensuite publiées en temps réel sur le bus logiciel Ivy 
pour être partagées facilement par les différents composants logiciels de la 
3
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plate-forme. Après l'étalonnage, la précision du regard était d'environ 1,2 degré 
et la détection de la surface observée était fiable à 98 %. Afin d'éviter les effets 
de clignotement et d'oscillation du système, nous avons fait le choix de valider 
la sortie du regard d'une zone uniquement si celui-ci est détecté dans la zone 
contiguë. 
Architecture logicielle 
L'application principale de la plate-forme de test remplit plusieurs rôles : la ges-
tion des utilisateurs, la récupération des données à partir de diverses entrées 
(valeurs du potentiomètre de la carte Arduino, coordonnées de suivi des yeux, 
durée des mouvements visuels entre les zones) et la gestion de l'interface utili-
sateur graphique et tangible (écran et affichage vidéo projecteur, émergence des 
boutons). Cette application développée en Java est basée sur le framework djnn 
(Magnaudet et al., 2018), un framework de développement de logiciels libres 
pour des interfaces utilisateurs hautement interactives et visuelles, basées sur 
une programmation réactive. 
5.6 PRESENTATION DE L’EXPERIMENTATION CONTROLEE 
Nous avons mené une expérience contrôlée pour comparer le concept d’une sur-
face à changement de forme basé sur le regard à une surface tactile plane et 
statique. De la même façon que pour le processus de conception de la plate-
forme, nous avons utilisé les questions de recherche (Q1, Q2, Q3) et les hypo-
thèses (H1, H2, H3 et H4) pour définir notre protocole expérimental. Ce proto-
cole a été construit autour d’un scénario de conception impliquant l'utilisation 
de la nouvelle interface GazeForm dans un contexte de cockpit de l’aviation com-
merciale. 
Scénario de conception 
Dans son nouveau cockpit tactile, pour éviter une cellule orageuse, le PF (Pilot 
Flying) commence le réglage de changement de cap sur l'écran central inférieur 
en mode tactile. Comme le pilote réglementairement porter son regard vers le 
PFD (Primary Flight Display), situé devant lui, pour vérifier que le nouveau pa-
ramètre est pris en compte par le système, l'écran central inférieur tactile se 
transforme en un bouton rotatif physique, permettant au PF de continuer [H4 - 
continuité de la manipulation] les réglages sans regarder la zone de contrôle [H2 
- attention visuelle requise]. Pour vérifier la configuration de la poussée des mo-
teurs, le pilote relâche le bouton rotatif pendant quelques secondes, place sa main 
sur la manette des gaz et revient ensuite au réglage de cap. Le bouton rotatif 
"tombe dans la main" et le PF peut rester concentré sur la surveillance du PFD 
[H3 - reprise de la tâche]. Un trafic dense et des conditions météorologiques dé-
gradées obligent l'équipage à se concentrer particulièrement sur la trajectoire de 
vol tout en surveillant les systèmes et en regardant à l'extérieur de l'avion. Le PF 
doit faire les derniers réglages de cap : il stabilise sa main sur le bouton, sent les 
encoches de la rotation et effectue un réglage précis tout en surveillant sa trajec-
toire de vol et en confirmant l’action avec le PM [H1 - charge de travail]. La 
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cellule orageuse est maintenant évitée, le PF a relâché le bouton, celui-ci se ré-
tracte et la surface tactile peut maintenant être utilisée par le pilote pour intera-
gir pleinement sur l'écran central inférieur avec les données du plan de vol. 
Inspirés par le scénario, nous avons conçu trois tâches « représentatives » : une 
tâche de réglage, une tâche de surveillance et une tâche de confirmation par 
action tactile. Ces différentes tâches sont à réaliser à l’aide des deux différents 
dispositifs d’entrées : surface uniquement tactile (Tactile) ou surface tactile avec 
boutons émergeants en fonction de la position du regard (GazeForm).  
5.6.1 Méthode 
Nous avons utilisé trois variables indépendantes : 
• 2 dispositifs d’entrée : surface uniquement tactile (Tactile) ou surface tac-
tile avec boutons émergeants en fonction de la position du regard (Gaze-
Form),  
• 3 difficultés de réglage : facile (taille de la cible : 40°, distance à la cible 
60°), moyenne (taille de la cible : 20°, distance à la cible 100°), difficile 
(taille de la cible : 10°, distance à la cible 150°),  
• 2 difficultés de sous-tâche de surveillance : facile (3 stimuli), difficile (6 
stimuli) 
La variation des variables indépendantes a été organisée en 12 blocs expérimen-
taux. Les tests étaient composés d'une tâche principale (une série de réglages) 
et de deux tâches secondaires (surveillance et slider). Ainsi, chaque participant 
devait effectuer 12 blocs (6 en entrée Tactile et 6 avec le dispositif GazeForm) 
composés chacun de 19 tâches de réglage, 1 sous-tâche de validation et 3 ou 6 
sous-tâches de surveillance. Concernant la condition du dispositif d'entrée, et 
pour éviter un biais expérimental, nous avons utilisé la méthode du contre-ba-
lancement : la moitié des participants ont commencé avec l'entrée GazeForm et 
l'autre moitié avec l'entrée Tactile.  
 
Figure 71. Composition des blocs de tests 
5.6.2 Les tâches  
La tâche principale de réglage (déplacement d’une aiguille dans une zone 
cible) s’inspire d'études antérieures telles que Knobology (Voelker et al., 2015b) 
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ou Turbulent Touch (Cockburn et al., 2017). La tâche de réglage consiste à sé-
lectionner une aiguille (Figure 72.3a) par un « tap » effectué sur l'écran central 
inférieur (Figure 72.1) et à la déplacer cette aiguille vers une zone cible verte. 
La tâche est validée lorsque l'aiguille est maintenue plus de 500ms dans la zone 
cible. La tâche suivante est alors déclenchée avec l’affichage d’une nouvelle zone 
cible à atteindre. Des pré-tests du protocole ont montré que la sélection de l'ai-
guille est plus difficile en mode tactile qu'avec un bouton physique, nous avons 
donc augmenté la zone de sélection (en rose dans la Figure 72.3a), pour compen-
ser ce problème (Semantic pointing (Blanch et al., 2004)). Avec la modalité d’en-
trée GazeForm, le déplacement de l’aiguille est possible soit en tactile (comme 
pour la modalité uniquement tactile) ou soit à l’aide du bouton rotatif quand il 
est en position émergée. Dans ce cas, la précision de réglage est de 12° et cor-
respondant au pas physique du potentiomètre. La dimension minimum de la 
cible a donc été définie en fonction de cette contrainte physique. 
 
Figure 72. Détails des tâches et sous-tâches : (1) Position du participant et disposition des zones d'interac-
tion. (2) Étapes de la tâche de pointage (3) Étapes de la tâche de réglage (4) Étapes de la tâche de slider. 
La sous-tâche du geste tactile continu (slider) sur l'écran central inférieur 
oblige le participant, quand il est en modalité GazeForm avec les boutons émer-
gés, à re-passer en mode surface tactile avec les boutons abaissés. Cette sous-
tâche est une simplification d'une tâche tactile réaliste plus complexe, comme 
la modification d'un plan de vol sur une carte par le déplacement d’un élément 
d’interface par glissé sur une zone d’interaction qui occuperait toute la surface. 
La raison d'être de cette tâche est d'évaluer la capacité de l'interface à revenir 
à une surface homogène et lisse permettant une interaction tactile avec un geste 
continu. Cette tâche se déroule de la façon suivante : 1. sélectionner le cercle 
jaune par un tap (Figure 72.4a), 2. déplacer le cercle jaune par une geste de 
glissé sur la surface (Figure 72.4b) et 3. valider la tâche en positionnant le cercle 
jaune dans le cercle vert (Figure 72.4c).  
La sous-tâche de surveillance sur l'écran situé face au participant reproduit 
une situation de tâches simultanées très fréquente dans l’activité de pilotage. 
En obligeant le participant à effectuer des mouvements oculaires pour surveiller 
plusieurs écrans nous souhaitions reproduire la contrainte de la surveillance 
des paramètres de vol sur le Primary Flight Display (PFD) que le pilote doit 
réglementairement effectuer tout au long d'un vol. La sous-tâche de surveillance 
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consiste à valider une cible par un « tap » sur une croix affichée sur l'écran de 
devant (Figure 72.2a), et à lire à haute voix le texte (paramètre de vol) qui est 
ensuite affiché à la place de cette cible (Figure 72.2c). Si le participant ne tape 
pas sur la cible dans les 5 secondes, la croix disparaît et la sous-tâche est enre-
gistrée comme ayant échouée. Le but de cette sous-tâche, qui interrompt la tâche 
principale de réglage, est d’explorer les hypothèses sur la reprise des tâches (H3) 
et la distribution de l'attention visuelle sur plusieurs écrans (H2). 
5.6.3 La procédure 
Nous avons recruté 24 participants adultes de notre université aéronautique (14 
membres du personnel et 8 étudiants). Trois participants étaient gauchers mais 
utilisaient la souris avec la main droite. 12 appartenaient au groupe d'âge 18-
29 ans, 6 au groupe 30-39 ans, 2 au groupe 40-49 ans, 3 au groupe 50-59 ans et 
1 au groupe 60-69 ans. Douze ont indiqué une vision normale et 12 une myopie 
mineure, un astigmatisme ou une presbytie légère, mais tous ont été capables 
d'effectuer l'expérience sans lunettes. Dix-neuf participants se sont déclarés ex-
perts dans l'utilisation des écrans tactiles, un s'est déclaré débutant et quatre 
ont déclaré une expertise moyenne. 
Les participants ont été accueillis par une présentation rapide de l'expérimen-
tation, de la plate-forme et du but de l'étude. Une séance de formation au dispo-
sitif permettait à l’expérimentateur d'expliquer la technique pendant que les 
participants s'exerçaient sur la plateforme avec la modalité uniquement tactile 
et avec la modalité GazeForm jusqu'à ce qu'ils se sentent à l'aise. La passation 
de l’expérimentation débutait après cette phase initiale : 2 blocs de réglages 
principaux à réaliser en fonction de la modalité d’entrée (tactile ou GazeForm), 
la moitié des participants commençant par la modalité tactile, l’autre moitié 
commençant par la modalité GazeForm. Les blocs de tests étaient censés s’en-
chaîner sans interruption, toutefois, un peu de repos était permis pour les par-
ticipants qui en faisaient la demande. Après chaque modalité d’entrée (tactile 
ou GazeForm), les participants devaient remplir les questionnaires NASA-TLX 
(mesure subjective de la charge mentale et performance) et SUS (questionnaire 
standardisé d’évaluation de l’utilisabilité) (annexe 10.6). En fin d’expérimenta-
tion, ils répondaient à un dernier questionnaire visant à évaluer le concept 
GazeForm de modification de la forme de l’interface et de la modalité d’interac-
tion en fonction de la position du regard. Ils ont été invités à échanger librement 
à ce sujet et à remplir une zone de texte avec des commentaires concernant l'uti-
lisation du système et les éventuelles lacunes ou améliorations. 
5.6.4 Les données enregistrées pendant l’expérimentation 
Les données objectives de performance. 
Pour la tâche principale de réglage : temps de positionnement de l'aiguille dans 
la cible, dépassement de cible.   
Pour la sous-tâche de surveillance : temps entre l'affichage de la croix et le tap 
de validation, nombre de croix sans tap de validation, nombre d'erreurs de 
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lecture à haute voix du texte, temps pour reprendre la tâche principale de réglage 
après le tap de validation sur la croix.   
Pour la sous-tâche slider : temps pour réaliser le slider.  
Les données oculométriques.  
Le pourcentage de temps passé à regarder les différentes surfaces (écran de de-
vant et surface d’interaction centrale basse) et le nombre de transitions entre les 
deux surfaces. 
Les données subjectives 
Questionnaires SUS et NASA-TLX (Hart and Staveland, 1988) pour chaque mo-
dalité d’entrée. 
Commentaires libres écrits. Les participants ont été invités à remplir un champ 
de commentaires d'une page décrivant leur expérience de l'interaction ou à sug-
gérer des améliorations.  
Les séances d'expérimentation ont été filmées, nous avons ainsi pu transcrire 
les commentaires oraux des participants pour les analyser. 
5.6.5 Entretiens avec les pilotes 
En plus de l'expérience contrôlée, nous avons mené une série d'entretiens avec 
5 pilotes (dont 4 pilotes de ligne expérimentés), au cours de quatre sessions de 
2 à 3 heures, qui ont été filmées et partiellement transcrites. Nous avons de-
mandé aux pilotes d'effectuer une version réduite du protocole (3 essais au lieu 
de 6 pour chaque condition d’entrée). Nous leur avons également permis d'ex-
plorer certaines variantes du système qui n'avaient pas été présentées aux par-
ticipants de la première expérience, et ils ont été invités à les commenter au 
cours de la manipulation. Ces variantes étaient accessibles par une interface de 
configuration permettant de régler : le délai avant émergence / rétraction ; la 
vitesse d'émergence / rétraction ; et les modes, entièrement manuel, mixte, ou 
entièrement automatique (Figure 73). 
 
Figure 73. Interface de configuration permettant de régler : le délai avant émergence / rétraction ; la vi-
tesse d'émergence / rétraction ; et les modes, entièrement manuel, mixte, ou entièrement automatique. 
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5.6.6 Analyse statistique 
Toutes les analyses statistiques ont été effectuées à l'aide de Statistica 10 
(StatSoft©) et la signification a été définie à α = 0,05. Pour le NASA-TLX, nous 
avons utilisé la méthode d'analyse Raw Task Load Index (RTLX)](Hart, 2006). 
L'analyse des cotes subjectives des 6 sous-échelles NASA-RTLX a été effectuée 
à l'aide de six analyses différentes de variance des mesures répétées à sens 
unique. Les variations du score SUS ont également été étudiées à l'aide d'une 
mesure répétée à sens unique ANOVA. Enfin, les données sur la performance 
comportementale et le suivi oculaire ont été examinées à l'aide d'ANOVA à trois 
voies (2 entrées × 3 difficultés d'exécution × 2 difficultés de suivi) à mesures 
répétées pour déterminer les effets de l'entrée (GazeForm ou Tactile), de la dif-
ficulté de réglage et de la difficulté de la tâche de surveillance sur les variables 
dépendantes. 
5.7 RESULTATS 
5.7.1 Les données subjectives 
NASA-RTLX 
L'analyse des évaluations subjectives de chaque dimension de la charge de tra-
vail a révélé que l'entrée GazeForm a généré une charge de travail perçue net-
tement inférieure à celle de la modalité Tactile. Les six analyses de variance à 
une voie répétées étaient significatives pour les six sous-échelles NASA-RTLX : 
L'entrée GazeForm a généré des exigences mentales / physiques / temporelles 
perçues plus faibles (F(1, 23) = 23.50, p < 0.001, η²p = .51 ; F(1, 23) = 12.64, p = 
0.001, η²p = .35 ; F(1, 23) = 21.46, p < 0.001, η²p = .48, respectivement), une 
performance perçue plus élevée (F(1, 23) = 10,44, p = 0,003, η²p = 0,31) et un 
effort et une frustration perçus plus faibles (F(1, 23) = 29,37, p < 0,001, η²p = .56 ; 
(F(1, 23) = 28,87, p < 0,001, η²p = .56) respectivement) voir Figure 74. 
 
Figure 74 - Moyenne des six scores des sous-échelles NASA-RTLX pour l’entrée GazeForm et l’entrée Tac-
tile. Les barres d'erreur représentent l'erreur-type de la moyenne. 
20
15
10
5
0
Physical
Demand
Mental
Demand
Temporal
Demand Performance Effort Fustration
GazeForm Input
Touch Input
NA
SA
-R
TL
X 
Su
bs
ca
le 
 S
co
re
s
 108 
Utilisabilité : System Usability Scale  
Les notes SUS étaient également en faveur de l'entrée GazeForm, comme le dé-
montre la mesure répétée à sens unique ANOVA (F(1, 23) = 29,37, p < 0,001, 
η²p = .56). La figure 7 montre les scores SUS moyens pour les deux modalités, 
plus les valeurs sont élevées, plus l'utilisabilité perçue est élevée. 
 
Figure 75. Score SUS moyen pour l'entrée GazeForm et l'entrée Tactile. 
Les barres d'erreur représentent l'erreur-type de la moyenne. 
5.7.2 Les données objectives de performance 
Temps d'exécution  
Il est important de noter que la modalité d’entrée (GazeForm ou Tactile) a eu un 
effet principal sur le temps de réalisation de la tâche de réglage, avec un temps 
d'exécution plus court avec l'entrée GazeForm comparé à l’entrée Tactile Input 
(F(1, 23) = 60.37, p < 0.001, η²p = .72). Nous avons également constaté un effet 
de la difficulté de la tâche de réglage (F(1, 23) = 65.60, p < 0.001, η²p = .74), avec 
une augmentation continue du temps d'exécution en fonction des trois niveaux 
de difficultés (p < 0.001 dans toutes les comparaisons), et un effet principal de 
la difficulté de surveillance, également avec une augmentation du temps d'exé-
cution lorsque la sous-tâche de surveillance est plus complexe (F(1, 23) = 18.50, 
p < 0.001, η²p = .45). Il est intéressant de noter qu'il y avait également une 
interaction modalité d’entrée × difficulté de la tâche de surveillance significative 
(F(1, 23) = 15,09, p < 0,001, η²p = 0,40), montrant que l'entrée GazeForm était 
moins affectée par la difficulté de la tâche de surveillance (Figure 76). 
 
Figure 76. Temps d'exécution moyens de la tâche de réglage en entrée GazeForm et Tactile sur les 3 ni-
veaux de difficulté de réglage et les 2 niveaux de difficultés de surveillance. Les barres d'erreur représen-
tent l'erreur-type de la moyenne. 
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Comme analyse complémentaire, nous avons examiné si l'âge et l'expérience 
dans l’utilisation des écrans tactiles modulent le temps d'exécution avec les deux 
modalités d’entrée. Les corrélations Bravais-Pearson ont révélé une corrélation 
positive significative entre l'âge et le temps d'exécution moyen (indépendam-
ment des niveaux de difficulté des tâches de réglage et de surveillance) pour les 
2 modalités d’entrée (GazeForm et Tactile) (r = 0,50, p = 0,012 ; r = 0,58, p = 
0,002, respectivement). De plus, le niveau d’expérience dans l’utilisation d’écran 
tactile était corrélé négativement avec le temps d'exécution pour la modalité 
d’entrée Tactile (r = -0,42, p = 0,038) mais pas avec la modalité GazeForm (p > 
0,05). 
En ce qui concerne le temps d'exécution spécifique à la tâche de Slider, nous 
avons constaté que GazeForm était moins performant que la modalité Tactile 
(F(1, 23) = 19.31, p < 0.001, η²p = .46) avec une augmentation de +24.41% du 
temps d'exécution. 
Temps de réaction à la tâche de surveillance  
Encore une fois, nous avons trouvé un effet significatif de la modalité sur le 
temps de réaction à la sous-tâche de surveillance, avec un temps de réaction 
plus court (environ 8 %) avec l’entrée GazeForm qu’avec l’entrée Tactile (F(1, 
23) = 22,48, p < 0,001, η²p = .49). Nous avons également constaté un effet signi-
ficatif de la difficulté de la tâche de réglage (F(1, 23) = 8.10, p < 0.001, η²p = .26), 
avec un temps de réaction plus long en difficulté 3 par rapport à la difficulté 1 
(p < 0.001 et p = 0.022 respectivement). Ainsi qu’un effet significatif de la diffi-
culté de la sous-tâche de surveillance, avec une augmentation des temps de ré-
action lorsque la sous-tâche de surveillance est plus complexe (F(1, 23) = 18.50, 
p < 0.001, η²p = .45) (Figure 77). 
 
Figure 77. Temps de réaction moyens pour l'entrée GazeForm et Tactile à travers les 3 niveaux de diffi-
culté de la tâche de réglage et les 2 niveaux de difficultés de la sous-tâche de surveillance. Les barres d'er-
reur représentent l'erreur-type de la moyenne 
Temps de latence pour la reprise de tâche 
L’entrée GazeForm a permis une reprise de tâche plus rapide (c'est-à-dire le 
temps nécessaire pour passer de la tâche de surveillance à la tâche de réglage) 
que l'entrée tactile (F(1, 23) = 7,13, p = 0,013, η²p = .24) (Figure 78). 
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Figure 78. Délais de reprise de tâches pour les entrées GazeForm et Tactile. 
Les barres d'erreur représentent l'erreur-type de la moyene. 
5.7.3 Les données oculométriques 
Temps passé à regarder l'écran principal et l'écran inférieur  
L'entrée GazeForm a permis au participant de libérer son regard de l'écran cen-
tral inférieur et donc de fixer davantage l'écran situé devant lui pour réaliser la 
sous-tâche de surveillance (F(1, 23) = 26.12, p < 0.001, η²p = .53). Alors qu'ils ne 
passaient que 66,66 % (SE = 2,88) du temps sur l'écran avant avec l'entrée tac-
tile, ce pourcentage est passé à 81,33 % (SE = 1,76) avec l'entrée GazeForm (Fi-
gure 79). 
 
Figure 79. Pourcentages moyens du temps passé à regarder l'écran principal avant pour les entrées Gaze-
Form et Tactile sur les 3 niveaux de difficulté de la tâche de réglage et les 2 niveaux de difficultés de la 
sous-tâche de surveillance. Les barres d'erreur représentent l'erreur-type de la moyenne. 
Nombre de transitions entre l’écran de devant et l’écran centrale inférieure  
Nous avons ensuite examiné le nombre de transitions entre les deux écrans. 
Nous avons trouvé un impact significatif de la modalité avec moins de transi-
tions de regard entre les deux écrans en utilisant l'entrée GazeForm (F(1, 23) = 
112.74, p < 0.001, η²p = .83). Il y avait aussi un effet principal de la difficulté de 
la sous-tâche de surveillance (F(1, 23) = 66.42, p < 0.001, η²p = .74), avec un 
nombre accru de transitions dans la condition de surveillance la plus difficile, et 
enfin, une interaction modalité × difficulté de la sous-tâche de surveillance (F(1, 
23) = 55.38, p < 0.001, η²p = .70). Cette interaction a montré que le nombre de 
transitions entre les deux écrans n'était pas affecté dans la condition GazeForm 
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alors que le nombre de transitions augmentait à mesure que la difficulté de la 
sous-tâche de surveillance augmentait dans la condition Tactile (Figure 80). 
 
Figure 80. Nombre moyen de transitions entre l'écran avant principal et l'écran inférieur pour les entrées 
GazeForm et Tactile sur les 3 niveaux de difficulté de la tâche de réglage et les 2 niveaux de difficulté de la 
sous-tâche de surveillance. Les barres d'erreur représentent l'erreur-type de la moyenne. 
5.7.4 Observations complémentaires  
Dans cette section, nous présentons les données subjectives recueillies en fin de 
l’expérimentation contrôlée et lors des entretiens avec les pilotes. Ces données, 
utilisées pour discuter nos questions de recherche, comprennent des commen-
taires libres écrits par les participants à l'expérimentation, l'analyse des trans-
criptions d’une partie des sessions filmées de l’expérimentation et des entretiens 
exploratoires avec les pilotes. 
Commentaires écrits des participants de l’expérimentation  
Les participants à l’expérimentation ont été invités à fournir des commentaires 
libres par écrit en fin de session. Sept d'entre eux ont indiqué qu'ils trouvaient 
le concept intéressant et que le système était bien conçu, opérationnel et 
agréable. Plusieurs participants ont fourni des idées de conception concernant 
le bouton : rétroaction audio, taille, forme, résistance, encoches, accélération et 
synchronisation. En ce qui concerne la conception tactile, certains participants 
ont proposé des solutions pour atteindre l'aiguille plus facilement. Les partici-
pants ont également suggéré d'améliorer le concept lui-même, c'est-à-dire com-
ment ou quand prendre ou ne pas prendre en compte le regard. En particulier, 
les commentaires sur la rétroaction audio, la forme et la synchronisation se rap-
portent à la conception de la transition entre les modalités Tactile et GazeForm. 
Nous avons en outre recueilli des commentaires soulignant les limites du proto-
type actuel, comme par exemple l’absence de feedback sur l’écran frontal de la 
position du doigt sur l’aiguille lors de la réalisation de la tâche de réglage 
Analyse des transcriptions vidéo  
Un autre ensemble de données a été fourni par la transcription de la moitié des 
vidéos des sessions de l’expérimentation. Cette analyse à posteriori, nous a 
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permis de constater que le regard vers la surface tactile lors de la tâche de ré-
glage en mode Tactile uniquement, se produisait généralement lorsque le parti-
cipant avait perdu l’aiguille et devait repositionner son doigt sur l’interacteur. 
Nous avons également observé, à l'aide de données enregistrées par le suivi ocu-
laire, que le seul participant ayant un meilleur rendement en entrée tactile re-
gardait constamment l'aiguille et utilisait sa vision périphérique pour détecter 
les événements de la sous-tâche de surveillance. Un autre commentaire oral im-
portant des participants a été que le système nécessitait une brève formation, 
mais qu'une fois compris et pratiqué pendant la phase de formation, le système 
pouvait être utilisé facilement. L'un des participants ne se souvenait même pas 
qu’il avait dû faire un effort pour comprendre le principe de l’interface adapta-
tive en fonction de la position du regard. 
Entretiens exploratoires avec des pilotes  
Des séances exploratoires menées avec des pilotes ont permis de mieux com-
prendre les aspects liés à la gestion d’un système critique et aux préoccupations 
opérationnelles. Afin de discuter de la question de recherche Q2 (Contrôle), nous 
avons modifié le système pour permettre aux pilotes de choisir le mode de con-
trôle de l’émergence des boutons : soit totalement automatique en fonction de la 
position du regard, soit manuel par un tap sur le bouton. Nous avons également 
inclus un mode semi-automatique où l’émergence des boutons était à la fois gé-
rée par la position du regard et par un tap sur ces derniers. 
Les pilotes ont également été invités à faire l'essai de différents paramétrages 
du temps de latence du déclenchement du processus d’émergence des boutons 
par le regard ou par un tap physique (Figure 81.b). Ils pouvaient soit ajouter un 
délai dans la détection de la position du regard pour pouvoir jeter un coup d'œil 
rapide sans faire rentrer le bouton, soit empêcher l’émergence du bouton en 
mode tactile pour leur permettre d'effectuer des interactions tactiles continues 
(Q3). Un panneau de commande (Figure 81.d) leur permet de régler eux-mêmes 
ces délais et de modifier la vitesse d’émergence/rétraction des boutons. Tous les 
pilotes ont constaté qu'il est nécessaire d'avoir un mode manuel pour pouvoir 
continuer à agir même en cas de dysfonctionnement du système automatique 
(Q2). Cependant, bien qu'ils aient tous réfléchi sur le mode semi-automatique, 
l'essayant et examinant les avantages potentiels, ils ont tous conclu que c'était 
trop compliqué. Les réactions concernant les délais pour déclencher l'adaptation 
ont été mitigées : l'ajout d'un délai pour changer le bouton pouvait permettre de 
jeter un coup d'œil rapide, mais dans certaines situations, le système a été perçu 
comme moins réactif. Enfin, une observation issue de l’analyse des vidéos des 
séances, a répondu aux questions sur l'utilisation du regard pour l'adaptation 
(Q1, Q2). Nous avons observé que les pilotes étaient capables de s'approprier 
l'adaptation en fonction du regard grâce à leur habileté à exécuter des séquences 
de gestes bien connues et grâce à leur formation de surveillance des systèmes 
par circuit visuel (Figure 81.c et f). Certains pilotes ont par exemple pu cons-
truire une séquence de regards et de gestes (par exemple un geste de dôme en 
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mode tactile (Figure 81.a), suivi d'un retrait du regard et d'une prise du bouton 
émergé). 
 
Figure 81. Explorations avec les pilotes. a) geste de dôme ; b) Feedback graphique avant d'aplatir un bouton ; c) 
commandes FCU dans les séquences visuelles ; d) réglage des délais avec le panneau de commande ; e) brainstor-
ming sur les nouvelles commandes GazeForm ; f) commandes sans les yeux. 
5.8 DISCUSSION 
Dans cette section, nous analysons les résultats de l'expérience contrôlée et des 
entretiens avec les pilotes, par rapport aux questions de recherche qui sous-ten-
dent l’ensemble de notre travail de recherche et qui ont été précisées dans la 
section : Activité oculaire, Sensation et niveaux de Contrôle, Continuité.  
Activité visuelle  
Conformément à l’hypothèse H2, le changement de forme des surfaces tactiles 
permet de réduire la demande visuelle et améliorer la répartition de l’attention, 
comme le montrent les résultats du suivi oculaire. Alors que les participants 
n'ont passé que 66,66 % du temps à regarder l'écran avant en modalité d’inte-
raction tactile, ce pourcentage est passé à 81,33 % en modalité GazeForm. Ce 
résultat est d'autant plus important que la sous-tâche de surveillance affichée 
sur l'écran avant simulait la surveillance de l'affichage principal de vol (PFD) 
que les pilotes doivent vérifier régulièrement pendant un vol. Des expériences 
antérieures de suivi oculaire ont confirmé la criticité de la surveillance du PFD 
dans les circuits visuels (Lefrancois et al., 2016). 
De façon générale, dans notre expérimentation, les temps de réaction des parti-
cipants à la sous-tâche de surveillance sur l'écran avant ont été plus rapides 
grâce à l’entrée GazeForm, confirmant l'efficacité de cet interacteur pour libérer 
les ressources visuelles et garantir une meilleure performance dans la sous-
tâche de surveillance. Autre résultat intéressant : le nombre de transitions du 
regard des participants entre l'écran principal avant et l'écran central a été con-
sidérablement réduit avec l’entrée GazeForm. Ce qui confirme que l’utilisation 
d’une surface tactile reconfigurable peut réduire les mouvements oculaires et 
donc améliorer donc la distribution de l’attention visuelle ; ce qui dans le cas de 
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l’expérimentation, était favorable à l'exécution de la sous-tâche de surveillance. 
Conformément à l’hypothèse H1, L’entrée GazeForm a permis une réduction de 
la charge mentale subjective, mesurée par l’analyse de l’ensemble des dimen-
sions NASA-TLX, toutes en faveur de cette modalité. En outre, la satisfaction 
perçue était également plus élevée pour l’entrée GazeForm que pour l’entrée 
Tactile, comme le montrent les résultats du questionnaire d’utilisabilité SUS. 
Sensation et niveaux de contrôle pour un système critique  
Les réponses aux questionnaires et les commentaires libres des participants à 
l'expérience contrôlée ont montré une acceptation du principe de l'utilisation du 
regard pour changer la forme de l’interface tactile et la modalité d’interaction. 
Nous avons découvert, contrairement à nos intuitions initiales, que l'ajout d'un 
contrôle par le regard ne pénalise pas les activités de surveillance du système. 
En outre, tous les participants ainsi que les pilotes interrogés ont indiqué qu'une 
fois compris, le concept pouvait être utilisé sans difficulté et sans effort particu-
lier. L'un des pilotes a même fait des propositions d’application du concept de 
GazeForm à des contrôles génériques associés aux pages d'affichage des sys-
tèmes (Figure 13.e). De plus, le fait que les pilotes aient l'habitude d'effectuer 
des circuits visuels spécifiques tout en les synchronisant avec les gestes dans 
des séquences d'actions bien formalisées a facilité l'utilisation d'un tel système. 
En termes de taux d'erreur et d'efficacité, les résultats comportementaux vali-
dent l'hypothèse H3, l’entrée GazeForm a surpassé l’entrée Tactile avec une plus 
grande efficacité (le temps d'exécution 20% plus rapide) et une meilleure robus-
tesse à l'interruption de tâches, avec des latences plus faibles pour reprendre 
l'action de réglage après une interruption due à la sous-tâche parallèle de sur-
veillance. Contrairement à l'entrée tactile, l'efficacité de GazeForm n'a pas été 
affectée par la difficulté de réglage. Tout à fait logiquement et contrairement à 
l’entrée Tactile, GazeForm ne dépendait pas du niveau d'expérience des partici-
pant dans l’utilisation des écrans tactiles. 
L'autre dimension qui a été explorée au cours des entrevues avec les pilotes, 
était la question de la disponibilité des différents niveaux de contrôle. Cette dis-
cussion porte sur l'équilibre entre une modélisation complexe pour déclencher 
des comportements adaptatifs du système et une conception fine pour favoriser 
l'adaptation de l'utilisateur aux comportements du système, proche de la discus-
sion de Dourish entre le contexte comme représentation et le contexte comme 
interaction (Dourish, 2004). D'une part, les pilotes ont exprimé la nécessité pour 
le système de mieux s'adapter à des situations spécifiques, par exemple en pré-
servant la continuité de la modalité dans le cadre d'une tâche tactile (travailler 
sur une carte interactive), comme indiqué ci-dessous. Une telle perspective im-
plique en fait une modélisation plus fine de l'activité et des schémas cognitifs et 
sensori-moteurs impliqués dans la coordination geste-regard. Par exemple, aug-
menter le seuil de durée de fixation du bouton avant de déclencher sa rétraction 
peut être frustrant (perte de temps) ou utile (permet des regards rapides sans 
effet, juste pour vérifier la position de la main) selon les tâches spécifiques. 
D'autre part, afin d'augmenter le sentiment de contrôle sur le comportement du 
  115 
dispositif GazeForm, nous avons fourni un panneau de paramétrage aux pilotes 
avec la possibilité de régler : le délai avant émergence / rétraction ; la vitesse 
d'émergence / rétraction ; et les modes, entièrement manuel, mixte, ou entière-
ment automatique. Il en a résulté un sentiment mitigé quant à la complexité 
des paramètres et aux comportements possibles qui en découlent. 
Continuité  
Les implications pour la conception du concept de GazeForm incluent une ré-
flexion sur la continuité à plusieurs niveaux : Q3 et H3 se réfèrent à la conti-
nuité entre les tâches (reprise des tâches) ; Q3 se réfèrent également à la 
continuité de la manipulation entre les modalités (le passage du tactile à la 
forme saisissable et manipulable ou l'inverse) et la continuité de l'interaction au 
sein d'une modalité (par exemple sans changement de forme, rétraction ou émer-
gence du bouton non désirée).  
Concernant la continuité de la manipulation entre les modalités, les résultats 
de l'expérimentation contrôlée ont montré que les participants n'étaient pas per-
turbés par le changement de modalité pendant la tâche de réglage (amélioration 
de 20% du temps d'exécution). Cependant, ils ont montré de moins bonnes per-
formances pour la sous-tâche du geste tactile continu (slider) avec l'entrée Gaze-
Form (le temps d'exécution était 20,41% moins rapide). En effet, l'existence de 
discontinuités physiques résiduelles sur la surface lorsque les boutons rotatifs 
sont rétractés (surface plane) ne favorise pas l'action tactile continue. 
En ce qui concerne la continuité en restant dans une même modalité, les vidéos 
de l'expérimentation ont montré que GazeForm favorisait, par rapport à l’entrée 
Tactile, la discontinuité durant la tâche de réglage comme par exemple de pou-
voir effectuer le réglage en plusieurs étapes avec de micro-interruptions dans le 
geste. En effet, nous avons pu constater qu’en entrée tactile les participants se 
forçaient pour réaliser le réglage sans interruption en gardant le contact avec la 
surface afin de ne pas perdre le contrôle de l’objet d’interaction. Un autre aspect 
exploré avec les pilotes a été d'essayer différents délais pour faire émerger ou 
rentrer les boutons afin de permettre la continuité dans une même modalité 
d’interaction tout en permettant des mouvements du regard. Par exemple, l'uti-
lisation d'un délai pour le déclenchement du rabaissement des boutons permet 
au participant de jeter un coup d'œil rapide sur l’écran central inférieur pour 
effectuer un contrôle du positionnement de sa main par rapport au bouton 
émergé. Nous avons pu constater que l’ajout de délais lors des différents déclen-
chements du système pouvait apporter une solution dans un contexte très précis 
mais altérait globalement la confiance que le participant pouvait avoir dans le 
fonctionnement du système. Un autre aspect qui n'a pas été mis en œuvre mais 
qui a été discuté avec les pilotes est la possibilité de conserver le bouton et de 
rester dans l'entrée GazeForm tout en le regardant, à condition que le bouton 
soit en main.  
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5.9 CONCLUSION 
Dans ce chapitre nous avons présenté le concept GazeForm, une interface tactile 
reconfigurable offrant une modalité d'interaction adaptée en fonction de la di-
rection du regard. A partir des problèmes d’utilisabilité des écrans tactiles des 
nouveaux systèmes avioniques, observés dans la section 2.5 et confirmés par 
l’approche théorique (chapitre 3), et plus particulièrement les problèmes de su-
rutilisation du canal visuel et d’augmentation de la charge cognitive, nous avons 
imaginé un dispositif qui permet de « libérer » le regard en l’utilisant.  
Nous avons présenté la conception, la réalisation et l’évaluation expérimentale 
quantitative et qualitative du système. Les trois axes de recherche définis dans 
l’introduction (Activité oculaire, Sensation et niveau de Contrôle, Continuité) ont 
structuré notre démarche et ont été utilisés pour analyser les résultats. Nous 
avons trouvé que comparativement à un écran tactile, le passage d’une surface 
tactile plate à un bouton manipulable en fonction de la position du regard per-
mettait entre autres, d’améliorer la distribution de l’attention, de réduire les 
mouvements oculaires, d’améliorer la performance, de diminuer la charge cogni-
tive. D’autre part, nous avons confirmé que le concept de l’utilisation du regard 
pour contrôler la forme d’une interface est caractérisé d’acceptable, par des pilotes 
en activité, pour la gestion d’un système critique. Enfin, par rapport au concept 
From Surface To Surface et à la question de Continuité, nous avons démontré 
que le passage de la surface tactile qui fait écran (en bloquant le regard), à la 
surface tangible qui implique un processus perceptif avec la participation d’un 
corps sentant et sensible, ne perturbe par les utilisateurs et permet d’améliorer 
le temps d’exécution des tâches de réglages. 
Nous sommes convaincus que ce concept peut être généralisé à d’autres con-
textes présentant une forte division de l’attention visuelle (conduite automobile, 
salle de contrôle, appareil tactile portable en mobilité) et qu'il peut être exploré 
plus avant dans la recherche sur les interfaces adaptatives et les interactions 
tangibles et incarnées. De nombreuses questions restent à éclaircir notamment 
autour de la distribution du contrôle entre les gestes et le regard, du couplage 
entre le geste et le changement de forme (et de modalité) et sur l'amélioration 
des éléments contextuels et des délais pour déclencher l'adaptabilité. 
Pour s’extraire du contexte d’étude et pouvoir généraliser la connaissance pro-
duite à d’autres environnements nous analyserons, dans le chapitre 7, les trans-
formations topologiques du prototype avec des outils théoriques du domaine de 
l’interaction homme-machine. Les données produites sont articulées avec les 
théories de la perception et de l’interaction incarnée (étudiées dans le chapitre 
3). Elles sont également utilisées comme un élément de base pour proposer un 
espace de conception pour les interfaces tactiles reconfigurables utilisables dans 
un contexte d’activité avec une forte division de l’attention visuelle.  
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5.10 CONTRIBUTIONS  
– Proposition d’un concept d’interface adaptative en fonction de la position du regard 
– Conception et réalisation d’une surface tactile reconfigurable offrant une modalité 
d'interaction adaptée en fonction de la direction du regard et intégration à une 
plateforme reproduisant l’environnement physique d’un cockpit de l’aviation com-
merciale 
– Production de résultats expérimentaux quantitatifs (performances, satisfaction, 
mouvements oculaires) et qualitatifs (activité visuelle, niveau de contrôle, perti-
nence pour un système critique) sur l’utilisation d’une surface tactile reconfigurable 
en fonction de la position du regard 
– Nous avons trouvé que comparativement à un écran tactile classique la reconfigu-
ration d’une surface tactile par émergence d’un contrôleur physique permettait de : 
réduire l’attention visuelle, de réduire les mouvements oculaires, d’améliorer la per-
formance, de réduire les erreurs de réglages. Nous avons confirmé que le concept de 
l’utilisation du regard pour contrôler la forme d’une interface est « acceptable » 
pour la gestion d’un système critique.  
– Enrichissement de l’espace de conception s2s (présenté dans la section 7.3) et no-
tamment les propriétés de « Couplage Forme / Contexte » et « Homogénéité / Hété-
rogénéité » 
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6 MULTI-PLIE : FROM SURFACE TO SURFACE 
POUR FAVORISER LA COLLABORATION ET LA 
CONSCIENCE DE LA SITUATION  
 
Tout visible est taillé dans le tangible  
(Merleau-Ponty and Lefort, 1979)  
 
 
Figure 82. Dessin de principe du concept Multi-plié ©Claire Lavenir 
Dans la section 2.5 sur les effets potentiels de la tactilisation des systèmes avio-
niques nous avons mis en évidences les faiblesses de cette modalité en termes 
de performance et de collaboration. L’exploration autour du concept Multi-plié 
vise à aborder ces limites au moyen d'une approche concrète qui tient compte 
des principes de l’interaction incarnée (section 3.2.1) et du statut du corps dans 
l’activité de pilotage (section 2.3). Nous cherchons à favoriser les aptitudes sen-
sori-motrices des pilotes et permettre ainsi de garantir à la fois un niveau de 
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performance élevé et une collaboration plus efficace entre les membres de l'équi-
page. D’autre part, ce concept nous permet d’enrichir le travail initié avec Gaze-
Form sur la question de Continuité lors du passage d’une surface écran à une 
surface tangible (From Surface to Surface). Le concept Multi-plié d'un écran tac-
tile pliable à la manière d’un accordéon a été élaboré pendant plus d'un an au 
cours d'une série d'ateliers réalisés avec l’équipe de conception d’Airtius et a 
donné lieu à la réalisation de deux prototypes fonctionnels (Figure 83), présen-
tant des variantes du concept. Un premier prototype explore comment plusieurs 
petits écrans tactiles inclinables peuvent incarner le concept de surface accor-
déon ; le second prototype développe le concept en se basant sur l’implémenta-
tion d’une surface tactile continue imprimée en 3D. Ces deux prototypes ont été 
explorés et évalués qualitativement lors de sessions participatives menées avec 
des pilotes d'avions de ligne. Les évaluations ont été analysées suivant les trois 
axes posés par les questions de recherche présentées dans l’introduction et déjà 
en partie traitées par l’évaluation du prototype GazeForm (chapitre précédent) : 
Activité oculaire, Sensation et niveaux de contrôle pour un système critique, Con-
tinuité. 
 
Figure 83. b. Prototype de la série d'écrans articulés, c. Prototype de la surface d'affichage tactile plissable. 
Dans la suite de cette partie, après avoir présenté un rappel de l'état de l'art 
(déjà abordé dans la section 3.3), nous décrivons les méthodes que nous avons 
utilisées et fournissons quelques rappels sur les dimensions de l'activité du 
poste de pilotage que nous adressons. Après une section sur le travail de con-
ception, la réalisation technique des deux prototypes est explicitée. Les sections 
suivantes présentent les résultats de l’exploration menée avec les pilotes sui-
vant les trois axes de recherche (Activité oculaire, Sensation et niveaux de con-
trôle, Continuité). Nous terminons par une caractérisation synthétique du 
concept de conception. Les résultats de cette étude sont repris dans le chapitre 
7 pour caractériser les principes d’un espace de conception pour des interfaces 
tactiles reconfigurables. 
6.1 ÉTATS DE L’ART 
Le concept Multi-plié s'inspire des dispositifs reconfigurables (section 3.3.2), des 
écrans articulés (section 3.3.2.1), des écrans pliables ou enroulables (section 
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3.3.2.2). Les apports de ces différents champs théoriques ainsi que le position-
nement de notre travail sont consultables dans les sections susmentionnées. 
6.2 METHODES 
L’étude du concept Multi-plié s’est déroulée sur plus d’un an et s’inscrit dans le 
déroulement du projet Airtius. Le travail d’analyse de l'activité, basé sur les 
données et les observations d’études antérieures présentées dans les sections 
2.3 et 4.1, a été complété par des séances d’observation, des entretiens contex-
tuels et des ateliers participatifs menés avec des pilotes de l’aviation commer-
ciale.  
Durant cette phase d’analyse de l’activité spécifique au concept Multi-plié, nous 
avons structuré la phase de conception sous forme de « sprints » (similaires aux 
itérations de la méthode Agile), d’une durée de 2 à 4 semaines, et menés avec 
des designers, ingénieurs et chercheurs du consortium Airtius (section 4.2). Les 
différentes séances, ateliers et contributions apportées par chacun durant les 
sprints, nous ont permis d’élaborer des prototypes basse fidélité en carton et 
plastique basses fidélités qui ont été un support essentiel à la définition, l’amé-
lioration et la précision du concept. Nous avons ensuite collaboré avec un sta-
giaire en mécatronique, recruté pour une durée de 5 mois pour réaliser les deux 
prototypes fonctionnels. Une réalisation par itérations et présentation de ver-
sions intermédiaires a permis de valider progressivement les choix techniques, 
électroniques et mécanique. Enfin, deux itérations de quatre séances d’évalua-
tion menées avec 5 pilotes de ligne ont permis d’approfondir l’exploration du 
concept au travers de la manipulation des deux différents prototypes. Les deux 
explorations itératives ont été menées successivement (à deux mois d'inter-
valle), pendant 2 séries de 4 ateliers participatifs de deux heures chacun. Ces 
huit séances participatives ont été filmées (16 heures de vidéo) et ont été entiè-
rement transcrites (~ 200 pages de transcriptions). Environ 177 citations ont été 
extraites et les principales caractéristiques ont été analysées selon une ap-
proche ethnographique. 
6.3 ANALYSE DE L’ACTIVITE 
Le projet Multi-plié s’inscrit dans le contexte d’évolution des interfaces pilote-
système de l’aviation commerciale, déjà présenté au chapitre 2. Même si le dé-
veloppement de la technologie tactile dans les cockpits offre de nombreux avan-
tages pour les pilotes (manipulation directe, large surface d’affichage, 
reconfigurabilité en fonction de la phase de vol, etc.) cette évolution pose de 
nombreuses questions sur les performances, l’utilisabilité et la collaboration en 
situations aéronautiques variées (turbulences, forte charge cognitive, satura-
tion du canal visuel, etc.). Nous nous proposons de répondre en partie à ces pro-
blèmes de performance et de collaboration avec le concept d’une surface tactile 
pliable dynamiquement reconfigurable.  
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6.4 CONCEPTION 
Durant les différents ateliers participatifs menés avec les pilotes nous avons 
exploré plus de 150 idées de conception pour essayer de répondre aux limites 
des écrans tactiles dans les cockpits d'avions de ligne (cf. section 2.5). En utili-
sant des matériaux comme le papier, le carton et le plastique nous avons fabri-
qué une quinzaine de prototypes relatifs au concept général « accordéon », avec 
différents niveaux de fidélité (Figure 84). Ces prototypes physiques légers ont 
été utilisés pour réaliser des prototypes vidéo basés sur des scénarios d’activités 
(checklists, plan de vol, gestion des systèmes, etc.). Ils ont également servi lors 
des explorations avec les pilotes pour librement préciser ou discuter des proprié-
tés concernant les dispositifs (géométries, résolutions, structures, principes er-
gonomiques) et proposer de nouveaux usages et interactions pour le cockpit. 
 
Figure 84. Exemples de prototypes papier, carton et plastique du concept Multi-plié 
6.4.1 Première articulation d'un concept surface d'affichage 
tactile pliable 
Le concept d’affichage pliable est apparu initialement pour répondre aux be-
soins de séquencement des différentes tâches de pilotage et de l’organisation des 
procédures collaboratives. Le premier prototype papier, disposé entre les deux 
pilotes, permettait de réifier les données de vol sous forme de plis et de structu-
rer le déroulement des tâches prescrites. Ce premier artefact de papier plié en 
accordéon, manipulé horizontalement ou verticalement (Figure 84), a été rapi-
dement identifié, par les pilotes, comme une solution particulièrement riche et 
intéressante pour répondre aux limites des surfaces tactiles lisses. D’autres ver-
sions de prototypes ont ensuite été déclinées pour explorer des variations de 
fréquences et de hauteurs des plis, voire de plis multi-échelles, ainsi que pour 
exprimer différentes qualités de matériaux (dureté, rugosité…). Plusieurs de ces 
prototypes ont été utilisés par les pilotes au cours des séances d’exploration du 
concept présenté dans la section 6.6.  
6.4.2 Spécification des caractéristiques physiques du dispositif 
Le principe de la création de plis sur une surface d’affichage interactive est ap-
paru comme un moyen d'offrir aux pilotes différentes formes d’interactions 
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tangibles, selon l'échelle des plis : des encoches suffisamment profondes pour gui-
der le geste physique et ajuster une valeur, des mini-plis pour créer un effet de 
surface, des plis de différentes tailles pour hiérarchiser les priorités... A partir de 
ces premières étapes de conception, nous avons défini quelques caractéristiques 
nécessaires à la mise en œuvre technique des prototypes fonctionnels. Nous avons 
tout d’abord opté pour un positionnement du dispositif sur la partie centrale basse 
du « Main Instrument Panel » (Figure 3) afin de pouvoir dérouler les différents 
scénarios de conception. La taille du dispositif ainsi que la position par rapport 
aux pilotes ont été déterminées pour permettre la lisibilité des informations et 
l’interaction tactile sans effort ou gène. Le nombre de plis (4 plis positifs) ainsi 
que leur taille répondent à des exigences ergonomiques de manipulation à une 
main. Ces spécifications initiales ont été affinées lors des explorations techniques, 
notamment lors des essais de diverses solutions d’actuation pneumatiques ou mé-
caniques de formation des plis ou encore pour le choix des matériaux de la surface. 
6.5 PROTOTYPES 
6.5.1 Plate-forme de prototypage et d’évaluation 
Pour la conception du prototype et les essais pilotes, nous avons utilisé la plate-
forme « bois » de conception et de test d'essai présentée à la section 4.1.3. Les 
prototypes ont été disposés sur la partie centrale basse, entre les 2 opérateurs ; 
durant les séances d’exploration les pilotes étaient assis en place gauche et pou-
vaient manipuler les prototypes de la main droite. 
 
Figure 85. La plate-forme de prototypage et d’évaluation avec le prototype Multi-plié 1 
positionné dans la partie centrale (Cockpit Pedestal). 
6.5.2 Prototype 1 : série d’écrans tactiles articulés 
Le dispositif d’écrans multiples articulables est composé de 4 écrans tactiles in-
clinables, qui peuvent être orientés pour former des plis positifs (Figure 86.a) et 
négatifs. La modification de l'inclinaison de l'écran est gérée par un microcon-
trôleur relié à des actionneurs linéaires. Un composant logiciel principal gère : 
1.) l'affichage de l'interface graphique en mode multi-écrans, 2.) la récupération 
des entrées tactiles et la détection et la modification de la position des moteurs, 
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3.) l’interaction tactile avec les objets de la scène graphique. Les interactions 
tactiles permettent également à l'utilisateur de contrôler dynamiquement 
l'inclinaison d'un ou plusieurs écrans (Figure 86.b). 
 
Figure 86. a) série d’écrans articulés composée de 2 modules (A et B). Chaque module est composé 
de deux écrans tactiles 7" (1), d'un microcontrôleur Arduino (2) et de 2 actionneurs linéaires (3)  
 b) le dispositif interactif d'afficheurs articulés en action, intégré à notre plate-forme de test. 
6.5.2.1 Mise en œuvre 
Le système est composé de 2 modules identiques, comportant chacun 2 écrans 
(Figure 86.a). Pour garantir la lisibilité et le confort d'interaction tactile, nous 
avons sélectionné des écrans tactiles capacitifs de 7 pouces avec une résolution 
de 1024×600 pixels. La structure du module est réalisée à partir de plaques de 
PMMA découpées au laser. Les supports d’écrans imprimées en 3D garantissent 
les mouvements et les articulations avec les actionneurs linéaires. 
Pour assurer un mouvement d'inclinaison suffisamment rapide et large des 
écrans (+20° et -30°), nous avons choisi des actuateurs linéaires Actuonix® P16-
P avec une course de 100mm, une vitesse de déplacement de 34mm/s et une force 
nominale de 25 newtons (Figure 86.a). Ces performances ont été validées lors de 
tests effectués par l'équipe de conception. Le déploiement de l'actionneur li-
néaire est contrôlé par une carte moteur basée sur un double pont en H (L298) 
connecté à une carte Arduino® Uno (Figure 86.a). Nous avons choisi d'intégrer 
une interface de contrôle électronique pour chaque module afin de les rendre 
indépendants les uns des autres. Cette configuration par modules indépendants 
de 2 écrans offre un plus grand potentiel d'exploration, par exemple en les dis-
posant côte à côte, ou encore horizontalement, verticalement, ou séparément. 
6.5.2.2 Architecture logicielle 
Le système est composé de deux logiciels indépendants communiquant par le 
port série. L'un commande les actionneurs linéaires, développé en C et fonction-
nant sur la carte Arduino®. L’application principale, développée avec Qt Crea-
tor, en C++ et Qt5 (QML) et hébergée sur une machine Linux, permet d'exécuter 
des scénarios d'interaction prédéfinis pour le cockpit, de gérer l'affichage des 
données, de récupérer les entrées tactiles, de contrôler le dispositif tangible et 
de générer des logs. 
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Pour contrôler l'angle d'inclinaison des écrans, l'ensemble des valeurs d'angle 
cible est envoyé via le port série vers le composant Arduino®. Ces valeurs angu-
laires positives ou négatives sont converties en longueur pour le déplacement de 
l'actionneur (Figure 86.a). 
6.5.3 Prototype 2 : surface d'affichage tactile « plissable » 
Afin d'explorer plus avant le concept "Multi-plié", nous avons dans le cadre d’une 
seconde itération, conçu et développé un deuxième prototype basé sur l’utilisa-
tion d’une surface continue, mince, flexible et déformable par « plissage ». A la 
différence du premier prototype composée de 4 surfaces juxtaposés cette nou-
velle version a été conçue autour d'une seule grande surface d’affichage tactile 
et flexible nous permettant d’explorer les propriétés de continuité et d’homogé-
néité de la surface déformable. (Figure 87.b). 
 
Figure 87. Surface d’affichage tactile plissable ; a) Vue en coupe des différents états de la surface d'affi-
chage plissable. (1) plat, (2) 1 demi pli positif, (3) 1 pli positif, (4) Carte tactile, (5) microcontrôleur Arduino 
; b) surface plissable en cours de tests, avec projection vidéo des informations. 
6.5.3.1 Mise en œuvre 
Même si des écrans tactiles flexibles commencent à être disponible chez certains 
fournisseurs, nous avons préféré concevoir notre propre système afin de pro-
duire des prototypes itératifs évaluables et de pouvoir intégrer progressivement 
les spécifications de déformations et de rigidités de la surface définies lors des 
séances de conception. 
 
Figure 88. Schéma de déformation de la surface tactile plissable ; 1) Positions des différents points de dé-
formation avec la surface complètement aplatie, 2) Positions des différents points de déformation avec les 
sommets S1 et S2 en position pliée.  
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Dans les premières étapes de la phase de conception, nous avons, à l’aide de 
tests réalisés avec des prototype en carton, défini la dimension de la surface 
totale ainsi que la forme voulue des plis et donc les positions des points paramé-
trant la déformation. Comme le montre le schéma de déformation de la Figure 
88 ainsi que la vue latérale de la Figure 87.a, certains points de la surface sont 
fixés sur une base mobile (carrés noirs sur le schéma) alors que d'autres sont 
laissés libres de créer des plis (carrés blancs sur le schéma). La surface flexible 
est réalisée en 3D par fabrication additive sur une imprimante Ultimaker® 3. 
Plusieurs essais d’impression réalisés avec des paramètres différentes du profil 
d’épaisseur de la bande, intégrant des parties plus fines permettant de créer les 
plis ont permis d’affiner les caractéristiques à la fois de rigidité et de souplesse 
de la surface, et de son ressenti lors de la manipulation. Pour rendre la surface 
tactile, nous avons imprimé, en même temps que la structure en PLA blanc, une 
grille de points de contact capacitifs avec du PLA conducteur (rectangles noirs 
sur la Figure 89). L'intégration des zones tactiles dans la structure de la surface 
par le même procédé de fabrication permet d'obtenir une surface mince et 
flexible. Les données de contact tactiles sont récupérées par une carte Bare con-
ductive® et envoyées à l’application principale par le port série. 
 
Figure 89. Vue de dessus de la surface plissable ; 1) PLA conducteur intégré dans le PLA blanc (zones en 
pointillées) ; 2) partie supérieure de la surface non tactilisée.  
6.5.3.2 Mécanisme de déformation 
Pour déformer la surface, nous utilisons 4 vérins linéaires Actuonix® P16-P 
d'une course de 100mm (Figure 87.a), positionnés horizontalement au-dessous 
de la surface souple. L’extrémité de chaque vérin est physiquement reliée à un 
axe transversal qu’il déplace de façon contrôlée par l’application. Ce déplace-
ment permet le positionnement précis d'un des quatre points de transformation 
de la surface et la réalisation des plis selon la configuration recherchée. Les 
informations de déplacement des actuateurs linéaires sont reçues et traitées par 
une carte moteur couplée à un microcontrôleur Arduino. 
6.5.3.3 Architecture logicielle 
Le système de ce second prototype repose sur deux applications très similaires 
à ceux du premier prototype. L'application principale, développée dans 
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l'environnement Qt Creator (C++, QML), permet d'exécuter des scénarios d'inte-
raction pour le cockpit, de gérer l'affichage des données, de contrôler la carte 
Arduino®, de récupérer les entrées tactiles et de modifier la position des action-
neurs linéaires. 
6.5.3.4 Gestion de la déformation de l’affichage sur la surface 
plissée 
La carte Arduino® envoie les positions en temps réel des actionneurs linéaires à 
l'application principale. Cette dernière les interprète pour recalculer l'image 
projetée de manière à ce qu'elle apparaisse sans distorsion sur la surface 
flexible. Cet ajustement de la vidéoprojection se fait de façon continue et syn-
chronisées avec les modifications de la forme de la surface. Le système, déve-
loppé par Ingenuity i.o, l’une des PME partenaires du projet Airtius, est conçu 
pour être facilement reconfigurable, le calibrage de la projection ne prend que 
quelques minutes, sur la base d’un réglage initial de deux ensembles de points 
de référence, un réglage pour une configuration où la surface est entièrement 
plane, un réglage pour une configuration où la surface forme 4 plis complets. Le 
système ajuste la distorsion de l’image projetée à partir d’une interpolation géo-
métrique entre ces deux références. 
6.6 RESULTATS DES SEANCES D’EXPLORATION AVEC LES 
PILOTES 
Dans cette section, nous présentons l’ensemble des résultats des deux itérations 
de 4 ateliers chacun (voir la section Méthodes) organisése avec cinq pilotes de 
l’aviation commerciale (anonymisés sous les noms P1 à P5). Ces séances explo-
ratoires se sont déroulées sur la plateforme d’évaluation (Figure 85) ; les pilotes 
étaient assis en position gauche et pouvait manipuler les prototypes pour re-
jouer les scénarios de conception que nous leur avions préalablement présentés. 
Les deux séries de scénarios (Tableau 1) ont été choisies en fonction d'un en-
semble de critères : pertinence des systèmes et des activités par rapport au con-
cept de la surface articulable et plissable (p. ex. aspects temps/rythme, guidage 
du geste, séquencement etc.), choix ergonomique de l'emplacement (p. ex. ac-
tions collaboratives, conscience de la situation, alarmes etc.). Toutes les inter-
faces graphiques présentées aux pilotes étaient basées sur des données de vol 
réelles : plans de vol, check-lists, écrans de cockpit... et adaptées aux caractéris-
tiques techniques et physiques de chaque prototype (nombre et taille des plis, 
résolution d'affichage et de nombre de points tactiles). Les scénarios, données et 
graphiques mis en œuvre ont été validés par des experts du domaine (ingénieurs 
ou pilotes). Nous avons également exploré, lors de la seconde session d’ateliers, 
un certain nombre de variantes de scénarios suggérées par les pilotes pendant 
les séances de la première itération. 
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Tableau 1. Les scénarios de conception mises en œuvre pour les deux itérations menées avec les pilotes, 
avec les deux prototypes Multi-plié P1 et P2 
L’analyse des enregistrements vidéo, des commentaires et observations des pi-
lotes nous a permis de confirmer des idées et intuitions intégrées aux prototypes 
mais aussi de faire émerger des propriétés non envisagées. La reformulation par 
les pilotes de certaines propriétés avec des termes de l’activité nous a permis de 
confirmer en partie la pertinence du concept et son adéquation avec le contexte 
aéronautique. Nous allons maintenant détailler ces résultats dans la suite de 
cette section. Les différents commentaires ont été analysés et regroupés suivant 
trois catégories qui reprennent les axes des questions de recherche présentées 
dans l’introduction : 
Activité oculaire : analyse des propriétés des prototypes en fonction de la 
structure et des possibilités de transformation permettant de faciliter la percep-
tion visuelle, réduire la demande d’attention visuelle et améliorer la distribution 
de l’attention. 
Adaptation aux besoins de l’activité, sensation et niveaux de contrôle 
pour un système critique : évaluation de l'adhésion des pilotes au concept de 
conception et analyse des propriétés des prototypes en fonction des exigences de 
l’activité (performance, collaboration, utilisabilité en situation dynamique, sup-
port de la programmation et du déroulement de séquences, etc.). 
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Continuité : analyse des propriétés des prototypes permettant de favoriser la 
continuité des interactions. Continuité de manipulation lors des transitions 
entre les différents états de forme et continuité entre les tâches ou les phases 
de vol. 
6.6.1 Activité oculaire 
Forme, mouvements et perception visuelle.  
Les pilotes ont souligné les effets bénéfiques de la forme du support d’affichage 
et de ses déformations sur la perception visuelle. C’est une propriété que nous 
n’avions pas imaginé lors de la conception mais qui a été explicitée a de nom-
breuses reprises. D’après les pilotes, cette amélioration de la perception visuelle 
est favorisée d’une part par le mouvement du support d’affichage et d’autre part 
par le lien entre le contenu et la forme de l’afficheur. 
Tout d’abord, l’importance du lien structure/contenu est explicitée par certains 
pilotes durant la discussion autour des scénario S2 et S3 (Tableau 1) sur le pro-
totype 1 : P2 en parlant d’un plan de vol avec une étape par écran « le fait de 
segmenter chaque élément je trouve que c’est quelque chose d’intéressant »; ou 
encore P1 à propos de l’affichage des informations systèmes sur les 4 écrans 
(Figure 90.c) « l’avantage de ce système avec la ségrégation des écrans, c’est que 
tu as un écran une fonction (…) tandis qu’un grand écran où tu aurais les mêmes 
informations présentées, tu y prêterais moins d’attention ». Par ailleurs, sur le 
prototype 2 et le scénario S5, certains pilotes ont remarqué la création, par la 
forme et la disposition, de lien de dépendance entre des informations visuelles 
liées à une check-list (Figure 90.a). Néanmoins, sur le prototype 1, l’épaisseur 
des bords ainsi que la distance entre les écrans, dans certaines positions, ont été 
pointées, par un pilote, comme risquant de perturber la lisibilité et la cohérence 
d’un contenu distribué sur les différentes surfaces (Figure 90.b).  
Au-delà du lien forme / contenu graphique, nous avons relevé de nombreux com-
mentaires relatifs à la forme seule et à la transformation. Tout d'abord, les pi-
lotes ont souligné l'effet visuel d'une forme se détachant d’un ensemble, comme 
par exemple dans les situations ou un seul pli est relevé pour attirer l'attention 
des pilotes (scénario S5.a) : « c’est de la vraie 3D ... on est vraiment interpellé en 
trois dimensions » (P4). En général, pour des raisons d’efficacité visuelle, les 
pilotes préfèrent la saillance par la forme que par les effets graphiques 2D. De 
plus, ils ont apprécié et considéré comme très fort visuellement les transforma-
tions de la forme de l’interface. Ces transformations comprennent des change-
ments de pliage (scénarios S2.a et S5.a), ainsi que des modifications 
d’inclinaison d’écran pour notifier un message ou une alerte (scénario S1.a) 
« c’est vrai que d’avoir quelque chose qui vienne d’une manière différente t’inter-
peller [geste de battement] c’est plutôt pas mal » (P1). Ils ont également suggéré 
que ces transformations pourraient être combinées à des couleurs aéronautiques 
codifiées  (couleurs d’état normées du CDS, vert, ambre, rouge, magenta …) et 
ainsi renforcer le message en ajoutant des renseignements supplémentaires, 
comme le degré d'urgence ou un niveau de gravité « Au début tu peux peut-être 
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avoir la surface qui commence juste à se lever mais un tout petit peu, après ça 
elle se lève complètement, au maximum, et après tu peux avoir la graduation de 
code couleur si vraiment c’est pas traité » (P1). 
 
Figure 90. a) Affichage d’une carte complémentaire en dessous d’un point de passage (prototype Multi-plié 
P2); b) Schéma des systèmes coupé par les bords des écrans (prototype Multi-plié P1); c) Des pages sys-
tèmes structurés par la forme et la disposition des écrans (prototype Multi-plié P1). 
Intelligibilité de la structure et réduction de la demande d’attention visuelle  
Les pilotes ont apprécié le fait que les prototypes proposaient un changement de 
forme sur un seul axe, permettant d’appréhender rapidement le fonctionnement 
et ainsi d’anticiper le comportement du système. En effet, un pilote (P3) a expli-
cité qu’avec le mouvement prévisible des écrans « on sait où il faut regarder » 
alors que sur un grand écran statique « on a tout, dans tous les sens [dessine 
avec les mains des zones un peu partout] (…) qui vont tout autour, au milieu, en 
bas, à droite à gauche, et c’est vrai que pour savoir où regarder ». D’autre part, 
le fait que les prototypes présentent une structure régulière de plis également 
espacés favorise l’interaction sans les yeux en facilitant la localisation des 
éléments les uns par rapport aux autres par le canal tactilo-proprio-kinesthé-
sique « la validation sur un bord ça peut être fait quasiment les yeux fermés » 
(P2). Cette propriété a été confirmée par le pilote P5 qui « peux tout faire les 
yeux fermés [ferme les yeux] parce du coup j’ai du tactile » et ce particulièrement 
dans les situations de faible visibilité comme la « fumée dans le cockpit ». Enfin, 
les schémas de déformation simples et répétitifs peuvent aider à percevoir un 
contexte global, tel que l’état des réglages dans une phase du vol, comme l'a 
confirmé un autre pilote : « en fonctionnement normal, nous aurons toujours les 
mêmes déformations » (P5). Néanmoins, tout en considérant positivement la 
simplicité de la structure répétitives du pliage, ils auraient aimé pouvoir la dé-
former suivant des modèles plus complexes. Comme l'a souligné le pilote P5 qui 
aimerait tirer « sur la forme » pour « créer comme un reminder » (Figure 91.a). 
  
Figure 91. Prototype Multi-plié P2 : a) tentative de déformer le pli pour créer un rappel, b) Déplacement 
du doigt par glissé sur la surface continue 
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Stabilisation, tangibilité et distribution de l’attention visuelle.  
L'une des raisons de concevoir une surface non plane pour les pilotes était de 
leur permettre de reposer physiquement leur main tout en interagissant avec la 
surface, en particulier dans des conditions instables. Ils ont confirmé ce besoin 
et, comme le montre la Figure 92.a, ils ont exploré la distance entre deux plis 
afin de vérifier que « tu as un repose-main [cale sa main sur une vague de la 
maquette en plastique] et en même temps tu as une interface [essaye plusieurs 
interactions avec les doigts] » (P4). Dans ce cas, ils ont souligné la nécessité de 
désactiver le tactile sur la surface qui sert de stabilisateur afin d’éviter les ac-
tions non désirées. Le fait d’être guidé par la forme a aussi été explicité lors de 
l’utilisation du creux formé entre 2 plis comme d’une « rainure » permettant de 
réaliser facilement un geste de glissé (Figure 92.b). D’autre part, nous avons 
remarqué que le fait de reposer la main sur la surface était également décrit 
comme un moyen de fournir une référence spatiale pour l'interaction : « vous 
avez bien mis la main dessus, il faut quelque chose où ta main soit le référentiel » 
(P1). Comme l'a dit un pilote : « Je pose mes mains [sur la surface], si vraiment 
ça remue, je garde la précision... et puis je reste dans la matérialisation spatiale » 
(P5) en dessinant un cercle autour de sa tête (Figure 92.c et d). 
 
Figure 92. Discussions avec les pilotes concernant l’ergonomie des dispositifs Multi-plié : Stabilité de la 
main (a), (b) et (c) ; référence spatiale (d) 
Concernant le couplage physique numérique, les cinq pilotes ont apprécié l’inté-
gration de données numériques aux unités physiques des écrans du prototype 1 
« puisque là tu as la forme et l’image. Rien que ça tu as les deux » (P1). On obtient 
ainsi un couplage profond, véhiculant l'illusion d'un même objet numérique et 
physique (Koleva et al., 2003). Certains pilotes ont fait un brainstorming sur 
l'expressivité tangible des plis avec les différentes maquettes : ils ont suggéré 
par exemple que leur hauteur indique une valeur, comme pour notifier une con-
sommation de carburant inhabituelle entre deux points de cheminement, ou un 
changement de cap notable.  
6.6.2 Adaptation aux besoins de l’activité, sensation et niveaux 
de contrôle pour un système critique  
Au cours des ateliers, nous avons pu évaluer dans quelle mesure les pilotes ont 
adopté le concept Multi-plié. En effet, ces derniers ont pu manipuler les diffé-
rentes maquettes et prototypes et discuter les propriétés du concept en utilisant 
un vocabulaire propre à leur activité.  
Bien que la pertinence de la saillance par la forme pour les notifications soit 
déjà mentionnée dans la section précédente, il paraît intéressant d'examiner les 
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différents sens que les pilotes y ont projeté. Tout d’abord, un pli levé était pour 
tous les pilotes associé à quelque chose qui dysfonctionnait. Ceci est cohérent 
avec le concept de « flat cockpit », similaire au concept actuel de « dark cockpit » 
d'Airbus (tout est en ordre lorsque toutes les lumières sont éteintes). Ce concept 
de « flat cockpit » peut s'exprimer ainsi : quand tout est plat, sans saillance, tout 
se passe comme prévu et aucune action n’est nécessaire pour la phase de vol en 
cours. Ainsi, lors des ateliers, ce concept essentiel a été décliné dans une série 
de situations différents. Par exemple un pli levé pouvait représenter un événe-
ment inattendu à traiter, une anomalie dans les systèmes de l'avion, une « con-
trainte » à gérer, ou encore un rappel pour un élément oublié dans une 
procédure : « par exemple tu commences ta descente, tu es en mode “descent“, et 
tu n’as pas rempli les performances atterrissage : il y a un pli qui sort » (P4). 
Cette différence de saillance a été décrite comme quelque chose qui change le 
niveau d'attention : « dans le côté éveil de l’attention, ça change de configuration 
en terme de forme, donc nous ça nous pousse à̀ changer de configuration en terme 
d’urgence, de niveau d’alerte » (P5). Il s'agit alors de revenir à une situation nor-
male avec une interface plate, comme l'a fait remarquer un pilote : « c’est que de 
l’intérêt d’avoir du pli c’est de ... repasser ! [geste de repassage]. On aplatit » (P5). 
Il est à noter que pour les pilotes, la mise en saillance ne s’apparente pas une à 
alarme : « ça permet de mettre en surbrillance d’une manière autre qu’une alarme 
[le système] attends une action, mais qui n’est pas immédiate » (P1).  
Une autre série de commentaires à propos du concept se rapporte à la gestion 
d'actions ou de tâches de façon efficace et sûre. Ceci inclut la possibilité de dé-
rouler des procédures de façon systématiques, comme dans le cas des check-list 
(scénario S4) et des séquences d’actions (scénario S5.b). Le concept offre dans ce 
cas une structure « rythmique » : comme l'explique ce pilote : « il y a le côté sys-
tématique de la répétition, de la musique » (P2). Plus simplement, les propriétés 
tangibles des plis disposés dans une structure répétitive et facilement appré-
hendable, permet d'effectuer des opérations rapides, simples et efficaces sans 
les yeux : « je pense qu’on pourrait aller très vite (…) oui, clac, clac, clac... comme 
le système est très réactif » (P4). D’autre part, imposer un geste physique comme 
pousser un pli pour effectuer une action « ça augmente la sensation et la percep-
tion d’avoir fait l’action » (P2), ce qui est important dans un travail parfois ré-
pétitif.  
Le deuxième prototype (surface continue plissable) donnait également un fort 
sentiment de contrôle : « c’est très vivant. Ça sert vraiment à piloter l’avion », 
dans le sens de « pilotage de la procédure » (P5). D’autre part, pour garder le 
contrôle, les pilotes doivent se « positionner » (P2) et « savoir où ils se trouvent » 
(P3) afin de pouvoir reprendre une séquence d’actions interrompue, c’est ce qui 
est rendu possible par le pli physique qui n'est pas enfoncé tant que l'action 
correspondante n’est pas terminée. Les prototypes ont également inspiré la pos-
sibilité de « réserver » une action pour plus tard, de la même manière que les 
contrôleurs aériens qui prennent parfois un strip papier dans leur main pour se 
rappeler d’une action à réaliser (Mackay, 1999) : « ça arrive parfois, fréquence 
chargée, ou quelque chose de plus important à faire. On priorise les actions » (P2). 
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La structure par pli dispose en fait d'un espace de programmation riche, le fait 
de soulever manuellement un pli, par exemple en le pinçant, permet de coder 
des instructions. Il permet de programmer de manière réactive (chaque fois que 
l'on arrive à un point de passage : <do something>), de programmer une action 
à un moment précis par un pli : « là [quand le pli apparaît] ça voudrait dire ah 
tiens ... Et en cliquant dessus “cabin crew 20 minutes“ » (P5) (actuellement effec-
tué par le pilote en « créant un petit spot sur le plan de vol »). Par ailleurs, un 
pilote a souligné l’importance de cette capacité de programmation dans une ac-
tivité temps réel : « Ce [prototype] est une très bonne façon de matérialiser les 
actions qui vont être requises dans un futur proche, mais pas immédiatement. En 
fait tous ces systèmes, il y a une chose qui est primordiale, c’est le temps. On fait 
10 km à la minute, le temps c’est le truc, tout joue avec le temps quoi » (P1). Un 
autre pilote a expliqué en outre que c’est un moyen de différentier et de hiérar-
chiser les informations : « c'est un séquenceur, ça te séquence les informations 
pertinentes en fonction de ta phase de vol » (P4).  
Par ailleurs, les séances d’exploration menées avec les pilotes ont permis de sou-
lever un certain nombre de questions et de discussions liées à l’organisation de 
l’activité de pilotage et à la façon dont elle s’articule dans la structure physique 
du poste de pilotage. Les prototypes explorés offraient plusieurs directions pour 
réorganiser les affichages et les instruments, soit en permettant de combiner les 
systèmes, tels que l'unité de commande de vol (FCU), le système de gestion de 
vol (FMS), l’écran d’affichage des paramètres systèmes (ECAM) et la sacoche de 
vol électronique (EFB), soit en proposant plus de connexions entre les disposi-
tifs. Cette plasticité du concept a permis d'envisager un certain nombre de re-
distributions des systèmes pour faciliter l’activité de pilotage. Tout d’abord, 
concernant l’obligation de privilégier une position tête haute (surveillance des 
systèmes et de l’environnement), les pilotes utilisaient la surface plissée en in-
direction, comme une télécommande sans les yeux ; ou exploraient comment re-
modeler la surface pour qu'elle puisse être disposée dans la zone permettant la 
vision tête haute (Figure 93). Les accoudoirs ont également été envisagés pour 
intégrer les prototypes, permettant ainsi de proposer une zone personnelle d’in-
teraction facilement accessible. Un des pilotes a fait le lien avec les accoudoirs 
multifonctions des tracteurs agricoles. 
Un autre aspect important du poste de pilotage réside dans sa structure colla-
borative nécessitant à la fois des espaces personnels propices à la préparation 
et à la réflexion et des espaces communs nécessaires à la concertation pour la 
décision. Dans ce contexte, les pilotes ont privilégié l’utilisation de deux dispo-
sitifs Multi-plié, un par pilote, mais tous deux disposés côte-à côte dans une zone 
centrale commune. Par conséquent, ils ont imaginé à la fois un système de type 
FMS où chaque pilote peut consulter individuellement l'information relative au 
plan de vol et un système de type FCU où chaque action doit être accessible 
visuellement aux deux pilotes. Ce partage de l’état du dispositif permettrait 
d’améliorer la collaboration et dans certains cas de limiter la communication 
verbale : « le système explique, ou montre, que l’autre a fait son taf et que main-
tenant c’est à toi. Que tu as juste besoin de confirmer... c’est le moment où on se 
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retrouve » (P5). Cependant, le fait de permettre un changement d'inclinaison des 
écrans vers l'un ou l'autre des pilotes dans le premier prototype a été souligné 
comme un risque potentiel de scinder le cockpit et d’altérer la gestion des res-
sources de l’équipage. Enfin, en ce qui concerne la distribution spatiale de l’in-
formation, certains pilotes ont commenté positivement un prototype papier 
positionné transversalement entre les pilotes (Figure 84.b).  
Les feedbacks haptiques vibrotactile générés par les oscillations rapides des 
écrans du prototype 1, et utilisés dans les scénarios S1.c et S3, a induit des ré-
actions moins positives que les effets de la forme et du mouvement sur la per-
ception. En effet dans un environnement ou « ça vibre de partout », « les petites 
vibrations tu les sens pas » (P1). Ces remarques confirment les conclusions 
d'autres études sur l’utilisation des feedbacks haptiques par vibration dans les 
cockpits (Letondal et al., 2018). 
6.6.3 Continuité 
Continuité de la surface.  
En comparant les deux prototypes, tous les pilotes sauf un ont préféré la surface 
continue du prototype 2, en disant par exemple que « [ils] trouvent [la surface] 
presque rassurante, voire engageante » (P4). Ils ont aimé « ce principe de vague 
où tu as le doigt qui va pouvoir travailler sur toute la surface » (P5) (Figure 91.b). 
Ils n'aimaient pas les espaces physiques générés entre les écrans du prototype 
1 (notamment résultant des inclinaisons), expliquant que cela attirerait les 
miettes de pain et la poussière. Cependant, le pilote P1 a préféré le premier 
prototype pour sa segmentation nette et plus structurante. Ce pilote a égale-
ment préféré les angles vifs et nets aux angles plus doux de la surface continue. 
Plasticité et continuité entre les tâches.  
Enfin, nous avons été frappés par l’intérêt des pilotes à pouvoir remodeler les 
plis à volonté, souvent inspirés par l'analogie de la « vague », comme l'a exprimé 
le pilote P2 : « on pourrait inventer vraiment plier les vagues comme on veut ! ». 
L'un des pilotes (P5) a imaginé la possibilité de déplacer, par des mouvements 
amples, l’ensemble du prototype 1 d’un espace privé à un espace partagé propice 
à la collaboration (Figure 93.a et b).  
  
Figure 93. Idées d’interactions proposées par les pilotes : a) geste pour déplacer l’interface sur un espace 
partagé, b) geste pour ramener l’interface vers soit 
Un autre pilote en se projetant dans un environnement physiquement modi-
fiable a dit : « on est dans l’imagination de trucs hyper mobiles, tu es toujours 
dans le redimensionner, la dynamique de l’interface » (P4). En plus de pouvoir 
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être remodeler manuellement, les prototypes ont inspiré un pilote pour imaginer 
une interface qui s’adapte automatiquement aux phases de vol : « Ça pourrait 
être automatique, une fois que tu lances l’approche, pof, le panneau passe en mode 
approche [avec] toutes sortes de plis » (P4). 
Interactions continues de transformation de la surface  
L'espace de conception des interactions tactiles visant à modifier la forme a été 
exploré avec les pilotes sur les deux prototypes. Dans le premier prototype, nous 
avions conçu des menus tactiles pour comparer différents comportements et 
techniques d’interaction (slider position relative, slider position absolue, gestes, 
bouton plus et moins permettant de modifier l’inclinaison par pas de 2°). L’uti-
lisation des boutons plus et moins (Figure 94.a) s’est avéré laborieuse et peu 
précise alors que la modification de l’inclinaison par le slider en fonction de la 
position relative du doigt par rapport au premier contact tactile (Figure 94.b) 
permettait de « maîtriser » efficacement la transformation de l’interface. Dans 
le second prototype, une zone tactile située au sommet de chaque pli permettait 
de l’aplatir comme s’il était physiquement enfoncé avec le doigt ; cette interac-
tion écologique a été appréciée par les pilotes, même s’ils auraient préféré l’uti-
lisation de capteurs réagissant à la pression pour avoir réellement la sensation 
d’enfoncer physiquement le pli. 
  
Figure 94. Interactions proposées par le système pour agir sur les plis : a) réglage de l’inclinaison 
avec le slider position relative ; b) Utilisation du bouton + et - ; c) action tactile sur 
le sommet d’un pli pour le replier 
6.7 SYNTHESE DU CONCEPT MULTI-PLIE 
Le concept Multi-plié a été élaboré progressivement au travers des différentes 
étapes de la phase de conception des prototypes et des séances d’exploration avec 
les pilotes. Nous allons dans cette section résumer les propriétés du concept qui 
ont été à la fois la structure et le fruit de notre travail de conception.  
6.7.1 Surface développable continue 
Une première dimension du concept de design est qu'il s'agit d'une surface d'af-
fichage interactive continue et développable. La création d'un pli ne crée pas un 
nouvel élément, le pli reste en continuité avec la surface, c’est donc la surface 
qui devient pli. Le pli est une saillance par rapport au reste de la surface, mais 
il fait toujours partie de la surface elle-même. On obtient donc une surface inte-
ractive toujours accessible visuellement et tactilement dans son ensemble, la 
continuité est préservée malgré la formation de plis. Les différents états de 
pliure du concept de l’accordéon vont de complètement étiré (100% plat) à 
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complètement comprimé (100% fermé). L’état complètement plat a été inter-
prété par les pilotes comme la représentation d’une situation de stabilité ne né-
cessitant pas d’action sur le système.  
6.7.2 Intelligibilité de la structure  
Une autre dimension importante réside dans l’intelligibilité du fonctionnement 
du concept, qui découle de sa familiarité mais aussi de sa régularité. Les pro-
priétés qui soutiennent cette régularité peuvent être décrites à deux niveaux : 
au niveau de la structure qui permet de générer des plis comme un ensemble 
cohérent, et au niveau du pli simple. 
Structure de la série de plis. 
La structure présente des contraintes qui la rendent plus prévisible qu'une sur-
face pliable dans n'importe quelle direction. Ici, la structure est linéaire, les plis 
sont parallèles et les bords sont alignés. Il en résulte une structure qui offre une 
régularité perceptible comme une liste ou un ensemble d'éléments répétés dans 
une séquence ordonnée qui peut être parcourue par étapes. En formant un ou 
plusieurs plis alignés sur la surface flexible, le dispositif fournit un ensemble de 
variables visuelles similaires à celles définies par Bertin pour la sémiologie gra-
phique (Bertin, 2013). Ici c'est la forme physique du pli, sa hauteur ou encore 
l’ampleur et la dynamicité de son mouvement qui constituent des variables per-
mettant de coder de l’information. Ce codage favorise l’utilisation de la percep-
tion pré-attentive garantissant ainsi une perception rapide (<250ms) et sans 
effort (Treisman and Gormican, 1988). Par ailleurs, cette structure répétitive et 
régulière formée par l’ensemble des plis favorise le déroulement d’actions sé-
quentielles. Nous avons pu le confirmer au cours des explorations avec les pi-
lotes qui par exemple structuraient une séquence d’actions autour d’un 
ensemble de plis ou déroulaient une check-list en suivant la structure des plis. 
Structure d'un pli unique.  
Un pli a une structure simple : lorsqu'il est relevé, un pli présente deux parties 
similaires : les faces avant et arrière ; lorsqu'il est abaissé, les deux faces fusion-
nent pour former une surface continue ; lorsque tous les plis voisins sont abais-
sés, les faces sont réintégrées dans une unique surface plane continue. 
En fonction du point de vue le pli en position relevée présente une face partiel-
lement occultée. Cette occlusion permet de révéler ou masquer de l’information 
en fonction du rôle ou du statut des opérateurs. Par exemple, si nous reprenons 
la disposition de la surface lors des explorations, la face arrière du pli occulté en 
position relevée peut être utilisée comme support ou guidage à l’interaction tac-
tile alors que la face avant peut servir d’espace d'affichage. Désactiver le tactile 
sur les zones d’affichage non-interactives pour permettre de stabiliser la main 
a été jugé essentiel par les pilotes pour prévenir les actions non désirées. Lors-
que la structure est placée transversalement (voir Figure 84) entre les 2 pilotes, 
la face d'un pli en position relevée peut proposer un affichage différencié, spé-
cialisé en fonction du rôle de chacun des pilotes (PM ou PF). 
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6.7.3 Flexibilité du concept 
En raison de son caractère générique, le concept présente un certain degré de 
flexibilité, c'est-à-dire qu’à partir de cette même idée de surface en accordéon on 
peut envisager de nombreuses déclinaisons de taille et de forme de plis. Cette 
flexibilité offre un grand espace de conception, sans pour autant réduire l'intel-
ligibilité du concept. 
Concernant la forme de la structure elle-même, les variations concernent prin-
cipalement les angles, l'échelle, l'homogénéité des hauteurs et des longueurs des 
plis. Les angles peuvent être vifs ou ronds. Les angles arrondis permettent 
d’adoucir la structure des plis et assurer différents niveaux de continuité de 
surface. Une variation d'échelle produit différentes propriétés : de minuscules 
plis fournissent des états de surface (par ex. rugosité), tandis que de grands plis 
peuvent former une série d'écrans contenant des données riches. Perdant une 
partie de sa régularité, mais formant toujours un pli en accordéon, une surface 
donnée peut être plissée en plis de hauteurs ou de largeurs différentes, et les 
faces d'un pli donné peuvent avoir des dimensions différentes. La surface per-
met finalement des réarrangements dynamiques par pliage et dépliage, soit par 
le système, à différents rythmes, soit par l'utilisateur pour, par exemple, expri-
mer divers états du système ou pour communiquer entre pilotes. 
6.7.4 Incarnation  
La surface d'affichage interactive pliée en accordéon possède de bonnes proprié-
tés liées à l'interaction incarnée. Tout d'abord, les propriétés liées au corps : la 
taille d'un pli peut s'adapter à la taille de la main, qui peut soit le saisir, soit s'y 
appuyer (phalanges ou paume). Alternativement, les plis peuvent s'adapter à la 
taille du bout du doigt, où un ensemble de plis très minuscules peut fournir une 
sensation haptique lorsqu'ils sont balayés avec le doigt. Par ailleurs, une struc-
ture entière pourrait correspondre à la taille du bras. 
D’autre part, cette structure favorise les compétences incarnées acquises par la 
formation et nécessaire à la réalisation d’activités temps réel dans un contexte 
stressant et exigeant. Ces compétences incarnées permettent de développer une 
bonne connaissance de l’espace physique et du séquencement des actions. A cet 
égard, la régularité de l'ensemble des plis fondant le concept produit à la fois un 
support spatial de localisation et un cadre temporel pour des interactions sé-
quentielles répétées. Ces aspects offrent une synthèse entre le corps du pilote et 
l'environnement instrumental de l'avion, déjà observé par (Letondal et al., 
2018), c'est-à-dire une manière d'appréhender les dimensions des objets tech-
niques comme une partie des dimensions perçues par le corps.  
Enfin, un pli, perçu à la fois visuellement et « physiquement », peut être consi-
déré non seulement comme une version tangible d'un élément de données, mais 
aussi comme capable d'exprimer physiquement les échanges de données entre 
les pilotes et les systèmes. Comme la surface est positionnée sur un plan incliné 
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central orienté vers les pilotes (Figure 85), soulever un pli déplace physiquement 
la surface vers eux. En conséquence, les données affichées sur un pli généré par 
le système sont ainsi « poussées » vers les pilotes pour alerter ou demander une 
action. D’autre part, un pli fait par un pilote s’apparenterait à « tirer » une par-
tie de la surface vers lui pour « particulariser » ou marquer les données. 
6.8 CONCLUSION 
Dans ce chapitre nous avons présenté le concept Multi-plié, une surface tactile 
pliable à la manière d’un accordéon. A partir des problèmes d’utilisabilité des 
écrans tactiles des nouveaux systèmes avioniques, observés dans la section 2.5 
et confirmés par l’approche théorique (chapitre 3), et plus particulièrement les 
problèmes de performances, conscience de la situation et collaboration, nous 
avons présenté un dispositif qui permet de « réincarner » l’interaction tactile.  
Nous avons présenté la conception, la réalisation et l’évaluation qualitative de 
deux prototypes. Les trois axes de recherche définis dans l’introduction (Activité 
oculaire, Sensation et niveau de Contrôle, Continuité) ont structuré notre dé-
marche et ont été utilisés pour analyser les résultats. Nous avons trouvé que la 
transformation de la surface produit des effets bénéfiques pour la perception vi-
suelle ; en plus de favoriser la perception tactilo-proprio-kinesthésique. Le couplage 
de la forme de la surface d’affichage et du contenu permet de réduire la demande 
d’attention visuelle et d’améliorer la distribution de l’attention. D’autre part, nous 
avons confirmé que le concept d’une surface tactile pliable est adapté pour la gestion 
d’un système critique avec une forte division de l’attention visuelle. 
Nous croyons que ce concept peut être généralisé à d’autres contextes avec une 
forte division de l’attention visuelle (conduite automobile, salle de contrôle, ap-
pareil tactile portable en mobilité). Néanmoins de nombreuses études restent à 
mener sur les mécanismes de transformation ainsi que sur les surfaces souples 
pliables et plissables. 
Pour s’extraire du contexte d’étude et pouvoir généraliser la connaissance pro-
duite à d’autres environnements nous analyserons, dans le chapitre 7, les trans-
formations topologiques des deux prototypes avec des outils théoriques du 
domaine de l’interaction homme-machine. Les données produites sont articulées 
avec les théories de la perception et de l’interaction incarnée (étudiées dans le 
chapitre 3) et servent de base pour proposer un espace de conception pour les 
interfaces tactiles reconfigurables utilisables dans un contexte d’activité avec 
une forte division de l’attention visuelle.  
6.9 CONTRIBUTIONS  
– Proposition d’un concept d'un écran tactile pliable à la manière d’un accordéon 
pour favoriser la collaboration et la conscience de la situation  
– Conception et réalisation d’un dispositif composé d’écrans multiples « articu-
lables » et intégration à une plateforme reproduisant l’environnement physique 
d’un cockpit de l’aviation commerciale 
  139 
– Conception et réalisation d’une surface d'affichage tactile « plissable » et intégra-
tion à une plateforme reproduisant l’environnement physique d’un cockpit de l’avia-
tion commerciale 
– Production de résultats qualitatifs (activité visuelle, niveau de contrôle, pertinence 
pour un système critique, continuité) sur l’utilisation des deux prototypes de sur-
faces tactiles reconfigurables  
– Nous avons identifié que la transformation de la surface produit des effets béné-
fiques pour la perception visuelle ; en plus de favoriser la perception tactilo-proprio-
kinesthésique. Le couplage de la forme de la surface d’affichage et du contenu per-
met de réduire la demande d’attention visuelle et d’améliorer la distribution de 
l’attention. Nous avons confirmé que le concept d’une surface tactile pliable est 
adapté à la gestion d’un système critique avec une forte division de l’attention vi-
suelle. 
– Enrichissement de l’espace de conception s2s (présenté dans la section 7.3) et no-
tamment les propriétés de « Couplage forme/contenu », « Surface d’interaction tac-
tile continue » et « Rigidité souplesse » 
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7 PROPOSITION D’UN ESPACE DE CONCEP-
TION DES SURFACES TACTILES RECONFIGU-
RABLES 
 
L’image numérique pointe notre attention vers une autre fonc-
tion d’interface fondamentale : celle qui est mise en place par 
notre propre corps. 
(Hansen, 2006) 
 
 
 
 
Les études présentées dans les deux chapitres précédents nous ont permis d’ex-
plorer la pertinence de nos prototypes de surfaces tactiles reconfigurables pour 
répondre aux exigences d’un système critique utilisable dans un contexte pré-
sentant une forte division de l’attention visuelle. Par ce travail nous avons com-
mencé à caractériser les trois prototypes réalisés en fonction des effets produits 
par la transformation de la surface sur l’activité oculaire, la sensation de niveau 
de contrôle pour un système critique (avec division de l’attention visuelle) et la 
continuité des interactions. A partir de cette connaissance produite nous propo-
sons dans cette partie d’analyser les spécificités et comportements de nos trois 
interfaces tactiles reconfigurables en utilisant les taxonomies existantes des in-
terfaces à changements de forme. Nous utilisons le cadre de classification de 
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(Kim et al., 2018) basé sur le travail de (Roudaut et al., 2013) qui propose l’uti-
lisation d’un modèle géométrique NURBS (Non-Uniform Rational Basis Splines) 
pour définir 10 métriques et celui de (Rasmussen et al., 2012) qui caractérise 8 
types de transformation. Nous utilisons les résultats de cette caractérisation des 
propriétés physiques de transformation ainsi que les données issues du travail 
d’état de l’art et d’analyse de l’activité sur la place du corps dans la tâche de 
pilotage pour questionner les effets de la transformation de la surface tactile sur 
les modalités de perception et d’action. Nous présentons ensuite les principes 
d’un espace de conception pour les interfaces tactiles reconfigurables utilisables 
dans un contexte d’activité avec une forte division de l’attention visuelle (que 
nous appellerons s2s dans la suite de ce document). Par cet espace de caractéri-
sation nous cherchons à proposer une traduction des modalités d’actions/percep-
tions sur la surface par des propriétés physiques d’états ou de transformation 
de la surface interactive. Pour terminer, nous revenons sur l’objectif initial de 
transformer la surface tactile pour réincarner l’interaction et nous interrogeons 
notre espace de conception dans sa capacité à supporter une telle ambition.  
7.1 LES TAXONOMIES SUR LES INTERFACES RECONFIGU-
RABLE 
Dans le champ des interfaces reconfigurables (Kim et al., 2018), appelées aussi 
« malleables » (Koh et al., 2010) (Wikström et al., 2013), « deformable » ou 
« shape-changing », de nombreuses taxonomies ont été proposées. Les premières 
comme, par exemple, celle de (Coelho and Zigelbaum, 2011) se sont intéressées 
aux propriétés des matériaux et à leurs effets sur la conception et sur le com-
portement des interfaces reconfigurables. Dans cette taxonomie, les auteurs 
identifient, des propriétés comme la « Résistance à la déformation et puissance 
requise » ou de « Vitesse et résolution » pour analyser les caractéristiques des 
matériaux programmables comme les « polymères à mémoire de forme » ou les 
« céramiques piézoélectrique ». En plus de cette première approche centrée sur 
les technologies de transformation, les auteurs proposent une caractérisation 
des transformations d’une surface en objet d’interaction. Ils spécifient 3 types de 
transformation : « Les transformations topologiques » (modification de la cour-
bure de la surface globale), « Les transformations de texture » (modification par-
cellaire sans affecter le forme globale) et « Les transformations perméables » 
(modification de la porosité ou de la transparence). Ces 3 types de transforma-
tion, intéressantes dans le cadre de notre recherche par leur questionnement de 
la surface, sont reprises en partie dans la taxonomie de (Rasmussen et al., 2012) 
basée sur une revue de 44 travaux de recherche sur des interfaces reconfigu-
rables. Les auteurs identifient en tout 8 types de changement de forme : orien-
tation, forme, volume, texture, viscosité, spatialité, assembler/diviser, et 
perméabilité ( 
Figure 95) et 4 paramètres de transformation (vitesse, chemin, direction et es-
pace). 
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Figure 95. Les 8 types de transformation de la taxonomie de (Rasmussen et al., 2012) 
(Roudaut et al., 2013) utilisent le modèle géométrique NURBS (Non-Uniform 
Rational Basis Splines) pour décrire les topographies des dispositifs défor-
mables et proposent le terme de « shape resolution » qui étend la définition de 
résolution d'affichage aux interfaces à changement de forme. A partir de l’étude 
des déformations d’une surface composée d’un maillage de point de contrôles ils 
ont défini des paramètres tels que Area, Granularity, Porosity, Curvature, Am-
plitude, Zero-Crossing, Closure, Stretchability, Strength, Speed (Figure 96) pour 
décrire les formes et les processus de transformation des interfaces. Le choix du 
modèle NURBS, utilisé en CAO pour le design de forme libre, est justifié par sa 
capacité à offrir, d’une part, une métrique précise et uniforme pour calculer la 
valeur des caractéristiques de déformation des interfaces et d’autre part, à fa-
voriser l’exploration d’un espace conceptuel ne se limitant pas aux technologies 
ou matériaux existants. (Kim et al., 2018) utilisent cette taxonomie ainsi que 
celle de (Rasmussen et al., 2012) pour réaliser une analyse systématique de 82 
objets reconfigurables du quotidien (un trombone, un mixeur, un livre, etc.). Les 
auteurs ont cherché à évaluer la pertinence des deux taxonomies pour caracté-
riser des objets existants, ce qui leur a permis d’identifier des propriétés redon-
dantes ou incomplètes. Ce travail a abouti à la proposition d’une version mise à 
jour de la taxonomie de (Roudaut et al., 2013) par l’ajout de la propriété Modu-
larity et la redéfinition de la propriété Area en Size (Figure 96).  
 
Figure 96. Les caractéristiques de la taxonomie de (Roudaut et al., 2013) mis à jour par (Kim et al., 2018) 
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Cette taxonomie étant largement utilisée et reconnue dans le champ des inter-
faces reconfigurables, nous avons décidé de l’utiliser pour caractériser les trans-
formations topologiques des trois prototypes présentés précédemment. 
7.2  ANALYSE DES TRANSFORMATIONS TOPOLOGIQUES 
DES PROTOTYPES  
Les transformations topologiques possibles des prototypes utilisés dans les 
études GazeForm (chapitre 5) et Multi-plié (chapitre 6), ont été évaluées suivant 
les 10 caractéristiques de la taxonomie de (Kim et al., 2018). Pour chaque pro-
totype, nous avons apprécié la capacité de réaliser une propriété sur une échelle 
de 1 à 4 et nous avons représenté dans la (Figure 97) cette notation en disposant 
des carrés de couleurs, pour chaque prototype, sur un axe horizontal séparé en 
4 colonnes ; l’échelle, pour les propriétés qui expriment une capacité va de ce 
comportement est : impossible – en partie possible – possible – complètement pos-
sible ; pour les propriétés qui expriment une donnée numérique (temps en se-
conde, quantité, force, etc.) l’échelle est à considérer de 0 à 4 par rapport à des 
bornes fixées par les caractéristiques des interfaces reconfigurables connues. 
Pour certaines propriétés et afin de réaliser une analyse plus fine, nous avons 
complété cette première approche avec des données chiffrées sur les transfor-
mations. Dans la suite de cette partie, nous décrivons pour chaque propriété ses 
spécificités, ses applications dans les prototypes GazeFrom et Multi-plié, les 
conséquences pour l’interaction et nous terminons par une proposition de recom-
mandations.  
Size 
La propriété Size regroupe 3 changements possibles de mesure de l’enveloppe 
convexe (le plus petit polygone convexe contenant tous les points limites de la 
forme) représentée en rouge dans la Figure 98 ou en bleu dans la Figure 99 : la 
longueur (longueur du polygone en cm), la surface (surface du polygone en cm2) 
et le volume (volume de l’objet en cm3) (Figure 96).   
Pour le prototype GazeForm, la modification de la longueur du bouton rotatif 
par son émergence de 2.5 cm fait varier le volume global de l’interface. En pas-
sant d’une surface plate avec un volume presque nul (si on tient compte de 
l’épaisseur de la plaque de PMMA) à un volume de 60 cm3 avec un bouton dé-
ployé (l’interface était utilisée avec un seul bouton émergé) le dispositif produit 
une transformation de volume de 600%. Cette variation importante permet de 
passer d’une surface plane à un bouton saisissable et manipulable ergonomique-
ment proportionnée à la taille de la main.  
Le prototype Multi-plié, série d’écrans articulés (que nous appellerons Multi-
plié P1) offre par la modification de l’inclinaison des écrans une variation du 
volume, de la longueur et de la surface du dispositif. Par rapport à la position 
alignée des écrans (position neutre), la transformation de volume peut se faire 
vers le haut ou vers le bas. Entre la position neutre et la position haute ou basse 
le volume de l’ensemble est multiplié par 100. La longueur et la surface du 
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dispositif augmentent avec l’apparition d’espacement entre les écrans lors de 
l’inclinaison. Ces espaces physiques entre les surfaces d’interactions ont été per-
çus par les pilotes comme des « nids à poussières » ou des zones de pincement et 
ce d’autant plus que dans les scénarios ils ne permettaient pas d’interactions 
supplémentaires. Par contre, l’ajout d’une membrane élastique de liaison entre 
les écrans a été proposé par l’un des pilotes pour pouvoir réaliser des interac-
tions d’aplatissement d’un pli par pression.   
 
Figure 97. Caractérisation des prototypes GazeForm, Multi-plié P1 et P2 par rapport  
à la taxonomie de (Kim et al., 2018) 
Le prototype Multi-plié P2 avec sa surface d’affichage tactile continue et « plis-
sable » permet de résoudre ces problèmes liés à l’apparition d’interstices entre 
les surfaces d’affichages. Le dispositif change de volume sans changer de taille 
ni de longueur. La surface par compression est pliée sans être ni rétrécie ni 
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allongée ; entre la position basse (neutre) et l’état complètement plissé (4 plis) 
le volume du dispositif est multiplié par 80 (Figure 98). Le changement impor-
tant de volume, comme pour les autres prototypes, est nécessaire pour rendre la 
transformation visible et utilisable (guider l’action et/ou stabiliser la main). Des 
états intermédiaires de transformation produisant des modifications de volume 
divisé par 2 n’étaient pas perçus par les pilotes. Dans cette première version du 
prototype l’espace vide créé sur la partie supérieure du dispositif dans l’état 
plissé n’a pas été traité ; comme pour Multi-plié P1 l’ajout d’une membrane élas-
tique pourrait permettre de combler les espaces créés par le pliage par compres-
sion d’un matériaux solide et souple. 
 
Figure 98. Vue de profil de la transformation de taille du prototype Multi-plié P2 
Recommandations liées à l’utilisation de la propriété Size 
– Produire des variations de taille (volume, longueur et surface) permettant de 
favoriser l’accessibilité des objets manipulables et la perception des affor-
dances physiques  
– Garantir une continuité de la surface durant les transformations de taille  
Modularity  
La modularité est calculée comme le nombre de combinaisons fonctionnellement 
possibles (Cpossible) de k pièces parmi n pièces disponibles au total (Figure 96). 
La modularité est définie pour les objets qui peuvent être divisés en au moins 
deux parties (n>1).  
Aucun des trois prototypes ne propose la caractéristique de modularité, au sens 
de pouvoir attacher ou détacher un élément de l’ensemble, de façon dynamique. 
Cependant, le prototype Multi-plié P1 est composé de 2 modules de 2 écrans 
identiques qui peuvent être re-disposé manuellement. Ce fonctionnement par 
module a été privilégié pour permettre l’évaluation du système dans différentes 
configurations : placée transversalement entre les pilotes, la face relevée d’un 
pli propose un affichage spécialisé en fonction de la position et du rôle des pi-
lotes. Par exemple, face aux pilotes avec les plis perpendiculaires à l’axe de 
l’avion les faces relevées permettent de manipuler des informations partagées. 
Plus généralement, la modularité est un principe fondateur du concept Multi-
plié. Le pli unique avec sa structure simple à 2 faces est un module pouvant être 
associé pour composer une structure sérielle qui par son caractère répétitif et 
régulier offre une intelligibilité10 du fonctionnement du dispositif. 
                                               
10 Qui est aisé à comprendre [littre.org]. Nous l’utilisons pour décrire une surface qui 
donne à voir ses transformations possibles. L’utilisateur peut en comprendre aisément 
les différents états de forme et les actions possibles de transformation. 
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Recommandations liées à l’utilisation de la propriété Modularity 
– Favoriser la modularité pour produire des déclinaisons d’usages et d’accessi-
bilité   
Granularity 
Cette caractéristique mesure la densité de point d’actuation (point de transfor-
mation physique de la surface) par rapport à la surface totale du dispositif, elle 
s’exprime en cp/cm2 (Figure 96). Le prototype GazeForm offre 3 points d’actua-
tion (1 par bouton) sur une surface de 16*20 cm ce qui fait une densité de 0.006 
cp/cm2 (Figure 97). Comparativement aux 2.4 cp/cm2 du projet Lumen (Poupyrev 
et al., 2004), GazeForm possède une densité faible traduisant des possibilités de 
transformations réduites. Pour Multi-plié P1 et Multi-plié P2 la densité est res-
pectivement de 0.012 cp/cm2 et 0.057 cp/cm2. Les faibles densités utilisées dans 
les trois prototypes permettre de produire des comportements facilement appré-
hendables, ce qui a plutôt été jugé positivement par les pilotes lors des évalua-
tions. Une augmentation dynamique de la granularité avec 
l’activation/désactivation de points de contrôle permettrait, dans le cas des pro-
totypes Multi-plié, de faire varier les angles des plis (vifs ou ronds), la taille des 
plis (minuscules pour fournir un état de surface ou grands pour offrir un support 
d’appui ou afficher des données riches), le rythme de disposition des plis. Même 
si nos prototypes cartons exprimaient cette variation d’échelle de transforma-
tion, par absence de solution technique implémentable nous n’avons pas pu l’in-
tégrer aux prototypes finaux. 
 
Figure 99. Vue CAO avec des faces NURBS du prototype Multi-plié P2 
Recommandations liées à l’utilisation de la propriété Granularity 
– Une forte densité de points d’actuation de la surface peut nuire à l’intelligibi-
lité du fonctionnement du dispositif. 
– L’utilisation d’une densité variable de points de modification peut permettre 
de réaliser des transformations d’une même structure suivant différents ni-
veaux d’échelle. 
– La densité de points de contrôle permet de favoriser le couplage des données 
numériques avec les transformations physiques. 
Porosity 
La porosité est le rapport de la surface des parties perforées par rapport à la 
surface totale de la forme (Figure 96). La porosité peut donc être calculée à l'aide 
de la formule suivante : 100 × (Σ trous / Surface). Le changement de porosité ne 
peut pas résulter d’une déformation continue de la forme originale, il doit être 
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fait par une perforation que l’on vient obstruer. C’est le cas pour le prototype 
GazeForm, la surface a été découpé préalablement au laser et le bouton rotatif 
vient obstruer cette ouverture. Pour l’expérimentation contrôlée nous n’avons 
pas évalué la création de forme en creux par rétractation du bouton. Cependant, 
durant la phase de conception, nous avions imaginé la possibilité de guider le 
doigt pour le réglage par la forme circulaire en creux de la perforation. Le prin-
cipe est de ne plus être guidé par la forme qui émerge sur le fond (le bouton 
rotatif qui sort de la surface) mais de transformer le fond en forme en créant 
une aspérité, un trou dans la surface. Ce comportement pourrait éventuellement 
permettre de mieux faire cohabiter l’image affichée avec la forme de guidage : le 
fond surface d’affichage peut devenir forme tout en restant le fond. Comme avec 
le prototype Multi-plié P2 où le plissage de la surface (du fond) permet de créer 
de la forme tout en gardant sa fonction, son essence de fond de support d’affi-
chage. Ainsi la surface est à la fois fond et figure : c’est le fond qui en se pliant 
devient figure tout en restant surface. L’étude des effets sur la perception d’un 
tel comportement pourrait faire l’objet de travaux futurs.  
Recommandations liées à l’utilisation de la propriété Porosity 
– Utiliser la perforation de la surface pour transformer le fond support d’affi-
chage en forme favorisant l’action physique tout en maintenant sa fonction de 
surface écran.  
Curvature 
La propriété curvature décrit le degré de courbure de la surface. Cette propriété 
est positive pour les formes convexes, négative pour les formes concaves et nulle 
pour les surfaces planes (Figure 96). Elle est calculée en déduisant π de l'angle 
entre 3 points de contrôle consécutifs. La modification de courbure peut être 
générée par une action manuelle comme par exemple avec le dispositif Gummi 
(Schwesig et al., 2003) utilisant un écran tactile flexible, ou Paperphone (Lahey 
et al., 2011) proposant une déformation d’écrans souples E-ink par manipula-
tion. Elle peut aussi être générée de façon dynamique comme avec le prototype 
Multi-plié P2 qui par « plissage » de la surface permet une modification de la 
courbure d’un pli en passant d’un état plat à une forme concave pour le pli en 
sailli et convexe pour le pli en creux. Dans ce cas ce n’est pas une modification 
de courbure de l’ensemble du dispositif qui est proposée mais de chaque pli com-
posant la surface. Lors de l’évaluation les pilotes ont souligné le côté « enga-
geant » pour l’action de la forme concave ; pour supporter une action tactile, 
stabiliser la main (forme se logeant dans le creux de la main) ou appuyer dessus 
pour ré-aplatir, comme pour « remettre à plat » une situation après la réalisa-
tion d’une procédure. Un des pilote (P5) a exprimé le désir de modifier le degré 
de courbure d’un pli pour modifier un paramètre de réglage en pinçant pour 
« déformer la matière ». Enfin, la variation de degré de courbure entre les plis 
était perçue comme un codage de différents niveaux d’urgence de traitement ou 
encore une représentation des liens de dépendance dans une liste (élément/sous 
élément d’une liste). Pour ce prototype, le degré de courbure maximum (π/4) 
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était déterminé par la résistance mécanique de la couche de 2mm de PLA im-
primée.  
Recommandations liées à l’utilisation de la propriété Curvature 
– Utiliser la courbure pour favorise l’accessibilité et la perception écologique des 
affordances (support/guide d’une action tactile, plier/aplatir la surface, etc.).  
– Améliorer le couplage (numérique/physique) en utilisant la différence de cour-
bure d’une série de formes pour coder de l’information 
Amplitude  
L’amplitude décrit la plage de déplacement des points de contrôle. C’est la dis-
tance parcourue par un point de contrôle entre la position neutre et la position 
actionnée, elle est exprimée en cm (Figure 96). Pour le prototype GazeForm, 
l’amplitude des points de contrôles des boutons est de 2,5 cm ; elle favorise la 
prise en main du rotateur. Des tests avaient été réalisés avec des amplitudes 
inférieures mais la prise en main « du bout des doigts » ne permettait pas d’avoir 
un contrôle fin du réglage. Le bouton est saisi par les doigts mais sert aussi de 
reposoir à la paume de la main, l’amplitude est ergonomiquement déterminée 
par les dimensions de la main saisissante. Pour le prototype Multi-plié P1, l’am-
plitude des points de contrôle des sommets mobiles est de 8 cm (+4 et -4 par 
rapport à la position neutre) ; comme pour la propriété volume, la forte ampli-
tude permet d’offrir des opportunités à l’action (reposoir, guidage) et favorise la 
perception (orientation pour révéler, masquer, partager). En ce qui concerne le 
prototype Multi-plié P2, l’amplitude est moindre, elle varie entre 0 et 3 cm. Une 
amplitude trop faible ne permet pas de discriminer la forme de la surface : les 
pilotes ont exprimé des difficultés pour percevoir visuellement des différences 
entre les plis complets (3 cm) et les demis plis (1,5 cm). Dans le cadre de l’étude 
Multi-plié nous n’avons pas exploré la discrimination de l’amplitude en utilisant 
uniquement le système haptique, cette approche pourra faire l’objet de travaux 
futurs. 
Recommandations liées à l’utilisation de la propriété Amplitude 
– Adapter l’amplitude de la transformation pour rendre perceptible par la vision 
et le toucher (système haptique) les transformations ou les états. Améliorer 
l’accessibilité par l’amplitude.  
Zero-Crossing 
La propriété Zero-Crossing décrit la capacité d'une forme à produire des ondu-
lations ; elle représente le nombre de changements de signes entre chaque paire 
d'angles consécutifs sur la surface (Figure 96). D’après (Kim et al., 2018). Cette 
propriété a été peu étudiée dans le champ des interfaces à changement de forme 
si ce n’est par (Harrison and Hudson, 2009) avec la déformation en bosse ou en 
creux d’une surface tactile, ou par (Paik et al., 2011) par le pliage d’une structure 
en utilisant l’art de l’origami. C’est, en revanche, une propriété essentielle des 
deux prototypes Multi-plié, qui par inclinaison d’écrans ou plissage de la surface 
permettent la génération et la modification d’une forme ondulée : une forme qui 
est simplement produite par une déformation du fond, une création d’aspérité 
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dans le fond sans découpe ni recouvrement. Ainsi la surface est à la fois fond et 
figure : c’est le fond qui en se pliant devient figure, mais en restant surface 
quand même.  
Alors que pour la version P1, la forme ondulée est limitée au repositionnement 
de 2 sommets mobiles (avec un zero-crossing égal à 2), pour la version P2 la 
liberté de modification de l’ondulation est autorisée par 4 points de contrôle dif-
férents. Durant les évaluations, inspirés par l'analogie de la « vague », les pilotes 
ont manifesté l’envie de remodeler à volonté cette ondulation « on pourrait in-
venter […] vraiment plier les vagues comme on veut ! » P2. C’est à la fois une 
forme qui incite à la transformation physique (plasticité par manipulation) mais 
qui par son caractère répétitif et sériel facilite aussi la perception des dépen-
dances, des enchainements et des comparaisons. Par ailleurs, les pilotes ont 
aimé la continuité de surface de la forme ondulée : « ce principe de vague où tu 
as le doigt qui va pouvoir travailler sur toute la surface » (P5). Enfin, nous avons 
observé que le simple fait de produire une ondulation sur une surface plane af-
fichant une image permettait de favoriser la perception de la profondeur et de 
mettre les éléments en perspective. Vus sous certaines angles, les sommets des 
surfaces visibles ainsi que les bords occluants (masquage de la face arrière du 
pli) mettent en évidence des invariants dans la structure du champs optique 
(Figure 100) qui favorisent la perception des affordances et de la profondeur 
(Gibson, 1979).  
Recommandations liées à l’utilisation de la propriété Zero-Crossing 
– Utiliser la forme ondulée et la modification du rapport topologique entre les 
surfaces pour favoriser la perception des affordances. 
– Produire de la forme en conservant la continuité de la surface d’interaction.  
Closure  
La fermeture décrit à quel point une forme est fermée. Elle se calcule en dédui-
sant la surface des limites (surface calculée entre les points de contrôles des 
bords se refermant) à la surface totale (Figure 96). Nous retrouvons cette carac-
téristique uniquement dans le prototype Multi-plié P2 ; l’indice de fermeture 
d’un pli et des plis entre eux est dynamiquement variable. Sa variation a été 
utilisée pour accueillir l’action et guider le geste tactile, proposer une « rainure » 
pour réaliser un geste de glissé. Comme avec la caractéristique curvature, plus 
un pli présente une forme fermée et plus il est différenciable du reste de la sur-
face. Ainsi, il peut être utilisé pour programmer une action comme un « remin-
der », ou « séquencer » des actions (P4). Le niveau de fermeture des plis a été 
déterminé par les limites acceptables de pliage du matériau mais aussi par des 
impératifs ergonomiques (permettre le passage du doigt entre les plis) et per-
ceptifs (discrimination des plis entre eux). 
Recommandations liées à l’utilisation de la propriété Closure 
– La variation de fermeture d’une forme par rapport son état plat peut favoriser 
le codage d’informations numériques pour la comparaison ou la différencia-
tion et améliorer le couplage numérique/physique.  
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Stretchability 
L'extensibilité décrit à quel point la surface se déforme entre deux points de 
contrôle ; elle indique la distance d’étirement ou de compression. Pour les 3 pro-
totypes, la propriété Stretchability est fixe à 0%. L’utilisation de matériaux so-
lides non élastiques (PMMA, écrans tactiles ou PLA imprimé) ne permettent pas 
l’étirement ou la compression. Nous avons privilégié l’utilisation d’un matériau 
rigide pour supporter la modalité tactile, offrir un dispositif résistant aux appuis 
des doigts et supportant les contraintes d’un usage en contexte dynamique (tur-
bulence et vibration). L’utilisation d’un matériau offrant une élasticité program-
mable, comme le fluide magnéto-rhéologique utilisé dans le projet MudPad de 
(Jansen et al., 2010), serait une alternative intéressante pour répondre aux exi-
gences et bénéficier d’une liberté de transformation plus importante. 
Recommandations liées à l’utilisation de la propriété Stretchability 
– L’extensibilité de la surface ne favorise pas le support de l’action tactile 
– L’extensibilité programmable peut améliorer la transformabilité tout en ga-
rantissant l’accessibilité. Elle peut aussi améliorer le couplage numé-
rique/physique et geste/forme.  
Strength  
La propriété Strength est la force nécessaire pour déplacer un point de contrôle 
de la position d’amplitude minimale à la position d'amplitude maximale de la 
forme, ou inversement. Cette caractéristique est utilisée depuis longtemps dans 
les dispositifs haptiques par la production dynamique d’une force à niveau va-
riable pour fournir un feedback. Cette force peut par exemple être utilisée pour 
améliorer le sentiment de contrôle d’un réglage de température sur un thermos-
tat (van Oosterhout et al., 2018).   
Le prototype GazeForm n’utilise pas la propriété Strength à proprement parler, 
cependant le fait de pouvoir rentrer le bouton par appuie physique sur son som-
met a été un moyen de simuler ce comportement. La force exercée ne produit 
pas directement la modification de l’état d’émergence mais active le mécanisme 
motorisé de déplacement des boutons. Le niveau de force attendu pour déclen-
cher le changement d’état a été compris et apprécié par les pilotes. La résistance 
en début de course puis le clic émis en fin d’enfoncement (comme un clic de sou-
ris) a été compris comme le déclenchement d’un mécanisme motorisé. Un des 
pilotes aurait préféré un couplage plus fin entre la force émise et le niveau de 
déplacement du bouton. D’autre part, durant la phase de conception, l’utilisa-
tion d’un système de retour de force dans la rotation du bouton pour indiquer 
une approche de cible a été imaginé ; ce type de feedback pourra être intégré 
dans des évolutions possibles du dispositif GazeForm.  
Pour Multi-plié aucun des deux prototypes n’intègre cette propriété. Néanmoins 
de nombreux commentaires de pilotes explicitent le désir de pouvoir enfoncer 
des plis et d’avoir la sensation de déformer physiquement la matière. Nous 
avons pensé à utiliser un capteur de pression intégré à la surface pour asservir 
le déplacement des moteurs à la force de l’appui, mais l’implémentation n’a pas 
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été possible pour l’évaluation ; un tel ajout pourrait faire l’objet de travaux ul-
térieurs.  
Les recommandations liées à l’utilisation de la propriété Strength 
– Utiliser la dynamicité du feedback de force pour favoriser le couplage entre le 
geste de déformation et la modification de la forme 
– Augmenter la sensation de contrôle en produisant une force de résistance à la 
manipulation de déformation.  
Speed  
La vitesse est le temps nécessaire pour déplacer un point de contrôle de la posi-
tion de repos à la position d'amplitude maximale. Elle concerne uniquement les 
dispositifs reconfigurables dynamiquement et est exprimée en secondes. Elle 
peut être considérée, à l’image du fonctionnement des écrans, comme le taux de 
rafraîchissement d'une forme (Kim et al., 2018). Pour le prototype GazeForm, la 
propriété Speed pour une sortie totale du bouton était de 1,25s en utilisant la 
vitesse maximale des servomoteurs (20mm/s). Différents tests de modification 
de vitesse ont été réalisés (ajout d’un temps de latence pour déclencher la trans-
formation ou diminution de la vitesse des moteurs) durant la phase d’explora-
tion avec les pilotes mais à chaque fois le système a été perçu comme moins 
réactif. Le bouton « arrivait » trop tard dans la main, ou gênait la lisibilité de 
l’affichage en restant émergé.  
Le passage de la surface plane à l’état plis levés se fait respectivement, en 1.25 
secondes pour le prototype Multi-plié P1 et 1.03 secondes pour le prototype 
Multi-plié P2. Ce temps de transformation était limité par la vitesse de dépla-
cement des moteurs (actuateurs linéaires). Pour le prototype P2, nous avons pu 
évaluer le contrôle de la vitesse lors de la transformation par une interface dé-
diée ; les pilotes ont majoritairement préféré une vitesse de transformation qui 
était couplé à la vitesse de déplacement du doigt sur l’interface de contrôle. 
Les recommandations liées à l’utilisation de la propriété Speed 
– Optimiser la vitesse pour améliorer le couplage forme/contexte et forme/geste. 
– Minimiser les délais et la latence lors des transformations  
 
Ce travail de caractérisation des transformations topologiques des prototypes a 
été l’occasion de spécifier des recommandations sur la mise en œuvre des pro-
priétés de la taxonomie de (Kim et al., 2018). Nous utilisons ces résultats pour 
préciser les caractéristiques de l’espace de conception pour les surfaces tactiles 
reconfigurable, présentées dans la section suivante. 
7.3 S2S, UN ESPACE DE CONCEPTION POUR LES SUR-
FACES TACTILES RECONFIGURABLES  
A partir des données issues de l’analyse de l’activité (chapitre 2), du cadre théo-
rique (chapitre 3), des résultats des évaluations des prototypes GazeForm (cha-
pitre 5) et Multi-plié (chapitre 6) et de la caractérisation des déformations 
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topologiques de la section précédente, nous allons dans la suite de cette partie 
détailler les principes de design d’un espace de conception pour les interfaces 
tactiles reconfigurables (Figure 101). Après une approche de caractérisation des 
déformations topologiques en fonction des propriétés physiques de transforma-
tion d’un dispositif nous nous sommes intéressés aux effets des transformations 
sur les modalités d’actions/perceptions dans un contexte d’activité avec une forte 
division de l’attention visuelle (entre, par exemple, une tâche de réglage par 
interaction tactile et une tâche de surveillance visuelle). Nous avons traduit ces 
effets en propriétés, qui pourront être utilisées pour la conception et l’évalua-
tions de dispositifs comportant des surfaces tactiles reconfigurables. Inspiré par 
le travail de (Coutaz et al., 2002), présenté à la section 3.1.3.2, sur la définition 
d’une ontologie des surfaces interactives, nous avons repris les propriétés d’Ho-
mogénéité/hétérogénéité, Rigidité/souplesse, et Accessibilité qui permettent de 
décrire les capacités de transformation de la surface (approche topologique) ré-
pondant aux exigences du domaine d’activité de notre étude. Nous avons enrichi 
la définition de ces propriétés avec des éléments de l’analyse de l’activité et de 
l’état de l’art. Par ailleurs, nous avons complété le cadre de conception avec la 
propriété de Couplage issue du travail de (Bucher and Chatty, 2009) sur l’évo-
lution des surfaces d’affichage (fenêtre et dispositifs physiques) et de la littéra-
ture scientifique sur les interactions incarnées, les interfaces tangibles (TUI) et 
les interactions tangibles (section 3.2.2). Ce principe, central dans notre ap-
proche, comprend bien sûr le couplage entre les données numériques et la forme 
de l’interface que nous retrouvons dans le champ des interactions tangibles, 
mais aussi les couplages affichage-2D/forme, Geste/forme, Contexte/forme, etc. 
Enfin, la propriété Statique/dynamique inspirée par les taxonomies sur les in-
terfaces reconfigurables (Coelho and Zigelbaum, 2011), (Rasmussen et al., 
2012), (Roudaut et al., 2013) regroupe les préconisations pour l’utilisation de la 
dynamicité du changement et des effets générés sur les modalités de perception 
et d’action.  
Homogénéité / hétérogénéité (s2s_1) 
Une surface peut être lisse, homogène et continue comme le verre (cas limite 
d’une surface selon (Gibson, 1979)) de l’écran tactile d’un smartphone, d’une ta-
blette ou des dispositifs utilisés dans les nouveaux systèmes avioniques. Elle 
peut-être fragmentée, morcelée, discontinue comme dans les projets Transform 
de (Ishii et al., 2015) ou Lumen de (Poupyrev et al., 2004) autour du concept de 
pixels physiques. Une surface va exprimer sa capacité à supporter la consulta-
tion d’information et l’interaction tactile en fonction de son niveau d’homogé-
néité ; nous avons précisé ces niveaux attendus pour pouvoir répondre aux 
exigences de notre domaine d’études :  
– Surface d’affichage étendue. Les surfaces tactiles doivent être suffisamment 
grandes pour supporter la collaboration, le partage d’information, la modula-
rité et la reconfigurabilité des interfaces. Ces principes permettent de ré-
pondre aux exigences de « Collaborative Awareness – RU3, Availability – RS3 
et Configurability – RI3 » de l’espace de conception initial (Vinot et al., 
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2016) et reprennent les avantages soulignés par (Garcia-Ruiz, 2013) et 
(Hourlier, 2015) des surfaces d’affichage de grande taille.  
– Surface d’interaction tactile continue. La surface doit permettre les gestes 
tactiles amples, continus et articulés (successions de différents gestes). La 
réalisation de gestes impliquant le corps par l’utilisation du canal proprio-
ceptif favorise la précision et la conscience de la situation (Brave et al., 1998), 
(Cohen and McGee, 2004). D’autre part, les gestes de configuration doivent 
être visibles et partagés entre les membres de l’équipage pour favoriser la 
conscience de la situation et la reprise de commande en cas de désengagement 
des systèmes automatiques (Casner et al., 2014). Enfin, la continuité de la 
surface a été jugée comme « engageante » et « accueillante » pour le prototype 
Multi-plié P2, alors que pour le prototype GazeFrom les persistances de dis-
continuités résiduelles sur la surface lorsque les boutons rotatifs étaient ré-
tractés ont gêné la complétion d’un geste tactile continu. C’est donc, comme 
nous l’avons déjà souligné pour la propriété Porosity, la transformation con-
tinue de fond en figure qui permet de préserver la fonction c’est à dire l’es-
sence de fond comme support d’affichage et d’interaction. La modularité, la 
porosité et la fragmentation sont des propriétés physiques qui s’opposent 
structurellement à la continuité de la surface d’interaction. D’autre part, la 
caractéristique de continuité de la surface d’interaction peut favoriser le 
thème « Spatial Interaction (SI) » du cadre conceptuel de (Hornecker and 
Buur, 2006) en supportant les mouvements corporels larges, expressifs et ob-
servables. 
Rigidité/souplesse (s2s_2) 
Cette propriété exprime les capacités de la surface à supporter l’action tactile, 
guider le geste, résister aux forces d’appui et changer de forme ou de taille. Une 
surface rigide est un bon support à l’action mais ne peut pas être physiquement 
reconfigurée comme les plaques de plexiglas utilisées comme des guides pour 
faciliter l’interaction tactile dans les études de (Colley et al., 2016) et (Tory and 
Kincaid, 2013). Alors qu’une surface souple favorise les reconfigurations de 
forme comme dans le projet Paperform de (Lahey et al., 2011) ou les écrans 
flexibles de (Nagaraju, 2013), elle ne permet pas de guider le geste car trop 
souple pour résister au glissement du doigt, comme avec les écrans élastiques 
de (Dand and Hemsley, 2013). Afin de répondre aux exigences de l’activité les 
degrés de rigidité ou souplesse doivent permettre de favoriser les usages sui-
vants :  
– Favoriser la confrontation. Certains mouvements picturaux questionnent le 
support, le cadre le lieu de monstration pour favoriser une confrontation phy-
sique aux œuvres et inscrire le spectateur dans une action globale de percep-
tion qui ne s’arrête pas aux limites de l’image (voir section 3.1.2.3). Ce même 
questionnement peut être réalisé avec la surface tactile reconfigurable, elle 
doit offrir de la rigidité pour guider le déplacement du doigt et aussi de la 
souplesse pour capter des gestes de transformation (pincement ou pliage de 
la surface). Elle doit proposer un cadre avec une rigidité variable pour 
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contenir et structurer, comme souligné par les pilotes au sujet de Multi-plié 
P2 : « Je pose mes mains [sur la surface], si vraiment ça [l’avion] remue, je 
garde la précision » (P5). Souple pour développer « un jeu infini entre le 
monde, l’image et les limites de l’écran » (Chatonsky, 2008), confirmé par le 
pilote P1 : « puisque là tu as la forme et l’image. Rien que ça tu as les deux ». 
Souple aussi pour obtenir un couplage profond, véhiculant l'illusion d'un 
même objet numérique et physique (Koleva et al., 2003). Enfin, cette variabi-
lité de la rigidité offre un espace, une épaisseur d’interaction qui permet de 
penser la surface non plus comme une limite mais comme un espace charnière 
entre le corps le système et l’environnement, à l’image du traitement de la 
surface façade des architectes modernes, point central de la relation entre le 
bâtiment, l’utilisateur et l’environnement (voir section 3.1.2.2). Ainsi la sur-
face n’est pas une simple limite physique mais comme le propose (Gibson, 
1966) elle doit se penser dans l’épaisseur et la distance entre le corps et son 
environnement. 
– Permettre la transformation. L’écran est générique dans sa capacité à afficher 
des données 2D par le changement d’état de la trame répétitive de pixels. Il 
doit aussi l’être par sa souplesse pour proposer une génération de formes di-
versifiée. L’intérêt de la généricité d’affichage de l’écran tactile souligné par 
les industriels pour développer ces nouveaux dispositifs ne doit pas être 
anéantie par une reconfiguration limitée répondant à un usage exclusif. Nous 
retrouvons cette limite dans le prototype GazeForm avec l’émergence d’un 
bouton rotatif non flexible (forme, position), et utilisé pour la réalisation 
d’une tâche spécifique. 
– Résister au contexte d’usage. Dans le contexte aéronautique et plus générale-
ment dans les environnements d’utilisation de surfaces tactiles où le corps 
est engagé dans un rapport physique d’action et de surveillance (conduite 
automobile, tactile en mobilité, etc.), la résistance de la surface tactile recon-
figurable doit permettre de se tenir (comme l’a explicité un pilote « c’est le 
bouton qui tient la main » (section 2.3.2)), de reposer ou stabiliser sa main 
lors de l’interaction, de limiter les impacts des vibrations et turbulences sur 
les postures physiques et les processus cognitifs des opérateurs (voir section 
2.2.4). 
Accessibilité (s2s_3)   
La position et l’orientation de la surface par rapport à l’utilisateur déterminent 
les possibilités d’action et de perception. Trop loin ou inclinée elles ne favorisent 
pas l’action tactile ; trop petite et excentrée dans l’espace du cockpit elles n’of-
frent pas de support au partage et à la collaboration.  
– Visible dans l’espace physique. Pour offrir un support à la collaboration la 
surface tactile reconfigurable doit être visuellement partageable dans l’es-
pace d’interaction en respectant les matrices des transitions oculaires exis-
tantes (Kasarskis et al., 2001). En plus de favoriser l’accès à la consultation, 
la disposition et la taille de la surface doit faciliter le partage des actions 
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tactiles des opérateurs sur les systèmes et ainsi améliorer la conscience de la 
situation (Speelpenning et al., 2011). 
– Favoriser la perception écologique des affordances. La transformation de la 
surface pour inciter à l’action (un bouton à tourner dans le cas de GazeForm 
ou un pli à pincer pour Multi-plié) doit être visible est appréhendable par 
l’utilisateur. La surface qui s’incline pour « offrir » (Gibson, 1979) un reposoir 
de stabilisation pour l’action tactile doit être positionnée de façon ergonomi-
quement cohérente par rapport au corps du pilote, ce corps mesurant de « par 
lequel nous pouvons fréquenter ce monde, le comprendre et lui trouver une 
signification » (Merleau-Ponty, 1945). Il en est de même pour les possibilités 
d’agir tactilement sur une surface : l’inclinaison et la disposition ainsi que la 
transformation doivent renseigner sur la modalité d’action attendue. Cette 
propriété supporte les thèmes NP (Naïve Physics) et BAS (Body Awareness 
and Skills) du modèle Reality-Based Interaction (RBI) (Jacob et al., 2008) 
(voir section 3.2.2) en exploitant la connaissance du monde des utilisateurs 
et la conscience de leur propre corps pour inciter, favoriser l’action. 
– Réduire les efforts musculo-squelettiques. Comme précisé dans la section 
2.5.4, le positionnement des écrans tactiles dans les cockpits ainsi que la du-
rée de la tâche de réglage peuvent être à l’origine de fatigue musculaire ou 
de troubles musculo-squelettiques (Barbé et al., 2012). Afin de réduire cet 
impact, la surface reconfigurable doit offrir des inclinaisons et des distances 
d’action permettant de réduire les efforts musculo-squelettiques. 
Couplage (s2s_4)  
Des surfaces peuvent être couplées entre elles pour permettre une reconfigura-
tion par articulation (section 3.3.2.1) comme la tablette double écrans de 
(Hinckley et al., 2009), ou les prototypes Multi-plié. La propriété de couplage 
peut aussi exprimer le lien entre la forme de la surface et les données numé-
riques, entre l’affichage 2D et la forme de l’afficheur, entre le contexte et les 
affordances offertes par la forme de la surface, entre les gestes réalisés et les 
déformations produites ou encore, entre la structure visible et le résultat de la 
déformation.  
Couplage des surfaces entre elles. Les rapports topologiques entre les surfaces 
vont permettre de modifier la géométrie des plans d’action et mettre en évidence 
des invariants dans la structure du champ optique pour favoriser la perception 
des affordances (Gibson, 1979). Dans le cas de GazeForm, la modification de 
niveau de la surface du sommet du bouton par rapport à la surface du fond, 
invite à l’action de saisir et manipuler. Les bords du bouton sont perçus comme 
des invariants du champ optique et leurs déplacements induits une affordance. 
En plus du canal visuel la modification des rapports topologiques de surfaces 
permet par le sens tactilo-kinesthésique de percevoir l’état de surface et les in-
vitations à l’action. C’est le cas aussi pour les prototypes Multi-plié. Par exemple 
dans la version P1 l’inclinaison des écrans invite à la consultation de l’informa-
tion visuelle, au repos de la main ou à l’interaction tactile. Avec la version P2, 
comme nous l’avons vu dans la section précédente (7.2), la production d’une 
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ondulation par plissage (utilisation de la propriété Zero-Crossing) génère de 
nombreux invariants (bords occluants, surfaces révélées et masquées de façon 
temporaire) et facilite ainsi la perception écologique des invitations à l’action 
(Figure 100). Par ailleurs, le couplage des surfaces entre elles peut être déter-
miné par le caractère modulaire du dispositif. La possibilité de re-disposer des 
modules de surfaces entre eux permet d’enrichir les modalités d’action/percep-
tion tout en conservant une bonne intelligibilité du comportement du système. 
Enfin, la structure répétitive et rythmique produite par l’articulation des sur-
faces entre elles offre un support à la réalisation de séquences d’actions (valida-
tion en écrasant les plis pour le prototype P2) permettant de produire des 
combinaisons d’expériences sensorimotrice temporalisées. Combinaisons qui ap-
paraissent comme des signatures rythmiques permettant à l’utilisateur de 
« maintenir un engagement sensorimoteur continu et coordonné avec son envi-
ronnement » (Clark, 2011). 
 
Figure 100. Schéma de la modification du flux optique par le plissage de la surface Multi-plié ; les surfaces 
pointillés (2) se dérobent au regard masqué par les bords occluants qui apparaissent comme des invariants 
du flux et renseignent des actions possibles (affordances)  
– Couplage de la forme physique et des données numériques. La modification de 
la forme de l’interface comme incarnation physique des donnés fait partie des 
propriétés des TUI (Tangible User Interface). Définies dans un premier temps 
par (Ishii and Ullmer, 1997) puis élargies au concept d’interactions incarnées 
par (Hornecker and Buur, 2006). Cet élargissement permet de définir l’accep-
tation plus générale d’Interaction Incarnée en déplaçant le centre de gravité 
des préoccupations de la conception, de l’interface à l’interaction (voir section 
3.1.3.2). Nous retrouvons ce principe d’incarnation physique des données 
dans les prototypes Muti-plié et plus précisément dans la version P2. L'effet 
visuel d’un pli relevé pour attirer l’attention des pilotes sur une action à réa-
liser a été explicité comme : « de la vraie 3D ... on est vraiment interpellé en 
trois dimensions » (P4). Ce codage de l’information par la saillance d’un item 
dans une série a été unanimement perçu comme un dysfonctionnement d’un 
système ou l’absence de réalisation d’une action dans un ensemble : « par 
exemple tu commences ta descente, tu es en mode “descent“, et tu n’as pas rem-
pli les performances atterrissage : il y a un pli qui sort » (P4). En utilisant des 
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règles écologiques de perception pour profiter des habiletés des utilisateurs à 
percevoir dans un environnement physique, le couplage entre la forme phy-
sique et les données numériques favorise l’extraction rapide d’informations 
du champ visuel sans passer par des processus d’interprétation de représen-
tations symboliques (Gibson, 1979). Cette propriété  supporte le thème Ex-
pressive Representation (ER) du cadre conceptuel de (Hornecker and Buur, 
2006).  
La richesse de ce couplage est déterminée par les caractéristiques de défor-
mation du dispositif. Comme explicité dans la section précédente, les trans-
formations topologiques des dispositifs sont rendues possibles par la 
modification conjointe des propriétés de Size (longueur, volume, surface), Am-
plitude, Zero-Crossing, Speed et Granularity (densité de point d’actuation). 
Cependant, pour produire des transformations facilement appréhendables 
par l’utilisateur, il peut être nécessaire de limiter certaines propriétés comme 
par exemple l’utilisation d’une faible densité de points (Granularity) dans le 
prototype Multi-plié P2.  
– Couplage de la surface et de la structure.  
La surface peut soit être un habillage du dispositif qui masque les fonction-
nements internes (comme dans GazeForm), soit révéler par la visibilité de 
son arrangement structurel ses comportements de transformation (comme 
dans Multi-plié). Comme nous l’avons précisé dans la section 6.6, la percep-
tion de l’arrangement structurel et articulatoire de la surface favorise la com-
préhension des transformations possibles. Cette propriété reprend le thème 
Naïve Physics (NP) du modèle Reality-Based Interaction (RBI) (voir section 
3.2.2) ; l’utilisateur connaît le fonctionnement du monde physique en perce-
vant un arrangement structurel, et peut donc en déduire un comportement. 
Même si la surface-enveloppe peut favoriser les propriétés d’homogénéité et 
de continuité elle présente le risque de maintenir l’utilisateur à distance du 
fonctionnement de la machine (Crawford, 2016).  
– Couplage entre la forme de la surface écran et les informations affichées. C’est 
une propriété que nous n’avions pas imaginé lors de la phase de conception 
mais qui s’est avérée essentielle au regard des évaluations. Les pilotes ont 
souligné, par exemple, les effets bénéfiques de la segmentation, de la sail-
lance et des transformations sur la perception visuelle (section 6.6). Le cu-
mul, le lien, voire la congruence de la représentation 2D avec la forme du 
dispositif ont été appréciées et considérées comme très efficaces pour la per-
ception visuelle. Cette propriété de couplage qui renvoie au thème Expressive 
Representation (ER) de (Hornecker and Buur, 2006) (voir section 3.2.2). Ce 
couplage est favorisé par l’utilisation d’une surface transformable conservant 
ses propriétés de surface écran dans tous les états de déformation, ce qui est 
le cas de la version P2 de Multi-plié par la création d’ondulation de la surface 
continue (utilisation de la propriété Zero-Crossing).  
– Couplage de la forme de la surface et du contexte d’usage. Comme nous l’avons 
démontré dans l’évaluation GazeForm, le couplage de la forme de l’interface 
au contexte d’usage (modification de la position du regard) permet d’amélio-
rer la distribution de l’attention visuelle, la performance et la sensation de 
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contrôle (section 5.7). Le déclenchement de la transformation de l’interface 
en fonction de l’évolution du contexte ne nuit pas à la continuité de la mani-
pulation. Les délais de latence de la transformation par rapport à l’événe-
ment déclencheur (propriété Speed) sont à optimiser pour produire un 
système réactif et favoriser son acceptabilité.  
– Couplage du geste de manipulation et de la forme de la surface. Même si le 
fait de proposer une entrée dans le système par la manipulation physique de 
l’interface est un comportement classique des interactions tangibles, nous 
voulons par cette propriété spécifier les effets de ce comportement sur les 
modalités de perception et d’action. Que ce soit pour enfoncer le bouton du 
prototype GazeForm ou aplatir les plis du prototype Multi-plié P2, les pilotes 
ont exprimé le désir d’agir physiquement sur l’interface pour la transformer 
(section 6.6.2). Ils ne souhaitent pas simplement agir pour déclencher un pro-
cessus de transformation motorisé, comme ce que nous avions proposé par 
l’enfoncement d’un pli par un tap sur le sommet, mais réellement transmettre 
une force qui sculpte le matériau de manière progressive, à la manière d’un 
sculpteur qui forme un pain d’argile par des mouvements successifs. 
Pour conclure ce chapitre, nous proposons de comparer les trois prototypes Gaze-
Form et Multi-plié en utilisant l’espace de conception s2s. Nous avons repré-
senté graphiquement la capacité des prototypes à supporter une propriété, à 
l’instar de la caractérisation des prototypes avec la taxonomie de (Kim et al., 
2018) (Figure 97). En disposant des carrés de couleurs, pour chaque prototype, 
sur un axe horizontal séparé en 4 colonnes nous exprimons une échelle qui va 
de ce comportement est : impossible – en partie possible – possible – complète-
ment possible ou de inexistant à très fort pour la propriété de couplage (s2s_4). 
Pour la propriété d’homogénéité, nous constatons que GazeForm avec sa surface 
perforée pour faire émerger un bouton est sans surprise le moins à même d’offrir 
un support pour des gestes continus et afficher des informations riches. Alors 
que Multi-plié P2 surface « plissable » offre, pas sa surface continue, un espace 
d’affichage et d’interaction homogène. Même si pour la propriété de Rigi-
dité/souplesse nous n’avons pas exploré l’utilisation d’un matériau à rigidité 
programmable, nous constatons que la mise en œuvre, dans le prototype 
Multplié surface « plissable », d’une structure composite souple (intégration de 
la couche de structure, du motif de déformation et des capteurs tactiles dans une 
seule épaisseur) offre par son degré de flexibilité un support à l’action tactile 
ainsi qu’une richesse de possibilités de déformations. Ce n’est pas le cas des deux 
autres prototypes qui sont limités par l’utilisation d’un matériaux rigide et non 
déformable. Une fois de plus, c’est le prototype Multi-plié P2 qui supporte le 
mieux la propriété d’Accessibilité : le nombre de plis ainsi que l’amplitude offerte 
entre le pli en sailli et le pli en creux favorisent la perception écologique des 
affordances et réduisent les efforts musculo-squelettiques. Enfin pour la pro-
priété de Couplage, le prototype GazeForm n’offre que très peu de possibilités 
de couplage ; sa structure rigide, spécifique à une tâche et dédiée à la manipu-
lation sans les yeux (pas d’adaptation de l’image à la forme de l’interface) limite 
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grandement les possibilités. Alors que le prototype Multi-plié P2, par le concept 
même de surface souple « plissable » offre un bon support des différentes pro-
priétés de couplage. 
 
Figure 101. Caractérisation des prototypes GazeForm, Multi-plié P1 et P2 dans l’espace de conception s2s 
7.4 CONCLUSION 
Dans ce chapitre, pour s’extraire du contexte d’étude et pouvoir généraliser la 
connaissance produite à d’autres environnements nous avons analysé les trans-
formations topologiques des trois interfaces tactiles reconfigurables des études 
GazeForm et Multi-plié. Une analyse qui nous a permis de spécifier des proprié-
tés et constituer un espace de design utilisable pour la conception et l’évaluation 
de surfaces tactiles reconfigurables. 
En utilisant la taxonomie de (Kim et al., 2018) basée sur le travail de (Roudaut 
et al., 2013) qui propose l’utilisation d’un modèle géométrique NURBS (Non-
Uniform Rational Basis Splines) nous avons analysé les prototypes avec les pro-
priétés Size, Modularity, Granularity, Porosity, Curvature, Amplitude, Zero-
Crossing, Closure, Stretchability, Strength, Speed. Par exemple pour la pro-
priété Granularity (densité de point d’actuation) nous avons conclu qu’une Gra-
nularity importante peut nuire à l’intelligibilité du fonctionnement du dispositif 
et que l’utilisation d’une Granularity dynamique (activation/désactivation d’un 
point d’actuation) peut permettre de réaliser des transformations d’une même 
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structure suivant différents niveaux d’échelle. Autre exemple, pour la propriété 
Zero-Crossing nous avons vu que la transformation d’une forme ondulée permet 
de favoriser la perception des affordances tout en offrant une continuité de la 
surface d’interaction.  
A partir des données issues de l’analyse de l’activité (chapitre 2), du cadre théo-
rique (chapitre 3), des résultats des évaluations des prototypes GazeForm (cha-
pitre 5) et Multi-plié (chapitre 6) et de la caractérisation des déformations 
topologiques (présentée précédemment), nous avons spécifié les principes de de-
sign de l’espace de conception s2s pour les interfaces tactiles reconfigurables. 
Nous avons défini les principes d’Homogénéité/hétérogénéité, Rigidité/sou-
plesse, Accessibilité et Couplage en nous intéressant aux effets de la forme et 
des transformations de l’interface tactile sur les modalités d’action/perception 
dans un contexte d’activité avec une forte division de l’attention visuelle. Pour 
chaque principe nous avons détaillé les modalités offertes en fonction des carac-
téristiques physiques de l’interface. Par exemple pour le principe « Favoriser la 
confrontation » nous avons précisé que la surface tactile reconfigurable doit of-
frir de la rigidité pour guider le déplacement du doigt et aussi de la souplesse 
pour capter des gestes de transformation. L’utilisation d’un matériau avec une 
rigidité programmable permettrait d’offrir cette variabilité la résistance méca-
nique. 
Nous avons terminé ce chapitre en présentant une analyse comparative, suc-
cincte, des 3 prototypes en utilisant l’espace de conception s2s. Nous constatons 
que le prototype Multi-plié P2 est celui qui supporte le mieux les propriétés de 
transformation de l’espace de conception et offre ainsi le plus de richesse dans 
les modalités de perception et d’action. 
7.5 CONTRIBUTIONS  
– Un espace de conception pour les surfaces tactiles reconfigurables utilisables 
dans un contexte de forte division de l’attention visuelle. 
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8 CONCLUSION 
 
Le cadre disparaît, c’est une surface sans bords, le corps de-
vient le bord de l’image.  
(Dalmasso, 2018) 
 
8.1 LES OBJECTIFS DE LA THESE 
Ce travail de thèse avait pour but d’explorer la « ré-incarnation » des interac-
tions tactiles par la transformation physique de la surface d’interaction. Nous 
avons, par la modification de la forme de la surface tactile, cherché à impliquer 
les compétences motrices des utilisateurs ainsi que leurs habiletés à négocier, 
manipuler et s’orienter dans leur environnement. Au travers d’une étude du 
statut du corps dans l’activité de pilotage et d’un état de l’art sur les limites des 
interactions tactiles, nous avons mis en lumière que contrairement aux com-
mandes physiques les écrans tactiles sollicitent fortement le canal visuel, ne 
favorisent pas la conscience mutuelle et la collaboration de l'équipage, et ne sont 
pas sûrs et performants dans des environnements dynamiques soumis aux vi-
brations et aux accélérations. Pour répondre à ce problème d’utilisabilité nous 
avons cherché à démontrer que, comparativement à un écran tactile présentant 
une surface plate et rigide, la transformation d’une surface tactile permet : 
– de réduire la charge de travail, d’améliorer la distribution de l’attention vi-
suelle, de favoriser la collaboration et d’améliorer la performance,	
– de répondre aux exigences de performance et de sécurité pour des contextes dé-
gradés (ex. turbulences, vibrations, fumée dans le cockpit, stress et charge co-
gnitive élevée) ainsi que des contextes d’interaction présentant une forte 
contrainte de division de l’attention visuelle. 
 
Pour répondre à ces objectifs, spécifiques à notre domaine d’étude, nous avons 
rempli des objectifs théoriques :  
– caractériser les limites des interactions sur surfaces tactiles, 
– analyser le statut du corps dans l’activité de pilotage, 
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– enrichir l’espace de conception des interactions tactiles avec les théories de la 
perception écologique, de l’interaction tangible et de l’interaction incarnée. 
8.2 SYNTHESE DES RESULTATS Pour	 répondre	 aux	objectifs	 spécifiques	 au	domaine	d’étude,	 nous	 avons	défini	 trois 
axes principaux de recherche (activité oculaire, sensation et niveaux de contrôle, 
continuité) pour lesquels nous avons spécifié des questions de recherche parti-
culières. Pour explorer ces questions de recherche nous avons conçu, fabriqué et 
évalué trois prototypes fonctionnels. Nous allons, dans un premier temps, reve-
nir sur chaque question en rappelant les réponses apportées par notre travail. 
Puis nous rappellerons les résultats des objectifs théoriques. 
8.2.1 Activité oculaire 
Pour cet axe de recherche nous avions spécifié la question suivante :  
L’interface tactile reconfigurable permet-elle de réduire la demande d’attention 
visuelle, améliorer la distribution de l’attention, libérer l'attention visuelle de 
manière flexible en cas de besoin, réduire les interruptions dans les circuits vi-
suels de surveillance et favoriser la continuité de la surveillance suivant un 
rythme régulier, homogène et contrôlé ? 
Grace à l’étude GazeForm (chapitre 5), nous démontrons que le changement de 
forme d’une surface tactile en fonction de la direction du regard permet de ré-
duire la demande visuelle et d’améliorer la répartition de l’attention 
entre les différents écrans. Le regard se retrouve ainsi « libéré » et peut être 
sollicité de manière flexible pour mener à bien la tâche réglementaire de sur-
veillance des systèmes. Cette optimisation de l’utilisation des ressources vi-
suelles permet de diminuer la charge de travail et d’améliorer la 
performance 
Les résultats de l’étude Multi-plié (chapitre 6) montrent les effets bénéfiques 
de la forme du support d’affichage et de ses déformations sur la perception 
visuelle. Le lien entre la forme du support (segmentation des écrans, épaisseur 
des bords, agencement des écrans) et le contenu affiché favorise la ségrégation, 
la structuration de l’information et la création de liens de dépendance entre les 
contenus, autant de qualités qui réduisent le besoin d’attention visuelle 
pour accéder à l’information. Par ailleurs, les mouvements de transformation de 
la surface s’avèrent plus efficaces visuellement pour percevoir les notifica-
tions. Enfin la création de forme pour stabiliser la main ou pour guider l’action 
tactile permet de fournir une référence spatiale facilitant l’interaction sans 
l’utilisation du canal visuel. 
8.2.2 Sensation et niveaux de contrôle 
La surface tactile reconfigurable permet-elle d’améliorer la performance (taux 
d'erreur faible, robustesse à l’interruption, temps d’exécution plus rapide). La 
structure de la déformation et les propriétés des transformations (vitesse, 
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amplitude, etc.) permettent-elles de favoriser la perception des notifications et 
alarmes, de supporter la programmation et le déroulement de séquences d’ac-
tions, et d’améliorer la hiérarchisation des priorités ? 
L’étude GazeForm nous permet de conclure que la transformation d’une surface 
tactile ainsi que l’ajout du contrôle de la forme de la surface tactile par le regard 
ne pénalisent pas les activités réglementaires de surveillance visuelle 
des systèmes. Par ailleurs la surface tactile transformable permet de faire 
moins d’erreurs de réglages et améliore l’efficacité. Concernant le niveau 
de contrôle une modélisation plus fine de l'activité et des schémas cognitifs et 
sensori-moteurs impliqués dans la coordination geste-regard est nécessaire pour 
concevoir un système adaptatif efficace.  
Avec l’études qualitative des deux prototypes Multi-plié nous confirmons la per-
tinence de la saillance par la forme pour les notifications. Cette propriété est 
renforcée par la congruence possible de la représentation 2D avec la forme du 
dispositif. La structure répétitive des plis du prototype P2 s’est avéré très effi-
cace pour supporter le séquencement d’actions ainsi que les gestes de vali-
dation. La programmation d’actions à réaliser, le rappel de l’action en 
cours pour reprendre une procédure après une interruption ou encore la hiérar-
chisation des actions sont autant de fonctionnalités supportées par la struc-
ture simple et répétitive de la surface continue « plissée ». Enfin, nous 
démontrons qu’une interface tactile transformable, par la création de supports 
physiques pour stabiliser ou guider le geste tactile, permet de répondre aux 
exigences de performance et de sécurité pour des contextes dégradés (ex. 
turbulences, vibrations, fumée dans le cockpit, stress et charge cognitive élevée). 
8.2.3 Continuité 
La transition d’un état de forme à l’autre, de la surface globale à la surface locale, 
permet-elle une interaction suffisamment fluide et continue ? Comment concevoir 
la continuité de la surface et des transformations pour supporter les interruptions 
et favoriser la reprise de tâche ? Comment concevoir les transformations pour 
assurer la continuité entre les tâches à réaliser (ex. réglage, surveillance, colla-
boration) et entre les modalités d’interaction offertes (ex. tactile, tangible) ? 
Nous concluons, avec l’étude GazeForm, que le changement de modalité (tactile, 
rotateur physique) n’altère pas les performances de réalisation d’une tâche 
de réglage. Concernant la continuité au sein d’une modalité nous montrons que 
la manipulation d’un interacteur physique, à la différence de l’interaction tac-
tile, permet d’effectuer des réglages en plusieurs étapes avec de micro-inter-
ruptions dans le geste. Enfin nous concluons que la personnalisation des 
paramètres de transformation (ex. latence et vitesse de changement) peut alté-
rer la confiance dans le fonctionnement du dispositif et nuire à la continuité de 
l’interaction. 
Avec l’étude Multi-plié nous démontrons que la continuité de la surface, uti-
lisée dans le prototype P2, favorise le support de gestes tactiles amples et 
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continus. Concernant les gestes de transformation nous montrons que le cou-
plage entre le geste effectué et son effet sur la surface doit être fin et progressif 
pour favoriser le support d’une interaction continue. 
8.2.4 Objectifs théoriques 
Nous avons caractérisé les risques potentiels de la « tactilisation » des systèmes 
avioniques sur l’activité de pilotage. Une contribution qui par exemple nous a 
permis de confirmer les effets importants de l’interaction tactile sur l’attention 
visuelle, ce qui a été à l’origine de notre travail de conception du prototype Gaze-
Form et de l’étude sur l’émergence de formes saisissables de la surface tactile 
pour soulager l’utilisation du canal visuel. En produisant des solutions pour « li-
bérer le regard » nous avons constaté des effets induits positifs sur la perfor-
mance, la charge de travail, la sensation de contrôle et la satisfaction. Même si 
dans Multi-plié la question de l’attention visuelle était moins centrale dans les 
préoccupations de conception, nous avons constaté que la forme du dispositif 
d’affichage a un effet déterminant sur la perception visuelle. Cette propriété 
observée confirme que « toute expérience du visible [est] toujours donnée dans 
le contexte des mouvements du regard, le spectacle visible appartient au toucher 
ni plus ni moins que les “qualités tactiles“ » (Merleau-Ponty and Lefort, 1979).  
Par l’étude du statut du corps et de l’espace du cockpit dans l’activité de pilotage 
nous avons contribué à enrichir les connaissances des phénomènes de percep-
tion et d’action des pilotes dans leur environnement. Les capacités sensorimo-
trices des pilotes, leur sens tactilo-proprio-kinethésique, leur habileté à 
manipuler et percevoir l’environnement physique sont apparues comme autant 
de mécanismes mis en œuvre pour « faire corps avec l’avion ». Ces sensations 
explicitées par les utilisateurs ainsi que les phénomènes observés ont fondé 
notre travail de conception des trois prototypes et notre approche théorique de 
la « ré-incarnation » de l’interaction tactile en nous incitant à repenser la place 
du corps dans l’espace d’interaction par l’utilisation des théories de la perception 
incarnée et de l’interaction tangible. Par cette étude, nous avons souligné, entre 
autres, que les pilotes utilisent la perception tactilo-prorio-kinesthésique pour con-
firmer la perception visuelle globale d’une scène, propriété que nous avons implé-
menté dans le prototype Multi-Plié P2 et qui a été reprise pour enrichir le principe 
« Couplage de la forme physique et des données numériques » de l’espace de con-
ception s2s. Nous avons aussi relevé l’importance du rythme dans le séquencement 
des gestes, des balayages visuels et de la prise de parole des pilotes dans l’environ-
nement du cockpit. Même si nous avons traité cette caractéristique de l’activité dans 
le prototype GazeForm (combinaisons geste-regard temporalisé) ou par le prototype 
Multi-Plié P2 en offrant un support à la réalisation de séquences d’actions per-
mettant de produire des combinaisons d’expériences sensorimotrice temporali-
sées, il nous semble intéressant d’affiner la compréhension de ce phénomène. 
En effet, le flux d’information temporalisé avec ses multiples signatures ryth-
miques perçu par les différents sens permet à notre cerveau de détecter les con-
figurations sensorielles anormales. C’est un processus qui joue un rôle dans 
l’apprentissage précoce du raisonnement catégoriel et conceptuel (Crawford, 
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2016) et qui permet de « maintenir un engagement sensorimoteur continu et 
coordonné avec son environnement » (Clark, 2011). 
Enfin l’enrichissement de l’espace de conception des interactions tactiles avec 
les théories de la perception écologique, de l’interaction tangible et de l’interac-
tion incarnée ainsi que l’étude de concept de surface nous ont permis de fonder 
l’espace de conception s2s. Cet espace, à la fois outil de conception et d’évalua-
tion, est une contribution dans le champ des interfaces reconfigurables et plus 
largement dans celui de l’Interaction Tangible. Dans le cadre de cette conclu-
sion, il nous paraît important de souligner le concept de surface comme espace 
charnière et de surface comme lieu d’articulation de la figure et du fond, du 
visible et de l’invisible. Ces concepts sont fondamentaux pour notre espace de 
conception s2s et potentiellement riches pour des recherches futures. Comme 
nous l’avons vu dans notre étude sur le concept de surface en peinture et cinéma, 
le cadre11, de la surface picturale à l’écran interactif, est progressivement dé-
bordé par des flux d’informations venant se superposer et se télescoper. Il n’est 
plus simplement une limite entre le visible et l’invisible mais devient une liaison 
dynamique entre les informations représentées. Par la transformation de la 
forme de la surface nous avons cherché à amplifier ce débordement pour qu’il se 
produise au-delà des données numériques représentées entre l’objet physique 
support de l’image, l’environnement et le corps de l’utilisateur. Ainsi l’image ne 
se donne pas uniquement à voir par la vision mais peut est perçue dans l’espace 
physique par les capacités sensorimotrice de l’utilisateurs. L’écran ne sert plus 
uniquement à isoler une portion d’espace pour en faire l’objet d’attention ou à 
cadrer de la figure sur un fond mais en se pliant et dépliant elle offre une trans-
formation de son statut même de fond ou de figure. Ainsi le cadre disparaît, la 
surface tactile transformable devient une surface sans bord, le « corps devient 
le bord de l’image » (Dalmasso, 2018).  
8.3 PERSPECTIVES 
Ce premier travail de recherche sur la « ré-incarnation » des interactions tactiles 
par la transformation de la surface nous a permis d’identifier des opportunités 
de recherche pour des travaux futurs. Nous faisons état de ces opportunités en 
les regroupant suivant trois catégories (contextes dégradés, rétroactions hap-
tiques vibratoires, matériaux programmables). 
Contextes dégradés 
Nous avons, au travers de la littérature scientifique, des entretiens avec des 
pilotes, des observations in situ dans des cockpits d’avion de ligne, pu étudier 
les impacts des contextes dégradés de vol sur l’activité de pilotage. Cependant 
nous n’avons pas eu le temps dans le cadre de ce travail de recherche d’évaluer 
les prototypes produits dans des environnements simulant ce type de contexte. 
A moyen terme, une expérimentation contrôlée va être réalisée par une 
                                               
11 Le mot cadre désigne les bords ainsi que le fond de la surface 
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chercheuse en IHM de l’ISAE. Pour reproduire un contexte de turbulence. 
L’étude se déroulera sur le simulateur dynamique 6 degrés de liberté conçu et 
fabriqué dans le cadre du projet Airtius (Figure 102). Les enregistrements de 
turbulences en vols réels sur un A320 seront utilisés pour simuler des mouve-
ments de la plateforme. Des mesures de temps de perception, de temps de réac-
tion, de nombre d’erreurs et de satisfaction seront réalisées pour évaluer les 
apports de la transformation d’une surface tactile, comparativement à un écran 
tactile classique, en contexte de turbulences (faibles à très fortes).  
  
Figure 102. Simulateur cockpit dynamique, 6 degrés de liberté, pour le test des dispositifs 
en contextes dégradés (ex. turbulences, vibrations, accélérations) 
Par ailleurs, il serait intéressant d’utiliser la plateforme de simulation (Figure 
102) pour réaliser des observations permettant de mieux comprendre les effets 
d’un contexte dynamique (ex. vibrations, accélérations, turbulences) sur les in-
teractions tactiles. Même si ce type d’outil ne permet de simuler que de façon 
parcellaire les mouvements d’un vol réel (les débattements sur chaque axe étant 
limités à 22cm), elle permet d’équiper le pilote de nombreux capteurs (ex. oculo-
métre, casque à électrodes pour électroencéphalogramme (EEG), électromyo-
gramme (EMG)) sans devoir se préoccuper des autorisations et des risques d’une 
mission en condition réelle. Ces mesures, en plus des entretiens, pourraient per-
mettre une compréhension plus fine des mécanismes physiologiques en jeu. 
L’objectif serait de faire cohabiter une méthode holistique (par l’étude ethnogra-
phique) avec une approche atomistique de la compréhension des circuits de per-
ception-action des fonctions sensorimotrices. Cette démarche permettrait 
d’appréhender plus finement les intégrations fonctionnelles révélant notre rap-
port préréflexif et sensorimoteur au réel, comme par exemple le couplage sur le 
plan fonctionnel de la locomotion et de la vision qui permet d’orienter notre dé-
placement en fixant du regard une cible à atteindre (processus décrit par un 
pilote en parlant du minimanche de l’A320 « cet avion, tu le mets là où tes yeux 
t’amènent… »).  
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Rétroaction haptique vibratoire  
Au cours d’un vol, le cockpit est exposé à des vibrations provenant à la fois du 
déplacement de l’avion dans les masses d’airs, de l’écoulement des flux sur le 
fuselage et du fonctionnement des moteurs. Dans ce contexte nous avons très 
tôt, en nous basant sur des études (Letondal et al., 2018), (Dutu, 2015) ainsi que 
sur des commentaires de pilotes lors des observations, choisi de ne pas explorer 
plus avant l’augmentation de la surface par un système haptique par vibration. 
Néanmoins, une piste intéressante pour les travaux futurs serait de caractériser 
les différentes vibrations ressentis dans un cockpit et de déterminer les conflits 
ou congruences possibles avec un système tactile à feedback haptique par vibra-
tions. Par ailleurs une étude récente (Prsa et al., 2019) a souligné les interfé-
rences possibles entre la perception d’un son et d’une vibration, c’est deux 
stimuli seraient perçus et codés de façon similaire par le cerveau. Cette nouvelle 
donnée nous permet de reconsidérer la méfiance exprimée des pilotes envers le 
feedback vibro-tactile. Une étude sur l’impact de l’environnement sonore d’un 
cockpit sur la perception des feedback haptique par vibration serait intéres-
sante. 
Matériaux programmables  
Initialement parmi les différentes orientations de recherche possibles nous 
avions envisagé une « Étude pour l’utilisation des propriétés matérielles pro-
grammables dans la conception d’interactions tangibles pour le cockpit ». Par 
manque de support à la fabrication à l’ENAC et de liens de partenariat avec des 
industriels manipulant des matériaux programmables nous avions abandonné 
cette orientation. Cependant au regard des résultats obtenus, il parait intéres-
sant d’explorer l’utilisation de matériaux programmables permettant de pro-
duire une surface avec une élasticité et une granularité configurable. En effet, 
la caractérisation des transformations des prototypes avec les taxonomies exis-
tantes a fait émerger la pertinence de la variabilité de la résistance mécanique 
de la surface en fonction des usages (ex. tactile, enfoncement, étirement) ainsi 
que l’augmentation dynamique de la granularité pour faire varier le rythme et 
la disposition des transformations. Une étude des matériaux permettant de ré-
pondre à ces besoins émergents serait une première étape pour initier un travail 
de recherche plus important.  
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10  ANNEXES 
10.1 VOCABULAIRE AERONAUTIQUE 
AFM Aircraft Flight Manual 
CDS Cockpit Display System 
CIDS Cabin Intercommunication Data System  
CPT Captain 
CRM Crew Ressource Management 
ECAM Electronic Centralized Aircraft Monitoring 
EFIS Electronic Flight Instrument System 
EWD Engine and Warning Display 
FAP Flight Attendant Panel 
FCOM Flight Crew Operating System 
FCTM Flight Crew Training Manual  
FMS Flight Management System  
FMT Flight Management Terminal  
FOA Flight Ops Application 
F/O First Officer 
MDU Multifunction Display Unit 
MFD Multi Functional Display 
ND Navigation Display  
OIS Onboard Information System 
PFD Primary Flight Display  
PF Pilot Flying 
PM Pilot Monitoring 
SD System Display  
SOPs Standard Operating Procedures 
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10.2 LISTE DES SEANCE D’OBSERVATIONS ET DES ATELIERS 
DE CONCEPTION PARTICIPATIVES 
 
  
Date Type Pilote 
4/03/2016 Observation simulateur ENAC VD, Transavia – B737  
16/03/2016 Observation simulateur ENAC YR, Ingénieur ENAC 
17/03/2016 Observation simulateur ENAC LSB et JR, certifiés A320 
25/03/2016 Interview + Observation simulateur ENAC VD, Transavia – B737  
20/04/2016 Interview + Observation simulateur ENAC PB, Air France - A320 et B777 
13/06/2016 Interview avion léger sur tarmac LSB - certifié A320 
7/07/2016 Mini interview + observation en vol Équipage Air France – A320 
13/10/2016 Interview + mini-atelier prototypage OL, Air France – A320 et B737 
24/11/2016 Interview + atelier prototypage VD, Transavia – B737 
7/12/2016 Interview + atelier prototypage OL, Air France – A320 et B737 
22/02/2017 Atelier brainstorming LJ, Volotea – A320 
24/03/2017 Walkthrough VD, Transavia – B737 
2/04/2017 Walkthrough OL, Air France – A320 et B737 
11/05/2017 Simulateur certifié ENAC PM, instructeur A320 ENAC 
01/06/2017 Walkthrough GazeForm LSB - certifié A320 
11/07/2017 Interview + mini-atelier DL, instructeur ENAC 
23/08/2017 Walkthrough GazeForm LSB - certifié A320 et SF - Twin-Jet, 
Beechcraft 1900D 
7/09/2017 Walkthrough GazeForm LJ, Volotea – A320 
8/09/2017 Walkthrough GazeForm PB, Air France - A320 et B777 
14/09/2017 Walkthrough GazeForm OL, Air France – A320 et B737 
19/06/2018 Walkthrough Multi-plié prototype 1 VD, Transavia – B737 
21/06/2018 Walkthrough Multi-plié prototype 1 LSB - certifié A320 et SF - Twin-Jet, 
Beechcraft 1900D 
26/06/2018 Walkthrough Multi-plié prototype 1 LJ, Volotea – A320 
04/07/2018 Walkthrough Multi-plié prototype 1 OL, Air France – A320 et B737 
30/08/2018 Walkthrough Multi-plié prototype 2 VD, Transavia – B737 
31/08/2018 Walkthrough Multi-plié prototype 2 LSB - certifié A320 et SF - Twin-Jet, 
Beechcraft 1900D 
31/08/2018 Walkthrough Multi-plié prototype 2 OL, Air France – A320 et B737 
07/09/2018 Walkthrough Multi-plié prototype 2 LJ, Volotea – A320 
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10.5 APPLICATION WEB D’ANALYSE DE DONNEES QUALI-
TATIVES 
 
Structure de la base de données relationnelle  
 
 
 
 
Interface de consultation des verbatims  
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Interface d’ajout et de modification de verbatim
 
 
 
Interface d’administration des thèmes
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10.6 QUESTIONNAIRES POUR L’EXPÉRIMENTATION 
GAZEFORM 
Merci de nous fournir les renseignements suivants
(ces données resteront confidentielles).
Questionnaire préalable à l’expérimentation GazeForm
Nom :
Prénom :
Age :
Sexe :
Gaucher/droitier :
- si vous êtes gaucher, utilisez-vous quand même votre main droite pour la souris
(oui/non) ?
Votre taille :
Lunettes oui/non :
- si oui quel est le type de correction (myopie, astygmatie, …) :
- et, si vous le savez, votre niveau de correction :
- problème de perception des couleurs ?
- si oui, pouvez-vous voir sans vos lunettes ?
Utilisation d’écrans tactiles (tablette, smartphone, ...) (1 : débutant -> 5 expert) :
Etes-vous un(e) gamer (oui/non) ?
Formation initiale :
Niveau de formation :
Domaine d’activité professionnel :
Si aéronautique, quelle est votre expérience du cockpit :
Participant :  _____ Date:  ___/___/___ Heure:  ___:___ 
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Participant :  _____
System Usability Scale : condition tactile 
Instructions:  Pour chacune des affirmations ci-dessous, cochez la case qui 
correspond le mieux à votre utilisation du système aujourd’hui.  
Je ne suis pas
du tout d’accord
Je suis
complètement
d’accord
1. Je pense que j’aimerais utiliser ce système
fréquemment.
2. J’ai trouvé ce système inutilement complexe.
3. J’ai trouvé ce système facile à utiliser.
4. Je pense qu’il y aurait besoin d’aide pour utiliser
ce système.
5. J’ai trouvé les diverses fonctionalités de ce
système très bien intégrées.
6. Je pense qu’il y a trop d’incohérences dans ce
système.
7. J’imagine que la plupart des gens pourront
utiliser ce système sans difficultés.
8. Je trouve ce système très complexe à utiliser.
9. J’ai confiance dans l’utilisation de ce système.
10. J’ai besoin d’apprendre beaucoup de choses 
avant de pouvoir utiliser ce système.
page 2
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Participant :  _____
NASA TLX : condition tactile
Exigence mentale
Quelle a été l’importance de l’activité mentale et intellectuelle requise (ex. réflexion, décision, calcul, mémorisation, observation, 
recherche etc.) ? La tâche vous a-t-elle paru simple, nécessitant peu d’attention (faible) ou complexe, nécessitant beaucoup 
d’attention (élevée) ?
Exigence physique
Quelle a été l’importance de l’activité physique requise (ex. pousser, porter, tourner, marcher, activer, etc.) ? La tâche vous a-t-
elle paru facile, peu fatigante, calme (faible) ou pénible, fatigante, active (élevée) ?
Exigence temporelle
Quelle a été l’importance de la pression temporelle causée par la rapidité nécessitée pour l’accomplissement de la tâche ? 
Etait-ce un rythme lent et tranquille (faible) ou rapide et précipité (élevé) ?
Performance
Quelle réussite pensez-vous avoir eu dans l’accomplissement de votre tâche ? Comment pensez-vous avoir atteint les objectifs
déterminés par la tâche ?
Effort
Quel degré d’effort avez-vous dû fournir pour exécuter la tâche demandée, (mentalement et physiquement) ?
Frustration
Pendant l’exécution du travail vous êtes-vous senti satisfait, relaxé, sûr de vous (niveau de frustration faible), ou plutôt
découragé, irrité, stressé, sans assurance (niveau de frustration élevé) ?
très faible très élevé
très faible très élevé
très faible très élevé
très faible très élevé
très faible très élevé
très faible très élevé
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Participant :  _____
System Usability Scale : condition GazeForm
Instructions:  Pour chacune des affirmations ci-dessous, cochez la case qui 
correspond le mieux à votre utilisation du système aujourd’hui.  
Je ne suis pas
du tout d’accord
Je suis
complètement
d’accord
1. Je pense que j’aimerais utiliser ce système
fréquemment.
2. J’ai trouvé ce système inutilement complexe.
3. J’ai trouvé ce système facile à utiliser.
4. Je pense qu’il y aurait besoin d’aide pour utiliser
ce système.
5. J’ai trouvé les diverses fonctionalités de ce
système très bien intégrées.
6. Je pense qu’il y a trop d’incohérences dans ce
système.
7. J’imagine que la plupart des gens pourront
utiliser ce système sans difficultés.
8. Je trouve ce système très complexe à utiliser.
9. J’ai confiance dans l’utilisation de ce système.
10. J’ai besoin d’apprendre beaucoup de choses 
avant de pouvoir utiliser ce système.
page 4
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Participant :  _____
NASA TLX : condition GazeForm
Exigence mentale
Quelle a été l’importance de l’activité mentale et intellectuelle requise (ex. réflexion, décision, calcul, mémorisation, observation, 
recherche etc.) ? La tâche vous a-t-elle paru simple, nécessitant peu d’attention (faible) ou complexe, nécessitant beaucoup 
d’attention (élevée) ?
Exigence physique
Quelle a été l’importance de l’activité physique requise (ex. pousser, porter, tourner, marcher, activer, etc.) ? La tâche vous a-t-
elle paru facile, peu fatigante, calme (faible) ou pénible, fatigante, active (élevée) ?
Exigence temporelle
Quelle a été l’importance de la pression temporelle causée par la rapidité nécessitée pour l’accomplissement de la tâche ? 
Etait-ce un rythme lent et tranquille (faible) ou rapide et précipité (élevé) ?
Performance
Quelle réussite pensez-vous avoir eu dans l’accomplissement de votre tâche ? Comment pensez-vous avoir atteint les objectifs
déterminés par la tâche ?
Effort
Quel degré d’effort avez-vous dû fournir pour exécuter la tâche demandée, (mentalement et physiquement) ?
Frustration
Pendant l’exécution du travail vous êtes-vous senti satisfait, relaxé, sûr de vous (niveau de frustration faible), ou plutôt
découragé, irrité, stressé, sans assurance (niveau de frustration élevé) ?
très faible très élevé
très faible très élevé
très faible très élevé
très faible très élevé
très faible très élevé
très faible très élevé
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Questions sur GazeForm
1. J’ai compris le système tout de suite.
2. J’ai été surpris par le comportement du système.
3. J’aurais préféré un bouton physique permanent.
4. J’aurais préféré un bouton tactile permanent.
5. J’ai compris ce qui se passait quand le système
changeait le bouton de tactile en physique.
6. J’ai compris ce qui se passait quand le système
changeait le bouton de physique en tactile.
7. Quand je changeais la direction de mon regard, je 
voyais que le système s’en rendait compte.
8. J’aurais préféré décider moi-même si le bouton 
est physique ou tactile.
9. Mon bras et mes doigts savaient où aller pour le 
réglage tactile.
10. J’ai trouvé plus facile de localiser le bouton 
physique que la zone tactile quand la position 
avait changé.
11. J’ai trouvé plus facile de faire le réglage en
physique qu’en tactile.
Je ne suis pas
du tout d’accord
Je suis
complètement
d’accord
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Vos commentaires sur ce système :
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