In this paper two algorithms for the synthesis and minimization of a CA (cellular array architecture) are proposed. Starting from a completely specified single-output switching function, our methods produce rectangularly shaped arrays of cells, interconnected in chains, with an effort to minimize the number of the produced chains (cascades). This kind of cellular topology is known throughout the bibliography as Maitra cellular arrays. The significance of those algorithms is underlined by the fact that this particular type of cellular architecture can be mapped to reversible circuits and gates (generalized Toffoli gates), which are the type of logic used in quantum circuits. The proposed methodologies include use of ETDDs (EXOR ternary decision diagrams), and switching function decompositions (including new types of boolean expansions).
Introduction
A circuit is called reversible if it has the same number of inputs and outputs and maps each input vector into a unique output vector and vice versa. One of their important properties is that they consume minimal amount of power due to the fact that they lose no information [16] . It is expected that they will become more attractive for future technologies. All quantum logic gates are also reversible [11] . Systematic logic synthesis algorithms for reversible logic are still immature, although some methods have been presented in the related literature [3] , [12] . In Ref. [3] the k * k Generalized family of Toffoli gates were introduced, based on Maitra cascades [1] , to form a special type of cellular arrays, called reversible wave cascades (or Maitra cellular arrays). This special architecture is one of the simplest forms of cellular arrays because it requires very simple cells, with limited interconnection between them (Fig. 1) . The cells are connected in chains, usually called Maitra cascades or terms or even complex terms, (upper plane) which in turn are linked together by the collector row (lower plane), to form the wave cascades array. In this paper, the collector row implements a XOR function using as inputs the outputs of the cascades. Every Maitra cell can realize a two-variable switching func- tion. One of the inputs is the corresponding variable and the other is the output of the previous (in physical order) cell in the chain. It will be shown in Sect. 2 that a Maitra cellular array architecture forms a reversible logic circuit. Synthesis of cellular arrays and cascades and especially of Maitra cellular arrays has been a main scientific interest in the sixties and seventies, although due to technical difficulties, no corresponding tools or hardware architectures have been created [5] . Recently, with the introduction of CA type architectures and more specifically LUT-based and CA-type FPGAs, a growing need for specialized tools that can map arbitrary switching functions to cellular array architectures has emerged ( [4] , [5] ).
Although algorithms for mapping switching functions to such architectures have been developed in the past, the minimization of a wave cascade (the special form of a switching function which can be directly mapped to a Maitra cellular array) and especially those that use XOR collector rows is still an open problem.
In Ref. [4] cube calculus operations, variable reordering (using also the EXORLINK operation) and technology folding of input and output planes of the array are used in order to minimize the number of product terms of a given switching function (a product term is a special case of a Maitra term). The final minimized expressions are composed of product terms (not complex terms). In Ref. [5] the mapping of incompletely-specified, multi-output switching functions is performed using the concept of KFDD (Kronecker function decision diagrams) and three heuristic algorithms are given. In Ref. [6] , TDDs (ternary decision diagrams) along with variable reordering technics are used, to produce cellular cascades. The expressions produced from the above algorithm, are not composed of complex terms (as defined above), since the output of a cell in a chain can be connected not only to its physically next, but to others as well. Moreover, the usage of SHANNON and DAVIO decompositions at each level of the TDD produces product terms. In Ref. [7] a similar method is introduced that uses TDDs, but applies for incompletely specified functions as well. The resulting CA architecture may contain, except the usual XOR collector row, an OR collector row as well. In Ref. [8] an extension of the theory of Maitra cascades is proposed, by extending the number of possible inputs and outputs of each cell, using multi-value logic. Folding technics are also used. All the above methods utilize architectures that are different from the wave cascade architecture which is used in this paper. In Refs. [14] , [15] a systematic method is proposed for minimizing expressions composed of Maitra terms, using an extension of the EXORLINK operation. The architecture which was proposed, though, is different from the one used in this paper. In Ref. [3] another algorithm is presented for mapping Maitra cellular arrays to reversible gates (more specifically generalized Toffoli gates). Nevertheless their algorithm has not been implemented and they only give upper bounds on the number of stages in terms, based on methods from ESOP minimization. Finally, none of the above algorithms guarantees minimality.
In this paper two algorithms are proposed that map an arbitrary switching function to a reversible wave cascade architecture and furthermore, they minimize the number of complex terms in it. The contribution of the paper can be summarized as follows:
• New types of function decompositions are introduced (described later in this paper) • The proposed algorithms guarantee that for switching functions of up to five variables with any number of complex terms in their minimal representation (the ones with the least number of terms), or for switching functions of any number of variables but with less than six complex terms in their minimal expression, they can produce exact representations (the ones with the least possible number of complex terms).
• The proposed algorithms outperform all previous ones as it can be seen from the experimental results.
Theoretical Background
In this section we provide some background definitions. 
where m is the number of complex terms. Moreover, the same variable ordering is used for every M i .
Definition 3.
A minimal (or exact) expression of a switching function f (x 1 , . . . , x n ) of n variables is defined as the wave cascade expression which has the least number of terms comparing to every other wave cascade expression for this function. 
Definition 6.
A k * k generalized Toffoli gate is defined [3] as:
where A i are the inputs of the gate, P i are the outputs of the gate and f n−1 is an arbitrary switching function of n − 1 variables.
In Ref. [3] it was proved that a k * k generalized Toffoli gate is reversible. A Maitra cascade, composed of n cells, plus the corresponding XOR collector cell, is a (n+1) * (n+1) Toffoli gate ( Fig. 1) where:
. It follows that a Maitra cellular array is a reversible logic circuit because it is composed of reversible gates.
It has been proved [2] that a Maitra cell doesn't need to implement every two-variable switching function. A set of only six functions is sufficient (complete set). A function which is cascade realizable using all 16 two-variable functions, is also cascade realizable using a complete set of 6 two-variable functions. Of course there are many equivalent such sets [13] . In the rest of this paper, we will use one of them ( Table 1 ). The cascades that use cells which implement any switching function from the complete set are called Restricted Maitra Cascades and lead to smaller implementations, since only three bits per Maitra cell are required instead of four. From this point on, without loss of generality, when we mention Maitra cascades, we will be referring to restricted Maitra cascades.
It is assumed that the first cell in every cascade has one of its inputs connected to 0 (for symmetry reasons). In the following lemma we prove that the first cell of a chain needs to be of index 1, 2 and 6 only. In the following section we will define new switching function decompositions.
Lemma 1. The set {1, 2, 6} of indices for the first cell of a
• F 1 = x 1 • F 2 =x 1 • F 3 = 0 • F 4 = 0 • F 5 = x 1 • F 6 = 0
Switching Function Decompositions
Definition 7. Let f (x) be a switching function and x the vector of its variables. Let x 1 be one of the variables in the vector 1, x2 , . . .)} are subfunctions of f , regarding variable x 1 . For simplicity, in the rest of this paper, we will refer to f (
Given a Boolean function f (x), where x is the vector of the function's variables, and a variable x in this vector, we can express f as:
The first of those rules is known as the SHANNON expansion and the rest as the DAVIO expansions (positive Davio and negative Davio respectively). Those previous expressions (also known as switching function expansions), decompose a function to a XOR-sum of its subfunctions' expressions and have been extensively used in ESOP minimization.
Before the introduction of the new switching decompositions, two lemmas, will be presented, for merging Maitra cells.
Lemma 2 (Two cell merging).
The relation F r 1 (x, y 1 ) ⊕ F r 2 (x, y 2 ) = F r (x, y 1 ⊕ y 2 ), y 1 y 2 and y 1 ȳ 2 is true iff: (r 1 , r 2 , r) = (1, 1, 3), (1, 3, 1), (2, 2, 4), (2, 4, 2), (3, 3, 3) , (4, 4, 4) , (5, 5, 6) , (5, 6, 5) , (6, 6, 6) Proof. The above lemma can easily be proved exhaustively.
The next lemma can easily be derived from the previous. 
Lemma 3 (N cell merging). The relation ⊕F
r i (x, y i ) = F r (x, ⊕y i ), y i y k , y i ȳ k , ∀k i
is true according to

Merging N cells with index
Proof. We will prove that the above rules are equivalent to the SHANNON expansion. (2) , (3) , (4) , (5) , (6) , (7), (8) , (9) 
) creates expressions for f which are also in the form of XOR-sum of complex terms. Proof. In the above decompositions every term of the XOR-
sum is of the form: G(x, f i ), where G(x, f i
, and
The above operations form the Maitra cell set of Table 1, therefore every such form of G can be implemented using one Maitra cell. Hence, if the expressions of two subfunctions f i to be used, in one of the rules, have only one complex term, then the expression of f would consist of the two complex terms of its subfunctions, each one with one more cell of index 1, 2, 3, 4, 5 or 6 respectively. If the expressions of the subfunctions have more complex terms, then Lemma 3 will be used to determine what kind of cells to be added.
Theorem 2 indicates that the expansions, which were proposed in Theorem 1, produce expressions in the form of a XOR-sum of complex terms. 
Theorem 3 (Complement function). The complement function of a complex term is also a complex term. Proof. We will use induction. The theorem obviously holds for cascades of one cell. If it holds for cascades of n cells,
then it will be shown that it holds for n+1 cells. If the input (output of n cells) is the cascaded constant 0, then, for n+1 cells, our rule (Fig. 2) gives:
Original function Applying the rule
In any other case, the input of the (n+1)th cell of the cascade will be complemented (when compared to the original cascade -see also the respective figure). By applying the rule we get the following results:
Corollary 1. A switching function f and it's complement functionf have the same weight.
Theorem 3 can be used to compute the complemented forms presented in Theorem 1. 
holds according to Table 3 . Proof. It can easily be proved exhaustively.
The following theorems introduce the concept of normalized forms and reversible wave cascade minimization. 
Theorem 5. Each minimal expression of a switching function f can always be written in one of the following normalized forms:
with p = 3, q = 4, r = 6 and
For the proof refer to Ref. [10] .
Theorem 6.
At least one minimal expression of a switching function f (x 1 , . . . , x n ) with less than 6 variables (n < 6) or any number of variables and weight < 6 can be obtained from the minimal expressions of f 0 , f 1 , f 2 . For the proof refer to Ref. [10] .
After proposing the concept of normalized forms, every decomposition, presented before, can be expressed as:
Cell indexes cell 1 and cell 2 will be called normalized cell indexes and F cell 1 (x, f 1 ), F cell 1 (x, f 1 ) normalized terms. Table 4 presents the normalized form of all switching decompositions proposed in this paper.
The Heuristic Algorithms
Based on the previous theorems and lemmas, we present two heuristic algorithms that produce reversible wave cascade expressions, for single-output switching functions, and furthermore they minimize the number of complex terms in them. 
Approach 1
The first algorithm receives as input a single-output switching function in minterm formulation and decomposes it using ETDDs (EXOR Ternary Decision Diagrams, a DD where the third branch is the XOR-sum of the other two). Every function in the ETDD is decomposed, using the standard Shannon and Davio, along with the new expansions, presented in Theorem 1. During the composition (the reverse procedure of decomposition) of an expression by its subfunctions' forms, equal or complemented complex terms are merged. The final minimal expression of f will be produced by the minimal expressions of its subfunctions. The pseudocode of the algorithm (Min1) is presented in Alg. 1.
For a more detailed description of the previous algorithm the reader is encouraged to refer to the corresponding appendix.
Approach 2
This second algorithm uses Min1 as a cube transformation and minimization technique. It creates groups of complex terms, in an iterative way, and then applies Min1 to each of them.
The pseudocode of the algorithm (Min2) is presented in Alg. 2. 
Experimental Results
The above algorithms have been implemented on an Athlon 900 MHz running LINUX. They have been tested with two benchmark functions which constitute the common set of single-output benchmark functions used in [3] , [7] and [14] (furthermore, these were the only single-output benchmark function we could find). Our algorithms are compared with those proposed in the above papers because they present (until now) the best results and moreover they use similar architectures with the one used in this paper. The results are displayed in Table 5 (the number below the Min2 algorithm characterizes the number of iterations performed). It must be noted that the input to the Min2 algorithm is the cover produced by exorcism-4 [17] . In Table 6 additional results are given for multi-output benchmark functions, but each output is considered separately, since algorithms Min1 and Min2 concern singleoutput switching functions. Min2 algorithm executes for 10000 iterations.
To further depict the efficiency of the Min1 and Min2 algorithms a set of 360 random single-output boolean functions has been generated with number of variables ranging from 5 to 12 and weight less than 16. It can be observed in [7] , [14] that the algorithm proposed by Lee [7] gives better results than the ones obtained by the algorithm of Song [14] . Therefore, only Lee's algorithm has been implemented in order to be compared with Min1 and Min2. Moreover, in order to present the importance of the new expansions, two 
Conclusions
Two algorithms have been proposed in this paper for the minimization of reversible wave cascades. The main contribution of this paper is the proposition of the new boolean decompositions, applicable to the complex term theory. Moreover, the proposed algorithms guarantee minimality for switching functions of up to five variables with any number of complex terms in their minimal representation, or for switching functions of any number of variables but with less than six complex terms in their minimal expression.
Future work will include the extension of the theory to multi-output switching functions as well as incompletely specified functions. Another interesting research aspect would be the generalization of theory so that exact expressions could be obtained for functions of more than five variables or more than five complex terms in their minimal expressions. 
