Abstract. In this paper we are concerned with the asymptotic stability of the delay differential equation
Introduction
Functional differential equations have a wide range of applications in science and engineering. The simplest and perhaps most natural type of functional differential equation is a "delay differential equation", that is, differential equations with dependence on the past state. The simplest type of past dependence is that it is carried through the state variable but not through its derivative. Then the equation can be expressed as delay differential equations (DDEs). There are also a number of applications in which the delayed argument occurs in the derivative of the state variables as well as in the state variable itself. Therefore, their models can be formulated with linear neutral delay differential equations (NDDEs)(see [9] ).
Since analytical solutions of the above equations can be obtained only in very restricted cases, many methods have been proposed for the numerical approximation of the equations. At the same time, stability of numerical solutions is crucial in 152 LEPING SUN practical applications of DDEs and NDDEs. This numerical stability consideration is strongly supported by the analytical stability of the equations. Thus, the purpose of this paper is to study stability and numerical solutions of linear delay systems.
It is well known that the criteria for the stability of systems DDEs and NDDEs can be classified into two categories according to their dependence upon the size of delays. The criteria that do not include information on delays are refered to as the delay independent criteria [12, 13, 16, 17, 20, 21, 22, 23] . Those carrying the information on delays are called the delay dependent criteria [12, 13, 17, 18, 19] .
In 1996 Hu [8, 9] discussed the stability and numerical solutions of the systems
A k x(t − τ k ) and
where x(t) is a function R + → R n , and A k ∈ R n×n and τ k denote n-square scalar matrices and any positive delays, respectively. He presented conditions of the delay independent stability and delay dependent stability for the system. As a special case of the system x (t) = A 0 x(t) + N k=1 A k x(t − τ k ), x (t) = Ax(t) + Bx(t − τ ) was discussed in [17] . After that Hu and Mitsui [7] considered the asymptotic stability of systems of linear delay differential equations
where A 1 and A 2 have l(1 ≤ l ≤ n) common eigenvectors. A method for the analysis is presented by means of eigenpairs of the parameter matrices. They had the conclusion that under the condition that parameter matrices of the systems have common eigenvectors, the stability analysis may be reduced to that of lower dimensional systems. In 1991 Lu [6] treated a simple but more interesting system of delay differential equations with double delays given by
or in a vector form, by
where matrices A and B are given by
and the vectors mean
He showed that the solution of the above equation satisfies the condition lim t→∞ y(t) = 0 if
Re(a i ) < 0, i = 1, 2, and |b 1 b 2 | < Re(a 1 ) Re(a 2 ).
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In this paper we are concerned with the numerical solution and its stability of a more general system of DDEs (see [15] )
where A 0 , A k ∈ C d×d are constant complex matrices, and
We shall study delay dependent criteria for the above system. Our stability criteria only require the evaluation of a real function on the boundary of a certain region in the complex plane. The region is given as the intersection of a rectangle and a half circle both specified with the system. We also get similar results for the linear NDDEs:
where L, M i , and N j ∈ C d×d are constant complex matrices and τ i , τ j > 0 stands for constant delays (i = 1, . . . , m, j = 1, . . . , n).
We will first introduce zeros of analytical function in a bounded region in Section 2 and the logarithmic norm of a matrix in Section 3. In Sections 4 and 5, stability of DDEs and NDDEs with multidelays are presented, respectively. In the last section, we give several numerical examples on various circumstances so as to check the results.
Zeros of analytical functions in a bounded region
Let T denote a bounded region of the complex plane. ∂T and T represent boundary and closure of T , respectively. Then we have T = ∂T ∪ T . Let
where f (s) denotes an analytical function for s ∈ T , and
The following two theorems give the sufficient conditions of the existence on nonzeros of f (s) for any s ∈ T .
Theorem 2.1 ([8]). If for any
(x, y) ∈ ∂T the real part u(x, y) in f (s) = f (x, y) = u(x, y) + iv(x, y) does not vanish, then f (x, y) = 0 for any (x, y) ∈ T .
Theorem 2.2 ([8]). Assume that for any
Some researchers [5] have devoted their study to the determination of zeros of analytical functions in a bounded region.
The logarithmic norm of a matrix
The measure of A is defined by lim ∆→0 X + ∆A − X ∆ for any matrix norm and was introduced independently by Dahlquist [11] and Lozinskij [14] . It has been applied extensively in the areas of numerical analysis and automatic control [3, 12] .
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The one-sided directional derivative of · at I ∈ C n×n in the direction A is called the logarithmic norm of the matrix A and is denoted by µ(A). Thus,
. Then for each eigenvalue λ of matrix A ∈ C n×n , the inequality
holds.
The formulas of this theorem show that µ p (A) is easy to calculate for p = 1, ∞ or to estimate for p = 2. In fact, µ p (A) may actually be smaller than the corresponding matrix norm A p . Also, µ p (A) may be negative (see Section 6).
Stability analysis of linear delay differential equations (DDEs)
4.1. Delay independent stability of DDEs with multidelays. Now we will deal with the asymptotic stability of DDEs
For the stability of system (4.1), its characteristic equation
2) is obtained from equation (4.1) by looking for nontrivial solutions of the form x(t) = ξ · e −zt , ξ ∈ C d [15] . The left hand side function of z in (4.2) will be refered to the characteristic function, whose root is called a characteristic root of (4.2).
Definition. System (4.1) is said to be asymptotically stable if the solution x(t) tends to zero as t → ∞.
The following two lemmata are well known.
Lemma 4.1 ([1]). If the real parts of all the characteristic roots of (4.2) are less than zero, then the system (4.1) is asymptotically stable.
For a square matrix A, |A| stands for the matrix whose component is replaced by the modulus of the corresponding component of A, and ρ(A) means the spectral radius of A which is the greatest modulus value of eigenvalues of a matrix.
Lemma 4.2 ([4]). Let
A ∈ C d×d and B ∈ R d×d .
If the inequality |A| ≤ B holds, then the inequality ρ(A) ≤ ρ(B) is valid. Here the order relation of matrices of the same dimensions should be interpreted componentwise.
For a complex matrix W , let µ(W ) be the logarithmic norm of W and µ(W ) = lim
Note that µ(W ) depends on the chosen matrix norm. Let W denote the matrix norm of W subordinate to a certain vector norm. In order to specify the norm, the notation · p is used. And the notation µ p (·) is also adopted to denote the logarithmic norm associated with · p , where
The characteristic function of (4.2) may be written as
The following lemma states a sufficient condition for the delay independent stability of (4.1).
Lemma 4.3. If the condition
holds, then the system (4.1) is asymptotically stable.
Proof. Assume that the condition of the lemma is satisfied and that the system (4.1) is unstable. There is a root z of P (z) satisfying Re(z) ≥ 0. Note that z is also an eigenvalue of the matrix A 0 + n k=1 A k e −zT k . Applying the properties of the logarithmic norm and theorem in Section 3, we have the inequalities
This, however, contradicts condition (4.4). The proof of the lemma is completed.
From the above lemma, if µ(A 0 ) + n k=1 A k ≥ 0, system (4.1) may be stable or unstable. The following theorem gives a region including all the roots of (4.2) with nonnegative real parts when the condition of the lemma fails.
Theorem 4.4. Suppose that there exists a root of (4.2) whose real part is nonnegative.
(i) If we have the inequality
(ii) If we have the inequality
and if β denotes a positive number satisfying
then the inequalities
Proof. (i) A proof similar to that of Lemma 4.3 yields
Next, the imaginary part of an eigenvalue of a matrix A is equal to the real part of the eigenvalue of −iA. Therefore, the second inequality
(ii) By Theorem 3.1,
A similar derivation to that in Lemma 4.3 and (i) leads to
By (4.5),
Henceforth, together with (4.6),
Let
Then we have
We again have
The iteration
and the monotonicity
A k assure that the limit of the series {β j } exists and is equal to β, where β is a positive number satisfying
Therefore, the first inequality holds. Next, the imaginary part of an eigenvalue of a matrix A is equal to the real part of the eigenvalue of −iA. Therefore, the second inequality
In what follows, λ j (A)(j = 1, 2, . . . , d) stands for the jth eigenvalue of A ∈ C d×d .
Theorem 4.5.
If z is a characteristic root of (4.2) with nonnegative real part, then the inequality
Proof. By the assumption above, there exists an integer
This implies the inequality
It is obvious that
Therefore, due to Lemma 4.2, we have the conclusion.
Delay dependent stability of DDEs. Let
By virtue of Lemma 4.3, if γ < 0, the system (4.1) is delay independent asymptotically stable. If γ ≥ 0, the system (4.1) may be stable or unstable. In this section, we discuss the stability of (4.1) when γ ≥ 0.
A k and γ ≥ 0. We define the following quantities according to the sign of β (see Theorem 4.4).
(i) If β 0 ≤ 0, then we put
(ii) If β 0 > 0, then we put
e −βτ kl , where β is a root of the equation
Under the above notation we turn our attention to the following three kinds of bounded regions in the z-plane. Definition 4.6. Let l 1 , l 2 , l 3 , and l 4 denote the segments {(E 0 , y) : 4 and D be the rectangular region surrounded by l. The following two theorems establish criteria for the delay dependent stability of DDEs (4.1). We apply Theorems 2.1 and 2.2 to prove them, respectively.
The first boundary criterion of stability is as follows. Proof. Assume that the condition is satisfied and that the system (4.1) is unstable. This implies the existence of a characteristic root z of (4.2) with a nonnegative real part. According to Lemma 4.1, it suffices to prove that P (z) = 0 for Re(z) ≥ 0. Applying Theorems 4.4 and 4.5 and Definition 4.8, it is sufficient to consider for z ∈ T . From the assumption of this theorem and the statement of Theorem 2.1, this contradicts with P (z) = 0 for z ∈ T . Hence P (z) = 0 for Re(z) ≥ 0 and the proof is completed.
Due to Theorem 2.2, we can further extend the above result as follows. The proof is analogous to Theorem 4.9.
Stability analysis of NDDEs

5.1.
Delay independent stability of NDDEs with multidelays. Now we deal with the asymptotic stability of NDDEs,
where L, M i , and N j ∈ C d×d are constant complex matrices and τ i , τ j > 0 stands for constant delays (i = 1, . . . , m, j = 1, . . . , n) .
For the stability of the system (5.1), we investigate its characteristic equation
where z is a root of the equation. The above characteristic equation (5.2) may be written as
where z = x + iy.
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Definition. The solution of (5.1) is said to be asymptotically stable if the solution x(t) tends to zero as t → ∞.
holds, then the system (5.1) is asymptotically stable.
Proof. Assume that the condition of the lemma is satisfied and that the system (5.1) is unstable. There is a root of P (z) satisfying Re(z) ≥ 0. Note that z is also an eigenvalue of the matrix
Applying the properties of the logarithmic norm and Theorem 3.1, we have the inequalities
This, however, contradicts the condition (5.4). Hence the proof is completed.
The following Theorem 5.2 gives a region including all the roots of (5.2) with nonnegative real parts when the condition of Lemma 5.1 fails.
Theorem 5.2. Let
Suppose that there exists a root of (5.2) whose real part is nonnegative.
are valid. Here τ = min(τ 1 , . . . , τ m , τ 1 , . . . , τ n ).
The proof is analogous to Theorem 4.4 with τ = min(τ 1 , . . . , τ m , τ 1 , . . . , τ n ).
If z is a characteristic root of (5.2) with a nonnegative real part, then the inequality
The proof is analogous to Theorem 4.5.
Delay dependent stability of NDDEs
By virtue of Lemma 5.1 if γ < 0, the system (5.1) is delay independent asymptotically stable. If γ ≥ 0, the system (5.1) may be stable or unstable. We consider the stability of (5.1) when γ ≥ 0. 
where β is a root of the equation
and τ = min(τ 1 , . . . , τ m , τ 1 , . . . , τ n ).
Under the above notation we turn our attention to the following three kinds of bounded regions in the z-plane. Definition 5.4. Let l 1 , l 2 , l 3 , and l 4 denote the segments {(E 0 , y) : 4 and D be the rectangular region surrounded by l.
Let K denote the circular region with radius R centered at the origin in the plane of C, The proof is analogous to Theorem 4.9.
Numerical examples
In Section 6, we give two criteria for delay dependent stability of the linear delay system (4.1). Theorems 4.4 and 4.5 show that unstable characteristic roots of the system (4.1) are located in some specified bounded region of the complex plane, while Theorems 4.9 and 4.10 show that it is sufficient to check certain conditions on its boundary to exclude the possibility of such roots from the region. Theorems 2.1 and 2.2 generally provide simple criteria for nonexistence of zeros of an analytic function in any bounded region. In Section 5, we get the same results for the stability of linear neutral delay differential equations, system (5.1). In this section we list several numerical examples on various circumstances. These examples locate regions enclosing characteristic roots with positive real parts.
In the following, the first two examples are on system (4.1) by taking k = 1, and the third one is on system (5.1) by taking i = j = 1, τ = τ . In the following, µ(·) denotes µ 2 (·), and · denotes · 2 . All the matrices are created randomly by the MATLAB program. Let P (z) = 0 and we obtain three solutions: 0.3155, 0.6588, 202433. It is easy to find that the characteristic roots with positive real parts are located in the intersected region of a rectangle and a half circle both specified with the system
Therefore, the result shows that according to Theorem 4.4, system (4.1) is asymptotically stable outside the above region. 
