This paper focuses on the outer description of the convex hull of all integer solutions to a given system of linear inequalities. It is shown that if the given system contains lower and upper bounds for the variables, then the convex hull can be produced by iteratively generating so-called mod-2 cuts only. This fact is surprising and might even be counterintuitive, since many integer rounding cuts exist that are not mod-2, i.e., representable as the zero-one-half combination of the given constraint system. The key, however, is that in general many more rounds of mod-2 cut generation are necessary to produce the final description compared to the traditional integer rounding procedure.
Introduction
One of the fundamental results in the theory of linear integer programming states that the convex hull of all integer points in the intersection of finitely many rational halfspaces is a polyhedron. This polyhedron that we denote by P I in the following can be described by linear inequalities that one obtains in finitely many steps by integer rounding [7] .
Let P 0 = P = {x ∈ R n |Ax ≤ b} be a relaxation of P I ; a single step of the integer rounding procedure consists of taking all inequalities u T Ax ≤ u T b with u ∈ R n + and u T A ∈ Z n and adding them to P 0 obtaining the next relaxation P 1 to which we refer as the first closure of P.
It has been recently shown in [5] that optimizing over the first closure of a polyhedron is N P-hard. This explains that one cannot expect to turn this nice concept of integer rounding into an effective and stand-alone algorithmic tool. The question emerges whether instead of considering the first closure of a polyhedron one can resort to a weaker relaxation that is algorithmically more tractable. One relaxation that appears particularly appealing for many combinatorial optimization problems is defined as the closure of a polyhedron associated with a special family of rounding cuts. These cuts have been introduced in [2] and are referred to as mod-2 cuts.
More precisely, if P = {x ∈ R n |Ax ≤ b} with A ∈ Z m×n , then a mod-2 cut is an inequality of the form
Among the many important examples of mod-2 cuts we mention the blossom inequalities for the matching problem, the comb inequalities for the traveling salesman problem, the odd-cycle inequalities for the stable set problem or for the set covering problem, and the odd-cycle inequalities in quadratic 0-1 optimization [1] .
Mod-2 cuts are a particular subclass of the more general mod-k cuts, which are defined as the inequalities of the form
Although the problem of separating mod-2 cuts is N P-hard in general, it can be solved in polynomial time if the constraint matrix meets certain properties (see [2] and [8] ). Interestingly, [3] showed that there is a polynomial time algorithm for separating a subclass of mod-k cuts for any prime number k. Computational studies about the effectiveness of mod-k cuts and mod-2 cuts in particular are shown in [6] , [11] , and [10] .
These results suggest that mod-2 cuts are an interesting object to study into further depth. Our paper contributes to this topic by showing that under mild assumptions a description of the integer polyhedron can be obtained by iteratively generating mod-2 cuts only.
In the remainder of this paper we will focus on bounded integer programming problems in inequality form. We will, in addition, assume that lower and upper bounds for the variables are available. More precisely, for A ∈ Z m×n , b ∈ Z m and v ∈ Z n , the feasible set of integer points is described as
We define P I = conv(P ∩ Z n ).
We denote an initial system with
The first mod-2 closure of the system S is
For t ∈ Z + , t ≥ 2, we define recursively S (t) = (S (t−1) ) (1) to be t-th mod-2 closure of S.
Given any system S = (A, b), let P(S) denote the corresponding polyhedron {x ∈ R n : Ax ≤ b}.
Remark 1.1 Without loss of generality, we can assume that each column of matrix A contains at least one positive entry. In fact, if this is not the case, i.e., there exists a column a i ≤ 0, we can apply the variable substitution
The main result of this paper is a proof of the fact that by generating mod-2 cuts iteratively we can produce the convex hull of the integer feasible solutions.
Theorem. There exists t ∈ Z + such that P(S (t) ) = P I .
Our proof requires to make use of properties of the mod-2 closure that we summarize in Section 2. Section 3 is devoted to the proof of the main theorem.
Properties of the mod-closure
This section develops structural properties of mod-2 closures of polyhedra. In particular, we first show that the iterative applications of mod-2 cuts provides a respective dominating inequality for any inequality of the starting system S (0) that is not a lower bound. Lemma 2.1 Let S (0) be a system as introduced in Definition 1.1 and let x i ≤ v i be an upper bound inequality contained in S (0) . There exists a finite integer t such that S (t) contains both the inequalities x i ≤ v i and x i ≤ v i , with v i ∈ Z and v i ≤ v i .
Proof: By Remark 1.1, there exists an inequality
of the system Ax ≤ b such that a i > 0. Then, S (1) contains the inequality a T x ≤ a 0 , obtained as a mod-2 cut from the sum of (1), lower bound inequalities for variables x j with j = i such that a j > 0 and a j odd, and upper bounds for variables x j such that a j < 0 and a j odd. Iterating this procedure, after a finite number of steps t , we get an upper bound inequality 
This gives
The argument applies iteratively and shows that after log 2 (δ) steps a second copy of x i ≤ v i is included in some system S (t) . 2 Lemma 2.2 Let S (0) be a system as introduced in Definition 1.1 and let a T x ≤ a 0 be an inequality of the system Ax ≤ b that is not an upper or a lower bound. There exists t ∈ Z + such that S (t) contains both the inequalities a T x ≤ a 0 and a T x ≤ a 0 , with a 0 ∈ Z and a 0 ≤ a 0 .
Proof: The system S (1) contains the inequality
Then the system S (2) contains two copies of inequality (2). If we consider the original inequality a T x ≤ a 0 , the two copies of inequality (2) and the upper bounds constraints x i ≤ v i for all i such that a i is odd, and sum them up with multipliers 1 2 , we derive that an inequality of the form a T x ≤ a 0 + δ, where δ ∈ Z, is contained in S (3) . If δ ≤ 0 we are done; otherwise, we apply the same procedure described in the proof of Lemma 2.1, obtaining a second copy of a T x ≤ a 0 included in the system S (t) , for some t ∈ Z + . 2
Our next example illustrates that upper bounds on the variables are needed for Lemma 2.2 to be true.
Example 2.1 Consider the feasible set described as
One may observe that, using only lower bounds and the initial inequality, it is not possible to derive a copy of −3x 1 + 5x 2 ≤ 8. The reason is that both numbers −3 and 5 are odd. Therefore, all the inequalities belonging to any mod-2 closure attain a ratio of the two coefficients that is strictly less than −3/5. In order to prove this, we use induction on the number t. Suppose that the generic system S (t) does not contain any inequality a T x ≤ a 0 with a 1 ≤ 0, a 2 ≥ 0, and
, except the original inequality −3x 1 + 5x 2 ≤ 8. We prove that this property also applies to S (t+1) . To this end letā T x ≤ā 0 be any inequality in the system S (t+1) . In order to achieve a highest possible ratioā 1 /ā 2 , we can assume thatā T x ≤ā 0 is a mod-2 cut from the initial constraint −3x 1 + 5x 2 ≤ 8 and some other inequalities of S (t) . Let b T x ≤ b 0 denote the sum of these other inequalities in S (t) that we need to derive the mod-2 cutā T x ≤ā 0 . From the hypothesis of the induction we conclude that By Lemma 2.1 and Lemma 2.2, the two observations below easily follow.
Observation 2.1 Let a T x ≤ a 0 be derived by the inequalities of system S (0) summed up with multipliers u ∈ {0, 1, . . . , k − 1} m+2n , with k ∈ Z + . By Lemma 2.1 and Lemma 2.2, there exists t ∈ Z + such that S (t) contains, for each inequality of S (0) that is not a lower bound, 2u i copies of a dominating constraint. Therefore, S (t+1) contains an inequality dominating a T x ≤ a 0 .
Observation 2.2 Consider a mod-2 cut a T x ≤ a 0 obtained with multipliers u ∈ {0, 1 2 } m+2n from the system S (0) of inequalities. If we substitute one of the inequalities of the system with an inequality that dominates it, we obtain a mod-2 cut dominating a T x ≤ a 0 . This is possible by adding or removing some lower bound inequalities on the variables with odd coefficients in the left-hand side.
To finally prove the key lemma, we first need the following: Lemma 2.3 If x is prime and y mod x = 0, there exist i, j, γ ∈ Z + such that ix + jy = 2 γ , i.e., ix + jy is a power of 2.
Proof: Fermat's Little Theorem (FLT) states that if p is prime and a ∈ Z, with a mod p = 0, then there exists α ∈ Z + , such that a p−1 = 1 + αp. Therefore, if we first apply FLT with p = x and a = y, then there exists α ∈ Z such that y
Then by applying FLT with a = 2 q , for some number q, and p = x, there exists β ∈ Z such that
and, for a sufficiently large value of q, β > α. Let us now subtract (1) from (2),
and then fix i = β − α, j = y x−2 , and γ = q(x − 1). This proves the Lemma. 2
Resorting to lemmas 2.1, 2.2, 2.3, and to observations 2.1 and 2.2, we are now ready to prove that every mod-k cut can be obtained by generating mod-2 cuts iteratively. Lemma 2.4 Let S (0) be a system as introduced in Definition 1.1. Let a T x ≤ a 0 be a mod-k cut for P(S), i.e., a T = 1 k u TÃ ∈ Z n and a 0 = 1 k u Tb with u ∈ {0, 1, . . . , k − 1} m+2n . There exists a number t ∈ Z + such that an inequality dominating a T x ≤ a 0 is part of the system S (t) .
Proof:
The inequality u TÃ x ≤ u Tb can be represented as
where r ∈ {0, 1, . . . , k − 1}.
W.l.o.g. we may assume that k is prime. In fact, if k is not prime, by using induction on the prime factorization of k, let k 1 > 1 and k 2 > 1 be two integers such that k 1 k 2 = k. By Observation 2.1, there exists t ∈ Z + such that S (t ) contains an inequality q T x ≤ q 0 that dominates (4). By Observation 2.2, the inequality obtained from q T x ≤ q 0 by applying two successive integer roundings with k 1 and k 2 dominates a T x ≤ a 0 ; indeed,
In the following we will sometimes refer to Observation 2.2 in order to claim that a certain inequality a T x ≤ a 0 is included in a certain system S (t) . In order to be precise, we mean that either S (t) contains the inequality a T x ≤ a 0 or contains an inequality dominating it. We do not distinguish between these cases in order to keep our notation simple.
By Observation 2.1, there exists a finite integer t such that S (t ) contains ka T x ≤ ka 0 + r. The mod-2 cut obtained from the latter inequality, lower bounds for variables x i with a i > 0 and a i odd, and upper bounds for variables x j with a j < 0 and a j odd, dominates an inequality of the form k 2 a T x ≤ c 0 , for some c 0 ∈ Z. Therefore, we assume in the following that k 2 a T x ≤ c 0 is contained in the system S (t +1) .
Let π 0 be the integer odd (and positive) number such that k = 2 α 0 π 0 +1, for some α 0 ∈ Z + . Then the inequality
is contained in S (t +α 0 ) . If δ 0 ≤ 0, then the proof is finished. So we assume δ 0 > 0. In the next iterations, by considering mod-2 cuts obtained from inequalities (4) and (5) with multipliers 1 2 , we will produce a mod-2 inequality of the form π 1 a T x ≤ π 1 a 0 + δ 1 , where π 1 2 α 1 = (k + π 0 ) with α 1 ∈ Z + , π 1 ∈ Z + , π 1 odd, and, since δ 1 is obtained by α 1 consecutive mod-2 roundings, 0 ≤ δ 1 ≤ r+δ 0 2 α 1 . The crucial observation here is that, if
is decreased of, at least, the fixed amount 1 2k . In fact, since r ≤ k − 1 and k > π 0 , we obtain this relation by applying the following manipulations:
Therefore, repeating the above procedure, after a finite number β of iterations we will produce a system S (t ) that contains the inequalities ka T x ≤ ka 0 + r and π β a T x ≤ π β a 0 + δ β with δ β /π β < 1.
Then, since k is prime and π β < k, by Lemma 2.2 and Lemma 2.3, there exists a number t ≥ t such that S (t ) contains i copies of ka T x ≤ ka 0 + r and j copies of π β a T x ≤ π β a 0 + δ β where ik + jπ β = 2 γ .
Then S (t +γ) contains the inequality
Example 2.2 Consider the feasible set described as
The inequality x 1 +2x 2 ≤ 2 can be derived from multiplying 7x 1 +14x 2 ≤ 20 by 1/7 and rounding the right-hand-side. Following Lemma 2.4, with one mod-2 operation, we obtain the first inequality of type (5)
We then produce the next inequality by using the previous two
Iterating the procedure we generate
that is another inequality of type (5) where π 2 = 3, δ 2 = 2, and β = 2, that is, δ 2 /π 2 < 1. Finally, we consider one copy of 7x 1 + 14x 2 ≤ 20 and three copies of 3x 1 + 6x 2 ≤ 8, we divide by 16 (corresponding to 4 consecutive mod-2 operations), and obtain x 1 + 2x 2 ≤ 2. 3 Proof of the main theorem Theorem 3.1 Let S (0) be a system as introduced in Definition 1.1. There exists t ∈ Z + such that P(S (t) ) = P I .
Proof: It suffices to show that there exists t 1 ∈ Z + such that the inequalities describing the first Chvátal-Gomory closure P 1 are part of the system S (t 1 ) . The polyhedron P 1 is described by the Gomory cuts
Every such inequality u T Ax ≤ u T b with u = (p 1 /q 1 , . . . , p m /q m ) and
In fact, there is a finite representation for P 1 (see [9] ) as P 1 = {x ∈ R n | u T Ax ≤ u T b , for all u ∈ H(C)}, where H(C) is the Hilbert basis of the cone C = {u T A|u ∈R m + }. By Lemma 2.4 every inequality u T Ax ≤ u T b with u ∈ H(C) is contained in S (t ) for some t ∈ Z + . Therefore, there exists t 1 ∈ Z + such that S (t 1 ) contains all the inequalities u T Ax ≤ u T b for all u ∈ H(C), i.e., P(S (t 1 ) ) ⊆ P 1 .
By a theorem of Chvátal [4] , P I = P τ for some integer τ ∈ Z + . Therefore, we can repeat the same argument for P 2 , . . . , P τ by finding systems S (t 2 ) , . . . , S (tτ ) such that P(S (t i ) ) ⊆ P i for all i = 2, . . . , τ . This gives the result.
2
Our proof of Theorem 3.1 strongly relies on Lemma 2.2. As Example 2.1 illustrates, Lemma 2.2 is not true if upper bounds on the variables are not present. As a consequence, the proof of Theorem 3.1 does not apply to systems without upper bounds. It is, however, straightforward to extend the proof to the case in which we allow multipliers {0, 1 2 , 1} for generating cuts as opposed to having {0, 1 2 } multipliers only. However, in the case of Example 2.1, for instance, the facet defining inequality −2x 1 + 3x 2 ≤ 4, derivable as a mod-5 cut from the starting system, can still be obtained as a mod-2 cut in the system S (7) . This fact might indicate that even an extension of Theorem 3.1 to the unbounded integer programming case could be true.
