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STATIC AND DYNAMIC ANALYSIS OF SPACE FRAMES 
WITH NON-LINEAR FLEXIBLE CONNECTIONS 
G. SHI AND S. N. ATLURI 
Computational Mechanics Center, Georgia Institute of Technology, Atlanta, GA 3033241336, U.S.A. 
SUMMARY 
This paper deals with the effect oinon-linearly flexible hysteritic joints on the static and dynamic response of 
space frames. It is shown that a complementary energy approach based on a weak form of the compatibility 
condition as a whole of a frame member, and of the joint equilibrium conditions for the frame, is best suited 
for the analysis of flexibly jointed frames. The present methodology represents an extension of the author,' 
earlier work" on rigidly connected frames. In the present case also, an explicit expression for the tangent 
stiffness matrix is given when (i) each frame member, along with the flexible connections at its ends, is 
represented by a single finite element, (ii) each member can undergo arbitrarily large rigid rotations and 
only moderate relative rotations and (iii) the non-linear bending-stretching coupling is accounted for in 
each member. Several examples, with both quasi-static and dynamic loading, are included, to illustrate the 
accuracy and efficiency of the developed methodology. 
INTRODUCTION 
In the analysis and design of frame-type space structures, the traditional methods are based on 
the simple assumptions that the joints are completely either pinned or rigid. However, thL 
experimental investigations of actual joint behaviour have clearly demonstrated that the so-callec! 
'pinned' connections do possess a certain amount of rotational rigidity, while the 'rigid' con-
nections exhibit some degree of flexibility. Thus, in practice, all types of connections of frame 
structures are semi -rigid or flexible. The experimental study has also shown that the flexible 
connections behave non-linearly because of the local distortions, yielding and buckling, etc. in the 
connections. The flexible connections affect significantly the performance of the structures, such 
as deformations, stress distributions and dynamic responses. Also, joint flexibility and hysterisis is 
considered to be a significant source of passive damping of vibration in low-mass structures to be 
deployed in outer space. 
In order to account for the effects of flexible connections on the behaviour of the structures, the 
modelling of the flexible connections is an essential step. The behaviour of flexible connections is 
usually described by the moment-rotation curves of the connection in which the slope of the 
curve corresponds to the rotational rigidity of the connections. A lot of experimental data for 
various types of connections has been obtained in the past five decades' -3 and many models have 
been proposed to represent the behaviour of the connections. For simplicity, the linear semi-rigid 
model has been widely used, with concepts such as effective length,' rigidity factors' and linear 
rotational springs." However, the approximation of a linear semi-rigid connection is good only 
when the force at the connection is quite small. When the moment acting at the connection is not 
small, the rigidity of the connection may change dramatically compared with the initial rigidity, 
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and the structure becomes more flexible. Especially under dynamic loading, the non-linear 
flexible connections will lead to hysteresis loops in the moment-rotation curve, and some energy 
will be dissipated in the connections. So for both static and dynamic problems, the non-linearity 
of the connections should be considered. 
The non-linear behaviour of the flexible connections can be approximated by bilinear or 
trilinear functions, or expressed by some types of functions, for example, polynomial, expo-
nential' and Ramberg-Osgood• I° functions. The bilinear and trilinear models are simple and 
present no problems in determining the rigidity of the connections, but they are not accurate 
enough. Also, the non-smoothness of the curve may cause more numerical difficulties. For the 
models expressed by the non-linear functions, determining the instantaneous rigidity is very 
important for the efficiency and accuracy of the analysis. The Ramberg-Osgood function for the 
moment-rotation relations used by Ang and Morris' is a good function to describe the non-linear 
behaviour of the flexible connections. A scheme for determining the instantaneous rigidity of the 
connection described by the Ramberg-Osgood function is presented here, which is convenient 
and accurate for both static and dynamic problems. 
Recently, Shi et al.'' and Chen and Lui 9 used non-linear rotational springs to model the non-
linear flexible connections for static problems. In the former paper, the rotational spring was 
modelled by a connecting element, and treated as an independent element. The 'connecting 
element' approach could easily handle the non-linear flexible connection, but results in an 
increase in the number of degrees of freedom. In the latter paper, the rotational spring had been 
treated as an element first, then the element was condensed statically, leading to a more 
complicated formulation. One purpose of the present paper is to present a very simple and 
natural approach to account for the behaviour of non-linear flexible connections, without an 
increase in the number of degrees of freedom. Furthermore, it is demonstrated in this paper that 
the complementary energy approach, involving the weak form of the compatibility of member 
deformations, is the simplest way to account for the additional deformation caused by flexible 
joints. 
When the space frame (with non-linearly flexible joints) is subjected to a dynamic load, the non-
linearity of the connections will lead to hysteresis loops in the moment-rotation curves and some 
energy wilt: be dissipated in the connections. Popov and co-workers". 13 demonstrated by 
experiments that the hysteresis loops under repeated and reversed loading are very stable, so, the 
moment-rotation curves obtained by static experiments can be extended to the dynamic analysis 
of flexibly connected frames. Up to now, except for a few experimental works, the influence of 
non-linear flexible connection on the dynamic behaviour of structures was studied analytically in 
few papers. In the paper by Kawashima and Fujimotgo about vibration analysis,' they just 
calculated the frequencies of the structures with linear semi-rigid connections. The effect of 
hysteritic damping resulting from the non-linear flexible connection on the dynamic response of 
the frame will be studied in this paper. 
MODELLING OF NON-LINEAR FLEXIBLE CONNECTIONS 
In general, the behaviour of flexible connections is expressed by its moment-rotation curves. 
Because of the complexity, the moment-rotation relation is usually determined by experiments. 
By curve fitting the experimental data, many types of functions were generated to approximate 
the non-linear behaviour of the flexible connections. Because the behaviour of non-linear flexible 
connections is actually represented, in a computational model, by the instantaneous rotational 
stiffness of the connection, i.e. the slope of the moment-rotation curve, the property of the 
function used for the moment-rotation curve is very important for the numerical analysis of 
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flexibly jointed frame structures. The polynomial function has a considerable accuracy for the 
moment-rotation relation, but it may give undesirable negative 'connection-stiffness' since the 
nature of a polynomial is to peak and trough within a certain region. The exponential function 
used by Chen and Lui 9 can always give a positive derivative, but its stiffness expression is not 
convenient to be implemented for programming, especially for dynamic problems. The standard-
ized Ramberg-Osgood function for the moment-rotation relation proposed by Ang and Morris' 
has many advantages. It not only can describe the non-linear behaviour very well just by three 
parameters, and guarantee a positive derivative, but also can take into account of the additional 
moment at the connection due to the P-A effect,' and give a convenient expression for the 
Figure 1(a). The Ramberg-Osgood function 
Figure 1(b). Behaviour of non-linear flexible connection and the rotational rigidity of the connection 
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instantaneous rotational rigidity of a non-linear flexible connection, as will be demonstrated later 	and 
on in this paper. 
The standardized moment-rotation behaviour is expressed by the Ramberg-Osgood function 
as 	 The dill 
tion (8) 
00 (KM)0 [ 1 + ((KM)o 
(I) 
K M  
where 4) is the relative rotation at the connection, M is its corresponding bending moment, 0 0 , 
(KM) 0 and n are parameters in which n is a positive real number. As illustrated in Figure 1(a), the 
three parameters control the shape of the moment-rotation curve. The parameters can be easily 
determined for a given type of connection. The standardized Ramberg-Osgood functions of 
moment-rotation relations for five typical connections were given in Ang and Morris' paper. ° 
Differentiating equation (1) with respect to M gives 
	
do_K 	KM r t i 
(KM) 0 L +n\(KM)0 ) 
( 
Then the instantaneous rotational rigidity of the non-linear flexible connection, i.e. the slope of 
the moment-rotation curve, denoted by S', is given by 
dM 	 (KM) 0 
S' = M > 0 	 (3) 
4) 0 K [ 1 + n
( 	( :CZ() 
d4) 
and the initial rigidity S ° is 






Considering that the moment M at the connection can be positive or negative, the general form of 




n 	 ( 5) „[ KIMI 111- ' 
(KM) 0 
and the initial rigidity S ° is used for the case of unload ng in which M dM < 0. 
The instantaneous rigidity of the non-linear connection, S', in equation (5) is a function of the 
moment at the connection. Such an expression for S t has some advantages. Because the moment 
acting on the connection is the same as that at the connecting end of the structural member, the 
connection moment can be very easily evaluated. Therefore equation (5) is very suitable for a 
computational model. 
The non-linear equation of moment-rotation relation can be solved by its incremental form. 
Supposing M, and 4, were known, then 
, = M, + AM 	 (6) 
Corresponding to the increment AM, the increment of 0 can be approximated as 



































01+1 = 	+ 	 (8) 
The difference between ¢ = (/)(M, ) defined in equation (1) and 4),„ approximated in equa-
tion (8) can be corrected by some iterative scheme, and equations (6) and (8) become 
= m,+Eem , k , 	 (6u) 
A 
(Pi + 1 =+ ;‘ ,6■ Al (k) 1 	 (8a) 
in which the superscript k indicates the iteration. 
TANGENT STIFFNESS OF A FLEXIBLY CONNECTED BEAM COLUMN: 
AN EXPLICIT EXPRESSION 
The behaviour of a non-linear flexible connection can be represented by a non-linear rotational 
spring in which the rotational rigidity of the spring corresponds to the slope of the 
moment-rotation curve. The flexibly jointed frame is modelled as a collection of beam-columns 
with rotational springs at the ends of each beam-column. Unlike the model used in the authors' 
previous paper," the beam together with the springs is considered as a single element in the 
present study. 
A procedure for the elasto -plastic large deformation analysis of rigidly jointed space frames was 
presented by Shi and Atluri,' 4 which was based on the weak forms of governing equations, 
assumed stress fields and the incremental forms for the non-linear equations. When the beam-
column is connected by rotational springs at its ends, the compatibility conditions for the beam as 
a whole will be different from those in Reference 14. We examine the new compatibility conditions 
here. 
A typical beam element with rotational springs at its ends is illustrated in Figure 2 in which X is 
the global reference system, X' and A are the co-ordinates in undeformed and deformed 
configurations respectively. It was assumed that the element has a constant cross-section with 
two perpendicular principal axes. Therefore, the governing equations of an element can be 
established in the principal axes of the element. 
Because of the non-linearity of the connection, the compatibility conditions will be written in 
the incremental form. 
As illustrated in Figures 2 and 3, in the presence of rotational springs at the ends of the beam-
column, the incremental nodal rotations measured in the 'co-rotational' local basis '6,, denoted by 
A°0,* (i = 2,3, a = 1,2), are composed of two parts: A'Br* and WO, where AV:" is the part 
resulting from the elastic beam and WO, is the contribution of the rotational spring. 1.5; is the 
instantaneous rigidity of the spring about axis x i and at node a. 
Using the nomenclature of deformations as defined in Figure 2, the incremental curvatures in 
the local co-ordinates of the deformed element are given by 
Ak, = 
Ak e = —AO!, , 
Ak a = AB3 , 	 ( 9) 
Let AN, AM, (1 = 1,2, 3) be the increments of the Cauchy stress resultant and stress couples in the 
le* 
CIA 
P4/ 	rt:1% b*.‘ %.1 
,err 
eaei  = acte•i + eAi ( 1 = 2,3 ) 
= Acie**; + Awl% ( 1 = 2.3 ) 
'6' 
, 13 • *3 
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Figure 3. A typical beam-column with rotational springs at the ends in 1,-/ 2 plane 
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convected element co-ordinates, then, as shown by Shi and A tluri," the trial stress fields obtained 
from the linear and angular momentum balance relations are 
AN = An 
AM, = Am, 
AM2 = ( 1 - -ti/I)A i n1 2 +( 1 1/ 1 )A 2 m2 
1M 3 = (1 — .i,//)A 1 m 3 +(4 1 /1)A 3 m 3 
where 2m, = 1,2; i = 2,3) are the moments at the element ends, a refers to the node and i refers 
to the direction. Corresponding to the incremental stress resultant and stress couples, the 
increment A IV, of the complementary energy density will be 
AW = 




(AM2) 2  + (AM 3 ) 2 1 
2 	EA 	El 	El l 	Eli 	
(11) 
where EA is the tensile stiffness of the element and El, (1 = 1,2,3) is the flexural rigidity of the 
element about axis 
The stress—strain relations between the conjugate pairs of the mechanical and kinematic 




	 = c a(Amo 
OA Wc  
e(AM2) 
+ MSc' )A 1 02+ 6 ( 5 	l)A 2 02 = — Ak2 
OA W. 
a(AM 3) 
+ 6(.):,)A 1 0 3 + 	, — IWO 3 = ek 3 
in which eh is the incremental stretch in 	direction, 6 is the Dirac delta function and 
b( Y, — x0 )40 represents the effects of the rotational springs at the ends of the element. For a 
small strain problem we have 
eh = Au,., 	 (13) 
Rather than considering the point-wise compatibility conditions, the weak form of the compati-
bility conditions is written for the element as a whole. Let Av be the test function corresponding to 
AN, Aki, (i = 1,2,3) are the test functions corresponding to AM, then the weak forms of the 
compatibility conditions are 
j
OA Wc 
oa(AN) evax,. o AhAvcliZ, 
fo 
r 










o  a(AM1) 
Ap,d Y , = 	 = (A 2 01' — 	OnziP, 	 (15) 
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Jo [ aaeM2) + o(i1)A 1 ¢2  + 	— OA' 0216, 122 
a(A jw2)Ap2 d .t- I + 6,1 4,206, 2  + 024,202,a2 = 02026,21.42 — 
ae we  
fo [:(mw.,) ,_ act' )6, ' + 43 (-1 02 4310 14 3"1 
= SO 120,41 3) 
ee we 
	ep3dR, + 	4,3e`µ3a24,3a2p3 = e203 e2µ3 _ 	0.1. 6 1 1, 3 	(1 7) 
In equations (16) and (17), on the right hand side, the identities LA' d.72, = 0 and j ot dX 1 = 0 
are used. The increments of the spring rotations can be expressed as 
eim• 
eict), = — 	 for each i = 2, 3; and a = 1, 2 	 (18) 
where S' is the instantaneous rigidity of the spring as defined in equation (5). Substituting 
equations (10), (11) and (18) into equations (16) and (17), and recalling Ail ; is the variation of AM,, 
one has 
AO, =-- — A`O i* e207 
AM, = {A I M ; 
6E1 ; 
a,. 	 
Equation (19) can also be rewritten as 
A 	
6E1 	1 r 2 + bi 	— 1 
M ; = 
	1
A0 
I (2 + ai )(2 + b i ) — 11_ —1 	2 + a i 
=( A;) ); e0, 	(no sum on i, for i = 2, 3) 
In equation (17), a, and b, are the modifying terms resulting from the rotational springs at the 
element ends. It is evident that equation (19) goes back to the rigid connection when 	oo, 
2 S 	x,, and to the pinned connection when 'S 	0, 2 S —• 0. 
valid for all kinds of connections. 
By letting 
ea. 	{An, em,, A l m 2 , A 2 m 2 , A l m 3 , 
Ad= I AH, (A 2 0; — A 2 0r), 
[E A/1 	 0 
El,/1 
AL' = 
(:4;0 1 )2 
0 	 (4;))3 
Therefore, equations (19) and (20) are 
A 2 m 3 }T 	 (22) 
A 2 0 .f, 	A 2 0I} T 	(23) 
(24) 
A l Or A l a2 	(16) 
(Aiif 6E1, L 1 	2 + b, 
1 r2+ a, 	
]
AM, = (Ap,)T AO, 	no sum on i; for i = 2, 3 	(19) 
in which El, and 1 are the flexural rigidity and length of the element respectively, and the 
following notations are used: 
(20) 
(21) 
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Equations (14)-(17) can be written in a matrix form 
Aff = 	Ad 	 (25) 
For the small deformation problem, 	is the element stiffness matrix in the local co-ordinates 
(C). A;„ 1 can be transformed into the global co-ordinates in the usual manner. It should be 
pointed out that the element stiffness matrix for the large deformation problem is the combina-
tion of the transformations of A„-.' with a deformation dependent matrix, as explained in Shi and 
Atluri's paper." It should be noted that the derivation of the explicit expression for the tangent 
stiffness matrix for the finitely deformed beam follows the same lines as in Reference 14, except for 
the modifications in equations (14)-(25) above. 
Referring to the complementary energy analysis of finitely deformed, rigidly jointed frames as 
discussed in Shi and Atluri," the only difference in the analysis due to the presently considered 
non-linear, hysteritic joint flexibility is the following: the incremental compatibility conditions in 
the presence of flexible joints, i.e. equations (14)-(17) above, contain additional terms as compared 
to the incremental counterparts of the compatibility conditions, equations (41)-(44) in Re-
ference 14, for rigidly connected frames. Following the details given in equations (4l)-(78) as well 
as the Appendix of Reference 14, it is seen that the matrix A.. of equations (A21HA24) of 
Reference 14 must now be replaced by the matrix A.„ given in equation (24) above. Thus, the 
explicit expression for the tangent stiffness matrix of a flexibly connected, finitely deformed space 
frame is given by 
K = A10404;61 A G a + Add 	 (26) 
wherein the expressions for A G do •  A G a, Add are given in the Appendix of Reference 14. It should be 
noted that A.-.1 is explicitly given in equation (24), and the explicit expressions (without involving 
element integrations) for A,,d, Add and /d o do are given in Reference 14. It may be seen that A„-„' is 
the so-called linear' stiffness matrix in the local co-ordinates k, of the deformed beam-member, 
A G d and A G do are deformation-dependent transformations; and Add is the additional deformation-
dependent stiffness. 
The analysis of the frame with non-linear flexible connections is a kind of materially non-linear 
analysis. The system non-linear equations are approximated by the incremental tangent stiffness 
matrix equat ons, and a modified arc-length method' s is employed to solve the system equations. 
HYSTERETIC DAMPING RESULTING FROM THE NON-LINEAR FLEXIBLE 
CONNECTION 
Under the dynamic loading, the non-linearity of the flexible connection will result in the 
hysteretic loop in the moment-rotation curve from the cyclic displacement at the connection. The 
area enclosed by the loop corresponds to the energy dissipated in a cycle of the oscillation. Such 
hysteretic damping plays a very important role for the dynamic behaviour of the structure. 
Because the hysteretic loop of the non-linear flexible connection is very highly reproducible, even 
in the presence of the pronounced local buckling at the c,onnection, 12 . ' 3 as illustrated in Figure 4, 
the moment-rotation curve obtained by static experiments can be extended to dynamic analysis. 
So, the Ramberg-Osgood function used for the static problem is employed here again. In this 
case, the hysteretic loop is determined by the Ramberg-Osgood function, the unloading criterion 
and the initial rigidity of the connection. The unloading criterion is 
	
M AM < 0 	 (27) 
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Figure 4. Hysteretic loops are very highly reproducible 
criterion is checked in each time step for all rotational springs. Corresponding to the loading and 
unloading, the instantaneous rigidity of the spring for the dynamic problem 5', will take, 
respectively, the value 
Sd = S ' 	for loading 	 (28) 
Sd = S ° 	for unloading 
	
(29) 
Similarly, the element stiffness matrix AL,' in the local co-ordinates will be 





= 	(s° for unloading 	 (31) 
in which St was defined in equation (5), S ° in equation (4) and in equation (24). The tangent 
stiffness matrix of element in the global co-ordinates can be built up by the local tangent element 
stiffness matrix A„-, 1 in the same way as in the static problem, but takes different rigidities for the 
spring according to loading and unloading to represent the hysteretic loop of the 
moment-rotation curve. Let K' = Eck ,. K1 be the system tangent stiffness matrix, M the system 
mass matrix, C the damping coefficient matrix (NI and C can be established in the usual way), then 
the equations of motion of a non-linear system can be written in the incremental form 
MAii + CAu + Au= AP 	 (32) 
where Au, Al, Air and AP are increments of displacement, velocity, acceleration and external 
loading vectors. After establishing K' by equations (30) and (31), equation (32) can be solved by 
any time integration scheme.' 
NUMERICAL EXAMPLES 
The efficiency and accuracy of the present approach are demonstrated by the following numerical 
examples. In order to compare the present results with others, three examples which were solved 
by other researchers are analysed here again. 
lateral dell 	(in) 	lateral dell 	(in) 
0.276 0.683 
0.184 0 439 
0.0753 0.157 
SO. 101/ lb-m /rad 
lb) Load a•ctu•nc• 2 




The three storey single bay frame shown in Figure 5(a) is taken from Arbabi's paper' and the 
linear semi-rigid connection was used there. However, the Young's modulus was not given there. 
The lateral displacements corresponding to rigid and semi-rigid connection are shown in 
Figures 5(b) and (c) respectively. While the two sets of results are close for the case of a rigid 
connection, present results for the flexible connection are different from those in Reference 7, but 
close to those of the three storey three bay frame in the same paper. A possible reason for the 
difference is that the single bay frame was reduced to a cantilevered beam by some assumption in 
Reference 7. -- 
- Example 
This example concerns a T-shaped frame with a non-linear flexible connection. The geometry 
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moment-rotation curve, as illustrated in Figure 7. Because only the slope of the curve is used in 
the modelling of the connection, it is better to interpolate the derivative of the curve directly 
rather than to fit the curve. The ratios of the rotation/translation at point A for both the rigid and 
flexible connections are plotted in Figure 8. The results agree quite well with those given by Lui.' 
Some similar results can be found in Chen and Lui's paper. 9 
Example 3 
The geometric and material data of a simple three-dimensional frame are given in Figure 9. The 
non-linear moment-rotation behaviour of the connection that Lui used for a similar plane 
toggle" is illustrated in Figure 10. The deflections for both cases of rigid supports and flexible 
supports for the 3-D case of Figure 9 are shown in Figure 11. 
Figure 7. The flexible connection and its moment-rotation behaviour 
P (kips) 
Figure 8. The ratio of rotation; translation at point A 
9/d 
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Figure 9. The geometry and support condition of the 3-D toggle 
ROTATION (radians) 	 (x10 2) 
Figure 10. Connection moment-rotation behaviour used for the toggle 
Example 4 
Now we study two dynamic problems. Kawashima and Fujimotgob gave the analytical and 
experimental natural frequencies of the L-type frame with a linear semi-rigid connection, as 
indicated in Figure 12, and material property E./ = 4230 kg cm l , v = 0-47. The present results are 
also shown in the figure. It can be seen that the present results are very good. 
So • 3E1 / v / 1. v) 11Xicm 
014 
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Figure 11. The load—deflection curve at point A 
150‘m 
rigid connection • 	semi-rigid connection 
mode , cal. 	cal. Ref. 6 • cal. I cal. Ref. 6 'exp. Ref. 6 
1 15.87 18.3 1 14.75 14.9 15.5 
2 35.3 35.9 32.06 33.0 30.8 
Figure 12. Geometry and natural frequencies of L-frame with rigid connection and semi-rigid connection 
Example 5 
Kawashima and Fujimotgo considered only the influence of a linear flexible connection on the 
frequencies. Here we will consider the effects of a non-linear flexible connection on the dynamic 
response. A header plate connection with the instantaneous rigidity 
1400 
1 + 4.3210-1184MI 3 32 
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• 
Figure 13. Dynamic responses at point A for linear and non-linear flexible connection 
is used for the non-linear connection. The responses of the structure with a linear or non-linear 
connection are illustrated in Figure 13. The response corresponding to a non-linear connection, 
indicated by the curve with crosses, shows that the hysteretic damping resulted from the non-
linearity of the connection really affects the response considerably. 
CLOSURE 
The weak form of the incremental governing equations in the complementary energy approach 
provides a simple way to handle the non-linear behaviour of flexible connections. By the present 
approach, there is no difference in the treatment for a flexibly jointed plane frame and a flexible 
jointed space frame, and there is no difficulty in handling a flexible torsional connection if such 
data are available. The Ramberg—Osgood function not only can represent the non-linear 
behaviour well, but also has some advantage for computational modelling. In order to consider 
the structural response of lattice structures more accurately, non-linear flexible connections 
should be used for both static and dynamic problems. The numerical examples demonstrate that 
the approaches presented in this paper are very efficient and accurate for both static and dynamic 
analysis of flexibly jointed space structures. 
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ACTIVE CONTROL OF NONLINEAR DYNAMIC 
RESPONSE OF SPACE-FRAMES USING 
PIEZO-ELECTRIC ACTUATORS 
G. Sin and S. N. ATLURI 
Computational Mechanics Center, Georgia Institute of Technology, Atlanta, GA 30332-0356, U.S.A. 
(Received 24 January 1989) 
Abstract—A scheme for active control of nonlinear vibration of space-structures, wherein each member 
is modeled as a beam-column, is presented. The expressions for shear stresses transmitted to the structural 
member by the distributed segmented piezo-electric actuators, which are bonded on the surfaces of the 
member, are derived in the general case in which the structural member is subjected to moments, transverse 
shear forces and an axial force. Based on the weak form of the governing equations, and a complementary 
energy approach based on assumed stress fields, the viability of active control of nonlinear dynamic 
response of lattice-type space structures, using piezo actuators, is studied. Four examples are given to 
demonstrate the feasibility of the approaches presented in this paper. 
1. INTRODUCTION 	 and to present numerical examples to establish the 
viability of the developed procedures. 
The active control of vibration of large flexible space 
structures is a topic of current interest. A distributed 
actuator network is a good means to actively control 
any possible disturbance to the structures. Recently, 
Crawley and de Luis [1) proposed to use segmented 
piezo-electric materials bonded on the surfaces of 
structural members as actuators for large space struc-
tures. Such piezo-electric materials exhibit mechani-
cal deformations when an electric field is applied to 
them and will not extensively modify the passive 
mechanical and dynamic properties of the system. 
But Crawley and Luis analysed the shear stresses 
transmitted to the structural member by a piezo 
actuator for a very simple case when the member 
itself is subjected only to pure bending. Consequently, 
the results for the shear stresses exerted by the 
actuator are functions of only the applied voltages 
and the bending moment in the beam. In order to 
implement piezo-electric actuators in space struc-
tures, wherein each member may be modeled, it 
general, as a beam column, the shear stresses exerted 
by the piezo actuators must be analysed for the case 
when the structural member is subjected to not only 
pure bending moments, but also transverse shear and 
axial forces. The shear stresses induced by the piezo 
actuators would be, in general, functions of the 
applied voltages to the actuators, and the internal 
bending moments, transverse shear forces and axial 
forces in the structural member. Having obtained the 
expressions for shear stresses exerted by the actu-
ators, the computational model for nonlinear active 
control through piezo actuators has to be established. 
The questions to be answered concern: (i) the number 
and placement of the actuators; and (ii) the voltages 
that are to be applied to each actuator. The purpose 
of the present paper is to investigate these questions, 
2. ACTIVE CONTROL OF NONLINEAR VIBRATION 
The equations of motion of a discretized nonlinear 
system with control force F r = bf, can be written in an 
incremental form as 
MAO + CAI; + KAu = AP + bAf, 	(1) 
where M, C, and K are the tangent mass, damping 
and stiffness matrices, and Ail, Ati , Au, AP and bAf„ 
are the increments of acceleration 0, velocity 11, 
displacement u, external loading P and control force 
F„ respectively. In general, eqn ( I) has the initial 
conditions: 
u(o) = uo u(o) = 6,,. 	 (2) 
As a prelude to the proposed simple algorithm for 
nonlinear control, we first consider the linear optimal 
control. The equations of motion of a linear system 
are of the form 
Mo il(t) + C.6(t)+K e u(t)= P(i)+ bf,(1) 	(3) 
wherein the subscript o implies the initial values of 
the respective quantity, i.e. we are dealing with the 
linearized system. Let S denote the state variable 
vector, i.e. 
s = 	s„ = {`.1. u) (4) 
Omitting the external load at this stage, eqn (3) can 
be written as: 






G(0) = — 022 1 (0021(0 A= 
	0 	I 	
(6) 





—WIC° —MI; I CJ 
(20) — (t)E[G 2 , Au + G22 AU]. 
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B =
[ 0 
M 	 (7) 
For a linear regulator problem, a typical quadratic 
performance index may be defined as: 
J =IST(OTS(tr)+ 
2 
 f (S TQS + f:r Rfc ) dt (8) 
in which t, is the initial time, tf is the final time, and 
T, Q and R are constant positive definite weighing 
matrices which determine the magnitudes of the 
control forces and the quantitative decay of the 
vibration amplitude. If the structure comes to rest at 
its initial configuration at the terminal time tf , i.e. 
S(tf) = 0, the first term in eqn (8) can be neglected. 
Minimizing eqn (8) subject to the constraint 
equations (eqn 5), gives (see Ref. [9]) 
fc = —R — IBTGS 	 (9) 
where G is the feedback gain matrix and is the 
solution of the Riccati differential equation: 
= —GA — ATG + GBR -I BTG — Q. G(tf) = 0. 
(10) 
Thus, the linear optimal control problem just depends 
on the solution of the Riccati equation. A common 
way is to solve the steady state Riccati equation, i.e. 
= 0, is by the Schur vector approach [2]. Here we 
introduce another approach to solve the Riccati 
equation as proposed by Davison and Maki [3]. 
By letting 
X = GS 	 (11) 
and using eqns (5), (6), (9) and (10), (II) yields: 





][xi = H[x] (12) 
and 
X(tr) 0, S(o)= S„. 	(13) 
Integrating eqn (12) and applying the terminal con-
ditions in eqn (13) results in 
G(t) [45 21( 1 ) + 	(t)G(0 [91 I (I) 
+012(1)G(0)] - `, 0 < t < If (14) 
exp(Ht) =1-4)11(t) 4)12(1)- 1 
L021(t) 022(01 	
(16) 
A simple scheme for evaluating exp(Hh) in which h 
is the time step can be found in Davison and Maki's 
paper [3]. It can be seen from eqn (14) that G(t) is 
time dependent and an inversion is involved in each 
time step. If the total degrees of freedom of the 
system are n, then G will be of the dimension 2n x 2n. 
So the inversion involved in evaluating G(t) will be 
very time consuming. By the property of G as shown 
in Fig. 1, G(t) can be approximated by 
G(t) =a (t)G(o) 	 (17) 
where a (t) is a decay function used to represent the 
decay characteristic. A linear function will be good 
enough for a(t). 
For a nonlinear system, M, C and K will depend 
on the history of the displacement, and it is not easy 
to determine the optimal control forces. An economic 
and feasible approximation is to use the feedback 
gain matrix of the linear system with operator 
for the nonlinear system. In eqn (18), M., C. and K, 
are the initial mass, damping and stiffness matrices of 
the nonlinear system. 
By splitting G(t) into portions relating to u(t) and 
OW as 
G(1) = am[011(0) G12(0 )1 
G21(0) G22(0) 	
(19) 
the incremental control forces for the nonlinear 
system will be 
AFB = —bR - VM -Ice(t)[G 21 Au + G22 Au] 
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So eqn (1) becomes 
MAD + [C + cc(t)EG 22 ] tai 
+ [K + cc(t)EG 2 jAu = AP. (21) 
It can be seen from the above equation that the 
system with operators M, C and K becomes a new 
system with opertors M, C 1 and K*, in which C* and 
K• are the terms relating to Ai and Liu in eqn (21), 
respectively. Equation (21) is just a common initial 
value problem and can be solved very easily. 
3. SHEAR STRESSES TRANSMITTED TO THE 
STRUCTURAL MEMBER BY A PAIR OF 
PIEZO-ELECTRIC ACTUATORS 
The piezo actuators exhibit mechanical defor-
mations when an electric field is applied to them. The 
deformations of the actuators which are bonded to 
the underlying structure produce some localized 
strains and stresses which provide the control forces 
required to damp out the vibration of the structure. 
Therefore, in order to determine the active control 
forces induced by piezo actuators, the effects of 
the actuators on the underlying structure should be 
studied first. 
For the purpose of exerting control forces 
efficiently, short segmented-actuators are preferred 
rather than long continuous ones, and the actuators 
bonded on the surfaces of a structural member are to 
be symmetric in the cross-section of the member. For 
the distributed segmented actuator model, the length  
of actuator segments is much less than that of the 
structural member itself. So it can be assumed that 
the flexural deformation of the segment is decoupled 
with its axial deformation, and that the effect of the 
axial force in the beam upon the flexural deformation 
is negligible. A typical differential element of the 
structural member with piezo-electric materials on its 
upper and lower surfaces is indicated in Fig. 2. 
The piezo-electric layers are bonded to the surfaces 
by very thin layers of adhesive. In order that the 
actuators do not extensively modify the mechanical 
properties of the system, the thickness tr of piezo 
actuators will be much less than the thickness t, of the 
member, and the thickness t, of the adhesive will be 
less than tr . It is thus feasible to assume that the 
bonding layer carries shear stress only, and the piezo 
material carries normal stress only. 
Under the above assumptions, the static linear and 
angular momentum balance equations for the piezo 
materials and the sub-structure are, respectively: 
da' 	r ' 















Fig. 2. A structural member bonded by a pair of piezo-electric actuators and the differential elements. 
ttrInigv..ton 
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where cr: and a," are the normal stresses in the upper 	 Q2 = a: — ars' 	 (38) 
and lower piezo material layers, respectively, t' and 
T " are the shear stresses in the upper and lower 	 A , = -A' +A" 	 (39) 
bonding layers, respectively. N, M, Q and b are the 
axial force, bending moment, transverse shear force, 	 A2 = — A' - A" 	 (40) 
and the width of the actuators, respectively. 
On the other hand, the stress-strain and eqns (22)-(24) and (32)-(33) become 
strain-displacement relations are given by: 
dal 	Si 
— — dub N ib M 	 dx 
 
tc 
= 0 	 (41) 
dx EA 2EI 
(26) 
 
dal - 1,. =  
(42) du; N t b M 	 dx
71; = EA + 2EI 
(27) 
dN 









du; 	a; c13 , V" 	 dx 
- -
2 
br, + Q = 0 	(44) +  










II 	 If 	
C11.2 = G, (a, 	2N) 
(46) u, - Ub dx 	 2 EA ). G, (31) 
t, 
Integrating eqns (43)-(44), and using eqns (41)-(42) 
in which V' and V" are the voltages applied to the and the boundary conditions N = N1 , M = M 1 and 
upper and lower piezo materials, respectively, the Q = Q, at x = -s yields 
term d31 is the piezo-electric material constant relating 
the voltage applied to the material to the mechanical 	 N = NI + bis a, 	 (47) 
strain produced; 14; and u; are the displacements on 
the upper and lower surfaces of the member respect- 	 t,tb r 
— oal - Q, (x + s). 	(48) ively, u; and u s" are the displacements of the upper M M, ' - 2 
and lower actuators; Es is the Young's modulus of 
Substituting eqns (41)-(42) and (47)-(48) into eqns 
the piezo-electric material, G, the shear modulus 
of the bounding layer, and EA and El are the 
axial (45)-(46), we finally have 
 
and flexural ridigities of the structural member, d, 2a 




 [M,- Q, (x + s)]} (49) 
Differentiating eqns (30), (31) and substituting eqns 
(26)-(29) into them, gives 	 d2a2 	2 
dx , — y -o-, = 	
2 




- A + EA 
2 El 
(it ' = G, (a; 	, N t b M) 




+ A" - — 	 (33) 	 Gs 	
(51) 
(cr'; 	N tb M 
dx t, Es EA 2 El 
) 




Ti = r' + r" 	 (35) 
T2 = 	t" 	 (36) 
a, = a; + 	 (37) 
in which 
d3 V' 	• d,, V" ,




a 2 = a, (= + 
2EI 
1 	ts tl,b) 
/ 1 	2bts\ 
Y2=a1 E -F s TA- 
The solutions of eqns (49) and (50) are 
a, = A sinh ax + B cosh ax 
all
A  ' — 
, 	tb 
 [MI - Q i (x + s)]} (54) 
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er2 = C sinh yx + D cosh yx 	 It can be seen from the above derivations that the 
piezo actuators affect the structural member only 
— { A, + 2 
EA 
  N I 1 
* 
(55) through localized shear stresses, and that the shear 
a 2 -  stresses are functions of not only the applied voltage, 
but also of the moment, shear force, and axial force 
From the boundary conditions 	 in the member. Having obtained the shear stress 
sum T1 and the stress difference T 2 transmitted to the 
	
cr' = a" = 0 at x = —s 	 member by the pair of piezo actuators, the shear 
stress T' and T" acting on the upper and lower layers, 
a'=a"= 0 at x = s 	 respectively, can be obtained from eqns (35) and (36). 
However, as a matter of fact, it is just that the Ti and 
M = M2 	at x =S 	 t2 contribute to the momentum balances as indicated 
in eqns (24) and (25). So T 1 and T2 will be used rather 
the constants of integration in eqns (54) and (55) are than T' and T". 
In eqns (60) and (61), both Ti and T2 are decom- 
	 (MI — M2) 	 (56) 
a, 1 	tb 	 posed into two parts, one is related to the voltage 
A = 
a 2 2 sinh as El applied to the actuators, and the other is related to 
the internal forces of the member. The parts of the T1 
B — 
a 2 2 cosh as 
2A, — —
El 
 (M 1 + M2)1 (57) 
a, 	1 	[ tb 	 and T2 related 
control forces, and the other parts will contribute to 
to the voltage will provide the required 
the stiffness matrix of the member. The distributions 
C = 0 	 (58) of T 1 , and TIA, are illustrated in Figs 3 and 4. The 
distributions of T2v and T2N are similar to T v . The 
a
y 
 , 	1 
y [ 
	2 . 7 
!VI 1. 
(59) value T1 y is the "simpler case" called by Crawley and 
D 
2 cosh s 
A2 + 
EA  Luis [1]. In fact, T 1 , is only one part of the shear 
stress. Crawley and Luis did not consider the effect of 
Equations (41) and (42) give 	 the transverse force Q and axial force N on the shear 
forces induced by the actuators. The Q and N have 
= 	—[ m 	 
tc at I 	
Al+ 
cosh as 
2E1 (M, — 2 ) 
sinh ax tb 	„ , cosh ax 
sinh as 	
a considerable influence to the T1 and T2, for example, 
T, a  in the presence of N, T2 will not be zero even when the 
voltage is applied in the manner A2 = 0. 
-(M1 + M2) - 	Q11} = Tip, ± TIM (60) induced by the voltages applied to a pair of piezo cosh as a 
, sinh ax 2 	 The total axial force N; and the total moments M; 
actuators are, respectively, 
— t
c al sinh yx 
y cosh ys 
A2 + 
EA cosh ys 









	ys 	sinh yx dx = 0 
= r2v + T2,v• (61) 
(62) 
In eqns (60) and (61), T 1 , and T2v are parts of the 
stresses T1 and T2 related to the applied voltages, T IM 
 is the part related to the internal forces M and Q of
the member, and T2N is that relating to axial force N. 
Mr,= 	
tb
—br iv dx = 0. 
, 2 
(63) 
Fig. 3. The distributions of shear stress r,„(x) for various a. 
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Tht..s r 11, and rev  provide only the localized axial force 
and moment to the structural member. It is useful to 
keep this in mind when deciding an efficient place-
ment of the actuators. 
4. THE CONTRIBUTIONS OF PIEZO ACTUATORS TO 
THE MOMENTUM BALANCE EQUATIONS 
OF THE STRUCTURE 
Having solved for the shear stresses transmitted to 
the member by a pair of piezo actuators, we are able 
to establish an appropriate computational model for 
active control. 
It is assumed that the member of the frame 
can undergo arbitrary large rigid translations and 
rotations but only moderate relative rotations. Fur-
ther, for simplicity, it is assumed that the principal 
axes of the cross-section of the member are perpen-
dicular to each other. So the governing equations of  
the element will be established in the element local 
coordinates composed of the element axis and the 
cross-section principal axes. Based on the weak form 
of governing equations, assumed stress fields and 
plastic hinge method, Shi and Atluri [4] presented an 
approach for elasto-plastic large deformation analy-
sis of space frames. Similar weak forms of governing 
equations, and an assumed stress approach, will be 
employed here again. 
The nomenclature of the kinematics and general-
ized nodal forces for a space frame member are 
demonstrated in Figs 5 and 6, respectively. e, 
(i = 1, 2, 3) denote a fixed global Cartesian reference 
structure; e: (i = 1, 2, 3) denote the reference frame 
attached to an undeformed member of the frame; 6, 
denote the vectors attached to a member that has 
undergone large rigid rotations; and e;' are base 
vectors attached to a member that has undergone 
f 




, + = o ag, 
a2 
--aT+ 42 = 0 
a3 --(37‘, + 43 = 0 
eR, 
- NO1° +iit2 =0 
ar, 
- Q2 NOI Ph3 = 0 
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at, (64) 
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26 263 	2 
P i 
Fig. 6. Nomenclature for nodal forces on a space-frame member. 
moderate local elastic deformation in addition to a of the beam, with height H and width B, is assumed. 
large overall rigid rotation. The consistent forms of In this case, we have 
linear and angular momentum balance equations for 
the Jaumann stress resultants N, Q 2 and Q, and stress 	
4, — 	 t21, 	 (65)  







. b.1 1).1 
0 
in the region of actuators; 
elsewhere 




and 42 = 43 = di,= 0 where the subscripts `ur and 'V 
denote the upper and lower surfaces and the left and 
right surfaces, respectively, of the cross-section. Since 
the total length of the actuators along a surface is 
shorter than that of the beam, it is feasible to assume 
that the trial functions which satisfy only the linear 
















:t i ll 
0 
= Fe 	 (68) 
where 4, is the distributed load density along é, in which / is the element length and 
direction, and di is the distributed moment density 
about e, axis. The trial functions for N, M2 and M3 	 a = {n m,'m 2 2m 2 'n7, 2m 3 } 1- 	(69) 
corresponding to arbitrary 4,, 42 and 43 were given in 
Shi and Atluri's paper [4]. For simplicity, we will only is the element nodal force vector in the local coordi- 
concentrate our attention on the distributed forces nates. Because the trial functions for M2 and M3 
induced by the actuators. A rectangular cross-section satisfy the linear parts of the balance equations, the 
(70) 
Recalling eqn (70), the combined weak form of the 
governing equations is 
(80) +5  friz2131`+th313;'lcil,}=0. 0 
(81) 
 fJ 
= 	b(t2v T2N)v" dx 
Q, = {NI lQ2, I Q3 , I A?1 , 1 A^12 , 1 J 1 3 , N2 , 
x 2Q2, 2Q3, 21a ,, 2A , ,,q3 ) , (77) 
(82) =(Tiv + ri.dfir dx 
bH 
2 	, 
(83) vs =— r {So—x; 	x}{624 
in which (5d is the variation of the element nodal 
displacement vector d in the global coordinates, and 
G. SH1 and S. N. Arum, 
d is of the form 
= 	, 1 u2 . 1 143 , 1 0 1 , 1 02 , 1 93 , 
x 2„ 1, 2u2, 203, 20 1, 202, 203 ) . (79) 
From the above discussion, the weak form of the 
remainder of the balance equations may be written as 
j::[19aNs. 
+4, 
 iv . = 0 
(71) 
[73.7!a 	— 03 + Arliq + = 0 (72) 
3 02 + 	-1- 1■10;' + th 3 113;" dz, =0 (73) 
where v•, fl  and fir are the test functions corre-
sponding to N, M2 and M3 . 
As derived in detail by Shi and Atluri [4], the weak 
form of compatibility conditions for an elastic ele-
ment, as a whole, is 
—DT Se + WT • Focr dk, = 0 (74)  
in which D T is the element displacement vector in the 
local coordinate system 1.1 . The vector DT and WT are 
defined, respectively, as: 
DT = [H, (b0 — 	— 1 0r , 20!, — 1 0r, 'Or] (75) 
\v. = rawe aw, awe awe] 
aN' &CI aetif,' af3 ' j' 
The element displacements are shown in Fig. 5, W, 
is the complementary energy density, F is the inter-
polation matrix as defined in eqn (68). 
Let Q denote the internal nodal force vector of an 
element 
.E 
 {—DT ber + W TFoa 	odTR*Q.— odT? 
+ NB; f;' dxi + NOr ciii+ 4 1 vscu, 
It was shown by Atluri [6] that the terms involving 
NO,* (i = 2, 3) contribute to the so-called "initial 
stress" stiffness correction to the tangent stiffness 
matrix, and neglecting the terms in the formulation, 
while resulting in a slightly incorrect tangent stiffness 
matrix, is entirely consistent in the context of an 
iterative solution of a nonlinear problem. Therefore, 
the terms NB! fl! in eqn (80) will be omitted. Then 
eqn (SO) becomes 
i E {—DT60. + fwi-Faa 	+ 6dTR•Q, — d Ti 
dem  
+ j:41 v • a l + f [fii2 fir + 	ril 3 /3r ] 	= O. (80) 
The last two integrals are induced by the piezo 
actuators. Let us consider their effects on the system 
equations. We first consider a simple case: only one 
pair of actuators in 1,--1 2 plane. If the center of the 
actuator located at g, and the length of the 
actuators is 2s then 
4, v • d.i, — f br2 v • dx 
0 
(76) 
i represent the external nodal force vector at the ends 
of the element in the global coordinates, and let R• 
be the transformation matrix which transforms the 
element local vector to the global coordinates, then 
the weak form of the joint equilibrium can be written 
as (see Ref. [4]): 
E 	— d Ti] = 0 	(78) 
- _ m3/3 3 	— 	—2 T IS;" dx 
J bH 
in which x is the local coordinate of the actuators, 
and x = Recalling that v• and fi  are the 
variations of the element local displacement ur and 
6;1', respectively, v" and 0;' can be interpolated as 
following relations hold: 
Q2 = 
ax, a . 
f t 
	
fif = 7 {se — x ; 	x}{6281, 
6 1 01 
(84) 
where 4= 1 
By substituting eqns (60), (61), (83) and (84) into 
them, the integrations in eqns (81) and (82) can be 
very easily carried out, and these integrations convert 
the distributed shear stresses into the equivalent 
nodal forces in the sense of the weak form. Since •,,, 
and •r2 , will provide the required control forces and 
play an important role in the present study, it will be 
helpful to seek a more efficient way to evaluate the 
equivalent nodal control forces. 
The values T l y and TN, are distributed in the region 
of the member bonded by the actuators. Instead of 
considering the distributed stresses, a pair of equiva-
lent concentrated axial forces and moments can be 






A, .1 sink ax dx 	(85) 
a cosh as 
 
Ny= 
y cosh ys 
A2 S
o 
sinh yx dx a, tr (86) 
and M y and —N, are located at x = r, — M, and IV, 
located at —r where r is given by 
r  J f sinh ax dx = f x sinh ax dx. (87) 
Having determined M y , N, and r, the correspond-
ing equivalent nodal forces p, in the local coordinates 




where T, is a 12 x 2 matrix. 
From eqns (61) and (83) we have 
b 	T2N V * dx = 	 
bt,a, 2N, 
y cosh ys eAl 
x f sinh yx [s„ — x, x + /0 ] dx 62u • 
={blur 6 2u r}[ 	1,6',N , 1 
in which 
— 	  
4bt
e 
 a, 	sinh ys  
fli 
y
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Similarly, by eqns (60), (84) and (70), we get 
— 	•r
Hb .11 •r
im flI dx = {6 1 01 Pen 
2 	, 





162-- 	 (s Ell 	a cosh as 
sinh as  ) 
For a member of a space frame with Acp pair of 
actuators on the ''upper and lower" surfaces of the 
member and Ni_, pairs on the "left and right" sur-
faces, the last two integrations W,„ in eqn (80) will 
be 
I 
Pv„, = f 4,v* di , + j 1
o
' [rii 2 fq + rii,131] d.i, 
o  
L 	 Hb, . NE ' _bi.r2s v . + 	t 1 m, 
dx { 
2 




v • ±Bbitim 
2 	
' dx 
+ 6d T11"p,, 	 (93) 
in which oe and R• are the same as those in eqn (78). 
By letting 
ocl*= brur, 24, '61, 20 25, '0;', 20n T 	(94) 
M• = 	„ MI, M2Ir , 	 xf214+,, 
Ai31 ,.+OT (95) 
and using the results of eqns (89) and (91), eqn (93) 
can be written as the following matrix form 
Wx = (6 e)T[E ;PP, M 5 ) + E (PP2 • Nr.)1 
N.L 	 NL, 
+ Oc1 TR*[7. p v, + E 
- 	J. I 
NI, 
= 6d T • TR • PP • M* + ocI T •R 5 • T • A 
= bd T [TR • PP • TM • cr + R* • T • A] 	(96) 
in which TR is the transformation matrix for 
d• = TRd, TM is the transformation matrix 
for M* = TMa, and d and a are defined as in eqns 
(79) and (69), respectively. 
(92) 
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Substituting eqn (96) into eqn (80a) yields 	Since the parameters S AaT are independent and 
arbitrary in each element, the above equation gives 
E { — DT Oa + f WTF ba dx, + 6cITR*Q, — bci Ti 
elem  
+ dT[TR • PP • TM • a + R* • T • All= 0. (97) 
Corresponding to eqn (97), the weak form of the 
incremental governing equations is 
E {bAd T[R*Q, + TR • PP •TM • a +FM A — I] 
ekm 
+OAdT[AR*Q, + 11*AQ, + TR • PP •TM • a 
+TR • PP • TM • Aa + AR*TA — R*TAA — 
+ &Seri— D + f F TWdz i 1 
+ 	AD + FTAW 11 = 0. (98) 
By letting 
R*(Q.+ TA ) + TR • PP • TM • a = Rd 
TR • PP TM 
R*T = RP 
= P 
elem 
AR*Q. = Add, Ad 
R * AQ, = A.„„Aa 
ATR • PP • TM • a = Add, Ad 
AR*TA = Addy Ad 
E 61= AP 
—D+ FTW di, = 11„ 
0 
AD = AL,Ad 
: FAW = A„Aa 
eqn (98) becomes 
	
Aa = AL L (ALAd — R 0 ). 	(100) 
Because the parameters SAC are arbitrary, eqn (99) 
gives 
E [Add., + Adda Add{' 
elem 
+(A„d„ + A.av)AL I AL01Au 
= E [Ai — PR AA + — Rd 
elcm 




KAu = AP + PZ • AV + P — R 	(102) 
in which K is the tangent stiffness matrix of the 
system, Au is the increment of the system displace-
ment vector, AP is the increment of the external 
loading, (P — R) is the unbalanced nodal force vector, 
PZ • AV is the increment of control force vector 
induced by the piezo actuator excited by the voltage 
AV and is of the form 
AFB =PZ•AV= E - PZ -AV 	(103) 
ekm 
in which V is the voltage vector applied to the 
actuators. It can be seen from eqn (101) that the 
stiffness matrix is unsymmetric since the shear 
stresses exerted by the actuators are a kind of non-
conservative loading. 
If M and C denote the "tangent" mass and damp-
ing coefficient matrices, respectively, for dynamic 
problems, R' denotes the total "internal" nodal force 
vector resulting from the previous displacements of 
displacement u. acceleration fi and velocity b, then the 
equations of motion corresponding to eqn (102) is 
MAil + CAti + KAu = AP + PZAV + P — R'. (104) 
The difference between eqn (104) and eqn (1) is 
that the unbalanced forces resulting from the linear 
approximation in each time step and iteration is 
considered in eqn (104). 
5. DETERMINATION OF VOLTAGE APPLIED 
TO THE PIEZO ACTUATORS 
The nodal control forces AF, given by eqn (20) are 
obtained from the optimal control theory. Since the 
piezo actuators are distributed along the structural 
members, it is difficult to place them appropriately, in 
order to provide the equivalent nodal control forces 
(99) exactly as required by the control law. For the fixed 
E { 6  AdTKAado+ Ad& + Addy) Ad 
dem 
+ 	+ A.dv)  Aa + PRAA — Al 
+Rd - 11+ b AaqA„ Aa — ALAd 
+Rol} = O. 
Fig. 8. Geometric and material data for framed dome. (The unit of length is meters.) 
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Fig. 7. Response and control force at point A by linear optimal control. 
geometry of the actuators, the nodal control forces 
(equivalent nodal force vector) exerted by the piezo 
actuators would be functions of the applied voltages. 
Then the control algorithm has to be used to deter-
mine the appropriate voltages to be applied to the 
actuators, i.e. voltage vector AV in eqn (102) accord-
ing to the control forces obtained by the control law. 
From eqn (20), the increment of the control forces is 
AF, = — bR -I bTM'a(t)GAS = G*ES. (105) 
Therefore our objective is to determine AV from the 
given G*IS. 
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Fig. 9. Controlled response, free vibration and control force at the crown point. 
appropriate voltage AV. If PZod are the arbitrary 
"virtual displacements", AFp in eqn (12) can be 
equivalent to AF, in eqn (105), in the sense of "virtual 
work", as given by: 
dT • P Z T • PZ • AV = dT • P ZT • G*AS (106) 
when (PZT -PZ) is invertible, we have 
AV = (PZT • PZ) 'PZT • G*AS = G**AS. (107) 
So the increment of the appropriate voltages is 
determined by the increment of the state variable 
vector AS. 
The dimension of PZ is n x q in which n is the 
number of total degrees of freedom of the system, q 
is the number of kinds of voltages applied to actu-
ators. So the necessary condition that PZ is invertible 
is q n. When only few different voltages are applied 
to the actuators on a member, and only few members 
are jointed at each structural joint, the condition 
q < n will be satisfied without much difficulty. When 
q > n, AV can be determined by other equivalent 
criteria that are yet to be explored. 
6. NUMERICAL EXAMPLES 
Two examples of implementing nonlinear active 
control algorithm of Sec. 2, and two examples of the 
application of piezo actuators for active control, are 
presented in this section. In all the examples, the  
weighting matrices R and Q in eqn (8) are taken as 
identity matrices. 
Example 1 
The first example concerns the nonlinear active 
control algorithm of. Sec. 2. For the fixed-fixed beam 
shown in Fig. 7, the static deflection—load curve 
demonstrates that the beam behaves nonlinearly 
when the mid-span deflection is larger than 0.1 in. [4]. 
The half span of the beam is modeled by two 
elements. Corresponding to an initial velocity 
v, = 400 in/sec at the mid-span, the dynamic response 
without control is shown in Fig. 7 by broken line, and 
the response under active control is depicted in the 
same figure by solid line. The control force vs time is 
plotted there too. The figure shows that the vibration 
is damped out by the control forces very rapidly. 
Recall that the computed control force is, at this 
point, simply a mathematical result, and the physical 
means of inducing this actuator force is not addressed 
yet. 
Example 2 
This example considers the nonlinear active control 
of a space dome. The geometry of the dome is given 
in Fig. 8. The nonlinear static and dynamic analyses 
of the dome were studied by Remseth [7] and Shi and 
Atluri [4]. Here each member of the dome is modeled 
by a single element again as in the authors' previous 
paper [4]. Under the disturbance, an initial velocity 
= 30 m/sec at the crown point, the free vibration, 
the controlled vibration and the control force at the 
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Fig. 10. Nonlinear response and control force at point A by optimal control. 
Example 3 
Now let us turn to the concept of active control 
using piezo actuators. Crawley and Luis [1] studied a 
cantilevered beam by experiment, but they did not 
give data of the bonding layers. For the assumed data 
of the layer, our computational model gives a similar 
result. 
Let us consider another cantilevered beam shown 
in Fig. 11 in detail here. Corresponding to an initial 
velocity t,„ = 100 in/sec applied at the free end of the 
beam, the response with the control forces obtained  
by optimal control theory and the control force at the 
free end are shown in Fig. 12. The placement of the 
piezo actuators and their data are given in Fig. 11. 
For simplicity, the same magnitude of voltage is 
applied to all actuators and in the manner V' = —V" 
for the upper and lower surfaces. The response under 
the control by the piezo actuators and the corre-
sponding control moment at the free end are shown 
in Fig. 12. Because only one amplitude for voltage is 
used, it is no problem to calculate the inverse in eqn 
(107), and the required voltage can be very easily 
calculated. 
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Fig. II. The placement and data of piezo actuators. 
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360 in 
Fig. 13. Geometry of the structure and placement of piezo actuators. 
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Fig. 12. Controlled response and control moment at point A by piezo actuators. 
Example 4 
The last example concerns a plane frame and its 
geometry and the placement of the piezo actuators 
are given in Fig. 13. The actuators are only placed on 
the columns in order to achieve an efficient control 
for the lateral displacements. An initial velocity as a 
disturbance is used again as shown in Fig. 13. The 
response and control force at point A corresponding 
to the optimal control are shown in Fig. 14. The 
response and control moment at point A by  
using piezo actuators are illustrated in Fig. 15. Here 
the voltage is applied in the same manner as in 
Example 3. 
The last two examples clearly demonstrate that the 
vibrations are indeed damped out by the piezo actu-
ators, or in other words, the piezo actuators can 
provide some control for vibration although they 
cannot provide the control forces as required by the 
optimal control law. The two examples also show 
that responses controlled by piezo actuators decay 
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Fig. 15. Response and control moment at point A by piezo actuators. 
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quite smoothly, but the corresponding control forces 
are not smooth enough. This is natural because the 
displacements are minimized in the performance 
index eqn (8), however the real control force F , is not 
directly determined by the optimal control law. 
7. CONCLUSIONS 
(1) The approximations involved in using the solu-
tion of Riccati equations of a linear system, for a 
nonlinear system, and using a(1)G(o) for G(t), are 
indeed efficient schemes for the active control of 
nonlinear vibration. 
(2) The shear stresses induced by the piezo actu-
ators can be divided into two parts: the stress differ-
ence s2 which contributes to the linear momentum 
balance of the structural member, and the stress sum 
s, which contributes to the angular momentum 
balance. Furthermore, s, and t2 can be decomposed 
into two parts too, one part is related to the internal 
forces of the structural member and contributes to 
the element stiffness matrix; and the other is a 
function of the voltages applied to the actuators and 
provides the required control forces. 
(3) The control moments induced by a pair of 
piezo actuators are "self-balanced". So actuators 
should have a suitable length and be placed in 
segments at appropriate locations to provide control 
forces efficiently. 
(4) Since the piezo actuators cannot exactly 
provide the control forces required by the optimal 
control law, there are many possible ways to deter-
mine the voltages for the actuators to yield an 
approximate control effect. A scheme which provides 
equivalent control forces in the sense of "equal virtual 
work" is proposed here. However determining the  
voltage for each actuator is still an interesting ques-
tion when each member of structure is bonded by 
many actuators and each actuator is excited with a 
different voltage. 
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Effects of a Piezo-Actuator on a Finitely Deformed Beam 
Subjected to General Loading 
Seyoung 1m 5 
Korea Advanced Institute of Science and Technology, Seoul, South Korea 
and 
S. N. Atlurit 
Georgia Institute of Technology, Atlanta, Georgia 20332-0356 
The deformation of a beam-column, the upper and lower surfaces of which are bonded in segments with 
piczo-ceramic liners, is studied for the purpose of obtaining appropriate expressions for the force transferred to 
the structural member by the piezo-actuator. This concept may be employed for the control of large dynamic 
deformations of a lattice-type flexible space-structure. The present model, which is based upon a static analysis, 
accounts for the effects of transverse shear and axial forces in addition to a bending moment on the beam In 
formulating the governing equilibrium equations. The present model provides more complete expressions for the 
force transmitted to the structural member than a model reported earlier in literature, in which the shear and axial 
forces are neglected. 
Nomenclature 
t o 	= thickness of adhesive 
tp = thickness of piezo-actuator 
t 	= thickness of beam column 
L = Length of the segment of the beam column which 
is lined with a piezo-actuator (Fig. 1) 
= shortest distance from one end of the deformed 
beam-column segment to the other (Fig. 2) 
• = shear modulus of adhesive 
EP 	= Young's modulus of piezo-electric material 
E = Young's modulus of beam column 
r', 	= shear stresses on the upper and lower interfaces 
(Fig. 3) 
N,„ N; = Axial forces upon the cross sections of the upper 
and lower piezo-actuator (Fig. 3) 
S; = shear forces upon the cross section of the upper 
and lower piezo-actuator (Fig. 3) 
a', a" 	= normal stresses on the upper and lower interfaces 
(Fig. 3) 
M;„ M; = moment upon the cross section of the upper and 
lower piezo-actuator (Fig. 3) 
N, S, M = axial force, shear farce, and moment upon the 
cross section of the beam column (Fig. 3) 
H, V 	= horizontal and vertical forces upon the cross sec- 
tion of the beam column (Fig. 2) 
= x/L 
m 	= LM /El 
h = G.L 2/ttpE 
hp 	= GaL 2/tatpEp  
a = (6h + hp ) 1 / 2 
= (2h + hp)" 
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I. Introduction 
rr HE ,..).arol of large dynamic motions of space structures 
is a subject of considerable importance in connection with 
the deployment of large structures in outer space for various 
missions. The space structures are very flexible in most cases, 
and therefore necessitate the control of elastic deformations in 
addition to rigid motions for proper performance. Piezo-elec-
tric materials, which exhibit mechanical deformations when an 
electric field is applied, have recently received attention be-
cause of their potential application to the control of the flex-
ible structure.I. 2 These materials, bonded to the surface of a 
structural element, transfer forces to the structural member 
according to the magnitude of exitation voltage applied to 
them. These forces exerted by the piezo-electric actuators may 
be employed to actively control the deformations of the struc-
ture. Recently Crawly and de Luis proposed a static model of 
the mechanical coupling of such "segmented piezo-actuators" 
bonded to a beam element with the dynamic deformation of 
the beam. No structural forces other than a pure bending 
moment upon the cross section of beam was considered in their 
model. Thus, the model in Ref. 2 does not account for the 
effects of the transverse shear and axial forces in the beam on 
the magnitudes of shear stresses r' and r", which are exerted 
on the beam by the piezo-actuator. The purpose of the present 
work is to propose a refined model which takes into account 
the axial force as well as the transverse shear force in the 
structural member (beam column) in formulating the govern-
ing equations for the shear stresses transferred to the structural 
member by a piezo-electric actuator bonded to the structure. 
These control forces can be included as external forces act-
ing on the space-truss/frame, in the nonlinear dynamic analy-
sis models developed by Kondoh and Atluri, 3 •5 Tanka, et al.'s 
and Shi and Atluri. 6. 7 In these works, explicit expressions for 
the tangent stiffness matrices of each beam column in a three-
dimensional lattice structure undergoing large deformations, 
incorporating exactly the effects of nonlinear bending-stretch-
ing coupling, have been derived. In as much as the control 
forces exerted by the piezo-actuators are functions of the ap-
plied vntt:, ges in each actuator segment, the "equivalent nodal 
fora " would also be a function of the applied voltages. 
It; : Upper plezo-electric material 
Adaesive Material 
: Beam column 
: Adhesive Material 
: Lower plezo-electric material 
r 
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It is the object of the control algorithm, then, to determine the 
appropriate voltages to be applied to the actuators in order to 
damp out the nonlinear dynamic deformations of the lattice-
type structure. 
In Sec. II, we first consider the exact equilibrium equation 
for a segment of a beam column to the upper and lower sur-
faces of which, piezo-electric liners are bonded. We neglect the 
inertia forces and use a static analysis in formulating the equi-
librium equations of this beam-column segment. Under the 
assumption that the piezo-electric liner is very thin, we manip-
ulate the integral form of equilibrium equations together with 
the compatability relations and the stress-strain relations in 
order to obtain a differential form of governing equations for 
the forces and moments acting on the cross section of the beam 
column and the shear stresses r' and r" transferred to it by the 
piezo-actuator. These governing equations, together with ap-
propriate end conditions, will determine the desired expression 
for the shear stresses transferred to the beam column in terms 
of the geometry of the beam column and the end forces and 
moments. 
In Sec. III, we consider segmented piezo-actuators which are 
distributed along the length of the beam column to obtain the 
expression for the shear stresses r' and r". The beam-column 
segment, formed by cutting at both ends of the piezo-actuator, 
is assumed to be sufficiently short so that its buckling load is 
very large compared with the axial force applied upon it. It is 
seen that the end conditions of Crawly and de Luis,' in which 
they prescribed two different bending strains at the ends of the 
beam segment, are not compatible with the moment equi- 
librium of their model. The result of the present work, as 
opposed to that of Crawly and de Luis,' accurately reflects the 
effect of the axial force as well as the transverse shear force 
upon the shear stresses r' and 7' transmitted by a segmented 
piezo-actuator. The influences of these forces are demon-
strated through numerical examples, and this is followed by 
some discussion of the numerical results. A brief synopsis of 
the present work, which was completed in 1987, has been 
included in the survey article by Atluri and lura. 8 
IL Governing Equations of a Beam Column 
Lined with Piezo-Actuators and Undergoing 
Large Deflections 
A piezo-electric material, bonded to the upper and lower 
surfaces of a beam column, transfers forces to the structural 
element according to the magnitude of exitation voltage ap-
plied to it. Such actuator force fields may be used to control 
the dynamic deformations of a space frame, each member of 
which is modeled as a beam column. For such control applica-
tions, the expressions of the forces transferred to the structural 
element are required in terms of the excitation voltage. In this 
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Fig. 1 Beam column bonded with a piezo-electric material. 
Fig. 2. Deformed beam-column segment. 
section, we examine the deformations of a beam column, lined 
with piezo-actuators on its upper and lower surfaces, to estab-
lish the governing equations for the forces and moments trans-
ferred to the beam column. The assumptions of small strains 
and linear elastic material behavior are made, but we do not 
place any restrictions upon the magnitude of deflections and 
rotations in formulating the governing equations. We restrict 
our attention in formulating the governing equations in this 
paper only to the case of planar motions of the beam column. 
Consider a segment of the beam column of length L, along 
which the piezo-electric actuator is lined (see Figs. 1, 2). The 
thickness and length of the upper and lower piezo-actuators 
are assumed to be the same, and we take the width of the beam 
column and the actuator to be unified for convenience. The 
piezo-actuators are assumed to be bonded to the surfaces of 
the beam column by very thin layers of adhesive. 
The kinematic assumptions in the present analysis are sum-
marized as follows: 
a) The length of the piezo-actuator segment L (see Fig. 1) 
is assumed to be much smaller than the total length of the 
beam column itself. Thus, along a single beam column there 
may be several piezo-actuators. 
b) The total beam column may undergo large deforma-
tions with arbitrarily large rotations but small strains. 
c) The segment of the beam column along which a piezo-
actuator is bonded may also undergo large rotations from the 
undeformed configuration. If, in the deformed configuration, 
the ends of the beam-column segment (along which a piezo-ac-
tuator is bonded) are joined by a straight line, it is assumed 
that a) this straight line may be oriented at an arbitrary angle 
to the undeformed axes of the beam; however b) the local 
elastic rotations of the differential elements of the beam with 
respect to this straight line, in the deformed configuration are 
assumed to be small. 
In the undeformed configuration, we employ a rectangular 
Cartesian coordinate system with origin at the left end and 
take the x-axis to be along the line of centroids and the z-axis 
to be downward. In the deformed configuration, a rigid rota-
tion is imposed upon the deformed segment of the beam 
column so that the line connecting the two centroids at both 
ends is considered to be horizontal (see Fig. 2). Then we take 
the yraxis to be along that horizontal line and the y 3-axis to be 
downward. 
Fig. 3. Free-body diagram of each layer. 
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We denote by 0 the angle between the tangent to the de- 	and 
formed centroidal axis and the y i axis. The coordinates of the 
deformed centroidal axis of the beam column in the y ry3 	M - M i - XS cos0 - ZS sine - ZN cos0 + XN sine 
where s is a coordinate along the deformed centroidal axis and 	+ J  T' sin8(-
1 
 sin8 + X) d'S 
coordinate frame are denoted by (X, Z). We then have 
dX _ 1 dX 	 dZ = I dZ  
cis  (1 + e) dx 
cos0, 	
ds (1 + e) 	- 
sine (1) 	
s 
COS<—t COSO — 	d3 
2 
e is the extensional strain along the centroidal axis. 
ments for each slice of the beam column between s = 0 and an 	+ I' s T" cos<-2 cos + 2) d3 
We first consider the balance equations for forces and mo- t 
o 
arbitrary value of s. After differentiation and appropriate 
differential form of equilibrium equations. From Fig. 3, we 	
- .' r" sinO(A"- 	
2 
-X sin8) ca 	
o 
- i's s manipulation of these balance equations, we can obtain the 
a 	
(a' -  a") coseXds 
have the following. 
 so
- 
 (o' — 	sia2ca = 0 
	
(10) 
A. Upper Piezo-actuator 	 Here a superposed bar " - " indicates a dummy variable, for 
5 	 $ 
example, 8 = 0(3). 
r' N; cos0 + S; sine - 
o 
cos ca - l' a' sine d3 = 0 (2) 
a 	
Differentiating Eqs. (2) through (10) with respect to the 
length variable s, and using Eq. (1) while invoking the assump- 
5 
tion that 0 is small (which renders cost /= 1 and sine ..-- 0), we 
- N; sine + S; cos0 + .
0 
r' sine ds - 1
o 
5 
 a' cos cis = 0 (3) 	have 
sinO 	
dN; 	 dS ' 	,d0 f's 	 -r' + S;2 . 0, 	_ KZ - 2 - i 	 . t cose)ca 	 ds - dsi: — T' — NPTS = 0 ("a)  M; — 1 0 r' cos 
dM;, 	, r' t 
+ .'s 	(X — X — t'' 	)ds ds 
o
T' sinO 2 — .3,--2 = 0 	 (11b) 
dN; 	.d0 	dSr; 	„ 	.d0 
- ,'o 
	cos 8` ‹ X - X - - t-i'- sine)d3 
2 	
ds 
+ r" + SpT-is = 0, 	— + CT 
d s - 
N 0 --c-rs = 0 (12a) 
dM; _ s . .1_ 
2 




I a' sine` ( Z — 2 — -I-12 cose)d3 	(4) 	 ds 
o 2 	
'  
dN 	 d0 
B. Lower Plezo-actuator 
+(r' -r")+S-c- = 0, 	
dS ( 





N; cos0 + S; sine + , s r" cos8 	+ ,' s 
	
d3''a" sin8 	= 0 (5) 	 d0 
o 	 o - 1V—ds 
= 0, 	 (13a) 





M; +  
o 	 2 
s r" cos<Z — Z + cos)c2 
— ' r"  T sin8(X — X — -2-t cos8)d.3 
j o 	 2 
+ .'s
o 	 2 




a" sine Z — Z + 2. cos0 d3. = 0 2 
C. Beam column 
N cos0 - H + S sine + 	cos8 d3. - J r" cosi) ca 
+ J s a' sin8 	- I s a" sin8 c/3. = 0 
	
(8) 





r" sine 	+ 	a' cos d3 -
o
a" cos,' 	0 (9)  
Since the extensional strain of the centroidal axis is assumed to 
be small, for our present purpose, we can replace (ds) by (dx) 
in the preceding equations. 
From the overall equilibrium (See Fig. 2 and Fig. 3), we 
obtain the following relations 
V = (M2 - My/ 	 (14a) 
S = V cos° + H sine - (S; + S;) 	(14b) 
N = H cos0 - V sine — (N; + N;) 	' (14c) 
M = + HZ + VX +
t + t 
(N, -NP) 
- M; - MP 	 (14d) 
The above equilibrium equations, except Eq. (14d), are com-
pletely compatible with the differential forms of equilibrium 
Eq. (11) through (13). Equation (14d) has a minor discrepancy 
with these equations when SI, and S; are not equal to each 
other. In most cases, the piezo-actuators are sufficiently thin 
(tp /t -3 1) so that we can neglect the normal stress components 
(a',a"). the transverse shear forces (S,'„ S; ), and the mo-
ments (M: M; ). Under these conditions the moment balance 
(7) 
du; = _ I dO 
dx 	2dx 
(20) 
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equations, Eqs. (11b) and (12b) can be neglected, and we 
obtain the :following simplified equations 
d; 	, „ 	dN . 
	
— r = V, r" =0 	(15) 
dx ds 




dS Nd0  0 
dx dx 
dM — S + -;(r' + r") =0 
	
(16c) 
In the above five equations, we have eight unknowns N; , N; , 
r', , N, S, M, 0, and, thus, three more equations are required 
to form a complete set of governing equations. These three 
equations are obtained from the stress-strain relations and the 
compatibility equation. The moment curvature and the axial 
force-extension relations are given by 




N = E • (et) 	 (18) 
Assuming that the adhesive layers are perfectly bonded to the 
surfaces of the piezo-actuator and the beam column, we write 
the transferred shear stresses as 
r' = Gc,7' = Go (u; — u; Vi a 
r" = Gay" = Ga (uj — u;)/t a 	 (19) 
where u; and u; are the tangential displacement of the piezo-
actuator, of and u; are the tangential displacements at the 
upper and lower fibers of the beam-column. The compatibility 
relations at the upper and lower surfaces of the beam-column 
can be written as 
duf=e + t dO 
-- 
dx 2 dx 
Denoting by V' and V", the excitation voltages applied to the 
upper and lower piezo-actuators, we write the axial force-ex-
tension relations for the piezo-electric material as 
N; = Ept„( — 	= Ept, G7-x- —
A' 
du; cV'  
ax t„, 
and 
NP  — EP 




	= Ept 	— A") 
dx  
where c is the piezo-electric constant relating the voltages to 
the mechanical strains A' and A" induced by the voltages. 
Now manipulating the preceding , Eqs. (17)-(22), we can 




' „N 	N 6M 
r 	
) 
dx 	,+ — Et2 
dr" Ga(_ N;




dx 	Ept,, 	Et Et • 
The complete set of eight governing equations are now given 
by Eqs. (15), (16), (17), and (23). As seen from these equa-
tions, the shear stresses r' and 7-, transmitted by the piezo-ac-
tuators to the beam column, are dependent upon the force (N) 
and moment (M) as well as the mechanical strains A' and A" 
induced by the excitation voltages. 
The boundary conditions for the aforementioned governing 
equations are given as 
N; =0 	N; = 0, 	at x = 0,L (24) 
M = MI 	at x = 0, 	M = M2 	at x = L (25) 
8 = 0 1 	at x = 0, 	0 = 93 , 	at x = L (26) 
Thus, we have established the complete set of governing equa-
tions and the associated boundary conditions. 
III. Forces Transmitted to the Beam Column 
by the Piezo-actuator 
The shear stresses r'and r", transmitted by the piezo-actua-
tor to the beam column, depend upon the excitation voltages 
applied to the actuators as well as on the forces and moment 
acting upon the cross section of the beam column. These actu-
ator forces are used to control the overall deformations of the 
structure. The axial force (N) and the bending moment (M) in 
each beam column are quantities that depend upon the exter-
nal loading on the structure. In order to predict the response 
of the structure for a given set of excitation voltages, we need 
to express the shear stresses T' and T ff in terms of the strains A' 
and A" induced by the applied voltages and the loading 
parameters, N and M. 
For the purpose of control, it is desirable to have segments 
of actuators distributed along the structure because this en-
ables us to vary the input exitation voltage along the length of 
the structure. 2 Moreover, most of the transfer of actuator 
shear forces to the beam column occurs near the ends of the 
actuator segment. 2 It is therefore more effective to have many 
short segments of actuators, rather than one long piezo-actua-
tor. Thus, we assume that the length of the piezo-actuator (and 
thus the beam column segment which is lined with the piezo-
actuator) is not long so that the following approximations can 
be made 
cos0 1, 	sine = 0, 	/ = L 	 (27) 
In order to obtain the governing equation for 0, we first ma-
nipulate Eqs. (15) and (23) to obtain 
12G. (M2 — Mi )L  3 
tatpt 3E,E 
where 2 = x/L and higher order nonlinear terms such as (d0/ 
dx) 2 ; 0 (d20/dx 2); and 0 (de/dx 2) have been neglected consis-
tent with the approximation of Eq. (27). 
The term 12H/Et 3 is negligible compared with the other two 
terms multiplied by d20/dx 2 because 11.17tI t Got/to , and vf / 
II 4 Go (t/ta)(1/1„) (E/E,). The last term on the left side of 
Eq. 29 represents the contribution of the horizontal axial force 
to the flexural deformation. It is negligible if 0 is very small 
and if the axial force is small compared with the buckling load 
of the beam-column segment. This will be the case because the 





d 2(r' + r") 	
E 
Go Cr, r „ = 




Substituting Eq. (16c) into the above equation and using Eqs. 
(27) and (17), we obtain the following nondimensional equa-
tion. 
(22) d40 r 2 (6G, 	 12H)d20 12HG,L, 4 
d,v4— 	tatE +  totp,E, +  Et 3 d2 	tat,E,Et3 a 
(29) 
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beam-column segment is short; even when H is close to the 
critical load of the beam column itself, it will be much smaller 
than the critical load of the beam-column segment, which is 
very short compared with the whole beam column. With this 
approximation, we can thus obtain accurate solutions in most 
of the practically important cases. 
Introducing the nondimensional variables 
As solutions for the shear stresses transmitted to the beam-
column, we obtain the expressions for p + and p , which are 
defined as 
p + = (r' + r")/E,„ 	p — = (7.1 — r")/Ep 	(37) 
With the aid of Eqs. (16b) and (35), we then obtain 
dB 
m = LM /El = — 
de 
, GQL 2 	GeL 2 
n = - 	 (30) 
tetE P t atpEp  p + 	a2 
nO[ M2 ni1 ( 	t(A' — A") j sinh a2 
a 
The nondimensional parameter h characterizes the ratio of the 
shear rigidity of the adhesive material to the stiffness of beam; 
whereas the parameter hp characterizes the ratio of the shear 
rigidity of the adhesive material to the stiffness of the piezo-ac-
tuator material. We rewrite the governing Eq. (29) with the 
aforementioned terms being neglected as 
dm 3m 




 )— = — hp (m 2 — m i) 
We consider the boundary conditions for the above governing 
equations. Two conditions are provided by Eq. (25), which are 
rewritten using the nondimensional variables, as 
m = m l at X = 0 m = m2 at X = 1 	(32) 
Another condition is obtained from Eq. (24), which is written 
as 
N; = 0 	at .t = 0 	and 2 = 1 	 (33a) 
/Nr; + N; = 0 at X = 0 and X = 1 (33b) 
Adding Eqs. (23a and b) and using Eqs. (33) and (16b) and 
(I6c), we obtain 
d2m 
 d7r2— 
6hm = — 6h Z‘ A' — A" 	at A- = 0 and X = 1 (34) 
where = L/t. Consistent with the approximation taken in 
Eq. (31), we have neglected a term involving the horizontal 
axial force H. As will be shown later, only three of the four 
boundary conditions of Eqs. (32) and (34) are independent of 
one another. The general solution to Eq. (31) is given as 
	






where a = (6h + hd 1 /2 . 
Applying the boundary conditions of Eqs. (32) and (34), we 
determine the constants c l , c2 , c3 as 
= 6h [m t — Z(A' — A")]/a2 
	
(36a) 
c2 = 6h [(m2 — m l cosh a) 
— t(A' — A")(1 — cosha))/a 2 sinh a 	 (36b) 
C3 = [hem, + 6h t(A' — A")]/a 2 (36c) 
As a consequence of the assumption that the beam-column 
segment lined with a piezo-actuator is short, the flexural defor-
mation is decoupled from the axial deformation, and the axial 
force does not appear in the above solution for the flexural 
deformation. The effect of the axial force upon the flexural 
deformation is not negligible when the magnitude of the axial 
force is of the order of the critical load of the beam-column 
segment. However, we exclude such an extreme case from the 
present consideration. 
( m2 — mt cosh a — E(A' — A")(1 — cosh a) I cosh arc ] 
a sinh 
	 (38) 
where n = 	0= Ge /Ep . Noting that the last term in Eq. 
(16a) is negligible within the accuracy of the present model for 
a short beam-column segment. By combining this equation 
with Eqs. (15) and (23), we obtain the differential equation for 
p — , as 
d31 	
)32p = 0 
where Q = (2h + h p )"/ 2 . The boundary conditions for this 
equation are obtained by combining Eq. (23) with Eq. (33b) 
(which has not been used yet) as 
dp 
= nE0(A' — A" — —
2N ) 
770 A' — A" — 2e0 
Et 
at ".,t = 0 and X = 1 	 (40) 
where the extension of the beam-column segment at both ends 
is given by eo = N/ Et within the present approximation. The 
conditions of Eq. (40) are associated with the axial deforma-
tion of the beam-column segment, which is decoupled with the 
flexural deformations when the axial force is very small com-
pared with the critical load of the beam-column segment. The 
axial strain may have the same order of magnitude as the 
strains induced in the piezo-actuator, A' and A", but Nis small 
compared with the critical load of the beam-column segment, 
which is assumed to be short. 
The solution to Eq. (39) under the conditions of Eq. (40) is 
obtained as 




/3 	 sinhi3 
+ sinh 	 (41) 
In order to compare with the solution of Crawley and de Luis, 2 
 we assume A' = — A" and the axial forces at both ends are 
zero. Then p = 0 and r' = r" /E p = p + /2. After ac-
counting for the difference between the coordinate system in 
the present study and that in Crawley and de Luis, 2 we find 
that the expressions for the shear stress agree with each other 
only for the case of pure bending (also see Fig. 4). This is due 
to the fact that the effect of the transverse shear force has been 
taken into account in the present mode; whereas such an 
effect was neglected in Crawley and de Luis. 2 Different bend-
ing strains at the ends of the beam segments are apparently not 
allowed in their model, and, therefore, the boundary condi-
tions in which they prescribed two different strain values at the 
ends of the segment are not compatible with the overall mo-
ment equilibrium of their model. To illustrate the shear trans-
mitted by the piezo-actuators, we consider the following mate-
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= 1/63, h =GaL 2/1,,tE =57, h = G°Lpp — 423 
A' = —A" = 10 -3,m1= 10 -3 
The above material data corresponds approximately to that of 
an aluminum beam column, epoxy adhesive, and ceramic 
piezo-actuator. We first plot the shear-stress distribution in 
Fig. 4 when there is no axial force in the beam column. We 
have a similar trend for other values of transverse shear force 
Fig. 4 Effect of shear force in the beam upon the distribution of 
shear stress exerted by the piczo-actuator when there Is not axial force. 
Fig. 5 Effect of axial force upon the shear stress distribution when 
there is not sheer force. 
in the beam column, and, therefore, only one case with a 
nonzero transverse shear force is shown. When the transverse 
shear force in the beam is zero, i.e., (VL/M 1 ) = 0, the present 
results agree with those of Crawley and de Luis. 2 On the other 
hand, a nonzero transverse shear force (see the case of VL/ 
M i = 0.8 in Fig. 4) in the beam contributes to a significant 
change in the distribution of the shear stress exerted by the 
actuator as shown in Fig. 4. Also, as seen from Fig. 4, the 
degree of localization in the transmitted shear stress at the two 
ends of the actuator segment may be very different depending 
on the magnitude of the transverse shear force in the beam. It 
should be noted, on the other hand, that the Crawley-de Luis 2 
 solution is not applicable in the case when (VL/M l ) 0. 
Because of the assumption that the piezo-actuator segment 
is short, the flexural deformation of the piezo-actuator seg-
ment is decoupled with its axial deformation, and the effect of 
the axial force in the beam upon its flexural deformation is 
negligible. However, the axial force in the beam has a signifi-
cant effect on the shear stress transmitted by the piezo-actua-
tor to the beam column because the axial force transferred to 
the piezo-actuator changes the response of the piezo-actuator 
by inducing deformation in it. For numerical illustration, the 
distribution of the shear stress exerted by the actuator is plot-
ted in Fig. 5, for a case when there is no transverse shear force 
in the beam, but there exists a nonzero axial force in the beam. 
Due to the axial force in the beam, the shear stress exerted by 
the upper actuator has a totally different distribution as com-
pared to the shear stress exerted by the lower actuator. 
As another example, we consider both the transverse shear 
and axial forces in the beam to be nonzero and plot the distri-
butions of the transmitted shear stresses in Fig. 6. Compared 
with the preceding two cases, the distribution of the transmit-
ted shear stress may be more complex; however, we still ob-
serve the trend of stress localization around the ends of the 
segment. 
Finally, it is recalled that in the present study only the rota-
tion of one end of the beam-column segment relative to the 
other is assumed to be small because the beam-column segment 
is short. Further, we imposed an appropriate rigid rotation, 
which can be finite, to bring the deformed beam-column seg-
ment to the configuration in Fig. 2 so that the line connecting 
Fig. 6 Shear stress distribution for nonzero shear and axial forces 
VL 
= lea/A' = 1. 
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the two ends is horizontal. Therefore, the present result is 
applicable to the case of the slender flexible structures under-
going large deflections and rotations if it is combined with the 
special finite element method as given by Kondoh and 
Atluri." 
The use of the present analysis in implementing an active 
control of nonlinear dynamic response of three-dimensional, 
lattice-type structures, wherein each member carries axial 
loads, transverse shear loads, and moments, is discussed in 
detail in a recent report.? 
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1 Introduction 
The prediction of transient response of structures, in the form of traveling 
waves, is very important for controlling the dynamic behavior of structures. 
It is well known that the standard semi-discrete :form of the finite element 
method is not suitable for predicting the wave propagation, due to the 
inherent dispersion involved. In this paper, an application of space-time 
finite element method to the wave propagation problem is discussed. 
On the basis of Hamilton's principle, Argyris and Scharpf (1969), Fried 
(1969) and Oden (1969) have developed the space-time finite element method. 
Hamilton's principle and the associated variational principle for dynamic 
problems state that the variation of displacement at the initial and final 
times should vanish (Washizu 1982). The abandonment of this assump-
tion leads to Hamilton's Law of varying action (Bailey 1975, 1987, Leipholz 
1987, Baruch and Riff 1982, and Simikins 1981). When an initial condition 
is given at the initial time, the displacement at the final time is, in general, 
unknown. This fact plays an important role in the direct application of 
Hamilton's Law of varying action. 
When we solve an initial value problem of second-order ordinary differ-
ential equation, we have two initial conditions. In order to satisfy these 
initial conditions, the use of finite elements based on Hamilton's principle 
or Hamilton's Law of varying action requires, at least, a quadratic function 
for trial one. Borri et al. (1985), using a linear trial function, have suc-
ceeded in satisfying the initial conditions on the basis of a weak Hamilton's 
principle. The main idea is that the variation at the initial and final times 
1 
uate the momentum accurately. Hughes and Hulbert (1988) have used 
independent displacement and velocity interpolations on the basis of the 
discontinuous finite element method. In their approach, continuity of dis-
placement and velocity between space-time slabs is enforced weakly. In this 
paper, a mixed finite element formulation is developed to improve the accu-
racy of velocity and strain. In the case of shock wave propagation problems, 
we have to note that the derivatives of displacement with respect to space 
and time may be discontinuous, while the displacement itself remain con-
tinuous. This fact motivates us to introduce the strain and the velocity as 
independent values which are discontinuous across elements, and which can 
be eliminated at element level. As a result, the size of matrix is the same 
as that derived from a displacement approach. 
A simple example for an initial problem is used in Section 2 to show 
the difference between the present formulation and the existing ones. Even 
though the present trial functions are linear, exact solutions for displace-
ment and momentum at the final time are obtained in this example. In 
Section 3, we discuss the weak form for continuous solids in which ther 
jump condition is enforced in a weak sense. Finite element implementation 
for rod and beam elements, based on a linear theory, is given in Section 
4. Several numerical results for rod and beam structures are presented in 
Section 5. The problems for rods with discontinuous velocity and strain 
are solved. In these simple examples the present method predict accurately 
the discontinuities in the solutions without any significant wiggles that are 
typical, however, of the usual semidiscrete approaches. 
2 Preliminaries 
In order to show the basic features of the present method, we consider the 
following second-order ordinary differential equation: 
— F(t) = 0, 	=
d( 
	 0 < t < 1 	(1) 
dt 
Depending on the problem, without loss of generality, two of the following 




i(0) = rio , z(1) = zl, i(1) = 13 1 	(2) 
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Some numerical examples will be helpful to understand the difference 
among the formulations cited before. While there are different choices for 
the trial and test functions, for sake of simplicity we will discuss here the 
Galerkin approach for the initial value problem. As trial functions, we con-
sider the simplest piece-wise linear functions. When Hamilton's principle or 
Hamilton's Law of varying action are used, the two coefficients in the trial 
function are determined uniquely from the initial conditions without us-
ing Eq. (6) or Eq. (7). Simikins (1981) 1 , therefore, has introduced a special 
technique in which the displacements at the initial and second steps are pre-
scribed. Since the displacement at the second step is, in general, unknown, 
this technique seems to have some limitations. The use of Hamilton's prin-
ciple or Hamilton's Law of varying action require, at least, a quadratic trial 
function (Argyris and Scharpf 1969). 
In the present approach, based on Eq. (4), the linear trial function takes 
the form 
xh = x0 (1 — t) + x1 1 	 (8 ) 
Substituting Eq. (8) into Eq. (4) yields 
xe — xi + + fe = 0 	 (9a) 
+ xi — fji + f1 = 0 	 (9b) 
where 
h = (1 - t)F dt, 	f1 =fol tF dt 	 (10) 
As pointed out by Borri, et al. (1985), Eq. (9) gives the exact values for 
momenta at t = 0 and t = 1; moreover adding Eq. (9a) and (9b) we have 
the exact relation: V I — v, = fo F dt. We will show here that Eq. (9) gives 
also the exact values for displacements at t = 0 and t = 1. In fact, from the 
definition of fi, and 11 , substituting the relation F = i into Eq. (10) and 
integrating by part twice lead to 
Jo = -- ilt=o + xit=1 — xit.o 
fi = ilt.i - zit.' + x10.0 	 (11) 
In the case of initial conditions we have 
xo = x it=o 	ijo = 
	
(12) 
'There are some errors in the exact solutions of Table 3 (Simikins 1981). The corrections have been given 
by Borri, et al. (1985). 
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problems are expressed as (Eringen, 1980) 
2A —P=O: 87 
V(X+U)—F=0: 
DIV P — pol.7 + p 0B = 0 : 
✓ —FY = 0 : 
P • N —11 = 0 : 
U — = 0 : 
pV — = 0 : 
IIPOV IIVN+ IIP N = 0 : 
Constitutive Equation 
Strain — Displacement Relation 
LMB Condition 
Definition of Velocity 
Mechanical Boundary Condition 









at t = t o 
at E 
(17) 
where A is a strain energy function, F a deformation gradient tensor, P 
a first Piola-Kirchhoff stress tensor, I a position vector in the reference 
configuration, U a displacement vector, V a velocity, Po a density in the 
reference configuration and B a body force; N denotes the unit normal 
vector at the boundary, VN the normal velocity at the discontinuous sur-
face E, r/ the domain of solids, and S,„ and Su denote the boundaries on 
which mechanical and geometrical boundary conditions, respectively, are 
prescribed. The notation II • II denotes the jump at the discontinous sur- 
face: II 	= ( • )+ 	( • ) - 
For later convenience, the boundary and initial conditions are changed 
into the form 
P-N — ii= 0; U—U=0 atS=So +Su 	(18a) 
P0V — gf = 0 	at t ti and t = tf 	 (18b) 
Note that some of 	U, and Si are prescribed and the rest of them are 
unknown. 
The weak form for this problem is written as 
it: [if P) aF : + : (V(X + — F) 
—(DIV P — 	NB) • + (V —EY) • p oi'. }dil 
+ f {(P • N —1) • EI + —U) • fr • N}dS 
— f {II p oV IIVN + IIP • N} • I-I dEldt 
—f(pov —sf)•ty as 1:.e;= 0 (1 9) 
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v and the st] 	E appear only in the domain integral. Therefore these 
values may b chosen to be discontinuous across elements. This choice is 
advantageous for an analysis of shock wave problems. It is easily shown 
from Eq. (22) that the velocity and the strain are expressed in terms of 
the displacements since the matrices associated with v and E are positive 
definite. As a result, the size of matrix in this formulation is the same as 
that derived from the standard displacement based formulation. 
3.3 Mixed Weak Form of Transverse Wave Propagation in a 
Timoshenko Beam 
Consider a straight and uniform Timoshenko beam consisting of homoge-
neous and isotropic materials. A rectangular domain is introduced for a 
space-time finite element. Let G be the shearing modulus,µ a shear correc-
tion factor, I the moment of inertia, w the transverse displacement, a the 
cross-section rotation, f a distributed load, and g a distributed moment. 
We assume that the geometrical boundary conditions are satisfied a priori. 
Then, using Eq. (21), we have the weak form for beam elements 
ft:f [fIGAirp."v,. — 	fib+ EIrai, x +GAwyet 
— pA(tb— v)i) — pI(a— S)agi 
+EI(cx,z — it)k + Gitp{(a + w,.) — 7}7}dx 
	
Qcv]:ndt + r f (Rib + itet)dx f:f= 0 	 (23) 
where 
= a,. , 	= + w,., v = tb, S = 
rra = EI rc , Q = GAwy, M = pAv, it= pIS 	(24) 
These relations, expressed by Eq. (24), are enforced weakly in Eq. (23). 
4 Space-Time Finite Elements 
4.1 Rod Elements 
We discuss, at first, an implementation of space-time finite element method 
for rods. From the requirement of the order of trial and test functions, the 
9 
[ 	 B12 	1 
B21 
2 11 : 
X } (30) 
v. = 	— u3 u4)/(2At) 	 (29) 
It should be noted that the strain eo and the velocity vo are the average 
values over the element so that they might be interpreted as the values at 
the center point. 
Let us explain the procedure for solving Eq. (28) by using a simple exam-
ple. We consider a cantilevered rod subjected to an axial load at the tip, as 
shown in Fig. 2. The number of elements in the space direction is assumed 
to be TI, while one element is used in the time direction (Fig. 3). The initial 
condition for P is introduced in Eq. (28) to calculate P 1 , P3 , ... ,P2n.f. i . The 
boundary condition for N is substituted in Eq. (28) for calculating N 1 and 
N2. As trial functions for unknown values P and 5i, a delta function is 
employed. It follows, then, from the boundary condition that _P/2 („4. 1) = 0. 
After the strains and the velocities are eliminated, the number of equation 
is 2(n + 1). The unknown values are n displacements, n velocity and two 
tractions. Figure 3 indicates the unknown values (denoted by and the 
prescribed ones (denoted by —■ ) in this example. It should be noted that 
the components associated with the interelement forces N are equal to zero 
since there exist no external load at the interelement nodes. After prescrib-
ing the initial and boundary conditions, we can write the global equation 
in the form 
A11 Al2 
A21 A22 
where ( ) denotes the prescribed values. In order to solve Eq. (30), we 
must rewrite it in the form 
A11 —B11 1 1 X 	[ — Al2 B12 	X 
A21 —B21 Y — A22 B22 37 
 The standard solver is now available for solving Eq. (31). 
[ 4.2 Beam Elements 
The simplest trial functions for beam elements are expressed as 
w = w1(1 — 2)(1 — 	w2(1 — 2)/i- w3 33(1 — + w4 21" 
a = ai (1 — i)(1 — I) + a2(1 — 	a3i;(1 — 	ccig 




numerical results would be obtained for the stresses which are calculated 
from the obtained displacements. The present results, shown in Fig. 7, 
however, indicate an excellent agreement with exact solutions even for the 
discontinuous stresses. 
These two examples show that the present finite elements are potentially 
able to predict the mean value of jump at the discontinuous points. The 
wiggles, appeared in the existing shock capturing finite element method 
[171, do not exist in the present numerical results. 
5.2 Transverse Wave Propagation of Beams 
We have confirmed in [11] that no shear locking has been observed in static 
problems by using the present elements. To investigate the effects of the 
ratio Az/At on the responses of beams, we analyze a cantilevered beam 
subjected to the step load at the tip, as shown in Fig. 8. The dynamic 
responses of the beam are shown in Fig. 9. It is shown that the ratio Ax/At 
does not affect substantially the present numerical results unlike the case 
of longitudinal wave propagation (Riff and Baruch, 1984 and Bajer, 1986). 
The numerical results in the case of At = 0.3, however, show the small 
vibration in the range of x > 8. This fact shows that, by contrast with the 
semi-discrete method, the use of small time increment does not always give 
a good numerical result in the case of the space-time finite element method. 
For a comparison of numerical results obtained from the present method 
and the semi-discrete method, we consider a fixed-fixed beam subjected to 
the concentrated load at the midpoint of beam, as shown in Fig. 10. Since 
the structure is symmetric, the half of structure is solved by using the same 
conditions as those given by Fig. 8. The results for the semi-discrete method 
are obtained through the use of Newmark's fl method (f3 = 1/4,7 =1/2). 
Figure 11 compares the numerical results. It is shown that the wavefront 
is captured by the present method and also by the semi-discrete method 
with lumped mass. The use of consistent mass, however, produces the 
wiggles especially around the wavefront. Figure 10 indicates also that the 
numerical results obtained from the semi-discrete method with lumped mass 
are vibrating along 2 < x < 4. The CPU time of the present method is 
about 1.2 -- 1.3 time more than that of the semi-discrete method. In spite 
of this deficiency, the worthwhile aspects of using the present space-time 
finite element method are its accuracy and simple implementation. 
13 
7. Cella, A., Lucchesi, M., and Pasquinelli, G. (1980): Space-Time Ele-
ments for the Shock Wave Propagation Problem, Int. J. Num. Meth. 
Eng. 15, pp. 1475-1488. 
8. Eringen, A. C. (1980): Mechanics of Continua, 2nd Ed., R. Z. Krieger 
Publishers, New York. 
9. Fried, I. (1969): Finite Element Analysis of Time-dependent Phenom-
ena, AMA Journal 7, pp. 1170-1173. 
10. Hughes, T. J. R. and Hulbert, G. H. (1988): Space-time Finite Ele-
ment Methods for Elastodynamics: Formulations and Error Estimates, 
Comp. Meth. Appl. Mech. Eng. 56, pp. 339-363. 
11. Iura, M., Borri, M., and Atluri, S. N. (1988): Analysis of Traveling 
Wave Responses of Structures, Proc. Int. Conf. on Comp. Eng. Sci.,, 
10-14 April 1988, Atlanta, GA. 
12. Lasaint, P. and Raviart, P. A. (1974): On a Finite Element Method 
for Solving the Neutron Transport Equations, Proc. Symp. Math. As- 
pects of Finite Elements in Partial Differential Equations, Madison, 
WI (Academic Press, New York). 
13. Leipholz, H. H. E. (1987): On Some Development in Direct Methods of 
the Calculus of Variations, Appl. Mech. Rev. 40, No. 10, pp. 1379-1392. 
14. Oden, J. T. (1969): A General Theory of Finite Elements II. Applica-
tions, Int. J. Num. Methods Eng. 1, pp. 247-259. 
15. Peters, D. A. and Izadpanah, A. P. (1988): hp-version Finite Elements 
for the Space-time Domain, Computational Mechanics 8, pp. 73-88. 
16. Reed, W. H. and Hill, T. R. (1973): Triangular Mesh Methods for the 
Neutron Transport Equation, LA-UR-73-479, Los Alamos Scientific 
Laboratory. 
17. Riff, R. and Baruch, M. (1984): Wave Propagation Problems by Time-
Space Finite Elements, Israel J. of Technology, 22, pp. 45-57. 
18. Rizzi, A., and Engquist, B. (1987): Selected Topics in the Theory and 















   
   
• 	. 	• 	. 	. 	. 	•_ . 	._l; T=14.75 
/ 
1 
/ . 	. 	• 	• 	• 	•___.. • 	. 	T=24.75 ■•■•1•1• • 
T=34.75 
EXACT 
o PRESENT METHOD 
pot3. 5 
// T=0 , 75 
8 	0 
0 	0 
I= 0.  
° PRESENT METHOD 
Propagation of Displacement 	






• •■■■■■■••••• ■ 
"........r•r•- 
#........• 








• 	Newmark's p (consistent mass) 
	 Newmark's p (lumped mass) 
.5 
— S-T F.E.M. (AT=0.5) 
	 S-T F.E.M. (AT =0.6 ) 
Variational Approaches for Dynamics 
and Time - Finite - Elements: Numerical Studies 
M. Borri 1 	F. Mello 	and 	S. N. Atluri 
Center for Computational Mechanics 
Georgia Institute of Technology, Atlanta, GA. 30332-0356, USA. 
Abstract 
This paper presents general variational formulations for dynamical problems, which are 
easily implemented numerically. The development presents the relationship between the 
very general weak formulation arising from linear and angular momentum balance consid- 
erations, and well known variational principles. Two and three field mixed forms are de- 
veloped from the general weak form. The variational principles governing large rotational 
motions are linearized and implemented in a time finite element framework, with appropri-
ate expressions for the relevant "tangent" operators being derived. In order to demonstrate 
the validity of the various formulations, the special case of free rigid body motion is con-
sidered. The primal formulation is shown to have unstable numerical behavior, while the 
mixed formulation exhibits physically stable behavior. The formulations presented in this 
paper form the basis for continuing investigations into constrained dynamical systems and 
multi-rigid-body systems, which will be reported in subsequent papers. 
1 Introduction 
Recently there has been a renewed interest in the study of multibody dynamics and 
its application to a wide variety of engineering problems. Research is very active in the 
areas of vehicle dynamics (e.g. Agrawal and Shabana (1986), Kim and Shabana (1984) 
and McCullough and Haug (1986)), spacecraft dynamics and attitude control (e.g. Hughes 
(1986), Kane and Levinson (1980) and Kane, Likins and Levinson (1983)), large space 
stuctures (e.g. Meirovitch and Quinn (1987), Modi and Ibrahim (1987), Shi (1988) and 
Amos and Atluri (1987)) and machine dynamics (e.g. Haug, Wu and Yang (1986), Haug 
and McCullough (1986) and Khulief and Shabana (1986)). One common interest in all 
these fields is the automated development and solution of the equations of motion. As 
discussed in Wittenburg (1985), symbolic manipulation programs are being applied to this 
task. The nonlinear equations of motion, in explicit form are quite complex due to the 
expression for absolute acceleration. These complexities are avoided if a weak form of the 
dynamical equations is employed. The priciple of virtual work, or Hamilton's principle is 
one such weak form (e.g. Borri, et al (1985)). There has been a great deal of discussion in 
the literature concerning the equivalence of different formulations (e.g. Desloge (1987) and 
'Permanent affiliation - Politecnico di Milano, Dept. of Aerospace Engineering, Milano, Italy 
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Banerjee (1987)) and the use of Hamilton's principle as a starting point for the numerical 
solution of dynamics problems (e.g. Bailey (1975) and Baruch and Riff (1982)). Some 
of this discussion involves the conditions under which Hamilton's principle may be stated 
as the stationarity condition of a scalar functional (e.g. Smith and Smith (1974)). Due 
to the unsymmetric character of initial value problems, the governing equations are not 
expressible as such a condition. This fact in no way diminishes the usefulness of variational 
approaches for initial value problems. In fact, drawing on the mature literature concerning 
variational methods in the mechanics of deformable bodies, very general weak forms can 
be developed for dynamical systems, the most general being analogous to a Hu - Washizu 
type formulation. The principle of virtual work is obtainable from the general weak form 
by satisfying displacement compatibility (the definition of velocity) and the displacement 
boundary conditions a priori. A Hamiltonian or complementary energy approach is obtained 
by satisfying the constitutive relations between momentum and velocity a priori. 
In order to establish the methodology and assess the performance of the different weak 
formulations, the dynamics of a single rigid body is considered. Even in its simplicity, 
from a theoretical viewpoint, the dynamics of a single rigid body, with its high degree of 
nonlinearity, constitutes a significant test for numerical procedures. 
When dealing with rigid body dynamics, the choice of coordinates for finite rotation 
greatly influences the character of the resulting numerical procedures. As a result, many 
representations of finite rotation have been adopted in the literature, including: Euler 
angles, quaternions, Rodigues' parameters, and various rotation vectors (e.g. Geradin and 
Cardona (1989), Iura and Atluri (1989) and Pietraszkiewicz and Badur (1983)). It is difficult 
to establish one set of coordinates as the best choice for all problems. For the purposes of 
the present development, the finite rotation vector is chosen as the Lagrangian coordinate 
for the angular motion. This coordinate choice preserves the vectorial character of the 
formulae and results in a minimum number of independent variables. However, since any 
three parameter representation of rotation cannot be both global and non-singular, an 
incremental approach is required to obtain a solution. The incremental displacement and 
rotation are measured from a reference configuration, which in general depends on time. 
For different choices of the reference configuration, different incremental approaches are 
obtained. 
Moreover, depending on the form chosen for the virtual rotations (or test functions for 
rotational variables), different but equivalent forms of the linear and angular momentum 
balance conditions arise. One choice leads to a symmetric variational statement, while the 
other does not. 
In this paper, several formulations for the dynamics of a rigid body are discussed, with 
the objective of developing a system of equations which may be directly implemented in 
the framework of time finite elements. This approach leads to a set of nonlinear equations, 
which are solved using Newton's method. The merits of this strategy, as related to the 
dynamics of constrained rigid body systems, will be discussed in a subsequent paper. 
The simple example of a free tumbling rigid body is presented, and the accuracy and 
numerical stability of the various approaches are discussed. 
The remainder of this paper is organized as follows; Section 2 deals with geometry and 
coordinate selection; Section 3 with the formulation of the variational principles; Section 4, 
the linearization of the resulting equations; Section 5, with finite element approximation; 
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Section 6 deals with linearized stability analysis; Section 7, with numerical stability; and 
Section 8, with numerical results and Section 9 lists the cited references. Appendix A 
contains relevant formulas for rotation while the full expressions for the tangent matrices 
and residual vectors are presented in Appendix B. 
Throughout this paper, lowercase bold roman characters will indicate a vector, while 
uppercase bold roman characters will indicate a tensor. 
2 Coordinate Selection and Kinematics of a Rigid Body 
In order to avoid redundant degrees of freedom, the finite rotation vector is chosen as 
rotational coordinates, which is a three parameter representation. Finite rotation vectors 
have also been used by Iura and Atluri (1989), Kane, Likins and Levinson (1983) and 
others. As pointed out by Struelpnagel (1964), a three parameter representation can not be 
both global and nonsingular. In order to overcome this, many investigators have adopted 
Euler parameters to uniquely describe finite rotations. However, this results in five degrees 
of freedom being associated with the rotation, if the constraint of unit magnitude for the 
Euler parameters is included through a Lagrange multiplier. Geradin and Cardona (1989) 
use the conformal rotation vector as a set of three rotation parameters in a global algorithm, 
which avoids the singularities as the rotation crosses integer multiples of r. Similarly, it is 
shown in Appendix A, that the finite rotation vector may be used in a similar approach if 
the rotation is rescaled as it passes through multiples of 2r. However, for this numerical 
implementation, an incremental approach is adopted, to avoid the singularities. 
In order to specify the configuration of a rigid body, two orthogonal frames of reference 
are defined, namely (0, ei) and (0', e'i). The first frame is fixed, while the second is 
embedded in the body. At any given time t the embedded frame is completely identified by 
the position vector x(t) = 0' — 0, and by the rotation vector r(t), such that e'i = R(r) • ei, 
where R(r) denotes the rotation tensor corresponding to r. The spin of the embedded 
frame relative to the fixed frame may be expressed by the angular velocity vector w, such 
that co x I =R -R t which depends linearly on ;. 
One common representation of the rotation vector is r = eke, where ¢ is the magnitude 
of rotation and e is the rotation axis, i.e. R e = e. In terms of r, the rotation tensor R 
may be conveniently expressed through the exponential map, which is the form that will be 
adopted here, as; 
R(r) = exp(r(t) x I) 	 (2.1) 
In Appendix A, several common rotation vectors are shown to be easily expressed in this 
form. 
The reference configuration and incremental coordinates are now defined in the following 
way. Assuming that the state of the rigid body is known at some initial time t1, the reference 
trajectory for the body can be defined. This reference configuration can be specified in many 
ways. For example, the reference could be a time varying configuration, compatible with 
some specified external forces and moment resultant, or the configuration corresponding to 
a constant linear and angular velocity, or simply held constant. Since Newton's method is 
used to iteratively solve the nonlinear system of equations, the reference configuration must 
be a reasonably good estimate of the true configuration, in order for the method to converge 
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rapidly. At any point in time, the reference configuration is described by a position vector 
xo(t), and a rotation Ro (t). The true solution will in general follow another path, with any 
point on the true configuration being described by a position vector x(t) and the rotation 
R(t). Since the reference configuration is prescribed, the true path may also be represented 
by the position vector x * (t), given by x e (t) = x(t) — x o(t), and the rotation R,,(t), where 
Re (t) = R(t) • R ot (t). The incremental coordinates are now defined as (x * , re), where re is 
the rotation vector such that Re = R(re) = exp(re x I). 
Henceforth, all quantities associated with the reference configuration will be designated 
by a subscript o and a subscript * will indicate a quantity associated with the current 
configuration, but referred to the reference configuration. For example, v o and coo represent 
the linear and angular velocity of the reference configuration, and are defined as: 
vo =xo 	 (2.2) 
• 
coo x I =R0 %IV° (2.3) 
Similarly, v* and we are the linear and angular velocity of the true configuration with 




x I =R. -R1 (2.5) 
The linear and angular velocities of the true configuration with respect to the fixed frame 
can now be expressed as: 
V = V* + Vo 
	 (2.6) 
= + R. • 40., (2.7) 
Clearly, the angular velocity of the incremental motion, co * is not the same as the relative 
velocity from the reference configuration, w — w o. Having defined the angular velocity co * , 
and the rotation coordinates r e , the relationship between co * and r* may be established. 
Substitution of R„ = exp(re x I) into the definition for w e yields: 
Ca * = ./(re )• t".„ 	 (2.8) 
where: 
1 
/(re) = / + 
1 — cos 0* 




(re x /) 2 	(2.9) 
and ¢* is the magnitude of r e . The details of this derivation are presented in Appendix A. 
Clearly, the operator r also relates co and w o to ; and v"o respectively, i.e. w = /(r)• 
and w. = /(r0)• ;0 • 
This section concludes with some comments on the virtual displacement and rotation 
fields. The virtual displacement of the point CV can be defined as the variation of its 
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position 6x(t) = 6x,,(t). However, the virtual change in the orientation of the rigid body 
can be represented either by the variation of the rotation vector Sr,, or by means of a virtual 
rotation 9,,6 defined by: 
0*6 X I = 	 (2.10) 
Due to the orthogonality of the rotation tensor, bR,„ • Rt is skew symmetric and its cor-
respondence with O„6 x I is always possible. Substituting for R„, in terms of R and R0 , 
demonstrates that the total virtual rotation 06 coincides with the incremental virtual rota-
tion 9,,6, since the reference configuration is prescribed, i.e. bR o = 0. In fact: 
O*6 X I = 6R,, • R1= OR • R!,) • (R • R io) t  
(2.11) 
= SR • le = 0,5 x I 
The notation of subscript 6. indicates that 06 and 0,4 are not variations of true coordi-
nates. Consequently 0 are commonly refered to as quasicoordinates. Since 0 does not exist, 
solution procedures cannot involve quasicoordinates exclusively. 
Moreover, the virtual rotation 06 is related to the virtual change of the incremental 
rotation vector through the same relationship that exists between the angular velocity 
and ; i.e.: 
06 = r(r *) • Sr„ 	 (2.12) 
3 Weak Forms for Rigid Body Dynamics 
Let b and m denote respectively the external force and moment resultants and let 1 and 
h be the linear and angular momenta, respectively, of the rigid body, with respect to the 
point 0'. Since the body is rigid, the velocity of any point '15, may be expressed in terms 
of the linear velocity of the point 0' and the angular velocity of the body about point 0'. 
Thus, 
v=v—yxf..2 	 (3.1) 
where y is the position of the point relative to 0'. The linear and angular momenta with 
respect to 0' are, respectively, 
1 = pi:1B 
=v . I pdB—cal fryxId13 	
(3.2) 
h =v1 pyxIdB—Wf pyXyXIdB 
The dynamical equations, viz., the equations of linear and angular momentum balance, 





h +v x I = m 
The weak forms of these equations along with the weak forms of the natural boundary 
conditions can be written as: 
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[di (t) • —b) + d2(t) • (h +v x I — m)Jdt = 0 	 (3.4) 
bi (tk) • (lbk — 1(4)) = 0, 	b2(tk) (hbk — h(tk)) = 0 (k = 1, 2) 	(3.5) 
where d1, d2, b1, b2 are respectively, domain and boundary test functions. The subscript b 
indicates boundary quantities. 
Since the expressions for 1 and h contain v and w, which in turn depend on the time 
derivatives of the generalized coordinates x,,, r,,, the implementation of this weak form 
would require trial functions which are at least twice differentiable on (t1, t2), while the test 
functions d1 and d2 have no continuity restrictions. In order to avoid higher order trial 
functions, the terms in Eq.(3.4) containing time derivatives are integrated by parts and 
combined with the boundary terms, Eq.(3.5), obtaining: 
fit2 [ • 
(di +v x d2) .1+ d2 -h + 	b + d2 • In] dt 
(3.6) 
= [14 • lb + (di — bi) • l + b2 • hb + (d2 — b2 )•h] 11 21 
For simplicity, let the boundary test functions (b1, b2) be chosen such that they are equal to 
the domain test functions (d1, d2) evaluated at the boundary, thus eliminating the terms in 
(d1 — b1) and (d2 — b2). Moreover, for particular choices of test functions, some of the terms 
in Eq.(3.6) can be made to correspond to the variation of kinetic energy (or the variation 
of the Lagrangian, if the conservative part of the applied loads is grouped with the kinetic 
energy). 
In fact the kinetic energy of the rigid body may be expressed as: 
T = iv -1 + ice • h 	 (3.7) 2 	2 
where the linear and angular momenta are related to the linear and angular velocities 
through the "constitutive" equations: 
1 =M • v + 
(3.8) 
h =S•v+J• w 
Here, M is the mass, and S and J are the first and second moments of inertia, respectively, 
about point 0'. The definitions of S and J are clear by comparison to Eq.(3.2). In 
the following discussion, use will be made of the fact that the moments of inertia in the 
embedded frame are constant. That is to say: 
6 
Rt•M• R= .1C1 = constant 
	
R t -S•R=S= constant 
	
(3.9) 
R t •J•R=Y= constant 
We define the corotational variations of v and co to be: 
def 	 • 	• b°v — R-b(R t •v)= bv+v x0,5= b x +x xeb 
(3.10) 
5°(.0 def R • 5(Rt • co) = 6co + w x 06 =e1 6 
These are discussed further in Appendix A. With this notation in place, the variation of 
kinetic energy is carried out as follows: 
6T = -1(1 • bv + bl • v)+ i(h • bu + bh•co) 	 (3.11) 
Considering the constitutive equations, and retaining the terms involving the variation of 
the mass (which of course is zero), Si and oh may be expressed as: 
bl = (OR • SI • R t + R • M- • bli t ) • v + M • 6v 
+(OR • aT • R t + R • aT • bR t )• ta) + S T • &AP 
(3.12) 
bh 	= (bR • 3 • Rt + R • 3 • bli t ) • v + S • bv 
+(OR • • R t + R • • bR t )- 	J• 454; 
From the definition of 06 it is known that OR= (06 x I) • R and SR' = Rt•(0 6. x I). Using 
these relations in Eq.(3.12) leads to: 
ST =1. (bv + v x 06)+ h • (6w + x 0,5) 	 (3.13) 
In terms of the corotational variations of v and w, as defined above, the variation of kinetic 
engergy may be written concisely as: 
bT = bev -1+ b*co•h 	 (3.14) 
This result is useful in selecting meaningful test functions for the linear and angular 
momentum balance conditions. If the test functions (d1, d2) in Eq.(3.6) are taken to be 
bx and 06 respectively, the first two terms in the integrand correspond exactly with the 
variation of kinetic energy. Then denoting the virtual work of the external force and moment 
resultants by L6 = bx • b + 06 • m, Eq.(3.6) can be rewritten as: 




This combined weak form requires trial functions which are only once differentiable, at the 
expense of requiring differentiability of the test functions. The kinematic relations between 
r* and v, co as well as the boundary conditions on x„, are satisfied a priori. If the 
test functions in Eq.(3.15) are chosen so as to vanish at the boundaries, then this reduces 
to the classical Hamilton's principle. Eq.(3.15) will be used, in its complete form, as the 
basis for the numerical methods presented in the following sections. 
In the interest of brevity, the following notation is introduced: 
q = (x„, 
• 	• 	• 
q= (x„„ r„) 
bq= 
p = (1, r (r„,) 
f = (b, rt (r,,) • 
It may be seen that the following relations 
bq =X -1 •54 
where: 
X = 










w = (x, w) 
= (45x„,05) 
= (1,h) 
= (b, m) 





T where M6 = [ 	S i 
S J 	
s the generalized mass tensor. Similarly, the virtual work of 
the external force is rewritten as Lo = 84 • f = bq • f . 
The kinematical equations then become: 
w = 	+wn 
where: 
Wn = (vo, 	• wo) 
Finally the corotational virtual change of the generalized velocity is written as: 
bow 
= 	St (w ) . 	Si(w)= [ 0x I g vl







(6°w • P + 64 • hdt = 64 	 (3.23) 
where Eq.(3.19) and Eq.(3.22) are understood. 
From this variational form, two numerical approaches can be developed using the finite 
element method in the time domain. In the first, 54 is treated as an independent variation. 
Since the linearization process must be performed in terms of the true coordinates q, the 
resulting tangent matrix is unsymmetric. The second approach makes use of Eq.(3.20) to 
express 64 in terms of the coordinates q, and a symmetric tangent matrix results. The 
latter approach requires that the variation of kinetic energy be expressed in terms of q and 
q, and that the external force and moment resultant be expressed in a form conjugate to 
bq. 
(57'(q, 9, t) + bq • f)cit = bq • p b 1:2, 	 (3.24) 
where pb denotes the generalized momentum at the boundary of the time interval. Eq.(3.23) 
and Eq.(3.24) are the primal or kinematic forms of Hamilton's law for rigid body dynamics. 
In general, the primal forms are conditionally stable and may require a small step size 
for accurate results. Again, this behavior is the dynamical counterpart to the locking 
phenomenon, which is well known in elasto-statics. As with locking, the restriction on the 
step size can be avoided, either through selective reduced integration or by utilizing a mixed 
formulation (e.g. Belytschko and Hughes (1981), Kardestuncer (1987), Malkus and Hughes 
(1978) and Zienkiewicz, Taylor and Too (1971)). 
By means of a Legendre transformation, the mixed form of Hamilton's law for rigid 
body dynamics is obtained in the following way. Let T = T(w, q, t) be the kinetic energy 
expressed as a function of w and q. The complementary Hamiltonian is defined as: 
irux q,t) = 1.5 w(P, q,t) - 1 1(w(k , q, t), q,t) = if, • Ms' • 	(3.25) 
Then, the variational statement Eq. (3.15) may be expressed as: 
t2 
' (6(P • w - iir) + 64 . 	64 = 	 (3.26) 
Moreover, letting 6*p = XT • (61,6°h) , and enforcing the displacement continuity a 
posteriori, Eq. (3.26) may be expressed as: 
p2 
(:7 64 + 45* P • [9 +X -1 • (wn - 11, )] + 84 • (I + Si(P) • W)dt 	
(3.27) 
= [64 ' Pb - 61"13 (9b - q)]1: 2, 
where: iy te-f M6 1 .f) and q b denotes the coordinates at the boundary of the time domain. 
Finally, integrating the term in q by parts, leads to the following: 
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2 d 	d 
Iti abq -12 - dt ril q 6.*P 	
• (tb — w n ) + 64 - (1 + S1(5) • W)dt 
= ( 454 	rp-qb)1 21 
(3.28) 
A similar procedure applied to Eq.(3.24), using the transformation: 
H(p, q,t) = p• 4 (P, 4,t) — T(p, q,t) 	 (3.29) 
yields: 
t2 • 
(6q •p — 617) — 6H + bq • f)dt 
(3.30) 
= (6q • Pb OP • 46) I t! 
Eq.(3.28) and Eq.(3.30) are "two-field" forms, wherein the trial functions may be dis- 
continuous. 
Relaxing the kinematic relations and considering the velocity w as an independent 
variable, Eq.(3.20) may be enforced in a weak sense. This leads to the most general three 
field form. 
Modifying the Lagrangian by the weak form of the kinematic relations weighted with 




(bG + bq• i)dt = 64. f• Li 
L. .e(w,q) — i• • (w — wn — X. 4) 
(3.31) 
(3.32) 
It is clear that the momentum p plays the role of Lagrange multiplier. In carrying out the 
variation of L, note that: 
6Z) 
=bw• +88- vx— 
6:e 
 +wx 
bw 	6v 	bw 
(3.33) 
and, bc..,„ = 86 x w n . Then using the fundamental relation, bed — dO8 = Os x 8d , which is 
established in Appendix A, and defining b*w = (6v,5°Q.1), Eq.(3.33) may be rearranged in 
the following way: 
t2 	 15t 
[64 (I S ) • 510) — w • (f) — bw ) — rfr • 	• (w — wn) 12, - w 
d 	d 
+ dt (64)' — —dt (6* /3) qicit = (64 • Pb 
— osp • 4b) Ii; 
(3.34) 
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This form is very suitable for numerical implementation, since the field variables do not 
need to be differentiable over the time element, and the three fields, q,t.a,i) are completely 
independent. Therefore, very simple trial functions may be chosen. This feature arises 
from the particular chioce of the virtual velocity 6* w and the virtual momentum Pp. The 
Euler-Lagrange equations and the weak forms of the boundary conditions, corresponding 
to Eq.(3.34) are easily obtained, by means of integrating by parts the terms involving time 
derivatives of 6.12 and 84. In this way, the following expression is obtained: 
iti ti 
54 • (1 — Si (w) - .5; j) 3 — ) — b*w • 
( .
p — 7 ..0 a • 	6Z) [ 
—rp . [x--- 1 . (tv — wo— 4] cu = 
b4 • (Ph — i•) — vii- (4b — 4)1 t; 
Due to the arbitrariness of the virtual displacements 64, the virtual velocity 5*w, and 
the virtual momentum 5'p, Eq.(3.35) constitutes the weak form of the linear and angular 
momentum balance equations, the constitutive equations, the compatability conditions and 
the boundary conditions. Eq.(3.35) is analogous to the Hu-Washizu three field form (see 
Washizu (1980)), for rigid body dynamics. Each of the previous formulations, primal and 
mixed, may be obtained from this form. The primal formulation, can be obtained if the 
displacement field compatibility and the displacement boundary conditions are satisfied a 
priori. The mixed form arrises when the constitutive relations are satisfied a priori. 
The drawback of this approach is that there are eighteen degrees of freedom associated 
with a single unconstrained rigid body. In the next section the linearization of the primal 
and mixed varational statements is presented. 
4 Linearization 
Since the variational forms developed in the previous section are nonlinear in the coor-
dinates q, a solution scheme such as a Newton or Quasi-Newton method is needed. In order 
to take advantage of the quadratic convergence property of the Newton method, consistent 
linearized expressions for the various weak forms are required. These linearizations are also 
useful in evaluating the stability of the system. 
To illustrate the linearization, consider Eq.(3.23), written as: 
ti 
	
(—dt 54' 64) 	(P, 
Then, at a given state (iv  q9 ), the linearized 




64, 64) • 	- dq)dt 
[I — Si (w) • pi) 
form of 
= 64 • kb l i4 





64) • 7:4dt 
(41) 
(4.2) 
Where t and It, are the tangent matrix and residual vector, respectively. The subscript 
)p indicates a primal formulation and the hat indicates that 64 is the variation used in 
the weak form. The residual vector and tangent matrix are formally defined as: 
(3.35) 
11 
uy = 	(w) Pi) • . 
q=qg 
q = qg 
ap 	op 
a q aq 
Tp = 
49(i - si(w)-P) 49(i - Si (w) • P)  







q = qg 
 
The complete expression for Tp is given in Appendix B. As mentioned previously, this 
matrix is not symmetric, since the weak form is not expressed in terms of the variation of 
the rotation coordinates. 
However, if the variation of kinetic energy is expressed in terms of b 4 and bq, Eq.(3.24) 
may be written as: 
( q 9) • (— — f) di = • P bi t 2i 
 t2 	 aT OT 
a a' aq 










' 	 t 
 dq)dt = 
d 
b (I • .P b1: 21  — j.i2 (— 
d 
bq, bq) • 12.pdt 	(4.6) 
P 	 , at 
Here, bq is the variation used in the weak form, and consequently the part of the tangent 
matrix associated with the kinetic energy is symmetric. The residual vector and tangent 
matrix are given by; 
Tep = (— 	+ f) I ! • 
&T 
a 4' qq=q9 
q = q9 
82T 	a2 T  
.2 
q 	aqa 
027, 	Of 0 2 7, +Of  
a 4 aq a 4 aq 2 aq 94, 
q = q9 
Following the same procedure, the tangent matrices for the other principles are developed 
in Appendix B. The results for the mixed (two field) form are sketched out briefly here. 
Eq.(3.30) may be written as: 





519, ;Eh) • Is • ( 2,4) + (oP, SO • (— 	 + f) di ap  






[ 0 —16 and /6 is the six dimensional identity. The linearization of Eq. (4.9) 
16 0 




d OP, d (—dt at bq) • Is • (dp, dq) + (bp, 4) 2; • (dP, dq)1 dt 
	
d 	d 
= (bp, bq) • Is • (Pb, qb)ii 2, — 	[(-
dt 	
abg) • Is • (Pg, qg) (bp, bq) • 7Z.,,,ldt 
(4.10) 
Here: 
= OH _OH ± ) 
Op Oq 	) P = Pg 
q = qg 




P = Pg 
q = q9 
are respectively, the residual vector and tangent matrix evaluated at the given state (pg , qg ). 
5 Finite Element Approximation 
In the time finite element approximation employed in this paper, the time interval [t1, t2] 
is subdivided by a number of equispaced time nodal points. The time interval [t1, t 2] may 
then be covered by in < n consecutive non-overlapping time elements each containing two 
or more nodes. The shape functions used over the elements are of the piecewise Lagrange 
type. Once the time interval is discretized, the weak forms are applied over each element. 
Here only one element is considered for the primal form given in Eq.(4.1) and the mixed 
form given in Eq.(4.9). 
Primal Form 
Considering the variational form Eq.(4.1) and an n noded time element, let 
U = (qi, q21* • qn) and V = (541, 642, • • • , be vectors of nodal values of the trial 
and test functions respectively. The parametric approximations for q and 54 are then: 
(— (92H af) 	(92H af) 
4;1- 
 0(1 2 	aq 
(4.12) 
q = E skg, = 8 • U 	 = .kok = • v 
k=1 	 k=1 
q= E k qk — • U 
•  
k=1  




Moreover, the increment bq is approximated as: 
	




where 8k are shape functions with the property sk (t.1 ) = bki and AU is the increment in the 
nodal values of the generalized coordinates. The nonlinear solution of Eq.(4.1) is performed 
using the linearized form Eq.(4.2) in an iterative procedure. The solution U is then the limit 
of the sequence Ui, U2, • • • , Um as the difference between 	successive solutions, 	— 
approaches zero. Performing the integrations in Eq. (4.2) using standard Gauss quadrature 
and considering 54 as an arbitrary variation the following is obtained, for the ith solution 
step: 
K, • AU = B • (Pi, 1,2) — F 
	
(no sum on i) 	(5.3) 
where: 
t3 
K1 = J (a , a) i • Tp (U,) • (73, 8)dt t, 
=  I t2 (a, a) I • R.p(Ui)dt 
(pI, P2) are the boundary values of 1-9 at the times ti, t2 respectively, and the matrix B is 
give by: 
B = - /6,0,0, • • , 0 
0,0,0,—, /6 	
(5.6) 
Further, the matrix Ki is the integrated tangent matrix at the ith solution step and F, is 
the integrated residual vector. 
In the case of an initial value problem, q 1 and pl are prescribed so that the components 
of AU associated with the first node are always zero. Since the equations for 1-51 and it2 are 
decoupled, the iteration scheme may be carried out considering a reduced problem. The 
final momentum I:02 need only be calculated after the iterations have converged. This is 
a simple matter, since at the converged solution AU is zero, to within some prescribed 
tolerance. The final momentum is then obtained by computing the residual vector at the 
converged solution. 
Mixed Form 
For the mixed form Eq.(4.9), a different approach is required. Continuity of the co-
ordinates (p, q) is not satisfied "a priori" over the time element, while at the boundary, 
continuity of (bp, bq) is required. It is therefore important to understand (bp, bq) to be a 
virtual state vector rather than a mere variation of (p, q). Since the trial and test functions 





(p, q) = E skUk = sa • U 	 (bp, 6q) E skvk = a b • V 	(5.7) 
k=i 	 k=1 
where Uk = (p k , q k ) and Vk = (bp k , bq k ) are vectors of nodal values. The expression for 
(bp, 6q) contains one more term than that for (p, q) . Further, the values (p, q) evaluated 
at the boundary are not required to be equal to (p h, qb ). The linearized form Eq.(4.10) is 
then: 
K; • AU; = B • (Pi, q1 , p2, q2 ) — F; 
where K; and F; are given by: 
i2 • 
K; = J (at -Is • a s + 4 • 7",„(U;) • 8.)dt 
F;  =1
t2 • 
(4 .Is• 8a • Ui st • Ri-rn (U;))dt 




0,0 , - 
0, 0, 
, 	 0 











For the initial value problem (p r , q 1 ) is prescribed and we can solve for AU; and (p2, q2 ). 
In this case the increments in the variables p and q are not zero at the first time node. 
6 Linearized Stability Analysis 
In dynamical problems, a stability analysis, even in linearized form, is useful in eval-
uating the behavior of the system. Further, a stability analysis, for a problem where the 
solution is known in advance, is valuable in assessing the performance of the numerical ap-
proximation scheme. Rearranging Eq.(5.3) so that the boundary nodes and interior nodes 
are grouped together i.e. U = (U B , U1) and performing the same partitioning on K, F 
and B, Eq.(5.3) becomes: 
KBB • AU B + KB1 • AU1= BBB • (11 11 -P2) FB 
(6.1) 
Kw • AU B +Kii • AM' = BIB • (P1, P2) — F1 
Since, by definition BIB = 0, this is equivalent to: 
KBB • SUB = BBB • (P1IP2)—t13 
where: 
(6.2) 
KBB = KBB — KB! ' K I-11 .K IB (6.3) 
B = FB — KBI *K711 'F I (6.4) 
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[ — I:C. 22 • f(T21 
121 
k21 — k22 ' kT21 ' k 1 1 
—1-( 1-21 • k 1 1 
T= (6.8) 
In the case of a two noded time element there are no interior nodes, so that KBB and FB 
reduce to KBB and FB respectively. 
Eq.(6.2) is 
dynamical solution, 
Since BBB = 
also useful in a perturbation analysis. If we consider a perturbation of a 
we have the following equations: 
— BBB ' (i31,i32) = 
(6.5) 
KBB • dU B 	BBB • (41,42) = 0 
1 6 	0 	the second of Eq.(6.5) becomes: [— 
0 /6 
dqi + 	dq2 + dfri =0 
(6.6) 
K21 	+ ft 22•dq2 — 42 = 0 
where the subscripts 1 and 2 refer to nodes at times ti and t2 and the subscript ()BB is 
dropped for simplicity of notation. Eq.(6.6) can be put in the form of a transition matrix, 
which maps the perturbation of the initial state vector (41 , dq 1 ) into the perturbation of 
the final state vector (42 , dq2 ) i.e.: 
(42 , dq2 ) = T • (41 , dqi ) 	 (6.7) 
The transition matrix T has the following expression: 
It may be seen that the above transition matrix is a function of the time step t2 — t1 and 
is problem dependent. Here the eigenvalues of T are denoted by A. If any of the eigenvalues 
have moduli greater than 1, the corresponding eigensolution will increase exponentially, and 
the solution step is not stable. If the eigenvalues of the true transition matrix are known, 
comparison with those of the approximated matrix will provide a measure of the accuracy 
of the numerical method. Some examples of this are given in the next section. 
Proceding in a similar fashion for the mixed form, the linearized expression Eq.(5.8) may 
be partitioned such that V = (V,, V„„ V1) where the subscripts i, m, f refer to initial, 
middle, and final nodes. Eq.(5.8) then takes the form: 
Ki • AU= 	qi ) — Fi 
Km • AU = 	 (6.9) 
Kf • AU = Is • (pa , q2 ) — F1 
Solving the first two expressions for AU, and substituting into the last expression, the 
transition matrix for the mixed form is calculated. In the case of a two noded element, 
there are no middle nodes, leading to: 
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AU = 	(Is 	qi ) + Fi) 
	
(6.10) 
Recalling that IS 1 = —Is, the final state (p2;  q2)  is; 




T= Is • Kf • IC -r 1 • IS 
(6.12) 
FI=I5• (Ff+ Kf•K; 1 • Fi) 
The perturbed state equation is then 
(dp2 ,dq2 ) = T (dpi , dq i ) 	 (6.13) 
7 Numerical Stability Considerations 
In order to understand the behavior of the various approaches, the stability of a vertical 
spinning top is evaluated. Even though it is quite simple, this example will show the different 
behaviour of the primal and mixed forms. For simplicity, the development presented is 
for the two noded element only and the time step 22 — 21 is denoted by At. Numerical 
comparisons are given for the three and four node elements. 
Let us consider the vertical spinning top rotating about the vertical axis e3 at a constant 
rate f2 and acted upon by gravity. Let d be the distance from the center of gravity to 
the suspension point. The steady rotation about the vertical axis is taken as a reference 
configuration. 
Ro = R(C2te3) 	 (7.1) 
First consider the primal form. Eliminating the translational degrees of freedom, it is 
easily seen that the tangent matrices T and T, become: 
[J —h x / T _ 	J 	x I 
0 	L 	 lh x I L 2 
	 (7.2) 
where: 
J = Joe3- 4 + „7: (/ — e3 
h = Jotle3 	 (7.3) 
L = (I — e3 • eDmgd 
J. and „It are respectively the axial and transverse moments of inertia referred to the 
suspension point, and d and g are the moduli of d and g. The vertical component of 
rotation is decoupled from the others. Therefore, the transverse rotation is denoted by 1,/, 
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and the stability of transverse motion only is analysed. Representing = IP. + ilP b , where 
i
• 
= 	, the reduced tangent matrices in terms of and ti), are : 
—1:123aT = 
0 mgd 	 mgd 	 (7.4)  
Assuming linear shape functions for the virtual rotation, and the rotation itself, leads to: 
A 
iCBB ={ _B — iC 	A 
[A+iC —B+iC 
KBB = —B — iC A — iC (7.5) 
where: 
amgd 	 bmgd A 	n,7a, = A = 	 B = 	-Llt, .... 
At 2 At 2 
2 (7.6) 
An exact integration of the tangent matrices leads to a = 3 , b = 1 . Reduced order 3 
integration using only one Gauss point yields a = b = The transition matrices for quasi 
coordinates and full Lagrange coordinates are then: • 
B+iC A—iC A2 _ B2
= 
B + iC [A I A2 _ (B2 c2) 
B2 + C2 	1 	A + iC 	
T 
B2 + C2 1 1 	A 
Both of these matrices have the same eigenvalues, A. Letting A = 	
B + iC 
(B2 ± c2)112 /2 the 
characteristic equation will be: 
2A  
(B2 +C2)1/2 
+ 1 =0 	 (7.8) 
Since A andµ differ by a unit complex factor, they gain the same stability limits. It is 
interesting to note that when using a reduced order integration, the stability boundary is 
independent of the time step At, and coincides with the physical stability boundary. In 
fact, solving Eq.(7.8) results in: 
1  
(B2 + C2)1/2




D = A2 — B2 — C2 
1 













For reduced order integration, D becomes negative when Cl = Si c = 
J 
which is also the 
a 
physical stability limit On the other hand with exact integration, D becomes negative 
(coAt) 2 
1 + when Cl = SI, 	 . In this case, the stability limit is dependent on the step size 
12 
and approaches the physical limit only as At — 0. 
8 Numerical Examples 
In order to demonstrate numerical stability and to show how reduced order integration 
affects this behavior, the vertical spinning top is solved numerically. The problem is solved 
using two, three and four noded time elements. For a top spinning at its critical speed, 
the eigenvalues of the system are purely imaginary. The exact eigenvalues of the system 
considered are ±i– 
5 
. Table 1 summarizes the numerical results obtained at the critical speed 
3 
for exact integration. The influence of time step on the real part of the eigenvalues is clear. 
While the effect is not as strong in the higher order elements, the trend is the same. 
The results for reduced order integration are presented in Table 2. It should be noted 
that the real parts of the eigenvalues are essentially zero, and are insensitive to the time 
step. For the case of a vertical spinning top or other simple system, it is straightforward 
to choose the degree of reduced integration required to follow the physics of the problem. 
However this is not the case in general. 
For the mixed form, the stability boundary obtained numerically coincides with the 
physical boundary, without resorting to reduced order integration. 
"Torque- Free" Body"  
In this section, the numerical results for a "torque-free" rigid body having one axis of 
symmetry are compared with the exact solution. Numerical studies of the accuracy, when 
using two, three and four noded elements, are summarized. 
In order to compare the different formulations and check their accuracy, the very simple 
problem of a torque free rigid body with an axis of material symmetry is studied. This is a 
convenient problem for checking the methods since the closed form solution is well known. 
If we choose the reference point to coincide with the center of mass, the linear and angular 
degrees of freedom are coupled only by the external force, which in this case is zero. The 
exact solution of this problem is briefly summarized here. 
If a denotes the axis of symmetry, the moment of inertia has the form: 
J =Jaa ®a+,7t (I-- a®a) (8.1) 
One of the peculiarities of the symmetrical inertia is that the vectors h, w, and a are 
coplanar, i.e. co • a x h = 0. In fact 4.0-axh=w•ax w which is zero due to the skew 
symmetry of a x 	gi a x I. 
The angular momentum balance equation, referred to the center of gravity, is simply 
• 






d 	 • 	 h 
ci (h x a) = hx a= h x (co x a) = 	x (h x a) 	 (8.2b) 
7: 
• h 	 h 
where the fact that a= to x a and co x a = — x a are used. The ratio — = w p , called 
7: 7t 
the precession angular velocity, represents the angular velocity of the plane containing a, 
h, and w. If n is the normal to this plane, then: 
• n= wp x n 
The corotational time derivative of n is: 
d° 
dt
n = 	x n 
where: 
7t jra 
= — 4.fp = 	 kit • a)a 	 (8.5) 
ot ■Ja 
which is called the relative spin. The vector co p is constant while 4 r is time-variant, with: 
• .7: — 	/ L. • Wr= 	vi, • a) = wp x 4.tr 
(7: J. 
Denoting the value of w,. at time t o by wro results in: 
(8.6) 
wr = exp((t — to)wp x I) • w,. 	 (8.7) 
If R(t o) is the rotation from some fixed reference to the orientation at time t o , then the 
rotation at any later time is: 
R(t) = exp((t — to)top x I) • exp((t to)wr(to) x I) • R(t o) 	(8.8) 
Since w =cop +co r , Eq.(8.7) and Eq.(8.8) constitute the integral of the motion. 
The numerical solution has been computed using two, three, and four noded time finite 
elements, for both primal and mixed forms. Severa] nodal spacings are investigated, for a 
body with a ratio of transverse to axial inertia of 1.875. The initial conditions are, angular 
velocity of 15 about the axis of symmetry and 10 about one transverse axis. The 
results are shown in Figures 1 through 5. The total rotation of the body after 6 seconds 
is roughly 100 radians. The errors plotted in Figures are absolute errors. That is to say, 
the error is the magnitude, in radians, of the difference in rotation between the calculated 
solution and the exact solution. Figure 1 compares the error of the two noded primal and 
mixed elements. The time between nodes is .015 seconds. Figure 2 shows the three noded 
elements with the same time between the nodes, which means that the time elements in 
this case are .030 seconds long. Figure 3 compares results for the four noded elements. 
Again, the same time (.015 seconds) between nodes is used, so the four noded element is 
.045 seconds in length. Figures 4 and 5 compare the four noded elements at different time 
steps. Figure 4 contains plots of the error for a time between nodes of .030 seconds, while 




for Figures 4 and 5 are, .090 seconds long and .135 seconds long, respectively. The bahavior 
of the error in the mixed form is clearly more stable than the primal form. Comparing 
the primal curves in Figures 1 and 5, shows that the use of a four noded element with 
a total length of .135 seconds results in about the same error as the two noded element 
of length .015 seconds. However the mixed four noded element has an order of magnitude 
improvement in error. It is interesting to note that the maximum error in all of the test cases 
is less that .2 radians out of about 100 radians total rotation. It is difficult to generalize 
based on this simple, yet numerically significant, test case; but the behavior of the mixed 
formulation is very encouraging. 
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Appendix A - Relevant Formulas for Rotation 
This appendix reports some fundamental formulas related to the three dimensional para-
metrization of the finite rotation tensor. 
Exponential Representation and its Tangent Map 
Let a be an arbitrary vector undergoing a rotation to a new orientation a. This proper 
rotation may be expressed as r = 0e, where cb is the magnitude of rotation and e defines 
the rotation axis. This constitutes a three dimensional parametrization of the rotation 
and is therefore not unique. Expressing a in terms of its components in the basis e, t, s, 
respectively defined as e, e x a, e x (e x a) , leads to: 
= [I cos(/' + (e x I) sin + (1 - cos Ce • e t ] • a 	 (A.1) 
The term in brackets is the familiar form of the rotation tensor R. Making use of the fact 
that e • et = e x (e x I) + I, the rotation tensor may be written as: 
R = I + sin(k(e x I) + (1- cos (k)e x (e x I) 	 (A.2) 
or in terms of r as: 
R = I + x 
sin ck 	(1 - cos (k)
r x (r x I) 
Expanding sin ¢ and cos ck in power series and substituting in the above expression, leads 
to: 
R = I + - -3T + -5T - 07  + 	(e x I) 03 05  
+[
— - — + — - 	x (e x I) 
2! 	4! 	6! 8! 
02 06 08 (A.4)  
Making use of the fact that exexex = -ex/andr= (fie we may rewrite this 





R= I + (r x I) + 
2
—r x (r x I) + —r x [r x (r x I)] + • (A.5)  
This has the form of an exponential in r x I, so the rotation tensor may be written concisely 
as: 
R = exp(r x I) 	 (A.G) 
(A.3) 
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Other common rotation vectors such as r, = sin clie and r t = 2 tan(cb/2)e give rise to 
completely equivalent representations for R. In the former case, substituting r, = sin Oe 
into Eq.(A.3) and using the trigonometric half angle relations results in an expression for 
R of the form: 
R= I +ra x I 4.  COs 
1 _rs x  r,, x I 	 (A.7) 
Substitution of r t = 2 tan(0/2)e into Eq.(A.3) and again using the half angle relations yield 
an expression for R which is: 
R= I + 	1
1 	
r i x + 
2
—r i X I) 
1 +
4  • rt 
1 	
(A.8) 
These two forms and the form of Eq.(A.3) are the most common finite rotation vectors. 
The following properties of the rotation tensor are well known and easily verified. 
IV-R=R•R t =I 
det R = 1, 	 (A.9) 
det(R — I) = 0 
The last of these properties shows that the rotation tensor has one real unit eigenvalue, 
where the corresponding eigenvector is the axis of rotation. Differentiation of Eq.(A.9) with 
respect to time yields: 
R.R t = —R. R 
This skew symmetric tensor may be represented by a spin vector w defined by: 
• 
L&P X I =R•le 
(A.10)  
(A.11)  
The spin, or angular velocity, vector co is not the rate of the rotation vector ;, but is 
related to ; through the tensor I', which itself depends on r, i.e. w = f(r) ;. Since this 
relationship is essential for constructing the tangent matrices in Appendix B, its derivation 
is briefly sketched out here. From Eq.(A.2) it is clear that R 1 is: 
Rt = I — sin 0(e x I) + (1— cos 0)e xexI 	 (A.12) 
• 
and that R may be written as: 
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R= cos 	(e x /) + sin 0(e x/) + sin 	(e x e x /) 
(A.13) 
+(1 — cos 0)(e xe x /+ ex e x/) 
Substituting Eq.(A.12) and Eq.(A.13) into Eq.(A.11) and making use of the fact that e 
•e = 0, and ex e xe x I= 0, results in: 
w x / =0 (e x /) +sin0(e x/)+ (1 — cos0)(ex e x/) 
	
(A.14) 









(r x /) + 2 
 — cos 	 • 
(1 -- 	(r x r x Id • r 	(A.16) 02  
This leads directly to the definition of F. 
11(r) = [I +
1 — cos 4) 




(r x r X /)] 
=/-FE 
(r X .I.) k  
(k + 1)! 
(A.17) 
Clearly the above arguments, which establish the relationship between w and r , are 
equally valid for the virtual rotations 06 and br, where: 
06 X I = OR • le 	 (A.18) 
and we may write: 
06 = T(r) • br 	 (A.19) 
Starting with the expression for T in Eq.(A.17) it is straightforward to verify that: 
rt = — al(r X /)-F bi(r X r X 1) 	 (A.20) 
= 	—(r x -I- T2 (1— 21)1 2 	 ) (r x r X /) (A.2L) 
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1 — cos 0 
al — 	 b1 	
1 
=(1 — ao ) (A.23) 
Further, the tensors r and R are related by: 
R=r-t•r=r•r-t 	 (A.24) 
and: 
r-t - r-1 =rx/ 	 (A.25) 
Then multiplying Eq.(A.25) by r and taking Eq.(A.24) into account leads to: 
R=I+r-rxI=I+rxr 	 (A.2G) 
It is important to recognize that r is singular for certain values of 0. From the general 
expression for the determinant of a 3 x 3 matrix it is seen that: 
det r = 3trr 3 - Itrr 2 • tr r — s( tr /) 3 	 (A.27) 
Then, considering Eq.(A.17), the determinant is: 
det r(r) = 
2(1 -- cos 0) 
(A.28) 
 
Clearly, r is singular when 0 = 2nir n = 1,2,3..., but is not singular for 0 = 0. In 
order to avoid this problem of singularity an incremental approach is adopted. A more 
general rescaling process may also be used to avoid this singularity and it is briefly shown 
here; see also Geradin and Cardona [27]. 
Let: 
rp r — 2nire 	n = int( 47r ) 	 (A.29) 
and 
p = e • rp = — 2nr 	 (A.30-) 
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Then from Eq.(A.19): 
06 = r(r)- or = T(r p )- br p 	 (A.31) 
This equation and the Eq.(A.29) constitute the rescaling process. Proving Eq.(A.31) is easy 
since from Eq.(A.29): 
brp = br — 2nirbe 	 (A.32) 
and since e = rick : 
I — e • e i 	 exex br 
br = 	 be = (A.33) 
Substituting back into Eq.(A.32) yields: 
br p = I I + 	(e x /) • (e x I)] • br 	 (A.34) 
Further, since: 
r(rp ) • [I + 27--':Tr (e x 	(e x /)] = T(r) 
	
(A.35) 
from Eq.(A.34) and Eq.(A.35) it is seen that: 
T(r p ) • br p = T(r) • br 	 (A.36) 
which proves Eq.(A.31). 
Properties of the Tangent Map 
In this section, some identitities associated with the tangent map of rotation are pre-
sented. These will be necessary in the development of expressions for the tangent matrices 
in Appendix B. 
In the space of the rotations r, consider two arbitrary infinitesimal variations br and dr 
and let bR and dR be the associated variations on R. The corresponding virtual rotation 
vectors 06 and Od are, respectively defined through: 
06 X I = SR • Ri and Od X I = dR R= 	 (A.37) 
As shown in the preceding section, 06 and 9d are related to br and dr by: 
06 = 	br 
	
Od = /(r) • dr 	 (4.38) 
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Using the fact that dbl? = bdR and considering Eq.(A.37) leads to: 
dbR = dOz x R+ 0 45 x Od X R 
45dR = bOd x R+ Od x 06 x R 
(A.39) 
Post-multiplication of Eq.(A.39) by R t yields: 
deo X I — 50d X I + 06 X Od X I — Od X 06 X I = 0 	 (A.40) 
from which: 
deb = SOd+ Od x06 	 (A.41) 
This result indicates that, in general dO6 0 bed (i.e. when Od and 06 are not parallel), which 
is a direct consequence of the noncommutative nature of sequential rotations. 
In order to better understand implications of this result consider the vectors: 
hk = r(r) • ek 	 (A.42) 
Since in general det r(r) 0 1, the three vectors hk are not orthogonal. Now representing 
r = r k ek, from Eq.(A.41) : 
ahk ah, 
— 	
= hi x hk (A.43) 
This clearly shows that the matrix /' cannot be understood as a deformation gradient or 
as the Jacobian of any coordinate transformation. Therefore the virtual rotation 06 can 
not be expressed as a variation of any coordinate, i.e. it is not an exact differential. In the 
same way, the integral of the angular velocity is path dependent. 
Eq.(A.41) is very general, in fact if Od is just the inifitesimal rotation associated with 
the angular velocity w acting over the time interval dt, then Od = wdt, and: 
dt 
dO6 
x 0,5=bw — 06 X Q.1 = b°4.4, (A.44) 
which shows that the absolute time derivative of the virtual rotation coincides with the 
corotational variation of the angular velocity. In the same way if the cross product term in 
Eq.(A.44) is moved to the left hand side, it is recognized that the corotational time derivative 
of the virtual rotation coincides with the absolute variation of the angular velocity, i.e.: 
cl°96 
= 
 dt 	dt 
— x 045 = bto 	 (A.45) 
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In order to cast this result in a form which will be useful! in Appendix B, consider the 
application of d8 to an arbitrary vector b. 
deb - b = 8r•cLrt (r) • b = 	• H(r, b) • dr 	 (A.46) 
where H(r, b) depends linearly on b and is obtained by taking a variation of rt . The 
development of this expression is straightforward and it may be verified that: 
H(r, b) = —alb x I + Rb x r) x +bxr x l]  
(A.47) 
+clb xr•rt — d1(b xr) x r • rt 
The constants, al and b1 are defined in the preceding section, and are repeated here along 
with there variations c1 and d1, respectively: 
al 
1 — cos (1) 
- 02 Cl —  
1 (sinck 2(1 — cos ) 
2 	o o2 
(A.48) 
bl 
1 f, 	sin (//\ 
0 ) 
d1 
[1- cos 	3 (i sin ) 
—
- 
2 	— (pi- 
As a consequence of Eq.(A.41), H is not symmetric. 
H(r, b) = Hi (r, b) + r t (r) • b z r(r) 	 (A.49) 
Moreover, since r t (r) • b x r(r) = det r(r) • (r-1(r) • b) x I it is easily seen that H(r, b) 
will not be symmetric for any choice of rotation parameters. 
The corotational increment of the virtual rotation follows from Eq.(A.45), multiplying 
by the time increment dt: 
d°05 = deb — ed X eo = bed 	 (A.50) 
From this equation and Eq.(A.46) it follows that: 
d°05 • b = br • Ht(r, b) • dr 	 (A.51) 
As will be shown later, the development of the tangent matrix for the symmetric primal 
form, requires an expression for —H(r, b). Similarly in developing the tangent matrix 
dt 
for the symmetric mixed form, expressions for or.-1 and al'-1 are needed. Two other 
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I 	• 
expressions which will also be needed are, r and r —1 . These can be easily computed 
recognizing that: 
li = c 10 0 	
. 	. 
bi= di 4) 4) 
(A.52) 
. 	, 
cl= -,,;(bi — al — 4c1) 0 
. 
and 0 0= r• r. Then the time derivative of r is: 
di= 45-(ci — 5c1 i) :/) 
I „ 	. 	 . 
r=ai (r x /)+ bi (r x r x /) + ai(;t x/) +616. xr x I+ rx r xi) (A.53) 




o (r x /) • (r x /) — 2(r x./) 
(A.54)  
1 (i 	ao 	a 	 . 
rxr x/) 
+ ;ii V — 2bi 
)
i (r xr x I+  
Since in each of Eq.(A.53) and Eq.(A.54) the time derivatives may be replaced by vari-
ations, or-1 operating on an arbitrary vector b may be written as: 
or-1 • b = K(r, b) • br 	 (A.55) 
where: 
K(r,b) = 2bx/+a2[(bxr)x/—rxbx/] 
(A.56) 
+b2(r x b x r) • ri 
where 0 is the magnitude of r, and: 
( 	sin 0 





. 1 (2 1 + ao ) 
b2 04 	2bo ) 
Finally, taking the variation of Eq.(A.54) we can write the expression for al'-1 acting 




c • ar--1 • b = dr • L(c, r, b) • br 
T, b) = a2La /0214 C2Lc 
6 — 1 + aa as 
 = ( 
bo 	2bF, 




• L • 
Lb = La • r• rt + r•rt 	+
r a r
(r x r x I) 
La = (r • La • r) • r • r i 
The complexity of these relations increases the computations required to calculate sym-
metric tangent matrices, to no apparent advantage for initial value problems. However, if 
the symmetry of the tangent matrices can be exploited, the effort required to calculate H 
and J or K and L may lead to significant savings in the solution process. 
Appendix B - Tangent Matrices 
In this appendix the expressions for the tangent maps of the various variational principles 
are obtained. In the following paragraphs several notations are introduced, involving very 
sparse matrices. While the notation makes the discussion simpler, this sparsity must be 
recognized and taken into account in the programming of the residual vectors and tangent 
matrices. 
Primal Form - Unsymmetric Approach 
The first form considered is the unsymmetric, primal formulation. In this case the 
variational statement is given by Eq.(3.48), which is repeated here for convenience: 
fh (—dt54,454)- 	si(to-P))dt= 64 . 
where f) = M6 • w. The linearized form reads: 
t2 d 	 12 d 
(—
dt 
64,4) 	• ( 
dt 




where t, and ie., are respectively the tangent matrix and the residual vector for the unsym- 
metric primal approach. The hat indicates that the variational statement employs the test 
d . 
functions — bq and 61/, and the subscript p indicates a primal formulation. Then, directly: 
dt 
np = (1911 Sl(W) • 19) 
	
(B.3) 
Separating the contributions due to kinetic energy and external loads, leads to, 72epk = 
-Si (w).p) and 74, = (0,i). Similarly, let Tp = tpk tpe. The derivation of the tangent 
matrix is considerably simplified if use is made of the relation, (—
dt












M6 (S2 (P) — S1 (W) • M6) 1 
51(f)) — SI (w) • M 6 	— Si (w) • (52(1)) — S1 (w) • MO' 
0 0 














For a general six dimensional vector z = (ZL , zA) the linear operators Si (z) and S2 (Z) 
are defined as: 




52(z) =[ 	 (B.8) 
z x I Z A X I 
For the following discussion it is useful to also define 53 as: 53• = S2• — Si O. 
By inspection of Eq.(B.5) it is clear that when referring to the center of gravity the 
tangent matrix is greatly simplified, since M6 is block diagonal and Si (p) — Si (w) • M6 = 0-
Even with this simplification, however, the tangent matrix is not symmetric. 
(B.7)  
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Primal Form - Symmetric Approach 
Next, consider the symmetric primal form, 
[ 
bT(q,q,t)+ bq • f] dt = bq- p b l; 
	
(B.9) 
Which in linearized form may be written as: 
i t2 d 
bq) 	d 
• Tp • (Li
t  dq, dq)dt = fiq • Pol t  — j 	, bq)- 7Z.p dt gi  (B.10) 
Again the residual vector and the tangent matrix may be thought of as begin composed of 
contributions from the kinetic energy and external forces. 
TZ.p = R.pk +17,p, p = Tpk Tpe (B.11) 














Working in this way, Tpk is found to be symmetric. 
Performing these derivatives is not a simple matter. However, the expression for Tpk 
may be obtained form Tpk and 'k-pk which have already been presented. In fact: 
d5T = (-5q,5q)-T k • (—dq, clq) 	 (B.14) 
dt 	 dt 
which must also be given by: 
d 	 d 	d 
dbT = ( —dt 54, 54) • 7 pk • ( ad - d4) d( cTt 54, 54) R-pk 
(B.15) 
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Comparison of the last two expressions leads to: 
Tpk = tpk y + (a(Yi• feEL1 aj_21!'21p_' 
\ 	a 	' 	aq 
(B.16) 
where 74k is held constant and is equal to the value corresponding to the given state. 
art • b 
Recalling the definition of the map H(r, b) =  Or for an arbitrary constant vector 
i . 
b and defining, J(;, r, b) = 
a r b , the last term in Eq.(B.16) may be expressed as: 
Or 
0 	 116(4,f9) (Nyt 14k) a or 740 
a q 	aq 
116(7,P) J6 CT 4, f51) 116(4, — Si(w) • P) 
(B.17) 
  
Where the operators H6 and J6 applied to a general six component vector z = (zL, z A ) are 
defined as: 
116(4,z) = 






The map J(;, r, b) is obtained by taking the time derivative of H(r, b), while considering 
b constant. Making use of Eq.(A.48) leads to: 
• 	• 
J(;,r,b)= Ji (;,r,b)+ rt • bx r + r
t 
 x (B.19) 
Taking these properties into account, the symmetry of Ti,k can be easily demonstrated. 
Mixed Form - Unsymmetric Approach 
In linearizing the unsymmetric mixed formultaion, it is convenient to rewrite Eq.(3.40) 
as: 
ft:2 	(rp, 84) • IS • (k, q) + (rP,O4) • (X -1 • (ton — tb),1 + Si(P) t17)] dt (B.20) 
= (PA 54) • IS (19b,gb)i i4 
where is = 	The linearization of Eq. (B.20) leads to: 
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ft. i d 
(di), dq) + 	p, 64) •• t„, •- (dP , dq)1 dt A, 1.—dt (5*P ' 54) • Is • 
, 
= (b*p, q) • Is • (Pb, qb)rei 	dt (5* 4) • Is • 652 , qg
) + (5* p, bq) • 1?..,„1 dt 
where: 
= (x-1 - (ton - 	 1 + .51 (p ) • (D) 
(B.21) 
(B.22) 
The residual vector and the tangent matrix may be separated into contributions from 
the Hamiltonian function and the external force. 
fzin = 	+ tine Tm  = Tmh trne (B.23) 
Clearly, f?..me = (0, 1). The tangent matrix Tmh  is obtained by taking the variation of 
7Z-rnh and is given by: 
K6(q, w n  — t7D) 
Tmh 
-x -1 • m6 1 
-x--1 • (s3(w.) - S2 (w) - itf6-1 • .5,2 ( 15)) • x 
Si.(f). ) • MV — S1 (tb) si(p) • ( s1(1-17)-mV • sW3)) • x 
(B.24) 
Both 7?..,,,h and Tmh are evaluated at the given state (Ps g , q9 ). The linear operators S1,S2 
and S3 are as defined previously and the operator K6(q, z), applied to an arbitrary vector 
z = (zL,z A ) is given by: 
K6(q, z) = 
a K (r, zA) 
(B.25) 
The full expression for K(r, zA) is given in Appendix A. 
Mixed Form - Symmetric Approach 
Now consider the tangent map given by equation Eq.(3.42) in order to find the expres-
sions for the residual vector IR, and the tangent matrix T; . Again the vector 7 and the 
matrix Tn, have contributions due to the Hamiltonian function as well as the external force 
i.e.: 
35 
R-rn = 	Rme 
	Trn = Tm h + Tm e 	 (B.26) 
Since the expressions for R,,„. and for Tn, e depend on the specific nature of the external 
forces, only the expressions for R. mh and for Tmh are developed here. 
Starting from Eq.(3.37), the Hamiltonian function may be expressed as: 
H ( 2, q,t) ik • MW 1 	- • tv. 	 (B.27) 
Using the relationship between p and p, leads to: 
	
= X-i 	+ 6X-t •p = X-t (Sp — 5X i • )5) 	 (B.28) 
which may be written as: 
X-t • X' • H6(q,P) 
(sk, 54) = z • (5p, 5q) 	Z = 	 (B.29) 
0 	X 
Then the virtual change of the Hamiltonian function can be stated equivalently as; 
511 = (6k, (54) ltmh = ( 619, 4 5 q) Temh 	 (B.30) 
and the vectors 7Zinh and Rinh can be seen to be related by: nmh = Z t • Rmh• 
The linearization of the virtual change of the Hamiltonian can then be written as: 
dSH = (6k, 54) • Tmh • op, cuo + (asp, (164) • fe mh 
(B.31) 
= (513 , 4) • Tmh • (cLp, dq) 
where (dp, c14) = Z • (dp, dq). By comparison, then: 
Tmh = Z t • Tmh' Z + a(zt -14,h) oczi  ap 	Oq 
(B.32) 
In the last expression 1?.. mh is the value of the residual evaluated at the given state 
(P9 ,49 ), and is considered constant. The definitions of Rmh and Tifih, are not the same as 
in the previous section, but are consistent with the notation that () indicates test functions 
with are variations of 15 and 4. 
The expressions for R.,„h and for th, are now developed. The virtual change of the 
Hamiltonian function is expressed by: 
36 
511 = 	- — wn) —Pwn•P 	 (B.33) 
where in = M6• P. Since it is known that: 
5°P = 517.) — S'(1^9) • 54 Pw n = — Si(w n) • 84 	 (B.34) 
Eq.(B.33) can be rewritten as: 
OH = 	• (tb — w n ) — 54 • [5 3(1)) • wn — 52(k) • 12') (B.35) 
then the vector Ryn h has the following expression: 
Rinh = 	— wn, 3(ii) • wn — 52(k) • W) 	 (B.36) 
From this, it is straightforward to find the expression of the tangent matrix tnh, which has 
the form: 




-s2( .2)- Ms 1 
S2(P) • Ms S2(P)- 
52(k) • s“t-e)+ 53( -9) • S 3 (wn) 
tmh — 
In order to compute the terms (d519, d54) • It mh recall the expressions for .5 I' -1 and dbf 
that are computed in Appendix A. Specifically: 
or-1 • b = K(r, b) • br 	 (B.38) 
and: 
c • dsr-1 • b = dr g • L(c, r, b) • br 	 (B.39) 
The map K6(q,z) is defined in the previous section. In a similar way L6(x,q,z), is 
defined, considering two general six dimensional vector x and z), to be; 
37 
K6(q, z) = 
o 
	o K(r,  0 ,zA) 
o 
q, z) = [ o 
0 L(x,t, z A) 
(B.40)  
With the use of these definitions the last term in Eq.(B.32) can be rewritten as: 
(
a(zt •R,„h)  aczt -74,121 =  
Op 	' 	aq 
0 	 Kgq, w - w„) 
(B.41)  
L6 (xt k, q, - w, 2 )+ 
tv.) 
116(g, i)) • (S3( 3) • w„ - .92(P) • W) - 
Even if the programming of the tangent matrix can be optimized, the fully symmetric mixed 
method requires a great deal of computations. 
Three Field Form 
The linearization of the three field principle Eq.(3.46) is much more straightforward. 
For convenience the three field form is recalled here: 
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[54 • (1 - s1 (w) • P,5-1-vZ ) - rw • 0!)- Ttv6Z ) - ork • X -1 • (w - wn) 
-F—(54) • 15 -  
dt 
 (.5 p) • q]dt = ( 54 • k6 - r k • 46)1; 21 dt  
Grouping the test functions into a single vector, Eq.(B.42) may be rewritten as: 
t2 	 oL 
[(54, 6*w, 6*M • (i— S 1 (w) • Tv-, —P + 	( w — wn )) dt 





b*/), —dt 64) • Is • (P, q)dt = ( 64 	- S'15 • b)ii2i 
(B.42)  
(B.43)  









dt + i (64, r w , r p) • 13 • (dq, dw, dk) 
t , " . t 
 
= (bap, .54) • Is • (P6, qb) Iii — iti 
,13 
—dt (6* P  ' b4) • Is 




(bq, rw, b*p) • 7,13dt 
ti 
.v._„ 




Once more, it is a simple matter to separate the contribution from the external force. The 
variation of the residual, neglecting the external force terms leads to the tangent matrix for 
the three field approach. 
.52 t 
S Si (M6 • ID) — S1 (W ) • M6 0 
(B.46)  
i (w) 	bw 5  q 
(52 t 
M6 — 16 5w 5 q 
K6(q, in — WO — S3(Wn) • X —X-1 0 
The first and second partial derivative of t are given by: 
at 




— [S2(M6 • ID) — M6 • S2 (W)A • X 
OW n 	t and the partial derivative of w i, with respect to q is — - S 3 (w.) - X. The simplicity 
eq 
of this tangent matrix, combined with the fact that for initial value problems symmetry of 
the tangent matrix is not easily exploited, makes this a an attractive formulation, with the 





Tablel Eigenvalues for Vertical Top - Exact Integration 
Eigenvalues for Exact Integration 
Two Nodes Three Nodes Four Nodes 
At Real Imag Real Irnag Real Imag 
0.02 1.6031E-02 1.6663 2.7599E-04 1.6666 1.7240E-05 1.6666 
0.04 3.2027E-02 1.6654 1.1032E-03 1.6666 4.1751E-05 1.6666 
0.06 4.7952E-02 1.6638 2.4795E-03 1.6666 1.4113E-04 1.6666 
0.08 6.3772E-02 1.6617 4.4010E-03 1.6666 3.3443E-04 1.6666 
0.10 7.9453E-02 1.6590 6.8623E-03 1.6665 6.5150E-04 1.6666 
0.12 9.4963E-02 1.6557 9.8564E-03 1.6664 1.1222E-03 1.6666 
0.14 0.1102 1.6518 1.3374E-02 1.6663 1.7753E-03 1.6666 
0.16 0.1253 1.6474 1.7404E-02 1.6661 2.6385E-03 1.6666 
0.18 0.1401 1.6424 2.1934E-02 1.6658 3.7381E-03 1.6666 
0.20 0.1546 1.6370 2.6949E-02 1.6653 5.0991E-03 1.6666 
Table 2 Eigenvalues for Vertical Top Under Integration 
Eigenvalues for Reduced Integration 
Two Nodes Three Nodes Four Nodes 
At Real Imag Real Imag Real Imag 
0.02 2.3881E-05 1.6665 2.3261E-05 1.6666 1.6713E-05 1.6666 
0.04 2.3211E-05 1.6660 1.0527E-05 1.6666 1.3681E-05 1.6666 
0.06 1.6634E-05 1.6652 1.3681E-05 1.6666 7.9443E-06 1.6666 
0.08 1.0443E-05 1.6642 7.7153E-06 1.6666 8.0284E-06 1.6666 
0.10 1.2153E-05 1.6628 8.0605E-06 1.6666 7.6044E-06 1.6666 
0.12 1.3460E-05 1.6611 8.0266E-06 1.6666 7.4198E-06 1.6666 
0.14 7.2016E-06 1.6591 7.7597E-06 1.6665 8.3770E-06 1.6666 
0.16 7.5157E-06 1.6568 7.4664E-06 1.6664 6.2104E-06 1.6666 
0.18 7.6967E-06 1.6543 7.4116E-06 1.6663 6.1258E-06 1.6666 
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ABSTRACT 
Weak formulations in Analytical Dynamics are developed, paralleling the varia-
tional methods in elastostatics, and including a fundamental yet novel approach for 
treating constraints (both holonomic and nonholonomic). A general three field ap-
proach is presented, in which the momentum balance conditions, the compatibility 
conditions between displacement and velocity, the constitutive relations and the dis-
placement and momentum boundary conditions are all enforced in weak form. A 
primal, or kinematic formulation is developed from the general form by enforcing the 
compatibility conditions and displacement boundary conditions a priori. The con-
ditonal stability of the kinematic formulation is the counterpart of the locking phe-
nomenon in elastostatics and be avoided, either by reduced order integration. 
or by utilizing a mixed formulation. Toward this end, a two field mixed formulation 
1 
is presented, which follows from the general form, when the constitutive relations 
are satisfied a priori. A general set of the constraint equations are introduced into 
the kinematic and mixed formulations, using a specific choice of multipliers, which 
results in modified variational principles. Several simple examples concerning rigid 
body dynamics are present ocl. 
NOMENCLATURE 
Most of the symbols use in this paper are defined in context and discussed in more 
detail in our previous work [1,2]. A brief summary is given here. 
f 	generalized external force 
H Hamiltonian 
Lagrangian 
p 	generalized momentum 
q generalized coordiantes 
R 	rotation tensor 
v generalized velocity 
mass center position coordinates 
06 	virtual rotation, 06 XI=6R- Rt  
Od incremental rotation, O d x I = d.R • R t  
p. 	constraint multipliers 
angular velocity, ca x I =R 
▪ 
Rt 
Subscripts on these symbols indicate an association with a particular body, or 
identify boundary quatities. 
INTRODUCTION 
Recently there has been a renewed interest in the study of multibody dynamics 
and its application to a wide variety of engineering problems. The nonlinear equa-
tions of motion, in explicit form are quite complex, due to the expression for absolute 
2 
acceleration. These complexities are avoided, if a weak formulation is employed. The 
priciple of virtual work, or Hamilton's principle, is one such weak formulation. There 
has been much discussion in the literature [3,4,5], concerning Hamilton's principle 
as a starting point for the numerical solution of dynamics problems. Much of this 
discussion involves the conditions under which Hamilton's principle may be stated 
as the stationarity condition of a scalar functional. Due to the unsymmetric charac-
ter of initial value problems, the governing equations are not expressibTe as such a 
condition. This fact in no way deminishes the usefullness of variational approaches 
for initial value problems. In fact, drawing on the mature literature concerning vari-
ational methods in solid mechanics, very general weak forms can be developed for 
dynamic systems, the most general being analogous to a Hu - Washizu type formu-
lation. The principle of virtual work is obtainable from the general weak form by 
satisfying displacement compatibility and the displacement boundary conditions a 
priori . A Hamiltonian, or complementary energy approach, is obtained by satisfying 
the constitutive relations between momentum and velocity a priori . 
In two previous papers [1,2], simple, single rigid body problems were used to 
demonstrate the validity of the primal and mixed formulations, for both holonomic 
and nonholonomic constraints. These example problems, which have either exact 
solutions, or well known behavior, have shown the primal and mixed forms to be 
accurate numerical methods. In this paper, the highlights of the previous work will 
be briefly sketched out. We will then discuss the linearization of three common 
constraints, which may be used to construct multibody systems. 
The formation and assembly of the tangent matrices and residual vectors for each 
body may be carried out without regard for the adjacent bodies. or the charak.teristics 
of any joints. In this sense, the multibody problem is no more difficult than the 
3 
single body case. The expressions for constraint residual vectors and tangent matices 
developed here are combined with those developed in [1], for unconstrained rigid 
bodies and several multibody examples are solved. We will assess the behavior of the 
method by considering the two bar system shown in Figure 1. Bar 1 is connected by 
means of a spherical joint to the fixed datum. Bar 2 is connected to bar 1 by one 
of the three joint types (spherical, universal or revolute). The results for this simple 
system, can be judged intuitively. 
Finally, the tN% u dimesional case of a fifteen bar linkage, treated by Kamman and 
Huston [6], is cosidered for comparison. 
One practical complication of multibody problems, as compared with the single 
body case, is the data structure. In the multibody dynamics literature, there are 
many references to the Wittenberg - Roberson formalism [7]. The idea of a directed 
graph, or node to datum array, is an important part of this formalism, since it defines 
the path from any given body in the system to the reference body. Clearly, this is 
central to formulating equations of motion in relative joint coordinates. In the relative 
joint coordinate approach, the position of a body is described in terms of the position 
of its master (the previous body in the node to datum array). The position of the 
slave body is completely described, relative to its master, by n coordinates, where n 
is the number of degrees of freedom allowed by the connection between the bodies. 
This prut_ess results in the minimum number of equations, but is not well suited for 
systems with closed loops. Relative joint coordinates are typically applied to systems 
with open chain, or tree configurations. Formulating equations of motion for closed 
loop systems by relative joint coordinates, requires releasing a sufficient number of 
connections, in order to form a tree configuration, and then imposing the loop closure 
conditions as constraints. 
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The approach taken here accounts for all constraints by the use of multipliers. 
Six degrees of freedom are added w she number of global degrees of freedom for each 
body of the system. Treating the constraints individually, their tangent matrices 
and residual vectors may be calculated and assembled. For each joint, there is a 
multiplier corresponding to each constrained degree of freedom. Consequently, the 
system of equations which must be solved is much larger than in the relative joint 
coordinate approach. The anticipated benefit of this method is, that in a parallel 
computing environment, all of the matrix formation and assembly for the bodies, 
and the connections, may be done concurrently. The resulting system of equations 
is highly structured and very sparse. A diagram showing this structure is presented 
in Figure 2. This system may then be solved using techniques which exploit the 
structure and sparsity, or various coordinate reduction techniques may be applied to 
the assembled system of equations [8-12]. 
WEAK FORMULATIONS IN ANALYTICAL 
DYNAMICS 
Let us consider a dynamical system with generalized coordinates q, acted upon 
by a generalized external load f. We denote the Lagrangian of the system by .C, 
regarded as a function of the coordinates, q, the velocities v and time t. 




— p= 0 
the conditions of compatibility and the constitutive relations: 
ar 





the displacement and momentum boundary conditions: 
	
4(4) = qk 	P( t ic) = Pk 	k = 1, 2 	 (2.3) 
can be combined in the following weak form: 
( 	or \ ( or 	1dt— + .73-q--P) • 64 — (v — i) • 8P 	 ) Tv- v 	— 
[(P(i2)-P 2 ) • 6.4(t2) — (4(t2) — 42) • OP(t2)] — 
	 (2.4) 
[(p(t i ) — p 1 ) • bq(t i ) — (q(t i ) — q1)- bp(ti)1 
which has no subsidiary conditions. Integrating by parts, the terms explicitly involv-
ing time derivatives, Eq.(2.4) may be simplified as: 
Iti 
t2 
{8 	— p v)-1- f 	+ 	— 2.9 •q} dt = [pb bq — q b • bp]:: 	(2.5) 
where b = 1 for t = t 1 and b = 2 for t = t2 . This result is analogous to the 
Hu-Washizu (general 3 field) form [13]. Each of the variables, q, v, and p, appear 
as independent fields and have no continuity requirements at the time boundaries. 
The test functions by and 6q, however must be differentiable on the interval and 
continuous at the boundary. 
The Principle of Virtual Work is obtained from the three field form when the 
compatibility conditions and displacement 1,nlindary conditions are satisfied a priori . 
Moreover, the momentum field may be eliminated from the domain integral assuming 
the compatibility conditions are also satisfied for the test functions, i.e.: by = bq. In 
this way we obtain: 
g2 
(Sr f bq)dt = Pb • bql:2, 	 (2.6) 
This expression corresponds to Hamilton's p 	'or, in configuration space, having 
only one independent field in the domain (q). Equation (2.6) is referred to as the 
6 
primal, or kinematic form of Hamilton's principle, and has been successfully applied 
to mechanical systems and periodic problems [14,15]. 
As with the locking phenomenon, which is well known in elasto-statics of volumet-
rically rigid media or shear rigid thin plates, typical of kinematic formulations, the 
kinematic form of Hamilton's principle is conditionally stable [2]. We can avoid the 
resulting restriction on the time step, either through selective reduced integration, 
or by utilizing a mixed formulation. In fact, if we choose to satisfy the constitutive 
relations a priori, we may eliminate the velocity as a function of the momentum, 
and a two field mixed form is obtained. This is accomplished through a Legendre 
transformation, introducing the Hamiltonian function, H(p, q, t) = p • v — .C(v,  , q, t), 
in which v = v(p, q, t) is understood. Then the two field mixed form involving p and 
q may be written as: 
t2 
—61-1 f • 84 + 	6 it .1/1 di = [Pb bq qb 5P]t: 
	
(2.7) 
In this form p and q are treated as coordinates in the phase space, and are not 
required to be differentiable. It is important to note that since the test and the trial 
functions have different continuity requirements, the test functions by and bq are 
properly understood to be weighting functions, independent of the variations of p 
and q. The numerical implementation of this mixed form is unconditionally stable. 
1 he stability behavior of the primal and mixed forms is illustrated in a previous paper 
[2]. 
WEAK FORM OF CONSTRAINTS 
For the purposes of illustration, we consider only the kinematic and two field 
mixed forms, and the class of constraints which can be expressed as: 
tk(4,q,t) = A(q,t) • 4+ a(q,t) = 0 	 (3.1) 
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If calculating the work of constraint forces is to be avoided, the following constraint 
on the virtual displacements must be enforced. 
A • bq = 0 	 (3.2) 
Equation (3.1) can be either nonholomonic, or the time derivative of a holonomic 
constraint. In order to enforce Eq.(3.8) and Eq.(3.9), we cast them in weak form, 
with a convenient choice of test functions. Letµ be the Lagrange multipliers. We 
then weight Eq.(3.8) with the variation Sp. and Eq.(3.9) with the time derivative it, 
obtaining: 
	
I sit. ti — . aq 8q)dt = 0 	 (3.3) 
The benefit of this form is that it allows an integration by parts that reduces the 
continuity requirements for the Lagrangian multipliers. Combining Eq.(3.10) with 
the kinematic form, Eq.(2.6), we obtain a modified form: 
t2 
(b.0 bq • ,f)dt = Sq • Art 2i 	 (3.4) 
where: 
L=L+A•11, 	P=P+A•4 	f=f+fc 	(3.5) 
and le = µ • 44 — 4). The Eq.(3.12) is the modified Hamilton's principle for the 
constrained systems and Z, f9, f are respectively the modified Lagrangian function, 
the modified generalized momenta and the external forces modified by the reactions 
due to the nonholonomic constraints [9]. The constraint reactions, f  are just the 
weighted integrability conditions of the constraint equations. 
It is interesting to note that /5 are the generalized momenta associated with the 
az 
modified Lagrangian. In fact, it ran easily be seen that 	= —
04
. We can then 
define the modified Hamiltonian function as, H = f9 • 4— and obtain a mixed form, 
8 
following the procedure discussed in the preceding section: 
j:it2 
(-6H- 	bq • y + (5 • IT) — (5i) • q)dt = (bq • fi b — .5.73 q b )l it2, 	(3.6) 
The modified momenta I), the generalized coordinates q, and the multipliers Et , are 
the independent fields in this formulation. The true momenta may be recovered from 
the modified momenta by a projection. 
In the numerical examples that follow, we will make use of three common con-
straint types; the spherical, universal and revolute joints. These are shown in Figures 
3, 4 and 5, respectively. 
Spherical Joint 
The spherical joint constraint is closely related to the suspension point constraint 
for the top, which was considered in [2]. The difference is, that the connection point 
of the spherical joint is not fixed. Figure 3 shows a spherical joint. The location 
of the connection point, relative to the mass centers of the two connected bodies, is 
described by position vectors p 1 and p 2 , respectively. The constraint, which must be 
satisfied in order for the joint to stay connected, is: 
x
▪ 
 1 	x col =z2
▪ 
 -P2 X w2 
	 (3.7) 
The cori , t out on virtual displacement is then : 
bx 1 — p l x 961 = 5X2 - 1)2 x 052 	 (3.8) 
Following the procedure outline above, the residual vector and tangent matrix for 
the constraint are calculated. The combined weak form for each side of the constraint 
equation is: 
t 2 
bit • x —p x co) — fit (6z - p x 0 6 )dt 	 (3.9) 
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Subscripts are omitted, but it is understood this expression must be evaluated for 
each of the bodies attached at the joint. The difference in these results is the residual 
vector. Integrating by parts the term involving leads to: 
t2 	 • 
45/1 • (1 — p x w) + 	(8 — px 0 6 — x0 6) dt = • (Sx — p x 0 i ft 2i 
(3.10) 
The terms under the integral in Eq.(3.10) constitute the residual vector. 
{(1 — p x 	, 	x 	,0,(P x it)} 	 (3.11) 
• • 
where the organization of the test functions is (44,6x,06,8x,06). It should be noted 
that the test functions are expressed in "quasi-coordinates". Since the incremen- 
tal solution process must use true coordinates for the trial functions, the associated 
tangent matrix will be unsymmetric. The linearization process is more easily accom-
plished by using "quasi-coordinates" and later tranforming the matrix to involve true 
coordinates, as discussed in [1,2]. 
The tangent matrix for this constraint is obtained by linearizing the residual 
vector. The following identities are discussed in Appendix A of [1], and are repeated 
here for convenience. 
dp = Od X p= — p x Od 	 (3.12) 
P= w x p 
• . 
d =bl d xp + O d x 	—PX — p xe d  
• 




With these relations in mind, we may perform the linearization. Linearizing the first 
group of terms in Eq.(3.11), corresponding to the test functions SA, leads to: 
bp • (c11--dpxw—pxclw) 	 (3.16) 
1 0 
which, in view of the above identities, simplifies to: 
Od 
Similarly, the second group of terms in the residual vector, corresponding to the test 
functions S 1, lead to: 
51.1 • dm. 
The terms involving the test functions 96 linearize as: 
(3.18) 
is • (dpxtt-FpxdA) 
which reduces to: 
(3.19) 
dill 
0 6 -{px I,Ax pxI]• (3.20) 
Od 
Finally, the last group of terms in the residual vector leads to: 
0 • (d 	X 1.1+ ;) X dii) (3.21) 
which may be written as: 
06 • [;) X.1,1.1 X px 6d, • 
9d 
(3.22) 
Combining these relations provides the tangent matrix for the constraint. 
0 	I 	— p x I 	0 	— p xI 
I 	0 	0 	0 	0 
T= pxI 	0 	0 	0 	px px I (3.23) 
0 	0 	0 	0 	0 
x/ 	0 	fix px I 	0 	to( p xI 




Lastly, this tangent matrix must be transformed so that the linearization involves 
increments of true coordinates. This transformation is discussed in [2] and is not 
repeated here. 
The spherical joint forms the basis for the other two joints considered below. 
Universal Joint 
Next, the universal joint depicted in Figure 4 is considered. The joint consists of 
a spherical joint, with the additional constraint that the unit vectors i and j, shown 
in the figure, remain perpendicular throughout the motion. These vectors are fixed 
in bodies 1 and 2, respectively. This constraint can be written concisely as: 
(Ri • i) • (R2 • j) = 0 (3.24) 
where R1 and R2, denote the rotations of bodies 1 and 2, respectively. Using the 
definitions of the angular velocities of bodies 1 and 2, this constraint may be expressed 
in differential form as: 
[( WI X•RI i] • [R2 • + [R1 • i] • [(402 x /) • R2 • j] = 0 	 (3.25) 
Letting i' = R1 • i and j' = R2 • j, Eq.(3.32) takes on the simpler form: 
(i' x j') • (.4./ 1 — (i' x j') • w 2 = 0 	 (3.26) 
The constraint on virtual displacements is then: 
(i' x j') • 96 1 — (i' x j') • 062 = 0 	 (3.27) 
Again, the constraint Eq.(3.33) is weighted with the variation of the multiplier 
bp, while Eq.(3.34) is weighted with the time derivative Fl. Combining these weak 
forms and performing the integration by parts, leads to: 
• t 
J 2 
by • A • (w1,402) + 
dt 
(951, 9 D2 ) • A' • p, 	(0 51 ,9 62 )• A -A dt 
= (051, 9 52) • A t • p 
(3.28) 
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where A = (i' x 	x j'). 
• 
If the test functions are arranged as (Su, 961, g61, 052,  962  ), then the residual 
vector may be written as: 
(ii X 3 
., ‘ 
) • w1 — (i' x j
1
) W2 
(i' X j i )1.1 
((‘A•1 1 X i i ) X i t + i' x co2 x ./ 1 )11 
—(i' x j')p 





The fact that i is fixed with respect to body 1, and j is fixed relative to body 2, has 
been used to express i'= w 1 x and w 2 x j°. Similarly, the virtual changes in i' 
and j', are given as Si' = 051 x i ' and 5j 1 = 062 x j ' , respectively. The linearization 
of this residual vector is tedious, but straightforward. The resulting tangent matrix 
may be verified to be: 
0 p(j' x i.' x /) 0 —p(i' x j' x /) i' x j' 
p(j 1 x i' x I) C1 —p(i' x j' x I) C2 C3 
0 —p(j 1 x i' x I) 0 p(i' x j' x I) —i' x j' 
—p(j' x i' x I) —C 1 p i' x j' x I —C2 C4 
•I 
	j' 2 x 3 Cs 
•i 




j' x 	x x I 
—j' x x co l x I 
+(w 2 x j') x x I 
(3.31) 
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-2 X W 2 X j' X I 
C2= + 2 X 	Xw 2 X I (3.32) 
-((.41 x i') x j' x I 
(Wi x i ' ) x j '+ (w2 x j ' ) x i '+ 
C3 C4 = (3.33) 
Z X W2 X 3 • 3 /  X co l x 
x 	x (.4,1 -.2) x 	x (.2 - ‘0 1) 
C5 = C6 = (3.34) 
-1-Wi X 	X j '  +W2 X j'  X 
Revolute Joint 
The last joint type which will be considered here is the revolute joint, depicted in 
Figure 5. -The constraint provided by this joint is that the relative rotation between 
body 1 and body 2 must be about the axis of the joint. In order to describe the 
constraint, the vectors i, j and k shown in Figure 5, are defined as follows. The 
vector i is fixed in body 1, and is the unit vector normal to the pla:ae defined by 
the hinge axis and the center of mass of body 1. Vector j is then defined to be a 
unit vector normal to the plane of the hinge axis and i. and is fixed in body 1. The 
unit vector along the axis of the hinge is k, but will be associated with body 2. The 
revolute joint constraint may then be expressed as a sperical joint, with the additional 
constraints that: 
k - i = 0 	and 	k j =0 	 (3.35) 
In differential form, these two constraint equations are: 
(.4 2 x k) • i + k •(w i x i) = 0 
(3.36) 
(w 2 x k) • i + k • (c,.; x i) = 0 
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—j x k ":2 
= 0 	 (3.37) 
The matrix in Eq.(3.44) is the A matrix of Eq.(3.8), for this constraint. The weak 
form of the constraint, after carrying out the integration by parts, is then: 
t 2 
bit A (col, w2) 	A 4961,052)-1 	A (061,052) dt 
(3.38) 
= (051 7 052) At 142, 
where the matrix A is given by: 
• 
	(w i xi)xk+ix4.0 2 xk 
	
- (44,1 i) xk - ix 4,.2 2 k 
A= (3.39) 
(w i xj)xk+jxw2 xk 	—(w 1 xj)xk—jxw 2 xk 
The residual vector, in this case, may then be written as: 
x k) ii 2 (j x k) 
x i x (w 1 — w2)) ii2(k x j x 	— w2)) 
x k)— ti. 2 (j x k) 
x i x (w i —402)) — ii2(k x j x ( ,11 —402)) 
(i x k) • (w1 —4.02) 
(j x k) • (wi — (.02) 
(3.40) 
The organization of the test functionsm is; 061, 961 7 052, 052 and 5/.i. Again, lin- 
earization of this residual vector leads to the tangent matrix for the revolute joint. 
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—Di 	—D3 	Di -D4 - 
rixkijxk 
kx i x (col — 442) i t  [ 
kxjx (w1— 40 2) 
[iXk t 
 jxk 
[ " kxix(Wl - w2) 
kxjx (LaJi — 44 2 
0 	D1 	0 	-D2 
D1 	v, 	-D1 	D4 
0 	—D 1 	0 
	
D2 ( 3.41 ) 
pxkl 	
jxk 
where the submatrices 	D2, D3 D41 D51 D6 are given by: 
D1= 
x 	x 
-1-1L2(k x j x 
1,2 
pi(i x k x  
+112(j x k x 
(3.42) 




-4-p 2 (k x (co i — co 2 ) x j x 	—kxjx co i x I) 
14 1((i x (.01 - "2)) x k x I+ k x i X (.42 X I) 
1)4 = ( 3.44) 
+11 2((iX(C4 1 - ‘412)Xkx/ -1- kXjX 442X/) 
k x i x (u.q— 441 2) i x k x (co l — "2) 
+w l Xixk -(412Xixk 
D5 = 7)6 = - (3.45) 
kxjx (co l — co 2 ) jxkx (co l — co 2 ) 
-1-w i xjxk —W2xjxk 
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NUMERICAL EXAMPLES 
The primal and mixed forms, for holonomic and nonholonomic constraints, have 
been verified in our previous work [1,2]. Here, we consider several simple numerical 
examples to illustrate the extension of the approach to multibody systems. Each of 
the three joints considered in the previous section is verified by a simple two body 
problem. As an additional check, the degenerate case of a planar linkage is compared 
with the results presented by Kamman and Huston [6]. 
For the spherical joint, the procedure for establishing constraint equations is to 
form and assemble the residual vector and tangent matrix for the first body connected 
at the joint. Then, the residual vector and tangent matrix are calculated for the 
second body, and assembled with the opposite sign. So, for each node of the time 
element, there is a three by twelve constraint matrix, which couples the degrees of 
freedom of the connected bodies. To test the jo i nt element, the two bar example of 
Figure 1 has been run, with the problem definition given as: 
• Both bars start in a position aligned with the negative y axis. 
• The initial velocities are given, in body fixed coordinates, as v 1 = (2, 0,0), 
w i = (0,0,4) and v 2 = (6,0,0), w 2 = (0,0,4). 
• The only external force acting on the bars is gravity. 
Results for this case are presented in Figures 6, 7 and 8. This problem and the 
other multibody examples presented, use a three noded primal time finite element. 
The XY displacement is shown in Figure 6, while the YZ and XZ displacement curves 
are plotted in Figures 7 and respectively. 
17 
As a further check that the program is predicting correct behavior, the same prob-
lem was repeated, with the exception that bar 2 was given a high angular velocity, 
along its axis. Figures 9, 10 and 11 show, respectively, the XY, YZ and XZ displace- 
ment for this case. As expected, bar 2 remains very nearl: - 
 1,, ,,;7nnfal throughout the 
motion. 
The universal joint has been tested by solving a similar problem. In this case, bar 
1 is started in the vertical position, while bar 2 is started in a horizontal position. 
This example is started with the following initial conditions: 
• Bar 1 is aligned with the negative z axis, bar 2 is aligned with the negative y 
axis. 
• The initial velocities are given, in body .fixed coordinates, as v 1 = (0, 0, 0), 
wi = (0,6,0) and v 2 = (3,0,0), w 2 = (0,0,6). 
• The only external force acting on the bars is gravity. 
In this situation, one would expect bar 2 to be thrown outward, away from the axis of 
rotation tending to straighten the linkage. As the bars become more nearly straight, 
a whirling type motion would result. This is, in fact, the behavior which is observed 
in the simulation (see Figures 12, 13 and 14). 
The revolute joint has been verified in a similar fashion, but the results are not 
included here. The behavior of the revolute joint is most easily seen by animating 
the solution. 
Finally, we consider the fifteen bar linkage presented by Kamman and Huston 
[6]. Equations of motion, developed using Kane's method, are used in their simula-
tion. Since this prob. ,n is planar, it does not demonstrate the accuracy of a three 
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dimensional multibody program. However, it does show that the implementation 
degenerates correctly to the two dimensional case. 
The original configuration of the linkage is shown in Figure 15. The linkage 
consists of fifteen identical bars, connected by spherical joints. Points B and C are 
released, and the linkage is allowed to fall. The shape of the chain is calculated for 
times between 0 and 1 second. The input data for this problem are as follows: 
M = .4565 slugs 	= Mass 
L = 1.0ft. 	= Length 
It = .0308slug — ft2 = Transverse Inertia 
Ic = .0001slug — ft2 = Axial Inertia 
(3.46) 
Here, the axial inertia is simply set to any nonzero number. The linkage falls, as 
shown in Figure 16, and the center link reaches a low point at t=.47 seconds. At this 
point, the motion reflects and the center bar starts to move upward. The plot of the 
motion from t=.47 seconds until t=1 second is shown in Figure 17. Figure 18, shows 
a plot of the vertical displacement of the center bar vs. time. This clearly shows, the 
reflection point at t=.47, and another point at t=. 69, where the bar stops moving 
up and begins to fall again. These results agree very well with those presented by 
Kamman and Huston [6]. 
CONCLUSIONS 
Kinematic and mixed forms for dynamics, derived form a very general framework 
are presented. Multibody simulations are carried out using finite elements in the time 
inain. A new approach for incorporating constraints is shown to be an effective 
and general method of enforcing interbody connections. 
The intuitive results obtained for the three dimensional motion of the two bar sys-
tem. coupled with the results for the planar linkage, verify the presented procedures. 
19 
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Figure 1: Two Bar Test Problem 
Figure 2: Sparse Matrix Structure for Multibody Problems 
Figure 3: Spherical Joint 
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Figure 4: Universal Joint 
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Figure 13: YZ Displacement - Universal Joint 
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Figure 14: XZ Displacement - Universal Joint 
Figure 15: Fifteen Bar Linkage 
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Figure 18: Vertical Displacement of Center Link 
