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ON THE ZEROS OF RANDOM HARMONIC POLYNOMIALS:
THE WEYL MODEL
ANDREW THOMACK AND ZACHARIAH TYREE
Abstract. Li and Wei (2009) studied the density of zeros of Gaussian har-
monic polynomials with independent Gaussian coefficients. They derived a for-
mula for the expected number of zeros of random harmonic polynomials as well
as asymptotics for the case that the polynomials are drawn from the Kostlan
ensemble. In this paper we extend their work to cover the case that the polyno-
mials are drawn from the Weyl ensemble by deriving asymptotics for this class
of harmonic polynomials.
1. Introduction
A harmonic polynomial is a complex-valued harmonic function given by:
Hn,m(z) = p(z) + q(z),
where p and q are analytic complex polynomials of degree n and m respectively and
z denotes the complex conjugate of z. Since H is not analytic, the Fundamental
Theorem of Algebra does not apply, and it is natural to ask how many zeros H
can have, i.e. how many solutions are there to Hn,m(z) = 0.
Assuming n ≥ m and denoting by N (T ) the number of zeros of H in a domain
T ⊆ C we can bound N for a generic choice of p and q as such:
n ≤ N (C) ≤ n2.
The upper bound is due to Wilmshurst who applied Bezout’s Theorem to the
real and imaginary part of H(z) = 0 [15]. The lower bound is a consequence
of a generalized argument principle. In fact, these bounds are sharp for each n,
though for m = 1 the upper bound has been improved to 3n − 2 [6], and it has
been conjectured for fixed m that the upper bound is linear in n [5], [8], [15].
Given the wide range of values that N can take and the lack of an explicit
formula in n and m for N , the next question is: given an “arbitrary” harmonic
polynomial, what is the expected value of N ?
The question has been well studied in the framework of analytic polynomials.
Kac initiated the study by deriving an explicit formula for the expected number
of zeros of a random real polynomial [4]. Subsequently, other authors developed
similar formulae for trigonometric polynomials [2], complex polynomials over an
arbitrary domain [12], and polynomial vector fields [1].
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2 A. THOMACK, Z. TYREE
In the context of harmonic polynomials, Li and Wei showed an explicit for-
mula for E[Nn,m] when the coefficients are independent complex Gaussians [9].
Moreover, they showed that if H satisfies
(1) Hn,m(z) =
n∑
j=0
ajz
j +
m∑
j=0
bjz
j
with 0 ≤ m ≤ n, where aj and bj are complex Gaussian random variables satisfy-
ing:
(2) E[aj] = E[bj] = 0 , E[ajak] = δjk
(
n
j
)
, and E[bjbk] = δjk
(
m
j
)
then as n→∞,
E[Nn,m] ∼
{
pi
4
n3/2 m = n
n m = αn+ o(n), α ∈ [0, 1).
Notice that in the case where m = αn the modulus of p is much larger than
that of q so that H tends toward an analytic polynomial as n increases. Similarly,
in this case H asymptotically obeys the fundamental theorem of algebra.
A related result was proved by Lerario and Lundberg. Choosing a slightly
different definition of “random,” Lerario and Lundberg showed that if in (2) one
instead defines E[bjbk] = δjk
(
j
k
)
then
E[Nn,m] ∼ cαn3/2 when m = αn
where cα is a constant depending only on α ∈ (0, 1] [7]. Moreover, cα → pi4 as
α → 1 giving the asymptotic value of E[Nn,m] a satisfying continuity in α, a
property shared by the particular model of random H that is the focus of this
article.
A well studied choice of random coefficients for polynomilas is for aj and bj to be
i.i.d. complex Gaussians (e.g. E[ajak] = E[bjbk] = δjk). The first author provided
asymptotics for the expected number of zeros in the cases when m is fixed and
when m = n [14].
E[Nn,m] ∼ n as n→∞ and m is fixed,
and there exists c1, c2 > 0 such that for large n
c1n log n ≤ E[Nn,n] ≤ c2n log n.
In this paper, we introduce another Gaussian model of harmonic polynomials,
obtained by independently sampling p and q from the Weyl model. That is, the
polynomials satisfying (1) where aj and bj are complex Gaussian random variables
satisfying:
(3) E[aj] = E[bj] = 0 , E[ajak] = δjk
1
j!
, and E[bjbk] = δjk
1
j!
.
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The number of zeros when m is fixed resembles that of the analogous complex
analytic Weyl polynomials studied in [13]. The real Weyl polynomials have been
found to have an expected number of real zeros asymptotic to
√
n [3]. The formula
for the expected number of zeros obtained by Li and Wei can be extended to more
general Gaussian models of harmonic polynomials (see Theorem 2 below) including
the Weyl model. Using this result along with classical methods in the asymptotic
analysis of integrals, we prove the following:
Theorem 1. If Nn,m denotes the number of zeros of a random Weyl polynomial
then
(4) E [Nn,m(C)] ∼
{
n m is fixed,
1
3
m3/2 m = αn+O(1), α ∈ (0, 1]
.
Moreover, the proof of the theorem provides detailed information on the so-
called “first intensity”, the average local density of zeros which is determined by
the integrand appearing in the Kac-Rice formula stated in Theorem 2. We observe
distinct behavior over three regions (see Figure 1). The high density in the central
core is particularly striking and provokes further study. It would be desireable to
find a heuristic explanation of this phenomenon.
(a) m = 16, n = 64 (b) m = 25, n = 100
Figure 1. The first intensity function as a density plot for two
values of n and m = 0.25n. In both plots we see three regions, one
disc of radius
√
m containing a high density of zeros, one annulus of
radius
√
n with a less dense, almost constant, distribution of zeros,
and the complement of the disc of radius
√
n which has extremely
low density of zeros.
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2. A Kac-Rice formula for Gaussian harmonic polynomials
Theorem 2. The expectation ENH(T ) of the number of zeros of
Hn,m(z) =
n∑
j=0
ajz
j +
m∑
j=0
bjz
j
with Eaj = Ebj = 0 and Eajaj = αj and Ebjbj = βj on a domain T ⊂ C is given
by:
(5) ENF (T ) = 1
pi
∫
T
1
|z|2
r21 + r
2
2 − 2r212
r23
√
(r1 + r2)2 − 4r212
dA(z),
where dA(z) denotes the Lebesgue measure on the plane, and
r3 =
n∑
j=0
αj|z|2j +
m∑
j=0
βj|z|2j, r12 =
(
n∑
j=1
jαj|z|2j
)(
m∑
j=1
jβj|z|2j
)
,
r1 =r3
n∑
j=1
j2αj|z|2j −
(
n∑
j=1
jαj|z|2j
)2
, r2 = r3
m∑
j=1
j2βj|z|2j −
(
m∑
j=1
jβj|z|2j
)2
.
As written, this theorem is more general than as it is written in [9] and [7], by
replacing specific variances of aj and bj with arbitrary positive values αj and βj,
though the same proof suffices.
3. Proof of Theorem 1
Our strategy for finding the asymptotic value of NH as n→∞ is to find an ap-
propriate change of variables, and then use the Lebesgue Dominated Convergence
Theorem, or the following generalization of it from [11, §4.4]:
Theorem 3 (General Lebesgue Dominated Convergence Theorem). Let {fn} be
a sequence of measurable functions on E that converges p.w. a.e. on E to f .
Suppose there is a sequence {gn} of nonnegative measurable functions on E that
converges p.w. a.e. on E to g and dominates {fn} on E in the sense that |fn| ≤ gn
on E for all n. If
lim
n→∞
∫
E
gn =
∫
E
g <∞, then lim
n→∞
∫
E
fn =
∫
E
f.
We proceed by finding the limit of the integrand, then we show that we can find
a sequence of integrable bounding functions satisfying the theorem above.
We first apply Theorem 5 and introduce some useful notation. Let
an =
n∑
j=0
|z|2j
j!
, bn =
n∑
j=1
j
|z|2j
j!
, cn =
n∑
j=1
j2
|z|2j
j!
.
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Then we may write r1, r2, r3, and r12 as follows
r3 = an + am, r12 = bnbm, r1 = r3cn − b2n, r2 = r3cm − b2m.
Throughout the proof we may apply change of variables, in which case it is assumed
that an, bn, and cn are the same function with the appropriate change of variables
applied.
3.1. Pointwise limit of the first intensities. We begin by addressing the case
when m = αn, α ∈ (0, 1]. We first notice that we have some convenient relation-
ships between ak, bk, and ck.
(6) bk = |z|2ak−1 ck = |z|4ak−2 + |z|2ak−1
Since the limit of an is equal to that of an−1, an−2, am, am−1, and am−2 we get
that as n→∞
(7)
r21 + r
2
2 − 2r212
|z|2r23
√
(r1 + r2)2 − 4r212
→
√|z|2 + 1
2
.
However, this pointwise convergence is not dominated by an integrable function.
In order to obtain a dominated convergence we will need to perform a change of
variable and divide by the constant n3/2 which allows us to integrate the limit of
the new integrand.
We perform the change of variables, first from Cartesian to polar,
1
pi
∫
C
r21 + r
2
2 − 2r212
|z|2r23
√
(r1 + r2)2 − 4r212
dA(z) = 2
∫ ∞
0
r21 + r
2
2 − 2r212
|z|r23
√
(r1 + r2)2 − 4r212
d|z|,
and then using the change of variables |z|2 = nt this becomes
(8)
∫ ∞
0
r21 + r
2
2 − 2r212
tr23
√
(r1 + r2)2 − 4r212
dt,
where r1, r2, r3 and r12 are defined as before with nt substituted for |z|2. Note
that with this change of variable, the notation an becomes ambiguous, thus we
clarify that the n in an refers only to the upper bound in the index of the sum,
that is, an−1 =
∑n−1
j=0 (nt)
j/j!.
We use the incomplete Gamma function in combination with Laplace’s method
to evaluate the limit of the integrand. We have the following identity for the
incomplete Gamma function when n ∈ N,
Γ(n, t) :=
∫ ∞
t
xn−1e−xdx = (n− 1)!e−t
n−1∑
j=0
tj
j!
which implies
n∑
j=0
tj
j!
=
etΓ(n+ 1, t)
n!
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and for a function k = k(n) which is O(1) as n→∞ such that αn+ k ∈ N,
(9)
αn−k∑
j=0
(nt)j
j!
=
entΓ(αn− k + 1, nt)
(αn− k)! =
ent
(αn− k)!
∫ ∞
nt
xαn−ke−xdx.
We make the change of variables, x = ny
(10)
∫ ∞
t
(ny)αn−ke−nyn dy = nαn−k+1
∫ ∞
t
e(α ln y−y−
k
n
ln y)ndy.
We let g(y) = α ln y − y − k
n
ln y and thus g′(y) = 1
y
(
α− k
n
) − 1 implies g is
maximized at α− k
n
. For t < α and k (not dependent on t) there is a large enough
n so that α− k
n
∈ (t,∞). We may then use the Laplace method.∫ ∞
t
e(α ln y−y−
k
n
ln y)ndy ∼
∫ ∞
−∞
e
n
(
(α− kn)(ln(α− kn)−1)− 12 1α− kn (
y−α+ k
n)
2
)
dy
=en((α−
k
n)(ln(α− kn)−1))
∫ ∞
−∞
e
−(y−α+ kn)
2
2αn−k
n2 dy
=en((α−
k
n)(ln(α− kn)−1))
√
2pi(αn− k)
n
.
Combining the above asymptotic with (9) and (10), it follows from Stirling’s for-
mula that
lim
n→∞
aαn−k
ent
= lim
n→∞
an
ent
= 1,
where we simply plug in 1 for α and 0 for k to find an. Then bαn ∼ bn ∼ ntent
and cαn ∼ cn ∼ (nt+ n2t2)ent and
lim
n→∞
r21 + r
2
2 − 2r212
n3/2tr23
√
(r1 + r2)2 − 4r212
=
1
2
√
t, for t < α.
For t > α we will use the endpoint analysis of the Laplace method as outlined
in [10, §3.3]. We begin by using the incomplete gamma function as before, defining
κ = α +O( 1
n
) so that κn ∈ N
aκn =
entnκn+1
(αn)!
∫ ∞
t
en(κ log y−y)dy.
Now set g(y) = κ log y − y. For large enough n, this function is maximized at
t for t > α, which can be seen by g′(y) = κ
y
− 1 < 0 for large enough n. Let
g˜(y) = g(y)− g(t). Then aκn can be rewritten as
aκn =
nκn+1tκn
(κn)!
∫ ∞
0
eng˜(t+y)dy.
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Then there is a function, y(s), guaranteed by the implicit function theorem, such
that g˜(t+ y(s)) = −s. We use this as a change of variables and obtain
aκn =
nκn+1tκn
(κn)!
∫ ∞
0
e−nsy′(s)ds
which is in the form necessary to use Watson’s lemma, which we rewrite to our
specific context.
Theorem 4. Suppose y′(s) is smooth around a neighborhood of s = 0 and abso-
lutely integrable on [0,∞). Then the exponential integral
F (n) :=
∫ ∞
0
e−nsy′(s)ds
is finite for all n > 0 and it has the asymptotic expansion
F (n) ∼
∞∑
k=0
y(k+1)(0)
nk+1
as n→∞.
One can solve for the derivatives of y(s) by recursively using Taylor polynomials,
though the first three in terms of g(y) and its derivatives are computed in [10].
y′(0) =
−1
g′(t)
= − t
κ− t , y
′′(0) = − g
′′(t)
g′(t)3
=
κt
(κ− t)3 ,
y′′′(0) =
g′′′(t)g′(t)− 3g′′(t)2
g′(t)5
=
t
(κ− t)5
(
2(κ− t)− 3κ2)
thus
(11) aκn =
(nt)κn
(κn)!
(
t
t− κ −
κt
(t− κ)3
1
n
− t(2κ− 3κ
2 − 2t)
(t− κ)5
1
n2
+O(n−3)
)
as n→∞. It follows that
bκn =
(nt)κn+1
(κn)!
(
κ
t− κ −
κt
(t− κ)3
1
n
− t(2κ− 3κ
2 − 2t)
(t− κ)5
1
n2
+O(n−3)
)
,(12)
cκn =
(nt)κn+2
(κn)!
(
κ2
t(t− κ) +
(κ− 1)t2 − 2tκ2 + κ3
t(t− κ)3
1
n
)
(13)
+
(nt)κn+2
(κn)!
(
(2− κ)t2 + (5κ2 − 2κ)t− κ3
(t− κ)5
1
n2
+O(n−3)
)
.
We now notice that for 0 < α ≤ t < 1,
lim
n→∞
(nt)κn
(κn)!ent
= 0.
Since an ∼ ent is still true when α ≤ t < 1 it follows that
lim
n→∞
r3
ent
= lim
n→∞
an
ent
= 1, lim
n→∞
r1
nte2nt
= 1, and lim
n→∞
r2
nte2nt
= lim
n→∞
r12
nte2nt
= 0.
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Thus when 0 < α ≤ t < 1, we have
lim
n→∞
r21 + r
2
2 − 2r12
n3/2tr23
√
(r1 + r2)2 − 4r212
= lim
n→
1√
n
= 0.
Similarly, when 0 < α < 1 < t,
lim
n→∞
n!(nt)κn
(κn)!(nt)n
= 0.
For this region, aκn, bκn, cκn, an, bn, and cn are all calculated based on (11), (12),
and (13) where κ = 1 for an, bn and cn. Therefore,
lim
n→∞
r3
an
= 1, lim
n→∞
r1
ancn − b2n
= 1, and lim
n→∞
r2
(nt)2n+2
(n!)2
= lim
n→∞
r12
(nt)2n+2
(n!)2
= 0.
Thus when 0 < α < 1 < t,
lim
n→∞
r21 + r
2
2 − 2r12
n3/2tr23
√
(r1 + r2)2 − 4r212
= lim
n→∞
(ancn − b2n)2
n3/2ta2n(ancn − b2n)
= lim
n→∞
1
n3/2(t− 1)2 = 0.
In the case that m is fixed, an, bn, and cn again have asymptotic growth of e
nt,
ntent, and (n2t2 + nt)ent, respectively when t < 1. In the case that t > 1, we have
the same asymptotic growth given by (11), (12), and (13), with α = 1. Clearly,
lim
n→∞
kβ(nt)k
ent
= 0 so lim
n→∞
am
ent
= lim
n→∞
bm
ent
= lim
n→∞
cm
ent
= 0
for 0 < t < 1. Similarly, since for t > 1, lim
n→∞
n!/(nt)n−j = 0 then
lim
n→∞
amn!
(nt)n
= lim
n→∞
bmn!
(nt)n+1
= lim
n→∞
cmn!
(nt)n+2
= 0.
If we compute the pointwise limit when t < 1,
r21 + r
2
2 − 2r12
tr23
√
(r1 + r2)2 − 4r212
· e
−4nt
e−4nt
∼ (nt+ n
2t2 − n2t2)2 + 0− 0
t
√
(nt+ n2t2 − n2t2)2 − 0 = n.
Then, for t > 1,
r21 + r
2
2 − 2r12
tr23
√
(r1 + r2)2 − 4r212
·
(n!)4
(nt)4n
n!
(nt)n
∼
( t
3
(t−1)4 )
2 + 0− 0
t
(
t
t−1
)2√
( t
3
(t−1)4 )
2 − 0
=
1
(t− 1)2 .
Thus if we divide the integrand by n, as n→∞ we have a pointwise limit of
(14)
r21 + r
2
2 − 2r12
ntr23
√
(r1 + r2)2 − 4r212
→
{
1 t < 1
0 t > 1
.
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3.2. Bounding Functions. In this section we obtain the bounding functions
necessary to apply Theorem 3. When m = αn for α ∈ (0, 1), we divide 8 by
m3/2 = α3/2n3/2 in order to establish (4).
(15)
r21 + r
2
2 − 2r212
n3/2tr23
√
(r1 + r2)2 − 4r212
.
Then we have the following to help us simplify the denominator:
Lemma 5. If x is a positive real number and ak =
∑k
j=0
xj
j!
, bk =
∑k
j=1
jxj
j!
, and
ck =
∑k
j=1
j2xj
j!
, then (an + am)cncm ≥ cnb2m + cmb2n, for n,m ∈ N.
which can be proven using a couple applications of Cauchy-Schwarz. We can find
a lower bound on the quantity in the square root:
(r1 + r2)
2 − 4r212 =r21 + r22 + 2r1r2 − 4r212
=r21 + r
2
2 + 2(an + am)
2cncm − 2(an + am)cnb2m
− 2(an + am)cmb2n − 2r212
≥r21 + r22 + 2(an + am)2(cncm − cncm)− 2r212
=r21 + r
2
2 − 2r212
resulting in a bounding function for (15) of√
r21 + r
2
2 − 2r212
n3/2tr23
=
√
(r1 − r2)2 + 2r3(r1r2 − r212)
n3/2tr23
≤r1 − r2
n3/2tr23
+
√
2(r1r2 − r212)
n3/2tr
3/2
3
.
Then we note that
d
dt
[ak] = n
k∑
j=1
j
(nt)j−1
j!
=
1
t
bk, and
d
dt
[bk] =
1
t
ck,
and thus
d
dt
[
bn − bm
an + am
]
=
(an + am)(cn − cm)− b2n + b2m
t(an + am)2
=
r1 − r2
tr23
.
Then
lim
t→∞
∫
R
r1 − r2
n3/2tr23
dt = lim
t→∞
∑n
k=m+1 k
(nt)k
k!
n3/2(am + an)
= n−1/2.
Moreover,
r1r2 − r212
n3t2r33
=
(an + am)cncm − cnb2m − cmb2n
n3t2(an + am)2
.
To establish a bound for this portion we will require the following lemma.
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Lemma 6. akck − b2k ≤ ak−1bk.
Proof. We have that ck = ntbk−1 + bk and ntak = bk+1. Then
akck = ak(ntbk−1 + bk) = bk+1bk−1 + akbk
so
akck − b2k = bk+1bk−1 − b2k + akbk =
(nt)k+1
k!
bk−1 − (nt)
k
(k − 1)!bk + akbk
=
(nt)k+1
k!
bk−1 − (nt)
k
(k − 1)!bk +
(nt)k
k!
bk + ak−1bk.
Thus we prove our lemma if (nt)
k+1
k!
bk−1 − (nt)k(k−1)!bk + (nt)
k
k!
bk ≤ 0. We use the fact
that bk = ntak−1 to say that
(nt)k
k!
bk =
(nt)k+1
k!
ak−1.
Thus,
(nt)k+1
k!
bk−1 − (nt)
k
(k − 1)!bk +
(nt)k
k!
bk =
(nt)k+1
k!
(bk−1 + ak−1)− (nt)
k
(k − 1)!bk
≤(nt)
k+1
k!
((k − 1)ak−1 + ak−1)− (nt)
k
(k − 1)!bk
=k
(nt)k
k!
(ntak−1)− (nt)
k
(k − 1)!bk = 0.

Equipped with this lemma and the fact that ck = ntbk−1 + bk and ntak = bk+1
we can see
r1r2 − r212 ≤b2nanbm−1 + bnanan−1bm + b2nam−1am−1 + bnan−1bm+1bm−1
+ bn+1bn−1bmam + bnanbmam + bn−1b2mam + bnbmamam−1.
Since n ≥ m, it is clear each term in this sum is less than or equal to b2nanbm or
bnanan−1bm for sufficiently large n and thus we search for an integrable bound on
the root of these terms divided by n3/2tr23.√
b2nanbm
n3/2tr23
=
an−1
√
tanam−1
(an + am)2
≤
√
tam−1
an
≤
{ √
t, t < δ
t−(n−m)/2, t > δ
which is integrable for δ > 1 and m ≤ n− 4.√
bnanan−1bm
n3/2tr23
=
an−1
√
anam−1
n1/2(an + am)2
≤
√
am−1
nan
≤
{
n−1/2, t < δ
n−1/2t−(n−m+1)/2, t > δ
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which is again integrable for δ > 1 and m ≤ n − 3. Thus for m = αn, α ∈ (0, 1)
we have the integrable sequence of bounding functions
(16) gn,m(t) =
r1 − r2
n3/2tr23
+ 16
{ √
t+ 1, t < δ
t−(n−m)/2, t > δ
.
Notice that we must exclude the case when α = 1 in order for gn,αn to be integrable
for some large n, thus we address this case separately.
When m = n, we may reduce the integrand in (8) to
(17)
√
ancn(ancn − b2n)
2n3/2ta2n
We notice
ancn(ancn − b2n)
n3t2a4n
=
cn
n2tan
ancn − b2n
nta2n
≤ cn
n2tan
an−1bn
nta2n
≤ (n
2t2 + nt)an
n2tan
ntan
nta2n
= t+
1
n
giving us an upper bound of 1
2
√
t+ 1 for (17), where the first inequality follows
from Lemma 6. For the tail we use the fact that an ≥ tan−1 along with cn ≤ n2an
and Lemma 6 to see that√
ancn(ancn − b2n)
n3/2ta2n
=
√
cn
n2an
√
ancn − b2n
nt2a2n
≤
√
an−1bn
nt2a2n
=
√
a2n−1
ta2n
≤ t−3/2
which gives us a bounding function for t ∈ (0,∞) of
g(t) =
1
2
·
{ √
t+ 1, t < δ
t−3/2, t > δ
For m fixed we need to show asymptotic growth of EN to be n and thus we
divide by this before we take the limit. We again use lemma 5 and the subsequent
simplification used in the m = αn case to bound our integrand by√
r21 + r
2
2 − 2r212
ntr23
=
√
(r1 − r2)2 + 2(r1r2 − r212)
ntr23
≤ r1 − r2
ntr23
+
√
2
√
r1r2 − r212
ntr23
.
Then we have√
2
r1r2 − r212
n2t2r43
=
√
2
r3cncm − cnb2m − cmb2n
n2t2r33
≤ 2cm
ntr3
+
r3cn − b2n − cnb
2
m
cm
ntr23
by comparison of arithmetic and geometric means. By manipulating sums, we can
easily see that cmbn ≤ cnbm so√
2
r1r2 − r212
n2t2r43
≤ 2cm
ntr3
+
r1 − r12
ntr23
.
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Now, we need to bound cm/ntr3 by an integrable function.
cm
ntr3
≤ m
2am
ntam+1
≤ m
3 (nt)
k−1
k!
(nt)k−1
(k−1)! +
(nt)k+1
(k+1)!
≤ m
3(m+ 1)
1 + (nt)2
which is integrable on (0,∞) with an integral of m3(m+1)pi
2n
. Furthermore,
d
dt
[
2bn − bm
an + am
]
=
2r1 − r2 − r12
tr23
which is the remaining portion of our integrand bound. Since
lim
t→∞
1
n
2bn − bm
an + am
= 2,
this is also integrable on t ∈ (0,∞) giving us an integrable bounding function of
r21 + r
2
2 − 2r212
ntr23
√
(r1 + r2)2 − 4r212
≤ 2r1 − r2 − r12
ntr23
+
m3(m+ 1)
1 + (nt)2
.
3.3. Applying Theorem 3. In all cases we now have the tools to apply the
Generalized Dominated Convergence Theorem. For m = αn we have the sequence
of bounding functions given in (16) whose limit integral is
(18) lim
n→∞
∫
R
gn,αn(t) dt = lim
n→∞
n−1/2+ 16
3
(δ+1)3/2+
8δ−((1−α)n−2)/2
n(1− α)− 2 =
16
3
(δ+1)3/2
if n > 2/(1− α), and whose limit is
(19) g(t) =
{
8
√
t+ 1, t < δ
0, t > δ
.
Thus we have the necessary condition
(20) lim
n→∞
∫
R
gn,αn(t) dt =
∫
R
g(t) dt =
16
3
(δ + 1)3/2
and we may apply the theorem to say
(21) lim
n→∞
1
n3/2
ENH(C) =
∫ α
0
1
2
√
tdt =
1
3
α3/2
implying ENH(C) ∼ 13m3/2.
For m = n, the result is the same. This can be see by noting∫
R
g(t) = lim
n→∞
1
3
((δ + 1)3/2 − 1) + 1
4
δ−1/2
and using the Lebesgue Dominated Convergence Theorem.
For the m fixed case, we have the sequence of bounding functions,
(22) gn =
2r1 − r2 − r12
ntr23
+
m3(m+ 1)
1 + (nt)2
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and as we mentioned above
(23)
∫ ∞
0
lim
n→∞
gn(t)dt =
∫ 1
0
2dt = 2 = lim
n→∞
2 +
m3(m+ 1)pi
2n
= lim
n→∞
∫ ∞
0
gn.
Applying theorem 3, we get
(24) lim
n→∞
1
n
ENH(C) =
∫ 1
0
dt = 1 =⇒ ENH(C) ∼ n.
4. First Intensity Functions
Inspecting the first intensity functions offers some insight into the distribution
of zeros of the Weyl polynomials.
Define the first intensity function for the expected number of zeros of Hn,m(z)
over a domain T ,
In,m(z) =
r21 + r
2
2 − 2r212
|z|2r23
√
(r1 + r2)2 − 4r212
then for the analytic case we have
In,0(z) =
r1
|z|2r23
.
Interestingly In,m ≈ χ|z|≤1 (in fact by (14) we have equality as n → ∞). This is
Figure 2. Plot of I100,0(z) in 3 dimensions (x, y, I(z)), z = x+ iy.
quite different than the traditional Kac model in which all the zeros accumulate
on the circle of radius 1.
In,0 is of particular interest since In,m=m0 → In,0 as n→∞ and, perhaps more
importantly, it offers a clue into how p and q contribute to the zeros of H. Consider
the difference of the I100,16 and I100,0. It appears that qm only contributes to the
zeros of H which lie inside the disc of radius
√
m.
5. Conclusion
We have shown that in the case that m = αn+O(1) that the expected number of
zeros of a random Weyl polynomial has growth-order 1
3
m
3
2 Moreover, in this paper
as well as in Li and Wei’s work on the Kostlan model [4], Lerario and Lundberg’s
work on the truncated model [3] and Thomack’s work on the naive model [5] we
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(a) I100,16(z) (b) I100,16 − I100,0
Figure 3
have the result that when m is fixed the number of zeros grows linearly in n. This
raises the question: Is there a class of Gaussian harmonic polynomials such that
the expected number of zeros in the m fixed case increases faster than n?
We end with a conjecture motivated by the suggestive material in §4.
Conjecture. For Hn,m(z) a random harmonic polynomial following the Weyl
model,
ENH(C) ∼ 13m3/2 + n+O(
√
n).
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