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ABSTRACT 
Let L c R '~ be a point lattice of full dimension, P its basic cell, and A ___ R" an 
arbitrary set. We call D a P a periodic part of A (mod L) if there are at least two 
u ~L  such that u =a-x  for some a ~A,x  ~D, and for all such u we have 
D + u a A. Let B c R n be a bounded set. The fhmily ,~' := {B l, B 2 . . . . .  } of at most 
countable many subsets B i of B is called a covering family if U i>~I Bi = B. A 
covering family 2 is called a (weak) partition of B if B i fh Bj = Q (all B i, i >1 1, are 
Lebesgue measurable and V(B i n Bj) = O) hold for all 1 <~ i <j, where V is the 
Lebesgue measure in R". In this article it is shown that there is a close connection 
between the property of A having no periodic parts (of positive measure) and (weak) 
partition of a set B. Some characterizations of both phenomena re proved. The 
results among others improve two basic theorems in the geornetu" of numbers, the 
theorems of Minkowsld-Blichfeldt and Siegel-Bombieri.  
1. INTRODUCTION 
Given l inearly independent  vectors  b 1 . . . . .  b ,  ~ R ' ,  the  set 
L:= ( ~-" u ib i :u i in tegers ' i= l i= l  . . . . .  n} 
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is the n-dimensional point lattice generated by the basis (b i) and the set 
is the basic cell of L defined by (bi). 
Denote by (y,  z ) the usual scalar product of y, z ~ R n. The lattice L* 
polar to L is defined as the point lattice spanned by the vectors 
b~, b~ . . . . .  b* ~ R n such that (b*, b i) = 1 for all i and (b*, bj) = 0 for all 
i :#j (in other words, (b*) is the system orthonormal to (hi)). (On point 
lattices, see, e.g., [2, 3, 6, 10].) 
In what follows V means the volume (Lebesgue measure, shortly mea- 
sure) in R", f dx stands for the integral, and a.e. stands for almost every- 
where, respectively, with respect o the V. 
A +B :={a +b:a  ~A,b  ~B} is the algebraic (Minkowski) sum of 
A, B G R"; in particular A -A :=A +( -A)  is the difference set of A. 
0 E R n is the zero vector. 
1" I is either the cardinality of a set or the absolute value of a real or 
complex number (the meaning will be clear from the context). 
One of the basic theorems on point lattices is the theorem of 
Minkowski-Blichfeldt (see, e.g., [6]): If for a bounded measurable s t A c R ~ 
we know that 
then 
(A -A)  AL  = {0}, (1.1) 
V(P)  -V (A)  >~ O. (1.2) 
A refinement of this theorem is the so-called Siegel-Bombieri formula 
(cf. [9] for convex symmetric A and [1] for general A): (1.1) implies that 
1 dy 2, 
V(P)  - V (A)  V (A)  ~" fA e-2È'<'~'y> (1.3) 
O~v~L*  
where i in the latter integral stands for the imaginary unit. 
Another type improvement of (1.2) is a consequence of the following 
inequality, proved in [12, 13]: For any bounded measurable A we have 
V(A) 
I (A -A)  NL]>~ 2 - -  1, (1.4) 
V(PA) 
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where 
eA := {x e e : (  a - x) n L -~ o} .  (~ .5) 
Now, (1.1) and (1.4) imply 
v(e)  - v (a )  = v (P )  - v (e~) .  (1.6) 
As the quantities V(A), fady, and V(P A) are invariant upon changing the set 
A by a set of measure zero, the results (1.2) + (1.6) still hold, when taking 
any set A' c A with V(A') = V(A) and substituting (A '  - A') ~ L instead 
of (A - A) O L. The open kernel A ° of A, i.e., an open subset of A such 
that V(A °) = V(A), is (when exists) an example of A'. (In fact, Siegel [9] 
proved (1.3) for A := ½K under this weaker assumption K ° (q L = {0}, 
where K is a convex body such that K = -K . )  
The aim of this paper is twofold. First, we show that it is exactly the lack 
of periodic parts of A of positive measure (shortly inner aperiodicity of A) 
that is responsible for above results; see Section 2. 
Second, this inner aperiodicity of A proved to be only a special case of a 
more general concept of partitions of a set B. This is demonstrated in Section 
3, where the results of Section 2 are connected to this more general situation. 
2. THE INNER PERIODIC  STRUCTURE OF A 
Let L c R" be, as in Section 1, a point lattice of dimension n and let 
A c R" be any set. Recall all concepts and notations from the previous 
section and the abstract. 
In what follows we frequently utilize the fact that P and L give a direct 
decomposition of R n, R '~ = P • L; i.e., any y ~ R" can be written uniquely 
as  
y = ~(y)  + [!t], ~(y)  ~ P, [v ]  E c. (2.1) 
This defines two canonical projections ~#: R" --+ P, [ ]: R" --+ L. 
We write 
~(a)  := U {~(y)},  [a]  := U {[y]}- (2.,2) 
y~A ycA 
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After some meditations one recognizes oon that 
[A]  = U (A -x )  f3L= {u ~L: (A -u)  ('IP--I=Q} (2.3) 
x~(A)  
and 
q~(A) = ~.J (A -u )  OP={x~P: (a -x )  AL -~O}.  (2.4) 
u~[A] 
Equation (2.4) shows that the set Pa defined in (1.5) is equal to qff A). 
Recall the definition of an L-periodic part of a set occurring in the 
abstract. The definition more formally reads as follows. 
DEFINITION 2.1. Let A G R" be any set. We call the set D G P a 
periodic part (rood L), shortly L-periodic part, of A, if 
I( a -,1)) n Cl >/2 (2.5) 
and 
D+ucA,  Vu~(A-D)  NL .  (2.6) 
It might be of some interest o sketch shortly the intuitive background of 
this definition. First recall that the function f:  R" ~ R 1 is called periodic 
(rood L), shortly L-periodic, if 
f (x )  =f (x+u) ,  x~R" ,u  ~L .  (e . r )  
(For basic knowledge on periodic functions ee, e.g., [7, 11].) 
The result (1.4) owed much among others to a clever use of the following 
two L-periodic functions generated by A: 
SA(X) :=  1( A -- x) A Zl, x ~ R n, (9,.s) 
and 
dA(X) := I (n  - x) nO-  (a - -x )  nC l ,  x e R". (e.9) 
These functions are L-periodic for arbitrary A, but they do not say anything 
on the periodic structure of A itself. However, it is not quite clear what the 
latter term, i.e., the "periodic structure of A,'" means. 
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The first idea is to take the characteristic function Xa of A and to look at 
its periodicity as defined by (2.7). This approach is not satisfactory, because 
fbr bounded A the function Xa is never periodic in this sense. 
On the other hand, given D 1 _ P and a set H 1 _ L with ]Hit > 2, the 
set A l := O ,,~ H(D1 + u) may be considered as a set having pure periodic 
stmwture, while the set A~:=D I O(D 2 +u) ,  where D1, D,~ cP ,  D 1 ¢3 
D e = Q, can be considered as a set having pure aperiodic structure. The 
Definition 2.1 lies in between these two extreme cases. 
As indicated by the title of this paper, we are interested in aperiodicities 
of sets. 
DEFINITION 2.2. Let A __ B" be any set. We call A inner L-aperiodic if 
A has no L-periodic parts. I f  A is measurable then we call A weakly inner 
L-aperiodic if A is either inner L-aperiodic or all L-periodic parts of A have 
measures zero. 
TtlEOItEM 2.3. Let A G R" be arty set. Then A is" inner L-aperiodic {f 
and only !fi 
(a -A )  nL  = {0}. (e.lo) 
Pro@ Assume A has got an L-periodic part D. Then 9x ~ D and 
u,v  ~L ,u  4=v, suchthat  x +u,x  +v  ~A.  This means that 0¢n-~> • 
A - A, a contradiction to (2.10). 
To prove the converse direction, observe first that 
(e -  v)  n L = {0}. (2.11) 
Assnine that (2.10) is not tree; i.e., 3u  = a - b ~ L, u 4= 0, with a, b ~ A. 
Using the canonical projections q~, [ ], this implies u - [a] + [b] = ~(a)  - 
q~(b), which is by (2.11) possible only if q~(a) = q~(b), consequently [a] ¢ [b]. 
Denote x = q~(a) = q~(b). We have a = x + [a], b = x + [b] • A. This 
implies that [a] , [b]  • (A  - x) ~ L and taking any u ~ (A  - x) C~ L we get 
that x + u ~ A, so { x} is an L-periodic part of A. • 
At the end of the proof we have in fact seen that taking any z • P such 
that ](A - z) • L[ > 2, the one-element set {z} is an L-periodic part of A. 
The set of such z is a subset of the set g~(A). 
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For the proof of (1.4) we used the following partition of iDA, i.e., of ~0(A). 
Denoting 
A( i ) :={x~P: I (A - -x )NL I= i} ,  i=0 ,1  . . . . .  (2.12) 
(2.4) shows that the family {A(i)}~ >/1 is a partition of qffA). 
It turned out that L-periodic parts of A are related to a f iner partition of 
q~(A) that is defined using not the cardinalities of (A - x) ~ L but the sets 
themselves. 
For each i >~ 0 such that A(i) 4= 0 and for each z ~ A(i) denote 
C(z , i )  :={x~e: (A -x )  AL=(A-z )  NL} .  (2.13) 
It is clear that C(z, i) 4= f~ for all z ~ A(i) (because z ~ C(z, i)), and 
one can see easily that for any two points Zl, z 2 ~ A(i) either C(zl,  i) f) 
C(z  2, i) = O or C(za, i) = C(z2, i). 
Denote by ~( i )  the family of all mutually disjoint C(z, i), i.e., for any 
C ~( i )  there is a z ~A( i )  such that C =C(z , i ) ,  and all members of 
~( i )  are mutually disjoint (if A(i) = • then we take by definition ~( i )  = Q~). 
~( i )  is a partition of A(i), i = O, 1 . . . . .  ~'(0) consists of the unique set 
A(0), and perhaps ~( i )  = A(i) = 0 .  
So we have 
i>~l c~( i )  
and 
~p(A) = U U c ,  (2.15) 
i>~1 c~' ( i )  
where the union over ~( i )  is taken by definition the empty set if ~'(i) = 0.  
Any C ~ ~( i )  defines the unique set H(C) := (A  - C) A L, and using 
this set we have 
C = {x~P: (A -x )  (~L=H(C)} .  (2.16) 
We note that in general among H(C) all kinds of subsets of L may occur, 
including the empty set O or L itself, depending on A. 
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In what follows ~(A)  and ~(A)  will denote the families {C: C ~ c~(i) # 
O, i >~ 1} and {C: C ~ ~( i )  # 0 ,  i >~ 2}, respectively. By definition ~(A)  = 
O if ~( i )  = O for all i >~ 2. It is clear that ~(A)  is never empty. 
For us the following assertion is useful. 
ASSERTION 2.4. For any set A _ R ~, either ~(A)  = O or all members 
of o~(A) are L-periodic parts of A. And conversely, if A has got L-periodic 
parts, then surely ~(A)  ~ O and any L-periodic part of A is a subset of 
some C ~ ~(A) .  
Pro@ The relation (2.16) shows that for any C ~ C~(A), for all u 
H(C) and all x ~ C we have x + u ~ A. These show that the conditions 
(2.5) and (2.6) are fulfilled with D := C. 
To prove the converse statement, let D be an L-periodic part of A. The 
condition (2.6) clearly implies 
(A -x )  NL  = (A -D)  NL  Vx ~D.  (2.17) 
It is dear that D c U C~'(A)C and assume D meets two members of 
f ' (A) ,  say" in points x and z. The members of ~(A)  are mutually disjoint, 
hence x # z, and also 
(A - x) N L +~ (A - z) n L, (2.18) 
which contradicts (2.17). • 
The sets C ~ ~(A)  can be given a sort of dual description. 
ASSERTION 2.5. For any set A _c B", any member C of ~(A)  such that 
H(C) 4:0 is equal to the set of" the form 
u v ~ L \ I I  
with H := H(C), where the union in (2.19) is by definition the empty set if 
H = L. And conversely, given any H G L, H ~s O, the set (2.19), when 
nonempty, belongs to ~'(A). 
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Proof. One can check easily that for any H c L, IHI >/ 1, the set (2.19) 
is equal to 
{x ~ e : (  A -x )  C~ L = H}.  (2.20) 
This implies by (2.16) that for any C ~ ~(A)  such that H(C) ~ 0 ,  C equals 
(2.19) with H := H(C). 
Conversely, assuming that (2.19) is not empty, taking an element z from 
it, one sees that (2.20), i.e., (2.19), is of the form (2.13) for some i ~> 1, i.e., it 
belongs to ~(A).  • 
Up to now A was an arbitrary set. It is clear that Theorem 2.3 is highly 
unstable in the sense that extending A appropriately, even by one point, the 
condition (2.10) is not fulfilled any more. 
Below we prove a theorem that is not so sensitive already. The basis for 
such a theorem is to 'loose' the condition (2.10) so that it becomes insensitive 
to small changes of A. The way to do this is indicated by the following simple 
observation. Namely, for any set A c R n we have 
(A -A)  f3L= {u ~L:AN (A +u)  ~Q}.  (2.21) 
Surprisingly enough, the validity of this simple identity seemed to be un- 
recognized until [14], and it resulted in immediate improvements of some 
basic theorems concerning the cardinality of the right-hand side set of (2.21) 
(see, e.g., [16] and the references cited there). 
Now, if A c R n is measurable, then denote 
_7(A) :=  L: v(  a n ( A + > 0}. (2.22  
It is clear that Sa(A) ___ (A - A) A L and that .~(A) does not change when 
changing A by a set of measure zero; i.e., given any measurable A' c A with 
V( A \ A') = 0 we have 
_7(A) =_7(a') (2.23) 
It is also clear that for open A 
_7(A) = (A - A) n L. (2.24) 
Now we have 
LEMMa 2.6. Let A c R n be measurable. Then 
S¢~(A) = {0} (2.25) 
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hold~ if and only if 
{either ~(A)  = ;3 or V(C) = 0 VC ~ C~( A)}. 
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(2.26) 
Proof. By the definition of _~(A), the condition (2.25) is equivalent to 
the condition 
V(An(A+u) )=O Vu~L,u*O.  (2.27) 
By' (2.1), the sets P + u, u ~ L, give disjoint decomposition of' the space 
B'~; hence for any measurable set B c_ R" we have 
v(B) = E v(B n (e + ,)) .  (2.es) 
v ~ L 
This implies that for all u ~ L we have 
V(An(A+u) )  = E V( (A -v )  n (A -v+u)  UP) ;  (2.29) 
v~L 
hence the condition ('2.27) is equivalent to the condition 
V( (A-v )  n (A -w)  (3P) =0 Vv,w ~L,v-4=w, (2.30) 
which is in turn equivalent to 
v( n =0 
"v~E 
VE c L, IEI >/ 2. (2.31) 
We see that (2.31) is equivalent to (2.'27), i.e., to (2.25). 
Assume now that ('2.25); i.e., (2.31) is true. This implies that any set of the 
form (2.19) with ]HI >~ 2 is either empty or of measure zero. By Assertion 
2.5, if all such sets are empty, then surely ? (A)  = •, and if (2.19) is not 
empty for some IHI > 2, then it belongs to ~(A)  hut by (2.31) its measure is 
surely zero. This proves the implication (2.25)^~ (2.26). 
To prove the converse, assume first that ~(A)  = Q. This implies, using 
Assertion 2.4 and Theorem 2.3, that (A - A) (~ L = {0}; consequently (2.25) 
is true. 
Second, assume that (2.31) or (2.25), which is equivalent to it, as we have 
just seen, is not true, i.e., that 3E ¢ L, IEI > 2, such that 
vEE 
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Let H be the following set 
V( ('~ ((A-v)5~P)) >0, EC-Hc_L, (2.33) 
v~H 
and 
V( N ( (A -v )  AP) )  =0, 
v~Hu{w} 
Vw e L \ H. (2.34) 
Such an H surely exists; at most it is equal to L. 
We claim there is C ~ ~(A)  such that 
v(6) =v(~ ((A-N ,) he)). (2.35) 
Indeed, take 
v~H w~L\H 
where the union in (2.36) is considered the emp^ty set by definition if H = L. 
By Assertion 2.5, (2.36) implies that C E ~(A)  and (2.34) implies that 
(2.35) is true; consequently V(C) > 0, a contradiction to (2.26). 
By this the lemma is proved. • 
LEMMA 2.7. Let A C- R n be measurable and bounded. Then the sets 
C ~ ~(A)  are measurable and the following two identities are true 
E • jV(C)  = V(A) ,  (2.37) 
j>~l c~( j )  
1 
E E jw(c) v(p) E f~ f~cos(2~<~, y - ~>) dyd~, 
j>~l C~( j )  v~L 
(2.3s) 
where the sum over ~( j )  is taken by definition zero if $)(j) = ~J. 
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Proof. The form (2.19) of C implies its measurability. 
As to the proof of (2.37), denote 
/~(j) := { y E A: I(A - y) C? LI = j} ,  j = 1 . . . . .  (2.39) 
It is dear that 
I(A - y) C3 LI = I( A - ~(y ) )  N LI, Vy ~ A; (2.40) 
hence A(j) is empty if and only if g~(j) is empty. 
The family of nonempty sets AT(j), j > 1, gives a partition of A, so to 
prove (2.37) it is enough to show that 
V(• j ) )= j  Y'~ V(C), j= l  . . . . .  (2.41) 
c • ,g ' ( j )  
where the sum over g~(j) is by definition zero if z{(j) is empty. 
Now, one can see easily that 
X(j) = U U (c +u), (2.42) 
('c~(.j) u~H(C) 
which proves (2.41), eonsequently (2.37). 
The proof of (2.38) is more complicated and goes as follows. 
By (2.42) we have the following partition of A 
A = U U U (C + u). (2.43) 
j> l  C~cG( j )  ueH(C)  
Substituting this to the double integral on the right-hand side of (3.38) and 
taking into account that (v,u) is integer for u ~ L,v ~ L*, and that 
IH(C)I = j  for C ¢ ff(j), we arrive at the sum 
j.1 
.j,l>l Ce~(j )  D¢g~(l) t: * " 
,~, x - t)) dx dr ) .  
(2.44) 
Now, to prove (2.38) it is enough to prove that 
i fDC3C=Q 
i fD=C.  
(2.45) 
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In (2.45) D, C may be any measurable subsets of P, so we prove it in this 
most general situation. 
The proof of (2.45) goes in three main steps. 
STEe 1. Let D, C be two parallelotopes in P similar to P having no 
common points, i.e., 
C:= { ~i=l ;~b~:O~a~<~i~t~<l'Vi} ' (2.46) 
D:={~-'rib~:O<<'Ti<~ri<<'~i<l'Vi} ' i = 1  (2.47) 
with o~ </3~, T~ < c5,, Vi, such that 
D c~ C = O. (2.48) 
Proof of Step 1. The condition (2.48) implies that there is 1 ~< r ~< n such 
that the segments [%,  13r] and [T r, 6~] do not intersect, say, o/r < 13r <~ ~/r < 
6r (the proof for the case Y~ < ~r < O/~ < /3~ is analogous). By direct calcula- 
tions one can see that the left-hand side in (2.45) is equal to 
el" E f~rf[3rcos(2~'k(~--~l")) d~dT' (2.49) 
kc:z I r Olr 
where the constant c 1 can be given an exact form and it depends only on 
o/i,/3i, "Yi, ~i, Vi  4: r. 
Performing the two integrations in (2.49) the stun is equal to 
1( 
( ]3r -- O~r)" ( ~r -- '~r) -[- 2,D."'-'~ 
cos(2"/Tk( ~r -- ]~r)) 
k2 k~>l 
COS(27Tk(~r -- O/r)) c°s(2~'k(~r - ~r))  
-E  k~ -Z  ~ 
k>~l k>~l 
cos(2~k(% - o/r)) ) (2.50) 
k 2 • 
+ 
k~>l 
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For the calculations of four sums in (2.50) we use the well-known identity 
(see, e.g., [5]): for - 1 ~ ~1 ~< + 1 we have 
eos(2~-kn) ~.2 
- ~r21nl + 7r2r/2. (2.51) E k~ 6 
k>l  
Applying (2.51) to (2.50) we get that the expression (2.50) is equal to zero. 
This proves the ease D f3 C = g of (2.45). 
As for the case D = C, i.e., the expression (2.49), where now % = % < 
/3 r = 3~, we have by (2.50) that the sum in (2.49) is equal to 
l( 
(¢ , -~)~+-  2. E - - - -  
27r2 k>~l 
k~ 2. ~ k~ (2.52) 
k>l  
and using (2.51) we see that (2.52) is equal to (/3 r - a,). 
Continuing the computations for /3~, a,, i = 1 . . . .  , n, we get that the 
whole expression (2.49) is equal to 
c~. 15I( t3~ - ~,) = v (c ) .  (2.53) 
i=1  
This proves (2.45) for parallelotopes. 
STEP 2. Prove (2.45) for sets 
and 
C:= U C/ (2.54) 
J 
D = U 0, ,  (2.55) 
1 
where Cj, [D l] are mutually disjoint sets of forms (2.46) [(2.47)] and also 
CAD=Q.  
Proof of Step 2. Using (2.54), (2.55), one arrives again at (2.49) with some 
other constant cl, and from this point the proof is analogous to that of Step 1. 
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STEP 3. Usual density considerations show that (2.45) is true for general 
measurable C, D ___ P such that C (1 D = O. 
By this the Lemma 2.7 is proved. • 
REMARK 2.8. The identity (2.37) can be given the following more 
aggregate form using the sets (2.12): 
jV( A(j))  = V(A).  (2.56) 
j>>. l 
This identity played an important role in the proof of (1.4). An elementary 
proof of (2.56) (a more complicated version of the proof shown here) can be 
found in [16, 18]. 
One can see easily that 
I(A - x) n LI = E XA(X + U); (2.57) 
uEL  
hence denoting f := XA, one can write the identities (2.37), (2.56) in the 
integral form 
u ,~i L 
In fact, the latter identity holds for any complex-valued integrable func- 
tion f defined on R n, and even in a much more general setting for 
topological groups and their discrete subgroups; see, e.g., [20, p. 36]. So using 
(2.57), the identities (2.37), (2.56) are consequences of (2.58). 
Nevertheless, we feel there are at least two reasons for giving an elemen- 
tary proof of (2.37), independently of (2.58). The first is that one has to be 
aware of (2.57), to apply (2.58), and (2.57) is a triviality only after we see it (a 
situation similar to (2.21)). Second, the elementary proof of (2.37) shown here 
is based on tricky constructions around ~o(A), that seem to have independent 
interest. 
REMARK 2.9. Nearly the same can be said for the identity (2.38). 
Namely, (2.38) can be gained from the following well-known identity, the 
Parseval formula (see, e.g., [7, 11]): 
For the square-integrable function g: P ~ R 1 we have 
1 2. 
PARTITIONS OF SETS 865 
One has to take g(x) := I(A - x) N LI, use again (2.57), two times (2.58), 
and after some calculations we derive (2.38) from (2.59). This route might be 
called an analytic proof of (2.38). 
Similar to (2.37), the elementaw proof shown here seems to be interest- 
ing. However, one has to admit that the proof of (2.38) (at least when 
compared with the "perfect" proof of (2.37)) has to be completed (e.g., the 
constants c1, c2 or Step 3), but it is surely absolutely clear say for L := Z" 
and the sets C, D of forms (2.54), (2.55). 
After the above preparations the proof of the main theorem of this section 
will be straightforward and its content more understandable. 
THEOREM 2.10. Let A G R" be measurable and bounded. Then the 
following four conditions are equivalent. 
{ A is weakly inner L-aperiodic} ; (2.60) 
_~(A) : {0}; (2.61) 
v (a )  = v( ~( A)); (2.62) 
1 
O~-tEL* v A ~A 
Proof. (2.60) ~ (2.61): By Lemma 2.6, (2.61) is equivalent to (2.26). By 
Assertion 2.4, the condition CE(A)= Q within (2.26) is equivalent o 
inner L-al~eriodicity of A. By the same assertion the condition V(C)= 
0 V C ~ ~(A)  within (2.26) is equivalent to the condition: all L-periodic 
parts of A have measures zero. 
(2.61) ~ (2.62): The identities (2.15) and (2.37) together show that (2.62) 
is equivalent to the condition 
E E V(C) = E E jV(C), (2.64) 
j>~l C~( j )  j>~l C~( j )  
which is in turn clearly equivalent o (2.26), so Lemma 2.6 gives the 
equivalence of (2.61) with (2.62). 
(2.62) ¢', (2.63): The identities (2.37) and (2.38) together show that (2.63) 
is equivalent to the condition 
E E jr(c)=-E E j~v(c), (2.6s) 
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which is clearly equivalent to (2.64). 
By this the theorem is proved. 
The above proof shows that the common core of all four conditions 
(2.60)-(2.63) is the condition (2.26). But, while the proof that (2.26) is 
equivalent to (2.60) and (2.61) needed only a deeper look at (2.26) itself only, 
for the proof of the equivalence of (2.26) with (2.62) and (2.63) we need two 
steps: the first is a triviality [the equivalence of (2.26) with (2.64) and (2.65)], 
but the second step [(2.15), (2.37), (2.38)] goes outside of the conditions 
(2.26), (2.62), and (2.63) in the sense that (2.15), (2.37), (2.38) holds for any 
A independently of Theorem 2.10. 
REMARK 2.11. We have to note that the equivalence of(2.61) with (2.63) 
is a consequence also of the following identity proved by Bombieri [1] (see 
also [6, pp. 130-131]): 
For any bounded measurable A c R n, we have 
1 ~L fAe_2~(~,Y>dy2. (2.66) ~_, V(A N (A +u)) = V(P---) 
uEL  v * 
To derive the equivalence of (2.61) with (2.63) from (2.66) one first obsei~,es 
that 
2 
After substituting (2.67) into (2.66) and taking into account he definition 
(2.22) of ~(A) ,  (2.66) gives the equivalence. 
There is another interesting consequence of (2.66): substituting (2.67) 
into it, the identity (2.38) implies 
E V(An(A+,,))= E E j2V(C). (2.68) 
u~L j>~l C~fC~(j)  
Conversely, after proving (2.68), (2.38) implies (2.66) and vice versa (2.66) 
implies (2.38). 
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But (2.68) is a simple consequence of (2.58) applied to the fimetion 
f ( .v)  := xA(y) E y + ,,), ,j a", (2.69) 
uEL  
and the identity (2.57). Namely, the left-hand side of (2.68) is equal to the 
integral of the above f over R",  while the right-hand side of (2.68) is equal to 
the right-hand side integral of (2.58) for this f (here we used (2.57)). 
We seen that the things fit nicely together. 
REMARK 2.12. The relation (2.67) shows also another interesting thing. 
Namely, (2.67) implies that the right-hand side of (2.63) is nonnegative |or 
any A. On the other hand, the difference V(P) - V(A)  occurring on the 
left-hand side of (2.63) may be for general A of any sign, i.e., 0, > 0, < 0. 
Now, if for A (2.62) is true, then trivially V(P)  - V (A)  >/ 0 (because 
qffA) _c P), so the proper content of the implication (2.62) ~ (2.63) is that 
V(P)  - V (A)  is equal to another number (the right-band side of (2.63)) that 
is a priori nonnegative. 
Conversely, if we know that A satisfies (2.63), then this implies trMallv 
only that V(P) - V(A) >~ 0 (because the right-hand side of (2.63) is nonncg- 
ative), but the proper content of the implication (2.63) ~ (2.62) is that V(A), 
known to be not greater that V(P) by (2.63), is equal to another well-defined 
number V(~(A)), which is known to be a priori not greater than V(P). 
3. PARTITIONS OF SETS 
Let M be an at most countable set of positive integers and v~, := {Bk} k~ ~1 
be a family of at most countable many bounded subsets B k of R" such that 
B := U k ~ ,~I Bk is bounded. 
It is clear that to any such ~ there is a fidl-dimensional parallelotope (c) 
containing ~,~ and after an appropriate simnhaneous translation of both Q 
and ~ this parallelotope is equal to P + w, where P is basic cell of a point 
lattice L of fidl dimension and w ~ L. We assume that for our ~ such a 
parallelotope is found and the appropriate translation performed. For such a 
situation we have 
DEFINITION 3.1. We call the fidl-dimensional point-lattice L c B" asso- 
c iated to ~'  if L has a basic cell P such that tbr some w ~ L, all members of 
are contained in P + w. 
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If  L is a point lattice associated to ~,  then choosing mutually different 
elements u k ~ L, k ~ M, we call the set 
A(B) := [,.J (B  k + uk) ,  (3.1) 
k~M 
L-associated to B. 
THEOREM 3.2. 
Then A( B ) is inner L-aperiodic if and only if  ~q~ is a partition of B. 
Proof. By Theorem 2.3, A(B)  is inner L-aperiodic if and only if 
( A( B) - A( B))  ¢qL= {0}. 
Assume B k AB z # Q~ for some k, l ~ M, k =/: l, and let y ~B k f) B z. 
It is clear that 
B k -w = (A(B)  -w-uk)  ~P ,  k ~M;  
hence 
yielding 
Let L be associated to ~ and A( B ) be L-associated to B. 
y -w ~ ( A (B)  - -W- -Uk)  A ( A (B)  -W-U l )  f~ P, 
a ,b  EA(B) ,  y -w =a - w  -u  k =b - -W - -U l ,  
a contradiction to (3.2), because u k # u I. 
Conversely, assume (3.2) is not true, i.e., a - b = u 4 :0  for some 
a~Bk+uk,  b~Bl+ut ,  u~L .  
(3.2) 
(3.3) 
As Bk, B z___P+w,  we see that there are x k ,x  t~P  such that a =x  k + 
u k +w,  b =x  l+u l+w,  consequently xk -x  z=u +u l -u  k. By (2.11) 
this implies that u +u 1 -u  k = 0. Hence x k =x  I and u =u k -u  t ~ 0, 
yielding that k 4= 1 and a - u k = b - u 1 ~ B k t3 B1; i.e., ~ '  is not a partition 
of B. • 
REMARK. In what foUows we assume that ~ and L are such that w = O. 
This can be achieved in each case by translating the family ~ '  by -w ,  
because all results are invariant upon such a translation. 
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The proofs of both Theorem's 2.3 and 3.'2 are in fact simple consequences 
of definitions. Similarly to technical difficulties that arose in Section 2 when 
turning to weak inner L-aperiodicity, the situation with the weak partition of 
B is more complicated. 
The essential idea in Section 2 was the fine partition of qff A) via (2.13) 
(the families ~(A),  ~(A))  and the technical results (e.g., Lemma 2.6) 
concerning these families. Applying the results to an L associated to ~'  and 
an A(B) L-associated to B, one gets results that can be easily translated into 
those fbr 3 and B. In the core of this connection is the Assertion 2.5, i.e., 
the representation (2.19) of ~(A).  Applying this to ~(A(B))  we arrive at the 
following fine partition of B that is independent ofL. 
Given the nonempty set K G M, denote 
B( K) := ~ Bk \ U B,, (3.4) 
k~K leM\K  
where in (3.4) the union is considered by definition Q~ if K = M. (Of course, 
B(K) may also be the empty set.) 
Let M ¢ be the family of all mutually different (in the set theoretic sense) 
nonempty sets K G M. 
It is clear that 
B( K1) 63 B( K2) -Q, 
hence the family 
is a partition of B. 
Further denote 
VKl, K 2 e l " ;  (3.5) 
~'1 := {B(K) :  B(K) -4: Q, K e M} (3.6) 
~1 := {B(K) :  B(K) 4: Q, K ~",  IKI >/2} 
ASSERTION 3.3. For any ~,  any L associated to 
L-associated to B we have 
S = p(A(B) ) ,  
~q~j = ~(  A(S) )  
(3.7) 
~', and any A(B) 
(3.8) 
(3.9) 
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~1 = ~( A(B)). (3.10) 
Proof. Simple checking. • 
ASSERTION 3.4. Given any A c R" and any n-dimensional point lattice 
L, for the family ~ ' (A)  := (Bk} k ~ M, where 
Bk:=(A-uk)  C3L, uke[A] ,k~M,  IMI=L[A]I, 
the relations (3.8), (3.9), and (3.10) with A(B) := A are true. 
Br 
Proof. Simple checking. 
ASSERTION 3.5. ~.~ is a partition of B if and only if 
(3.11) 
~1 =0. (3.12) 
Proof. I f  ~ '  is not a pa~ition of B, then there are r, s ~ M, such that 
A B s ¢ O. Now, take K G M such that r, s ~ K, 
1"~ B k ~O (3.13) 
k~K 
and 
(k9  Bk) ( "1B ,=O,  VI~M\K .  
Such a K surely exists; at most it is equal to M. 
(3.14) 
This K contains at least two elements and B(K) # 0 ,  a contradiction to 
(3.12). 
Conversely, if (3.12) is not true, then clearly B k (q B t ¢ O for some 
k, 1 ~ M, k 4= l; i.e., ~ '  is not a partition if B. • 
ASSERTION 3.6. Assume all members of ~ are measurable. ~ '  is a weak 
partition of B if and only if 
{either ~1 = O or V(E)  = 0 V E ~'~1}" (3.15) 
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Proof. I f  ~ '  is not a weak partition of B, then there are r, s E M, such 
that V(B~ N B~) > 0. Now, take K _ M such that r, s ~ K, 
and 
V( ('1 Bk~Bl )=0,  V I~M\K .  (3.17) 
k~K 
Such a K surely exists; at most it is equal to M. 
This K contains at least two elements and V(B(K) )  > 0, a contradiction 
to (3.15). 
Conversely, if" (3.15) is not true, then clearly V(B~ C) Bi) > 0 for some 
k, 1 ~ M, k va 1; i.e., ~ '  is not a weak partition if B. • 
TtlEOREM 3.7. Let all members ( f  3d be measurable and let L be 
associated to ~ and B( A) be L-associated to B. Then A(B) is weak inner 
L-aperiodic if and only if ~ is a weak partition ( f  B. 
Proof. Using the relation (3.10) of Assertion 3.3 we see that the condi- 
tion (3.15) is equivalent o the condition (2.26) with A := A(B). After this 
Assertion 3.6, Lemma 9,.6 and Theorem 2.10 give the result. • 
LEMMA 3.8. Let L be any n-dinwnsional point lattice and P its basic cell. 
Let E, F G P be measurable sets. Then 
1 
Proof. First, we know from (2.45) applied to the set C = D := E A F 
that 
v( E r) 
1 
v( , , )  - 
Hence, to prove (3.18) it is enough to prove that the right-hand sides of 
(3.1s) and (,3.19) are equal. 
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It is clear that the double integral over (E, F) in (3.18) is equal to the 
sum of ~bur integrals over ( E \ E ~ F, F \  E N F ), ( E N F, F \ E ~ F ), 
(E \  E A F, E N F), and(E  f~ F ,E  ~ F). 
Applying again (2.45), case C N D = Q, we see that the first three 
integrals are zeros, so the right-hand sides of (3.18) and (3.19) are indeed 
equal. • 
LEMMA 3.9. Let M be finite and ~ be such that all its members are 
measurable. Then for any L associated to ~ we have 
E V(B(K)) = V(B), (3.20) 
K e.~" 
~_, [K[.V(B(K))= ~_, V(Bk) (3.21) 
K~At"  k~M 
~., [K[2"V(B(K)) 
K ~.,~" 
1 
v(e) E Z fB fBcos(2 <v,x-t>)axat (3.22) 
v~L*  k , l~M k l 
Proof. The identity (3.20) is a consequence of the fact that ,~  is a 
partition of B. 
To prove (3.21) denote 
~k := {K ~A':  k ~ K}, k ~ M. (3.23) 
One can see easily that the family {B(K)}n ~ is a partition of Bk; con- 
sequently 
V(Bk)  = • V(B(K) ) ,  k~M.  (3.24) 
K ~ Jt" k 
This implies that the right-hand side of (3.21) is equal to 
E E V(B(n)). (3.25) 
k~ M K~.dt" k 
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Interchanging the two summations in (3.25) one gets that (3.25) is equal to 
E E V(B(K) ) ,  (3.26) 
K~.~ ¢" k~-K 
and this is equal to the left-hand side of (3.21). 
As for (3.22), the right-hand side of it is by Lemma 3.8 equal to 
E V(B k F1 Bz). (3.27) 
k , l cM 
Denote 
Jtk,z:= {K ~J l ' : k , l  ~ K}, k , l  ~ M. (3.28) 
One can see easily, using (3.5), that this family is a partition of B k 6~ Bt; 
consequently 
V(B  k V~B,) = E V(B(K) ) ,  k , l~M.  (3.29) 
K ~l 'k  t 
This implies that the fight-hand side of (3.22) is equal to 
E E V(B(K) ) .  (3.30) 
k , l~M K~J.t'k, I
Interchanging the two summations in (3.30) we get that (3.30) is equal to 
E E V(B(X<)), (3.31) 
K~,.lf  k,lc==K 
which is clearly equal to the left-hand side of (3.22). • 
TftEOREM 3.10. Let M be finite and ,~ such that all its members are 
measurable. Then for any L associated to o9 and flw any A( B ) L-associated 
to B we have 
1 ~L fa fA cos(2r r (v ,x - t} )dxdt  
v(n)  ~ . (B) . (B )  
>/' E v(s~) >,2 v(s).  (3.32) 
k~M 
Equalities are in both > 5 and >>2 simultaneously if and only if ~' is a 
weak partition of B. 
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Proof. The definition of A(B) and the fact that (v, u > are integers for 
u ~ L, v ~ L*, show that first term in (3.32) is equal to the right-hand side if 
(3.22). Applying the Lemma 3.9 we see that the inequalities in (3.32) are true. 
The definition (3.7) of ~'1, Lemma 3.9 and Assertion 3.6 show the truth of 
the condition of equalities in them. • 
COROLLARY 3.11. Let A c R" be any bounded measurable set and 
L c R n be any point lattice offuU dimension. Then 
v(  v )  - v (A)  - -  
i 
cos(27r(v, y - z>) dydz. (3.33) 
Equality is in (3.33) if and only if A is weakly inner L-aperiodic. 
Proof. Using Assertion 3.3 and Theorem 3,7 we get the result from 
Theorem 3.10. • 
4. CONCLUDING REMARKS 
4.1. As Theorems 2.3 and 2.10 show, the periodic properties of a set 
studied in this paper are closely related to the classical basic question of the 
geometry of numbers: How many lattice points are there in the difference set 
of a given set? For basic results concerning this question in the case of 
n-dimensional lattices L c R n, see, e.g., [2, 3, 6, 10]. 
The inequality (1.4) not only improved upon the results known for 
n-dimensional point lattices L but at the same time it showed how to extend 
the results to lower-dimensional L: (1.4) holds in the same form for L of any 
dimension k, 1 <<. k <~ n. See, e.g., [16-18]. We note that in usual results for 
[(A - A) N LI with n-dimensional L (say in the Minkowski-Blichfeldt theo- 
rem) the quantity V(P) is used and this is for lower dimensional L meaning- 
less because for such L the basic cell P is unbounded. Extensions of (1.4) to 
locally compact opological groups and their discrete subgroups have been 
given in [15]. 
The inequality (1.4) can even be improved. The best general results 
known up to now are based on the following inequality: for point lattice 
L c R n of any dimension and for any bounded set A c R n we have [16, 17] 
[ (A -A)  V~Ll>>,(d(x) + 1) [ (A -x )  NL[ 
d(x) (d (x )  + 1) 
- x ~ R n, (4 .1 )  
2 
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where d(x) is the affine dimension of the set (A - x) (3 L (by definition 
d(x) = - 1 if the latter set is empty). 
This inequality and its consequenees convey much new information on 
the question: What ean we say about A if we know that I(A - A) (3 LI = 17 
(See [16-18], for more details.) New type upper estimations for [(A - A) N Li 
also have been proved [14]. 
All sharp lower and upper estimations for I( A - A) C3 LI served as basic 
tools for investigations around a new concept, the so-called index of a point 
lattice in a set [18]. 
The resnlt (4.1) served also for developments of the matter in two 
directions, in an analytical one [17] and in a eombinatorial one [16]. 
Worth mentioning is that the inequality (4.1) is a simple consequence of
the following quite interesting purely structural result: If H c B " is any finite 
set having the affine dimension d ~< n, then [4] 
IH-HII>(d+ 1)IHI 
d(d + 1) 
(4.2) 
More general results of the sort (4.2) together with some interesting conjec- 
tures on improvements of (4.2) can be found in [8]. 
4.2. The second general problem touched in this paper is the Fourier 
analysis in R" (multidimensional Fourier series, Parseval formula, e.g., 
[7, 11]). 
As the Fourier analysis deals with periodic functions, a natural question 
arises in this context: Can we say something on periodic properties of 
functions? 
The answer is yes: Results of similar flavor as proved here can be proved 
also for functions; see [19]. We must note that both the techniques and 
results of [19], although showing some similarity with the material here, 
basically differ from those presented here; among others the main results of' 
[19] are true for characteristic fimctions of sets automatically. So the present 
paper can be considered as a deepening of" the results in [19] for special 
fimetions: the characteristic functions of sets. 
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