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A system that describes the interaction of an electron beam, plasma waves,
and electromagnetic waves in a cold plasma is presented and studied. A multi-
wave model is developed that allows for efficient computational and analytical
study. The model is based on the slow amplitude and phase change approxima-
tions. Using a Lagrangian approach, the continuous system of electron beam,
background plasma, and waves is reduced to a finite degree-of-freedom system.
This model, describes an efficient energy transfer mechanism between electro-
magnetic waves and the plasma wave, via the particles trapped in the plasma
wave. It is suggested that this energy transfer be used in plasma-based accel-
erators to further increase the energy of the accelerated particles. Numerical
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The subject of this thesis is the investigation of the interaction of a relatively
small number of charged particles (electrons) with both electrostatic and elec-
tromagnetic waves in a cold unmagnetized plasma. In this introduction the
basic ideas upon which the work hinges are introduced and previous results are
summarized. The presentation here is concise, and it introduces the necessary
notation and terminology.
An ionized gas in which all or considerable number of atoms have lost
one or several of their electrons and turned into a mixture of free electrons
and positive ions is called plasma. The charges interact via the Coulomb force
i.e., the force between any two charges is proportional to the product of their
charges and inversely proportional to the distance between them. Such a force
is a long range force (compared to strong or weak forces, or intermolecular
forces). The analysis in the early work of Tonks and Langmuir [1] led to ex-
plaining one of the fundamental characteristic vibrations observed in a plasma,
the electron-plasma oscillations. To begin a more quantitative description, let
us consider the fast electron oscillations in an infinite plasma. Suppose the
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electron density is n, and the electron charge density, −en. Consider the
portion of the plasma between two planes perpendicular to the z-axis of a
Cartesian coordinate system. Suppose each electron between these two planes
is displaced by a distance ξ which is independent of the x and y coordinates
and is zero at each bounding plane. Let the displacement be a continuous func-
tion of z and ∂ξ/∂z be small compared to unity. The charge density caused





Using Poisson’s equation we find
∂E
∂z




where E is the electric field. Integrating the above and assuming that no
external field is present, we obtain
E = 4πneξ. (1.1)




Therefore we conclude that the displaced electrons oscillate about their original






which is called the electron plasma frequency. The electron plasma wave is
an electrostatic wave and its group velocity, vg = dω/dk, is zero. The wave
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motion of this wave can be visualized using the following analogy. Let us think
of the electrons as the bobs of equally spaced pendulums suspended from a
rigid ceiling. If the swing amplitudes are small so that the pendulums do
not collide, these pendulums resemble that of the electron oscillation. Now if
a force sets those pendulums in motion (for example, passing horizontally a
bar that slightly touches them), the resulting wave may be thought of as the
electrostatic wave in a plasma. In a physical situation it is possible that the
pendulums cross/collide and the force setting them in motion be a laser pulse
or electron beam.
Considerations for the oscillations of the ions in the plasma yield a
similar formula for the frequency, with the electron mass substituted by the
ion mass. Since the electron-ion mass ratio is much smaller than unity, the ion
plasma frequency is much lower than the electron plasma frequency. Therefore
the ions have little time to respond to the electron oscillations and their motion
can often be neglected. In this thesis the considered time scales are short
enough so that the ions may be assumed to be immobile.
The electron-plasma oscillations (also referred to as plasma oscillations,
or electron oscillations) are essentially plasma density oscillations resembling
those of sound in air. However, there is an important difference between the
two. In air, the particles interact via short range forces and many collisions
occur during the period of an oscillation. Thus the short-time average of
momentum transfer determines the mean motion of a particle. Similarly, the
collisions in air are the reason that if a particle has velocity higher (slower)
than that of the surrounding particles, it will be slowed down (accelerated)
to the mean velocity of the flow, so that hydrodynamic description of air is
appropriate.
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In contrast, because of the long range Coulomb forces between the
charges, a given particle collides with many particles at the same time con-
tinuously, but with small momentum transfer at each collision. Each particle
moves almost freely with a gradual change of its velocity caused by the cumu-
lative and simultaneous forces produced by all other particles. Therefore, to
simplify the problem of description of a plasma as a medium, it is appropri-
ate to smooth out the fluctuations resulting from the point character of the
charges. This idea was used by Vlasov in his work [2] where he proposed a
method, similar to that used by Hartree and Fock in quantum mechanics of the
self-consistent fields. In this kinetic theory the description of the plasma is in
terms of a distribution function f(x,v, t), such that
∫
d3vf(x,v, t) = n(x, t),
where n(x, t) is the usual space number density (used in Eq. (1.1)). The dis-
tribution function satisfies the Vlasov equation
∂f
∂t
+ v · ∇f + a · ∇vf = 0, (1.2)
a = (q/me)(E + (1/c)v × B), and q is the electric charge. To this system of
equations we also attach Maxwell equations
∇ · E = 4πρ, ∇ · B = 0,












In the above system of equations, ρ and j are the charge and current density,
respectively. Finally, we need the relations
ρ = q
∫
fd3v, j = q
∫
vfd3v. (1.4)
Equations (1.2)–(1.4) are the Vlasov-Maxwell system. Having found
the distribution function we can easily find quantities like space density, mean
4
velocity and momentum, energy, pressure, temperature, heat flow, etc., and
these are basically moments of the distribution function. The Vlasov-Maxwell
system becomes particularly simple when we consider waves in the system
with phase velocities much larger than the thermal velocity of the plasma.
In particular, the cold plasma model assumes that the temperature of the
plasma is zero. Then the distribution function is a delta function in v and the
system of equations simplifies to fluid equations for the plasma (i.e. involving
only spatial variables), plus simple constitutive relations for the charges and
currents. This model will also be employed in the present work.
Using the Vlasov equation we can consider the situation of wave damp-
ing (excitement) in a plasma. The main result is due to Landau [3]. When
a wave propagates in a plasma at a velocity close to the average (thermal)
velocity of the electrons in a plasma, then it experiences collisionless damping,














The second of formulas (1.5) is the so-called Bohm-Gross dispersion relation.
It is the dispersion relation of plasma waves propagating in a warm plasma.
We will not pursue the properties of warm plasma in the present work. What is
important for the future development is the fact that if in the first of formulas
(1.5) ∂f/∂v > 0 a plasma wave gets excited. The physical process behind
such excitation of plasma waves is energy transfer from a group of particles,
with velocity larger than the thermal velocity of the background plasma, to
the plasma wave. Following the plasma wave excitation is a process of particle
trapping. More specifically, as the plasma wave amplitude grows, it becomes
possible that some of electrons with velocities very close to the phase velocity
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of the wave get trapped in the electrostatic potential of the plasma wave.
Then the particles and the wave exchange momentum (energy) and particles
can get accelerated if they have the appropriate phase relative to the phase
of the wave. If, in addition, the density of the background plasma changes so
that the phase velocity of the wave increases (increasing plasma density) this
could result in particle acceleration to very high speeds. This mechanism was
proposed as a possibility leading to cosmic-ray particle acceleration, see [4].
The idea of plasma based accelerators has drawn attention in recent
years because plasmas can sustain extremely large acceleration gradients. Con-
ventional linear accelerators have acceleration gradient limited to about 100
MV/m. A plasma based accelerator can sustain plasma waves with fields of
the order E0 = cmeωp/e (see [5]), or





For example, if n = 1018cm−3, E0 ' 100GV/m.
A plasma wave can be excited in four different ways. First, an electron
beam propagating in a plasma can excite a plasma wave. The accelerators
based on this method of excitation are called plasma-based accelerators [6, 7,
8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. The next three methods of exciting a plasma
wave are based on laser pulses. The main idea was that of Tajima and Dawson
[18] and Chan [19]. One way of exciting a plasma wave by a laser pulse uses
the beat wave of two long laser pulses offset by a plasma frequency. This type
of accelerator is called a beat-wave accelerator. Another way of exciting a
plasma wave is by a single short powerful pulse and the accelerators based on
this scheme are called laser wakefield accelerators. And lastly, the plasma wave
can be excited by one long powerful laser pulse undergoing self-modulation at
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the plasma frequency; the corresponding accelerators are called self-modulated
laser wakefield accelerators. There has been a tremendous amount of work
in studying the interaction between plasma and laser pulses with respect to
accelerator development [20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. An overview
of plasma-based accelerators is given in [31].
The work of the present thesis can be understood in the context of
plasma-based accelerators but it also makes a bridge to laser wakefield accel-
erators. The purpose of this thesis is to build a simplified model for particle-
wave interaction. It considers the beam-excited plasma wave in the linear and
non-linear stages, and the influence of external electromagnetic (laser) waves
in the system. It builds upon a model referred to as “The single wave model”
[9, 10, 32, 33]. The main virtue of this work is that it takes this model and
generalizes it to include multiple waves, plasma and electromagnetic, and three
spatial dimensions. In the derivation of it we use a Lagrangian and Hamilto-
nian approach. The Lagrangian approach to problems in plasma physics has
been used successfully by many authors [34, 35, 36, 37]. The continuous beam-
plasma system is simplified to a finite degree-of-freedom system described by
a system of ordinary differential equations. This allows for computational ef-
ficiency and, with additional simplifications, to analytical treatment. Based
on the predictions of our model we study the interaction of trapped particles,
plasma waves, and external electromagnetic waves. The fact that the trapped
particles have velocity nearly equal to the plasma wave phase velocity (resonant
particles) is used to suggest an efficient way of energy transfer between elec-
tromagnetic (laser) waves and the plasma wave through the trapped particles.
It is suggested that this energy transfer be used in plasma-based accelerators
to further increase the energy of the accelerated particles. We show that even
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with small intensity of the laser pulses a considerable amount of energy could
be transferred, on the order of 17 − −60%. Our numerical and analytical
studies show that before such a transfer can occur the electromagnetic waves
amplitudes should exceed a certain threshold.
The structure of the thesis is as follows. Chapter 2 is dedicated to
derivation of the multi-wave model for plasma-wave interaction in the non-
relativistic case. It introduces the basic approximations and ideas that underlie
such derivation. The model is investigated numerically and a system of one
plasma and two electromagnetic waves is shown to have chaotic features.
In Chapter 3 the model is derived in its full generality i.e., with three
dimensions and relativistic particles. Here the limitations of the model are
discussed and a justification of the approximations used is given.
In Chapter 4 we perform numerical study of the relativistic multi-wave
and multi-dimensional model. We study how the energy of the plasma wave
scales with the linear growth rate of the wave. Our findings conform to well-
known results. Then we study a system of one plasma and one or two elec-
tromagnetic waves. In the case of one electromagnetic wave we show that
there is no resonant interaction (no resonant particles), but the electromag-
netic wave behaves as an external force to the beam-plasma system. This fact
is used later in Chapter 5 to further simplify the equations and make possible
an analytical study. In Chapter 4 we also study the system of one plasma and
two electromagnetic waves. Our results show that energy transfer between the
plasma and the electromagnetic waves is present when a matching condition is
satisfied, provided the electromagnetic waves have amplitudes that are larger
that a certain threshold. An experimental test is proposed (see also [38]).
In the last Chapter 5 we preform further simplifications that allow us
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to create a simple picture of phenomena observed numerically in the previous
chapters. We use the “macroparticle” model (see [32]) and additional “external
wave” approximation to reduce the system of equations to a two-degree-of-
freedom system. We perform analysis using the island overlapping technique,
make surfaces of section plots, and finally perform a linear analysis to explain






In this chapter we begin with the derivation of a non-relativistic model that
describes the interaction of a mono-energetic beam with a cold plasma in the
presence of several electrostatic and electromagnetic waves. The positive ions
in the background plasma are supposed to be immobile. The presentation
here follows closely Ref. [33]. The model is derived assuming slowly changing
wave amplitudes and phases (envelope approximation). We study some basic
properties numerically, such as interaction of one electrostatic and one or two
electromagnetic waves with the beam. The model we derive is highly non-
linear and some features of chaotic behavior are encountered. We also see that
although the electromagnetic waves are non-resonant with the beam particles,
their presence in the system has non-trivial consequences, such as accelerated
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growth of the electrostatic wave.
The derivations given in this chapter are with somewhat less details
since emphasis will be given on the numerical study of the model. This is
done in order to introduce the model in a simpler context and introduce the
basic parameters of the problem. In the next Chapter 3 more details on the
derivations will be given, as the model will be in its general form, namely,
relativistic beam particles in three spatial dimensions.
2.2 Derivation of the model











































where v is the Eulerian velocity field, n the particle density for the background
plasma, φ and A are the scalar and vector potentials, respectively, j is the
current, ρ is the charge density, and −e is the electron charge. Quantities with
a subscript refer to beam particles whereas those without to the background
plasma. The Coulomb gauge ∇·A = 0 is assumed.
Two kinds of waves are included: NL longitudinal waves, which are
described by the scalar potential, and NT electromagnetic (linearly polarized)
transverse waves, which are described by the vector potential. The number of
particles is N .
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Motivated by fluid theory and previous derivations for the beam-plasma











jL = −envL, jT = −nevT ,












where vL and vT are the longitudinal and transverse velocities, respectively,
in terms of which the currents jL and jT are described. We insert (2.2) into
the action of (2.1).
The fields are constrained by assuming the following forms:
φi(r, t)=φi(t) cos[kLix − ωLit − β ′i(t)], i = 1...NL,
(2.3)
Ayi(r, t)=ai(t) cos[kix − ωit − θ′i(t)], i = 1...NT ,
and Axi ≡ Azi ≡ 0. The longitudinal fields only have components in the x–





(2.3) are assumed to be slowly varying functions of time (Whitham’s envelope
approximation, see Ref. [39]). We substitute (2.3) into (2.1) and keep only
terms up to first (linear) order in the time derivatives of the phases and the
amplitudes. Assuming periodic boundary conditions we perform the spatial

























































In the above calculation we have made use of the dispersion relations for








2, respectively. We have also assumed that wave vectors for different
waves are different.
In the next section we derive the Hamiltonian of the system and show
that the energy and momentum are conserved.
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2.3 Hamiltonian form and conservation laws




















































































where a number of scalings have been performed, µj = kj/kL1, νj = kLj/kL1,
nb = N/l
3, and the following substitutions have been made
ξi = kL1xi − ωpt(τ), ηi = kL1yi,




β ′(t) = νjβj(τ) + (νj − 1)ωpt(τ),




































Notice that by (2.6) we have changed to a reference frame traveling with
the phase velocity of the j = 1 longitudinal wave; this means that the j 6= 1
waves will have additional time dependence. All transverse waves have such
additional time dependence since their phase velocity is always greater than
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the phase velocity of the longitudinal waves (and also grater than the speed
of light).
From this Lagrangian, by the standard Legendre transform for the co-











































































With this Hamiltonian the Poisson brackets are of canonical form and
the conservation of energy, dH/dτ = 0, is assured because the Hamiltonian
contains no explicit τ dependence. To see conservation of momentum, we write

































































































































































































































Using equations (2.8) it is easy to see that dPξ/dτ = dPη/dτ = 0, hence these
components of the total momentum are conserved. The third component (the
momentum along the z-axis) is trivially conserved for a plane polarized wave.
Notice that the canonical coordinates for the waves are the phases βj
and θj, and the corresponding conjugate momenta are Jj and Ij, respectively.
The variables ηi are ignorable and so the pηi are conserved. The number of
degrees of freedom is thus reduced to N + NL + NT . When the transverse
fields are set to zero, the Hamiltonian reduces to that given in Ref. [11] and
Ref. [32].
From these equations we see that the coupling between waves only oc-
curs by means of the particle dynamics. This kind of coupling suggests there
will be a transfer of energy between particles and waves, and consequently
through this process, between transverse and longitudinal waves. Because our
model is non-relativistic, the interaction between electromagnetic waves and
particles is generally expected to be small. The reason is that the terms with
a small factor (v/c) are much smaller, for example in the Lorentz force, than
the dominant electric force (in our case the electric force is due to the elec-





3 . The first small factor appears in laser
wake field accelerator physics, where the laser frequency is usually much larger
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than the longitudinal wave frequency. However, in our derivation of the model
nowhere is its smallness used and so it can in general be chosen arbitrarily.
The smallness of the second factor is required to ensure that no significant
changes of the shape of the waves occurs. Therefore, generally the influence
of the transverse waves is expected to be small, since it includes both small
factors. To increase the coupling between particles (electrons) and transverse
(electromagnetic) waves we have to consider relativistic velocities of the beam
particles because the phase velocity of the transverse wave is always greater
than c. However, as we will see in the next section, such coupling exists even
in the non-relativistic case and is not negligible.
We note that the in variables in which the system of equations (2.8)
is written, the linear analysis is not convenient, since a singularity occurs
at the equilibrium point J = 0. Since the pairs (J, β) forms action-angle
variables (similarly do the pairs (I, θ) for the transverse waves), the situation
can be compared to the one where linear analysis is done in polar coordinates.
When the radial variable goes to zero, the coordinate change form Cartesian
to polar coordinates has a singularity and the angle can take any value. In
the next chapter we will derive a similar system of equations for relativistic
beam particles in different variables, which will allow us to perform the linear
analysis around the equilibrium point ξi(0) = 2πi/N , pξi(0) = v0, J(0) = 0,
β(0) = 0 (in the absence of transverse waves) without difficulty.
2.4 Numerical results and discussion
In the absence of transverse waves the system has been extensively studied in
a number of papers, see Refs. [11, 32, 9, 10, 40, 41, 42, 43]. In the present
18
section we give some preliminary numerical results that demonstrate the effect
of the presence of transverse waves in the system. We analyze the system
of equations (2.8) numerically for N = 100 electrons uniformly distributed
over 2π, nb/n = 0.001, pξi(0) = 0, βi(0) = 0, and Ji(0) = 0 (in the actual
simulation J(0) = 10−8). The longitudinal waves grow up from instability. The
initial velocity of the beam particles is taken equal to the phase velocity of the
longitudinal wave (resonant electrons). Because the system of equations (2.8)
is in a moving frame, the initial momenta (velocities) are zero. All momenta















The ratio of the phase velocity ωp/kL1 to c is taken to be equal to
0.1 to justify neglect of relativistic effects. Two quantities that are used in
laser-plasma experiments are |eET /mωic| and |eEL/mωpc|. Using the relations
|EL| = |∇φ| and |ET | = |(1/c)(∂A/∂t)| for the longitudinal and transverse
















































For the parameters we use in our numerical simulations, and assuming
Ji = 10
2, νi = 1, Ii = 10
3, and µi = 2, we get the values of 10
−3 and 2.5×10−6
for (2.13) and (2.14), respectively. From formulas (2.13) and (2.14) we can eas-
ily find the transverse-to-longitudinal energy ratio. For example, for the same
parameters as above, this yields 4 × 10−3 for Ii = 103 and 0.4 for Ii = 105; in
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Figure 2.1: Case of one transverse wave and one longitudinal wave. Several
runs with different transverse wave initial amplitude and µ1 = 2.0 are shown.
No significant difference from the single wave model (solid line) is seen.
the second case the transverse waves have comparable energy to the longitu-
dinal waves. Now let us consider numerical solutions of Eqs. (2.8). First we
look at the case of one longitudinal and one transverse wave. In Fig. 2.1 we
show results from several runs with various values of the transverse wave am-
plitude. We see very little influence of the transverse wave. With no transverse
wave the longitudinal field evolves according to the equations for the longitu-
dinal single-wave model. For example, the results agree with those shown in
Ref. [32] (up to a change of variables). In Fig. 2.2, we show runs with two
20













Figure 2.2: Case of two transverse wave and one longitudinal wave, µ1 = 2.0,
µ2 = 3.0, and θ1(0) = θ2(0) = 0.0. The longitudinal wave exhibits faster
growth with larger initial transverse wave amplitudes Ii.
transverse waves and one longitudinal wave. The transverse waves have equal
initial amplitudes and phases, but different wave vectors. Now comparison
with the single-wave case shows that the growth of the longitudinal wave oc-
curs at an earlier time that depends on the value of the initial amplitudes of
the transverse waves.
For a closer look at this phenomenon, we take the logarithm of the
longitudinal waves in Fig. 2.2 and plot the result in Fig. 2.3. In Fig. 2.4 we plot
the phase of the longitudinal wave. We see that the transverse waves influence
21
















Figure 2.3: Case of two transverse waves and one longitudinal wave, µ1 = 2.0,
µ2 = 3.0, and θ1(0) = θ2(0) = 0.0. Logarithm of the longitudinal waves from
Fig. 2.2. The transverse waves have largest influence in the transient stage of
the instability process.
the growth in the very beginning of the instability, when the instability process
is still developing. At this time the solution of the system of equations (2.8) is
still in a transient state. During this early time the beat wave of the transverse
electromagnetic waves has the strongest influence. A resonant process takes
place–see the large oscillation in Fig. 2.3 at times around τ = 0.6 for Ii = 10
4
and τ = 2 for Ii = 10
3. In Fig. 2.4 we see a sharp phase shift due to the
transverse waves, which causes the offset of the linear regime toward earlier
time. This phenomenon will be explained in Chapter 5 with the linear analysis
22

















Figure 2.4: Case of two transverse and one longitudinal waves, µ1 = 2.0,
µ2 = 3.0, and θ1(0) = θ2(0) = 0.0. Phases of the longitudinal wave from
Fig. 2.2. The transverse waves have largest influence in the transient stage of
the instability process.
of a simplified model. At a certain amplitude of the beat-wave of the two
transverse waves, the transient behavior of this simplified system switches
from oscillatory to exponentially growing. This results in the observed “jump”
behavior. in addition to the phase shift, if the phase velocity of the longitudinal
wave is relativistic, the coupling with the transverse waves will be stronger and
transfer of energy can occur.
Further, we examine the behavior of the system for long times. In
Fig. 2.5 we show the growth of the longitudinal wave for large initial amplitudes
23













Figure 2.5: Case of two transverse waves and one longitudinal wave, I1 =
105, I2 = 10
5 + 1, µ1 = 2.0, µ2 = 3.0, and θ1(0) = θ2(0) = 0.0. The two
transverse waves have slightly different large initial amplitudes. This figure
shows sensitivity to the initial conditions.
of the two transverse waves. Figure 2.5 gives evidence for the chaotic behavior
that is to be expected: a very small difference in one of the initial transverse
waves amplitudes, a difference of one part in 105, causes a large difference in
the subsequent evolution.
Figure 2.6 shows the evolution of the two transverse waves in the pres-
ence of one longitudinal wave and the beam electrons. As expected, the inter-
action between the transverse wave and the electrons is negligible.
The two curves in Fig. 2.7 show sensitivity to initial conditions—in this
24










Figure 2.6: Case of two transverse waves and one longitudinal wave, I1 = I2 =
103, µ1 = 2.0, µ2 = 3.0, and θ1(0) = θ2(0) = 0.0. The evolution of the two
transverse amplitudes is shown.
case due to truncation error. This, again, gives evidence for chaotic behavior
of the system.
25










Figure 2.7: Case of two transverse and one longitudinal waves, I1 = I2 = 10
3,
µ1 = 2.0, µ2 = 3.0, and θ1(0) = θ2(0) = 0.0. Divergence due to the exponential
growth of the small truncation errors and leading to dynamical system chaos.
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2.5 Conclusions
In this chapter we derived the non-relativistic model for multi-wave interac-
tion. The model is based on the assumption of slowly changing amplitudes and
phases (envelope approximation). The system of background plasma, waves
and particles reduces to a finite-dimensional one that is described by a finite
number of ordinary differential equations. It conserves energy and momen-
tum and is in this sense self-consistent. The system goes through a stage of
transient growth and a linear stage, followed by a saturation and trapping
of particles. Subsequent evolution of the system involves (quasi)periodic ex-
change of momentum between particles and longitudinal, and particles and
electromagnetic waves. The interaction with the transverse waves is strongest
in the very beginning of the instability process and there it results in a phase
shift leading to accelerated growth of the instability (of the longitudinal wave).
We also showed that this system exhibits sensitivity to initial conditions or
truncation from round off. This points to the chaotic behavior of this system






In this chapter we generalize and further analyze the model introduced in
Chapter 2. Here we derive our model in its full generality, allowing for three
spatial dimensions and relativistic particles. As before, the background plasma
is assumed to respond linearly and non-relativistically; in addition, the ions
in the background plasma are, similarly to the development in Chapter 2,
assumed to be immobile. These are good approximations because the resonant
particles are assumed to constitute a very small fraction of the total plasma,
and their velocities are assumed to be much larger than the thermal velocity
of the background plasma. The waves described by the model are the plasma
wave and external electromagnetic waves, which have a period of oscillation
on the order of a plasma period. For this reason the motion of the heavy ions
is neglected. The external electric fields are assumed small enough so that
nonlinear effects in the background plasma can be neglected.
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3.2 Derivation of the relativistic model
As in Section 2.2, start with the Lagrangian for the system of fields, back-

















































As in Chapter 2, v is the Eulerian velocity field, n–the particle density of the
background plasma, φ and A are the scalar and vector potentials associated
with the NL electrostatic and NT electromagnetic waves, respectively, N is
the number of particles, j is the current, ρ is the charge density, and −e is the
electron charge. The quantities m and e of the last three terms of (3.1) may
be interpreted as follows. If the integration volume V is divided into N cells,
e may be interpreted as the effective charge of the cell, or enbV/N , whereas
m as the effective mass equal to mnbV/N , nb being the beam density. Then
the sum ranges over all cells. In what follows the nominal “particles” will be
equivalent to “cells”. Quantities with a subscript refer to particles whereas
those without a subscript refer to the background plasma. Coulomb gauge
∇·A = 0 is assumed.
Using fluid theory, the linear response of the background plasma is given
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by



















v = − 1
ne
j,
where jL and jT are the longitudinal and transverse parts of the current.
Notice that Eqs. (3.2) are slightly different from (2.2) that we used in our
non-relativistic model. The first three of (3.2) follow directly from Maxwell
equations upon splitting the current into irrotational and solenoidal parts and
using the Coulomb gauge (see e.g. Ref. [44]). Substituting the above relations
into the Lagrangian (3.1) is incomplete because it amounts to the neglect of
the fields due to the beam particles. The justification of our model is consid-
ered in more detail in Section 3.3. We now continue with the derivation of the
model.
Suppose that the electrostatic and vector potentials are represented by
three-dimensional Fourier series as (The model is flexible enough to accommo-
date the use of a different set of complete functions depending on the geometry
of the specific problem. For example, a plasma channel formed by an intense
laser pulse has a cylindrical shape, so decomposition of the fields in a cylin-






















the star superscript denoting the complex conjugate. The sums kL > 0 and
























with µLx,y,z and µx,y,z positive integers. Lx, Ly, Lz determine the size of the
plasma, or the periodicity length; for example, they can be taken to be equal
to the maximal wave length of the electrostatic wave. The sums exclude the
zero components since they do not contribute to the equations of motion. The
Coulomb gauge condition reads k · ak = 0. Let the amplitudes fkL and ak
contain a slow and a fast time scales. The derivatives will be
ḟkL = −iωkLfkL + ḟ kL,
ȧk = −iωkak + ȧ k. (3.6)
The underline notation means differentiation with respect to the slow time
scale, i.e. if fkL(t) = FkL(t)e




−iωkL t. The second derivatives assume the form
f̈kL = (−iωkL)2fkL − 2iωkL ḟ kL + f̈ kL
' −ω2
kL
fkL − 2iωkL ḟ kL , (3.7)
äk ' −ω2kak − 2iωkȧ k.
The second derivatives with respect to the slow time scale have been neglected












|äk|  ωk|ȧk|  ω2k|ak|. (3.8)
The assumption of slowly varying amplitudes puts another restriction on the
usage of the model in experimental context. In a typical plasma wake-field
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acceleration experiment, the length of an electron bunch (or a laser pulse, in
the case of a laser wake-field experiment) is normally on the order of a plasma
wave period [28, 30]. Our model would describe experimental situations for
which the length of the pulses is several plasma wavelengths long.
Now formulas (3.2) are substituted into (3.1). The cold plasma disper-
sion relations, ω2
kL





waves, and the formulas for the derivatives, (3.6) and (3.7), are used. The inte-
gration is performed over a domain with periodic boundary conditions. Upon
integrating the squares, terms which contain different wave vectors in the ex-
ponential ei(k±k
′)·r average to zero, and so do terms in which the wave vectors
double, e±2ik·r. Only terms with equal wave vectors but opposite sign of the
exponent survive and for them the integration reduces to multiplication by the
volume of integration. Use is made of the Coulomb gauge condition to reduce
vector products to scalar products.
More quantitatively, we present the part of the derivation that only
contains the vector potentials. First, consider the term in the Lagrangian (3.1)
containing |v|2. Using formulas (3.2), (3.4), (3.6), and (3.7), and taking into



















































































(ak · ȧ∗k − ȧk · a∗k)
)
(3.9)
where we have neglected second order time derivatives of ak, as well as products
of first order time derivatives; the dispersion relation for electromagnetic waves
has also been used. For the integration of the rest of the terms containing A,
notice that the current term in the Lagrangian may be transformed so that it
equals twice the field term with a negative sign. Therefore for the rest of the











































































In the last step the Coulomb gauge condition, k · ak = 0, was used. Adding
(3.9), (3.10), and (3.11) we see that upon using the dispersion relation for








(ak · ȧ∗k − ȧk · a∗k) . (3.12)
By an analogous calculation for the terms involving the electrostatic
potential one can show that upon using the cold plasma dispersion relation
for electrostatic waves, terms with |fkL|2 cancel out and the remaining terms,

















To include (3.12) and (3.13) into the Lagrangian (3.1), we make use of




in terms of ak, ȧk, fkL, and ḟkL . Thus





































































(ak · ȧ∗k − a∗k · ȧk).
Let us discuss again the time scales in the Lagrangian (3.14). In the
single wave model, Refs. [9, 10], the slow time scale in the system is obtained
by a Galilean transformation to a moving (with the initial beam velocity)
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frame, or by a particular choice of variables. However, here this is not done
because instead of a Galilean transformation, a Lorentz transformation should
be used, and that would involve transformation of the fields as well. It is
preferable that the fields be the ones in the laboratory (stationary) frame. All
quantities in this Lagrangian contain both the fast time scale, on the order of
the electron plasma period and the slow time scale, on which we assumed the
amplitudes and phases of the waves vary. To obtain a quantity that varies on
the slow time scale, we simply take instead of fkL and ak, |fkL| and |ak|.
One may attempt a different way of averaging the Lagrangian over the
fast time scale and retaining only the small time scale. This has been done by
several authors [45, 46, 47]. We can see that doing so will retain only terms
for which the resonant condition,
v0 · kL − ωp = 0, (3.15)
is satisfied. Indeed, the terms with fkL contain a time dependence of the
form ei(v0 ·kL−ωp)t. If the phase velocity of the longitudinal wave equals that
of the beam electrons, ωp/kL = v0, averaging over the time scale determined
by ωp and retaining the next small order corrections (remember that we have
terms in the Lagrangian that contain small derivatives of amplitudes, and are
therefore small compared to the rest of the terms) will retain only terms of
zeroth and first order in (n/nb)
1/3 (ratio which is proportional to the ratio
of the fast and slow time scales). Consider now the electromagnetic terms.
The fast time dependence for them has the form ei(v0·k−ωk)t. In this case the
resonant condition (3.15) cannot be satisfied since the phase velocity of the




2c2). However, terms with electromagnetic waves can still produce
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slowly varying quantities. For example, if more than one electromagnetic
wave are present, their frequencies can be chosen such that the resultant beat
wave fulfills the necessary resonant condition. This case will be considered in
Chapter 4.
To continue, it is convenient to write all variables in dimensionless form.
Use formula (3.5) to define the dimensionless coordinates and longitudinal
wave vectors as kL · rj = µL ·ρj, and similarly for the transverse wave vectors,
k · rj = µ · ρj. Let the time scale be given by 1/ωp and length scale given by
the maximal longitudinal wave length, i.e. choose Lx = Ly = Lz = 2π/|kLmin|.
Define β = ωp/c|kLmin|. The dimensionless electrostatic potential and vector








A Greek letter subscript denotes a dimensionless variable. The dimensionless








where ωµ = ωk/ωp = (1 + µ
2/β2)1/2. Rescaling by mc2 and V , the dimension-








































































The field variables, as in the system of equations in the non-relativistic case, see
(2.8), enter either multiplied by small coefficients, or contain a small derivative.
The small coefficients in front of the electrostatic variables depend on the ratio
of beam and background plasma densities and on β whereas those in front of
the electromagnetic variables depend in addition on the inverse of the large
number ωµ. It follows that the coupling of fields and particles is stronger for
fast particles, and for denser beams. The coupling between electromagnetic
waves and particles is stronger for smaller frequency ratio ωµ.
3.3 Justification
Consider first the conditions which allow us to neglect the field of the beam
particles compared to the electric field of the plasma wave. The electric and
magnetic fields of a relativistic charge at a distance of the order 1/kL (kL being
































(R × E) . (3.20)
In formulas (3.19) and (3.20) R is the vector from the point charge to the point
where the fields are observed, and all quantities are taken at the moment t′
in the system where the charge is at rest. An order of magnitude estimate
follows, upon neglecting the term with v̇ as small by assumption, see (3.8),
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compared to the first term on the right hand side of (3.19), as
Eb ∼ nbeγ2k2L. (3.21)
where γ is the relativistic factor, γ = (1 − β2)−1/2. From (3.21) we can find
that the field of the beam is Eb = nbV Ee ∼ nbeγ2/kL, where we used the fact
that the volume V ∼ k−3L . With the maximum plasma wave amplitude given
in [5], E0 =
√












β = ωp/kLc is the dimensionless phase velocity of the longitudinal wave which
is very close to that of the beam particles. For a non-relativistic beam, taking














The latter condition puts a restriction on the beam–plasma density ratio:
for fast particles this ratio needs to be small in order for such system to be
described by the model.














To see why this is so, we can argue in the following way. The linear re-
sponse of the plasma yields velocity that is linear in the electric field, v
(1)
k ∼




k ∼ (e2/2m2ω3k)E2k, see Ref. [49]. Upon using ET = (1/c)∂A/∂t = (ωk/c)A,





k , yields (3.25). The quantity on the left-hand-
side of (3.25) is the so called normalized vector potential. In an experiment
on wake-field acceleration, a powerful laser pulse can have a normalized vec-
tor potential on the order of unity, or even several units. Our model is not
applicable to such experiments.
Next the Hamiltonian formulation will be given and conservation laws
will be found.
3.4 Hamiltonian form and conservation laws
The Hamiltonian of the system can be found from the Lagrangian (3.18), by

















































µL , σ = 1, 2, 3. (3.27)
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Notice that the vectorial nature of a,jσ and f,j comes from µ and µL, corre-






1 + (πj/β + aj)
2
. (3.28)















































































σ = 1, 2, 3. Notice that the brackets for the field variables differ from the
canonical brackets only by a factor of 1/i. The calculation for the field part
of the Hamiltonian is done in Appendix A.










(πjσ/β + ajσ) a,jσ
√
1 + (πj/β + aj)
2
+ f,j


















and two equations that are complex conjugates of the last two. Summation
over the repeated index σ in the second of equations (3.31) is assumed. In
addition to Eqs. (3.31), the gauge condition µ · aµ = 0 must be added. The
momentum equation has two terms. The first is the ponderomotive force due
to the electromagnetic field, and the second is the electrostatic response of the
plasma. It also shows that the particles are coupled to both, the electrostatic
and the electromagnetic fields. Each of the field equations has two terms on
the right-hand side. The first term is just the wave oscillation (varying on
the fast time scale), whereas the second term describes the coupling of the
plasma to the beam particles through the waves. The latter involves the small
coefficients sµL and sµ and is responsible for the slowly changing amplitudes
assumed in the beginning of the derivation.











µ |aµ|2 = const. (3.32)
It is also obvious that the total energy of fields and particles is a conserved
quantity, since the Hamiltonian does not have explicit time dependence.
The system (3.31) is highly non-linear and integrability is unlikely even
for one particle, one longitudinal, and one transverse waves; in fact, the system
with one particle and one longitudinal wave is integrable (see [32]), but not so
for one particle and one transverse wave, see Chapter 5. In the non-relativistic
limit the chaotic behavior was noted in Ref. [33]. Linear analysis can be done
in the absence of electromagnetic waves and in one spatial dimension. Further





In the next two chapters we explore more fully the system of equations (3.31).
In the present chapter emphasis is given to the numerical study of our model
whereas in the next chapter we derive an approximation to the full system of
equations, and the emphasis is on the analytical study of the system.
The model is used to study several problems. First, a formula for the
linear growth rate is derived, thus corroborating previous results. It follows
that the longitudinal growth rate decreases with increasing initial velocity of
the beam, a result due to relativistic effects. On the other hand, computer
runs with three spatial dimensions show that waves with nonzero transverse
wave vectors grow faster then purely longitudinal waves. This is also in agree-
ment with previous results. Next, we study the higher Fourier harmonics in
the power spectrum, an find a correction to previous results because of the
presence of multiple waves. We then study the scaling properties of the sat-
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uration amplitude with the linear growth rate. In the non-relativistic case
obtain the expected “trapping” scaling. Then we investigate the influence
of electromagnetic waves on the beam-plasma system. The presence of one
external electromagnetic wave stabilizes the beam-plasma instability. When
two external electromagnetic waves are present simultaneously, beat-wave res-
onance is observed. This is used to suggest that particles may be accelerated
via the transfer of energy from the electromagnetic waves since the relativistic
particles and the beat wave can have matching velocities and thus can satisfy
a resonance condition. Transfer of energy from the external electromagnetic
waves to the plasma wave (through the beam particles) is observed only when
a certain value of the initial vector potential is exceeded. This suggests that
a “loss” mechanism is present, although our system is actually Hamiltonian;
an explanation of this effect is given. Finally, an experimental test of the
beat-wave resonance in the full system is suggested.
For numerical purposes it is convenient to rewrite the system (3.31) as
a system of real equations by splitting the real and imaginary parts of each of











































































































































































. The numerical simulations are
done with an adaptive time step fourth order Runge-Kutta method. The time
step is controlled by the greater of the absolute error, which is the C2 norm
of the vector made up from all dependent variables, and the relative error
of the electrostatic field amplitude (this was chosen since the electrostatic
field initial condition is a very small perturbation). The runs are done with
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accuracies usually 10−5 to 10−6. The difference in runs using two different
accuracies is extremely small and only shows up at very long times. The
system there exhibits its chaotic nature. Notice that the time units in the
relativistic system differ from the non-relativistic one by a factor of (2nb/n)
1/3,
i.e. τnon-rel = (2nb/n)
1/3τrel. For example, if nb/n = 0.001, as it is chosen
in most runs, 1 unit of “non-relativistic time” would equal approximately 7.94
units of “relativistic” time.
4.2 Purely electrostatic case
4.2.1 Single wave, one dimensional electrostatic case
In this subsection the multi-wave model is used only in one spatial dimension
and the electron beam is mono-energetic. The single wave model has been
studied in a number of references, including the relativistic electron beam. In
the Introduction it was mentioned that when a mono-energetic electron beam
propagates in a plasma, an electrostatic wave grows because of the beam-
plasma instability. Subsequently the wave saturates due to non-linear effects
and traps some of the electrons from the electron beam. The trapped electrons
and the wave periodically exchange momentum while the amplitude of the
wave oscillates in time.
For a relativistic electron beam the linear growth rate is
γrelL = γL
√







1 − β2 ωp, (4.1)
where γL = (
√
3/2)(nb/2n)
1/3ωp is the non-relativistic growth rate (see e.g.
[8, 9, 10, 32, 17]). In the context of the present model this result can be derived
as follows. Consider the linearized equations of motion around the equilibrium
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, and a uniform distribution of
beam particles. To emphasize the slow time scale we set ρ′ = ρ− τ êz, with êz
being the unit vector in the z-direction and FµL = fµLe
iτ . In terms of these




1 − β2(1 + ρ′j)2
, (4.2)







































































and one equation that is complex conjugate of the last one. Assuming all
linear quantities vary as eλt, the dispersion relation follows upon taking the
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(Note that only the coordinates and momenta in the z-direction are relevant,
and therefore the total number of variables is effectively 2N + 2, which equals
the order of the polynomial equation.) From Eq. (4.9) a formula for the eigen-





(1 − β2)1/2 cos(π/6). (4.10)
In dimensional variables formula (4.10) becomes (4.1). Thus our result (4.1),
for one longitudinal wave, agrees with the previously known result from the
relativistic single wave model (see e.g. [10, 17]). It is seen that for a β ap-
proaching unity relativistic effects reduce the growth rate of the electrostatic
wave. This is due to the increased relativistic longitudinal mass of the particles;
the transverse mass remains unchanged since the motion is non-relativistic in
directions perpendicular to êz.
In Fig. 4.1 we give an example of a numerical solution of the relativistic
single wave model. This figure shows the growth and saturation of the funda-
mental mode (more precisely, |fµL |/
√
N is plotted, since it depends only on
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 β = 0.1
Figure 4.1: This figure shows initial linear growth of the electric potential
followed by saturation with trapping oscillations. 300 particles are uniformly
distributed over a distance of 2π in the z-direction and their initial velocity
equals that of the wave.
the slow time scale and is a quantity independent of the number of particles).
The initial condition of the run is as follows: The initial disturbance (initial
amplitude) of the waves is 10−8 (both for the real and imaginary parts of fµL),
300 particles are uniformly distributed over a distance of 2π in the z-direction
and their initial velocity equals that of the wave. In this Fig. 4.1, as well as
in Fig. 4.2, β = 0.1 for a weakly relativistic beam. For larger β the single
wave model has similar behavior. The only difference is that the growth of the
electrostatic wave occurs at later times because of the relativistic mass effect
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Figure 4.2: Logarithm, ln |fkL|, of the electrostatic potential versus normalized
time for the case in Fig. 4.1. The numerical value of the slope is 0.0684, whereas
that value given by Eq. (4.10) is 0.06839.
mentioned above. It is seen from Fig. 4.2, that the match between the numer-
ical and theoretical values of the slope is within 0.1%: The numerical value of
the slope is 0.0684, whereas that value given by formula (4.10) is 0.06839.
4.2.2 Multi-wave, one dimensional electrostatic case
We next consider the multi-wave pure electrostatic case in one spatial dimen-
sion. In Fig. 4.3 the growth and saturation of high Fourier field harmonics
is shown (note that because of the normalization of the dimensionless field
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, vs. time, β = 0.1
variables the amplitude the electric field is given by |EkL| ∼ |fµL|). The
high harmonics (the terminology high harmonics refers to spatial Fourier,
not to frequency (temporal Fourier) harmonics) are non-resonant, since their
phase velocity is n times smaller than that of the fundamental, where n is
the number of the harmonic. This means that the high harmonics will grow
much slower than the fundamental. The dielectric for higher harmonics is
ε(k, ω) = ε(nkLmin, ω + (n− 1)kLminv0) ' 1− ω2p/(ω + (n− 1)kLminv0)2 ' 1 for
n > 1 (see Ref. [9]). From Coulomb’s law then it follows that the harmonics
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where nb kL(t) stands for the time evolving harmonics of the beam charge
density; equivalently one could say that the harmonics of the electric field










From (4.11) it follows upon setting µL = (0, 0, n) that the energy spectrum
obeys an n−2 law, i.e. |En|2/8π ∼ An−2, with A = const.. The authors of
Ref. [9] used the single wave model to calculate ρ′j(t) and then substituted in
formula (4.11) to verify the n−2 law for the non-relativistic case. They found
that the actual exponent was −2.5 instead of −2. With the present model
the spectrum can be directly calculated numerically. Moreover, dependence
on the initial beam velocity can be studied, i.e. the spectrum of the field in
the case of a relativistic beam can be found. In Fig. 4.4 the logarithm of the
energy harmonics, ln |fkL|2 (one-half of this quantity used for convenience),
vs. n is shown (µL = (0, 0, n), n = 2, 3, . . . ). Notice that it is not a straight
line. Only the initial slope of the curve (which is −2.6 for β = 0.1, a weakly
relativistic case and, −2.5 for β = 0.9) agrees with the slope calculated in
that reference. The reason for disagreement is that in Ref. [9] the influence
of the higher field harmonics on the beam particles was neglected; having
these harmonics could be significant enough to change the shape of the energy
spectral distribution. Another possible reason for this difference is the fact
that fine scale mixing occurs as the nonlinear regime is established. Since the
high harmonics amplitudes are much smaller than the fundamental (roughly
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Figure 4.4: Energy spectrum. There is a deviation from a constant slope
predicted in a previous work: Only the initial slope agrees with previous pre-
diction.
by a factor of (nb/n)
1/3) influence on them could be much larger. Another
way to say this is that fine scale mixing for the high harmonics occurs at much
smaller amplitudes (see Ref. [50]).
4.2.3 Multi-wave, multi-dimensional electrostatic case
In three dimensions it is possible that the boundary conditions can favor
growth of waves with wave vectors that have non-zero components in the x-
and y-directions. Suppose the initial velocity of the electron beam only has
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a component along the z-direction. Then the resonant condition is satisfied
for a certain component of the wave vector in the z-direction. The other two
components of the wave vectors of such waves are not determined by the res-
onant condition. They may be determined by boundary conditions. Another
important condition that influences the linear growth rate in transverse di-
rections compared with that of the longitudinal growth rate was mentioned
above. Namely, in the longitudinal direction the increased mass of a relativis-
tic beam decreases the linear growth rate in that direction. However, in the
transverse direction the velocities are still non-relativistic, and therefore the
transverse gorwth rate may become larger than the longitudinal growth rate
for an ultrarelativistic electron beam (see Ref. [8]). To examine this situation
numerically, a simulation was done with 8x8x8 particles in which the waves
have wave vectors in the range (−3,−3, 1) to (3, 3, 3), i.e. the total number of
waves is 7x7x3 = 147. These waves divide in three major groups: Wave vectors
with components in the z-direction equal to 1, 2, and 3. Figure 4.5 shows the
linear growth of the waves. There are clearly three groups of waves growing
at a similar growth rate. This figure should be compared with Fig. 4.3 where
the waves with n = 1, 2, 3 have no x- and y-component of kL. This behavior
is to be expected for a non-relativistic beam. In the next Fig. 4.6 we examine
the same system for a relativistic beam with β = 0.9 and β = 0.98. Only
the spread in the fundamental harmonics is shown. It is clear, that the more
relativistic beam has larger spread. The green lines indicate the wave with
wave vector (0, 0, 1) and is seen to have the lowest growth rate. In Fig. 4.7 the
total energy of all waves is shown. It is seen that, compared to when the waves
have no components in the kLx- and kLy-directions (solid curve in Fig. 4.7), the
(energy of) the electrostatic wave becomes more erratic and the amplitude of
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Figure 4.5: Linear growth of waves with wave numbers in the range (−3,−3, 1)
to (3, 3, 3). Three major groups of growing waves correspond to wave numbers
with z-component equal to n = 1, 2, and 3, β = 0.1.
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Figure 4.6: Linear growth of waves with wave numbers in the range (−3,−3, 1)
to (3, 3, 3). Only group of growing waves with z-component of their wave
numbers n = 1 are shown for two values of β: β = 0.9 and β = 0.98. There is
much larger spread in the waves with present transverse components of their
wave vectors.
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Figure 4.7: Energy of the electrostatic waves with non-zero x- and y-
components of the wave vectors, solid line, compared with waves with compo-
nents of wave vectors only in the z-direction, dashed line, β = 0.1.
the oscillations become smaller, i.e. the energy exchange between the electron
beam and the electrostatic wave is smaller (dashed curve) and the coherence is
violated by the growth of the higher harmonics. For a large number of modes
(larger |kL|) the linear regime shortens. This could be explained by noting
that fine scale mixing occurs when the amplitude of the corresponding mode
exceeds the value of the order 1/|kL|, as shown in Ref. [40]. Therefore even
small amplitudes of higher modes can contribute nonlinearly to the growth of
the energy at early times. Numerical simulations by other authors similarly
57
show only a few oscillations before the plasma wave is damped by fine scale
mixing (see for example Refs. [17, 25]).
4.2.4 Scaling properties of the single wave model
As a last case of pure electrostatic wave-particle interaction, let us examine
the scaling properties of the relativistic single wave model. By “scaling prop-
erties” we mean the following. It was shown in the earlier numerical examples,
e.g. see Fig. 2.1, that the growth of the amplitude of the electrostatic wave
goes through a linear regime, with a subsequent saturation. The saturation
amplitude can be shown to scale as a certain power of the linear growth rate.
This is what we would like to examine in this subsection.
The scaling of the single wave model in the non-relativistic case was first
considered in Ref. [51]. The authors found that the saturation amplitude scales
as the 1/2 power of the linear growth rate. The same result was also found later
in Ref. [52]. The method that was used in these works was based on considering
the Vlasov equation for the problem of the bump on tail instability. It is known
that the eigenfunction has a singularity at the resonant wave velocity. The
eigenfunction has the same singularity. In the cited references the authors tried
to regularize the eigenfunction using an appropriate regularization procedures
from the theory of distributions. This behavior is now refered to as Hopf
scaling.
A much simpler physical argument showed that the electrostatic wave
grows until it reaches an amplitude such, as to trap the beam particles in its
potential well. Then the energy balance between the kinetic energy of the beam
particles and the electrostatic energy of the wave yields a relation between the
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saturation amplitude and the linear growth rate. This argument was first used
in Ref. [4] in relation to considering of wave-particle interaction and particle
trapping, and later in the context of the single wave model, by [6, 9, 53]. The
scaling properties of the saturation amplitude in the relativistic single wave
model were considered in Refs. [8, 10]. The argument is as follows. In the
linear regime, we have for the growth rate and frequency of the electrostatic
wave (consider first non-relativistic beam)

















The velocity of the beam particles, relative to the wave phase velocity is










Then the electrostatic wave will grow until it reaches amplitude large enough










Therefore we see that the saturation amplitude scales as the square of the
linear growth rate–so-called trapping scaling.






where R(τ) is a universal function for all different growth rates. Since R(τ)
saturates at the same value for all electrostatic waves, we can test the scaling
law by looking at the ratios |EkL1 |/|EkL2|. In the non-relativistic case we
59







µL1 and µL2 determining different initial beam velocities (and hence different
growth rates) through v0 = ωp/kL.
In the relativistic beam case a similar argument shows dependence on
the relativistic factor γ. More precisely, the linear increment then is given by
formula (4.1). The main difference from the non-relativistic case comes from
the large mass increase as the beam particles move at relativistic velocities,
namely, mL = mγ
3 (see Ref. [48]). The particles transfer energy to the wave
























γ  1, (4.21)
when ∆p/p  1. If, on the other hand, ∆p/p ≥ 1, a different amount of
energy is transfered to the wave
|EkL|2 ∼ v0p ' nbmv20γ (4.22)
















β 0.96 0.48 0.24 0.12 0.06
0.96 0.7751 4.43 9.57 19.47 39.15
6.27 13.87 28.36 57.04
0.48 0.175 2.16 4.40 8.84
2.21 4.53 9.10





Table 4.1: Scaling relations. The theoretical formula used in the lower boxes
is (4.20). The value (nb/n)
1/3 γ = 0.36 for β = 0.96.
Notice that the scaling property in the non-relativistic case was derived in a
frame moving with the initial beam velocity, whereas in the relativistic case it
is derived in the stationary frame. This explains the apparent difference in the
scalings in formulas (4.15) and (4.20), (4.23); our model describes the system
evolution in the stationary frame, and so the latter formulas will be used for
comparison with numerical simulations. Note that the relativistic estimates
go into the non-relativistic for γ → 1. The relativistic scaling relations have
been previously derived in Refs. [8, 10].
Next we present the results of several runs with different initial beam
velocities and different beam-plasma density ratios. The results are presented
in Tables 4.1, 4.2, 4.3 where the number in the upper box is the numerical
value of the ratios |fµL1 |/|fµL2 |, the number in the lower box is the theoretical
number according to formula (4.20) or (4.23), whereas on the diagonal are the






β 0.96 0.48 0.24 0.12 0.06
0.96 0.481 5.78 12.72 26.0 52.28
6.27 13.87 28.36 57.04
0.48 0.0832 2.20 4.50 9.04
2.21 4.53 9.10





Table 4.2: Scaling relations. The theoretical formula used in the lower boxes
is (4.20). The value (nb/n)
1/3 γ = 0.02 for β = 0.96. The agreement is much
better for smaller values of β, and is overall better compared to the case in
Table 4.1
Table 4.1 compares numerical runs with formula (4.20). Since the con-
dition (4.21) is not very well satisfied for large values of β, we do not have
very good agreement with the theoretical scaling relation.
In Table 4.2 we have a much lower value for (nb/n)
1/3γ = 0.02 (for
the maximal β = 0.96) and thus the scaling condition (4.21) is much better
satisfied, therefore we see much better overall agreement, as well as much
better agreement when β is smaller than 0.5. The good agreement in this case
signifies the validity of our model in describing the beam-plasma system for
this range of physical parameters.
In Table 4.3 we have runs with (nb/n)
1/3 = 0.46 and therefore the
scaling condition (4.21) is not satisfied. Then we test the numerical simulations
against formula (4.23). We see better agreement than with formula (4.20),
however overall this there is no good agreement, except for small β, when the
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nb/n = 0.1
β 0.96 0.48 0.24 0.12 0.06
0.96 0.770 2.24 4.50 9.02 18.03
3.54 7.45 15.06 30.2
0.48 0.344 2.01 4.03 8.06
2.10 4.26 8.53





Table 4.3: Scaling relations. The theoretical formula used in the lower boxes
is (4.23). The value (nb/n)
1/3 γ = 0.46 for β = 0.96.
system becomes weakly relativistic. In addition, our model does not suite the
description of the beam–plasma system when the ratio (nb/n)
1/3 is of the order
of unity since this violates one of the basic assumptions in the derivation.
The relation (4.16) has been derived in a more mathematically rigorous
way in Refs. [54, 55] where the authors manage to eliminate the singularities
in the distribution function to all orders by appropriately rescaling the field
amplitude. The result confirms the trapping scaling. The authors of these
papers also consider mobile ions, and the scaling law in this case turns out
to be 5/3 instead of 2. These scalings have also been considered in Ref. [56]
where an extensive numerical study is performed.
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4.3 Effect of the electromagnetic waves
It was noted in Chapter 2 (see also Ref. [33]) that two electromagnetic waves
of different wave vectors can have a noticeable effect on the linear growth of a
non-relativistic electrostatic wave. It is expected that similar, and in fact much
more significant effect, will take place in the relativistic case. We first study
this numerically along the lines this was done in section 2.4. We will have
one electrostatic and one or two electromagnetic waves in a one-dimensional
system.
4.3.1 One electrostatic and one electromagnetic wave
First, consider one electromagnetic wave. For the runs in this subsection, we
take N = 100 particles, µL = (0, 0, µL), µ = (0, 0, µ) with µL = 1, µ = 2, 3, . . .,
and nb/n = 0.001. The dimensionless coefficients (3.17) have the order of
magnitude value of sµ ' 2.2 × 10−3
√
β/µ and sµL ' 2.2 × 10−3β/µL. For an
estimate of how large the normalized vector potential a0 = sµaµ (see (3.16)),
is for given values of the parameters, let us take µ = 5, and β = 0.1. Then
for |aµ| = 50, a0 = 0.016, for |aµ| = 400, a0 = 0.12 i.e., our model still applies
according to condition (3.25). It is also clear that for larger β, a0 has larger
value. For example if β = 0.96 and µ = 3, for |aµ| = 20, a0 = 0.025, and for
|aµ| = 200, a0 = 0.25. It also follows that faster particles will interact stronger
with the electromagnetic waves (larger coupling coefficient sµ).
In Figure 4.8 numerical solutions with one electrostatic wave and one
electromagnetic wave are given for several different values of the transverse am-
plitude. It is seen that larger amplitude of the electromagnetic wave causes a
bit larger saturation amplitude for the electrostatic wave, however, at the same
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Figure 4.8: One electrostatic wave, one electromagnetic wave, 100 particles,
µ = 5, and β = 0.1.
time there is a tendency to destroy the regularity of the oscillation. Notice also
that for |aµ| = 200 there is a significant delay of the instability process. In the
next Fig. 4.9 the electromagnetic wave has even larger amplitude. As a result,
a stabilizing effect is observed: The delay in the growth of the electrostatic
wave is very significant, and the amplitude of saturation of the electrostatic
wave is more than an order of magnitude smaller than for |aµ| = 0. This
behavior can be explained by analogy with the forced reversed mathematical
pendulum. Its unstable equilibrium becomes stable when an external periodic
force of certain frequency is applied [57]. This suggests an important idea: As
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Figure 4.9: One electrostatic and one electromagnetic waves. For larger ampli-
tude the electromagnetic wave has a stabilizing influence on the electrostatic
wave, µ = 5, and β = 0.1.
an approximation, the electromagnetic waves can be considered as an exter-
nal force to the system of beam particles and electrostatic waves. This idea
will be utilized later to draw some analytical conclusions about the system of
equations (3.31).
4.3.2 Two electromagnetic and one electrostatic waves
A single electromagnetic wave has a phase velocity greater than the speed of
light, and therefore cannot be used to resonantly drive the beam particles. On
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µ 1 2 3 4 5
β 0.828 0.928 0.961 0.976 0.984
Table 4.4: Solutions of (4.25), β, for various values of given µ.
the other hand, if two waves are present, their frequencies and wave vectors
can be chosen to satisfy
ωk+kL − ωk = ωp. (4.24)
Such matching condition can be used to obtain resonant driving of the plasma
wave (and the beam particles). To see if this holds for the system (3.31),
expand the above matching condition for µL/µ  1 and use the definition
β = ωp/kLc to obtain
µ2 + µ − β
2
2(1 − β) = 0. (4.25)
This quadratic equation, if solved for β with given values of µ, gives values
for the matching condition. For example, if µ = 1, the solution yields a value
β = 0.83. The electromagnetic waves must have higher frequency than the
electrostatic wave in order to propagate in the plasma. Therefore µ ≥ 1, and
the the above value of β is a lower bound on the beam velocity, for which
the matching condition (4.24) can be satisfied. Table 4.4 gives more values of
β as a function of µ defined by equation (4.25). To test for such beat wave
resonance, we choose different values of µ and fix β to equal some of the values
in Table 4.4. We expect to observe a resonant curve similar to this of a forced
mathematical pendulum [57].
The plots in Fig. 4.10 show how the saturation amplitude is affected by
the presence of two electromagnetic waves with equal amplitudes, but different
wave vectors. Only the wave vector with µ = 3 (for the first wave, and µ = 4 for
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Figure 4.10: Electrostatic wave in the presence of two electromagnetic waves
with |aµ| = 200 and β = 0.961.
the second) satisfies the matching condition, and we see that the electrostatic
wave has the largest saturation amplitude for it. The rest of the curves are
slightly off resonance, but still have a much stronger influence than a single
electromagnetic wave, see Fig. 4.8. In the next Fig. 4.11 we show the resonant
curve, i.e. the saturation amplitude as a function of the electromagnetic waves
wave vector (ωk/ωp ' µ). In Fig. 4.12 we see that the electromagnetic waves
for µ = 3 have the largest oscillation of their amplitudes. Note that we have
plotted the electromagnetic wave’s amplitudes |aµ|/
√
N to make the plotted
quantity independent of the number of beam particles. Since N = 100, the
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Figure 4.11: Resonance curve for β = 0.961 and |aµ| = 200|.
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Figure 4.12: The change in the electromagnetic waves. The largest change is
for the waves with µ1,2 = 3, 4 that satisfy the matching condition (4.25) for
β = 0.961 and |aµ| = 200|.
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scale on the graph shows 1/10th of the actual value of |aµ|.
Next, in Fig. 4.13 we see the dependence of the electrostatic wave sat-
uration amplitude on the amplitude of the electromagnetic waves. The two
electromagnetic waves satisfy the matching condition (4.24). When the elec-
tromagnetic waves amplitudes are small, the electrostatic wave only responds
with a phase shift, but with no change in its saturation amplitude (see also
Fig. 4.14). Starting at the value of |aµ| ' 20, the electrostatic wave saturation
amplitude starts increasing; at the same time the phase shift increases toward
early growth of the instability similar to what was observed in Chapter 2. The
existence of such a threshold of the electromagnetic waves initial amplitudes
beyond which the electrostatic wave starts growing is equivalent to some kind
of effective “loss” or “damping”. In our model there is no loss of energy in the
system. However, recall that the electromagnetic waves only interact with the
beam particles, and not directly with the electrostatic waves. Similarly, the
electrostatic waves interact with the beam particles, exchanging energy and
momentum with them. The physical explanation of this fact is the following.
The electromagnetic waves transfer momentum to the beam particles, thus
“heating” the beam. However it requires a certain minimal value of the “heat-
ing” before the beam particles can transfer any energy to the electrostatic
wave. This minimal value is determined by comparing the rates of “heating”
by the electromagnetic waves, and rate of transferring “beam energy” to the
electrostatic wave. When the “heating” rate exceeds the rate of transfer of
“beam energy”, the electrostatic wave gains energy from both, the beam ki-
netic energy, and the electromagnetic waves energy. The situation when a
threshold exists in a system without energy loss is similar to plasma paramet-
ric instabilities in inhomogeneous medium: There is no loss of energy in the
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Figure 4.13: Threshold of instability of the electrostatic wave in the presence
of two electromagnetic waves with µ1,2 = 3, 4, β = 0.961.
system, but threshold for instability can arise from spatial inhomogeneities. If
the region of instability is of the order of a plasma wavelength, and the elec-
tromagnetic wave period is close to the plasma wave period, energy can escape
from the unstable region into the stable region on a time scale of a plasma
period, and thus can provide an effective “loss” mechanism. This ’loss” results
in the existence of a threshold for the electromagnetic wave amplitude, below
which a plasma wave cannot be excited, see Ref. [58].
In Fig. 4.14 we see severall cases: The curves with |aµ| = 5 and 200
represent the growth of the electrostatic waves in the presence of electromag-
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Figure 4.14: Resonant amplification and phase shift of the electrostatic wave
in the presence of two electromagnetic waves with |aµ| = 5, 200, and µ1 =
3, µ2 = 4. The curve with |aµ| = 50, µ1 = 3, µ2 = 5 does not satisfy the
resonant condition (4.25) for β = 0.961, and is seen to not cause any transfer
of energy (amplification) to the electrostatic wave.
netic waves satisfying the matching condition (4.25). The curve with |aµ| = 5
has no influence on the amplitude of the electrostatic wave, but has results in
a big phase shift, similar to the one conisdered in Chapter 2, Sec. 2.4. The
curve with |aµ| = 200 has a considerable effect resulting in both, increase in
the saturation amplitude of the electrostatic wave by about 60% and a big
phase shift. The curve with |aµ| = 50 does not satisfy the matching condition
(4.25) since in this case µ1 = 3, µ2 = 5. We see effect similar to the effect of
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only one electromagnetic wave present in the system in Fig. 4.8: No significant
change in the saturation amplitude, and a delay in the instability.
4.4 Experimental application
It is important to emphasize that our model does not include background
plasma nonlinearities because the electromagnetic waves are too small to in-
teract with each other non-linearly. Therefore the only means of coupling
of electromagnetic waves with each other and with electrostatic waves is by
means of beam particles. The waves and particles must satisfy the matching
condition (4.24). In our particular model the resonant particles are the beam
particles, but similar considerations can show that a few particles from the
background plasma can play the same role as long as their velocity is large
enough to satisfy (4.24). It follows that a more effective mechanism for ampli-
fying the plasma wave using small electromagnetic waves is through resonant
particles.
In Ref. [38] the following idea for creating ultrashort electron bunches
was suggested. First, a large laser pulse generates a plasma wake. A for-
ward propagating injection laser pulse and a backward propagating laser pulse
collide some distance behind the large laser pulse. The two injection pulses
have small amplitudes ai0  1, and frequency offset ∆ω = ω1 − ω2. When
the two injection pulses collide, their beat-wave has very small phase velocity
vb = ∆ω/∆k ' ∆ω/2k0. During the collision process, the small beat wave
injects electrons into the plasma wake for acceleration to high energies.
A schematic diagram of this is given in Fig. 4.15. Our suggestion ex-












































Figure 4.15: Schematic diagram for experimental application of the beat wave
amplification of the electrostatic wave.
have frequencies that (approximately) satisfy the matching condition (4.24).
Then after the two counter propagating pulses collide and inject electrons in
the plasma wake, one of the pulses is reflected by the mirror, and sent back
into the plasma. In the course of its propagation it creates a beat wave that
can be used to further amplify the plasma wake. Of course, the amplitudes of
the two injection pulses must be greater than the threshold amplitude. De-
pending on what the density of the injected electrons is, the transfered energy
will vary. In our simulations the beam-background plasma density ratio was
10−3 and the amplification was about 60%. For a smaller density ratio of 10−5
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Figure 4.16: Resonant amplification of the electrostatic wave in the presence
of two electromagnetic waves with |aµ| = 200, µ1 = 3, µ2 = 4, β = 0.961, and
a small density ratio of nb/n = 10
−5.
the wake amplitude only decreased by a factor of two, see Table 4.2; relative
to the value in Table 4.2, which is the case without electromagnetic waves, the
increase is also significant–about 17%. Since the growth rate of the plasma
wave also decreases for smaller density ratios, the threshold will also decrease
and the “heating” of the electron bunch will be smaller, so there will be smaller
energy spread too. A numerical simulation for density ratio nb/n = 10
−5 and
with similar other initial conditions as in Fig. 4.10 is given in Fig. 4.16. We
see that after about 1000 wave periods the electrostatic wave reaches satura-
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tion. For a wavelength of 10µm the max amplification is reached after 1cm of
propagation.
4.5 Conclusions
On the basis of the generalized model derived in Chapter 3 we first studied
the purely electrostatic beam–plasma system. We showed that the growth
rate of our model in one dimension agrees with previous derivations. In the
three dimensional simulations we showed that the transverse growth rate be-
comes more significant as the velocity of the beam becomes more relativistic.
We found a correction to previous results in the shape of the (Fourier) en-
ergy spectrum because of our more accurate picture included many waves. In
the presence of one external electromagnetic wave the beam-plasma instabil-
ity can be stabilized, provided the amplitude of the electromagnetic wave is
large enough. In the presence of two external electromagnetic waves, beat
wave resonance was observed. It was suggested that this phenomenon be used






In this chapter we will derive an analytically tractable model from the system
of non-linear equations (3.31). The basis for such derivation comes from the
observation that in the course of the evolution of the system of particles and
fields, a significant number of the particles get trapped in the well of the
electrostatic wave; these particles then propagate while clumped together and
move as one big “macroparticle”, as shown in Ref. [32]. In the context of the
single wave model this approximation, together with the conservation of the
total momentum of particles and fields, reduces the system of equations to a
one-degree-of-freedom system that is integrable.
In Fig. 5.1 we show snapshots of the evolution of the full system at
various times. The number of particles is 1000 and β = 0.1. On the y-axis we
plot the momenta of the particles and on the x-axis their coordinates. The
first panel shows the initial state which corresponds to an undisturbed electron
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beam propagating in a plasma. The second panel shows the development of
the beam-plasma instability in its linear stage. The third panel shows the
beginning of the nonlinear stage. These first three panels of Fig. 5.1 illustrate
the behavior that underlies the so-called “rotating bar” model as introduced
in Ref. [11]. This model assumes that most of the particles stay on a finite
segment of a straight line (the bar) in phase space that rotates rigidly in time.
The rotating bar model is an approximation which is only valid for a limited
period of time. As we can see in the next three panels of Fig. 5.1 the “bar”
changes its shape from a straight line and more and more particles enter the
chaotic region. Thus the rotating bar model is no longer applicable.
In the last three panels we show graphs of the phase space of the system
after several oscillations (on the slow time scale) of the electric field. The
macroparticle has formed and the conglomerate of particles simply rotates in
phase space. The percent of the particles in the clump is about 71% and if we
neglect the chaotic particles, the system is described by a single macroparticle
in a given periodic (cosine) potential.
It was noted in the previous chapter that the electromagnetic waves
can be considered as “external” to the system of particles and electrostatic
waves. The reason for this was that in the one-electromagnetic-wave case,
the electromagnetic wave acted in a manner similar to an external force on
a reversed mathematical pendulum (causing it, for example, to stabilize the
unstable equilibrium). In the two-electromagnetic-wave case we studied the
beat wave resonance phenomenon, resulting in a resonant curve similar to that
of a forced mathematical pendulum. Although the electromagnetic waves did
not remain unchanged in the process of interaction, if they have large enough
amplitudes then their relative changes are small (cf. Fig. 4.12). The latter
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Figure 5.1: Evolution of the beam-plasma system for various times; N = 1000
and β = 0.1. In the first three panels the particles can be approximated by the
rotating bar model, but the next three panels show that this model becomes
invalid. In the last three panels the idea of the “macroparticle” model is
illustrated. The clump of particles simply rotates in phase space leading to
the idea of a single (macro-) particle approximation (see Ref. [32]).
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warrants the assumption of the “external wave” approximation. In this chapter
we combine the “macroparticle” model and the “external wave” approximation
to derive a simple model that allows an analytical treatment. We shall try to
quantitatively describe some of the features discussed in the previous chapters
on the basis of our numerical analysis.
5.2 Derivation




































































aµ · ȧ∗µ − a∗µ · ȧµ
)
.
From now on we assume that quantities vary only with the z-coordinate. Fur-
ther, we put µL = (0, 0, µL), µL = 1 and µ = (0, 0, µ), the transverse waves
being linearly polarized along the y-axis. We perform a coordinate change to
a moving frame in (5.1), i.e.
ρ = ρ′j + t, ρ̇ = ρ̇
′
j + 1, (5.2)




e−iµLt, ḟµL = ḟ
′
µL





e−iµt, ȧµ = ȧ
′
µ
e−iµt − (iµ)aµe−iµt. (5.3)
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After expanding the kinetic term in (5.1) and keeping the non-relativistic part,


































































where we have used µL = 1 to cancel certain terms involving the fields fµL .
We proceed with another assumption and another change of variables.
The assumption is that the transverse waves have constant amplitudes. This
is a good assumption as shown by our numerical investigation in previous
chapters, see e.g. Fig. 4.12. The change of variables concerns the longitudinal
field (which is assumed to be only one from now on) and has the form
f ′µL =
√
J e−iθL . (5.7)
This is a similar notation to that adopted in Chapter 2. With this, the third
line in (5.6) becomes simply Jθ̇L. The constant amplitudes of the transverse
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waves mean that we can omit the last line in (5.6), it being a known function









j = (ξj, ηj, ζj). (5.9)






































Notice that we do not use bold face for subscripts anymore according to the
assumption that variables only depend on one coordinate, the z-coordinate (or
ζ in our dimensionless notation).
To continue, notice that the equations of motion for ξj are just ξ̈j = 0.
With initial conditions ξj(0) = ξ̇j(0) = 0, we have ξj = 0 for all time. Next we





































Thus from Eqs. (5.11) and (5.12) we can solve for η̇j and substitute the re-









One further simplification comes with the assumption that the two transverse
waves have equal amplitudes, i.e. aµ = A. The squares of Aj contain the beat
wave with frequency
∆ = Ωµ2 − Ωµ1 , where Ωµ = ωµ − µ. (5.14)
Therefore the Lagrangian (5.10) can be rewritten in terms of only the ζj vari-

















cos(ζj − ∆t). (5.15)
In (5.15), ε = 2A2sµ1sµ2 is the beat wave amplitude. It is easy to see that
putting ∆ = 0 is equivalent to the resonance (matching) condition (4.24); we
will assume in further considerations that ∆ = 0 . The rest of the terms
quadratic in Aj are not included in (5.15), since it can be assumed that they
vary on a fast time scale so that averaging of the Lagrangian over a period of
the fast time scale will result in their vanishing.
We now apply the “macroparticle” assumption discussed in the intro-
ductory section of this chapter. We assume that Nm particles are clumped
together as shown in the last three panels of Fig. 5.1. The particles that are
not trapped are neglected. This is a crude approximation, but important fea-
tures of the general system can still be captured. The Lagrangian (5.15) is







J cos(ζ − θL) − εNm cos(ζ) + Jθ̇L. (5.16)
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We can perform further scalings and a change of variables so that (5.16) is left










= J ′, (5.17)







J cos(ζ − θL) − εT cos(ζ) + Jθ̇L. (5.18)




1/2, εT = εNm. (5.19)
It is convenient to work with the Hamiltonian form of our reduced
system. The transition from the Lagrangian (5.18) to a Hamiltonian form is
made through a Legendre transform. The coordinates are transformed in the







J cos(ζ − θL) + εT cos(ζ). (5.20)
Another form of the Hamiltonian (5.20) is also convenient. It is achieved by
a canonical change from variables (ζ, θL) and (p, J) to variables (q, Q) and
(p, P ), using a generating function of the second kind
F2 = PθL + p





= p′, J =
∂F2
∂θL















P − p cos(q) + εT cos(q + Q). (5.23)
5.3 Phase portrait analysis
5.3.1 Island overlapping
In this section we analyze the phase space of Hamiltonian (5.23). It was shown
in previous chapters by numerical simulations that our system of equations,
(2.8) for the non-relativistic case and (3.31) for the relativistic case, exhibits
chaotic behavior. In this section we will try to support our numerical findings.
The particular technique that we will use is the so-called island overlap
criterion (see [59, 60]). It consists of the following idea. A given Hamiltonian
is split in two different Hamiltonians (in a more or less artificial way). Then
the phase portraits of the two Hamiltonians are drawn on a common phase
space. Each Hamiltonian has contours of constant energy (energy surfaces)
that include closed curves (when a particle is trapped), also called islands. The
width of these islands depends upon certain parameters in the Hamiltonians
and/or the energy. It may happen that for certain values of the parameters,
the two Hamiltonians have overlapping islands. This is an indication of chaos.
A point that starts in one island may move for a certain time inside it and
then suddenly jump into the other island. This is a basic mechanism for chaos
and results in phase space mixing.
Applying this technique to our Hamiltonian (5.23), we define HL (for






P − p cos(q) (5.24)
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Contour curves of HT
Contour curves of H L
Figure 5.2: Contour plot for the Hamiltonians HL and HT demonstrating
the island overlap technique. Overlap indicates mixing in phase space and






p2 + εT cos(q). (5.25)
Notice that in HL, P = const.. The physically interesting situation occurs
when P = 0, since the longitudinal wave in this case grows from zero initial
amplitude. In HT we have put Q = 0, since Q̇ = 0 and we assume Q(0) = 0.
The plots for different values of the energy and for εL = 7 and εT = 0.4
are given in Fig. 5.2. The width of the islands of HL is determined by the
initial beam energy, while the width of the islands of HT depends on the
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amplitudes of the transverse waves. Phase space mixing occurs only above
some minimal threshold for the energy of the transverse waves. Only past
this threshold do the islands overlap. Energy can then be transfered between
the longitudinal and the transverse waves. This phenomenon was numerically
observed in Chapter 4 (cf. Fig. 4.13).
5.3.2 Surfaces of section
After discussing the consequences of island overlapping in the previous sub-
section 5.3.1, we now wish to make a more quantitative analysis of the Hamil-
tonian (5.23). We would like to plot the surfaces of section in the coordinate
plane of (q, p) defined by Q = 0. We do as follows. Following the trajectory of
the particle in the four dimensional phase space, we plot a point in the plane
(q, p) where the trajectory pierces this plane. If the particle moves on a torus
(H = const.), the surface of section traces out a well ordered pattern. If a
particle does not stay on the same torus, it jumps in an unpredictable way
and such behavior results in a chaotic pattern. This idea was developed by
Poincarè in relation to studying the stability of the solar system. It has been
widely used and is an established technique for stability analysis.
To find the necessary mapping in the (q, p) plane, we reduce the di-
mensionality of the Hamiltonian (5.23) from a four-dimensional phase space
to a two-dimensional one, using the energy integral of the system and using
the coordinate Q as an independent variable; in this way we can plot (q, p) for
Q = 0, 2π, 4π, .... To do so, we express the momentum P through the energy E
(i.e we put H = E); this defines the Hamiltonian for our new reduced system
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(see [61, 62])







+ εT cos(q + Q) − E
)2
. (5.26)


































+ εT cos(q + Q) − E
)
− εT sin(q + Q)
)
. (5.27)
The initial condition for the variable q is q(0) = 0. The initial condition for p
is set so as to sample out the phase space. We pick 20 sample points along the
q = 0 line. Special attention is given to the initial condition for which h = 0
(recall that the physical situation of interest is when P = 0); it can be found
simply by solving the equation h = 0 for p. The number of iterations varies
up to 104. If a singularity is encountered before this number is reached, then
we plot the smaller number of iterations.
As a first surface of section plot, Fig. 5.3, the transverse waves have
zero amplitude, i.e. εT = 0. Similarly to the previous subsection, we have set
εL = 7.0 and E = −3.0. The curve with h = 0 corresponds to the out most
contour of HL in Fig. 5.2. Naturally, the surface of section and the contour
plot match perfectly (by the definition of HL). The smooth curves in this
plot indicate that the system is integrable. We begin to increase the value
of the parameter εT . As a result of the interaction between the two waves,
an additional island appears in phase space, as shown in Fig. 5.4. The value
of εT in this figure equals 0.7, but a tiny island is formed even at very low
values of εT . However, as mentioned in the previous subsection, this island
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Figure 5.3: Surface of section for εT = 0, εL = 7.0, and E = −3.0. This plot
corresponds to the contour plot in Fig. 5.2 for HL = −3.0.
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Figure 5.4: Surface of section for εT = 0.7, εL = 7.0, and E = −3.0. An
additional island has formed due to the resonant interaction of the plasma
wave and the electromagnetic beat wave.
needs to be given more energy (larger εT ) in order to significantly influence
the initial condition for h = 0 (the red curve). When εT = 0.785, the
h = 0 island snaps into two islands, Fig. 5.5. This is an example of a period
doubling bifurcation. Further increase in εT to the value of 2.0 causes these
two islands to go apart and grow in area; large chaotic regions appear and
phase space mixing is present, see Fig. 5.6. As εT is increased further to 2.15,
the two islands begin to approach each other. This results in the formation
of chaotic layer at their boundary, see Fig. 5.7. The same is seen in the next
91









Figure 5.5: Surface of section for εT = 0.785, εL = 7.0, and E = −3.0. In
this plot the initial island h = 0 snaps in two. This is an example of a period
doubling bifurcation.
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Figure 5.6: Surface of section for εT = 2.0, εL = 7.0, and E = −3.0. Chaotic
regions cause phase space mixing.
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Figure 5.7: Surface of section for εT = 2.15, εL = 7.0, and E = −3.0. The
boundary of two islands h = 0 has become chaotic.
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Figure 5.8: Surface of section for εT = 2.16, εL = 7.0, and E = −3.0. The two
islands h = 0 have merged and the boundary consists of smaller islands with
chaotic boundary.
Fig. 5.8 where the two islands have merged (εT = 2.16) and the h = 0 island
transforms into many small islands, each of which has a chaotic boundary.
Further increase in εT to 3.01 results in chaotic regime and phase mixing for
the h = 0 island, see Fig. 5.9. This is when energy can be transfered between
the transverse waves and the particles trapped in the plasma wave.
A further increase in εT , shown in Fig. 5.10, brings the island h = 0 to a
period three orbit. Finally, in Fig. 5.11, initial conditions near the h = 0 island
exhibit chaotic behavior and phase space mixing when εL = 0.3805. Past this
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Figure 5.9: Surface of section for εT = 3.01, εL = 7.0, and E = −3.0. With
further increase in εT the initial condition h = 0 becomes chaotic; particles
with this initial energy experience phase space mixing.
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Figure 5.10: Surface of section for εT = 3.19, εL = 7.0, and E = −3.0. For
this value of εT the initial condition h = 0 is non-chaotic.
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Figure 5.11: Surface of section for εT = 3.3805, εL = 7.0, and E = −3.0.
This is the last chaotic stage of the initial condition h = 0. Past the value of
εT = 4.97 the equation h = 0 has no real solutions, therefore such values of
the parameters are not physical.
point the differential solver encounters difficulties and is unable to proceed to
perform the mapping after a very small number of iterations (on the order of
20 − 30). This also is an indication of instability.
In conclusion, the system of equations (5.27) has a rich and complicated
behavior. Fixing the parameter εL and changing εT leads the system from a
non-chaotic to chaotic regime. We observed island breaking and reconnection,
chaotic boundaries, and chaos; through the method of surfaces of section we
observed chaos in the system of one electrostatic and two electromagnetic
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waves. We observed phase space mixing allowing for energy transfer between
electromagnetic and electrostatic waves. The chaotic regime is entered when a
certain value of the parameter εT is exceeded. The latter explains the observed
in Fig. 4.13 threshold.
5.4 Linear theory
We begin by determining the fixed points of the Hamiltonian (5.23) The equa-
tions of motion are




P − p cos(q),
ṗ = −εL
√
P − p sin(q) + εT sin(q + Q),
Q̇ = − εL
2
√
P − p cos(q) (5.28)
Ṗ = εT sin(q + Q).
When both, εL 6= 0 and εT 6= 0, there are no fixed points. Since we are
interested in the case when the two transverse waves have small amplitudes
(i.e. we are going to study their influence perturbatively) we will find the fixed
points when εT = 0. Choosing q = 0, from the first of Eqs. (5.28) we find the
following fixed point





Next we expand the Hamiltonian (5.23) around this fixed point and keep terms
up to third order (remember that in changing variables from (5.20) to obtain
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δJ (δζ − δθL)2 . (5.30)
We make a canonical transformation of variables using a generating function
of the third kind




whence the new variables are found from the relations
δζ = −∂F3
∂δp







δp′ = − ∂F3
∂δq′






































Because the momentum terms are diagonal (sum of squares) we can make a co-
ordinate change using an orthogonal transformation such that the coordinates
reduce to a sum of squares (the third order term will change to a third order
term correspondingly) while leaving the momentum quadratic form invariant.
In other words, we will achieve a diagonal form for the entire Hamiltonian.
We use a generating function of the second kind to achieve this,
F2 = δp
′′ (cos(α)δq′ − sin(α)δQ′) + δP ′′ (sin(α)δq′ + cos(α)δQ′) . (5.34)
The new variables are found from the relations
δp′ = cos(α)δp′′ + sin(α)δP ′′, δP ′ = − sin(α)δp′′ + cos(α)δP ′′,
δq′′ = cos(α)δq′ − sin(α)δQ′, δQ′′ = sin(α)δq′ + cos(α)δQ′. (5.35)
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The angle α in (5.35) is found by requiring the coefficient in front of the mixed



















We shall not write the Hamiltonian (5.33) in the new variables at once, but
instead separate it in two parts H = H0 + H1. H0 will contain only quadratic






































































Let us first look at the behavior of the frequency ωB as a function of εT .
Notice that the angle α has a jump of π at (εL/2)
4/3 = εT . This means that
the frequency ωB will experience a jump too (and so will ΩB), see Fig. 5.12.
This jump changes the sign of ω2B and the system changes behavior from a
periodic to an exponentially growing one. This gives another explanation of
the sharp change in the phase in Fig. 2.4 of Chapter 2. It also suggests another
explanation of the threshold observed in Fig. 4.13 of Chapter 4. Beyond the
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Figure 5.12: Jump in the frequency at (εL/2)
4/3 = εT . In this plot εL = 7 and
the jump is at 5.3.
threshold the longitudinal wave grows at the expense of the transverse beat
wave. The fact that such explanation can be given in the frame of linear
theory was also suggested by the fact that the observed threshold was very
low as indicated in Fig. 4.13.
5.5 Conclusions
In this last chapter we attempted to simplify, as much as possible, the many-
degree-of-freedom systems (2.8) and (3.31) so that some of their basic prop-
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erties could be explained. We used the “macroparticle” model to reduce the
number of beam particles from N to one. Then we considered only the beat-
wave of two electromagnetic waves and one electrostatic wave. Further, based
on our numerical findings (see Fig. 4.12) we simplified the model assuming
constant amplitudes of the electromagnetic waves, the “external wave” ap-
proximation. Thus our system was reduced to two degrees of freedom. We
studied the phase portrait of the system, and using the island overlap tech-
nique showed the possibility of chaos in our system (observed numerically in
Chapter 2, Fig. 2.7). Then we applied the surfaces of section method to show
how with increasing of the beat wave amplitude the simplified system evolves
through island braking, chaotic boundary, island merging, and chaos. This
also explained why we observed a threshold for the amplitudes of the elec-
tromagnetic waves above which energy could be transfered between them and
the electrostatic wave. Finally, we performed a linear analysis reducing the
system to an integrable form. The linear analysis explained a jump in the
phase observed in Fig. 2.4 of Chapter 2 and gave another explanation of the
threshold phenomenon observed in Figs. 4.13, Chapter 4.
Future work will include the development of a canonical perturbation
theory for which the basis was laid out in this last chapter. It will aim at
explaining the saturation of growth that follows the stage of linear exponen-




Suppose an action of the form is given
S =
∫
dt [Ai(q)q̇i − V (q)] . (A.1)
We have used summation over repeated indexes. q are an even number of
generalized coordinates. We would like to find the Hamiltonian equations and






































δqi = 0. (A.2)
If we require that the variation of S vanish for every choice of δqi, then we















If now suppose that the matrix Ω is invertible, we can define the matrix J by
Jij = (−Ωij)−1 . (A.5)
We see that the matrix J is antisymmetric and has an even rank. Therefore it
can play the role of a Poission bracket, whereas the Hamilton equations may





We can see that such system may be considered as Hamiltonian, where half
of the coordinates play the role of generalized coordinates, whereas the other
half are the generalized momenta. Thus V is the Hamiltonian of the system
and J is the Poisson bracket.
We apply this approach to the field part of the Lagrangian (3.18) to find
the field part of the Hamiltonian, as well as the Poisson brackets that yield
the equations of motion for the fields. The variables fkL and ak play the role





conjugate momenta. Therefore, if we take the part of the Lagrangian which
























− V (a). (A.7)
Take q1 = aµ1, q2 = aµ2, A1 = −a∗µ1, A2 = aµ1, etc. It is easy to see that the
matrix Ω is block diagonal with a block for each pair of field variables aµσ, a
∗
µσ.











Since the matrix −Ωµσ is just the σ2 Pauli matrix, its inverse is the same as
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