We introduce and analyze two new multi-step iterative methods with convergence order four and five based on modified homotopy perturbation methods, using the system of coupled equations involving an auxiliary function. We also present the convergence analysis and various numerical examples to demonstrate the validity and efficiency of our methods. These methods are a good addition and also a generalization of the existing methods for solving nonlinear equations.
Introduction
Most of the problems in diverse fields of mathematics and engineering lead to the nonlinear equations whose exact solutions are quite difficult or even impossible to find. Accordingly, the development of numerical techniques to solve the nonlinear equations has gained huge devotion of scientists and engineers. Various iterative methods involving different techniques including Taylor series, quadrature formulas, decomposition, homotopy, etc., have been introduced for the purpose, see [1, 2, 3, 4, 5, 6, 8, 9, 10, 15, 18, 19] and references therein. These include the methods with quadratic, cubic and higher order convergence. Chun [4] introduced an iterative method with fourth order convergence, using the technique of decomposition, in 2005.
The homotopy perturbation method (HPM) was first introduced by He [7] in 1999. He further modified his method in different ways [10, 11, 12, 13, 14] . Afterward, HPM has been used extensively by researchers in order to solve linear and nonlinear equations. In 2009, Javidi [16] developed fourth and fifth order methods using modified HPM for solving nonlinear equations.
Shah and Noor [18] have proposed some algorithms, using auxiliary functions and decomposition technique to find solutions of nonlinear equations. They write the original nonlinear equation in the form of a coupled system to achieve the results.
In the present paper, we construct two new methods, following the technique of Shah and Noor [18] based on HPM with convergence order four and five, for solving nonlinear equations. The methods of Javidi [16] are particular cases of our iterative schemes. The performance of our proposed methods has revealed through a comparative study with some known methods, by considering some test examples.
Iterative Methods
Consider the nonlinear equation
Let α be a simple zero of Equation (2.1) and γ the initial guess sufficiently close to α. Assume that g(x) is an auxiliary function such that
Using Taylor series, we write nonlinear Equation (2.2) in the form of the coupled system as follows:
Equation (2.3) can be written in the from
Also, Equation (2.3) can be rewritten as
We write Equation (2.5) in the following way
where
and
Now, we construct a homotopy [7] Ψ(x, η, ξ) : (R × [0, 1]) × R → R for Equation (2.6), which satisfies
where η is an embedding parameter and ξ is an unknown real number. The trivial problem
is incessantly deformed to the original problem
as the embedding parameter η monotonically increases from 0 to 1. The modified HMP uses the embedding parameter η, as an expanding parameter, to obtain [7] .
Therefore, the approximate solution of Equation (2.1) can readily be obtained as
It has been proved that the Series (2.13) is convergent [7] . Using the Taylor series expansion of N (x) about x 0 and applying the modified HPM to the Equation (2.1), we can write Equation (2.6) as
Substitution x from Equation (2.12) into Equation (2.14) gives
Comparing the alike powers of η on both sides, we obtain
From Equation (2.16), we get
Thus,
The above relation enable us to suggest the following iteration process.
Algorithm 2.1. For a given x 0 , compute the approximate solution x n+1 , by the following iterative scheme:
, n = 0, 1, 2, . . . . The iterative method defined in Equation (2.22) has also been introduced by He [14] and Noor [17] for generating various iterative methods for solving nonlinear equations. Now we find the value of parameter ξ by setting x 2 = 0 which provides methods with better convergence order and high efficiency index.
Hence by substituting x 1 = N (x 0 ) + ξ from Equation (2.17) into Equation (2.18), we infer
From Equations (2.4) and (2.20), it can be easily obtained that
From Equations (2.4), (2.8) and (2.20), we get 26) and
Using Equations (2.17) and (2.24), we obtain
Thus, by combiming Equations (2.26) and (2.27) with Equation (2.28), we get
Using Equations (2.20) and (2.29), we obtain
This formulation allows us the following recurrence relation for solving nonlinear equations.
Algorithm 2.2. For a given x 0 , compute the approximate solution x n+1 by the following iterative scheme:
.
Now, from Equation (2.19), it can easily be obtained that
(2.32) Thus using Equations (2.30) and (2.32), we get
(2.33)
Algorithm 2.3. For a given x 0 , compute the approximate solution x n+1 by the following iterative scheme:
It is to note that for different values of auxiliary function g(x), several iterative methods with higher order convergence can be developed from the main iterative scheme, established in this paper, that is, Algorithms 2.2 and 2.3. Implementation of these schemes in an effective manner, the proper selection of the auxiliary function plays a vital role. We take g(x) = e −αxn for an illustration. Thus Algorithms 2.2 and 2.3 take the following form: Algorithm 2.4. For a given x 0 , compute the approximate solution x n+1 by the following iterative scheme:
. Algorithm 2.5. For a given x 0 , compute the approximate solution x n+1 by the following iterative scheme:
, n = 0, 1, 2, . . . ,
Algorithm 2.5 is also a two-step predictor-corrector method. For α = 0, Algorithm 2.5 is the same as obtained in Javidi [16, Algorithm 2.2] . Obviously, our proposed methods are a generalization of Javidi's method [16] .
Convergence analysis
In this section, convergence criteria of new proposed algorithms is studied in the form of the following theorem. Proof. Let α be a simple zero of f (x). Since f is sufficiently differentiable, the Taylor series expressions of f (x n ) and f (x n ) about α are given by f (x n ) = f (α){e n + c 2 e 
where e n = x n − α and c j =
3)
From equations (3.3), (3.4) and (3.5), we get
(3.6)
Using Equation (3.6), we get
The Taylor series expansions of f (y n ) and f (y n ) are given by
Using Equations (3.8) and (3.9), we find
(3.10)
Thus, using Equations (2.31) and (3.10), the error term for Algorithm 2.2 can be obtained as
which shows that Algorithm 2.2 is of convergence order at least four. Now expanding f (y n ) and then f (y n )g(x n ) by Taylor series, we get
and From Equations (2.4), (3.5) and (3.13) we get
(3.14)
Thus the error term for Algorithm 2.3 is given by e n+1 = 2c
This completes the proof.
Numerical examples
In this section, we illustrate the validity and efficiency of our proposed iterative schemes. In Table 1 , we present the comparison of our method defined in Algorithm 2.4 (AM1) with Newton's method (NM), and some other methods with convergence order 4, that is, Chun's method (CM1) [4, Equation (10) Table 2 . Here N denotes the number of iterations.
We use α = 0.5 and Maple software for numerical computations, ε = 10 −15 as tolerance and the following stopping criteria:
Maximum numbers of iterations = 500. Table 1 . Comparison of NM, CM1, SN, JM1 and AM1 
Conclusions
The present work comprises a development of two new numerical methods for solving nonlinear equations. The orders of convergence of our proposed methods are four and five. A comparison of these new methods with some known methods with the same convergence order is presented. The comparison given in Tables  1 and 2 obviously indicate the better performance of the newly developed methods. These methods may also be viewed as a generalization of some existing methods. The idea and technique of this paper can be employed to develop and analyze higher order multi-step iterative methods for solving nonlinear equations.
