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COMPUTER-AIDED DIAGNOSIS FOR MAMMOGRAPHIC
MICROCALCIFICATION CLUSTERS
Mugdha Tembey
ABSTRACT
Breast cancer is the second leading cause of cancer deaths among women in the
United States and microcalcifications clusters are one of the most important indicators of
breast disease. Computer methodologies help in the detection and differentiation between
benign and malignant lesions and have the potential to improve radiologists’ performance
and breast cancer diagnosis significantly.
A Computer-Aided Diagnosis (CAD-Dx) algorithm has been previously developed
to assist radiologists in the diagnosis of mammographic clusters of calcifications with the
modules: (a) detection of all calcification-like areas, (b) false-positive reduction and
segmentation of the detected calcifications, (c) selection of morphological and
distributional features and (d) classification of the clusters. Classification was based on
an artificial neural network (ANN) with 14 input features and assigned a likelihood of
malignancy to each cluster. The purpose of this work was threefold: (a) optimize the
existing algorithm and test on a large database, (b) rank classification features and select
the best feature set, and (c) determine the impact of single and two-view feature
estimation on classification and feature ranking. Classification performance was
ix

evaluated with the NevProp4 artificial neural network trained with the leave-one-out
resampling technique. Sequential forward selection was used for feature selection and
ranking.
Mammograms from 136 patients, containing single or two views of a breast with
calcification cluster were digitized at 60 microns and 16 bits per pixel. 260 regions of
interest (ROI’s) centered on calcification cluster were defined to build the single-view
dataset. 100 of the 136 patients had a two-view mammogram which yielded 202 ROI’s
that formed the two-view dataset. Classification and feature selection were evaluated with
both these datasets. To decide on the optimal features for two-view feature estimation
several combinations of CC and MLO view features were attempted.
On the single-view dataset the classifier achieved an AZ =0.8891 with 88%
sensitivity and 77% specificity at an operating point of 0.4; 12 features were selected as
the most important. With the two-view dataset, the classifier achieved a higher
performance with an AZ =0.9580 and sensitivity and specificity of 98% and 80%
respectively at an operating point of 0.4; 10 features were selected as the most important.

x

CHAPTER 1
INTRODUCTION

Breast cancer is the most common cancer among women in the United
States with an estimated 211,300 new cases anticipated to be diagnosed in 2003 that
will account for 32 percent of the total cancer cases [Jemal et al 2003, Holmes and
Muss 2003]. Breast cancer is also the leading cause of cancer deaths for women
between ages of 20 to 59 years [Jemal et al 2003] and the second leading cause of
death in general, second only to lung cancer. In the year 2003, 40,200 (39,800 women
and 400 men) are expected to die of breast cancer [Jemal et al 2003]. Statistics show
that the lifetime risk of breast cancer in the United States has almost tripled in the past
50 years. In the 1940’s, a woman’s lifetime risk of breast cancer was 1 in 22 that
increased to 1 in 8 in the year 2002 [MBCC 2002].
Before the 1990's, breast cancer mortality rates had been constant for nearly four
decades. During 1989-1995 the breast cancer mortality declined by 1.6% and by 3.5%
from 1995-1999 [MBCC 2002]. Most medical experts agree that this decline in the
mortality rate can be attributed to the increasing awareness in the public that led to the
early detection of breast cancer followed by proper treatment and regular follow-up.
This is in agreement with previous studies that have shown that early diagnosis and
1

suitable treatment can significantly improve the chance of survival for patients with
breast cancer [Chan et al 1995, Lester 1984].
X-ray mammography is the current mainstay for detecting non-palpable cancers
(when they are small and have not spread, hence considered curable) [Shen et al
1993]. The US Food and Drug Administration reports that mammography can find 85
to 90 percent of breast cancers in women over 50 and can discover abnormalities in
the breast up to two years before they can be felt [Bassett and Gambhir 1991, Imaginis
2003].
1.1 Computer-Aided Diagnosis for Breast Cancer
Even though mammography is the chosen technique for early detection of breast
cancer, around 10%-30% of women with breast cancer who undergo mammography
show negative mammograms [Giger 1993, Giger 2002]. In approximately two-thirds of
these false-negative (FN) mammograms, i.e., mammograms with suspicious
abnormalities which the radiologist failed to detect, the cancer was evident in retrospect
[Feig 2002]. In addition to FNs, normal lesions could be mistaken for disease leading to
false-positive (FP) calls and recommended for biopsy and/or additional work up. These
procedures cause the patient a lot of mental and physical trauma that could often be
avoided. Records indicate that only 15-34% of the biopsies performed on non-palpable,
mammographically suspicious lesions actually prove to be malignant [Kahn et a1 1997,
Lo 2003].
Studies show that missed cancers could be due to (a) technical reasons, (b) interval
cancers or (c) human error. Technical reasons include inadequate compression or poor
2

image quality due to improper positioning or faulty equipment. Fatigue or oversight on
the part of the radiologist [Giger 1993, Giger 2002], varying decision criteria or
distraction by more prominent image features could result in interpretation errors in
deciding a missed abnormality [Vyborny et al 2000]. It has been suggested that double
reading i.e., independent mammogram interpretation by two radiologists, may increase
the sensitivity and specificity of mammographic screening by 10% to 15 % [Giger 1993,
Thurfjell 1994, Vyborny et al 2000, Feig 2002]. However, the rise in costs in addition to
the increased workload on the radiologists does not make double reading a cost-effective
option [Giger 1993, Petrick 2000, Thurfjell 1994].
The idea that a machine could overcome most, if not all, human and technical
limitations or reduce workload and costs led to the development of a class of computer
algorithms in which the computer alerts the radiologist to locations on the mammogram
that are suspicious and worthy of further investigation. Computer-Aided Detection
(CAD) algorithms, as they were aptly named were shown to significantly improve
detection [Huo et al 2002, Feig 2002] and provide similar benefits as the second reading
by another radiologist. CAD can also detect 50% to 90% of the missed cancers that are
visible in retrospect [Feig 2002]. With computerized detection improving on the
sensitivity of the radiologists, using the computer to make a benign or malignant
diagnosis of the detected region was the natural next step. This new class of computer
methodologies referred to as Computer-Aided Diagnosis (CAD-Dx) schemes, are the
topic of this research. It follows naturally from the previous section.

3

1.2

Scope of the Work
CAD and CAD-Dx system improve detection and diagnosis by emulating the

methodology of the radiologist with several modules, each with a specific functionality,
that analyze the image to locate the abnormality and classify it. Pre-processing,
segmentation and detection, feature extraction and finally classification, define the
general flow for an automated classification system. The work for this thesis is for the
optimization of the classification module of the CAD-Dx also incorporating feature
selection for microcalcification clusters.
In the initial stages of development of this CAD-Dx system, filtering, segmentation
and feature extraction techniques have been optimized to enhance features, detect them
and extract shape and distribution related features [Gavrielides et.al. 1997, Kallergi 2003].
The shape and distribution related features were combined with a single demographic
feature for characterization on a small database [Kallergi 2003]. For this work we
expanded the original database to form the single-view dataset used in this study. The
existing algorithm was optimized with this single-view database and tested with a new
classifier for class characterization, i.e., NevProp4 neural network model [Goodman
1998] using leave-one-out resampling. A sequential forward selection (SFS)
methodology [Bishop 1995] was implemented to select the most relevant features while
maintaining classifier performance. The area under the ROC curve (AZ) [Metz 1978] was
computed as an index for the performance of each feature in distinguishing between
malignant and benign microcalcifications. The area under the ROC curve (AZ) [Metz
1978] was computed as an index for the performance of each feature in distinguishing
4

between malignant and benign microcalcifications. To determine the impact of
combination of two-view cluster information the paired clusters, i.e., those that were seen
on both views, were separated from the single-view dataset to form the two-view dataset.
Classification and feature selection was implemented with the paired dataset as well as
with single CC and MLO view data. Several experiments with different combinations of
features selected with SFS from single CC and MLO views were performed to explore
the potential of combination of two-view information.
1.3 Thesis Organization
This thesis has been organized as follows: Chapter 2 provides a general
introduction to breast cancer and the role of mammography in screening and diagnosis.
Chapter 3 discusses the state-of-the-art in CAD and CAD-Dx for mammography. In
Chapter 4, the developed CAD-Dx system and its modules are described including the
materials and methods used in this study. Chapter 5 presents and discusses the results of
the study. Finally, the conclusions are presented in Chapter 6.
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CHAPTER 2
BREAST CANCER DETECTION TECHNIQUES

Screen-film x-ray mammography is the only proven medical technique today that
can detect breast cancer at an early stage [Shen 1993, Paquerault 2000, Lo 2003] and
increase the likelihood of cure and long-term survival of the patients [Bassett and
Gambhir 1991, Kahn et al 1997]. Due to the effectiveness of mammography in the early
detection of breast cancer, the American Cancer Society (ACS), the American College of
Radiology (ACR) and the American Medical Association (AMA) recommend women
over the age of 40 have a screening mammogram annually. In clinical practice
radiologists interpret individual mammograms for characteristic signs of potential
cancerous lesions.
This chapter gives a brief introduction to the conventional and new techniques for
breast cancer imaging. The algorithms tested in this work use digitized mammograms, so
our focus is more on mammography than other methodologies.
2.1

Mammography Application – Screening and Diagnostic
Breast cancer is discovered by breast self-examination, clinical breast

examination, or mammographic screening.
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Mammography refers to an x-ray examination of the breast and a mammogram is
an x-ray projection of the three-dimensional structures of the breast on a film. It is used to
detect and diagnose breast disease in women who show abnormal breast symptoms
(symptomatic), i.e., palpable lump, pain or nipple discharge, and also in women, who
have no breast complaints (asymptomatic) for early detection and prevention purposes.
Mammography uses dedicated x-ray systems that produce a high-quality image of the
breast tissue on film. The breast is compressed for a few seconds between two plates.
Figure 2.1 shows the positioning of the breast between the two plates of the x-ray
machine. Compression, although uncomfortable, is necessary for high-quality
mammograms [Bassett and Gambhir 1991]. The resulting image is a black and white
image of the breast tissue on film. A high-quality mammogram is one in which maximum
possible breast tissue is imaged on the film [Bassett 1998]. Films are viewed on dedicated
light boxes or digital mammography work stations by trained radiologists [ACS 2003,
RadiologyInfo 2003].
There are two general types of mammography: screening and diagnostic [Bassett
and Gambhir 1991, Vyborny et al 2000]. Screening mammography aims at detecting
clinically occult breast cancer, i.e., cancer that is still too small to be felt by a physician
or during self-examination by the patient. It is the regular low-dose x-ray examination of
the breast that is performed on asymptomatic women for early detection and prevention
purposes. Diagnostic mammography is an x-ray examination of symptomatic women that
is performed to pinpoint the exact size and location of the palpable or nonpalpable
abnormalities detected during physical examination or routine screening mammography.
7

It is also aims to image the surrounding tissue and lymph nodes for possible spread of the
disease. Even though it is usually more time-consuming and costly than screening
mammography, it sheds more light on the likelihood of malignancy for the abnormality
and may avoid the need for a biopsy of the lesion.
2.2

Mammographic Views
The breasts are based on the curvilinear chest wall which makes it difficult for all

the breast parenchyma to be included in a single mammographic projection [Giger et al
2000]. Standard mammographic screening therefore involves two images of each breast,
the Cranio-Caudal (CC) and the Medio-Lateral Oblique (MLO) views. For the CC view,
the compression is applied from the top to the bottom and x-ray is incident on the top
with the screen-film cassette positioned at the bottom. Figure 2.1 shows the positioning
of the breast for the CC view of the right breast.

Figure 2.1

Patient Positioning of A CC Mammographic View of the Right Breast
[ACS 2003].
8

For the MLO view, the compression is applied at an angle, generally 45-60
degrees and the x-ray is incident on the medial portion between the two breasts while the
film cassette is placed on the outer side. The oblique view is the most effective single
view as it depicts the upper-outer quadrant and the axillary tail of the breast where the
most breast carcinoma occur [Bassett and Gambhir 1991]. Screening mammography
involves two views of each breast; usually a CC and a MLO view as shown in Figure 2.2.
Representative CC and MLO view mammograms of a right breast are shown in Figure
2.3. Usually now a Medio-Lateral (ML) view is also done in addition to the MLO which
is similar to the MLO view, except that it is taken at an angle of 90 degrees to the chest
wall. To confirm the suspicion of malignancy, diagnostic mammography involves several
views of the breast in addition to the CC and MLO views during screening
mammography. A diagnostic workup may include magnification, spot compression and
cleavage views or ML and latero-medial (LM) views [Imaginis 2003]. Furthermore, the
screening mammography views may be repeated if they were not if adequate quality.

Figure 2.2

CC and MLO Mammographic Projections Taken During Screening
Mammography [Imaginis 2003].
9

Figure 2.3

CC and MLO Representative Views of A Right Breast.

Magnification views are often used to evaluate microcalcifications. A small
magnification device is used that brings the breast closer to the x-ray source and further
away from the film plate allowing the acquisition of “zoomed in” images, generally 2
10

times magnification of the region of interest (ROI). Magnification views provide a clearer
assessment of the number of calcifications or the tissue of a suspicious area or a mass.
Spot compression view involves a compression of a small area of the breast
concentrated around the suspicious tissue using a small compression plate or cone. By
applying compression to only a specific area of the breast, the effective pressure is
increased on that spot resulting in better tissue separation and visualization of the
suspicious abnormality. Like magnification views, spot compression views show the
borders of an abnormality or questionable area better than the standard mammography
views.
Cleavage view (also called “valley view”) is a view that images only the central
portion between the two breasts and is performed when there is an abnormality on the
medial edge of the mammogram that cannot be entirely seen on the standard views. To
get as much medial tissue as possible both breasts on the plate at the same time and the
medial half of both breasts is imaged that might have been left out in the individual
views.
The views taken in screening and diagnostic mammography only help localize a
suspicious lesion. Biopsy is the only definitive way to determine whether a woman has
breast cancer. A radiologist recommends a patient for a biopsy based on the diagnostic
mammogram and other clinical information.
2.3

Mammographic Interpretation
Radiologists interpret or “read” mammograms for the detection and diagnosis of

potential abnormalities. However, mammographic interpretation cab be hampered
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because of the way normal and abnormal tissue looks on the mammogram. As mentioned
earlier, 10-30% of women with breast cancer, who undergo mammography, show
negative mammograms in two-thirds of which cancers are visible in retrospect [Giger
1993, Giger 2002]. Also, only about 15-34% of the biopsies performed on non-palpable,
mammographically suspicious lesions prove to be malignant [Kahn et al 1997, Lo
2003].The goal is to detect all the abnormalities that are present on the mammogram with
no misdiagnoses of normal lesions. FN and FP interpretations could be due to (a)
technical reasons, i.e., inadequate compression or poor image quality due to improper
positioning or faulty equipment, (b) interval cancers, i.e., cancers that develop in the
period between which the two mammograms were taken or (c) human errors such as
fatigue or oversight on part of the radiologist, varying decision criteria or distraction by
more prominent image features [Giger 1993, Giger 2002]. Even though independent
double reading is a possible alternative to reducing the number of missed cancers [Giger
1993, Thurfjell 1994, Vyborny et al 2000, Feig 2002], additional costs for the patient and
workload for the radiologist do not make it a very popular choice [Giger 1993,Petrick
2000, ,Thurfjell 1994].
Mammograms should ideally be interpreted as true positive (TP) or true negative
(TN), i.e., cases that are correctly classified as diseased and normal respectively. The
sensitivity is the probability that a test result will be positive when a disease is present
which when expressed as a percentage is the TP-rate. The specificity is the probability
that a test result will be negative when the disease is absent which when expressed as a
percentage it is the TN-rate i.e. (1-FP).
12

In clinical terms, sensitivity is a measure of the radiologist’s performance in
detecting the abnormalities whereas specificity defines the radiologist’s ability to avoid
generating false alarms [Woods et al 1993, Gavrielides 1996]. It has been shown that
computer algorithms trained to detect suspicious lesions can improve the sensitivity of
the radiologists [Huo et al 2002].
2.3.1 Mammographic Abnormalities
The presence of a breast abnormality in a mammogram is usually indicated by
signs directly due to the abnormality, or indirectly due to the abnormality’s effect on its
surroundings [Shen et al 1994]. The most prominent signs of abnormalities visible on
mammograms are clustered microcalcifications, architectural distortion, asymmetric
densities, nipple retractions, spiculated masses, circumscribed or well-defined masses
and ill-defined or irregular masses [Sickles 1984]. Of these, the clustered
microcalcifications and masses are the most common. This work targets
microcalcification clusters and these are discussed in more detail below.
2.3.1.1 Calcifications
Calcifications are one of the most important indicators of breast disease and breast
cancer is often associated with them. They are small calcium deposits in the breast that
can be detected by mammography and are divided into two categories:
macrocalcifications and microcalcifications. Calcifications are not malignant or benign;
they tend to be associated with the malignant or benign tissue. However for the ease of
expression, calcifications associated with malignant or benign tissue are referred to as
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malignant calcifications and benign calcifications respectively. This thesis follows the
same terminology.
Macro-calcifications are coarse, scattered calcium deposits usually associated
with benign conditions. They can be classified as benign on visual inspection and, hence,
rarely need to be biopsied to confirm diagnosis.
Microcalcifications are tiny specks of calcium in the breast, usually found in an
area of rapidly dividing cells with individual dimensions between 0.1-1 mm. A number of
microcalcifications grouped together is termed as a cluster and it may be a strong
indication of cancer. A cluster is defined as at least 3 microcalcifications within a 1-cm2
area [Kopans 1991, Gavrielides et al 1997]. The calcifications usually have an irregular
shape and are very small in size. The detection of 30-50 % of non-palpable cancers and
70% of non-palpable minimal, i.e., non-infiltrating and less than 0.5 cm cancers can be
attributed solely to the presence of microcalcifications [Feig and Yaffe 1995].
Discriminating characteristics of calcifications include size, shape, density, number and
distribution [Gavrielides 1996, Feig and Yaffe 1995]. Radiologists have attempted to
characterize benign and malignant calcifications based on these characteristics as shown
in Tables 2.1 and 2.2 [Kallergi 2003]. The development of the Breast Imaging Reporting
and Data System (BIRADS) lexicon was based on these characteristics and is shown in
Table 2.3 [Kallergi 2003].
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Table 2.1: Forms (Shape, Morphology, Distribution) of Individual Microcalcifications
that Suggest Benign or Malignant Disease as Listed in the Literature [Kallergi 2003].

Form Descriptor
Linear
Branching or V,W,X,Y, Z shapes
Small numerous irregular
Punctiform in a monomorphic group
Punctiform in a polymorphic group or of varying size
Angular
Smooth Dense
Hollow or ring or radiolucent or eggshell
Annular
Fine with major variations or very fine, hardly visible
Worm-like
Bean-form
Undulating line of various lengths
Amorphous
Roundish or faceted
Tea cup-like
Clumpy with rounded edges
Ovoid

Probable Genesis
Type:
B = probably Benign
M = suggestive of
malignancy
U = uncertain
M
M
U
B
M
U
B
B
B
M/U
M
M
M
U
B
B
B
B

Table 2.2: Intensity and Group Descriptors of Calcifications Listed in the Clinical
Literature [Kallergi 2003].
Intensity and Group Descriptors

Blurred contours
Pale
Polymorphic group
Monomorphic group
Small, clustered
Linear tubular in parallel tracks (vascular)
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Probable Genesis Type:
B = probably Benign
M = suggestive of
malignancy
U = uncertain
B
B
M
B
M
B

Table 2.3. BIRADS Descriptors for Calcifications With Associated Genesis Type (B =
Probably Benign; M= Suggestive of Malignancy; U = Uncertain) [Kallergi 2003].

Morphology
or character

Distribution

Number

Skin (lucent centered)
Vascular (linear tubular with parallel tracks)
Coarse or popcorn like
Large rod-like
Round (larger than 0.5 mm)
Eggshell or rim (thin walled lucent centered, cystic)
Milk of calcium (varying appearance in projections)
Dystrophic (irregular in shape, over 0.5 mm, lucent
centered)
Punctate (round smaller than 0.5 mm)
Suture (linear or tubular, with knots)
Spherical or lucent center (smooth and round or oval)
Amorphous or indistinct
Pleomorphic or heterogeneous granular
Fine linear
Fine linear branching
Clustered
Segmental
Regional
Diffuse/Scattered
Linear
1-5
5-10
>10

B
B
B
B
B
B
B
B
B
B
B
U
M
M
M
U
U/M
U
B
M
U
U
U

Apart from microcalcifications the presence of a mass also indicates the existence
of disease. Most masses of a malignant nature appear irregular or with a spiculated
margin. Some masses have calcifications associated with them and these are referred to
as calcified masses. Figure 2.4 shows the two mammographic views of a left breast with
marked abnormalities. The black arrows show the positions of the masses identified by
the radiologist while the white arrows point to the calcification clusters. Note the
difference in location of the abnormalities on the mammographic views due to the
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positioning and the compression of the breast during mammographic imaging.

(a)

CC-View

Figure 2.4
2.4

(b)

MLO-View

CC and MLO Views of Left Breast of a Patient With Marked
Abnormalities.

Limitations of Mammography
Section 1.1 covered some limitations of mammographic imaging namely the FP

interpretations that lead to unnecessary biopsies and the large number of missed cancers
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that are visible in retrospect. Additionally mammograms, as normally viewed, display
only 3% of the information they detect [Laine et al 1995], the main obstacles being the
low contrast between the normal and malignant glandular tissues especially in younger
women. Mammography is thus unable to maintain a high sensitivity while screening
younger women or those with excessively dense breasts [Mitka 2003]. A clear distinction
between malignant (cancerous) and benign (non-cancerous) abnormalities might always
not be possible due to the overlap in the breast tissue even with the availability of
multiple views. The indeterminate features for masses and calcifications as visible on the
mammograms may lead to confusion rendering an inaccurate decision and leading to
biopsies. The very small size of microcalcification clusters, especially in the early stages
of tumor development that makes them extremely difficult to view. Calcifications have a
high attenuation property due to which they appear as white (or high intensity) spots on
mammograms. Conversely, it does detect some cancers "early," but many of these are not
potentially lethal (FPs) and their detection causes needless anxiety to the patient. The
need to overcome the limitations of mammography led to research in the development of
(a) computer methodologies that would encompass the underlying image information
enabling a better detection and diagnosis and, (b) new imaging techniques that would
provide cost-effective solution with better visualization. Our work for a CAD-Dx system
translates the first approach. Of the imaging techniques on the horizon, Digital
Mammography (DM), Ultrasound (US) and Magnetic Resonance Imaging (MRI) are
believed to have the potential to measure up to the standards set by mammography
[Samuels 1998, Bassett 1998, Williams et al 1998, Mitka 2003]. In the following section
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we have provide a succinct description for these; a comprehensive summary of the
numerous screening methods can be found elsewhere [Samuels 1998, Williams et al
1998, Mitka 2003].
Digital mammography is regarded as the next step in the evolution of
mammography [Samuels 1998, Bassett 1998]. It is “filmless” as an electronic system
(consisting of an x-ray source and an electronic detector) generates electronic images that
can be viewed on high resolution monitors. DM offers several advantages over
conventional mammography including more image information, elimination of hard-copy
film, rapid transmission of images over long distances and easy adaptability to computeraided detection and diagnosis systems [Bassett 1998].
Ultrasound reflects the acoustic characteristics of the breast tissue. It has been
proposed as an alternative to mammography for women with dense breasts [Mitka 2003]
and is routinely used for the diagnostic evaluation of masses. Its non-ionizing nature
makes it suitable for the detection of small non-palpable invasive breast cancers (missed
in mammography) in young, pregnant and lactating women [Samuels 1998]. However on
an ultrasound the resolution if not adequate for calcifications and its results are always
correlated with mammography [Samuels 1998].
MRI is also a non-ionizing technique with multi-planar capability that requires a
dedicated breast coil and an intravenous contrast medium (gadolinium) primarily aimed
at evaluating architectural features of masses. A 5-year German study of 462 women with
a high risk of developing breast cancer showed that MRI sensitivity at detecting the 51
cancers that developed in the women was 96% compared to 43% of mammography and
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47% of US. MRI is not adequate for imaging microcalcifications and has a lower
specificity leading to more false-positive results and unnecessary biopsies in the
misdiagnosed patients [Samuels 1998, Williams et al 1998, Mitka 2003].
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CHAPTER 3
COMPUTER APPLICATIONS IN MAMMOGRAPHY

Chapter 2 provided an overview of the different imaging techniques with an
emphasis on mammography; its benefits and limitations. It also stressed the importance
of microcalcification clusters as an early indicator of breast cancer. Despite its limitations
mammography is the best available imaging technique for microcalcification detection.
In a recent study screen-film mammography showed 91.9% sensitivity and 39.3%
specificity for calcifications [Fischer et al 2002]. There is room for improvement
however, improvement that may be achieved with the use of CAD and CAD-Dx.
Traditionally the radiologist “reads” the different mammographic views for signs
of disease and makes a decision whether or not to recommend a biopsy depending on the
degree of suspicion. A highly suspicious region is recommended for a biopsy to verify
the presence or absence of malignant disease while a less suspicious region may be
followed-up periodically. A standard 12-bit mammogram will contain 212 i.e. 4096 shades
of gray while human observer perception is limited to 24. Computer algorithms could
detect broader range of gray scale differences and extract the maximum possible
information from the image hence detecting lesions invisible to the human eye. CAD
algorithms aimed to increase the efficiency of screening procedures by using a computer
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system acting as a “second-reader” and indicating locations of suspicious abnormalities.

Figure 3.1

Schematic Representation of a CAD System.

Development of CAD systems has been extensively researched in the field medical image
analysis for the past 15 years and led to the FDA approval of three commercial CAD
systems namely, the Second Look (CADx Medical Systems), ImageChecker (R2
Technology Inc.) and MammoReader II (iCAD) currently in the market [Kallergi 2003,
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Vyborny et al 2000, Feig 2002]. Studies showed that CAD was able to detect 50% to 90%
of the cancers visible in retrospect [Giger 1993, Feig 2002, Giger et al 2000]. Figure 3.1
illustrates a typical CAD system. The digital image is passed through pre-processing and
detection/segmentation techniques to localize the regions. Pre-processing involves image
enhancement to aid a better segmentation where the object(s) of interest are localized and
separated from the background. The CAD output is a mammographic view that has the
suspicious locations (true and/or false) marked on it using different symbols for
calcifications and masses. The radiologist considers this CAD output in his/her
interpretation before making a final decision regarding the degree of suspicion of an
abnormality and the follow-up.
3.1

Computer-Aided Diagnosis (CAD-Dx)
CAD-Dx followed CAD by adding another level of automation. CAD-Dx

algorithms characterize detected lesions as benign or malignant thus fusing detection and
diagnosis [Vyborny et al 2000, Giger et al 2000]. Conceptually a CAD-Dx system can be
visualized as having two main blocks, i.e., one for detection and one for classification,
where the detection block can be the CAD system described earlier or a human observer.
Specifically, in CAD-Dx systems, the detected lesions can be marked out by the
radiologist or a human expert [Floyd et al 1994, Lo et al 1997, Kahn et al 1997, Wu et al
1993] and the feature-set presented to the system that analyzes the features and comes up
with a prediction of malignancy. In contrast, the entire procedure from presenting the
system with a digitized mammogram to receiving an output can be automated so that all
the processing happens in the background and the radiologist is presented with a final
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value. The radiologist can interpret this as a percent likelihood of malignancy and use it
to make a final diagnostic decision and initiate proper patient management procedures
[Jiang 1999, Thiele et al 1996, Chan et al 1998].
Like a CAD system, CAD-Dx system takes a digitized mammogram as an input. To
extract useful lesion information from the image for the purpose of classification requires
additional image processing and pattern recognition techniques. Figure 3.2 shows a block
diagram with the various modules that may be a part of a CAD-Dx algorithm. Preprocessing and detection/segmentation are a part of the detection block while feature
extraction and classification are additional CAD-Dx functionalities. A preliminary
feature extraction step is required to extract the class characteristics from the detected
lesions and combine them into a one-dimensional feature vector that the classifier can
interpret. Classification is the final block that provides the class separation. A classifier
trained with the representative input samples, can generalize to predict the class of an
“unknown” sample. The output of the classifier can either be a percent likelihood of
malignancy [Kallergi 2003, Vyborny et al 2000] or standardized rating scale [Vyborny et
al 2000] for the lesion. The CAD-Dx systems provide a “second-opinion” to the
radiologist before making the final diagnosis [Jiang 1999, Kallergi 2003, Floyd et al
1994]. CAD-Dx systems can help reduce the false-positives and decrease patient
morbidity as well as the number or surgical biopsies performed [Giger 1993, Jiang et al
1996-a, Jiang 1999]. A review of various pre-processing, segmentation, and feature
extraction and classification techniques reported in the literature is done in the following
section.
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Figure 3.2

Schematic Illustration of an Automated CAD-Dx System.
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3.1.1 Pre-processing
Accurate detection of the suspicious lesions is necessary so that the extracted
features represent the class characteristics, enables proper training of the classifier and
subsequently a consistent classification. A pre-processing operation that suppresses the
unimportant image features and artifacts simultaneously enhancing the features of interest
often aids an accurate detection. Pre-processing is usually done using image processing
methods or filtering techniques [Gaverielides et al 2002]. Several methods have been
proposed for the enhancement of mammographic images to facilitate detection and
segmentation. Some of these are based on difference-image technique [Chan et al 1987,
Chan et al 1990], wavelets [Heine et al 1997, Qian et al 1994] and median filter,
contrast-reversal filter and box-rim filter [Chan et al 1988].
3.1.2 Detection/Segmentation
In the literature various techniques for detection and segmentation of the
calcification clusters have been described: wavelet-based techniques [Chan et al 1987,
Chan et al 1990, Strickland and Hahn 1996, Yoshida et al 1995], neural networks [Chan
et al 1995, Woods et al 1993, Wu et al 1992, Zhang et al 1994], linear discriminant
analysis (LDA) [Chan et al 1998], k-nearest neighbor (kNN) [Woods et al 1993], fuzzy
logic [Cheng et al 1998, Verma and Zakos 1973] and gray-level thresholding and
clustering [Fam et al 1988, Davies and Dance 1992] and more recently support vector
machines (SVM) [El-Naqa et al 2002]. Woods et al 1993 have compared the detection
accuracy of microcalcifications with six classifiers (2 Bayesian, 2 dynamic neural
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networks, a standard Backpropagation network and a KNN). They report the best results,
averaged over the 5 training sets for the Quadratic classifier (QC) on the 200 sample
training with 171.1 detections while on the same training set the LC reaches an average
total detection rate of 169.5.
3.1.3 Feature Selection
The next step after detection and segmentation of the lesion is the extraction of features
that would best describe the class to which it belongs. Reported algorithms usually
employ combinations of morphological, texture, and intensity-related features as well as
demographic information related to the patient [Kallergi 2003]. A list of features used in
literature for microcalcifications can be found in [Verma and Zakos 2001] while [Chan et
al 1998] provide a summary of the available techniques. Gavrielides et al 1997 have
extracted six shape features and used their average and standard deviation values (12
features) for classification of microcalcification clusters as malignant or benign. They
report their results with a three layer feedforward neural network with quick-propagation
training and leave-one-out resampling. Their results prove the features extracted by the
shape analysis to be robust features for classification. More recently, Kallergi [Kallergi
2003] has reported an AZ = 0.98 with the original 12 features and two additional features
(1 regional and 1 demographic) classified with a Backpropagation neural network. The
above mentioned work was developed at this facility [Kallergi 2003, Gavrielides et al
1997]; so we have used their expertise and retained the 14 features that emulate the visual
analysis system reported by Lanyi [1985, 1986].
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3.1.4 Classification
These extracted features represent the class to which they belong and are used for
class characterization. Many different pattern recognition techniques have been used for
classification of the detected microcalcifications. Some of these include artificial neural
networks (ANNs) [Chan et al 1995, Lo et al 1997, Lo et al 1999, Jiang et al 1997,
Tourassi et al 2001, Markopoulos 2001, Giger and Huo 1999, Floyd et al 1994, Wu et al
1993, Kahn et al 1997] and k-nearest neighbor (KNN) [Gavrielides et al 1997,
Hojjatolesami and Kittler 1996].
ANNs have been used in medical image analysis for a variety of applications.
Kahn et al use a Bayesian network (MammoNet) with five patient-history findings, two
physical findings, and 15 mammographic findings extracted by experienced radiologists
to determine the probability of malignancy. Tested on 77 cases, MammoNet yielded an
AZ = 0.881 ± 0.045 that gave a sensitivity of 92 % and a specificity of 88.5 %.Lo et.al. [Lo
et al 1997] have used a three-layer Backpropagation network with 8 mammographic
features (extracted by the radiologists) and the patient age to predict if the malignant
lesions were invasive or in situ. Their ANN implementation was able to correctly predict
the invasion among the malignant lesions with an AZ = 0.91 ± 0.03 and identify all 28 in
situ cancers (100 % specificity) and 48 of the 68 invasive cancers (71 % sensitivity).
Floyd et al [1994] have used a three-layer Backpropagation network to predict
malignancy from mammographic findings for a set of 260 patient records and achieved
an AZ = 0.94(±0.01) which surpassed the radiologists performance. The mammographic
findings were provided by the radiologists. Wu et al 1993 used an ANN that trained on 14
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image features extracted from the mammograms by expert mammographers. The network
reached an AZ = 0.89 which exceeded the values by the attending radiologists (AZ = 0.84)
and the radiology residents (AZ = 0. 80). Tourassi et al 2001 have used a constraint
satisfaction neural network (CSNN) approach for breast cancer diagnosis using 16
mammographic and clinical findings reported by experienced mammographers. The
CSNN was developed and evaluated on a database of 500 nonpalpable breast lesions
containing both masses and calcifications and reported a total AZ = 0.84 ± 0.02 which is
comparable to the predictive performance achieved by experienced radiologists and
Backpropagation networks. However a drawback in these methods is the human
intervention required for feature extraction from the mammographic images. The features
extracted may differ with the mammographer or the radiologist, which is a major
concern. As against this, an automated extraction of lesion features and their
classification is a more consistent approach. Markopoulos et.al 2001 reported an
automated feature extraction and classification method for microcalcifications, limiting
human input to the localization of the calcifications. With the eight extracted features, the
computer achieved an AZ = 0.937 which surpassed the AZ that was attained by the
physicians as a group (0.810). Here even though the feature extraction was automated,
the initial identification of calcifications by human observer again makes this approach
operator-independent.
A classification technique that incorporates segmentation and detection with feature
extraction to provide a malignant or benign diagnosis would be the most optimal solution.
Jiang et al [1996] have developed such an automated method for differentiating
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malignant from benign microcalcifications where the eight image features were both
extracted and analyzed by the computer. They report an AZ = 0.92 for the computerized
method as against the 0.89 for the radiologist. In a later study Jiang et al [1999] used
computer extracted features to compare the computer-aided performance of the
radiologist to the performance without aid. With the computer predicted output as an aid
the sensitivity increased from 73.5 % to 87.4 % and the specificity from 31.6 % to 41.9
%. In a preliminary study, Thiele [1996] have developed an automated method to
examine the usefulness of computer texture analysis of the breast tissue surrounding the
calcifications to improve the sensitivity of malignant diagnosis. Shen et al [1994] use
region growing technique to obtain the contours of calcifications. Using three shape
features they have reported 100 % results on 143 calcifications using the nearest neighbor
method.
A large number of features can be detrimental to the performance of a classification
system especially for finite sample sizes making feature selection mandatory for the
reduction of input dimensions to facilitate an accurate classification. Kupinski et al
[1997] investigated various methods of feature selection for two different classifiers used
in the computerized detection of mass lesions. A stepwise method, a genetic algorithm
(GA) and individual feature analysis were employed with linear discriminants and
artificial neural networks. The GA based selection with the ANN reported an AZ = 0.98
followed by the sequential forward selection (SFS) with 0.97. Chan et al 1998 report the
results of an automated feature extraction and classification method. They compare the
genetic algorithm (GA) based feature selection to the feature selection method based on
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the stepwise discriminant analysis (LDA) procedure on a data set of 145 mammographic
microcalcification clusters. The features selected by the GA based method are
comparable or slightly better than those selected by the stepwise LDA method. Yu and
Guan 1999 recommend the General Regression Neural Networks (GRNN) for selecting
the most discriminating features for the automatic detection of clustered
microcalcifications. SFS and sequential backward selection (SBS) are used with GRNN
for the selection from 31 features extracted from 105 clusters, of which the SBS achieves
a 90 % mean TP results at the cost of 0.5 FPs per image.
This work focuses on the computer-aided diagnosis for microcalcification clusters.
We have used shape and distribution related features along with a single demographic
feature as the inputs to a three-layer feedforward ANN for classification.
3.2

Two-View Analysis
Even though we now routinely use two views per breast for screening there was

an initial debate regarding the number of views deemed necessary. With the Sandviken
study in 1974 one-view screening with an oblique view was introduced. The Two
Countries Swedish Trial and the Nijmegen study used the one-view oblique
mammography too [Warren et al 1996]. In the late-80’s, following the recommendations
of the Forrest report, most mammography screening in the United Kingdom were done
using a single MLO view of each breast [Bryan and Brown 1995]. In the Health
Insurance Plan (HIP) trial in New York, 1963 [Thurfjell et al 1994], two-views were used
(CC and ML). Thus the technique of using one-view was dominant only in Europe and
even the earliest screening programs in the United States used two views with one-view
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screening only being performed for research purposes to show the effectiveness of the
two-view process. The supporters of the one view claimed that it will not only halve the
cost of x-ray film and the radiation dosage, but it will also decrease the interpretation
time. However, it was shown that no single view is able to correctly identify all the
mammographically detectable cancers [Anderson et al 1978, Bassett 198, Muir et al
1984, Libshitz 1976, Kreager and Kornguth 1994, Bassett 1980, Andersson 1984,
Lundgren 1977]. Furthermore, adherence to a single view technology may result in more
requests for additional images to further characterize the abnormalities. Bryan S and
Brown J [1995] believe that the addition of a second view helps in detecting more early
tumors and results in fewer FP recalls. It will also help provide additional information to
determine if a tumor on one view needs any further investigation. A carcinoma may not
be visible on a single view and yet have a very typical appearance on another view
[Anderson et al 1978]. In cases like these the addition of a second view would not end in
a missed cancer case.
Between the ML and the MLO views, the oblique view is more useful in imaging
all the breast locations for probable cancers. The oblique view images most area of the
breast and also gives more information [Muir et al 1984] as the positioning is such that
the x-ray beam has a shorter course through the denser tissue as compared to the other
two views. It also images some portion of the chest-wall and the tail of the glandular
tissue which can seldom be visualized in a CC view and not too often in a ML view. The
CC or the ML view does not include the chest wall [Bassette et al 1980]. However
statistics showed that malignancies that were detected solely on the oblique view were in
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the upper-outer quadrant of the breast and in the axillary tail. Hence, 6-10% of cancers
would be missed without this view [Bassette and Gold 1983]. The oblique view is also
the best in which the tumors in the juxtathoracic part of the breast can be visualized. So
the two-view screening method involves a CC and an MLO view instead of ML view
[Anderson et al 1978, Bassett 1987, Muir et al 1984, Kreager and Kornguth 1994,
Lundgren 1977, Lundgren and Helleberg 1982].
Currently the CC and the MLO views are used in screening mammography. If a
radiologist finds a suspicious object (microcalcification cluster or mass) in MLO view he
would look for the same in the CC view (and vice versa) to make sure that it is indeed
real and not an artifact simulating a calcification. CAD-Dx attempts to simulate the
analysis of the radiologist and achieve more consistent and accurate results. If the
performance of the radiologist can increase with simultaneous reading from two views it
is reasonable to assume that the performance of the CAD-Dx may increase if two-view
information is used. To our knowledge, research to-date is focused on using single-view
information.
Two-view correlation has been used to reduce FP detections in CAD systems and
in three-dimensional (3D) breast representations. Specifically, Highnam et al 1998 and
Kita et al 1998 developed a model-based method for finding a curve in the mediolateral
oblique mammogram which corresponds to the potential positions of a point marked in
the CC mammogram. [Paquerault et al 2001, Paquerault et al 2002] showed a new
method that correlates geometrical, morphological and textural information from the
segmented suspicious objects on the two standard views for reducing FP’s on the
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individual selected views and improve sensitivity for mass detection. [Sahiner et al 2001]
also used the correspondence of the detected structures on the two views of the same
breast for FP reduction in computerized detection of masses. They used radial bands and
nipple-to-object distances to define the search area for the pairings of objects on the other
view. [Kita et al 2001] have extended their previous work to calculate curved epipolar
lines by developing a simulation of object deformation into the stereo camera geometry
using which they not only determined the correspondences but also the 3D location of the
lesion within the compressed breast. [Kita et al 2002] have constructed a pilot test study
based on the method proposed in [Kita et al 2001] and their work describes the system
and does an analysis of the errors in 3D locations of the lesions. These works, though not
directly related to CAD-Dx, recognize the importance and the need for utilizing both
views of the breast in computer applications.
A study closer to this work has [Good et al 1999] attempted to identify a number
of single-view features that could be expected to be relatively invariant under
compression and hence correlated for ipsilateral projections for mass. Information is
combined from single-view features to form the multi-view feature vector; each multiview feature was defined to be the absolute value of the logarithm of the ratio of the
corresponding single-view feature. In preliminary results, an AZ = 0.82 ± 0.03 using the
multi-view information with a Bayesian classifier is reported.
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CHAPTER 4
MATERIALS AND METHODS

This chapter provides the details of the dataset that was used for training and
testing the proposed methodology. It also describes the algorithms used for the
development of different modules for the CAD-Dx system.
4.1 Database
The mammograms from 136 patients were analyzed to create the dataset used for
this work. Each patient case is comprised of one or two views of the same breast, i.e., CC
and MLO. The right and left breasts were considered to be separate cases even though for
the same patient. All the mammograms in the 136 cases showed the presence of at least
one biopsy-proven benign or malignant microcalcification cluster. The mammograms
were selected from the patient files of the H. Lee Moffitt Cancer Center & Research
Institute at the University of South Florida [Kallergi 2003].Original mammograms were
acquired on a system accredited by American College of Radiology (ACR). A DuPont
Microvision film combined with a Kodak Min-R (one-sided) screen was used for all
mammograms. Film digitization was done with a DBA (DBA Inc. Melbourne, Fl)
ImageClear R3000 CCD-based film digitizer with a pixel size of 30 µm, a pixel depth of
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16 bits [Kallergi 2003]. Original images were resized to 60 µm by mathematical
interpolation while retaining the pixel depth. Studies have shown that this resolution is
sufficient for calcification classification while computational load is significantly reduced
[Kallergi et al 1998].
The ROI were defined on each image of 512×512 pixel-size that contained the
cluster. A total of 260 ROI’s were defined 138 of which contained benign cluster and 122
malignant. This will be referred to as the single-view dataset. 101 of the 136 patient cases
had a two-view mammogram with the cluster visible in both views. This set yielded 202
ROI’s (101 CC and 101 MLO’s) that formed our two-view dataset. Of these 202 ROI’s,
104 were benign and 98 malignant. A balance was maintained between the benign and
malignant class samples in both datasets to prevent any classifier-bias towards a
particular class during training. Table 4.1 presents the two datasets and their contents.
Table 4.1 Dataset Used for the Study.
Single-View Set
CC
MLO
Benign
64
74
Cancer
60
62
View-Total
124
136
Total
260

Two-View Set
CC
MLO
52
52
49
49
101
101
202

4.2 CAD-Dx Algorithm
CAD-Dx system designed and implemented by Kallergi [Kallergi 2003] follows the
architecture of Figure 3.2. The various modules of the system will be described in the
following sections.
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4.2.1 Pre-processing
The object of interest in the ROI, i.e., the calcification cluster is surrounded by
breast tissue that masks the calcifications preventing accurate detection and shown in
Figures 4.1(a) and 4.2(a). A pre-processing, usually noise-reducing step is applied to
improve image and calcification contrast.
In this work a novel filter referred to as the “donut” filter, was applied to the
image that maintained calcifications while suppressing unimportant image features. The
filter is a band-pass filter resembling a “donut” in the Fourier domain. It was designed
and developed by Dr. John Heine and it was used for the first time in this work [Heine et
al 2003, Kallergi et al 2004]. Previously, a symmlet wavelet filter was used for this
purpose [Kallergi 2003].
Figures 4.1(b) and 4.2(b) show representative output images of the filter for a
benign and malignant cluster respectively. Compared to Figures 4.1(a) and 4.2(a), we
observe background mammographic structures are removed while calcifications are
preserved. This simplifies the following segmentation/detection step.
4.2.2 Detection/Segmentation
Segmentation of the calcifications was done using a simple thresholding approach
on the filtered images [Kallergi 2003]. The thresholding was based on the histogram of
each image. Only those calcifications with a cluster size less than 10 pixels and high
intensity values. The spots that were smaller than 4 pixels (0.0144 mm2) in area
irrespective of their configuration were eliminated from the final segmentation step. This
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criterion on the minimum size of the segmented objects was based on empirical
observations and the visibility limits reported for calcifications in mammography
[Kallergi 2003]. The criterion helped to reduce the number of FP signals entering the
shape analysis and classification stages and increase classification performance. The
work for this thesis did not focus on a detailed optimization of the detection/segmentation
methodologies. The basic intention was to have a detection/segmentation step that
preserved the morphology and distribution of the true calcifications in a cluster as much
as possible and had a relatively consistent performance. The approach described above
has been used for previous work and yielded the desired result in previous studies
[Kallergi 2003, Gavrielides et al 1997]. Figure 4.1(c) shows the segmented ROI for a
benign cluster while Figure 4.2(c) shows the segmented ROI for a malignant cluster. The
segmented image is a binary image with white spots that depict the calcifications.
4.2.3 Feature Extraction
Features, i.e., characteristics of the objects of interest, if selected carefully are
representative of the maximum relevant information that the image has to offer for a
complete characterization a lesion.
Feature extraction methodologies analyze objects and images to extract the most
prominent features that are representative of the various classes of objects. Features are
used as inputs to classifiers that assign them to the class that they represent. Tables 2.1
and 2.2 provided a summary of the various descriptors that are used as malignancy
indicators for calcifications. A clinical visual system based on the shape and distribution
of calcification clusters has shown to lead to a sensitivity of 97.6% and a specificity of
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Figure 4.1(a) ROI of a Benign Calcification Cluster.

Figure 4.1(b) ROI After Pre-processing
Operation (Filtering) to Smooth
Background and Isolate Calcifications.

Figure 4.1(c) ROI After Segmentation
of the Calcifications. FP Signals Are
Also Included in the Output.

39

Figure 4.2(a) ROI of a Malignant Calcification Cluster.

Figure 4.2(b) ROI After Pre-processing
(Filtering) to Smooth Background and
Isolate Calcifications.

Figure 4.2(c) ROI After Segmentation
of the Calcifications. FP Signals Are
Also Included in the Output.
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73.3% [Lanyi 1985, Lanyi 1986]. This system led to the establishment of the BIRADS
categories listed in Table 2.3. During mammographic interpretation radiologists interpret
features that describe the shape and distribution of the calcifications and clusters,
compare them to the BIRADS lexicon and make a diagnosis. The CAD-Dx system used
here reproduces the visual differential diagnosis system by restricting the feature set to
include primarily shape and distribution related features. Hence the features are selected
through shape analysis of the segmented calcification (Figure 4.1(c) and 4.2(c)) as
described below.
4.2.3.1 Shape Analysis
Shape analysis of calcifications has been extensively researched in the initial
stages of development of this algorithm [Gavrielides et al 1996, Kallergi 2003,
Gavrielides et al 1997]. Prior studies have yielded 12 morphological, 1 distributional and
1 demographic feature [Kallergi et al 1998]. These are summarized in Table 4.2. Mean
values characterize individual calcifications; Standard Deviations (SD) characterize the
cluster. The numbers in the first column correspond to the order in which the features
were added to make the feature vector. The last column describes the nature of the
selected features.
Table 4.2 also groups features by major categories; regional, boundary and
demographic descriptors. The regional descriptors describe the object as a region and
hence include size measurements. Boundary descriptors describe the shape and the
contour of an object [Kallergi 2003]. Area, Compactness and the number of calcifications
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are regional descriptors while Fourier coefficients of the boundary pixels and three
moment-based features are boundary descriptors.
Table 4.2

Feature Set Used for Classification of Calcification Clusters.

Feature #
Feature
Nature of feature
assigned
14
Age of the patient
Demographic feature
For individual calcification
1
Mean - Area of calcification
Describes the
morphology
2
Mean - Compactness
3
Mean - Moments
Describes the margins
4
Mean - Fourier Descriptor (FD)
5
Mean - Eccentricity
6
Mean - Spread (S)
13
number of calcifications in cluster
Regional descriptor
Distribution – for the entire cluster
Describes the
7
SD – Area
morphology
8
SD - Compactness
9
SD - Moments
Describes the margins
10
SD - Fourier Descriptor
11
SD - Eccentricity
12
SD - Spread

4.2.3.1.1 Regional Descriptors
Area of an object (A) is the most trivial shape parameter that can be computed
from a detected object on an image. It can be defined as the number of pixels contained
within (and including) the boundary of a segmented object of interest [Kallergi 2003,
Castleman 1979]. It is the most basic shape parameter but offers a good description of the
size of the object.
The Perimeter of an object is the circumferential distance around the boundary
and can be obtained from the boundary chain code [Gonzalez and Woods 1993]. Chain
codes are used to represent a boundary by connected sequence of straight line segments
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of specified length and direction. Since the chain code is a complete representation of an
object or a curve, they can be used to calculate boundary features such as perimeter,
length and width of an object. In case of an 8-connected chain code, the even-numbered
segments have length 1 and the odd-numbered segments have length sqrt(2). Thus, the
boundary perimeter P can be represented by the following equation [Kallergi 2003]:
P = Ne + 2 No

Where, Ne is the number of even steps in the boundary chain code and No is the number
of odd steps.
Even though the perimeter is not used directly as a feature, it is required for the
computation of Compactness which is described below.
Compactness is a dimensionless quantity that provides a simple measure of
contour complexity versus the area enclosed [Gavrielides 1996, Shen et al 1994]. It does
not depend on the size of the object and the image plane and is independent of
translation, rotation and scale. It is one of the most common features used in pattern
recognition and classification techniques [Kallergi 2003]. Compactness can be defined in
a variety of ways and its definition may affect classification that has been elaborated
elsewhere [Kallergi 2003]. We chose the definition of compactness that yielded the
lowest classification error for this application [Kallergi 2003].
C=

P2
4πA

Where, P = Perimeter of the object and A = Area of the object.
According to this definition a circle is theoretically the most compact object with
the smallest C = 1 . Elongated objects have a value of C > 1 [Kallergi 2003]. So, a larger
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value of compactness describes an irregular and elongated object while a smaller value is
representative of a more symmetric object [Kallergi 2003].
The number of calcifications (n) in a cluster represents the cluster size and thus
can be considered as a regional descriptor. In Section 2.3.1.1 a cluster has been defined as
a group of 3 or more calcifications within an area of 1 cm2. The number of calcifications
in a cluster were divided into five ranges based on the cluster definition,
i.e., 3 ≤ n < 5 , 5 ≤ n < 10 , 10 ≤ n < 15 , 15 ≤ n < 20 and ≥ 20 . The normalized median
value of the range was used to represent each range.
4.2.3.1.2 Boundary Descriptors
We used the boundary descriptors based on the Fourier coefficients of the
boundary pixels and the moments of the segmented calcifications for this work
[Gavrielides 1996].
Fourier descriptors give a complete and flexible description of an object’s shape.
In addition they can be translation, rotation and scale invariant [Kallergi 2003]. This
work uses the measure FF defined in [Shen et al 1994] based on the Normalized Fourier
Descriptors (NFDs) [Kallergi 2003]. FF can be defined as:

 N /2

 ∑ NFD(n) / n 

FF =  n = − NN/ 2/ +21


 ∑ NFD(n) 
 n = − N / 2+1

The NFD(n) is defined as:
n=0
0;

NFD (n) = S (n) / S (1);
n = 1,2, K , N / 2
S (n + N ) / S (1);
n = −1,−2, K ,− N / 2 + 1
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where,

S ( n) =

1
N

N −1

∑ s(k ) exp[− j 2πnk / N ],

n = 0,1,2,K, N − 1,

K =0

are complex coefficients of a Fast Fourier Transform (FFT) as described in [Shen et al
1994] with s (k ) = x(k ) + jy (k ) being a complex number describing the co-ordinate pair

of each boundary pixel [Kallergi 2003].
The range for the value of FF is [0-1] and generally it is smaller for complex or
rough shapes and larger for smooth shapes. FF is also insensitive to position, size,
orientation, and starting point of the contour [Kallergi 2003].
The theory of moments gives a number of useful and practical shape descriptors
[Shen et al 1994]. From the six selected shape features, three are based on low-order and
central moments i.e. moment-based measure (M) [Shen et al 1994, Kallergi 2003],
eccentricity (ε) [Kallergi 2003, Castleman 1979] and spread (S) [Kallergi 2003].
If the coordinates of the N pixels of a segmented calcification contour are
described by an ordered set ( x(i ), y (i )), i = 1,2,..., N , the Euclidian distances z (i ) of the
vectors connecting the centroid of the segmented object and the ordered set of contour
pixels form a one-dimensional representation of the contour [Kallergi 2003]. The pth
moment can then be defined as [Shen et.al. 1994, Kallergi 2003]:
mp =

1
N

N

∑ [ z (i)]

p

i =1

and the pth central moment as [Kallergi 2003]:

µp =

1
N

N

∑ [ z(i) − m ]
i =1

p

1

Shen et al 1994 developed a set of shape features based on four low-order
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moments. Higher order moments are very sensitive to noise and hence not considered.
Similar to FF, the range of M is from [0-1]; it represents the roughness of a contour and
increases as the irregularity of the shape increases. It gives information regarding the
shape roughness and is used to distinguish between the different shape categories of
calcifications. Here, M has been defined as [Kallergi 2003, Castleman 1979]:
M =

( µ 4 )1 / 4 ( µ 2 )1 / 4
−
m1
m1

Eccentricity (ε) measures the degree to which an object’s mass is concentrated
along a particular axis. The range of values for ε is [0-1] where 0 defines a circular object
and 1 a liner object. It can be represented as:

ε=

(m2, 0 − m0.2 ) 2 + 4m12,1
(m2,0 + m0.2 ) 2

Where, for an image f ( x, y ) , the moment of order p + q was defined as:

m pq = ∑∑ x p y q f ( x, y )
x

y

Spread (S) was based on the central moments of the boundary pixels. It measures
how unevenly an object’s mass is distributed along its centroid and takes values in the
same range as M and ε i.e. 0 to 1. Again, a lower value represents a circular object while
a large value defines a linear and non-uniform object. Spread is defined as [Kallergi
2003]:
S = µ 0, 2 + µ 2,0

Where,

µ pq = ∑∑ ( x − x) p ( y − y ) f ( x, y )
q

x

y
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4.2.3.2 Demographic Features

The risk of developing cancer increases with age. It is very rare in individuals less
than 35 years of age, but its incidence rises by the age of 40 and it is of particular concern
in the 40 to 50 age group where it is the leading cause of cancer related deaths [Giger et
al 2000]. Clinical experience has identified age to be a powerful discriminator in
diagnosing malignant disease [Kallergi 2003, Jemal et al 2002]. For a calcification
cluster of moderate suspicion, a younger woman might be followed-up annually but an
older woman may be recommended for biopsy. Hence, the clinical importance of age in
diagnosing disease was instrumental in the inclusion of patient age at the time of the
breast exam as an additional feature
All 14 features were combined into a one-dimensional feature vector that serves
as input to the classifier that provided the class separation depending on the information
provided by the features in the feature vector.
4.2.4 Classification

The task of the classifier component of CAD-Dx system is to use the features
provided by the feature extraction step to assign the objects of interest to a category or
class [Duda et al 2002]. Our CAD-Dx system uses an artificial neural network (ANN) as
a classifier.
ANNs are computer models with a massively parallel structure inspired by the
structure and function of the neurons in the human brain [Tourassi and Floyd 1997,
Haykin 1999]. They consist of highly interconnected, nonlinear units known as neurons
that are linked by some weighted connections [Tourassi and Floyd 1997, Haykin
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1999].Studies have shown that ANNs can duplicate the human ability to learn and
generalize while combining the computational power of computers [Tourassi and Floyd
1997]. They can thus be looked upon as powerful tools able to capture and represent the
complex relationships between input-output pairs. They can represent both linear and
non-linear relationships by learning from the data that it is presented with. ANNs have
been commonly used in medical imaging to classify patterns into various classes.
The most common neural network model is the multilayer perceptron (MLP),
which is a supervised network, i.e., it needs to know the true value of the input sample in
order to learn. The MLP learns from the input sample and the corresponding known
output value by changing the synaptic weights between the connections. Typically the
network consists of a set of sensory units, i.e., source nodes that constitute the input layer,
one or more hidden layer of the computation nodes and an output layer of computation
nodes [Haykin 1999].The input signal propagates through the network in the forward
direction, on a layer-by-layer basis [Haykin 1999]. The nodes across the layers are highly
interconnected. The input samples are fed into the input layer and get multiplied by the
interconnection weights as they pass from the input to the hidden layer. The output of the
hidden nodes is thus not directly observable and only used as input to the other nodes.
The hidden nodes act as feature detectors as they discover the salient features that
characterize the training data during learning by performing a non-linear transformation
of the input data. The multiplied input samples are summed up and processed by a nonlinear function in the hidden layer. As the processed data leave the hidden layer it is
multiplied by the interconnection weights and then passed to the next hidden layer (if
any) or to the output layer where it is processed again to give the final output. The
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multiplying weights represent a trained network that is able to correctly map an unknown
input sample to the correct output value generalizing from the historical data, i.e., the
weights.
In a nutshell, while training the network encodes the input-output relationships
into synaptic weights, compares the network output to the target output to compute an
error measure and then adjusts the weights so that the error is reduced. This procedure is
repeated until the network converges on a solution. It is expected that the network learns
enough from the past to generalize to the future, i.e., an unknown sample.
The MLP has been applied successfully to solve some difficult and diverse
problems by using the error back-propagation training algorithm [Haykin 1999] that is
based on the error-correction learning rule. The back-propagation learning consists of
two phases through different layers of the network, i.e., a forward and a backward pass.
In the forward pass, the input pattern is applied to the input nodes and the effect is
propagated through the layers one at a time. A set of outputs is fixed as the response of
the network to the input pattern. The synaptic weights are fixed during the forward pass
while they are adjusted in accordance with an error-correction rule during the backward
pass [Haykin 1999]. For the correction, the actual response of the network is subtracted
from the target response to produce an error-signal that is then propagated backwards
through the network against the direction of the synaptic connections. The synaptic
weights are adjusted so as to move the network response closer to the desired response
[Haykin 1999]. The learning process performed with the algorithm is called as backpropagation learning.
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The NevProp version4 (NevProp4) ANN package from public domain was
implemented in this work [Goodman and Harrell 1998]. NevProp4 is a three-layer
feedforward back-propagation multilayer perceptron simulator developed as a
multidisciplinary research project at the University of Nevada Center for Biomedical
Modeling Research which is based on the Quickprop 1.0 by Scott Fahlman [Goodman
and Harrell 1998]. Figure 4.3 shows the chosen ANN architecture.

Figure 4.3

Architecture of NevProp4 Used for the Study.

The chosen ANN implementation is a fully connected three-layer feedforward
network trained using the Quickprop algorithm [Goodman and Harrell 1998]. Each layer
has many nodes and all the nodes of a layer are connected to all the nodes of the next
layer. The input sample was the one-dimensional feature vector of the 14 features. The
number of nodes in the input layer corresponded to the number of input features, i.e., 14.
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The features were normalized before being passed as inputs to the network. The hidden
layer consisted of 12 nodes. An empirical testing was performed to decide on the number
of hidden nodes. For 14 inputs the number of hidden nodes was varied from 3 to 16 and
the Az index was used as a measure of goodness, i.e., classifier performance. The ANN
architecture with 12 nodes in the hidden layer gave the best performance on the entire
dataset and was selected for classification. The output layer had a single node. The
network learnt the input pattern by internally modifying the weighted connections and
came up with an output value between 0 to 1. The training of the network was done using
Quickprop, an optimization of the back-propagation algorithm that is loosely based on
Newton’s method [Tveter 2003]. Quickprop is one of the fastest network training
algorithms and it works using a different weight change value for each weight as the
training proceeds and scaling back the size of the weight changes when they are too large
[Tveter 2003].
The relatively small dataset size did not permit a separation of the data into
distinct training and test set. Such a separation would have reduced the number of
training samples resulting in an under-trained network incapable of achieving the desired
high classification rates. So, the generalization error of the classifier was estimated by the
leave-one-out (LOO) cross-validation method [Kallergi 2003, Tourassi and Floyd 1997,
Haykin 1999]. With this technique the network was trained on all but one input samples
and tested on the excluded sample. For a total of N input samples, (N-1) were used for
training and 1 was held out for testing. After testing, the left-out sample was returned to
the dataset and a different one was left-out for testing. This was repeated for all samples,
i.e., N times.
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The final output from the network was a set of predictions for all the samples that
were used in training. The values of the predictions ranged from 0 to 1 where values
closer to 0 represented benign samples and those closer to 1 stood for the malignant ones.
The classification error rate was estimated by determining the fraction of incorrectly
classified malignant and benign cases at various thresholds between 0 and 1. A threshold
on the output maybe considered as a binary operating condition that leads to the
separation of cases in benign and malignant groups [Kallergi 2003]. The range from 0 to
1 was divided into 10 buckets to yield 9 threshold values with 0.1 increments. Benign and
malignant cases assigned a value above and below the selected threshold respectively
were considered to be incorrectly classified [Kallergi 2003]. The fraction of benign and
malignant samples incorrectly classified at the different thresholds yielded the error rate.
The malignant and benign error was plotted at each threshold along with an average
error; we refer to this as the classification error plot or simply as error plot. A visual
examination of the error plot reveals the optimal threshold suitable for clinical
implementation of CAD-Dx, i.e., the operating point. We have also considered the area
under the ROC curve (AZ) as an index for performance of the system.
In the results section, a classification plot accompanied by an operating point
table has been reported for each experiment. The operating point table tabulates the
sensitivity and specificity values at a particular threshold.
4.2.5 Feature Selection and Ranking

A large number of features can be extracted from an image of which, only a few
may be potentially useful while most may contain irrelevant or redundant information
52

that may result in degradation of the classifier’s performance. This is especially true with
a limited sample size. “The size of the training data grows exponentially with the
dimensionality of the input space”, this phenomenon is referred to as the curse of
dimensionality [Bishop 1995]. So, if we are forced to work with limited data, (as we often
are in practice) increasing the dimensionality of the input space rapidly leads to the case
where the data is sparse, in which case it provides a very poor representation of the
mapping causing a decline in performance [Bishop 1995]. To enhance the accuracy of a
classification model, the number of variables used must be reduced or the model must be
simplified [Harrell et al 1996]. As a rule of thumb, [Harrell et al 1996] it was suggested
that, a predictive discrimination that validates on a new sample is to have
p < m / 10 predictors where, p is number of predictors and m is the size of the training
sample. One of the simplest techniques for dimensionality reduction is to select a subset
of the inputs, which provide the maximum class information, and discard the remaining,
i.e., select a set of features f from the available features F , such that f ≤ F . This is
particularly useful when there are inputs that carry very little or no information for the
solution or if there are very strong correlations between the set of inputs such that the
same information is repeated in several variables [Bishop 1995]. A network with fewer
inputs is appropriately constrained by a data set of limited size leading to a trained
network with better generalization properties [Bishop 1995]. Also, fewer inputs mean
fewer weights, which may lead the network to train faster. Therefore for an accurate and
consistent classification, the model should be based on a small but strong set of features
that characterize the input data and the class that it belongs to. A good feature is the one
that provides a distinct separation between the classes. The selected subset of inputs
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should ideally have all good features that would together provide the best class
separation. A feature selection algorithm can be designed to pick these good or best
features from the available set.
A procedure for feature selection is characterized by a criterion that makes it
possible to judge if one set of features is better than the other, and a search procedure, to
search through the candidate subset of features. For this implementation we have used the

AZ, that is, the area under the ROC curve [Metz 1978] as the selection criteria. The
ROCKIT 0.9B software provided by Dr. Metz at the University of Chicago was used for
all calculations. The AZ is a measure of the goodness of the classifier and an AZ = 1
defines perfect classification. For a set of d features, an exhaustive search would result in
2d possible feature combinations that would be computationally very expensive. Principal
Component Analysis (PCA), sequential search techniques and Genetic Algorithms (GA)
are some other options to reduce the dimensionality of the input space [Bishop 1995].

Branch and Bound (BB), Sequential Forward Selection (SFS) and Sequential Backward
Elimination (SBE) are variations of the sequential search techniques. The number of
input features for our work is not too large (14 features) considering the size of the
datasets. So, the simple SFS approach was selected to conduct the best subset search
instead of the more complex paradigms.
SFS started by considering each of the variables individually and selecting the one
that gives the largest AZ value. The selected feature was combined with the other features
in the full set and the combination that yielded the highest value for classification, i.e.,
minimized the error rate was chosen. SFS is a bottom-up approach in which at each level
a single feature is added to the selected set. The value of the criterion increased until a
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certain point and then started to decline, i.e., the error-rate of the classifier began to
increase. The feature combination that accounted for the maximum AZ before the decline
started was assumed to be the most representative and informative, i.e., best feature

subset. SFS prevents irrelevant or redundant features from being added to the selected
feature set [Woods 1994]. If a redundant feature combination was found, the AZ value
decreased resulting in the removal of that feature from the set.

Figure 4.4

SFS Illustrated for a Set of Five Input Features.

Figure 4.4 illustrates the SFS approach with five features in the starting set. The
structure looks like a tree that branches out from the best feature at each level. At the first
level, feature (2) is selected and combined with the remaining features at the next level
yielding (3, 2) as the best set. The search continues by adding a single feature at each
level that accounts for the greatest increase in the criterion function. This is a Depth-First
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Search (DFS) procedure because the best feature combination is chosen at each level and
further explored by going deeper and deeper into the tree. The possible breadth-wise
combinations, i.e., the combinations of features (1), (3), (4) and (5) that are left out at the
first level are not considered other than in combination with the already selected features
[Bishop 1995].
The SFS search procedure was implemented with the Interactive Data Language
(IDL) (Research Systems Inc., Boulder, CO) that facilitates cross-platform development.
The feature set at each level was presented to the NevProp4 that computed the error-rate
for the classification. The c-index or the concordance index is calculated in NevProp4
that is a non-parametric measure of discrimination, i.e., the ability to separate output
categories [Goodman and Harrell 1998]. This value has been stated to be approximately
equal to the area under the ROC [Metz 1978] curve which we use as a criterion for
selecting a feature.
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CHAPTER 5
RESULTS AND DISCUSSION

The results of the experiments conducted to satisfy the three goals of this work are
presented and discussed in this chapter.
5.1 Large Scale Evaluation (Single-View)

The large scale evaluation of the CAD-Dx system involved four steps, (a) database
development and characterization, (b) algorithm modification in terms of filtering and
classifier, (c) training and testing of the NevProp4 artificial neural network (ANN) on the
large dataset, (d) feature ranking and selection.
5.1.1 Database Characteristics

Our single-view database of 260 clusters was characterized by size and contrast
estimating parameters following the recommendations widely accepted in the filed on
CAD [Nishikawa 2994]. Figures 5.1 and 5.2 present the histograms of the size and
contrast of the 260 calcification clusters respectively. Size was defined as a range of the
number of calcifications distinguishable on the image [Kallergi 2003]. Calcification
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contrast was defined as the difference in image intensity between a single calcification
and its immediate background divided by the background intensity [Kallergi 2003].
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Cluster contrast was defined as the average of three contrast values estimated from the
three most prominent calcifications in the cluster [Kallergi 2003]. These histograms offer
a measure of the database contents and the subtlety of the tested calcifications [Kallergi

2003]. The subtlety of the calcifications may not be a major issue in a pure classification
task. However since the proposed methodology includes an automated
detection/segmentation step prior to the classification their representation was necessary
in order to completely understand the impact on the final conclusion. The histograms in
Figures 5.1 and 5.2 show that our dataset consisted of relatively small clusters of low
contrast, a feature that usually challenges the detection and segmentation processes and
may be used to indicate the relative difficulty of the dataset [Kallergi 2003].
5.1.2 Algorithm Optimization

In Section 4.2.1, we have mentioned the necessity of a pre-processing step that is
essential for noise reduction and improving image and calcification contrast. The donut
filter used for this work has been introduced in the same section. The donut filter showed
improvements over the previously used symmlet wavelet filter [Kallergi 2003]. Normally
it reduced edge artifacts and FP signals. Despite improved performance, it should be
noted that the filter was not fully optimized and could yield even better results.
To optimize the segmentation stage of the algorithm, we tested a segmentation
technique based on the canny-edge detector [Canny 1986] for separating the
calcifications from the background in the donut filtered image. The canny-edge based
segmentation however did not preserve the entire shape of the calcifications as some of
the detected regions were hollow in the center and consequently failed in the shape
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analysis. The threshold-based segmentation described in Section 4.2.2, although basic,
served our purpose of preserving the morphology and the distribution of the true
calcifications in a cluster and was retained in this work as well [Kallergi 2003]. So at the
end the donut filter and the threshold-based segmentation were chosen for the preprocessing and the detection/segmentation steps.
Previously the NevProp version 1.16 ANN implemented with the LOO was used
as the classifier [Kallergi 2003]. However we were unable to optimize the ANN to save
the best weights, which represent the learned-state of the network. In the classification of
an unknown case, the network needs to start with uploading the best weights, generalize
from the learned information and then come up with a decision. This is a typical scenario
in a real-time implementation of CAD-Dx.
To remedy this deficiency the latest NevProp4 version of the ANN was
implemented. NevProp4 has several options that can be used by setting the appropriate
switches in the input file. An in-depth summary of the features can be found elsewhere
[Goodman and Harrell 1998]. Some of the NevProp4 features relevant to this work are
the options to pre-randomize and/or pre-standardize training data, default configuration
as a fully connected three-layer network and automatic training to prevent overfitting.
NevProp4 also offers validation options such as data splitting, cross validation and

bootstrapping. The inference options in NevProp4 facilitate easy interpretation by saving
and retrieving the entire network in one file and reporting all the connections in the
system in a simple and grouped format during training. An important feature in NevProp4
is the estimate of the c-index or the concordance index, which is a non-parametric
measure of discrimination, i.e., the ability to separate output categories [Goodman and
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Harrell 1998]. The c-index is approximately equal to the area under the ROC curve [Metz
1978] and has been used in this work as a measure of the classification ability of the
network for feature selection.
5.1.3 Training and Testing of NevProp4

NevProp4 had several parameters that needed to be properly defined for a robust
final classifier model. Some of the parameters that were empirically optimized were
standardization of the inputs, maximum number of epochs, the number of hidden units,
and the validation method.
The initial randomization of the weights would not be effective, if the training
predictors were on different scales [Goodman and Harrell 1998]. Scaled input variables
were also necessary for a reliable optimization and later interpretation of the model. We
standardized the inputs to the network to a uniform scale. Two options were available:
one was to transform the data into the range of -0.5 to +0.5 and the second was to scale
the training data predictors to mean and units of standard deviation [Goodman and

Harrell 1998]. The second option resulted in a better classification and was selected.
A minimum of 50-200 epochs is recommended for the network to continue
optimization, the default being 200 [Goodman and Harrell 1998]. A numeric value for
the maximum number of epochs is one of the command-line parameters needed to start
the network training. We found that a maximum of 700 epochs was needed for the
network to converge to an optimal solution.
In the absence of hidden units the network only creates direct connections from
input to output units, i.e., it becomes a generalized linear model with limited flexibility.
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An increase in the number of hidden units causes nonlinearity in the effects, creating a
complex model with greater flexibility. NevProp4 has one half the numbers of inputs as
the default number of hidden units. In our experiments, we varied the number of hidden
units from 1 to 16 for 14 input units. Figure 5.3 shows the effect of the variation in the
number of hidden units on the classification error. The classification error rates decreased
as the number of hidden units were increased achieving minimum error with 12 hidden
units.
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Figure 5.3

Number of Hidden Units Vs Classification Error.

Data splitting cross validation and bootstrapping are the validation options offered
in NevProp4. The data-split was tried with ratios of 50-50 and 70-30 while 5-fold and 10fold cross validations were experimented with. However the relatively small dataset size
did not permit good classification on the test set. For utilizing the maximum number of
available samples for training the generalization error of the classifier was estimated by
the LOO resampling technique that has been explained in Section 4.2.4.
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The network achieved an AZ of 0.8891 after classification of the single-view
dataset. Figure 5.4 shows the classification error plot for the single-view dataset for the
benign and cancer cases as well as the combination of the two (average performance).
Table 5.1 lists the possible operating points.
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Error Plots for the Single-View Dataset.

Table 5.1

Operating Points for the Single-View Dataset.

0.9

Operating Point

Sensitivity

Specificity

0.4
0.5
0.6

88 %
79 %
66 %

77 %
79 %
89 %
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Specifically, choosing an operating threshold of 0.4 guarantees a maximum
sensitivity of 88 % and a specificity of 77 %. At thresholds of 0.5 or 0.6 the specificity
increases at the cost of sensitivity which is unacceptable. So 0.4 would probably be the
preferred operating point in a clinical setting.
Figure 5.5 illustrates the ROC curve obtained from the classification of the 260
clusters. The area under the ROC curve, AZ, was estimated as 0.8891 with a standard
error of 0.0199.
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ROC Plot for the Single-View Dataset.

5.1.4 Feature Ranking and Selection

Table 5.2 presents the order in which the features were selected by SFS and the AZ values
were calculated for each combination. The AZ value used for the feature selection does
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not come from the ROCKIT software; it is the c-index value that is calculated by the
NevProp4 ANN package. The first column in the table represents the order of feature
selection. The rank of the feature is also equivalent to the level in the DFS tree [Section
4.4.5] that the feature is selected at. At each level (l ), (l − 1) features have already been
selected. Level-12 yielded the highest value of AZ although an earlier level (# 8) showed a
relatively high value as well. Interestingly, the classifier’s performance never reached the
level achieved with the original 14 feature set, i.e., AZ =0.8891. This feature selection
outcome may be due to the way the SFS method operates and possibly inter-feature
relationships that are not fully evident in this process.
Table 5.2

Sequence of Features Selected for the Single-View Dataset of 260
Clusters. The feature # correspondence can be found in Table 4.2 (pg. 44).
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Feature #
chosen
12
2
13
3
11
14
10
5
4
7
9
8
6
1

AZ
0.5723
0.6537
0.6775
0.6889
0.7205
0.7750
0.8140
0.8352
0.8227
0.8134
0.8177
0.8478
0.8471
0.8109

This result was instrumental in the partitioning of the dataset into clusters with
corresponding clusters on the other view, i.e., two-view or paired dataset and those
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visible on only one view (unpaired clusters). The next section elaborates on the two-view
dataset.
5.2 Two-View Feature Estimation

In clinical practice, a cluster that is visible on both breast views has a greater
chance of being detected and diagnosed accurately. Confusion in the appearance in one
view leads the radiologist to look for more definitive characteristics in the other view.
This was the motivation for investigating the potential usefulness of two-view
information. The two-view dataset of 101 paired clusters described in Section 4.1 has
been used for the two-view feature estimation. Three experiments were performed to
scrutinize the importance of two-view information. Table 5.3 summarizes the three
experiments.

Table 5.3

Two-View Feature Estimation Experiments.

Experiment # 1

Sample-size
202

Experiment # 2
Experiment # 3

101
101

Features Defined From
101 paired clusters in 101 CC and
101 MLO views.
101 clusters in 101 MLO-views
101 clusters in 101 CC views.

The results of each experiment are presented in the following sections.
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Experiment # 1

From the set of 260 clusters, 202 clusters were identified as having both a CC
(101) and a MLO (101) view. These clusters were classified in this experiment and the
classification error plots are shown in Figure 5.6. The sensitivities and specificities
corresponding to probable operating points are shown in Table 5.4.
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Figure 5.6

Error Plots for Experiment # 1.

Table 5.4

Operating Points for Experiment # 1.

0.7

0.8

Operating Point

Sensitivity

Specificity

0.4
0.45
0.5
0.6

91 %
87 %
81 %
68 %

63 %
70 %
75 %
85 %
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1

A closer look would advocate using 0.4 as the operating point. As compared to
Table 5.1, at the same operating point, there is an increase in the sensitivity from 88 % to
91 % [Table 5.4]. However this is at the cost of a steep drop in the specificity from 79 %
[Table 5.1] to 65 % observed here. Such a significant drop in specificity at the cost of a
minimal increase in sensitivity may not be acceptable in a lot of cases. An operating point
of 0.5 gives a better specificity, but again we would lose sensitivity at this point.
The classifier achieved an AZ of 0.8881 with a standard error of 0.0229 which is
not a significant difference from the AZ value achieved with the entire single-view set (AZ
=0.8891). Feature selection was for the 202 set as well. Table 5.5 presents the results of
feature selection for Experiment # 1.
Table 5.5

Sequence of Features Selected for Experiment # 1.
Number
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Feature #
chosen
1
11
4
9
7
2
5
8
10
13
12
14
3
6

AZ
0.5893
0.6520
0.6699
0.7213
0.7676
0.8223
0.7935
0.8248
0.8457
0.8490
0.8345
0.8935
0.8510
0.7938

The maximum AZ was achieved with 12 features. The AZ was 0.8935 and is higher than
the AZ obtained for the 260 clusters (Table 5.2 and Figure 5.5). This may be due to the
exclusion of the 58 unpaired clusters or a bias in the set samples.
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Experiment # 2.

For this experiment the classifier was presented with only the features extracted
from 101 MLO view clusters. Figure 5.7 shows the error plot while the operating points
are in Table 5.6.
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Error Plots for Experiment # 2.

Table 5.6

Operating Points for Experiment # 2.

0.7

0.8

0.9

Operating Point

Sensitivity

Specificity

0.4
0.45
0.5
0.55
0.6

92 %
90 %
88 %
87 %
84 %

71 %
80 %
90 %
92 %
92 %
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An AZ of 0.9239 with a standard error of 0.0292 was achieved in this experiment.
This value was higher from both the 260 and the 202 cluster sets of 0.8891 and 0.8881
respectively. SFS was used to rank the features in this experiment as well and the results
are shown in Table 5.7.
Table 5.7

Sequence of Features Selected for Experiment # 2.
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Feature #
1
11
3
13
4
12
2
9
7
5
10
14
6
8

AZ
0.6009
0.6805
0.7461
0.8277
0.8685
0.8673
0.8897
0.8654
0.8999
0.9227
0.8819
0.9372
0.9513
0.8956

Thirteen features were needed in this case to achieve maximum AZ of 0.9513, a value that
surpassed the previous performance.

Experiment # 3

Here the classifier was presented with only those features that were extracted
from 101 CC views. Figure 5.8 shows the classification error plots which Table 5.8
shows the sensitivity and specificity values at each operating point in the error plot.
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Error Plots for Experiment # 3.

Table 5.8

Operating Points for Experiment # 3.
Operating Point

Sensitivity

Specificity

0.4
0.45
0.5
0.55
0.6

98 %
94 %
92 %
90 %
90 %

87 %
90 %
90 %
92 %
92 %

This experiment yielded the best performance from all tests. The AZ parameter
with all 14 features was estimated at 0.9682 with a standard error of 0.0190 that exceeds
all previous performances. This may be due to the difference in feature presentations
between the two views, the signal or the image quality, and differences in FP signals
between the views. No specific conclusion may be derived in this work and further
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investigation is necessary to determine the similarities and differences between views for
individual calcifications and clusters.
Table 5.9 shows the results from the feature selection on the 101 CC view dataset.
Nine features were needed to achieve an AZ of 0.9627, a value close to the one obtained
with all 14 features (0.9627).
Table 5.9

Sequence of Features Selected for Experiment # 3.
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Feature #
3
4
14
12
10
5
6
13
8
9
1
11
2
7

AZ
0.6060
0.7111
0.7979
0.8324
0.9086
0.9337
0.9168
0.9368
0.9627
0.9482
0.9329
0.9345
0.9403
0.9596

In review, the single-view analysis of paired clusters showed us significant
differences in performance. Interestingly mixing the CC and the MLO view of the same
cluster in the same dataset as treating them as independent samples decreases
classification power probably due to the bias issues. View separation always yielded
better results in classification.
Table 5.10 shows the combined results from the feature selection performed in the
experiments of Table 5.3 and the large dataset of 260 clusters. The columns represent the
dataset on which the feature selection was performed and the rows stand for the features.
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An ‘X’ symbol in the column represents feature that were not selected in the best subset
for that experiment. The shaded rows show the features that were always selected.
Table 5.10

Summary of Selected Features for the Single-View Set and the Datasets
Used in Experiments 1 to 3 of Table 5.3.

#

Feature

1

Average -Area of
calcification
Average -Compactness
Average -Moments
Average -Fourier
Descriptor (FD)
Average -Eccentricity
Average -Spread (S)
SD-Area
SD-Compactness
SD-Moments
SD-Fourier Descriptor
SD-Eccentricity
SD-Spread
Number of
calcifications in cluster
Age of the patient

2
3
4
5
6
7
8
9
10
11
12
13
14

260
SingleView
clusters
X

Two-View Dataset
Experiment Experiment. Experiment
#1
#2
#3
X
X
X

X

X
X
X
X
X

Feature numbers 4, 5, 10, 12, 13 and 14 are the features that were always selected
and, hence, may be considered as those with the most discriminatory class
characterization information. Feature # 13 and 14 represent the number of calcifications

within the cluster and the age of the patient respectively, and were new additions to the
previous set of 12 shape features [Kallergi 2003]. These new features seem to contribute
significantly to cluster classification and results are in agreement with clinical findings.
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We analyzed the prediction values for the cluster samples in Experiment # 2 and
Experiment # 3 to look for the misclassifications in each case. Table 5.12 presents a
summary of the classification of the cluster as predicted in each view. It should be noted
that since CC and MLO are just two views of the same cluster the pathology, i.e., the
malignant or benign condition for both should be the same.
Table 5.11

Comparison of Cluster Classifications in CC and MLO Views.
CC-view
(Experiment # 3)
correct incorrect

ML-view
(Experiment # 2)
correct
incorrect

79
14

6
2

This table complements the AZ estimates reported earlier for these experiments and
presents a different perspective. Of the 101 tested clusters, the classifier trained with only
CC-view samples (Experiment # 3) classified 6 clusters incorrectly that the MLO-view
trained classifier (Experiment # 2) classified correctly. Similarly, 14 clusters with correct
class assignments by the CC-view trained classifier were classified incorrectly by the
MLO-view trained classifier. There were just 2 clusters that were classified incorrectly by
both CC and MLO-view trained classifiers. These results suggested that the combination
of the CC and the MLO view in feature extraction could significantly improve CAD-Dx
performance. Experiment # 4 was conducted to test the above hypothesis.
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Experiment # 4

In this test, the input features to the classifier were defined as the average of the
features estimated in the CC view and the corresponding features estimated in the MLOview. All the features except patient age were averaged; age was left out since CC and
MLO views were from the same patient at the same time so an average would not change
its value. The dimensions of the input remained the same and so did the sample-size. 101
CC and 101 MLO view clusters were averaged, so the sample-size remained 101. The
resulting error plot is shown in Figure 5.9 and the sensitivity and specificity values
corresponding to the various thresholds have been tabulated in Table 5.12.
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Table 5.12

Operating Points for Experiment # 4.
Operating Point

Sensitivity

Specificity

0.4
0.45
0.5
0.55
0.6

98 %
96 %
94 %
91 %
88 %

80 %
84 %
87 %
86 %
88 %

Results show that feature averaging yielded better results than the single-view test
(Experiment # 1) and for some operating points better than the results of Experiments 2
and 3 (compare Table 5.12 to Tables 5.6 and 5.8) An AZ of 0.9580 was achieved in this
test with a standard error of 0.0225. The ROC curve is shown in Figure 5.10. This AZ is
lower than the AZ obtained from the CC views alone (0.9682) but considering the
standard errors the difference is not statistically significant.
Compare Figure 5.10 to Figure 5.5 that shows the classification performance on
the single-view dataset. The average feature classifier showed a significant increase in
performance (AZ =0.9580) from the performance achieved with the single-view dataset
(AZ =0.8891) which could be indicative of the fact that the fusion of information from
two views aids automated classification.
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ROC Plot for Experiment # 4.

SFS feature selection results are listed in the Table 5.13 for Experiment # 4.
Table 5.13

Sequence of Features Selected for Experiment # 4.
Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Feature #
13
8
5
1
10
11
14
4
9
12
2
7
6
3
77

AZ
0.6238
0.7159
0.7563
0.7979
0.8721
0.8516
0.8776
0.8987
0.9462
0.9580
0.9121
0.9278
0.9250
0.9215

Experiment # 4 achieved the same performance with 14 features (AZ = 0.9580) with just
10 features (AZ = 0.9580).
Our experiments to this point investigated the impact of single-view and two-view
(averaging) feature estimation on classification performance. Features were ranked in
each test and the AZ indices were compared. It is possible that combinations of the “best
feature sets” from the previous ranking experiments would yield even better
performances. In the remainder of this Chapter, we describe 4 tests done to investigate
the impact of “best feature combination” on classification performance. Table 5.14
summarizes the four classification test using best feature combinations from Experiments
2 and 3 for the 101 clusters
Table 5.14

Best Feature Combinations and Classification Experiments. Age Was
Considered Only Once.
Features from
Description

Experiment # 5
Experiment # 6
Experiment # 7
Experiment # 8

All the features from CC and
MLO views. Age was considered
only once.
SFS features from CC & SFS
features from MLO.
SFS features from MLO and the
corresponding features from CC.
SFS features from CC and the
corresponding features from
MLO.

Total
number

CC

ML

13+ age

13

27

9

13

21

13

13

25

9

9

17

The results from these experiments are presented in the following sections. Only the
classification error plots are presented. A figure with all ROC curves is given at the end
of the section to allow comparison of the various feature combination tests.
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Experiment # 5

Here all the features extracted from both CC and ML view clusters were
combined, which resulted in a total of 27 features since age was common to both. Figure
5.11 shows the classification error plots for this test and the operating points are listed in
Table 5.15.
An AZ of 0.9572 was achieved with a standard error of 0.0185. Note that 27features are probably too many for the tested sample size, i.e., 101 clusters. It is possible
that an over-optimistic measure of classification was obtained in this test. A threshold of
0.4 would probably be chosen as the operating point with a sensitivity of 94 % and a
specificity of 77 %.
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Table 5.15

Operating Points for Experiment # 5.
Operating Point

Sensitivity

Specificity

0.4
0.45
0.5
0.55
0.6

94 %
92 %
90 %
90 %
88 %

77 %
82 %
90 %
90 %
92 %

Experiment # 6

In this experiment, we used the 9 selected features from Experiment # 3 and 13
selected features from Experiment # 2, i.e., a total of 21 features. Age was a feature that
SFS selected in both CC and MLO view experiments and, hence, it was considered only
once to avoid a redundancy in features. The error plots for the classification (Figure 5.12)
and the corresponding operating point table (Table 5.16) follow.
Experiment # 6 achieved an AZ of 0.9663 with a standard error of 0.0155. The
result is comparable to the performance achieved in Experiment # 3. At a sensitivity of 94
% (threshold = 0.4) the classifier reached a specificity of 85 %.
Table 5.16

Operating Point for Experiment # 6.
Operating Point

Sensitivity

Specificity

0.4
0.45
0.5
0.55
0.6

94 %
92 %
91 %
88 %
88 %

85 %
87 %
88 %
88 %
87 %

80

1

Cancer

0.9

Benign
Average

0.8
0.7

Error

0.6
0.5
0.4
0.3
0.2
0.1
0
0

Figure 5.12

0.1

0.2

0.3

0.4 0.5 0.6
Threshold

0.7

0.8

0.9

1

Error Plots for Experiment # 6.

Experiment # 7

The 13 best features selected by SFS in Experiment # 2 were combined with the
corresponding features from CC-views (Experiment # 3) independent of the ranking, to
form a set of 25 features. Again, age was common to both and hence selected just once.
The classification error plots are shown in Figure 5.13 and the operating point data in
Table 5.17.
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Error Plots for Experiment # 7.

Table 5.17

Operating Points for Experiment # 7.

0.7

0.8

0.9

Operating Point

Sensitivity

Specificity

0.4
0.45
0.5
0.55
0.6

95 %
95 %
95 %
92 %
90 %

80 %
85 %
88 %
89 %
90 %

1

The classifier achieved an AZ of 0.9650 with a standard error of 0.0160. This is
again comparable to the result from Experiment # 3 that gave the best classification
performance. A threshold of 0.4 attained a sensitivity of 95 % at a specificity of 80 %.
Similar to the previous experiments, the number of features, i.e., 25 may be large relative
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to the sample-size of 101 clusters. So, this may be an over-optimistic estimate of the
performance of the classification and additional tests are needed for conclusive results.

Experiment # 8

In the final experiment, the 9 best features selected from the CC-views were
combined with the corresponding 9 features from the MLO-views. The latter were
selected independent of ranking. Again, age of the patient was considered only once.
Figure 5.14 shows the error plots while the operating-point list follows in Table 5.18.
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Table 5.18

Operating Points for Experiment # 8.
Operating Point

Sensitivity

Specificity

0.4
0.45
0.5
0.55
0.6

96 %
93 %
91 %
90 %
89 %

82 %
82 %
82 %
89 %
90 %

This 17-feature combination achieved an AZ of 0.9757 with a standard error of
0.0139 surpassing the CC-view results of Experiment # 3. A sensitivity of 96 % was
achieved with a specificity of 82 % at a threshold of 0.4similar to the results obtained
from the CC-views (Table 5.8). A set of 17 features is not incompatible with our sample
size. Figure 5.l5 shows the ROC curves for Experiments 5 to 8 are overlapping. Their
differences can be better appreciated in the partial ROC plots of Figure 5.16.
The ROC partial area index was recently proposed as a measure of clinical diagnostic
performance and a more accurate index of performance when a high sensitivity is desired
[Jiang et al 1996-b]. Partial Area index estimates suggested that for the curves of Figure
5.16 classification with all 14 features estimated by averaging the feature values in the
CC and MLO views (Experiment # 4) yields overall the best benign/malignant
discriminatory performance for mammographic calcification clusters.
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ROC Plots of Experiments 5-8.
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Partial Area ROC Plot for Experiments 5-8 Where A TPF of 0.9 Is
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CHAPTER 6
CONCLUSIONS

This work investigated several aspects of the automated diagnosis of
mammographic microcalcifications clusters with an emphasis on combining information
from two breast views for improving the benign/malignant cluster differentiation. We
have used 136 patient cases from the mammography database of the Imaging Science
Research Division (ISRD). All the mammograms were collected from the patient files of
the H. Lee Moffitt Cancer Center & Research Institute at the University of South Florida
and showed the presence of at least one pathologically verified malignant or benign
microcalcification cluster. A total of 260 regions of interest (ROI’s) were manually
created from the mammograms to contain a single cluster of calcifications in the center
which formed the single-view dataset. The ROI’s were processed and analyzed to extract
features related to the morphology and distribution of the clusters that were combined
with demographic information for cluster classification. A three-layer feedforward neural
network, NevProp4 [Goodman and Harrell 1998] with Quickprop training and leaveone-out resampling was used for classification. The area under the ROC curve (AZ)
served as a measure of performance.
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Work was done to optimize an existing CAD-Dx algorithm and test on a large
dataset. Furthermore, several experiments were conducted to investigate: (a) the impact
of feature selection approach on classification and particularly the use of a single-view
vs. two-view average for feature estimation and (b) the impact of combining “best
features” from the various optimization stages on classification.
The conclusions that can be drawn from this work are:


Among the selected features, the number of calcifications in the cluster and the
age of the patient were the most important and were consistently ranked among
the “best” in all experiments. These two features were new additions to a
previous tested set and were proven to be powerful discriminants..



Patient age was a demographic feature while the other thirteen features in the
selected set were related to the shape and the distribution of the calcification
clusters. The importance of the age feature suggested that the inclusion of other
demographic information in the classification process might lead to a better and
more robust performance.



Separating views, namely considering only CC or only MLO views for training
of the classifier led to better performances. These results indicated that CAD-Dx
systems could benefit significantly by using single view information rather than
mixing views in the same set.



The classifier trained better with the CC-views of the clusters than with the
MLO-views of the clusters. The reason for this outcome is not evident in this
study but the result is interesting and worthy of further investigation.
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An analysis of the classification results from separate CC and MLO views
revealed a large number of clusters that were classified correctly in just one view
while very few (just 2) were incorrectly classified in both. This suggested a need
for using information from both views to reduce the classification errors.



The averaging of features in two-views yielded high sensitivity and specificity
values proving our hypothesis that view combination would lead to improved
CAD-Dx performance.

For future work, larger datasets can be used that would permit separate training,
validation and testing databases with statistically significant results. To overcome the
drawback of a limited dataset we used the leave-one-out resampling that utilizes the
maximum number of samples to train the network; Bootstrapping could be an alternative
training to eliminate potential biases. The neural network used in this study seems to give
a good estimation of the classification error-rate. However, other classifiers may be used
to confirm this hypothesis before a clinical implementation is planned. Also, automation
of the parameter selection for the neural network and the theoretical approaches would
eliminate the errors associated with the empirical selection. The SFS method used here
for feature ranking and selection has the risk of leading to non-optimum tree search. To
avoid this problem, SBE, genetic algorithms or best-first search could be used.
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