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ABSTRACT
Internet has brought about a tremendous increase in content of all
forms and, in that, video content constitutes the major backbone
of the total content being published as well as watched. Thus it
becomes imperative for video recommendation engines such as
Hulu to look for novel and innovative ways to recommend the
newly added videos to their users. However, the problem with new
videos is that they lack any sort of metadata and user interaction so
as to be able to rate the videos for the consumers. To this effect, this
paper introduces the several techniques we develop for the Content
Based Video Relevance Prediction (CBVRP) Challenge being hosted
by Hulu for the ACM Multimedia Conference 2018. We employ
different architectures on the CBVRP dataset to make use of the
provided frame and video level features and generate predictions
of videos that are similar to the other videos. We also implement
several ensemble strategies to explore complementarity between
both the types of provided features. The obtained results are en-
couraging and will impel the boundaries of research for multimedia
based video recommendation systems.
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1 INTRODUCTION
The recent years have seen a huge surge in online content, and, con-
tent in the form of videos has led the way. This stupendous wave
has been steered by online video recommendation systems like
Hulu, Youtube, Netflix, etc. At the same time, the content supplied
by traditional media houses and other licensed broadcasters has
seen a plunge [7] with respect to amateurs and non-professionals
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uploading home-made content on various platforms. The popu-
larity of video streaming can be judged from the fact that sixty
hours of video content is generated every minute on Youtube [5].
A tremendous amount of new content is being generated at a very
fast pace and, on top of that, the content metadata itself ranges
from incorrect to either none or highly limited information [10, 11].
Additionally, the content thus generated is short (lesser than 10
minutes) and un-reviewed. The user interaction with the horde of
these videos is minimal at the very best [10]. Due to these reason,
video recommendation systems suffer from a multi-dimensional
challenge where they have to deal with un-audited, un-rated and
completely new content of which they know nothing about. This
leads to the infamous cold start problem where recommendation en-
gines have to tackle new content and then process and recommend
it to the users in such a manner so as to keep grabbing the eyeballs
and dissuade them from shifting to the competitor’s platform.
Video recommendation has traditionally been inspired from two
types of data: implicit and explicit. While on one hand, video rec-
ommendation on the basis of implicit content deals with features
like light, mood, color, shape, motion, plot and other aesthetics;
on the other hand, explicit content incorporates movie genre, di-
rector, actors, description, previous views and likes. Researchers
have spent considerable time and effort building recommendation
engines based on both the types of data [2, 3, 11, 23, 38]. But as
noted in the previous section, for today’s content explosion, the
recommendation on the basis of explicit content fails utterly. This
leaves one with implicit features. According to Applied Media Aes-
thetic [36], media features such as light, color, camera motion etc.
serve as crucial elements which render emotional, aesthetic and
informative effects. Thus a new artistic work, can be appropriately
evaluated and recommended on the basis of intrinsic features.
In this paper, we present our extensive experiments in building
a video recommendation system which deals with the cold-start
problem and uses intrinsic features to recommend videos. Here, we
portray our experiments and their results over multiple architec-
tures for Content Based Video Relevance Prediction Challenge of
ACM Multimedia 2018, sponsored by Hulu.
2 RELATEDWORK
Building recommendation engines in general, and video recom-
mendation engines in particular has always been a hot topic of
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research. Right from the development of the first recommender sys-
tem, Tapestry[17], recommender systems have undergone drastic
developmental changes. There have been several works which have
employed the low level features, also known as stylistic features
for the task of video recommendation[6, 20, 34, 37]. But none of
these approaches use only low-level features, thus they cannot solve
the cold-start problem in its full glory[11, 26, 28]. However, a few
authors have realized this problem and have tried to tackle this
problem head-on using various methods [11, 29, 32]. Thus one of
the novelties introduced in this work is exploring the recommenda-
tion problem using only stylistic and artistic features for solving
the daunting cold-start dilemma.
3 METHODOLOGY
In this section, we present the dataset and different architectures
i.e., random forest regression on video pairs, deep learning based
regression and neural network with DeepLDA for the CBCRP chal-
lenge.
3.1 Dataset
In this paper, we have used the dataset from the CBVRP challenge[23].
It consists of two tracks of data: (1) TV shows and (2) Movies. Track
one consists of pre-extracted features from 7536 TV shows trailers
and has been divided into three sets - training (3000 shows), vali-
dation (864 shows), and testing (3000 shows). Track two consists
of pre-extracted features from 10826 movie trailers and has been
divided into the following sets - training (4500 movies), validation
(1188 movies), and testing (4500 movies). The final results were
evaluated on the test set by the organizers.
In both the given tracks, the pre-extracted feature vectors were
composed of frame-level and video-level features. For frame-level
feature vectors, frames of the video at 1 fps were passed into the In-
ceptionV3 network[1] trained on ImageNet dataset[13], and output
of the ReLU[25] activation of the last hidden layer of dimension
2048 was taken as the frame level feature. For video level features,
each video at 8 fps was passed into the C3D network[31] and the
activation of the pool5 layer of dimension 512 was taken as the
feature vector. Here we use these pre-extracted features from the
training dataset as the input to our models.
3.2 Random Forest Regression on Video Pairs
To determine the closeness of two given C3D feature vectors, we
consider several simplistic distancemetrics - Euclidean[14], Cityblock[19],
Chebyshev[14], Correlation[8, 14], Square Euclidean, Braycurtis[4,
14] and Cosine Similarity[14, 30] .
For a particular video, its positive pairs are formed with the
videos that are in its ground truth. Negative pairs are formed by
choosing videos randomly from the videos not present in the list
of similar videos. To make the model not biased towards any type
of pair[14], we keep the number of positive pairs equal to the
number of negative pairs. For each such pair, we make a vector
X = [x1,x2,x3, ...x7] where each xi is one of the distance types
mentioned above calculated between the C3D vectors of each pair.
The ground truth value corresponding to each pair is taken as 0
for a positive pair and 1 for a negative pair. We then use Random
Forest [22] to regress and choose the best features.
3.3 Deep Learning based Regression
3.3.1 Architecture Overview: This model consists of two parallel
networks as shown in Figure 1. The first network consists of time
distributed dense layers followed by LSTM layers and the second
one contains only dense layers. The final layers concatenate the
outputs of the two models and then output the target values for all
the TV shows and Movies. The optimal number of layers in each
network was found out through experimentation. We used the first
network to process the frame-level features from the dataset. In the
second network, we used video level features from the dataset. As
the experiments panned out, creating a wider network rather than
a deeper one proved to be more beneficial [24, 33, 35].
The size of the last layer is equal to the number of videos to
be considered for that model. For a given video, it outputs the
probability of the similarity of the other video to the given video.
Subsequently, the top K predictions are taken for the evaluation of
results. In our model, we used the efficient ADAM[18] (lr=0.001)
optimization algorithm and ReLU[25] activation function[9]. The
same model was trained with losses as cosine proximity loss and
poisson loss. The results for both the experiments are presented in
Table 1.
3.4 Neural Network with DeepLDA
This architecture is composed of a deep neural network which
uses the output of a C3D model i.e. the video-level features, as
inputs. These are passed through a neural network containing two
hidden fully connected layers, followed by a final output layer. A
modified version of Linear Discriminant Analysis(LDA), is used
as an objective function. Figure 3 shows a high level view of this
model.
3.4.1 Model Architecture: In this model, the video level feature
set is used as the input to a set of three fully connected layers. The
number of fully connected layers was decided empirically. Every
fully connected layer involves, linear transformation of the input
features, followed by a non-linear activation function. The first
two layers, use the ReLU activation. The final layer serves as the
output layer. As the C3D embeddings are limited to 512 dimensional
feature vector, a smaller model with fewer parameters seem to give
better results than a deep model with large number of hidden layers.
3.4.2 Linear Discriminant Analysis Objective Function:
Classic Linear Discriminant Analysis: Classic LDA, is a dimen-
sionality reduction algorithm, which takes the higher dimensional
data, and projects it onto a lower dimensional space such that the
separation within data points of the same class is minimized and
separation between data points of different classes is maximized[16].
Let x1, ..., xn = X ∈ RNxb be a set of N data points which belong
to C different classes. LDA tries to find a transformation matrix
A ∈ Rlxb which projects the input to a lower dimensional space
L where, l = C-1. The linear combination of features, obtained by
multiplying the X with AT has maximum separation in this lower
dimensional subspace. The LDA formulation to find A is given as:
argmax
A
|ASbAT |
|ASwAT |
(1)
IceBreaker: Solving Cold Start Problem for Video Recommendation Engines Conference’17, July 2017, Washington, DC, USA
Figure 1: Deep Learning based Regression
Figure 2: Random Forest based regression on video pairs
where, Sb is the between class scatter matrix and Sw is the within
class scatter matrix. St denotes the overall scatter matrix. Xc =
Xc − mc are the mean-centered observations for each class, the
vector mc represents the mean of each class similarly X represents
mean centered observation of the complete population. The formula
for St , Sw and Sb is given as:
Sc =
1
Nc − 1X
T
c Xc (2)
Sw =
1
C
∑
c
Sc (3)
St =
1
N − 1X
T
X (4)
The value of transformation matrix A that maximizes Eq. 1, max-
imizes the ratio of the ‘between class scatter’ and ‘within class
scatter’. Thereby, giving projections with low intraclass and high
inter-class variance. To find optimum solution for Eq. 1, we need
to solve the eigenvalue problem of Sbe = vSw e, where e and v
represent the eigenvector and their corresponding eigenvalues. The
matrix A is the set of eigenvectors e. In the paper [15], authors
have extrapolated this concept to introduce the DeepLDA objective
function.
In [15], the LDA function has been modified to be used as an
objective function for deep neural networks by maximizing the
individual eigenvalues. Each value gives the degree of separation
along a particular eigenvector i.e. higher eigenvalues correspond to
a greater amount of separation. Maximizing these eigenvalues will
help in obtaining an embedding in which classes are well separated.
However, if we consider all the eigenvalues in the loss function, it
can lead to a trivial solution in which only largest of the eigenvalue
is maximized. To circumvent this problem, we optimize only on
smallest m eigenvalues out of total set of eigenvalues. This can be
done by using only those m eigenvalues that are less than a certain
predetermined threshold. Therefore, the formulation becomes:
argmax
θ
1
k
k∑
i=1
vi with {v1, ..., vk } = {vj |vj < min vj |vj + ϵ} (5)
This loss is back-propagated through the network. In our model,
each row in the relevance list specifies a batch. All themovies/shows
that come in the relevance list of a particular show/movie are given
one class and the others which are not in list are assigned a separate
class. Then, we train on the loss using ADAM optimization[18].
4 EVALUATION
4.1 Evaluation Metric
For the challenge, we use two evaluations measures[23] -
(1) Recall@K - For top K predictions the metric recall@K is
defined as -
recall@K = |o
r ∩ or |
or
(6)
where or is relevance list and and or predicted top K relevant
shows/movies for each item.
(2) Hit@k - If recall@K > 0 for a test case then hit@K has value
1 or else value 0 for that test case.
The average values of recall and hit is taken on all test cases for
evaluation purposes [23].
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Figure 3: DeepLDA based model’s architecture
Table 1: Track 1 and 2 - Results for the different architectures for TV shows and movies
Data Data Subset Method Hit @ k Recall @ k
k=5 k=10 k=20 k=30 k=50 k=100 k=200 k=300
T
V
Sh
ow
s Validation Set
Random Forest 0.004 0.016 0.063 0.112 0.017 0.034 0.062 0.084
Regression(Cosine Loss) 0.319 0.388 0.485 0.541 0.171 0.229 0.289 0.323
Regression(Poisson Loss) 0.284 0.353 0.432 0.483 0.145 0.205 0.276 0.322
DeepLDA 0.178 0.234 0.310 0.354 0.065 0.103 0.153 0.196
Testing Set
Random Forest 0.047 0.093 0.178 0.262 0.031 0.056 0.093 0.122
Regression(Cosine Loss) 0.226 0.295 0.38 0.434 0.075 0.104 0.137 0.157
Regression(Poisson Loss) 0.217 0.294 0.381 0.426 0.076 0.106 0.139 0.16
DeepLDA 0.22 0.302 0.404 0.465 0.071 0.117 0.18 0.224
M
ov
ie
s
Validation Set
Random Forest 0.004 0.011 0.037 0.063 0.015 0.025 0.045 0.063
Regression(Cosine Loss) 0.18 0.231 0.313 0.362 0.099 0.139 0.192 0.226
Regression(Poisson Loss) 0.143 0.191 0.268 0.318 0.114 0.166 0.246 0.313
DeepLDA 0.106 0.143 0.192 0.238 0.065 0.091 0.129 0.158
Testing Set
Random Forest 0.055 0.109 0.172 0.216 0.035 0.051 0.077 0.097
Regression(Cosine Loss) 0.108 0.144 0.212 0.256 0.044 0.062 0.084 0.099
Regression(Poisson Loss) 0.107 0.151 0.212 0.25 0.044 0.061 0.082 0.096
DeepLDA 0.161 0.214 0.286 0.33 0.072 0.099 0.137 0.169
These evaluation metrics have been used in several other works
such as [12, 21, 27].
4.2 Results
Table 1 contains the results obtained from all the different archi-
tectural models considered for both TV shows as well as movies
obtained on validation set and training set after training the models.
For various values of K , the results are presented in the table.
The DeepLDA model clearly gives the best results on these met-
rics for both TV shows and movies on the testing set. The competi-
tion used recall@100 and hit@30 for the evaluation of results, thus
using that the analysis of results is presented below.
For TV Shows, considering the hit values on the test data, the
DeepLDA model performs better than the Random Forest model by
77.4%, Regression model with cosine loss by 7.1% and Regression
model with poisson loss by 9.1%. For the metric recall, the DeepLDA
model performs better than the Random Forest model by a full 108%,
Regression model with cosine loss by 12.5% and Regression model
with poisson loss by 10.3%.
For movies, considering the hit values on the test data, the
DeepLDA model performs better than the Random Forest model by
52.7%, Regression model with cosine loss by 28.9% and Regression
model with poisson loss by 32%. Taking into accoutn recall val-
ues, the DeepLDA model performs better than the Random Forest
model by 94.1%, Regression model with cosine loss by 59.6% and
Regression model with poisson loss by 62.2%.
5 CONCLUSIONS AND FUTUREWORK
The paper presented several models on which extensive experi-
ments were done to provide content based recommendations to
users. This solution provided a remarkable solution for the ‘cold-
start’ problem faced by video recommendation engines like Hulu.
The relevance between two videos is computed using different types
of losses, regression techniques and linear discriminant analysis.
In the future, the authors aim to train models using hybrid mod-
els generated after employing explicit as well as implicit features.
These models have the potential of improving the results for video
recommendation significantly. Additionally, they also look forward
to extend the current models for addressing the pernicious cold
start problem holistically by taking into account not just cold videos
but cold-start user profiles too. These approaches could also help
in ameliorating the accuracy of the models considered and make it
more robust.
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