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ABSTRACT 
This paper presents a general model for qualitative endogenous 
variables that is defined by a recursive system of conditional 
probability models in which the probabilities of some outcomes may 
depend on the probabilities of posterior outcomes . The model is 
related to, but conceptually different from C. D .  Mallar's (1977) 
simultaneous probability model . It has as special cases the 
multivariate logit model (M .  Nerlove and S .  J .  Press (1973, 1976)) and 
the constrained nested logit model ( D .  McFadden (1981)). The model 
can also be used to analyze outcomes of some game situations .  Two 
examples are in particular considered: a game against Nature and a 
Stackelberg game under uncertainty . Identification of the structural 
parameters in the first example is seen to be related to the classical 
problem of stochastic revealed preference as studied by M .  K. Richter 
and L .  Shapiro (1978). 
PROBABIL ITY FEEDBACK IN A RECURSIVE  
SYSTEM OF PROBABILITY MODELS 
By Quang H . Vuong 1 
California Institute of Technlogy 
In many economic si tuations the choice of an alternative 
depends, among o ther things, on the conditional probabilities of some 
outcomes given the alternatives of the choice set. Indeed, it is 
easily conceivable that any si tua tion in which an individual faces a 
number of possible decisions that will produce outcomes with some 
probabilities specific to each decision, fits into this framework as 
long as these probabilities be known or correctly anticipated by the 
individual. Numerous examples of such a situation are readily found 
since they typically fall in the ca tegory of decision making under 
uncertainty. 
For instance, consider the classical example of a firm that 
faces a random demand and that has to choose among a number of 
possible prices for its produc ts. If the firm knows the various 
conditional probability distributions of its sales given the possible 
prices, then it  is clear that the firm's decision about its price will 
depend on these conditional distributions. As another example 
inspired from the job-search literature, consider the case in which an 
unemployed individual has the choice among three job-search strategies 
which are (i) a random search, (ii) a self-directed search, and (iii) 
an indirect search (see e.g., J, M. Barron and O. W. Gilley (1981) ) ,  
Since each job-search strategy is characterized by a specific 
probability of success, i.e., of finding a job, then the choice of the 
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optimal strategy mus t obviously depend on these conditional 
probabilities . 
This paper presents a general model for qualitative endogenous 
variables that is defined by a recursive system of (conditional ) 
probability models in which the probabilities of some actions or 
decisions may depend on the conditional probabilities of posterior 
outcomes, Specifically, the explanatory variables in the conditional 
probability model of a variable depend, among other things, on the 
conditional probabilities of its posterior variables, and hence on the 
parameters of the conditional probability models associated with these 
posterior variables. 
The main purpose of this paper is to illustrate with the help 
of various examples the generality of the recursive system of 
probability models with probability feedback. At the outset it  is 
wor th noting that this model is clearly a generalization of the 
standard recursive system of probability models as studied by G. S. 
Maddala and Lung-Fei Lee (1976 ) , Lung-Fei Lee (1981) ,  B. Ottenwaelter 
and Q, H, Vuong (1981) ,  and Q, H, Vuong (1982a ) among o thers, since 
the standard recursive system simply excludes any dependence of the 
conditional distribution of a variable on the conditional 
probabilities of its posterior variables. But we shall also show 
that, as special cases of the recursive system with probability 
feedback, one formally recovers some familiar probability models that 
have been studied in the econometric literature of qualitative 
dependent variables, such as the multivariate logit model (see, e.g., 
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M, Nerlove and S, J ,  Press (1973, 1976 ) ,  T, Domenc ich and D. McFadden 
(1975 ) ,  T, Amem iya (1978) ) , and the constrained nested log i t  model 
(see, e.g. , D. McFadden (1981 ) ) .  Moreover, our general model and the 
s imultaneous probab il ity model proposed by C .  D. Mallar (1977 ) are 
somewhat related. We shall, however, argue that they are conceptually 
qui te d ifferent. 
F inally, our model na turally arises in s i tua tions in which the 
structure underlying the ind iv iduals' responses is recurs ive and the 
ind iv iduals have some sort of probab il ist ic rat ional expectat ions 
about future outcomes. This is the case for the two examples that we 
shall study: a game aga inst Nature and a S tackelberg game under 
uncerta inty, For each example, random u t il i ty models 4 la D. McFadden 
(1974, 1981 ) ) are used to derive the probab il ist ic choice models of 
the recurs ive system. Furthermore, s inc.e the problem of ident ify ing 
the structural parameters of the game aga inst Nature is related to the 
class ical problem of stochast ic revealed preference which was 
cons idered by e.g., M. K. R ich ter and L. Shapiro (1978) ,  th is problem 
rece ives part icular attent ion. The paper therefore includes some 
general results on ident if ica t ion of the structural parameters of the 
recurs ive system w i th probab il ity feedback. These results are then 
used to obta in some s imple necessary cond i t ions for ident if ica t ion in 
the two game examples. 
The paper is organized as follows. In Sect ion 1, the 
recurs ive system of probab ility models w i th probabil ity feedback is 
formally introduced. For the sake of s impl ic i ty, we restrict our 
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attent ion to the case of only two endogenous qual itat ive variables. 
The model is then compared to C. D.,Mallar's simultaneous probab ility 
model. In sect ion 2, it is shown that the multivariate log i t  model 
and the constrained nested log i t  model are spec ial cases of the 
present recurs ive model. In Sect ion 3, two examples in a game se tt ing 
(a game aga inst Nature, and a Stackelberg game under uncerta inty ) are 
presented in order to mot ivate the general formulat ion. In Sect ion 4 ,
some general results on the ident if ica tion of the structural 
parameters of the model are g iven and then applied to the game 
examples of Sect ion 3. F inally, in Sec t ion 5, we briefly d iscuss the 
est imation of the model, and we ind ica te some top ics for fur ther 
research. 
1 . The Model 
In th is sect ion, we formally introduce the model for the case 
w i th only two endogenous qual ita t ive variables. Then we relate our 
model to C. D. Mallar's s imultaneous probab il ity model. 
1.1 Def in i t ion and Notat ions 
Let A and B be two qual ita t ive variables w i th I and J 
categor ies respect ively. The index se ts of A and B are denoted by 1 
and J where I= {1,,,,,1}, and J = {l,,,,,J}. The letters i and j 
will be used as ind ices of the ca tegor ies of A and B, and the symbol 
"t" as ind ice of the ind iv iduals of a sample of s ize T. Let At and B t
be the two random variables that represent the "choices" of the t-th 
ind iv idual w ith respect to the variables A and B . 2 Hence At can have
any value in I while Bt can have any value in r.
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Let z ijt and zjt be respectively a kA X 1 vector and a � X 1
vector . These vectors are interpreted as in the literature on 
probab il ist ic choice models (see, e .g . ,  D. McFadden (1981 ) ) .  
Specif ically, z. "t comb ines measured a ttr ibutes of the i-th � 
alternative of A, of the j-th alternative of B, and measured 
characterist ics of the t-th ind iv idual, while zjt combines only 
measured attributes of the j-th alternative of B and measured 
characterist ics of the t-th. ind iv idual . It w ill be convenient to 
def ine ZABt as the IJ X ka matr ix of which the ( i,j ) -th row is zijt '
and ZBt as the J X kb matr ix of which the j-th row is zjt• Let a be
an unknown parameter vector of s ize a, and p be an unknown parameter 
vector of s ize b .4 These two parameter vectors are assumed to belong 
to the parameter spaces rA aud rB , respect ively .
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The probab il ity that the random variable At is equal to i 
given that Bt is equal to j for the t-th ind iv idual is denoted by
Pr(At = i lBt = j,t ) .  S im ilarly, Pr(Bt = j lt )  denotes the probabil ity
that the random variable Bt is equal to j for the t-th indiv idual (see
footnote 2 ) . The recursive system of probab il ity models w ith 
probab il ity feedback is def ined by: 
For any t = 1, ••• ,T: 
Pr(At = i l Bt = j,t ) = pA(i lj,ZABt' a ) ; a S rA (1) 
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Pr(Bt = j lt ) = pB(j lZBt'p ) p e rB (2) 
where ZBt is a J X kB matr ix satisfy ing:
ZBt = ZBt(PrCA11B1,1 ) ,  ••• ,Pr(A.r lBT,T ) ,ZBt )
and Pr(At l Bt,t ) is the IJ-d imensional vector of which the ( i,j )th
component is Pr(At = i lBt = j,t ) . The funct ions
(3)
PAC .I • • • , . ) , �C. I ., . ) , and ZBt( . ,  • • •  , . ) are assumed to be known .
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Moreover, for any j, ZABt' and a, the funct ion pA( . lj,ZABt' a ) has, of
course, to add up to one when summing over i, while for any ZBt' and
p, the funct ion �C.IZBt'p )  has to add up to one when summing over j .  
F.quation (3) is suffic iently novel to deserve an explanation . 
First, suppose that ZBt does not depend on any of the cond itional
d istr ibut ions Pr(At l Bt,t ) ,  t = 1, • • •  ,T . It is clear that Model (1)­
(3) reduces to a standard recurs ive system of probabil ity models (see, 
e.g. , the references prev iously g iven ) . Suppose now that ZBt depends
on ZBt and on the cond itional probabil ity d istribut ion Pr(At lBt,t ) for
the t-th ind iv idual . Then, from (2 ) -(3) it follows that for the t-th 
ind iv idual the probab il ity d istribut ion of Bt depends on the
cond itional probab il ity d istribut ion of At g iven Bt . S ince At is
posterior to Bt accord ing to the recursive formulation (1)-(2), th is 
feature captures the idea that a dec is ion w ith respect to a variable 
actually depends on the (conditional) probabilities of poster ior 
variables or later outcomes. Examples of such a case are g iven in 
Sect ion 3. The formulation (3) is, however, more general since :Z'Bt is
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allowed to depend on all the cond i t ional d istribu t ions Pr(A (B ,t ) ,t t 
t = 1, ••• , T. It turns out that th is is so for the multivariate log it 
model and the constrained nested log i t  model (Sect ion 2 ) . 
In any case, s ince for any t, the d is tribut ion Pr(At l Bt,t )
depends of a from (1) , it follows from (3) that ZBt depends on the
parameter vect or a of the cond i t ional probab il ity model (1) , i . e . ,: 
ZBt ZBt (a) (3 ' ) 
Moreover, s ince a is unknown, then the "explanatory" variables 'Z ofBt 
the probab il i ty model (2) are unobserved . This raises some est imation 
issues which are br iefly ment ioned in Sect ion 5, and more thoroughly 
studied for the log i t  case in Q. H .  Vuong (1982b ) , 
Before cons idering some examples, we now d iscuss the 
relat ionsh ip between our model (1) -(3) and C .  D. Mallar's s imultaneous 
probabil ity model, 
1 .2 . A Comparison w ith C .  D. Mallar's S imultaneous Probabil ity Model 
C .  D. Mallar (1977 ) cons iders a simultaneous probabil ity model 
for d ichotomous variables in which the probabil ity that an event 
occurs depends, among other things, on the probabil ities that other 
events occur . To s impl ify the d iscuss ion, let us cons ider two events 
only, Let the variables A and B represent these two events . Then A 
is equal to 1 if the f irst event occurs, and equal to 0 (say ) 
otherw ise . The categories of B are sim ilarly def ined . Let pAt be the
probab il ity that A is equal to one, and pBt be the probab il ity that B
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is equal to one for the t-th ind iv idual . C .  D. Mallar's s imultaneous 
probab il ity model is def ined by: 
PAt F(IAt ) 
PBt = F(IBt ) 
where the scalars or ind ices IAt and IBt satisfy the s imultaneous
system: 
1At XAt llA + 1s t YA 
IBt = XBt llB + IAt YB
( 4 )  
(5) 
(6 ) 
(7 ) 
The funct ion F( . )  is any strictly increas ing and cont inuous cumulative 
d istribut ion funct ion . The vectors xAt and xBt are observed
explanatory variables . S ince A and B are d ichotomous, Equa t ions ( 4 ) -
(5) also def ine the probabil ity that A is equal to 0 ,  and that the 
probabil ity that B is equal to 0 for the t-th ind iv idual . 
For the sake of compar ison w i th the recurs ive system (1) -(3) ,
let us cons ider the spec ial case where yA = O. Then from ( 4 ) and (5)
it follows that pAt only depends on xAt flA . Moreover, s ince F-1( . )
ex ists, the index IAt is a funct ion of pAt• Hence from (5) and (7 ) it
follows that the probab il ity d istribu t ion of B also depends on the 
probab il ity pAt• In this sense, th is spec ial case of C .  D. Mallar's
s imultaneous probab il ity model resembles the recursive system w ith 
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probab il ity feedback (1) -(3). There is, however, an important 
d ifference between the two models. Indeed, while the recursive system 
(1) -(3 ) deals w ith the conditional probabil ity distribution PrCAIB,t ) 
and the marginal probab il ity d istribut ion Pr(B lt ) ,  the s imultaneous 
probabil ity model (4 ) -(7 ) deals w ith the two marg inal probab il ity 
d istribut ions Pr(A ltl and Pr(B ltl .6 As a consequence, while the 
recursive model (1) -(3 ) can uniquely def ine the joint probabil ity 
distribution Pr(A,B(t ) ,  (i.e.,  the reduced form ) ,  the s imultaneous 
model (4 ) -(7 ) ,  by itself, cannot even in its general form yA + o .
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2, Some Probabil ity Models for Qual itative Dependent Variables 
In th is section, it is shown that the multivariate logit model 
and the constrained nested log it model are both special cases of the 
recursive system of probabil ity models with probab ility feedback (1) -
( 3 )  • 
2.1. The Multivariate Logit Model 
We shall cons ider only two endogenous qual itative variables A 
and B. Let Pr(At,Bt lt ) be the jo int probabil ity d istribut ion of the
random variables At and Bt that represent the responses of the t-th
indiv idual with respect to A and B. The bivariate logit model 
d irectly spec ifies, for any t, the (parametric ) family of joint 
distributions Pr(At,Bt lt ) of interest (see, e.g., M. Nerlove and S . J.
Press (1973, 1976 ) ) .  Specifically, we have: 
where 
for any t 1, • • •  , T i 1, • • • , I , and 
log Pr(At i,Bt j It > µt + v lj t (t 
µ* t - log [ t t exp(v'. .t!t ) 1 1=1 j=l lJ 
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j 1,," • •  ,,J: 
( 8 )  
(9 )  
and (t is an unknown parameter vector belonging to  1R k, The parameter 
vector (t may conta in specif ic alternative parameters and/or 
interaction parameters between At and Bt or between these variables
and ind iv idual character ist ics. The k dimensional vector v . .  t� 
combines as usual measured attributes of the i-th alternative of A, of 
the j-th alternative of B, and measured characteristics of the t-th 
ind iv idual. Moreover, it is assumed that the matrix VABT of which the
(i,j,t ) -th row is v . .  t is such that the parameter vector & islj 
identified. 8
The bivariate logit model (8) -(9 ) is consistent w ith the 
Random Utility Max im ization (RUM ) hypothes is d iscussed by D. McFadden 
(1974, 1976, 1981 ) .  This hypothes is requires that the probab ility 
that the pa ir ( i,j ) be chosen by the t-th ind iv idual satisfy: 
Pr(At = i, Bt = j lt ) = Pr [uijt 2 ui'j't; �(i',j' ) G Ix Jl lt] <tO )
where Pr(. l tl is the probabil ity measure def ined on the space 1R IJ of 
utility functions ( U . . t; (i,j ) G  IX J }  of the ind iv iduals who have1J 
the mea sured characteristic s of the t- th individual (for a formal 
exposition of the RUM hypo thesis, see D. McFadden (1981 ) ) .  Indeed 
from McFadden' s (1974 ) argument for the univariate logit model, it 
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follows that the choice probabilities associated with the bivariate 
logit model (4 ) -(5 ) can be derived from the random utility model : 
uij t v i_j t & + 8ij t
where for any t, the random error e. ' t' s  are independently andlJ 
identically extreme-value distributed, i . e . ,  with joint cumulative 
distribution function : 
F ( e ij t i s 1, j e 'J> 
I J 
n n exp ( - exp ( - e ij t ) )  i=l j=l 
To see that the bivariate logit model (4 ) -(5) is formally 
equivalent to a recursive system of logit models with probability 
(11) 
(12 )  
feedback, it is convenient t o  partition the explana tory variables vij t
into explanatory variables x. 't that vary across i, and explanatory lJ 
variables that do not . 9 Let the parameter vector & be accordingly
parti tioned into y and o so that (11) becomes 
u ij t x ijtY + x J t0 + 8ij t (11 ' )  
The choice probabilities (8 ) -(9 ) can then be written as : 
log Pr(At=i, Bt=j(t ) µ� + x ij tY + x J t& ( 8, ) 
where 
µ* t - log [ t  t exp(x i · tY + x!t1'» J 1=1 J=l J j 
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(9 ' )  
For any t, let us derive the conditional probability model for 
At given Bt' and the marginal probability model for Bt,
lO From (8' ) ­
(9' ) ,  we obtain: 
where 
log Pr(At=i lB t=j, t )  µj t  + x ij tY
log Pr(Bt=j (t )  µt - µ. t + x ! 0J Jt 
µ . t = - log [ t exp(x l ' ty) 1 j 1=1 J j 
µt = - log [ t exp( - µ.t + x�to ) l 3=1 j J 
I t  is clear that the bivariate logit model (8) -(9 ) is 
(13 ) 
(14 ) 
(15 ) 
( 16 ) 
equivalent to the recursive pair of univariate logit models (13 ) -(16 ) 
in the sense that any joint probability distribution Pr(At,Bt l t )
sa tisfying (8) -(9 ) for some & also sa tisfied (13 ) -(16 ) for some (y,o ) ,  
and conversely, that any pair of probability distributions 
{Pr(At lB t, t ) ,  Pr(Bt l t )} sa tisfying (13 ) -(16 ) for some (y,o ) defines a
bivariate probability distribution Pr(At,Bt l tl that sa tisfies (8) -(9 )
13 
for some &. 
Let 
z' ij t x ij t a. = r
(17 ) 
�J t = (-µj t 'XJ t ) 13 (p,0 
' ) I 
for some scalar p .  From (15 ) ,  it follows that µj t  is a function of y .
Hence �j t  is a (known ) function of the parameters of the conditional
probabiltiy model for At given Bt (see Equa tion (3') ) ,  Moreover, since
the parameter vector & = (y',o')' of the bivariate logit model is 
identified (see footnote 7 ) ,  it follows that the parameter vector r of 
the conditional logit model (10 ) is identified, Thus, there is a 
one-to-one correspondence be tween r and the T conditional probability 
distribu tions {Pr(At lB t, t ) ; t = 1,,,,,T}. Hence µj t  and therefore �J t
are functions of these T conditional distributions as stated by 
Equation (3) ,  
Equation (13 ) -(17 ) therefore shows that the bivariate logi t 
model is equivalent to a recursive pair of univariate logit models 
with probability feedback in which one coefficient (the p coefficient )  
is constrained to be equal to one. 
2.2, The Constrained Nested Logit Model 
Let  us now consider the nes ted logit model which is one of the 
simplest qualitative choice models that avoids the Independence of 
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Irrelevant Alternatives (IIA) property implied by the logit model 
(see, e.g . ,  D. McFadden (1981 ) ) ,  In, order to make the comparison with 
the recursive pair of probability models (1) -(3 ) ,  we shall actually 
consider the constrained two-level nested logi t model, According to 
this model, an individual who faces a finite number of alterna tives is 
assumed to choose first among se ts of alterna tives that are close to 
each other in the measured attribute space (level 2 ) ,  and then to 
choose among the alterna tives of the chosen se t (level 1 ) ,  Let the 
variables At and B t represent the choices at level 1 and level 2 for
the t-th individual or t-th population (see footnote 2 ) ,  Given these 
definitions, each alternative of the initial choice se t is associated 
with a pair of indices (i,j ) .11 
The constrained two-level nested logit model is then defined 
by: 
where 
log Pr(At i lB t j,t )  µj t  + x ij t<r/p )
µj t 
µ t 
log Pr(Bt j I t > µt - pµj t  + x j to
- log [ t exp(x l "ty/p ) ] 1=1 J 
- log [ t exp ( - pµ. t + x ' . to) 1 3=1 J J j 
(18) 
(19 ) 
(20 ) 
(21 )  
The parameter -µj t is called the inclusive value of node j for the
t-th individual, and the coefficient p is a measure of dissimilari ty 
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be tween al terna tives of the same node. (The nested logit model (18) -
(21 )  is constrained because the coefficient p is the same across 
nodes. ) 
The nested logit model is consistent with the RUM hypothesis 
(see, e.g., D. McFadden (1981) ) .  In particular, the constrained 
nested logi t model (18 ) -(21 ) can be derived from the random utility 
model (11') where the errors e . .  t's have the Generalized Ex treme Value 1J 
distribu tion defined by the cumulative distribu tion function: 
F(sij t> iEI, j eJ)
with 0 < p � 1. 
n exp {  -
jEJ 
L exp( - eij t/p ) }P
iEI 
(22) 
From the comparison between Equations (13 ) -(14 ) and Equa tions 
(18) -(19 ) ,  it follows that the main difference be tween the bivariate 
logit model and the constrained two-level nested logit model is that 
in the former model the parameter p is restricted to be equal to one. 
This property is sometimes used in empirical s tudies to test the I IA 
hypothesis implied by the logi t model.12 
Let 
z' = , ij t xij t 
z' = ( - , ) j t  µj t ' x j t  
; 
; 
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a = y/p 
( 23 ) 
f3 = ( - p, & ' ) , 
From (20 )  and (23 ) ,  it follows that the explanatory variables zj t  of
the probability model for B t depend on the parameters a of the
condi tional probability model for At given B t. Hence, as in the
bivariate logit model, the vector �j t  depends on the T conditional
probability distribu tions PrCA11B1,1 ) , • • • ,Pr(� IBT,T ) .
13 Therefore
the constrained nested logit model is formally equivalent to a 
recursive system of logit models with probability feedback. 
3. Two Game Theoretic Examples
In order to illustrate the applicability of the general 
recursive system with probability feedback (1) -(3), we now consider 
two examples in a game se tting : a game against Nature, and a 
S tackelberg game under uncertainty, In the first example we shall use 
a random utility model to derive one of the two probability models o f  
the resursive system, while in  the second example, each of the two 
probability models will be motivated by an underlying random utility 
model. 
3.1. A Game Against N ature 
Let us consider the following simple game: an individual has 
to choose among a number of lot teries that will produce some outcomes 
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with probabilitie s that are specific to each lottery . The individual 
derives some utility from each po s sible outcome, and know s the various 
probabilitie s a s sociated with each lottery . It i s  thu s na tural to 
a s ser t that the choice of the individual depend s, among o ther things, 
on the conditional probabilitie s of the outcome s given the available 
lotteries, 
As mentioned a t  the out se t, numerous economic si tua tion s fit 
into that simple framework, Indeed the two example s given in the 
introduc tion clearly are illu s tration s of thi s game . 14 For in s tance, 
con sider the job-search ex.ample in which an unemployed individual has
the choice among the three job-search s trategie s that are (i) a random 
search, (ii) a self-directed search, and (iii) an indirect search. 
With the previous nota tion s, let A be the dichotomou s variable "labor 
force s ta tu s" with the ca tegories "employed" and " s till unemployed", 
and let B be the trichotomous variable representing the individual' s 
s trategy choice, Then, the choice of the optimal job� search s trategy 
obviou sly depends on the condi tional probabilitie s of finding a job 
given the available s trategie s, 
In this section, we shall be intere sted in the derivation of 
the probability model for B from a random utility model . I t  i s, 
however, impor tant to note that the conditional probability model for 
A given B will be con sidered a s  given. In other word s, we shall not 
try to explain how this conditional probability model is obtained, and 
we shall, therefore, think of it a s  representing the probabili stic 
re spon se s of Nature (say ) to the individual' s choice s. 
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Let At be the random variable that indica te s in which of the
po s sible " s ta te s" of the world the t-:-th individual will be . (In the 
previous job- search example, At simply indica te s whether the t- th
individual will be employed or s till unemployed,) Let B t be the
random variable that indica te s which of the available strategie s i s  
cho sen by the t- th individual, I t  i s  a s sumed that each individual t 
perfectly know s the conditional probability di s tribution 
Pr(At lBt = j,t )  a s sociated with each s trategy j .  Hence the t- th
individual knows the whole IJ X 1 vector Pr(At lB t, t ) .
On the other hand, the ob server or econometrician know s all 
the T vector s Pr(At lB t, t ) ,  but only up to some unknown parameter
vector a. More preci sely, the out sider know s the function pA( . I . , ., . )
in Equation (1) ,  and ob serve s the IJ X kA matrix ZABt of which the
(i,j ) -th row combine s a s  before measured a ttribu te s of the i- th and 
j-th alterna tive s of A and B, and measured characteri s tic s of the t- th 
individual, 
Each individual is a s sumed to derive some utility from each 
s ta te of the world . Specifically, the utility derived from s ta te i by 
the t- th individual i s: 
uit zit1'> + 6it ( 24 )  
where zit i s  a d X 1 vector that combine s measured at tribute s of the 
i-th s ta te and mea sured characteri s tics of the t- th individual, & is a 
commen surate vector of parameter s unknown to the ob server, and ei t  i s  
a random component that repre sent s the effect s  of unob served 
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variables. Let us no te that in the present formulation the utility 
Uit derived from sta te i by the t-th individual does not depend on the 
strategy chosen by the individual. 
We now assume that each individual maximizes his expected 
u tility. Thus, individual t chooses strategy j if, and only if 
E(Uit l j, t) L E(Uit l j',t )  for all j ' in J (25 ) 
where EC. l j , t )  indica tes that the expecta tion is taken with respect to 
the conditional probability distribu tion Pr(At lB t = j,t ) .  Or,
equivalently, using (1) and (25 ) ,  individual t chooses strategy j if, 
and only if, 
zJt& + ; j t  i. �J•t0 + e j't for all j 's in J (26 ) 
where 
I 
zJt= fu pA(i l j ,ZAB t,a ) zit (27 ) 
J 
e j t  = fu pA(i l j ,ZAB t,a) ei t (28) 
To complete the probability choice model for B, we assume 
that, for any t, the cumulative distribu tion function F
t(
.;� ) of the
random vector et= ( elt '''' ' slt )  belongs to some family of
distribu tion functions parameterized by the unknown parameters ro in 
some parameter space a. Hence, from (26 ) , this distribu tion function 
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specified how the utilities of the individuals who have the same 
observed characteristics as those of the t-th individual are 
dis tribu ted. For instance, one may assume, as in Probit analysis, 
that the random vector et has a multivariate normal distribution with 
mean zero and a covariance matrix �t parameterized by some unknown 
15 parameters ro (see e.g., J, Hausman and D. Wise (1978) ) .  
Hence, from (27 ) i t  follows that the probability model for the 
choice of strategies is : 
For any t = 1, • • •  ,T, and any j 1 • • • • • J 
Pr(Bt j It> Pr(;' j' t - ;' j t  � (�.h - �J•t ) &, 'r/ j• S J l t,ro )
(29 ) 
where PrC. l t,ro ) indica tes that the choice probabilities are evalua ted 
with respect to the distribution Ft(.;ro )  of the random vector et . It
is no tewor thy that, because of Equa tion (29 ) ,  the random errors 
; j t ' j=l, • • •  ,J cannot be mutually independent. Hence the choice
probabilities (29 ) cannot be obtained from a logit specifica tion (see 
D. McFadden (1974 ) ) . 
Let us now consider the system that consists of the two 
probability models (1) and (29 ) • Let j3 be the vector (& ',ro ') '. 
Equa tion (27 ) clearly shows that the explanatory variables :Z'Bt depends
on the J conditional probability distributions 
Pr(At lB t=l,t ) ,  • • • ,Pr(At lB t=J, t ) ,  i.e., on Pr(At lB t, t )  (see Equation
(3)). Hence the recursive system (1) and (29) associated with the 
present game is a special case of the general model with probability 
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feedback (1) -(3) ,  
Given the above probability model for A and B, an important 
issue is whether one can uniquely recover the structural parameters 
(a,y,ro} by simply observing the final sta tes and choices of T 
individuals . This problem, which is known in econometrics as the 
identifica tion problem, will be considered in Section 4 . 
3. 2  A S tackelberg Game under Uncertainty 
In the previous example, each individual is playing against 
Nature . Since the probability model for Nature's responses is taken 
as given only one of the two probability models of the recursive 
system can be derived from a random utility model . Hence in order to 
derive bo th probability models from some random utility models, we now 
explicitly introduce two types of players . This leads to a 
S tackelberg game under uncertainty . 
To fix ideas, i t  is useful to consider two examples of such a 
game, The first example is based on the following simple two-person 
game associated with the matrix: 
Person B's moves 
1 2 
1 U:-1 �1 U:-2 �2 Person A's 
�1
B 
�2 �1u21 moves 2 
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where U�j and If. are the utilities derived from move i of A and move1 1J 
j of B .  Suppose that, instead of the two players moving 
simultaneously, player B moves first, and that player B's move is 
known to player A when player A makes his move . Suppose also that 
none of the two players exactly knows the ut ility derived by his 
opponent although each player may observe some characteristics of his 
opponents as well as some attribu tes of the pair (i,j}, such as, the 
monetary payoffs for both players that result from the combina tion 
(i,j} . Hence, when player B chooses his optimal move, player B does 
not know for sure what will be player A's response, In other words, 
the reaction function of player A to the player B's move is 
probabilistic, and one has a S tackelberg game under uncertainty . 
Moreover, if one assumes that player B somewhat knows the conditional 
distribution of player A's moves given his moves, then i t  is 
intuitively clear that, for the observer who does not know exactly 
player B's utility, and hence who has to treat player B's move as 
random, the appropriate econometric model that explains which pair of 
strategies is chosen is a recursive system of probability models with 
probability feedback . 
As a more concrete example for which the recursiveness of the 
system na turally arises, consider the election by a district (say} of 
an individual among a number of candidates each of whom has to favor 
and eventually pass one of a list of proposals or issues, Suppose 
that the district derives some (social} utility from each of the 
available issues and possibly also from which candida te is elected . 
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On the other hand, each cand ida te derives some ut il i ty, poss ibly from 
the issue that is f inally passed, and certa inly from which ca.nd ida te 
is elected. However, a candidate once elected need not pass the issue 
that he favored before the elect ion, and, instead, may choose to pass 
another issue. Hence for each cand ida te and for each issue there is 
only a probab il ity that the issue w ill be passed by the cand ida te. It 
is clear that th is is an illus tration of a S tackelberg game under 
uncerta inty, and that the appropriate econometric model for explain ing 
which candida te is elected and which issue is passed will be a 
recursive system w i th probab il i ty feedback. 
Let us now formally derive each of the probabil ity models of 
the recurs ive system from some random u t il i ty model. As in a standard 
S tackelberg game, we d ist ingu ish two types of players: these are the 
"followers" and the "leaders". Let I and J be the se t of act ions that 
are respect ively available to the followers and the leaders (see also 
footnote 3). S ince in th is game a sta te or f inal outcome results from 
bo th chosen act ions, a sta te is na turally de term ined by a pa ir ( i,j )  
in IX J. 
Each ind iv idual, follower or leader, derives some ut ility from 
each sta te ( i,j ) .  Specif ically, we assume that the util ity derived 
from sta te ( i,j ) by the r- th follower and s- th leader are 
respectively: 
F ui. Jr 
F' F zijry + 6 i jr (30) 
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.!;j s 
L' L zijs& + 6 ijs (31) 
where the c-d imens ional vector y and the d-d imens ional vector & are 
unknown to the observer. The vectors 
interpreted as before. For instance, 
F F L L z ijr' 8 i jr' z ijs ' and 8ijs 
z� . combines measured13r 
are
at tribu tes of the ( i,j ) - th sta te and observed characterist ics of the 
r- th follower, while B� . is a random component that represents the13 r 
effects of unobserved variables. However, unl ike the prev ious game 
aga inst Nature, both ind ices i and j appear in the equa tions (30)-(31) 
s ince the u t ili t ies are now def ined on the set of states IX J. 
In th is example, an observat ion corresponds to one game played 
by a follower and a leader. Thus, an observation t is characterized 
by a pair of ind ices (r,s ) where r and s respectively ind ica te the 
type of the follower and the type of the leader. Then, for any game 
t = (r,s ) ,  we let At and B t be the variable that ind ica te which of the
act ions in I is chosen by the r- th follower, and wh ich of the actions 
in J is chosen by the s- th leader. 
We shall assume that for any t = (r,s ) ,  the random vectors BFr
and BL are mutually independent, where eF and EL are the twos r s 
IJ-d imens ional vectors of which the ( i,j ) - th component are 
respectively £ � . and e� . • This assumpt ion means that for auy game1Jr 1JS 
(r,s ) ,  the two players of the game are drawn independently, one from 
the population of followers of type "r", and one from the population 
of leaders of type "s". Hence from (30)-(31), it follows that the 
random dev iations e� . and £� . from the mean ut ilities z� '.  y and1J r 1J s 13 r 
L' 16 z .. & are uncorrelated. 1J s 
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S ince for any game (r, s), the follower "r" takes the act ion j 
chosen by the leader "s" as g iven, then for any j, the follower "r" 
chooses act ion i if, and only if, for all i' in I:
F' I F' F z ijry + 6 ij r 2. z ij ry + 8 i jr (32) 
Let F ( .;wF) be the cumulat ive d istribu tion funct ion of the randomr 
vector &F, where wF is some parameter vector in rf unknown to ther 
observer. Then from (32) it follows that the cond i tional probab il ity 
model for the follower's responses to the leader's poss ible moves is: 
Pr(At= i lB t=j,t)
F F F' Pr(si'jr - e ij r i (zij r
F' \J - F z i'jr)y, i' E I l r,w )
where Pr(. l r,wr) ind ica tes that the choice probab il it ies (33) are 
evalua ted w i th respect to the cumulative d is tr ibu t ion funct ion 
F ( • F) r .,.ro • 
Let us now derive the probabil ity model for the leaders' 
choices. S ince each leader also observes the ind iv idual 
characterist ics of his opponent, each leader knows the type of his 
opponent .  We shall assume that leader "s" knows the choice 
(33) 
probabil ities (33) which characterize the probabil ist ic responses of 
follower "r" to each of leader "s" act ions, i.e., that leader "s" 
knows the whole vector Pr(At lB t,t) where t = (r,s).
17 Thus if leader
"s" max imizes h is expected u t il i ty, leader "s" chooses act ion j if, 
and only if, for all j' in J: 
where 
--.{..' - _, zj & + e. 2.z.,& + s.,S JS J S J S 
I 
?: = [ Pr(At= i lB t=j,t)z�. J s 1=1 lJ s 
-1. I L & . = [ Pr(At= i lB t=j,t)s .. J s 1=1 lJ s 
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(34) 
(35) 
(36) 
S ince the outs ider only observes some ind iv idual 
characterist ics of the leader "s", and thus does not know Tf.. , the lJ s 
choice of leader "s" has to be cons idered as random. Let F ( .  ,wL) bes 
the cumulative d istr ibu t ion funct ion of the random vector eL, where wLs 
is a parameter vector in cf- unknown to the observer. Then the 
probab il ity model explaining the leaders' choices is: 
For all t=(r,s) and all j in J . 
- - --L' --1.' 11 - L Pr(Bt=j l t) = Pr(s., - s. �(z. - z.,)&, v j'
E J ls,w ) J S JS JS J S 
where Pr(. ls,wL) ind ica tes that the choice probab il ities (37) are 
evalua ted w i th respec t to the cumulative d is tribut ion funct ion 
F (.;wL). As in Sect ion 3.1, it is wor th not ing that, because ofs 
(36), the random errors '£1:, j=l, • • •  ,J, cannot be mutually JS 
(37) 
independent. Hence the choice probabilities (37) cannot be obtained 
from a log i t  specif ica tion. 
I t  is now str a i ghtf orward t o  s e e  tha t  the sy s t em o f  
probabi l i ty mode l s ( 3 3 ) a n d  ( 3 7) i s  a spe c i al c a s e  o f  the gene r a l  
re cur s iv e  sy s t em w i th probab i l i ty f ee dback  ( 1 ) - ( 3 ) . Inde ed ,  l e t  
a =  ( y' , wF ' ) • and 13 = ( & ' ,wL ' ) •.  From Equa t i on ( 3 5 ) i t  fol l ows  that
the exp l anatory vari abl e s  zl-B of  the probab i l i ty mode l ( 3 7 )  for B s t 
depend on th e condi t i ona l probab i l i ty d i s t ribut i on Pr (AtlB t , t ) a s
a s s e r t e d  by Equa t ion ( 3 ) . Henc e f rom Equa t i on ( 3 3 ) , the expl anatory 
vari abl e �s depends on the unknown param e t e r s a of th e condi t i ona l 
probab i l i ty mode l for At given B t ( s e e  Equa t i on ( 3 ') ) . 
As in S e ct i on 3 . 1,  an impo rtant i s sue i s  whether one can  
unique ly recover  the s t ructur a l  param e t e r s  ( y, wF, o, wL) from the
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out c om e s  o f  T gam e s ,  i . e . ,  by s i mply ob s e rv ing the a c t i ons cho sen  by T 
fol l owers  and T l e ader s .  Thi s  probl em wi l l  be cons i de r e d  in the ne xt 
s e c t i on. 
4. Ident i fic a t i on 
We now derive some gene r a l  re sul t s  on the ident i f i c a t i on of  
th e struc t ural param e t e r s  i n  the general  recur s iv e  sy s t em with 
probab i l ity f e e dback  ( 1 ) -( 3 ) . A s  a spe c i al c a s e ,  we sh a l l  recover the 
standard c ondi t i ons for ident i f i c a t i on in an ordina ry recur s ive 
sy st em, Then we shal l app ly the general  re sul t s  t o  the ident i f i ca t i on 
of the structural parameter s in the two gam e  exampl e s  introduc e d  i n  
the pr ece ding s e c t i on.  
From now on, it  is  a s sume d  that the T pairs o f  random 
vari abl e s  (At , Bt ) , t  = 1 ,  • • •  , T  a r e  mutual ly independent . Thi s
a s sumpt i on, whi ch i s  standard i n  the econometri c l i t eratur e  on 
qua l i t a t iv e  dependent vari abl e s ,  i s ,  howev e r ,  ine s s e nt i al for the 
r e sul t s  obt a i ne d  i n  the fol l owing s ub s e c t i on.  Its  principal purpo s e  
i s  t o  comp l e t e  t h e  spe c i f i c a t i on o f  the st a t i s t i ca l  mode l ,  i . e . , of 
the j oint d i s t ribut i on of  the T pa i r s  o f  random v ari abl e s  
(At , Bt ) , t  = l, , , . , T .  Inde e d, under thi s  a s sumpt i on, one has: 
T 
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Pr ( � = ii!! = j) Il Pr ( A  
t=l t 
it I B t j t ) ( 3 8) 
and 
Pd!! = l) 
T 
fl Pr ( Bt t=l 
j t ) 
where ! =  ( A1 , • • .  ,�), � = ( B1 , • • •  , BT) ,  i 
i = ( j 1 , • . • , j T) . S ince
( i1 , • • •  , iT) , and
Pr( ! = i, !! = j) Pr ( ! =  ii ft = j) . Pr( ft  = 1) 
( 3 9 )  
(40) 
i t  fol l ows  f rom ( 1 ) , ( 2), ( 3 8 ) , ( 3 9 )  that (a, 13) unique ly de f ine s  the 
j oint probab i l i ty di stribut i on Pr( !, ft) , 
4.1. Som e  General  Re sul t s  
The concept of  ident i f i c a t ion th at we  sh a l l  us e i s  that o f  T, 
J. Rothenb e r g  ( 1971 ) and R .  Bowden ( 197 3 ) . Spe c i f i c a l ly ,  l e t  (a0, 13 °) 
b e  an adm i s s ibl e structur e ,  i . e . , an e l em ent of the param e t e r  spa c e  
rA X rB . Then, the s t ruct ur e  ( a
0, p0 ) o f  the j oint prob abi l i ty mode l 
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for A and B i s  s a i d  t o  b e  ident i f i e d  given a sampl e of s i z e  T i f  there  
do e s  not exi s t  another adm i s s ibl e s t ructure ( a , p )  for  whi ch the j oint 
probab i l ity di stribut i on o f  th e T pa i r s  (At , Bt ) , t = l, • • •  ,T is
i dent i ca l  t o  that of ( a0, p0 ) .  Formal ly ,  ( a0, p0 ) i s  i dent i f i e d  i f  and
only if 
� ( a , p ) S rA X rB - { ( a
0,p0 ) J s uch that
Pr ( !, Il ; a , p )  = Pr( !1Il ; a0, p0 ) ( 41 )  
where  the equa l i ty ( 41 )  mean s that for any ( i,j) ,  Pr ( != i.Il = j ; a , p )  
i s  equa l t o  Pr ( != i.Il = j; a0,p0 ) .18 Moreov e r ,  if  condi t i on ( 41 )
hol ds for  any adm i s s ibl e s t ruc t ur e  ( a0, p0 ) ,  then the ( j oint ) 
p r obab i l ity model for A and B i s  s a i d  t o  be ident i f i e d .  
It may b e  worth empha s i z ing two f e atur e s  o f  th e pr ece ding 
d e f in i t i on .  Fi r s t ,  th i s  def ini t i on i s  tha t  of  g l obal  ident i f i c a t i on .  
Hence we shall not b e  int e r e s t e d  in whe ther o r  not condi t i on ( 41 )  only 
hol ds in a nei ghborhood o f  ( a0, p0 ) ,  i . e . , i n  whe ther o r  no t ( a0, p0 ) i s
l o c a l ly ident i f i e d .  S econd, th e pr ece ding d e f ini t i on make s c l ear  that  
th e probl em i s  that of  ident i fy ing the s t ructural param e t e r s  a and  p 
given a sampl e of f ini t e  s i z e .  In other words , w e  sh al l not deal  with 
th e que s t i on of whe ther th e st ructural param e t e r s  are  i dent i fied when 
the sampl e s i z e  go e s  to infinity . 
Given the recur s iv e  st ructur e  of the general  mode l ( 1 ) - ( 3 ) , i t  
3 0  
may b e  mor e us e ful t o  char a c t e r i z e  t h e  i dent i f i ca t i on condi t i on ( 41 )  
by a condi t i on on a0, and a c ondi t i on on p0 • Thi s  i s  the purpo s e  of
th e next l emma of which the proof i s  strai ght f orward and ther efore  
om i t t e d .  
Lemma 
Let  ( a0, p0 ) be an adm i s s ibl e st ruc t ur e  of  the general  model
( 1 ) - ( 3 ) . Then ( a0, p0 ) i s  ident i f ied  i f  and only if  the fol l owing two
condi t i ons hold: 
( i )  
( i i )  
� a e rA = { a
0} such that for some p1 and p2 in rB 
and 
Pr ( !I Il ; a )  = Pr( !lft; a0 ) 
1 0 2 Pr ( � ; a , p  ) = Pr( Il ; a , p  ) 
� p S rB - {p
0J such that
Pr ( � ; a0, p ) = P r ( Il ; a0, p0 ) 
( 42 )  
( 43 )  
Condi t i on ( 43 )  i s  e a s i ly int e rpr e t e d .  Inde e d  i t  s imply means 
tha t ,  g iv en a0, th e struc tur e  p0 o f  the un ivari a t e  probability mode l 
for B i s  i dent i f i e d .  On the other hand, condi t i on ( 42 ) i s  mor e 
compl ex .  Fi r s t ,  l e t  us not e  tha t  when there  i s  no probab i l i ty 
f e e dba ck, i . e . , when we hav e an ordina ry re cur sive  sy s t em,  condi t i on 
( 42 )  b e com e s  equival ent to: 
�a e rA - { a
0J such tha t
Pr C !lft; a )  = Pr( !lft; a0 ) ( 44 )  
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In gener a l ,  howev e r ,  condi t i on ( 44 )  impl i e s ,  but i s  not impl i e d  by 
condi t i on ( 42 ) . 
Mor eover, it i s  important t o  not e  that E.qua t i on ( 4 4 )  actua l ly 
means that for  any Ci.l) in IX J, Pr(!= i i�= l;a) i s  equal to
Pr(!= i i�= l;a0). Henc e ,  condi t i on ( 44 )  i s  no t equiv al ent , but
s imply impl i e d  by th e condi t i on that the st ructur e a0 of the
( c ondi t i ona l )  probab i l i ty mode l for A b e  ident i f i ed given th e ob s e rved 
v alue s j� • • • •  ,j� o f  B1 , • • •  , BT. Thi s  l a tter  cond i t i on i s: 
�a S rA - {a0} s uch that
Pr CAI� = 1°, a) = PrCAI� = l0, a0) 
.o c·o .o, wher e  i = J1 • • • • • JT • 
The chara c t er i z a t i on of ident i f i c a t i on given by the ba s i c  
( 45 )  
l emma i s  d i f f i cul t to  apply in pr act i c e  since  condi t i on ( 42 )  involves  
two equal i t i e s .  One may th en r a ther us e the fol l owing ne c e s s a ry or 
suf f i c i ent cond i ti ons whi ch are e a s i er to verify .  The s e  condi tions 
d i r e c t ly fol l ow from the l emma and the pr e c e ding d i s cus s i on. 
Coro l l ary 
Let (a0,p0) b e  an adm i s s ibl e s t ructure of the general  mode l 
( 1 ) - ( 3 ) . 
(i) If (a0,p0) is ide ntif ied , then condition (43) must hold. 
(ii) If condi t i ons ( 43 )  and ( 45 )  ( or condit i ons ( 43 )  and ( 44 ) ) a r e  
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s a t i s f i e d, then (a0, p0) i s  i dent i f i e d .
Thus a ne ce s s ary condi t i on f or th e ident i f i ca t i on of  the 
general  mode l ( 1 ) - ( 3 )  is that the probabil ity mode l for B be 
ident i f i ed for  any a0, whil e a suf f i c i ent condi t i on is  that  the
probability mode l for A be ident i f ied  and that th e ne c e s s a ry condi t i on 
hol ds . 
Fi na l ly ,  l e t  us no t e  that  the pr e c e ding r e sul t s  are  qui te  
general  since  the probab i l ity mode l s (1 )  and (2 )  ne ed not  s a t i s fy any 
part i cu l a r  proper t i e s .  An important spe c i al c a s e ,  howev er ,  is that in 
whi ch the functi ons LA(a;i.1
°> and LB(a
0, p;l) a r e  r e spe c t iv ely
gl obal ly concave  in a and p for any i.l. and a0, where
LA (a;i.J
o) log  Pr(!= i i�= 1°, a) 
1iJ Cao.P;l) log  Pr ( �  = j;a0, p) 
( 46 )  
( 47 )  
and 1° = (j� • • • . ,j�) i s  the ob s e rved  value of�. Inde ed ,  many o f  the 
usual qua l i t a t iv e  re sponse  mode l s  f al l  in thi s c a s e  as shown by J. W. 
Pr a t t  ( 1981 ) who a l so  giv e s  general  condi t i ons for  the g l obal  
conc a v i ty of the  l og-like l ihood funct i on .  If  g l ob a l  concav i ty holds , 
then i t  di rect ly fol l ows  f rom R. Bowden ( 1973 ) ' s charac t er i z a t i on of
identification that establi shing c onditi ons (43) and ( 45) is 
equival ent t o  showing the s t r i ct concav i ty of LA(.;i.1
°> and 
33 
�(a,.;j ).19 On the other hand, stri ct  c oncav i ty wil l  in g e neral 
fol l ow from gl obal  conc av i ty if there are suf f i c ient variat i ons in the 
ob servat i ons on A and B and in the v a l ue s  of the expl anatory 
vari ables . 
4.2. Examples 
The prev ious general resul t s  can be  app l ied to the problem of  
ident i f i c a t i on o f  the structural param e t e r s i n  the two game exampl e s  
o f  Sec t i on 3. Our pri nc ipal purpo se w i l l  be t o  deriv e a ne ce s sary 
conditi on f or i dent i f i c a t ion tha t  i s  simpler, though weaker, than the 
condi t i on that the probab i l i ty model for B be ident i f ied ( see prev i ous 
coro l l ary) . The argument wil l  be i dent i c a l  for both exampl e s  s i nce in 
each exampl e  the probab i l i ty model  for B is deriv e d  from a random 
ut i l i ty mode l ,  i . e . , is a probab i l i s t i c  cho i c e  mode l . Thus , to avo i d  
repet i t i on, we sh al l only di s cus s t h e  f ir s t  gam e exampl e .  In 
addi t i on, the i dent i f i c a t ion problem for thi s  exampl e  i s  r elated t o  
the c l as s i ca l  problem of  revealed preference . 
In the gam e  against Nature, an important que s t i on i s  whether 
one c a n  uniquely recover the st ruc tural param e t e r s a,&, and w from a 
f ini te numbe r  of obs e rvat i ons on i ndiv idual s ' choi c e s  of strategy and 
indiv idua l s' fina l  s t a tes . Since f rom Equa t i on (24), th e structural  
parameter s & c ompl e tely ch aracter i z e  the mean ut i l iti e s  o f  the 
i ndiv idual s ,  our di s cus s i on wil l be c e nt er e d  on the ident i f i cati on of 
these parameter s. 
It is then wor th no t i ng that this probl em is the dual of the 
34 
one cons idered by M. K. Ri chter and L .  Shap iro  (1978 ) , There, th e 
problem was to determ ine what c a n  be inferred about the ( subj e c t iv e )  
indiv idual probab i l i t ies o f  some out com e s  by observ ing t h e  cho i ce s  o f  
a n  indiv idua l who maximi zes exp e cted u t i l ity with respect  t o  h i s  
subj ect ive probabil i t i e s  and s ome unknown ut i l i ty .  Whil e M. K.
Richter and L. Shap i ro showed that the subj e c t i v e  probab i l i t i e s  mus t ,  
at  most , s a t i s fy a certa i n  c l a s s  o f  inequa l i t i e s ,  the prev i ous 
que s t i on about ident i f i c a t i on a sks for a complete de term i na t i on of the 
mean  ut i l i ties . The fact tha t a po s i t ive answer can be given her e ,  
whenev er the param e ter s & are i dent i f i ed,  actual ly resul t s  from our 
d i s t inc t i on between the indiv i dual's  mean ut i l ity and the individual ' s 
ut i l i ty . 20 
Recal l that  ZBt is  the J X d matrix o f  whi ch the j - th row i s
the row v e c t or ij t • Let ZB b e  the JT X d s t a c ked m a trix  o f  whi ch the 
t- th bl ocks i s  ZB t" Then, from Equa t ion (29 ) whi ch g ives the
pr obab i l i t i e s  of the i ndiv i dua l ' s  cho i ce s  of stra tegy , it can  rea di ly 
be  shown that a nec e s s ary cond i t i on f or the probab i l i ty mode l for B t o  
b e  ident i f i e d  g i v e n  a, i s  t h a t  the J T  X (T + d )  matr i x  � def ine d by 
MB = [IT ® u J ; ZB] (48 ) 
b e  ful l column rank, i . e . , of rank T + d, where IT i s  the TX T 
ident i ty matrix ,  and u1 i s  the J-dimensi onal v e c t or of one s .
I t  i s  important t o  note that the pr evious condi t i on on the 
rank of MB is only ne ce s s a ry to the ident i f i c a t i on. of the probab i l i ty 
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mode l for B. Whe ther thi s  condi t i o n  i s  a l so  suf f i c i ent c l early 
depends on the func t i ona l form of  th e probab i l i t i e s  ( 2 9 ) , i . e . , on the 
cho i c e  of the cumul a t iv e  di s t r ibution fun c t i on Ft ( . ; . )  o f  th e r andom
ut i l i ty compone nt s et .
21 On the other hand, it i s  not ewor thy that  the
abov e ne ces s a ry cond i t i on hol ds i rre spe c t iv e  of  whi ch cumul ative  
di stribut i on fun c t i on Ft ( . ; . ) is  cho sen  s ince  the  v e c t or s  
�
j t w i l l
al way s app e a r  in ( 2 9 )  a s  d i f f erenc e s .  Al so ,  the c l a s s i ca l  c ondi t i on 
that the matrix o f  expl ana tory vari abl e s ,  i . e . , ZB, be of ful l c o l umn 
r ank d i f f e r s  f rom the abov e ne c e s s a ry condi t i on by the f act  that th i s  
l at t e r  condi t i on e s s ent i al ly requi r e s  T addi t i ona l normal iz a t i on 
const r a i nt s .  
Thus ,  from the corollary o f  Sec t i on 4 . 1 ,  i t  fol l ow s  that a 
ne c e s s a ry condi t i on for i de nt i f i c a t i on of the st ructural param e t e r s  
a,y, and & i s  t h a t  rank � = T + d .  A we ake r ne c e s sa ry condi t i on i s
t h a t  d b e  l e s s  or  equa l to  T(J - 1 ) , i . e . , th at  t h e  numbe r  of  
exp l anatory vari abl e s  in the probab i l i ty mode l for  B b e  no t greater 
than the numbe r  o f  obs e rv a t i ons t im e s  the numbe r  of av a i l abl e 
s t r at e g i e s  minus one . 
Let us now cons ider  the probl em of ide nt i fy ing the mean 
ut i l i t i e s  Ui t' S ince the m e a n  ut i l i t i e s  s a t i s fy the param e tr i c  form 
Ui t = z it&,  it f ol l ows  f rom the pr ev i ous d i s cus s i on that a ne c e s s a ry 
condi t i on f or th e i dent i f i c a t i on of th e mean ut i l i t i e s  i s  th a t  
d � T (J - 1 ) ,  The general  problem of revea l ed pr efer ence doe s  no t ,
howev er ,  r e s t r i c t  the funct i ona l form of the indiv idua l's  ut i l i ty .  
The pr ev i ous ne c e s s a ry condi t i ons nev ertheless  apply t o  the c a s e  i n  
whi ch th e mean ut i l i t i e s  are  uncons t r a i ne d  prov i de d t h e  param e t e r  
v ec t or y b e  sui tably de f ine d .  Inde ed,  for any i and any t ,  we hav e: 
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u it = ult + <ui t  - ult>· ( 49 )  
I t  i s  cl ear  th at Ult c a nnot be  ident i f ied by obs e rv ing indiv idua l 
cho i c e s s i nc e  Ult drops out of the de c i s i on rul e ( 25 ) . In other
words , for any indiv idua l ,  we cannot i de nt ify, a s  m i ght b e  exp e c t ed,  
the l evel s o f  ut i l i ty but  only di f ferenc e s  b e tw e en ut i l i t i e s  deriv ed 
f rom v ar i ous s t a t e s  or out c om e s .  Henc e we  c a n  i ntroduce the  f ol l owing 
T a rbi tr ary normal iz a t i on cons t r a i nt s: 
u
1t 0 for any t 1 ,  • • • , T ( 50 ) 
Then, l e t  & b e  the ( I  - l) T-dimens i ona l v e c t or of whi ch the 
( i , t ) -th compone nt i s  Uit • If the param e t e r  v e c t or & i s  i de nt i f ied,
we shal l th er e f ore  say th at all  the i ndiv idua l s' mean ut i l i t i e s  are  
ident i f ied up  t o  some  add i t iv e  ( indiv idual  spe c i f i c )  const ant s .  From 
th e pr ev i ous r e sul t s ,  we obt a i n  the f ol l owing i nt e r e s t ing r e sul t 
whi ch, as ment i one d e arl i er ,  do e s  not depend on the choi ce  of th e 
dist ribut i on of the r andom ut i l i ty component s: a ne c e s sa ry condi t i on 
that a l l  the i ndiv idua l s' mean ut i l i t i e s  be ident i f i e d  up t o  some 
addi t ive cons t a nt s i s  that I� J, i . e . , th at  th ere  are a t  l ea s t  a s  
many avai l abl e s t r a tegi e s  a s  po s s ible out com e s, 
A simi l a r  distribut i on- fr e e  re sul t can a l so be obt a i ne d  for 
th e Sta ckelberg  gam e  under unc e r t a i nty of Sect i on 3.2 when the 
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leaders' mean ut i l i t ies are l ef t  unconstrained. Spe c i f i c a l ly ,  a 
nec e s s ary condi t i on that  the l eaders' mean ut i l it i e s  be i dent i f i ed up 
to some add i t ive const ant s i s  that there are at l e a st a s  many 
av a i l abl e moves for  the leader s a s  av a i l abl e  mov e s  for the fol l ower s .  
There  do e s  not s e em to  b e ,  however , a s i mpl e di stribut i on-
free, nece s sary condi t i on for the i de nt i f i c a t i on of the fol l owers' 
mean ut i l it i e s  ev en though the probab i l ity model for the fol l ow e r s' 
re spon s e s  i s  a l so a probabi l i st i c  choi ce mode l.  Thi s  i s  so b e c ause 
the i dent i f i c a t i on of the st ructur al param e t e r s  y must nec e s s a rily 
involve the probab i l i ty model for the l eaders' re spon s e s  a s  s t a ted by 
cond i t i on ( 42 )  o f  the b a s i c  l emma .  
5 . Concl uding Rem arks
In th i s  paper we have introduc e d  a general  mode l for 
qua l itative  endo genous vari abl e s  def ined by a recur s iv e  sy s t em of 
probab i l ity model s in whi ch the probabi l i t i e s  o f  som e  out com e s  may 
depend on the probabi l it i e s  o f  po st erior  out com e s. The model was  
r e l a t e d  t o  C, D. Mal l ar's simul taneous probab i l i ty model , and v ari ous
exampl e s  were  giv en to  i l l ustrate the general i ty of  the mode l .  In 
parti cul ar, it w a s  shown that the mul t ivari ate  l o g i t  mode l and the 
con s t r ained ne sted l o g i t  mode l are  spe c i al ca s e s  o f  th e mode l . The 
model i s  al so  r e a dily app l i cabl e to  the analy s i s  o f  the out com e s  o f  
som e gam e  s itua t ions in whi ch p a rt i c ipant s h a v e  s o m e  sort o f  rat i onal 
exp e ct a t i ons, Ident i f i c a t i on of the structural  param e t e r s  of the 
model was  then stud i e d, General  re sul t s  on st ructural ident i f ication 
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were  deriv e d  and us e d  t o  obta i n  som e s impl e ne c e s sa ry condi t i ons for 
th e ident i f i c a t i on o f  the ut i l i t i e s  o f  the pl ay e r s  in the two game 
exampl e s  that were  con s i dered , 
An i s sue not a ddres sed so f ar i s  the est imat i on of the 
structural param e ter s. An obvious way to  proceed i s  to apply the 
maximum- l ikel ihood t e chnique , i. e. , to maximize the j oint l o g-
l i kel ihood fun c t i on w ith respect  t o  the unknown structural pa ram e ters. 
Unde r the usua l  a s sumpt i on o f  ( exo genous ) r andom s ampl ing , the j oint 
l og-l ike l ihood fun c t i on is given by: 
T 
L(a,!l) � l o g  Pr ( At .
o B 1t' t 
.o Jt;a,!l ) ( 51 )  
where  i� i s  the ob serv ed  A re sponse f or the t-th indiv i dual ,  j �  i s  the
ob s erv e d  B- re sponse for the t- th i ndiv idua l ,  
log Pr (At .
o B 1t'  t 
.o Jt;a,!l) l o g  Pr ( At i� IBt j�,a ) +log P r ( Bt; j�;a,!l), 
( 5 2 )  
and the term s  on the ri ght-hand s i de of  ( 5 2 )  s a t i s fy ( 1 ) and (2). 
A s impl er e st imat i on m e thod i s  t o  apply the two- s t ep or 
sequent i al pro c e dure that  was  con s i dered by T. Amem iy a ( 19 7 8 )  in the
cont ext of a mul t iv ar i a te l o g i t  model , Fo r  the gener a l  model ( 1 ) -( 3 ) , 
th i s  two- s t ep pro c e dur e cons i st s  f i r st in e st imat i ng by the maximum 
like l ihood method the condit i onal  probab i l i ty model  ( 1 )  t r e a t ing a s  
g iv en the obs erv e d  value s  o f  the endo genous v ar i abl e B , i. e. , in 
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maximiz ing w i th respect t o  a the condi tional l og-l ike l ihood funct i on 
for A whi ch i s  given by: 
T 
LA (a )  L pA ( i� l j � . zABt' a )t=l 
( 5 3 ) 
A 
Thi s  g ives an est imate a of a .  I n  the s e cond s tep , a n  e st imate of � 
i s  obt a i ned by maxim iz ing the log- l i kel ihood funct i on for the 
A 
ob serv at ions on B a s sum ing that a =  a, i . e . , by maximiz ing:
A T ,. 
�(a,� ) L PB ( j � l zBt ' � >t=l 
where 
,. 
ZBt
- A 
ZBt (a)
( see Equa t i on ( 3  ' ) , 
Asympt ot i c  propert ies of th i s  sequent i al e st imator were  
( 5 4 )  
( 5 5 ) 
s t udied in Q ,  H. Vuong ( 1 9 82b ) for the c a se in whi ch the condi t i ona l 
probab i l ity model for A g iven B i s  a l o g i t  model , and the probab i l i ty 
model for B i s  a l o g i t  mode l g iven a .  In that paper,  we al so propo sed
an i t er a t ive s eque nt i al procedure, i . e . , a procedure in whi ch the 
param e t e r s  a and � a re sequent i a l ly e st imated  at e ach i t e r a t i on, that
produces upon conver gence an a sympt ot i ca l ly e f f i c i ent e st imator of a 
and � .  Al though th e s e  r e sul t s  were  deriv ed for the c a se in wh i ch the
probab i l ity mode l s o f  the recur s iv e  sy s t em bel ong to the c l a s s  o f  
l o g i t  mode l s ,  it  i s  howev er l ike ly that the r e sul t s  h o l d  when the 
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c omponent mode l s bel ong t o  a no ther c l a s s  o f  probab i l i ty mode l s .  
Fi na l ly ,  the present paper rai se s  some interest ing que s t i ons 
for fur ther res e a rch. Fi r s t ,  in the S tacke lber g  game unde r 
unc e r t a i nty cons i dered e a r l ier , the random ut i l i ty component s of the 
l e ader and the fol l ower were a s sum e d  t o  be s t a t i s t i c a l ly independent . 
Thus , an important que st i on i s  how one woul d rel ax s uch an a s s umpt i on. 
Moreov er ,  what woul d then be the i nterpr eta t i on o f  the introduce d  
correl a t i on between the pl ayer s' random ut i l i ty compone nt s within a 
r a t i ona l expect a t i on framework? Second, the r e cur s ivene s s  of the 
gene r a l  model ( 1 ) - ( 3 )  impl ies tha t  the model can be us e d  in s i tua t i ons 
i n  whi ch the s t ructure unde rly ing the data has the recur s ive property . 
Thi s  w a s  certa i nly the c a se for the S t a ckelberg game, Theref ore, 
another que s t i on not answered so f ar i s  how one woul d formul a te a 
s t a t i st i ca l  model appropr i ate for the analy s i s  o f  da ta obt a ined from 
s i tua t i ons i n  whi ch pl ay e r s  move simul taneous ly,  such a s  in a Nash 
game. A r e l a t e d  i s sue i s: what woul d be the r e l a t i onship be tween 
such a sta t i st i c a l  model and the standard s imul taneous model . 
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FOOTNOTES 
1 . I w i sh to thank Dav id  Grether;  our conv e r s a t i ons promp t e d  much o f  
2 .
3 .  
4 .
the structure o f  the pr e s ent mode l . I am al so  deeply indeb t e d  t o  
Kim Borde r ,  Ed Gre en. John Link, and Marc Ner l ov e  for helpful 
comment s and sugg e s t i ons . 
The r amdomne s s  o f  the v a r i abl e s  At and B t c a n  be j us t i f i ed by 
po stul a t i ng that the "cho i c e s "  or r e spons e s o f  the t- th 
i ndiv idual are  r andom . A mor e c l a s s i c a l  interpr e ta t i on i s  that 
At and B t r epr e s ent the cho i c e s o f  an i ndiv idual randomly dr awn 
f rom a popul a t i on where  obs e rv e d  charact eri s t i c s  are  i de nt i ca l  t o  
thos e  o f  th e t- th individua l .  
I t  i s  important t o  not e  tha t  thi s  do e s  not exc l ude ne i ther the 
po s s i b i l i ty tha t  the s e t s  It a nd J t o f  a l t erna t iv e s  in I and J 
tha t  are  avai l abl e t o  the t-th indiv idual  depend o n  the t- th 
i ndiv idua l ( more  exa c t ly on the charact eri s t i c s  of the t- th 
indiv idua l )  nor the po s s ib i l i ty th at  th e s e t  of a l t erna t iv e s  in Y
that  are  av ai l abl e to the t- th indiv idual depends on the t-th 
indiv idual charact eri st i c s  and the v alue of  B cho sen  by the t- th 
i ndiv i dua l .  Inde ed,  th i s  only depends on the spe c i f i c a t i on o f  
the probab i l i ty func t i ons i n  ( 1 ) - ( 2 ) and more pr e c i s e ly on whi ch 
indi c e s  i and j corre spond t o  probab i l i t i e s  a priori  equa l to  
z er o .  
Not e that w e  d o  not ne c e s s a r i ly have a kA• Th e pr e s e nt
5 . 
6 .
formul a t i on therefore  a l l ow s  for more unknown param e t e r s  i n  a 
than e xpl anatory vari abl e s  in the probab i l i ty mode l ( 1 ) . The 
addi t i ona l unknown par am e t e r s  m i ght  be due to some unknown 
varianc e s  a s  in Probi t  mode l s  ( s e e  e . g . , J. Hausman and D . Wi s e  
( 19 7 8 ) ) or  to  s o m e  unknown thre sholds  ( s e e  e . g . , R. D .  McKe l v ey 
and W .  Z av o i na ( 1975 ) ) .  For the same r e a son, we do not / 
ne c e s s a r i ly hav e  b = kB' where � i s  the numbe r  of exp l ana tory 
var i ab l e s  in the probab i l i ty mode l ( 2 ) . 
One may want t o  cons i de r  the more gene r a l  c a s e  where the 
func t i ons ZBt are  known up to some unknown param eter s & .
Howev er ,  a s  l ong a s  one do e s  not spe c i fy how the unknown 
42 
param e t e r s  P i nt er a c t  w i th ZBt and the condi t i ona l probab i l i t i e s
Pr ( At l B t , t ) , t  = 1 ,  • • •  , T, i n  orde r  t o  d e t e rm ine the probab i l i t i e s
Pr ( Bt l t ) , th e f ormul a t i on ( 2 ) -( 3 )  i s  a s  f l exibl e .  I n  other
words , there  is no l o s s  o f  general i ty in a s sum ing the matrix 
funct i ons ZBt  t o  b e  known.
One may argue tha t ,  if  rA = 0 and if the f i rst  ( s ay )  e xp l anatory 
• 
vari ab l e  in xAt i s  the dummy var i ab l e  B t , then the model ( 4 ) - ( 7 )
b e com e s  a recur s iv e  sy s t em w i th probab i l i ty feedback.  In thi s 
c a s e ,  th e probab i l i ty pAt def ine d by ( 4 )  i s  i nt erpr eted  a s  b e i ng 
the c ond i t ional probab i l i ty that  A i s  equa l  to one . g iv en B t . 
Thi s  i s  not .  howev er,  what  C. D. Mal l ar ' s had in m ind given hi s 
u s e  of the adj e c t iv e  "margina l "  throughout hi s paper . S e e  a l s o  
f ootno t e  7 .  
7 .  
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To compl e t e  the s imul taneous mode l ( 4 ) - ( 7 ) , one may fur ther 
a s sum e  that  the v ari abl e s  A and B are  i ndependent , a s  c .  D. 
Mal l ar doe s  in the s e cond part  of hi s theor em .  Let u s  ment i on, 
how ever ,  th at  th i s  s e cond part  a s  wel l as the f ormul a giv ing the 
a sympt ot i c  covari anc e matrix o f  hi s two- s t e p  e st imator ( 1 977 , p .  
1 7 20 , llq .  8 )  a r e  both incorr e c t . 
8 . In the l o g i t  c a s e ,  g l ob a l  ident i f iabi l i ty i s  equiv al ent t o  l oc a l  
ident i f iabil i ty .  Thi s  s imply fol l ow s  f rom R. Bowden ( 1 973 ) 
ident i f i ab i l i ty c r i t e r i o n  and f rom the g l ob a l  conc av i ty of the 
l og-l ike l ihood funct i on ( s e e  e . g . , S. J . Habe rman ( 19 7 4 ) , D .  
McFa dden ( 1 97 4 ) ) .  Hence a ne c e s s ary and suf f i c i ent condi t i on for 
the ( g l obal ) ident i f i c a t i on o f  the param e t e r  v e c t or G i s  that the 
l og-likel ihood funct i on b e  s t r i c t ly concave i n & .  One can  show 
that  thi s  holds i f  and o nly i f  the matrix  [ IT @ UIJ ; VABT] i s
ful l-column r ank, where  Lr i s  the T X T ident i ty matr i x .  For a 
direct  proof , s e e  Q .  H. Vuong ( 1 9 82 a ) . S e e  a l so S e c t i on 4 . 
9 . The fol l ow ing di s cus s ion  i s  simil ar to  that of  T .  Am em iya  ( 19 7 8 ) . 
10  It is  wor th not i ng that  the  fol l ow ing a rgument appl i e s  a s  wel l to 
the recur sive  sy s t em def ine d by the condi t i ona l  probab i l i ty mode l 
for B t given At ' and the marginal probab i l i ty mode l for At . 
11. To s impl i fy the not a t i ons , it i s  a s sumed that e a ch of the J 
sub s e t s  o f  a l t e rna t iv e s  that a r e  considered  a t  l evel  2 hav e  the
same numbe r  I of a l t erna t iv e s .  In g e nera l ,  the index s e t  I at
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th e f ir s t  l ev e l  depend on the cho sen  sub s e t  j a t  the s e cond l ev e l  
and on  t h e  t- th i ndivi dua l ,  i . e . ,  I = Ij t ' whil e  the  index s e t  of
the sub s e t s  a t  the s e cond l evel  depend o n  the t- th indiv idual . ,
i . e . , J = Jt . S e e  a l so footnote  3 .  
1 2 . For another approa ch t o  t e st i ng the I IA prope rty impl i e d  by the 
l o g i t  spe c i f i c a t i on, s e e  e . g . , J .  Hausman and D. McFadden ( 1 9 80 ) . 
13 . The argum ent us e d  here  i s  s im i l a r  t o ,  but not qui t e  ident i c a l  to  
1 4 . 
the argument given in S e c t ion 2 . 1 .  Her e ,  it i s  a s sumed  that the 
param e t e r s  (y,o, p)  o f  the  const r a i ne d  ne s t e d  l o g i t  model are
i dent i f i e d .  Henc e ther e  is a one- to-one corre spondence b e tw e en 
(y,o, p) and the a dm i s s ibl e probab i l i ty di s t r ibut i ons
{Pr ( At l B t' t ) ; t = 1 ,  • • •  , T} . It thus fol l ow s  that the
parameter s y/p of the condi t i ona l l o g i t  model for A given B are
i dent i f i ed .  Thi s  impl i e s that µj t i s  a funct i on o f
( Pr C� I B1 , 1 ) , • • •  , Pr C� IBT, T) ) .
S t r i c t ly spe aki ng , in the r andom dem and e xampl e ,  we ne e d  t o  
a s sum e  tha t  there  i s  only a f ini t e  numbe r  of  po s s ibl e pri c e s ,  and 
that for each p r i c e  ther e  i s  only a f ini t e  numbe r  of  s a l e s  that 
are a s so c i ated  w i th stri c t ly po s i t iv e  cond i t i ona l  probab i l i t i e s .  
1 5 . Not e tha t  i n  th e H ausm an-W i s e  formul ati on, th e cov ari ance matrix  
I: t is  param e t er i z ed by som e unknown param e t er s  w ,  and a l so by 
th e unknown param e t er s  o appearing i n  ( 25 ) .  In such a ca s e ,  one
h a s  to sui tably def ine th e parameter  v e c t or � o f th e mode l for B . 
( Se e  al so footno t e  4 . ) 
( S e e  al so  footno t e  4 . )  
16 . Thi s  a s sumpt i on e s s e nt i al ly avoi ds probl em s r ai s e d  by a sampl e 
s e l ect i on b i a s  ( s e e  e . g . , J .  Hec km an ( 1 9 7 9 ) ) .  Formul a t i on and 
e st im a t i on o f  a r e cur s iv e  sy s t em w i th probab i l i ty f e e dback  and 
s ampl e s e l e c t i on b i a s  w i l l be  c o ns i de r e d  i n  fut ur e  work. 
1 7 . Such an a s sumpt i on can  be j us t i f i ed by a s sum ing that l eader " s "  
c a n  ( i ) o b s e rv e  the i ndiv idual charac t e r i s t i c s  o f  hi s opponent 
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"r", ( i i )  knows the mone t a ry attribut e s  ( s ay)  of the s t a t e  ( i , j ) 
for al l ( i , j ) ,  and ( i i i )  knows the f unc t i ona l form Fr ( . ; . )  a s
w e l l  a s  the param e t e r  v e c t or s  y a nd wF . On the other  hand, no t e
that the out s ider  knows ne i ther y nor wF . 
1 8 . Ac t ual ly ,  Equa t i on ( 4 1 )  hol ds w i th probab i l i ty one , where the 
probab i l i ty measur·e i s  the one a s so c i ated  w i th (a0, p0) .  Th i s
qua l i f i c a t i on i s , howev er,  aut om at i c a l ly s a t i s f i ed by mo s t  
qual itative  r e sponse mode l s ,  s i nce i n  the s e  mode l s ,  th e support 
of any adm i s s ib l e probab i l i ty d i s t r ibut i on is i nvari ant w i th 
re spe c t  t o  (a,p). 
1 9 . Indeed,  it can  e a s ily be shown that i f  l og f ( y , & )  i s  g l obal ly 
concave ( re s p .  s t r i c t ly concav e )  in & ,  where f ( y, &) i s  the j oint 
dens i ty of the obs e rv a t i ons,  th en the i nformat i on i nt e gr a l  
func t i on H ( & , &0 ) ( s e e  R .  Bowden ( 1 973 , p .  1070 ) ) i s  g l oba l ly 
concav e ( re s p .  s t r i c t ly concav e )  in & .  The a s s e r t i on then 
fol l ows  from R. Bowden ' s corol l ary ( 1973 , p , 1 07 1 ) . 
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20 . Such a di st i nc t i on exi s t s  whenever,  for some s t a t e  i ,  th e r andom 
21 . 
component B i t  in Equa t i on ( 24 )  ha s a non- z ero varianc e .  Th en
note  th at the Richter-Shapi ro r e sul t on the ( non) ident i f i c a t i on 
of the probab i l i t i e s  impl i e s  by dua l i ty that  a ne c e s s a ry 
condi t i on f or the i de nt i f i c a t i on o f  the mean ut i l i t i e s  i s  that . 
for som e i, th e vari anc e of s i t  i s  not nul l .  Inde ed,  if th i s
were  no t the c a s e ,  it  woul d fol l ow f rom Equa t i o n  ( 28 )  that the 
vari anc e of £j t i s  nul l for any j so th a t  Equa t i on ( 26 )  woul d be
i dent i c a l  t o  the one obt a ine d w i th non- random ut i l i t i e s .  
Fo r  instance ,  if  the r andom error s ij t app e a r i ng i n  Equa t i o n  ( 2 9 ) 
c a n  be a s sumed  t o  b e  i ndependent ly and ident i ca l ly ext r em e-value 
d i s t r ibut e d  s o  that the probab i l i ty mode l for B is a l o g i t  mode l ,  
then the ne c e s s a ry rank condi t i on b e com e s  a l so suf f i c i ent f or 
gl obal  ident i f i c a t i on ( s e e  footno t e  8 ) .  See ,  however ,  our 
remarks fol l ow ing Equa t i on ( 2 9 ) . 
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