Noncoercive sums of squares in R[x1,…,xn]  by Verchota, Gregory C.
Journal of Pure and Applied Algebra 214 (2010) 236–250
Contents lists available at ScienceDirect
Journal of Pure and Applied Algebra
journal homepage: www.elsevier.com/locate/jpaa
Noncoercive sums of squares in R[x1, . . . , xn]
Gregory C. Verchota
Department of Mathematics, 215 Carnegie, Syracuse University, Syracuse, NY 13244, United States
a r t i c l e i n f o
Article history:
Received 20 December 2007
Received in revised form 15 May 2009
Available online 9 July 2009
Communicated by P. Balmer
MSC:
12D15
11E25
35J30
35J40
a b s t r a c t
Positive definite forms f ∈ R[x1, . . . , xn] which are sums of squares of forms of
R[x1, . . . , xn] are constructed to have the additional property that the members of any
collection of forms whose squares sum to f must share a nontrivial complex root in Cn.
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1. Introduction
Let f ∈ R[x1, . . . , xn]be a form, i.e. a homogeneous polynomial. Suppose f is a sumof squares (sos) of forms inR[x1, . . . , xn]
and is positive definite (pd), f (a) > 0 for all a ∈ Rn \ {0}. Writing f = ∑ p2j this is equivalent to saying that the forms pj
share no common nontrivial real root from Rn.
Suppose a positive definite form f has at least one sos representation . Does f necessarily
have a representation f =
∑
q2k with qk ∈ R[x1, . . . , xn] and the qk sharing no
common complex root from Cn \ {0}? (1.1)
For example,
(i) the positive semi-definite (psd) x21 = p2 ∈ R[x1, x2, x3] is uniquely represented as an sos, and p(0, 1, i) = 0;
(ii) x21 + x22 ∈ R[x1, x2] is pdwith x1 and x2 sharing no common nontrivial complex root;
(iii) f = (x21+ x22)2 = p2 is pdwith the quadratic form p having the root (1, i) ∈ C2. But also f = (x21)2+ (
√
2 x1x2)2+ (x22)2
or (x21 − x22)2 + (2x1x2)2 and in each case the quadratic forms now share no common nontrivial complex root.
Though not the subject of this article, the study of boundary value problems for elliptic partial differential equations
(PDE) motivates question (1.1). Denote by ∂ = (∂1, . . . , ∂n) = ( ∂∂x1 , . . . , ∂∂xn ) the vector of first partial derivatives for Rn.
Let α ∈ Nn0 denote a multi-index. Define |α| = α1 + · · · + αn and ∂α = ∂α11 · · · ∂αnn .
A theorem of Aronszajn [1] may be stated as:
Let p1, . . . , pr ∈ R[x1, . . . , xn] be forms of degree d. Let Ω ⊂ Rn be a bounded open connected set with suitably regular
boundary and let Ω be its closure. Then the integro-differential quadratic form∑
j
∫
Ω
|pj(∂)u|2dx (1.2)
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is coercive over all functions u which have continuous partial derivatives of order d in Ω that extend continuously to Ω if and
only if the system
p1 = p2 = · · · = pr = 0
has no solution a ∈ Cn \ {0}.
For (1.2) to be coercive over the collection of functions u it is required, by definition, that there be constants C > 0 and
c0 ∈ R independent of the functions u so that∑
j
∫
Ω
|pj(∂)u|2dx ≥ C
∫
Ω
∑
|α|≤d
|∂αu|2dx− c0
∫
Ω
|u|2dx (1.3)
for all u in the collection. Once this estimate is obtained various elliptic boundary value problems can be solved.
The Aronszajn theorem gives a precise algebraic characterization of all integro-differential forms (1.2) for which the
coercive estimate (1.3) can hold. The integro-differential forms (1.2) are termed formally positive because of their sos shape.
Agmon [2] improved this result by proving a necessary and sufficient (and more complicated) algebraic condition on all
integro-differential forms
Re
∑
|α|≤d
∑
|β|≤d
∫
Ω
aαβ∂αu∂βudx, (1.4)
not only the formally positive, that give rise to self-adjoint linear properly elliptic differential operators
L(∂) =
∑
|α|≤d
∑
|β|≤d
aαβ∂α+β (1.5)
and their regular boundary value problems [2,3]. When aαβ ∈ R and the integro-differential form is formally positive, L
corresponds to a polynomial f of degree 2d that is a sum of squares.
With his algebraic characterization Agmon solved completely the coerciveness problem for integro-differential forms in
the theory of linear PDE. However, what could be called the coerciveness problem for linear differential operators L(∂) =∑
|α|≤2d aα∂α has not been solved. This problem can be stated in a way that leads back to the question about sums of squares
in R[x1, . . . , xn].
Instead of the integro-differential form one begins with the homogeneous constant coefficient operator in Rn
L(∂) =
∑
|α|=2d
aα∂α
aα ∈ R. These will be self-adjoint. Suppose L is elliptic (equivalent to properly elliptic in this setting) L(ξ) > 0 for all
ξ ∈ Rn \ {0}. In general L can be rewritten an infinity of ways in the shape (1.5)
L(∂) =
∑
|α|=|β|=d
aαβ∂α+β (1.6)
and therefore admits an infinity of integro-differential forms (1.4). Is there any choice of rewriting (1.6) that yields a coercive
estimate?
This fundamental question is broader than what can be answered here. Instead the question will be specialized to the
setting of the Aronszajn theorem.
Suppose it is further known that the homogeneous differential operator is an sos, L(∂) = ∑ p2j (∂). Then the theorem
provides the necessary and sufficient algebraic condition for the integro-differential form (1.2) to be coercive (1.3). If the
form were to fail the algebraic condition and thus fail to be coercive, is there another way to write the differential operator
L as a sum of squares and thereby use the theorem again to obtain the coercive estimate for a new integro-differential form
associated to L and thus solve boundary value problems for L? This is question (1.1).
All the results and proofs of this article are independent of these PDE considerations. Some more will be said about PDE
in the last section.
Definition 1.1. f ∈ R[x1, . . . , xn] is called a sum of squares (an sos) if there exist polynomials p1, . . . , pr ∈ R[x1, . . . , xn] so
that f has the representation f =∑rj=1 p2j .
Definition 1.2. An sos f ∈ R[x1, . . . , xn] is called coercive or a coercive sum of squares if there exists a representation
f =
r∑
j=1
p2j (1.7)
with p1, . . . , pr ∈ R[x1, . . . , xn] such that there are no solutions a ∈ Cn \ {0} to the system
p1 = · · · = pr = 0. (1.8)
When such an f is homogeneous it is also called a coercive form.
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To be clear:
Definition 1.3. An sos f ∈ R[x1, . . . , xn] is called noncoercive or a noncoercive sos if there exists a representation (1.7) for f
and if every such representation has a nontrivial solution in Cn to the corresponding system (1.8).
Question (1.1) asks if every positive definite sos is coercive. The aim of this article is to establish, by construction, the
existence of positive definite noncoercive sums of squares. That this can be done is related to the well known fact that not
every positive definite polynomial is a sum of squares.
If every pd polynomial were an sos the answer to question (1.1) would be yes. This follows because positive definiteness
of f allows
f = [f − (x2d1 + · · · + x2dn )] + (x2d1 + · · ·) (1.9)
with the bracketed term pd for  > 0 small enough. When the bracketed term is an sos, (1.9) is an sos representation for f
that satisfies the definition of coercive sos.
We adopt standard notations for psd homogeneous polynomials [4,5] p.111. Pn,d denotes the set of f ∈ R[x1, . . . , xn]
homogeneous of degree d that are nonnegative onRn.Σn,d denotes the set of all f ∈ Pn,d that are sos. These sets are nonempty
only when d is an even number.
For the remainder of this article all polynomials will be homogeneous polynomials, or forms. (Homogenization
can be used for other statements.)
The argument given above together with the Hilbert results on positive polynomials that are sos [6,7] immediately yields
the theorem
If n ≤ 2 and d is an even natural number, or if d = 2 and n is a natural number, or if
(n, d) = (3, 4), then every pd form of Pn,d is a coercive sum of squares. (1.10)
The result of Hilbert [8–12] used here is that P3,4 = Σ3,4, while P2,2d = Σ2,2d and Pn,2 = Σn,2 are elementary; see [5] pp.
111–112.
Hilbert further proved that in every other caseΣn,2d is a proper subset of Pn,2d, eliminating the argument based on (1.9).
It was Motzkin [13] who first published explicit examples of positive semi-definite polynomials that were not sos. There are
now various examples of these, e.g. [14,4,15,16]; see [17] for more. We found two of these to be very useful for the purpose
here; both are of Motzkin type and due to Choi and Lam.
q(w, x, y, z) = w4 + x2y2 + y2z2 + z2x2 − 4wxyz (1.11)
and
s(x, y, z) = x4y2 + y4z2 + z4x2 − 3x2y2z2.
Both are nonnegative (psd) by the arithmetic–geometric mean inequality and neither is an sos. Thus q ∈ P4,4 \ Σ4,4 and
s ∈ P3,6 \Σ3,6.
For η ≥ 0 define
qη = q+ η(x4 + y4 + z4); (1.12)
sη = s+ η(x6 + y6 + z6).
For η > 0, qη and sη are pd. As long as η is small enough each is not an sos. This follows by an elementary topological
argument first given by Robinson [14] pp. 267–268 which, moreover, shows the setsΣ to be topologically closed sets. It is
also true that for all η large enough qη and sη are sos. See, for example, p. 269 of [14] (in the case of qη it can be verified that
thew4 term in q obviates the need to add ηw4). Consequently for each polynomial there is a smallest value of η, η0 > 0, that
makes qη or sη sos (cf. also the proof of Corollary 5.6 [18] p. 122). In Section 3 it is shown for the quartic q that the square
root of this value is the smallest positive root of X3 − 12X + 19 = 0, and that
qη0(w, x, y, z) = (w2 −
√
η0(x2 + y2 + z2))2
+ 2
9
√
η0
[(3√η0wx− yz)2 + (3√η0wy− zx)2 + (3√η0wz − xy)2]. (1.13)
In addition, it is proved that there is exactly one Grammatrix (or Gramian [19]) that represents the polynomial qη0 . This means
that every other sos representation for qη0 is merely a sum of squares of quadratics that are linear combinations of the
quadratics of (1.13). Thus any common complex roots must be the same among all representations.
TheGrammatrixmethod of Choi, LamandReznick [18], used for studying sos representations of polynomials, is discussed
in Section 2. Every form of degree 2d is nonuniquely represented by a symmetric matrix acting as a quadratic form on the
vector space spanned by the degree dmonomials. These are termed representation matrices for the form. The Grammatrices
are those representation matrices that are psd, necessary and sufficient for an sos representation.
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The polynomial (1.13) provides an example of a positive definite quartic with a unique Gram matrix. A positive definite
sextic with a unique Grammatrix has previously been identified by Reznick in [20]. It is like the ones thatwill be constructed
in Section 5 from the sη; see Remark 5.4.
However wonderful it is, qη0 is coercive. It is proved in Section 4 that
(u2 + v2 + vw)2 + qη0(w, x, y, z) (1.14)
is positive definite and noncoercive in Σ6,4. In effect the uniqueness of representation of (1.13) and the presence of the
monomial vw forces a uniqueness of representation upon (1.14), while (1, i, 0, 0, 0, 0) is a solution to the corresponding
system of quadratic equations (1.8). It follows from the definition of coercive sos that any form f ∈ R[x1, . . . , xn] of even
degree d such that f + xdn+1 is a coercive sosmust itself be a coercive sos. Consequently monomials x47, x48, . . . can be added
to (1.14) preserving all required properties and the following theorem and partial answer to question (1.1) is obtained.
Theorem 1.4. For n ≥ 6,Σn,4 contains polynomials that are positive definite and noncoercive.
Theorem 1.4 is really a statement about certain cones of polynomials. After a scaling (1.13) can be rewritten
a1(x21 − γ (x22 + x23 + x24))2 + a2(x1x2 − x3x4)2 + a3(x1x3 − x4x2)2 + a4(x1x4 − x2x3)2 (1.15)
where it happens that for all values of γ , 0 < γ < 13 and all positive a1, . . . , a4, the forms (1.15) are pd with unique Gram
matrices.
Corollary 1.5. For n ≥ 6 there exist nonempty collections of quadratic forms {p1, . . . , pr} ⊂ R[x1, . . . , xn] so that there exist
no nontrivial solutions from Rn to the systems p1 = p2 = · · · = pr = 0, and so that every f =∑ ajp2j , with positive coefficients
a1, . . . , ar , is a noncoercive sos.
The Choi–Lam sextic form s (1.11) possessesmore structure than its quartic counterpart q. First, it is an even form. A form f
is even if it is also a polynomial in x21, x
2
2, . . . , x
2
n. Second, it is symmetric. A form f is symmetric if for every permutation σ on n
objects f (x) = f (σ (x)). The construction (1.12) of the forms sη preserves both of these properties. In Section 5, for sη(x, y, z)
with a unique Gram matrix, it is proved that when x2 is replaced withw2 + x2 the resulting form is pd and noncoercive.
Theorem 1.6. For n ≥ 4,Σn,6 contains polynomials that are positive definite and noncoercive.
The additional structure provided by the non-sos s seems to be the reason Theorem 1.6 comes closer than Theorem 1.4 to
being a complete result dimensionally. As remarked on p.263 of [17] and in [21], in any dimension every psd even symmetric
quartic form is an sos. Further, the replacement of x2 withw2 + x2 that works in the sextic construction seems to rely more
on the even property than it does on symmetry. It turns out that every psd even quartic form in n = 4 or fewer variables
is a sum of squares. This follows from the results of Diananda [22]. Thus constructing a quartic noncoercive sos for n = 5
from an even form in 4 variables in a way analogous to the sextic case is not possible. On the other hand the Horn form [23]
pp. 334–335 [22] p. 25 [17] p. 260 provides a psd even quartic form for n = 5 that is not an sos; see [4] pp. 394–396.
The author’s original proofs for the theorems of this article can be found online [24]. There everything is expressed in the
multi-linear language of tensors. The uniqueness proofs in particular are an extension and elaboration, using tensors, of an
algorithm of Powers andWörmann [25] meant to determine whether or not a form is a sum of squares. While precise, they
involve some very lengthy elementary computations and are not readily accessible until the reader comes to terms with
the notation and machinery of tensors. Once that is done, however, [24] offers some useful perspectives on the problems
under consideration. The proofs in this article were suggested by the referee and require only preliminaries on the Gram
matrix method. They are based on the type of arguments used in [26,27] where symmetries of variable and sign are used to
elegantly reduce the number of possible representations for a sum of squares. Much of the proofs for Theorems 3.1 and 4.1
used here was given to the author by the referee, a gift for which the author is grateful.
Between the coercive theorem (1.10) and the noncoercive Theorems 1.4 and 1.6, dimensions 4 and 5 for the former and
3 for the latter remain obscure. Some questions are
Is every positive definite form of Σ4,4 coercive?
If so, what about the positive definite forms of Σ5,4?
In [24] the two questions above are modeled in terms of a condition to be met by the 2×2minors of certain 4×4 and 5×5
symmetric matrices respectively.
Is every positive definite form of Σ3,6 coercive?
Can positive definite noncoercive forms be constructed inΣ3,2d for d ≥ 4?
2. Grammatrix setup
The nonnegative integers are denoted N0. For a multi-index α ∈ Nn0 its order is |α| = α + · · · + αn. For x ∈ Rn,
xα = xα11 · · · xαnn . The number of independent monomials xα of degree d in R[x1, . . . , xn] is identical to the number of multi-
indices of order d in Nn0 and equals
(
n+ d− 1
d
)
.
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Homogeneous polynomials in R[x1, . . . , xn] of even degree 2d can be written as real quadratic forms f =∑
|α|=|β|=d aαβxαxβ where aαβ = aβα . After choosing a linear ordering for themulti-indices, the coefficients can be arranged
as a
(
n+ d− 1
d
)
×
(
n+ d− 1
d
)
real symmetric matrix S, and any such matrix will represent a degree 2d homogeneous
polynomial f upon likewise linearly ordering the degree d monomials. S will be called a representation matrix for f . The
S form a real vector space of dimension
((
n+ d− 1
d
)
+ 1
2
)
while the dimension of the space of homogeneous polynomials
of degree 2d is
(
n+ 2d− 1
2d
)
. Thus S is not uniquely determined by f whenever d > 1 and n > 1.
Example 2.1. With the linear ordering x2 ≺ y2 ≺ xy the matrix
S =
(0 1 0
1 0 0
0 0 −2
)
represents the form f = 0.
There is then a subspace of the representation matrices that change the representation matrix and do not change the form
represented. Because we are concerned about the possibility of the former action, any matrix that represents the zero form
will be called a change matrix or a change.
Let G = [gij] denote a representation matrix that is positive semi-definite (psd), and denote by m1 ≺ m2 ≺ · · · a linear
ordering of thematerial monomials. Such a representationmatrix is called a Grammatrix and f =∑ gijmimj will be a sum of
squares (sos). This is because each eigenvalue of G (counted by multiplicity) satisfies λi ≥ 0, and letting ei = (ei1, ei2, . . .) i =
1, 2, . . . be the corresponding basis of orthogonal unit eigenvectors, f can be written f =∑i(√λi∑j eijmj)2 :=∑i p2i .
Example 2.2. With the same linear ordering as in Example 2.1, the pd quartic (x2 + y2)2 can be represented by the matrix
Sa =
(
1 1− a 0
1− a 1 0
0 0 2a
)
for anyreal a. On the one hand Sa can be written as the sum of outer products( 1
1− a
0
) (
1 1− a 0)+ (2a− a2)(01
0
) (
0 1 0
)+ 2a(00
1
) (
0 0 1
)
inducing (x2 + y2)2 = (x2 + (1 − a)y2)2 + (2a − a2)y4 + 2a(xy)2 for all a. This is a sum of squares representation only
when 0 ≤ a ≤ 2, i.e. only when Sa is pd or psd. Adding a change matrix to a Gram matrix will not always preserve positive
semi-definiteness. Also in the 0 ≤ a ≤ 2 cases the eigenvector–eigenvalue representation∑i(√λi∑j eijmj)2 from Sa is(√
2− a( 1√
2
x2 + 1√
2
y2)
)2 + (√a( 1√
2
x2 − 1√
2
y2)
)2 + (√2axy)2; see Example 2.3.
On the other hand, any sos f =∑k p2k , where each pk =∑j akjmj, has a Gram matrix
G =
[∑
k
akjakl
]
. (2.1)
Thus a form f is an sos if and only if there is a Gram matrix G = [gij] such that f =∑ gijmimj. This is Proposition 2.3 of [18] p.
106.
When an sos form f =∑ p2k has a root in Rn \ {0}, i.e. a nontrivial real root, that root necessarily solves pk = 0 for each
k, and therefore solves hj = 0 for each j should f have another sum of squares representation f =∑ h2j .
Given f =∑rk=1 p2k and an r × r orthogonalmatrix [ujk] it is also true that
f =
r∑
j=1
(
r∑
k=1
ujkpk
)2
:=
r∑
j=1
h2j . (2.2)
In this case each complex root from Cn \ {0} that solves the system p1 = · · · = pr = 0 also solves h1 = · · · = hr = 0.
Additionally, the Gram matrix (2.1) derived from
∑
p2k also derives from
∑
h2j since
∑
µ
∑
k
∑
ν uµkakjuµνaνl =
∑
k akjakl.
Example 2.3. In Example 2.2 when 0 ≤ a ≤ 2, the orthogonal matrix
√
1− a
2
√
a
2
0
−
√
a
2
√
1− a
2
0
0 0 1

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maps the quadratics from the eigenvector–eigenvalue representation induced by Sa to the quadratics that are squared in
the first induced representation.
Therefore when an sos f =∑ p2j with a nontrivial complex root to the system p1 = p2 = · · · = 0 is in fact coercive, it can
only mean that there is another sum of squares representation corresponding to a Gram matrix which is distinct from the
one derived from the representation
∑
p2j . Example 2.2 illustrates this, the a = 0 representation having a nontrivial root to
its system p1 = 0.
Conversely, one strategy for proving the existence of noncoercive sos is to display an sos f =∑j p2j that has a unique Gram
matrix together with a nontrivial root to the corresponding system p1 = · · · = 0. By what has been said, the only interesting
case is when the root is not real. This is the strategy employed here for positive definite sos.
Remark 2.4. The pd quartics in R3 and the pd forms of even degree greater than 2 in R2, all sums of squares by the Hilbert
theorem (1.10), always possess pd and therefore nonunique Gram matrices. This can be seen by a manipulation similar to
(1.9) but using all of themonomials f = [f −(m21+m22)+· · ·]+(m21+· · ·). For  > 0 small enough the Grammatrix is now
the sum of a psdmatrix and a positive multiple of the identity; it can be perturbed by matrices of the type in Example 2.1.
In particular it follows that in general a pd noncoercive sos need not have a unique Gram matrix: If f ∈ R[x1, . . . , xn] is a
pd noncoercive sos of degree 2d, then so too is F = f + x2dn+1 + x2dn+2. (If F were a coercive sos as F =
∑
p2k , then the pk would
have no common complex root of the form (a, 0, 0), a ∈ Cn, and f too would be a coercive sos.) But F cannot have a unique
Gram matrix because the form x2d + y2d does not.
3. A coercive quartic soswith a unique Grammatrix
This section includes further comments on the construction of the sos (1.13) and proofs of the claims made there for it,
particularly the proof of uniqueness for the Gram matrix. In the next section the modification (1.14) of (1.13) is proved to
be a noncoercive sos.
The real vector space of representationmatrices for the polynomials homogeneous of degree 2d inRn inherits a topology
from the Euclidean space of dimension(n+ d− 1d
)
+ 1
2
 .
The Grammatrices form a closed cone, the interior of which are the positive definite matrices. The boundary of this cone is
the set of Gram matrices with rank less than
(
n+ d− 1
d
)
.
A pd Gram matrix always represents a coercive sos. (This can be seen from G in (2.1) where pk = ∑l aklml = 0, for all
k and for the monomials evaluated at a nonzero element of Cn, implies that a pdG is not invertible.) Thus in order to find
a positive definite noncoercive sos it is necessary to consider Gram matrices on the boundary of the cone, i.e. one is led to
consider pd polynomials of degree 2d that border those that are not sums of squares. Historically, pd and psd polynomials
that are not sos have been difficult to locate. It is therefore sensible to begin with a known pd polynomial that is not sos,
i.e. does not have a Gram matrix, and perturb it in such a way so that one arrives at the boundary of the Gram matrices.
Here we take n = 4, d = 2, let x ∈ R4 correspond to (w, x, y, z) and begin with the Choi–Lam quartics qη (1.11) and (1.12),
letting η increase until the quartic (1.13) is achieved.
Except for the uniqueness of representation claim, all other claims made for (1.13) in Section 1 can be quickly proved.
1. By expanding the right side of (1.13) and collecting terms, the right side meets the definition of qη0 (1.12) when the
coefficients on the x2y2, y2z2 and z2x2 terms equal 1. This occurs when
2.
√
ηo is a root of X3 − 12X + 19 = 0.
3.
√
ηo must be chosen to be the smallest positive root, else η0 would not be the smallest η that makes qη an sos.
4. That η0, as described in Claims 2 and 3, is the smallest η for which qη is an sos will follow once it is proved that qη0 has a
unique Gram matrix. For if qη were an sos for some η < η0, then
qη0 = qη + (η0 − η)(x4 + y4 + z4) = qη + (η0 − η)((x2 − y2)2 + (
√
2xy)2 + z4) (3.1)
and the polynomial identity presents two different Gram matrices for qη0 . In the principal submatrix for the monomials
x2, y2 and xy they differ by a multiple of the matrix in Example 2.1.
5. That qη0 is coercive is seen by showing that the corresponding homogeneous system of four quadratic equations has no
solution in C4 \ {0}. One starts with assuming a solution (w, x, y, z) has one of its coordinates equal to zero, cases that can
be quickly eliminated. Then, assuming a solution has all nonzero coordinates, one has by using the last three quadratics of
(1.13), y2z = 3√η0wxy = zx2 etc., whence x2 = y2 = z2, whence 3√η0|w| = |x| by any of the last three quadratics. Then
|w|2 = 3√η0|x|2 by the first, whence√η0 = 13 which is not true by Claim 2.
The only task remaining is to prove the uniqueness of the Grammatrix. Before that is done a bit more will be said about
finding (1.13).
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Linearly order the quadratic monomials m1, . . . ,m10 of R4 as w2 ≺ x2 ≺ y2 ≺ z2 ≺ wx ≺ yz ≺ wy ≺ zx ≺ wz ≺ xy.
An initial choice of representation matrices for the forms qη might be any of
1 −b
−b η
η a
a η
2b −2
−2 1− 2a
0
1
0
1

(3.2)
where a and b are free parameters that leave qη unchanged. Blank entries are zero. For example, fix a = 0. Then b ≥ 2
is necessary for positive semi-definiteness and η can be as small as 4 but no smaller for (3.2) to be a Gram matrix. Thus
a = 0, b = 2 yields the coercive sos
q4 = (w2 − 2x2)2 + 4y4 + 4z4 + (2wx− yz)2 + (zx)2 + (xy)2.
However, the Gram matrix here cannot be unique because the symmetry in x, y and z of the qη also allows q4 = (w2 −
2y2)2 + 4x4 + 4z4 + (2wy− xz)2 + (zy)2 + (xy)2, etc. Averaging the Grammatrices for a qη yields another Grammatrix for
qη for which it is possible that ηmight be chosen smaller. In this way in place of (3.2) one is led to consider
1 −b −b −b
−b η a a
−b a η a
−b a a η
2b −2
3
−2
3
1− 2a
2b −2
3
−2
3
1− 2a
2b −2
3
−2
3
1− 2a

(3.3)
where a = 0, b = 29 yields a new representation for q4 but also allows a smaller choice of η:
q 4
27
=
(
w2 − 2
9
(x2 + y2 + z2)
)2
+ 8
81
(
x2 − 1
2
(y2 + z2)
)2
+ 2
27
(
y2 − z2)2 .
Allowing the parameter a to vary from 0 makes it possible to find the smallest value of η so that each of the four block
matrices becomes rank-1 and psd. With the η0 defined above in Claims 2 and 3, this occurs when a = η0 and b = √η0.
That this yields, as stated in Claim 4, a unique Gram matrix for qη0 still needs to be proved given that only 6 of a total of 20
dimensions of changes have been addressed.
To simplify calculation, scale R4 in the variablew, replacing it with w3√η0 . Define
γ0 := 9η3/20 .
Then (1.13) is replaced by a multiple of
1
2γ0
(w2 − γ0(x2 + y2 + z2))2 + (wx− yz)2 + (wy− zx)2 + (wz − xy)2.
By Claims 2 and 3 the estimate
√
η0 < 1/3 holds, whence 0 < γ0 < 1/3. Thus all assertions about qη0 (1.13) will hold
once the following theorem is proved.
Theorem 3.1. Given any γ , 0 < γ < 1/3, and any choice of aj > 0, j = 1, 2, 3, 4, the quartic form of R[w, x, y, z]
a1(w2 − γ (x2 + y2 + z2))2 + a2(wx− yz)2 + a3(wy− zx)2 + a4(wz − xy)2 (3.4)
is coercive and has a unique Gram matrix.
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Proof. Coerciveness follows as for qη0 in Claim 5 at the beginning of this section.
Write p1 = w2 − γ (x2 + y2 + z2), p2 = wx− yz, p3 = wy− zx and p4 = wz − xy. Suppose that
f :=
4∑
k=1
p2k =
r∑
j=1
h2j
for unknown quadratic polynomials hj. If any of the forms
∑4
k=1 akp
2
k (3.4) were to not have a unique Gram matrix neither
would f since f = ∑4k=1(1 − ak)p2k + ∑4k=1 akp2k is a sum of squares representation for  > 0 small enough. Therefore
it is enough to show that f has a unique Gram matrix. Or, which is the same thing, that the hj arise only by orthogonal
transformation of the pk, as in (2.2).
Each quadratic hj can be written as a sum of linear functions of degree 2 monomials as
hj(w, x, y, z) = lj1(w2, x2, y2, z2)+ lj2(wx, yz)+ lj3(wy, zx)+ lj4(wz, xy).
By linearity, and always evaluating the linear functions at the monomials as written above,
h2j (w, x, y, z)+ h2j (−w,−x, y, z)+ h2j (−w, x,−y, z)+ h2j (−w, x, y,−z)
= (lj1 + lj2 + lj3 + lj4)2 + (lj1 + lj2 − lj3 − lj4)2 + (lj1 − lj2 + lj3 − lj4)2 + (lj1 − lj2 − lj3 + lj4)2
= 4(l2j1 + l2j2 + l2j3 + l2j4).
Since f (w, x, y, z) = f (−w,−x, y, z) = f (−w, x,−y, z) = f (−w, x, y,−z) it follows that
f =
4∑
k=1
r∑
j=1
l2jk.
Thus, in addition to the Gram matrix induced by
∑
h2j , the hj also now supply a Gram matrix that has its nonzero entries
confined to the same blocks as shown in (3.3). Thew2 ≺ x2 ≺ y2 ≺ z2 block from∑rj=1 l2j1 must take the form
1 b2 − γ b3 − γ b4 − γ
b2 − γ γ 2 γ 2 − c4 γ 2 − c3
b3 − γ γ 2 − c4 γ 2 γ 2 − c2
b4 − γ γ 2 − c3 γ 2 − c2 γ 2
 (3.5)
where the parameters bk and ck are required to be at least nonnegative in order to preserve positive semi-definiteness. The
wx ≺ yz, wy ≺ zx and wz ≺ xy blocks are then
(
1− 2bk −1+ dk−1+ dk 1+ 2ck
)
for k = 2, 3, 4 respectively, where d2 + d3 + d4 = 0 is
required.
If b2 = b3 = b4 = 0, then the 3×3 principal submatrices of (3.5), in order to be psd, require c2 = c3 = c4 = 0. This in turn
implies d2 = d3 = d4 = 0 since otherwise at least one dk must always be negative, contradicting positive semi-definiteness
of one of the smaller blocks. Hence, defining b := 13 (b2 + b3 + b4), it will be shown that b = 0 whence b2 = b3 = b4 = 0.
Put also c := 13 (c2+ c3+ c4). By using the symmetries of f in the variables x, y, z and by d2+ d3+ d4 = 0, another Gram
matrix for f is now one with
1 b− γ b− γ b− γ
b− γ γ 2 γ 2 − c γ 2 − c
b− γ γ 2 − c γ 2 γ 2 − c
b− γ γ 2 − c γ 2 − c γ 2

in place of (3.5) together with three identical blocks of
(
1− 2b −1
−1 1+ 2c
)
. The larger block has determinant c2(−2c − 3b2 +
6bγ ). When c = 0, the 2 × 2 block shows that b = 0 since it has been established that the bk must be nonnegative. When
c > 0,
− 2c − 3b2 + 6bγ ≥ 0 (3.6)
is forced. The determinant of the 2× 2 block must satisfy 2c − 2b− 4bc ≥ 0, i.e. 0 ≤ b < 12 and c ≥ b1−2b . When b > 0 this
last inequality used in (3.6) yields 2 > 6γ ≥ 21−2b + 3b where the first inequality comes from the hypothesis γ < 1/3. But
this implies b > 76 which is outside the established range for b. Thus b = 0 is proved.
Going back to f =∑4k=1∑rj=1 l2jk and the block (3.5) induced by∑rj=1 l2j1 etc., it has now been proved that
r∑
j=1
l2jk = p2k (3.7)
for each k = 1, 2, 3, 4.
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Example 3.2. In the canonical example p1 = x2 + y2 and p2 = 0, let r = 2, h1 = x2 − y2 = l11(x2, y2) + l12(xy) and
h2 = 2xy = l21(x2, y2)+ l22(xy). Then∑2k=1∑2j=1 l2jk =∑2k=1 p2k , but∑2j=1 l2j1 = (x2 − y2)2 + 0 6= p21.
For each k, (3.7) states that a sumof psd rank-1matrices equals a rank-1matrix. This is possible onlywhen each ljk = ujkpk,
1 ≤ j ≤ r , for real numbers ujk satisfying∑j u2jk = 1 for each 1 ≤ k ≤ 4.
Therefore hj =∑4k=1 ujkpk, 1 ≤ j ≤ r and
f =
4∑
k=1
p2k =
r∑
j=1
h2j =
r∑
j=1
(
4∑
k=1
ujkpk
)2
=
4∑
k=1
p2k + 2
∑
1≤k<l≤4
(
r∑
j=1
ujkujl
)
pkpl.
Thus 0 = ∑1≤k<l≤4 (∑rj=1 ujkujl) pkpl and the hj will have been shown to be derived from the pk by orthogonal
transformation once it is shown that
∑r
j=1 ujkujl = 0 for each k 6= l. This in turn follows by showing that {pkpl}1≤k<l≤4
is a linearly independent set of quartic forms.
Put Q = ∑1≤k<l≤4 aklpkpl = 0 and set w = x = 1 and y = z = 0. Then Q = a12(1 − γ ) whence a12 = 0. Similarly
a13 = a14 = 0. Next setw = 4, x = y = 2 and z = 1. Then Q = a2362 whence a23 = 0 and similarly a24 = a34 = 0. 
Remark 3.3. More generally, the quartics (3.4) are pd whenever γ 6= 0 and γ 6= 1/3. When γ < 0, expanding the
first square makes it transparent that the quartics (3.4) have positive definite Gram matrices. When γ > 1/3 it is not
clear in this way, but then it is possible at (3.6) to choose 0 < b < 12 so that 6γ >
2
1−2b + 3b and to choose c so that
−3b2 + 6bγ > 2c > 2b1−2b which will yield positive determinants for both the 4× 4 and 2× 2 blocks. The other principal
minors can also be made positive this way. See also the argument in [24].
4. Proof of Theorem 1.4
Theorem 1.4 follows from the next theorem.
Theorem 4.1. Given γ , 0 < γ < 1/3, the positive definite quartic form of R[u, v, w, x, y, z]
f = (u2 + v2 + vw)2 + (w2 − γ (x2 + y2 + z2))2 + (wx− yz)2 + (wy− zx)2 + (wz − xy)2 (4.1)
is a noncoercive sum of squares.
Proof. The last four terms sum to a pd form over R4 as shown in the last section. From this, positive definiteness over R6
follows. On the other hand (1, i, 0, 0, 0, 0) ∈ C6 is a root for each of the five squared quadratics. Noncoerciveness of f will
be shown by proving that the apparent Gram matrix from (4.1) is the unique Gram matrix for f .
Write p1 = w2 − γ (x2 + y2 + z2), p2 = wx− yz, p3 = wy− zx, p4 = wz − xy and p5 = u2 + v2 + vw. Suppose that
f =
5∑
k=1
p2k =
r∑
j=1
h2j (4.2)
for unknown quadratic polynomials hj. Setting u = v = 0
f (0, 0, w, x, y, z) =
4∑
k=1
p2k =
r∑
j=1
h2j (0, 0, w, x, y, z).
By Theorem 3.1 this polynomial has a unique Gram matrix. It may then be assumed, because orthogonal transformations
can always be applied to the hj(u, v, w, x, y, z) (see (2.2)), that
hj(0, 0, w, x, y, z) = pj(w, x, y, z), 1 ≤ j ≤ 4
and
hj(0, 0, w, x, y, z) = 0, j ≥ 5.
Therefore
hj(u, v, w, x, y, z) = pj(w, x, y, z)+ ukj(w, x, y, z)+ vlj(w, x, y, z)+ φj(u, v), 1 ≤ j ≤ 4 (4.3)
and
hj(u, v, w, x, y, z) = ukj(w, x, y, z)+ vlj(w, x, y, z)+ φj(u, v), j ≥ 5, (4.4)
where the kj and lj are linear in w, x, y, z and the φj are quadratic forms in u, v. After substituting in (4.2), expanding the h2j
when 1 ≤ j ≤ 4 and canceling terms, the right equality becomes
(u2 + v2 + vw)2 = 2
4∑
j=1
upjkj + vpjlj + pjφj +
∑
j≥1
(ukj + vlj + φj)2.
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The terms linear in u and v must vanish, i.e.
4∑
j=1
pjkj =
4∑
j=1
pjlj = 0.
Moreover, the pj remain linearly independent when linear combinations are formed with coefficients that are themselves linear
inw, x, y, z. To see this, x = y = z = 0 in the right equality impliesw2l1(w, 0, 0, 0) = 0. Similarly, by setting equal to zero
variables in the remaining combinations of three variables and using γ 6= 0, it follows that l1(0, x, 0, 0) = l1(0, 0, y, 0) =
l1(0, 0, 0, z) = 0 thence l1(w, x, y, z) = 0. Next, y = z = 0 will yield l2(w,±w, 0, 0) = 0 and w = x = 0 will yield
l2(0, 0, y,±y) = 0. These four equalities force l2 = 0. In the same way l3 = l4 = 0. And kj = 0, 1 ≤ j ≤ 4. Consequently
(u2 + v2 + vw)2 =
4∑
j=1
(2pjφj + φ2j )+
∑
j≥5
(ukj + vlj + φj)2.
Write kj = ajw + bjx+ cjy+ djz, j ≥ 5, and |a|2 = a25 + · · · + a2r , etc. Setting v = 0 and comparing, on each side of the
identity, the coefficients of the u2w2, u2x2, u2y2 and u2z2 terms, it follows that
0 = 2(w2 − γ (x2 + y2 + z2))φ1(u, 0)+ u2(|a|2w2 + |b|2x2 + |c|2y2 + |d|2z2).
Therefore
0 = 2φ1(u, 0)+ u2|a|2 (4.5)
and
0 = −2γφ1(u, 0)+ u2|b|2.
Since γ > 0 it follows that |a| = |b| = 0 and likewise |c| = |d| = 0, i.e. kj = 0 for j ≥ 5.
Further consequences are that the monomial w2uv can now occur only in the term p1φ1 and thus does not occur; also
from (4.5) φ1(u, 0) = 0. Thus φ1 is a function of v only. Writing φ1 = α1v2
(u2 + v2 + vw)2 = 2α1(w2 − γ (x2 + y2 + z2))v2 + α21v4 +
4∑
j=2
(2pjφj + φ2j )+
∑
j≥5
(vlj + φj)2.
Under the first summation each of the terms 2wxφ2, 2wyφ3 and 2wzφ4 can only be canceled by the v2l2j terms from the
second summation. Consequently φj = αjv2 for 1 ≤ j ≤ 4. Writing |α|2 = α21 + · · · + α24
(u2 + v2 + vw)2 = 2v2
4∑
j=1
αjpj + |α|2v4 +
∑
j≥5
(vlj + φj)2. (4.6)
As above for the kj, now write lj = ajw + bjx+ cjy+ djz, j ≥ 5, and let φj = βju2 + · · ·, j ≥ 5. Again using the Euclidean
norm and now the inner product, and inspecting the terms with u4, u2vw and v2w2
1 = |β|, 1 = a · β and 1 = 2α1 + |a|2. (4.7)
The first two equalities imply |a| ≥ 1 so that α1 ≤ 0. Then inspecting v2x2
0 = −2α1γ + |b|2 ≥ |b|2.
Thus |b| = α1 = 0. Because now α1 = 0 the only v2y2 and v2z2 terms are found in the last summation of (4.6) whence
|c| = |d| = 0, and the lj are functions of w only. Since the last summation of (4.6) now involves no x, y or z it follows that
α2 = α3 = α4 = 0 also. Thus
(u2 + v2 + vw)2 =
∑
j≥5
(ajvw + φj)2.
Because α1 = 0, (4.7) implies aj = βj, j ≥ 5, and the equality may be written
(u2 + v2 + vw)2 =
∑
j≥5
(βj(vw + u2)+ δjuv + jv2)2.
Recall that |β| = 1. It follows that || = 1 as well, and that βj = j, j ≥ 5, whence δ ≡ 0.
It has been shown for j ≥ 5 that
φj(u, v) = aj(u2 + v2), lj(w, x, y, z) = ajw and kj = 0 with |a| = 1.
It has also been shown for 1 ≤ j ≤ 4 that
φj = lj = kj = 0.
Thus by (4.3) and (4.4) hj = pj, 1 ≤ j ≤ 4, and hj = aj(u2 + v2 + vw), j ≥ 5.
It has been shown that f is uniquely represented as a sum of squares and is a noncoercive sos. 
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5. A 6th order example
Let ρ ∈ R and consider the family of sextics
fρ(x, y, z) = x2
(
ρ2x2 + ρy2 − 1
2
z2
)2
+ y2
(
ρ2y2 + ρz2 − 1
2
x2
)2
+ z2
(
ρ2z2 + ρx2 − 1
2
y2
)2
. (5.1)
The three cubic polynomials that are squared have a common nontrivial root only when ρ = 0, ρ3 = − 12 , ρ3 =
− 5+3
√
3
4 or ρ
3 = −5+3
√
3
4 . In each case the root can be taken in R
3. Thus fρ is pd if and only if ρ3 does not take the four
listed values. In addition, every pd form fρ is coercive.
Put η0 = (1+
√
5)−3. Then for the Choi–Lam sextics (1.12), sη0 = (1+
√
5)fρ when ρ = (1+
√
5)−1. It will be shown
that (1 + √5)−1 belongs to an interval of ρ’s for which the fρ have unique Gram matrices. This uniqueness implies, as in
the quartic case, that η0 is the smallest value of η for which sη is an sos. The identity used in (3.1) may be replaced with
x6 + y6 = (x3 − 2xy2)2 + (y3 − 2x2y)2.
Theorem 5.1. The forms fρ are pd and have unique Gram matrices if and only if − 5+3
√
3
4 < ρ
3 < − 12 or 0 < ρ3 < −5+3
√
3
4 .
All other pd fρ have Gram matrices of full rank. Each fρ , for ρ3 not equal to the endpoints of the above intervals, is coercive.
Proof. The intervals of uniqueness will be established. The plan of the proof is as for that of Theorem 3.1.
Write p1 = x(ρ2x2 + ρy2 − 12 z2), p2 = y(ρ2y2 + ρz2 − 12x2), p3 = z(ρ2z2 + ρx2 − 12y2) and suppose that
fρ :=
3∑
k=1
p2k =
r∑
j=1
h2j .
Each cubic hj can be written as a sum of linear functions of cubic monomials as
hj(x, y, z) = lj1(x3, xy2, xz2)+ lj2(y3, yz2, yx2)+ lj3(z3, zx2, zy2)+ lj4(xyz).
Then fρ = fρ(−x, y, z) = fρ(x,−y, z) = fρ(x, y,−z) implies fρ = ∑4k=1∑rj=1 l2jk. In this way the hj induce a Gram matrix
for fρ of four blocks, the x3 ≺ xy2 ≺ xz2, y3 ≺ yz2 ≺ yx2 and z3 ≺ zx2 ≺ zy2 blocks taking the form
ρ4 ρ3 − ak+1 −ρ
2
2
− bk+2
ρ3 − ak+1 ρ2 + 2bk −ρ2 − ck
−ρ
2
2
− bk+2 −ρ2 − ck
1
4
+ 2ak
 (5.2)
for k = 1, 2, 3 respectively, where ak+3 = ak and bk+3 = bk; the fourth block for xyz being
(
2(c1 + c2 + c3)).
Necessarily c := c1 + c2 + c3 ≥ 0.
The notation [m n]k, 1 ≤ k ≤ 3, will mean the principal 2× 2 submatrix of (5.2), for a given k, formed from themth and
nth rows and columns.
Lemma 5.2. For (5.2) to be psd for every k = 1, 2, 3 when ρ ≥ 0 or ρ3 < − 12 it is necessary that ak ≥ 0 for each k.
Proof. First consider ρ ≥ 0 and suppose a1 < 0. Then [1 3]1 requires b3 ≤ 0. Consequently [1 2]3 requires a1 ≥ 0, a
contradiction.
Next consider ρ < 0 and suppose a1 < 0. Then [1 3]1 requires 2a1ρ4 − b3ρ2 − b23 ≥ 0 which implies 2a1ρ2 ≥ b3.
Next [1 2]3 requires 2b3ρ4 + 2a1ρ3 − a21 ≥ 0 which implies b3 ≥ −a1ρ−1. Thus 2a1ρ2 ≥ −a1ρ−1 which is equivalent to
ρ3 ≥ − 12 . 
Now put a := 13 (a1 + a2 + a3), b := 13 (b1 + b2 + b3) and
H :=

ρ4 ρ3 − a −ρ
2
2
− b 0
ρ3 − a ρ2 + 2b −ρ
2
− c 0
−ρ
2
2
− b −ρ
2
− c 1
4
+ 2a 0
0 0 0 2c
 .
Because fρ is a symmetric form it also has the Grammatrix Gwith three identical 3× 3 blocks equal to the 3× 3 block ofH
together with a 1× 1 block equal to the 1× 1 block ofH . Gwill be psd if and only ifH is.
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When ρ is taken in the intervals of the theorem it will be shown thatH is psd if and only if a = b = c = 0. By the lemma
this will imply that each ak vanishes. By the mean value zero condition b = 0 and by using the [1 2]k blocks of (5.2), this in
turnwill imply that each bk vanishes; similarly each ck vanishes. The proof then proceeds to an end just as after Example 3.2.
It is left to show thatH is psd if and only if a = b = c = 0. Rather than examining the principal minors ofH whenever
that condition is not met, it appears easier to proceed as follows; see [24].
LetH0 denoteH when a = b = c = 0. Define the 4× 4 matricesA,B and C so thatH = H0 + aA+ bB + cC.H0 is
a psd rank-1 matrix. A necessary (but not sufficient) condition for anH other thanH0 to also be psd is for some nontrivial
linear combination ofA, B and C to be psd on the null space ofH0, i.e. ifD is the nontrivial combination, then zTDz ≥ 0
wheneverH0z = 0. Put
zT = (X, Y − ρX, 2ρY , Z)
for all real X, Y and Z . Then z is a general element of the null space ofH0, and
1
2
zTAz = ρX2 + 4ρ2Y 2 − XY ,
1
2
zTBz = ρ2X2 + Y 2 − 4ρXY ,
1
2
zTAz = −2ρY 2 + Z2 + 2ρ2XY .
The goal now is to show that no nontrivial linear combination of these quadratics yields a psd quadratic form in the variables
X, Y and Z . Row reducing the coefficient matrix with columns ordered X2 ≺ Y 2 ≺ Z2 ≺ XY yields an equivalent system of
quadratics
X2 + 2σXY (5.3)
Y 2 + 2τXY
Z2 + 2φXY
where 2σ := 16ρ3−1
ρ(1−4ρ3) , 2τ := −3ρ1−4ρ3 and 2φ := − 4ρ
2(2ρ3+1)
1−4ρ3 .
When σ , τ and φ are not all of the same sign there exist convex combinations of (5.3) that have no indefinite term XY
and are pd forms in X, Y , Z . For these combinations the matricesH and G are positive definite. Lack of a common sign holds
for−1/2 < ρ3 < 0 and 1/16 ≤ ρ3.
When ρ3 < −1/2 each of σ , τ and φ is positive, while each is negative for 0 < ρ3 < 1/16. When σ and τ have the
same sign, positive A and B can be chosen so that the linear combination AX2 + 2(σA + τB)XY + BY 2 is psd if and only
if positive A and B can be chosen so that (σA + τB)2 − AB ≤ 0 if and only if 4στ ≤ 1. Since 4στ > 1 if and only if
− 5+3
√
3
4 < ρ
3 < −5+3
√
3
4 it follows that no linear combination of the first two quadratics of (5.3) can be definite for ρ
3 on
the open intervals (− 5+3
√
3
4 ,− 12 ) and (0, −5+3
√
3
4 ). Because φ shares the same signwith σ and τ in these intervals, choosing
C > 0 in AX2 + 2(σA+ τB+ φC)XY + BY 2 + CZ2 does not restrict these intervals further. 
The number (
√
5+ 1)−3 is contained in the second interval.
To prove Theorem 1.6 we will be content with a single example. Take ρ = −1.
Theorem 5.3. The positive definite sextic form of R[w, x, y, z]
g(w, x, y, z) := f−1(
√
w2 + x2, y, z) =
(
w3 + wx2 − wy2 − 1
2
wz2
)2
+
(
xw2 + x3 − xy2 − 1
2
xz2
)2
+
(
y3 − yz2 − 1
2
yw2 − 1
2
yx2
)2
+
(
z3 − zw2 − zx2 − 1
2
zy2
)2
(5.4)
is a noncoercive sum of squares.
Proof. A common complex root is (1, i, 0, 0). That g is a noncoercive sos will follow by proving that g has a unique Gram
matrix.
With the cubic forms p1, p2 and p3 defined, as in the proof of Theorem 5.1, for ρ = −1 and in the variables x, y and z,
define q1 = p1 + xw2, q2 = p2 − 12yw2, q3 = p3 − zw2 and q4 = w3 +wx2 −wy2 − 12wz2. As in the proof of Theorem 4.1,
it may be assumed here that every alternative sum of squares can be organized as the right side of
g =
4∑
k=1
q2k =
3∑
j=1
(pj + ajw3 + ljw2 + φjw)2 +
∑
j≥4
(ajw3 + ljw2 + φjw)2 (5.5)
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since g(0, x, y, z) = p21 + p22 + p23 has a unique Gram matrix. Here the aj are real numbers, the lj = lj(x, y, z) are real linear
forms and the φj = φj(x, y, z) are real quadratic forms.
Because the one term linear inw must vanish, it follows that
3∑
j=1
pjφj = 0. (5.6)
But p1, p2 and p3 are linearly independent when coefficients are taken from the quadratic forms in x, y and z. To see this, p2
and p3 both vanish at the six points
(1, 0, 0), (1, 0,±1), (±√2, 1, 0) and (√2,√6,√5)
while p1 does not. Thus (5.6) implies that φ1 must vanish at each of these points, which in turn implies that φ1 vanishes
identically. The same conclusion can be argued for φ2 and φ3.
Next we observe:
When x = 0 is substituted in the right side of (5.5) each cubic being squared must be a
linear combination of w3 − wy2 − 1
2
wz2, y3 − yz2 − 1
2
yw2, and z3 − zw2 − 1
2
zy2. (5.7)
Statement (5.7) follows because g(w, 0, y, z) = f−1(w, y, z)which has a unique Gram matrix by Theorem 5.1.
When x = 0 the first cubic of (5.5) is a1w3 + l1(0, y, z)w2 which has a shape that can be achieved only by the trivial
linear combination of (5.7) and thus must vanish. Therefore a1 = 0 and the unrestricted first cubic on the right of (5.5) is
then p1 + l1(x, 0, 0)w2 which may also be written q1 + b1xw2 for some real b1. Using (5.7) for the second and third cubics
results in the same general shape for all three: qj + bjxw2, j = 1, 2, 3.
Applying (5.7) to the cubics for j ≥ 4, each must be a multiple ofw3 −wy2 − 12wz2. From this, one concludes that lj is a
function of x only, writes lj = (aj + bj)x for real bj, and concludes that φj = −aj(y2 + 12 z2)+ xkj(x, y, z), j ≥ 4, for linear kj.
It has been shown that (5.5) is required to have the shape
g =
4∑
k=1
q2k =
3∑
j=1
(qj + bjxw2)2 +
∑
j≥4
(ajq4 + bjxw2 + kjxw)2. (5.8)
Again substituting x = 0 and again introducing the notation from the proof of Theorem 4.1, it follows that∑ a2j = |a|2 =
a · a = 1.
The onlyw5 termof (5.8)must vanish,whence a·b = 0,which in turn implies that there is only onew3 term. Consequently
b · k = 0 also. Expanding (5.8) and canceling terms then yields
0 = 2
3∑
1
bjqjxw2 + |b|2x2w4 + |k|2x2w2 + 2a · k q4xw.
Removing the common factor of xw2 results in
0 = 2
3∑
1
bjqj + |b|2xw2 + |k|2x+ 2a · k
(
w2 + x2 − y2 − 1
2
z2
)
. (5.9)
Putw = x = 0. Then
0 = 2b2y(y2 − z2)+ 2b3z
(
z2 − 1
2
y2
)
− 2a · k(0, y, z)
(
y2 + 1
2
z2
)
and one can conclude b2 = b3 = 0 and a · k = cx for real c. After substitution in (5.9) there is a common factor of x, whence
0 = 2(b1 + c)
(
w2 + x2 − y2 − 1
2
z2
)
+ |b|2w2 + |k(x, y, z)|2.
Setting w = x = 0 yields 2(b1 + c) ≥ 0. Setting w = y = z = 0 yields 2(b1 + c) ≤ 0. Thus b1 + c = 0 and it follows that
|b| = |k| = 0. Substitution in (5.8) yields an identity.
It has been shown that g has a unique Gram matrix and is a noncoercive sos. 
Remark 5.4. The sextics
Sβ = (1+ β)(x6 + y6 + z6)− x4z2 − y4x2 − z4y2 − x4y2 − y4z2 − z4x2 + 3x2y2z2
= (1+ β)(x6 + y6 + z6)− x4z2 − y4x2 − z4y2 − s(x, y, z)
for β > 0 are also even, symmetric and positive definite. Robinson [14] proved that S0 is psd and not a sum of squares. The
former fact cannot follow from the arithmetic–geometricmean inequality as it did for s (1.11). Choi, Lam and Reznick proved
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in [26] p. 573 that Sβ is an sos if and only if β ≥ 1/8. Once again the smallest β provides a coercive sos with, as mentioned
above in the introduction, a unique Gram matrix [20].
8
9
S 1
8
= x2
(
x2 − 2
3
(y2 + z2)
)2
+ y2
(
y2 − 2
3
(z2 + x2)
)2
+ z2
(
z2 − 2
3
(x2 + y2)
)2
.
Only trivialmodifications, due to the different coefficients in the squared quadratics, of the proof of Theorem5.3 are required
in order to prove that S 1
8
(
√
w2 + x2, y, z) is a positive definite noncoercive sos.
Remark 5.5. By Nullstellensätze (see pp. 56–57 of [28]) every collection of homogeneous polynomials p1, . . . , pr ∈
C[x1, . . . , xn] with 1 ≤ r < n has a common nontrivial zero a ∈ Cn to the system of equations p1 = · · · = pr = 0
while the corresponding statement, for the polynomial ring R[x1, . . . , xn] and Rn in place of Cn, holds only when all of the
degrees d1, . . . , dr of the polynomials p1, . . . , pr are not even. Thus the sextic example here is required to be the sum of at
least 4 squares in order to be pdwhile the quartic examples are pdwith but 5 squares of quadratics in the 6 indeterminates.
The 5 quadratics necessarily share a nontrivial complex root while the 4 cubics need not, though they do.
6. Final remark on coercive integro-differential forms
The results of this article when combined with the Aronszajn theorem show that there exist homogeneous constant
coefficient elliptic operators Lwith formally positive integro-differential forms (1.2) for which a coercive estimate like (1.3)
is never true. However, such an L could have an integro-differential form like (1.4) which is not formally positive but which
satisfies the coercive estimate (1.3) when (1.4) is used on the left side in place of (1.2). The author claims this to be always
true in the quartic, i.e. 4th order operator, cases [29]. The proof necessarily uses Agmon’s characterization of coerciveness.
Thus Agmon’s characterization is needed in order to answer the coerciveness problem for differential operators even when
those operators possess formally positive integro-differential forms.
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