We study exact recovery conditions for convex relaxations of point cloud clustering problems, focusing on two of the most common optimization problems for unsupervised clustering: k-means and k-median clustering. Motivations for focusing on convex relaxations are: (a) they come with a certificate of optimality, and (b) they are generic tools which are relatively parameter-free, not tailored to specific assumptions over the input. More precisely, we consider the distributional setting where there are k clusters in R m and data from each cluster consists of n points sampled from a symmetric distribution within a ball of unit radius. We ask: what is the minimal separation distance between cluster centers needed for convex relaxations to exactly recover these k clusters as the optimal integral solution? For the k-median linear programming relaxation we show a tight bound: exact recovery is obtained given arbitrarily small pairwise separation > 0 between the balls. In other words, the pairwise center separation is ∆ > 2 + . Under the same distributional model, the k-means LP relaxation fails to recover such clusters at separation as large as ∆ = 4. Yet, if we enforce PSD constraints on the k-means LP, we get exact cluster recovery at separation as low as ∆ > min{2 + 2k/m, 2 + 2 + 2/m} + . In contrast, common heuristics such as Lloyd's algorithm (a.k.a. the k-means algorithm) can fail to recover clusters in this setting; even with arbitrarily large cluster separation, k-means++ with overseeding by any constant factor fails with high probability at exact cluster recovery. To complement the theoretical analysis, we provide * Supported by a Princeton CCI postdoctoral fellowship. † supported by AFOSR Grant No. FA9550-12-1-0317. ‡ Supported by NSF grants CCF-1218687 and CCF-1302518. § Supported by a Simons postdoctoral fellowship. ¶ Supported by an NSF CAREER grant.
INTRODUCTION
Convex relaxations have proved to be extremely useful in solving or approximately solving difficult optimization problems. In theoretical computer science, the "relax and round" paradigm is now standard: given an optimization problem over a difficult (non-convex) feasible set, first relax the feasible set to a larger (convex) region over which the optimization problem is convex, then round the resulting optimal solution back to a point in the feasible set. Such convex relaxations generally serve a dual purpose: (i) they can be solved efficiently, and thus their solution gives a good starting point for the rounding step [56] , and (ii) the value of the optimal solution to the convex relaxation serves as a good bound on the true optimal solution, and this can be used to certify the performance of the overall algorithm. Often, the feasible set is non-convex due to integral constraints of the form xi ∈ {0, 1}, so that the relaxed convex set is given by the interval constraints xi ∈ [0, 1]. The study of convex relaxations in theoretical computer science has typically focused on how well such relaxations can approximate the objective function. This is captured by the approximation factor that can be obtained, i.e., how much worse in cost the integer rounded solution can be be in terms of the cost of the optimal fractional solution to the convex relaxation. However, in many practical scenarios, the choice of using a particular objective function is only a means to recovering the true hidden solution. For instance, when solving a clustering problem, the goal is to find the underlying ground truth clustering of the given data set. Modeling this problem via minimizing a particular objective function (such as k-median, k-means etc.) is a convenient mathematical choice, albeit the true goal still being to approximate the ground truth rather than the objective. In such scenarios, it is natural to ask if one can use convex relaxations directly to obtain the underlying ground truth solution and bypass the rounding step. In practice, it is often observed that optimal solutions of convex relaxations are also optimal for the original problem. As a result, one no longer needs the rounding step and the optimal solution can be recovered directly from solving the relaxed problem [54, 52] . We refer to this occurrence as exact recovery, tightness, or integrality, of the convex relaxation. Currently, there is very little theoretical understanding of this phenomenon (see e.g. [54, 52] ). Motivated by this question, our goal in this work is to understand whether and when convex relaxations can in fact lead to exact recovery, i.e. yield the optimum solution for the underlying discrete optimization problem. This question also motivates the study and comparison of different relaxations for the same problem, in terms of their ability to produce integral optimum solutions. This is different from the typical goal of choosing the relaxation which yields algorithms with the best approximation factor. We believe that this is an interesting lens for examining convex relaxations that yields different insights into their strengths and weaknesses. The phenomenon of exact recovery is understood in certain cases: a classical result says that network flow problems (e.g. maximum flow or minimum cost flow problems), or more generally any integer programming problem whose constraints are totally unimodular, all vertex solutions in the feasible set of the linear programming relaxation are integral, and hence the optimal solution (necessarily a vertex solution) is also integral [53] . Integrality of convex relaxations have also been studied in LP decoding, where linear programming techniques are used to decode LDPC codes [32, 31, 26, 7] . More recently, in the statistical signal procressing community, the seminal papers on compressive sensing [19, 28] started a trend towards "with high probability" tightness results: many optimization problems, while NP hard in the worst case, have tight convex relaxations with high probability over a distributions on input parameters. Subsequently, similar phenomena and guarantees have also emerged in low-rank matrix completion problems [51, 20, 34, 50, 22] , and in graph partition problems [5, 23, 6, 30, 24, 27, 1] . Some other examples include multireference alignment and the study of MIMO channels [44, 15] . Among these works, the graph partitioning problems are most closely related to the clustering problems considered here; still, there are fundamental differences as discussed in Section 1.5. Convex relaxations have also been shown to recover optimal solutions to certain "stable" instances of graph partitioning problems such as Max-Cut [43] and for inference in graphical models [54, 55, 52, 39 ].
Geometric clustering
We will focus on integrality for convex relaxations of geometric clustering problems: given an initial set of data, map the data into a metric space, define an objective function over the points and solve for the optimal or an approximately optimal solution to the objective function. Then we can assume we are given a finite set of points P = {x1, . . . , xn} in a metric space (X, d) which we would like to partition into k disjoint clusters. Two of the most commonly studied objective functions in the literature are k-median and k-means, depicted in Figure 1 . In the k-median (also known as k-medoid) problem, clusters are specified by centers: k representative points from within the set P denoted by c1, c2, . . . , c k . The corresponding partitioning is obtained by assigning each point to its closest center. The cost incurred by a point is the distance to its assigned center, and the goal is to find k center points that minimize the sum of the costs of the points in P :
Alternatively, in the euclidean k-means problem, the points are in R m and the distance d(xi, xj) is the euclidean distance. The goal is to partition a finite set P = {x1, . . . , xn} in k clusters such that the sum of the squared euclidean distances to the average point of each cluster is minimized. Let A1, A2, . . . , A k denote a partitioning of the the n points into k clusters; if ct =
The identity
allows us to re-express the k-means problem as the following optimization problem:
Prior work
The k-median and the k-means problems and their LP relaxations have been extensively studied from an approximation point of view. Both problems can be expressed as integer programming problems -see (1) and (2) below -which are NP-hard to optimize [4, 35] . There exist, for both problems, approximation algorithms which achieve a constant factor approximation [38, 41] . The k-median objective is closely related to the well studied facility location problem [10, 35] and the best known algorithms use convex relaxations via a rounding step. For k-means there also exist very effective heuristics [42] that although having provable guarantees in some cases [40, 21] , may, in general, converge to local minima of the objective function. SDP relaxations of the k-means optimization problem were previously introduced [49, 48] , albeit without exact recovery guarantees. The question of integrality for convex relaxations of geometric clustering problems -in which case no rounding step neededseems to have first appeared only recently in [29] , where integrality for an LP relaxation of the k-median objective was shown, provided the set of points P admits a partition into k clusters of equal size, and the separation distance between any two clusters is sufficiently large. The paper [46] also studied integrality of an LP relaxation to the k-median objective (with squared Euclidean distances d 2 (·) in the objective), and introduced a distribution on the input {x1, x2, . . . , xn} which we will also consider here: Fix k balls in R m of unit radius in arbitrary position, with a specified minimum distance between centers ∆ > 2. Draw n/k random points uniformly 1 and independently from each of the k balls. In [46] , it was shown that the LP relaxation of k-median will recover these clusters as its global solution with high probability once ∆ ≥ 3.75 and n is sufficiently large. Note that once ∆ ≥ 4, any two points within a particular cluster are closer to each other than any two points from different clusters, and so simple thresholding algorithms can also work for cluster recovery in this regime. In Theorem 1, we contribute to these results, showing that the LP relaxation of k-median will recover clusters generated as such w.h.p. at optimal separation distance ∆ ≥ 2 + ε, for n sufficiently large given ε.
Our contribution
We study integrality for three different convex relaxations of the k-median and k-means objectives: Each of these relaxations produces integer solutions if the point set partitions into k clusters and the intra-cluster separation distance (distance between cluster centers) is sufficiently large. As the separation distance decreases to 2 (at which point clusters begin to overlap and the "cluster solution" is no longer well-defined), a phase transition occurs for the k-means relaxations, and we begin to see fractional optimal solutions. For the k-median LP, it is actually difficult to generate fractional solutions, even as the cluster centers become arbitrarily close. We now present informal statements of our main results; see specific sections for more details. THEOREM 1. For any constant > 0, and k balls of unit radius in R m whose centers are separated by at least ∆ > 2 + , there exists n sufficiently large that if n random points are drawn uniformly and independently from each ball, then with high probability, the natural k-median LP relaxation is integral and recovers the true clustering of the points. THEOREM 2. Under the same setting as above and with high probability, a simple LP relaxation for the k-means objective fails to recover the exact clusters at separation ∆ < 4, even for k = 2 clusters. THEOREM 3. Under the same setting as above, an SDP relaxation for the k-means objective recovers the clusters up to separa-
Here k is the number of clusters points are sampled from balls of unit radius in R m .
Theorems 1 and 2 are tight in their dependence on the cluster separation ∆. Theorem 3 is also tight in ∆ in the limit as the ambient dimension m → ∞. In fact, for Theorem 3 we can provide quantitative rates for exact recovery in terms of n, m, and k: the SDP will recover k clusters with inter-center separation
√ n with probability greater
(where c is a universal constant and γ > 0). See Section 4 for details.
REMARK 1.
As an addition to Theorem 1 we show that the popular Primal-Dual approximation algorithm for k-median [36] also recovers the true clustering under the same assumptions. In fact, in this case, when executing the algorithm one does not need to run the second stage of choosing independent sets among the set of potential centers. See the full version for details.
REMARK 2.
Under the assumptions of the theorems above, popular heuristic algorithms such as Partitioning around Medoids (PAM) and Lloyd's algorithm (for k-median and k-means, respectively) can fail with high probability. See Section 5 for details.
subject to q∈P zpq = 1 ∀p ∈ P zpq ≤ zpp ∀p, q ∈ P p∈P zpp = k zpq ∈ {0, 1 |Ap| } Figure 2 : IP formulations for the k-median (1) and k-means (2) problems. In the k-median formulation, the variable yp indicates whether the point p is a center or not, while zpq is 1 if the point q is assigned to p as center, and 0 otherwise. The solution for this integer programming problem corresponds to the adjacency matrix for a graph consisting of disjoint star-shaped graphs like the one shown in Figure 1 . For kmeans, an integral solution means that zpq = 1 |Ap| if both p and q are in the cluster Ap, otherwise zpq = 0. So in fact we are using the word "integral" in a broader sense. The solution corresponds to the adjacency matrix of k disjoint complete graphs, were each edge is weighted by the inverse of the number of vertices in its connected component as shown in Figure 1 .
The main mathematical ingredients to establish the results above consist in the use of concentration of measure results, both scalar and matrix versions, to build appropriate dual certificates for these problems. That is, we construct deterministic sufficient conditions for the convex relaxations to be integral, and then demonstrate that with high probability, such conditions are satisfied for the random input at sufficiently high cluster separation. At the same time, the complementary slackness conditions for the k-means LP reveal that exact recovery for the k-means LP is possible if and only if the cluster separation satisfies ∆ ≥ 4.
Why Study Convex Relaxations?
At this point, we reiterate why we focus on exact recovery guarantees for convex relaxations in particular, as opposed to other popular algorithms, such as the k-means heuristic (a.k.a. Lloyd's algorithm [42] ). In fact, there has been substantial work on studying exact recovery conditions for such heuristics [47, 40, 9, 3] . However, one disadvantage of using these heuristics is that there is typically no way to guarantee that the heuristic is computing a good solution. In other words, even if such a heuristic is recovering an optimal solution to the underlying combinatorial optimization problem, we cannot ascertain such optimality just by looking at the output of the heuristic. Indeed, a crucial advantage of convex relaxations over other heuristics is that they come with a certificate that the produced solution is optimal, when this is the case. This property makes convex relaxations appealing over other iterative heuristics. There is also a large body of work on studying clustering problems under distributional or deterministic stability conditions [12, 25, 8, 18, 13, 37, 37, 2, 14] . However, the algorithms designed are usually tailored to specific assumptions on the input. On the other hand, the convex relaxation algorithms we study are not tied to any particular data distribution, and only depend on k, the number of clusters.
Nevertheless, it is natural to ask how well the commonly-used heuristics for k-means and k-median perform on the instances we analyze. Toward this end, we show (see Section 5) that heuristics such as Lloyd's algorithm and kmeans ++ (even with initialization procedures like overseeding) can fail to recover clusters with exponentially high probability, even when the cluster separation is arbitrarily high, far within the regime where Theorems 1 and 3 imply that the k-means and k-median convex relaxations are guaranteed (with high probability) to recover the clusters correctly.
Comparison with stochastic block models
The stochastic block model (SBM) with k communities is a simple random graph model for graph with a community behavior. Each edge is random (similarly to an Erdős Rényi graph) where the edges are independent and the probability of each depends on wether it is a intra-or inter-community edge. The task consists of recovering the hidden communities, and is often known as community detection or graph partitioning; in the particular case of two communities this is also known as planted bisection. Recently, [1] and [45] have obtained sharp thresholds for which problem parameters it is, in the k = 2 case, possible to correctly recover the labels of every point. Moreover an SDP relaxation is proposed in [1] and shown to be integral and perform exact recovery close to the optimal threshold. Although sharing many characteristics with our problem, the stochastic block model differs from the clustering problems we consider in many fundamental ways. Our objective is to cluster a point cloud in euclidean space. Although our results are for specific models, they are obtained from establishing conditions on the point clouds that could potentially be established for other, perhaps even deterministic, point clouds as the methods we analyze are not tied to the point model; they are clustering methods widely used in many settings. In contrast, the convex relaxation mentioned above for the SBM is based on the maximum likelihood estimator for the graph model. Moreover, while the SBM produces graphs whose edges are independent, our random model is on the vertices, which creates non-trivial dependencies in the edges (distances). Another technical difficulty in the clustering problems we study, that is not present in the SBM, is the inhomogeneity of the points; the points in the SBM are fairly uniform, even though there might be small variations, the inner and outer degree of every node will be comparable. On the other hand, in our setting, points close to other clusters have a very different distance profile from points near the center of their own cluster.
INTEGRALITY FOR THE K-MEDIAN LP RELAXATION
The k-median problem, expressed in the form of an integer programming problem (1), has a natural linear programming relaxation given by relaxing the integral constraints to interval constraints. This linear program is given in (3); its dual linear program is given in (4). In the integer programming problem (1) the variable yp ∈ {0, 1} indicates whether the point p ∈ P is a center or not. The variable zpq ∈ {0, 1} for p, q ∈ P indicates whether or not the point p is the center for the point q. Each point has a unique center, and a cluster is the set of points sharing the same center. The solution z ∈ R n×n of (3) is a clustering if and only if it is integral (i.e. zpq are integers for all p, q ∈ P ). This solution is generically unique since no constraint is parallel to the objective function, hence motivating the following definitions.
subject to
We will ensure optimality of a particular integral solution to (3) by showing the existence of a feasible solution to the dual problem (4) whose dual objective value matches the primal objective value of the intended integral solution -a so-called dual certificate. When the solution of (3) is integral, it is also degenerate, since most of the variables are zero. In fact we experimentally observed that the dual (4) has multiple solutions. Indeed, motivated by this observation and experimental evidence, we can essentially enforce an extra constraint in the dual by asking that the variables α be constant within each cluster. Given α's as such, the β's and ξ's are then easily identified. We now formulate a sufficient condition for integrality based on these observations: LEMMA 4. Consider sets A1, . . . , A k with n1, . . . , n k points respectively. If ∃α1, . . . , α k s.t for each s ∈ A1 ∪ . . .
then the k-median LP (3) is integral and the partition in clusters A1, . . . , A k is optimal.
PROOF. By strong duality, the intended cluster solution is optimal if the corresponding LP objective value
is less than or equal to the dual objective for some feasible point in the dual problem. By restricting the dual variables αq to be constant within each cluster, and by setting ξ to be equal to the RHS of the Lemma statement, we can verify that the dual objective is at least the cost of the intended clustering. Moreover, it is also easy to see that for this setting of ξ and αq's, the dual constraints are trivially satisfied.
Note that the sufficient condition in (4) is similar to the sufficient condition considered in [46] , but turns out to be more powerful in the sense that it allows us to get down to cluster separation ∆ = 2 + . A possible interpretation for the dual variables (which has been exploited by the current primal-dual based approximation algorithms for the k-median problem described in the full version) is as distance thresholds. In the RHS of equation (5) in q∈A j (αj − d(s, q))+ a point s ∈ P gets positive contribution from points q ∈ Aj that are at a distance smaller than αj. In this sense, a point in the set Aj can only "see" other points within a distance αj. Following this intuition, one way to prove that inequality (5) holds is to show that we can choose feasible dual variables α1, . . . , α k to satisfy
• Each center sees exactly its own cluster i.e. (αj − d(cj, q))+ > 0 if and only if q ∈ Aj.
• The RHS of (5) attains its maximum in the centers c1, . . . , c k .
• Each of the terms niαi − minp∈A i q∈A i d(p, q) in the average in the LHS of (5) are the same.
Our strategy is to provide a set of conditions in our data points that guarantee such feasible dual variables exist. Assume the sets A1, . . . , A k are contained in disjoint balls Br 1 (c1), . . . , Br k (c k ) respectively (where we use the notation Br(c) to indicate a ball of radius r centered at c), and suppose that α1, . . . , α k , αj > rj, are such that for all i = j, Bα j (cj) ∩ Br i (ci) = ∅. Given the α's there exist τ1, . . . , τ k > 0 sufficiently small that any x ∈ Bτ j (cj) is seen only by points in its own ball (see Definition 3 for a precise statement). We now define conditions on the sets A1, . . . , A k which imply integrality of the linear programming relaxation (3). For simplicity, we assume for the remainder of the section n1 = . . . = n k = n and r1 = . . . = r k = 1. Roughly speaking, our conditions ask that a) The clusters are separated, being contained in disjoint balls, b) Outside of a certain neighborhood of the center, no point is a good center for its own cluster and c) No point gets too much contribution from any other cluster. More precisely, we require the following separation and center dominance conditions:
We say such sets satisfy the separation condition if they are included in k disjoint balls: A1 ⊂ B1(c1), . . . , A k ⊂ B1(c k ), d(ci, cj) = 2 + δij for i = j where δij > 0, and the distance between B1(ci) and B1(cj) satisfies:
REMARK 3. The expression
provides a way of measuring how different the clusters are from each other. For example, if the clusters are symmetric, then OPT k − OPT 1 n = 0. This condition requires bigger separation when clusters are different.
We also require a center dominance condition. Consider the contribution function P (α 1 ,...,α k ) : X → R as the sum of all contributions that a point can get:
The center dominance condition essentially says that the contribution function attains its maximum in a small neighborhood of the center of each ball, as long as the parameters α are chosen from some small interval.
DEFINITION 3 (CENTER DOMINANCE). A1, . . . , A k satisfy center dominance in the interval
and for all α1, . . . , α k ∈ (a, b) there exist τ1, . . . , τ k > 0 such that for all x ∈ Bτ j (cj), j = 1, . . . , k
Note that, in particular this condition requires the existence of a point of Aj in Bτ j (cj).
We now state our main recovery theorem, and show that very natural distributions satisfy the conditions. THEOREM 5. If A1, . . . , A k are k sets in a metric space (X, d) satisfying separation and center dominance, then there is an integral solution for the k-median LP and it corresponds to separating P = A1 ∪ . . . ∪ A k in the clusters A1, . . . , A k .
Indeed, a broad class of distributions are likely to satisfy these conditions. The following theorem shows that with high probability, such conditions are satisfied by a set of nk points in R m (for n sufficiently large) drawn from k clusters which have the same (but shifted) rotationally symmetric probability distribution which is such that the probability of any ball containing 0 is positive. THEOREM 6. Let µ be a probability measure in R m supported in B1(0), continuous and rotationally symmetric with respect to 0 such that every neighborhood of 0 has positive measure. Then, given points c1, . . . , c k ∈ R m such that d(ci, cj) > 2 if i = j, let µj be the translation of the measure µ to the center cj. Now consider the data set A1 = x
, each point drawn randomly and independently with probability given by µ1, . . . , µ k respectively. Then, ∀ γ < 1, ∃N0 such that,∀ n > N0, the k-median LP (3) is integral with prob. at least γ.
The proof of this theorem can be found in the full version of the paper [11] . The main idea is that given k balls with the same continuous probability distribution, for large values of n, the separation condition is just a consequence of the weak law of large numbers. And one can see that center dominance holds in expectation, so it will hold with high probability if the number of points n is large enough. Note that the condition that all measures be the same and rotationally symmetric can be dropped as long as the expectation of the contribution function attains its maximum in a point close enough to the center of the ball and limn→∞
AN INTEGRALITY GAP FOR THE K-MEANS LP RELAXATION
We now show that, in contrast to the LP relaxation for the k-median clustering problem, the natural LP relaxation for k-means does not attain integral solutions for the clustering model presented in Theorem 6, unless the separation between cluster centers exceeds ∆ = 4. In particular, this shows that the k-median LP relaxation performs better (as a clustering criterion) for such data sets. The natural LP relaxation for k-means uses the formulation of the objective function given by equation (k-means). The natural LP relaxation for (2) is given by (10) below, whose dual LP is (11):
In an intended integral solution to (10) , the variable zpq = 1/|C| if p, q belong to the same cluster C in an optimal clustering, and zpq = 0 otherwise. It is easy to see that such a solution satisfies all the constraints, and that the objective exactly measures the sum of average distances within every cluster. The following theorem completely characterizes when this LP relaxation can recover the optimum k-means cluster solution: if the distance between any two points in the same cluster is smaller than the distance between any two points in different clusters.
THEOREM 7. Given a set of points P = A1 ∪ . . . ∪ A k , the solution of (10) is integral and divides the set P in k clusters A1, . . . , A k if and only if for all p, q in the same cluster Ai and r in a different cluster Aj,
(12) PROOF. If the solution of (10) is integral and divides the set P in the clusters A1, . . . , A k , complementary slackness tells us that αp = d 2 (p, q) + βpq if p, q are in the same cluster (13) βpr = 0 if p, r are in different clusters (14) if and only if α, β are corresponding optimal dual variables. Combining (11), (13) and (14), since βpq > 0 we obtain that if p, q are in the same cluster and r is in a different cluster,
Conversely, if (12) holds then there exist dual feasible variables satisfying (13) and (14) for the corresponding cluster solution, indicated by zpq ∈ {0,
Indeed, for any dual feasible solution, q∈P βpq = ξ ∀p ∈ P implies p,q∈P βpqzpq = kξ; we also have αp = q∈P (d 2 (p, q) + βpq)zpq. Then for any dual feasible solution,
which gives the integrality of (11). The solution is generically unique because no constraint in (10) is parallel to the objective function.
The following is a direct consequence of Theorem 7.
THEOREM 8. Fix k balls of unit radius in R m , and draw n points from any distribution supported in these balls. If n is sufficiently large, then the LP relaxation of k-means (10) is not integral with high probability, unless the centers of any two balls are separated by a distance ∆ ≥ 4.
INTEGRALITY FOR THE K-MEANS SDP RELAXATION
In contrast to the negative results for the k-means LP relaxation, we now show that by adding positive semidefinite constraints, the resulting SDP relaxation of the k-means problem is integral at much closer range: for unit-radius clusters whose centers are separated by distance as low as 2 + 2k m + for any > 0. To fix notation for this section, we have k clusters in R m , each containing n points, so that the total number of points is N = kn. We index a point with (a, i) where a = 1, . . . , k represents the cluster it belongs to and i = 1, . . . , n the index of the point in that cluster. The distance between two points is represented by d (a,i),(b,j) . We define the N ×N matrix D given by the squares of these distances. It consists of blocks
. For ease of dual notation, the k-means SDP (15) and dual (16) are presented using slightly unconventional notation:
subject to Tr(X) = k X1 = 1
Here, 1 ∈ R N ×1 has unit entries, and ea,i ∈ R N ×1 is the indicator function for index (a, i). Also, Aa,i = The intended primal optimal solution X ∈ R N ×N which we will construct a dual certificate for is block-diagonal, equal to 1/n in the n × n diagonal blocks for each of the clusters, and 0 otherwise. Defining 1a as the indicator function of cluster a (that is, it has a 1 in coordinates corresponding to the points in cluster a), we can write the intended solution as X =
Recall the dual certificate approach: if we can construct a set of feasible dual variables (z, α, β, Q) with dual objective function (16) equal to the primal objective (15) corresponding to X, then we can be assured that X is an optimal solution. If, in addition, rank(Q) + rank(X) = N , then we can be assured that X is the unique optimal solution. Towards this end, complementary slackness tells us that QX = 0, which means that
Complementary slackness also tells us that, over each n × n diagonal block,
The above condition essentially compares (for two points r, s in clusters a, b respectively) (i) the average distance of r to the cluster b, the average distance of s to cluster a, the distance between r and s, and finally the average distance between the two clusters. Hence, we have the following theorem.
THEOREM 9. If an euclidean clustering instance with the squared distance matrix D satisfies average separation, then the corresponding k-means SDP for the instance has unique integral solution equal to the k-means optimal solution, and corresponding to this clustering.
We may show that for our distributional instances consisting of clusters whose centers are separated by 2 + 2k m + , average separation is satisfied for large enough n. This involves delicate tail bounds on the spectrum of matrices where the rows correspond to points sampled from isotropic distributions supported on the unit ball, and also on the average between-and across-cluster distances. Putting this together, we get the following: THEOREM 10. For the k-means objective, if n points are drawn from k distributions in R m , where each distribution is isotropic and supported on a ball of radius 1, and if the centers of these balls are separated at a distance of 2 + 2k m + for some > 0, then there exists n0 such that for all n ≥ n0, the kmeans SDP recovers the exact clusters with probability exceeding
.
REMARK 4.
A slightly different dual certificate shows that under the same hypothesis the SDP recovers the exact clusters when the centers are separated by a distance 2 + 2 + 2/m + , which is better in the regime k > m. Therefore our recovery result holds for separation min{2 + 2k/m, 2 + 2 + 2/m} + .
Refer to the full version of our paper [11] for complete details.
WHERE CONVEX RELAXATIONS SUC-CEED, LLOYD'S METHOD CAN FAIL
The well-known heuristic algorithm for solving the k-means optimization problem known as Lloyd's algorithm 3 (also known as the k-means algorithm or Voronoi iteration) can fail in the setting of separated isotropic clusters where, as shown in Theorem 6, the kmedian LP is guaranteed to be integral. The construction of a bad scenario for Lloyd's algorithm consists of 3 balls of unit radius, such that the centers of the first two are at a distance of ∆ > 2 from each other, and the center of the third is far away (at a distance of D ∆ from each of the first two balls). Generate the data by sampling n points from each of these balls. Now we create l copies of this group of 3 clusters such that each copy is very far from other copies. In the full version of our paper [11] we will show that with overwhelming probability Lloyd's algorithm will pick initial centers such that either (1) some group of 3 clusters does not get 3 centers initially, or (2) some group of 3 clusters will get 3 centers in the following configuration: 2 centers in the far away cluster and only one center in the two nearby clusters. In such a case it is easy to see the the algorithm will never recover the true clustering.
The same example can also be extended to show that the well known kmeans++ algorithm [9] which uses a clever initialization will also fail with high probability when the number of clusters and the dimension of the space is large enough, even in the setting with overseeding proposed in [47] . A complete statement and proof of this theorem is available at the full version of our paper [11] . THEOREM 11. Given an overseeding parameter c > 1 and minimum separation ∆ > 2, there exist inputs with center separation at least ∆, for which kmeans++ with overseeding [47] with ck centers selected initially, fails with high probability to exactly recover the clusters.
SIMULATIONS
In this section we report on experiments conducted regarding the integrality of k-median LP (3), k-means LP (10), and k-means SDP (15) . Our input consists of k disjoint unit-radius balls in R m such that the centers of distinct balls are separated by distance ∆ ≥ 2. We then randomly draw N = kn points; n points i.i.d. uniformly within each ball. We implement and solve the convex optimization problems using Matlab and CVX [33] . An experiment is considered successful if the solution of the convex optimization is integral and separates the balls into their respective clusters. Note that this is the same experimental set-up as in [46] . For each value of ∆ and n we repeat the experiment 10 times and plot, in a gray scale, the empirical probability of success. Figure 3 shows the simulation results for k = 2 clusters in R 3 . The number of points N ranges from 4 to 50 and ∆ ranges from 2 to 3.5. It is clear that the k-median LP and k-means SDP are superior to the k-means LP in achieving exact recovery at lower threshold ∆. In fact, as predicted by our theoretical analysis, the k-means LP integrality is very infrequent for ∆ < 3. The k-median LP and k-means SDP seem to have comparable performance, but the k-median LP is much faster than the k-means SDP. REMARK 5. If instead requiring integrality and recovery of the planted clusters, we only test our results for integrality (i.e. the result of the simulation should just be some clustering, not necessarily the clustering corresponding to the disjoint supports from which we draw the points) we see a very interesting behavior: k-median LP We observe that k-median LP obtains integral solutions for every instance of our experiments. That is, the failure instances in our experiments shown in Figures 4 and 3 still coincide with clusterings, just not the clusters corresponding to the planted disjoint supports. Indeed, a different clustering can make sense as being more "optimal" than the planted distribution when N is small. We refer to Section 7 for a discussion of an open problem regarding this.
k-means SDP and LP For all instances of our experiments, every time we obtain an integral solution, the integral solution corresponded to the underlying expected clustering. The failure instances in Figures 4 and 3 correspond to matrices that do not represent any clustering as represented in Figure 5 . We have not explored whether it is possible to recover the expected clustering via rounding such a fractional solution.
CONCLUSIONS AND FUTURE WORK
In this work we studied convex relaxations for popular clustering objectives and gave sufficient conditions under which such relaxations lead to exact recovery thereby bypassing the traditional rounding step in approximation algorithms. Our results also shed light on differences between different relaxations. For instance, our theoretical and empirical results show that the k-median LP is much better at recovering optimal solutions than the k-means LP.
In fact, we show that the k-means LP is integral only in the regime ∆ ≥ 4 where a simple thresholding algorithm could also be used to distinguish clusters. Our analysis for the k-means SDP shows that for any cluster center separation ∆ ≥ 2 + 2k/m, the solution corresponds to a clustering for n sufficiently large, where we give a precise bound on n.
In contrast, for the k-median LP, we know that for any separation 2 + and any number of clusters k, the solution of the k-median LP is integral if n is large enough. It remains to quantify how large n needs to be in terms of the other parameters. Several possible future research directions come out of this work.
Although we study only a specific distribution over data -points drawn i.i.d. from disjoint balls of equal radius -it is of interest to investigate further to determine if the exact recovery trends we observe are more general, for example, by relaxing certain assumptions such as equal radii, equal numbers of points within clusters, etc. A particularly interesting direction is the setting where the balls overlap and/or when the points are drawn according to a mixture of Gaussians. These two examples share the difficulty that there is no longer a "ground truth" clustering to recover, and hence it is not even clear how to build a dual certificate to certify an integral solution. Despite this difficulty, we observe in experiments that the k-median LP relaxation still remains integral with high probability, even in extreme situations such as when the points are drawn i.i.d from a single isotropic distribution but parameter k > 1 clusters are sought in the LP relaxation! As in most practical applications, hoping for ground truth recovery is overly optimistic; understanding the integrality phenomenon beyond the exact recovery setting is an important problem. Recently, the same phenomenon was observed [16] in the context of the Procrustes, alignment, and angular synchronization problems and referred to as rank recovery.
A third direction would be to relax the notion of integrality, asking instead that a convex relaxation produce a near-optimal solution. There has been recent work on this for the k-means++ algorithm [3] . Another by-product of our analysis is a sufficient condition under which the popular primal-dual algorithm for k-median leads to exact recovery. It would be interesting to prove similar exact recovery guarantees for other approximation algorithms. Finally, convex relaxations are a very powerful tool not just for clustering problems but in many other domains. The questions that we have asked in this paper can also be studied for various other domains such as inference in graphical models [54] , graph partitioning [17, 43] , and more. Figure 3 : Empirical probability of integrality of convex relaxation-based clustering. Lighter color corresponds to higher probability of success. We consider 2 clusters in R 3 , 4 ≤ N ≤ 50, 2 ≤ ∆ ≤ 3.5. 
