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INTRODUCTION
La the´orie des cordes a connu un regain d’inte´reˆt dans les anne´es 80 a` la suite des
travaux fondateurs de Polyakov puis de Green et Schwarz. Elle s’est ave´re´e cohe´rente
et renormalisable, on a pu la traiter comme les the´ories de jauge habituelles et
sortir des dimensions critiques a` condition d’introduire une gravitation quantique
bidimensionnelle.
Une corde e´voluant dans un espace-temps de dimension d est de´crite (en premie`re
quantification) par une the´orie quantique des champs bidimensionnelle sur la surface
qu’elle balaye dans son mouvement, dite surface d’univers. Pour un espace-temps
plat, les coordonne´es des points de la corde sont d’un point de vue bidimensionnel
tout simplement d champs libres (on a un mode`le sigma non line´aire dans le cas
d’un espace-temps non trivial). Il a ne´anmoins e´te´ ne´cessaire d’introduire dans l’ac-
tion dite de Polyakov une me´trique bidimensionnelle intrinse`que. Bien qu’elle ne soit
classiquement qu’un multiplicateur de Lagrange, lors de la quantification l’anomalie
de Weyl la rend dynamique. C’est l’origine de la gravitation quantique bidimension-
nelle. Les d champs libres couple´s a` la gravite´ sont habituellement appele´s champs
de matie`re. Ces the´ories de cordes ont une grande invariance de jauge constitue´e par
les reparame´trisations de la surface d’univers. On la fixe soit dans la jauge conforme,
soit dans celle du coˆne de lumie`re. Nous ferons ici le premier choix. Comme pour les
the´ories de Yang-Mills, on a donc e´galement sur la surface d’univers des fantoˆmes
de Faddeev-Popov qui rendent compte du jacobien provenant de cette fixation de
jauge. Dans la jauge conforme, c’est le facteur conforme (facteur de proportionnalite´
de la me´trique) qui devient dynamique. Son action est celle de Liouville et c’est le
sujet central de cette the`se.
Il reste ne´anmoins dans cette jauge une syme´trie de re´siduelle : les transforma-
tions conformes. La the´orie doit donc eˆtre invariante conforme (en espace-temps
de me´trique non triviale, la cohe´rence de la the´orie s’exprime par l’annulation de
la fonction beta du mode`le sigma). Cependant, chacun des champs existant sur la
surface d’univers a individuellement une anomalie conforme, anomalie qui s’annule
pour la the´orie totale. On peut voir la dynamique du champ de Liouville comme une
fac¸on pour la the´orie de restaurer l’invariance conforme : les d champs de matie`re
contribuent de d unite´s a` l’anomalie conforme (ou charge centrale de l’alge`bre con-
forme), les fantoˆmes pour −26, et par conse´quent le champ de Liouville pour 26− d
(cas bosonique).
Pour les dimensions critiques (d = 26 pour les cordes bosoniques, et d = 10 pour
les supercordes) pour lesquelles la the´orie est exempte d’anomalie de Weyl, la gravite´
se de´couple. Ceci n’est pas e´tonnant puisque dans ce cas les champs de matie`re et
les fantoˆmes donnent a` eux seuls une the´orie invariante conforme, de charge centrale
totale ctot = d−26 = 0. Ne´anmoins, nous n’aborderons pas ici le domaine bien connu
des cordes critiques, et nous nous placerons toujours en dimension non-critique.
Initialement, le but essentiel de l’e´tude des cordes non-critiques e´tait de s’af-
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franchir des dimensions 10 ou 26. Il est cependant apparu depuis lors de nombreuses
manie`res de re´duire la dimension de l’espace-temps des cordes critiques, par com-
pactification ou en conside´rant des degre´s de liberte´ internes. Actuellement l’atten-
tion porte´e aux cordes non-critiques est davantage motive´e par l’e´tude de la gravi-
tation quantique bidimensionnelle, ce qui permet de de´crire des surfaces ale´atoires
charge´es de champs conformes de matie`re. L’e´tude des the´ories conformes bidimen-
sionnelles constitue tout un domaine en soi. Elles entretiennent des rapports e´troits
avec les mode`les inte´grables. Comme nous le verrons dans cette the`se, la the´orie de
Liouville s’est ainsi ave´re´e inte´grable quantiquement, et sa syme´trie classique Sl(2) a
donne´ naissance a` la syme´trie du groupe quantique Uq(sl(2)). Les groupes quantiques
jouent e´galement un roˆle important dans de nombreuses the´ories inte´grables. C’est
le cas par exemple du mode`le de Wess-Zumino-Witten, qui redonne en principe
la the´orie de Liouville par re´duction dimensionnelle. Les groupes quantiques sont
d’ailleurs initialement apparus lors de l’e´tude des mode`les inte´grables et en partic-
ulier de la the´orie de Liouville, avant d’eˆtre e´tudie´s plus syste´matiquement.
Ce domaine des cordes non-critiques a e´te´ tre`s largement e´tudie´ et re´solu en
dimension d infe´rieure a` 1. On parle souvent un peu abusivement de dimensions non
entie`res, en assimilant la dimension d a` l’anomalie conforme c, puisque les d champs
libres de la corde bosonique vivant en dimension d donnent une charge centrale
c = d. Quand on parle de mode`les de cordes en dimensions infe´rieures a` 1, il s’agit
donc en fait des the´ories conformes bidimensionnelles couple´es a` la gravite´ e´voque´es
plus haut, pour une charge centrale c infe´rieure a` 1. Cette the´orie conforme peut eˆtre
un champ libre avec charge d’arrie`re-plan (dite de ”background”) ou un mode`le de
physique statistique (d’Ising, de Potts, O(n)...) a` un point critique d’une transition
de phase du deuxie`me ordre. Les mode`les de physique statistique sont alors de´crits
par les mode`les minimaux, the´ories conformes contenant un nombre fini de familles
conformes et correspondant a` un ensemble discret de charges centrales particulie`res
comprises entre 0 et 1. Ces mode`les ont pu eˆtre traite´s dans une approche continue,
mais un grand pas en avant a e´te´ re´alise´ graˆce aux succe`s de l’approche discre`te.
En effet, la triangulation de la surface a permis de ramener le proble`me des mode`les
minimaux couple´s a` la gravite´ a` des mode`les de matrices, qui ont pu eˆtre re´solus
a` tous les ordres (c’est-a`-dire pour tout genre de surface, ce qui correspond au
de´veloppement en boucles des diagrammes de Feynman). L’espoir que la solution soit
non-perturbative a ne´anmoins e´te´ de´c¸u. L’approche continue a donne´ des re´sultats
concordants pour les fonctions a` trois points et les exposants critiques.
Au contraire, dans le domaine d > 1, on a tre`s peu de re´sultats. On l’appelle
ge´ne´ralement re´gime de couplage fort, puisque la constante de couplage de la the´orie
de Liouville est alors supe´rieure a` 1/8. La difficulte´ dans cette phase provient de l’ap-
parition de grandeurs complexes. Les poids conformes des ope´rateurs de la the´orie,
donne´s par les poids de Kac, deviennent complexes, ce qui a pour conse´quence des
exposants critiques et des masses carre´es complexes. C’est un des grands me´rites de
la quantification canonique de la the´orie de Liouville introduite par J.-L. Gervais et
A. Neveu au de´but des anne´es 80, que d’avoir permis un de´but de re´solution de cette
the´orie dans le re´gime de couplage fort. Et c’est pour le moment a` peu pre`s le seul
axe de recherche fructueux dans cette phase. Il a en effet e´te´ mis en e´vidence des
dimensions spe´ciales (d = 7, 13, 19 pour la corde bosonique) pour lesquelles il sem-
blait exister une sous-alge`bre ferme´e d’ope´rateurs physiques de poids re´els, ce qui
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permettrait de re´soudre les proble`mes pre´ce´demment e´voque´s (les dimensions cor-
respondantes sont d = 3, 5, 7 pour les supercordes). C’est le traitement syme´trique
des deux charges d’e´cran α+ et α− qui semble eˆtre la cle´ de ces re´sultats dans le
re´gime de couplage fort. La fin de la preuve de cette troncature (cas bosonique) et la
construction d’un mode`le topologique fortement couple´, pour lequel nous calculons
les fonctions a` N points, constituent une partie importante de cette the`se.
Le plan de ce me´moire est le suivant. Les trois premiers chapitres ont pour
but d’introduire les notions ne´cessaires a` la compre´hension de mes travaux origin-
aux dont l’essentiel est pre´sente´ dans les deux derniers chapitres, tous les de´tails
figurant dans les articles [P1, P2, P3, P4, P6] joints en annexe. Le compte-rendu
[P6] constitue un petit re´sume´ qui a l’avantage d’eˆtre en franc¸ais. L’article [P5] qui
sera publie´ prochainement n’a pas pu eˆtre joint au me´moire. Un certain nombre de
re´sultats non publie´s en refs.[P1, P2, P3, P4] (et qui le seront pour l’essentiel en
[P5]) seront imprime´s en italique.
Dans le premier chapitre, je pre´sente la base des the´ories conformes. Je me place
a` un niveau e´le´mentaire, renvoyant le lecteur inte´resse´ aux nombreuses revues exis-
tant sur le sujet. Je pre´sente ensuite dans un deuxie`me chapitre la solution classique
de la the´orie de Liouville, connue depuis longtemps, ainsi que le sche´ma de quantifi-
cation introduit par J.-L. Gervais et A. Neveu au de´but des anne´es 80. La re´solution
comple`te de l’alge`bre des ope´rateurs de la the´orie de Liouville dans le chapitre 4
fera appel aux e´quations polynomiales qui sont les e´quations de cohe´rence de cette
alge`bre. Elles sont de´montre´es dans le chapitre 3 ou` nous e´tendons la discussion
de Moore et Seiberg sur les the´ories conformes diagonales (et les e´quations polyno-
miales) au cas que nous appelons non-diagonal, ce qui s’ave´rera ne´cessaire pour le
re´gime de couplage fort.
Les deux derniers chapitres traitent de ma contribution a` la re´solution de la
the´orie de Liouville, en collaboration avec J.-L. Gervais et E. Cremmer pour le
chapitre 4 et J.-L. Gervais seul pour le chapitre 5. Dans le chapitre 4 (articles [P1,P2])
j’expose la re´solution de l’alge`bre d’ope´rateurs dans la base dite des ondes de Bloch
puis dans celle du groupe quantique. Les coefficients de fusion et d’e´change sont es-
sentiellement donne´es par des symboles du groupe quantique Uq(sl(2)), ce qui permet
de mettre en e´vidence la syme´trie Uq(sl(2)) de la the´orie. Nous nous contenterons ici
d’obtenir cette alge`bre, sans expliciter l’action des ge´ne´rateurs de Uq(sl(2)) (ce qui
est ne´anmoins possible), puisque la fusion et l’e´change suffisent a` prouver la localite´
des ope´rateurs ou des corre´lateurs physiques. Par rapport aux travaux pre´ce´dents
de J.-L. Gervais et ses collaborateurs, l’alge`bre est comple`tement re´solue au sens de
Moore et Seiberg, alors qu’auparavant la fusion n’e´tait traite´e qu’a` l’ordre dominant
a` la Wilson, ce qui mettait l’associativite´ en de´faut. Nous l’avons e´galement e´tendue
a` des ope´rateurs de spins continus (non ne´cesssairement demi-entiers), c’est-a`-dire
des repre´sentations infinies du groupe quantique Uq(sl(2)). Nous relions aussi la ma-
trice de passage entre ces deux bases a` une autre matrice de passage connue dans
la litte´rature, qui est donne´e par des Clebsch-Gordan. Notre matrice de passage est
la limite de ces Clebsch-Gordan. La base des ondes de Bloch est relie´e a` un mode`le
SOS ou IRF (Interaction Round a Face) alors que la base du groupe quantique est
relie´e a` un mode`le a` vertex. Nous montrons que le mode`le a` vertex est la limite du
mode`le IRF lorsque ses spins sur les faces tendent vers l’infini. Notre ge´ne´ralisation
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a` des spins continus donne donc aussi une ge´ne´ralisation des invariants de liens
correspondant a` ces mode`les a` vertex et IRF. Il est e´galement propose´ en [P2] une
repre´sentation tridimensionnelle de ces invariants par des tetrae`dres. Elles est connue
pour les mode`les IRF (te´trae`dres = 6-j) mais ne semble pas l’eˆtre pour les mode`les
a` vertex (te´trae`dres = Clebsch-Gordan, matrice R et 6-j).
Le chapitre 5 (articles [P3,P4,P5]) traite du couplage fort, c’est-a`-dire de the´ories
en dimensions 1 < d < 25. Il apparaˆıt alors en ge´ne´ral des exposants critiques et
des poids complexes qui ne sauraient eˆtre physiques. J.-L. Gervais a cependant
montre´ avec ses collaborateurs que pour des dimensions spe´ciales (d = 7, 13, 19 dans
le cas bosonique) il existe une sous-alge`bre ferme´e d’ope´rateurs de poids re´els. Ce
travail e´tait cependant partiel. Nous montrons dans ce chapitre, graˆce aux re´sultats
du pre´ce´dent, que l’alge`bre d’ope´rateurs est bien ferme´e a` tous les ordres. Nous
e´tendons e´galement ceci a` des spins fractionnaires qui sont ne´cessaires pour obtenir
des fonctions de partition invariantes modulaires. Nous proposons ensuite dans la
partie 5.2 un nouvel e´clairage de la troncature de cette sous-alge`bre d’ope´rateurs
de poids re´els. Il apparaˆıt en effet que les dimensions et spins mis en e´vidence
pre´ce´demment sont exactement ceux qui donnent une de´ge´ne´rescence maximale de
la matrice de monodromie, et nous montrons que cette de´ge´ne´rescence est un cas
particulie`rement favorable a` l’obtention d’une troncature de l’alge`bre d’ope´rateurs.
N’e´tant pas encore capables de calculer les amplitudes de ve´ritables the´ories de
cordes dans ces dimensions spe´ciales, nous e´tudions dans la partie 5.3 un mode`le
simplifie´ a` deux degre´s de liberte´, du meˆme genre que les mode`les minimaux dans le
re´gime de couplage faible : la matie`re et la gravite´ sont engendre´es par deux copies de
la construction spe´ciale pre´ce´dente. Les excitations correspondant a` ces deux degre´s
de liberte´ (un pour la matie`re, un pour la gravite´) doivent donc ensuite disparaˆıtre
par cohomologie BRST et le mode`le devenir topologique. Nous avons pu calculer la
susceptibilite´ de corde γstring et les fonctions de corre´lation a` N points de ce mode`le
graˆce a` une action effective. L’exposant critique γstring calcule´ est la partie re´elle de
la formule de KPZ qui est complexe dans la phase de couplage fort. La physique
du couplage fort semble en outre tre`s diffe´rente de celle du couplage faible, avec en
particulier un de´confinement de la chiralite´.
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Chapitre 1
INTRODUCTION AUX
THEORIES CONFORMES
Les the´ories conformes sont aujourd’hui devenues un des outils fondamentaux
de la the´orie des cordes. La syme´trie conforme est en effet la syme´trie re´siduelle
apre`s fixation de la jauge conforme sur la surface d’univers de la corde. Elles ont
e´galement une importance fondamentale en physique statistique car la syme´trie
conforme est aussi pre´sente aux transitions de phase du deuxie`me ordre. Cela fait
donc aujourd’hui partie de la culture du physicien the´oricien et c’est pourquoi je me
contenterai souvent dans ce chapitre de citer des re´sultats et de renvoyer le lecteur
aux refs.[1, 2, 3] ainsi qu’aux nombreuses autres refe´rences existantes.
En dimension D quelconque les transformations conformes sont les translations,
les rotations, les dilatations et les transformations dites conformes spe´ciales. Elles
sont donc engendre´es par un nombre fini d’entre elles et le groupe conforme est de
dimension finie. En dimension 2, en revanche, il en apparaˆıt d’autres et le groupe
conforme est alors constitue´ des transformations analytiques et anti-analytiques du
plan complexe. Il devient de dimension infinie. C’est la source de la richesse des
the´ories conformes bidimensionnelles. Ce nombre infini de syme´tries a en effet per-
mis d’en re´soudre un grand nombre. Il semble meˆme y avoir un rapport profond
entre the´ories conformes bidimensionnelles et mode`les inte´grables. Nous ne nous
inte´resserons ici qu’aux the´ories bidimensionnelles.
Je me contente ici de pre´senter la base des the´ories conformes, et le lecteur un
minimum familier de ces the´ories pourra passer a` la suite. Un des buts de ce chapitre
est de montrer comment les e´quations dites de “bootstrap” sont obtenues comme
e´quations de Ward lie´es au de´couplage des vecteurs nuls de la the´orie conforme.
En effet, la plus simple d’entre elles, une e´quation hyperge´ome´trique, est a` la base
de l’approche ope´ratorielle de la the´orie de Liouville. En 1983 Gervais et Neveu
l’on prouve´e explicitement graˆce a` l’expression des ope´rateurs en termes de champs
libres, comme nous le verrons dans le chapitre suivant. Il n’e´tait donc pas vraiment
ne´cessaire pour la re´solution de la the´orie de Liouville de pre´senter les the´ories
conformes telles qu’elles ont e´te´ formalise´es dans l’œuvre fondatrice de BPZ [1],
puisque la syme´trie conforme apparaˆıt naturellement dans la the´orie de Liouville.
Ceci permet ne´anmoins de la situer dans un cadre plus ge´ne´ral.
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1.1 Changements de coordonne´es et tenseur
e´nergie - impulsion
Les transformations conformes sont les changements de coordonne´es qui conser-
vent les angles, et qui conservent donc la me´trique proportionnelle a` elle-meˆme. Pour
un tel changement de coordonne´es
σa → ξa(σ) a = 1, 2
la me´trique se transforme donc (classiquement) par
gab → ∂ξ
c
∂σa
∂ξd
∂σb
gcd = ρ(σ)gab (1.1)
Les the´ories classiques invariantes sous les transformations conformes ont un
tenseur energie-impulsion de trace nulle. Ceci est tre`s facile a` voir : on sait de´ja`
que pour tout lagrangien ne de´pendant pas explicitement du point conside´re´ (donc
invariant par translation), le tenseur e´nergie-impulsion T ab est conserve´ :
∂aT
ab = 0. (1.2)
De plus, pour un lagrangien invariant conforme, donc invariant par dilatation
xa → xa + ǫxa, le courant de dilatation T abxb est e´galement conserve´. Ceci a pour
conse´quence l’annulation de la trace de T ab :
∂a(T
abxb) = (∂aT
ab)xb + T
ab(∂a)xb = T
a
a = 0. (1.3)
En dimension 2 la re´ciproque est e´galement vraie : T aa = 0 et ∂aT
ab = 0 impliquent
la syme´trie conforme. Au niveau quantique, en revanche, une action classiquement
invariante conforme pourra donner lieu a` une anomalie conforme, qu’on appelle donc
parfois anomalie de trace.
Nous avons jusqu’ici e´crit des formules valables pour une me´trique quelconque,
mais nous nous placerons en fait toujours dans la jauge conforme ou` la me´trique
de re´fe´rence est δab (en euclidien). Dans un syste`me de coordonne´es complexes
1
z = σ2+iσ1, z¯ = σ2−iσ1, la me´trique euclidienne s’e´crit gzz¯ = gz¯z ∝ 1, gzz¯ = gz¯z = 0
et les transformations conformes sont simplement les transformations analytiques et
anti-analytiques
z → z′(z) , z¯ → z¯′(z¯). (1.4)
Cependant, la surface de´crite par une corde ferme´e dans son mouvement (surface-
univers) a la topologie d’un cylindre. La coordonne´e σ1 = σ (de genre temps en
minkowskien) est pe´riodique, la pe´riode pouvant eˆtre ramene´e a` 2π. C’est pourquoi
on utilise souvent des coordonne´es complexes qui sont les exponentielles de celles
de´finies pre´ce´demment (σ1 ≡ σ, σ2 ≡ τ) :
z = eτ+iσ , z¯ = eτ−iσ (1.5)
ce qui transforme le cylindre en plan. Dans ces coordonne´es du plan complexe,
le temps est radial et σ est naturellement pe´riodique. Le passe´ et le futur infinis
1 Il faut conside´rer les deux variables z et z¯ comme inde´pendantes (donc σ et τ complexes). On
se rame`ne au cas physique a` la fin par restriction a` σ et τ re´els donc z¯ = (z)∗.
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correspondent a` z = 0 et z = ∞ respectivement. Pour des the´ories conformes
quantiques on parlera donc de quantification radiale, le T-produit e´tant remplace´
par un ordre radial. La transformation des coordonne´es z = τ + iσ, z¯ = τ − iσ
du cylindre aux coordonne´es 1.5 du plan complexe est elle-meˆme conforme, et les
coordonne´es 1.5 sont donc de bonnes coordonne´es : la me´trique garde la meˆme forme
et les transformations conformes sont toujours les transformations analytiques et
anti-analytiques 1.4.
Dans ce syste`me de coordonne´es, la nullite´ de la trace de T (utilisant la syme´trie
de T ) s’e´crit Tzz¯ = Tz¯z = 0 et la conservation de T prouve que ses autres composantes
Tzz et Tz¯z¯ sont respectivement analytique et anti-analytique :
∂zTz¯z¯ = 0 ⇒ Tz¯z¯(z, z¯) = Tz¯z¯(z¯) note´ T (z¯)
∂z¯Tzz = 0 ⇒ Tzz(z, z¯) = Tzz(z) note´ T (z). (1.6)
T (z) et T (z¯) sont les ge´ne´rateurs des transformations conformes z → z′(z) et z¯ →
z¯′(z¯) respectivement, ou
z → z + ǫ(z) (1.7)
pour les transformations infinite´simales engendre´es par T (z). Le groupe (des tranfor-
mations) conforme(s) est factorise´ : c’est le produit tensoriel de sa partie analytique
par sa partie anti-analytique, c’est pourquoi nous ne conside´rerons souvent par ex-
emple que la partie analytique engendre´e par T (z).
Nous pourrions traiter le cas des the´ories conformes classiques mais pre´fe´rons
passer tout de suite au cas quantique. Dans ce cas, les transformations du tenseur
e´nergie-impulsion T ne se de´duisent pas simplement des lois de transformations
tensorielles. On e´crit donc la forme la plus ge´ne´rale possible de ses variations sous
les transformations conformes (qu’il engendre lui-meˆme). Nous donnons le re´sultat
pour ses modes  Ln qui sont de´finis par
T (z) =
∞∑
n=−∞
z−n−2Ln (1.8)
chacun des Ln e´tant le ge´ne´rateur des transformations infinite´simales 1.7 avec
ǫ(z) = ǫzn+1. (1.9)
Les lois de transformation les plus ge´ne´rales pour ces modes sont donne´es par
l’alge`bre de Virasoro
[Ln, Lm] = (n−m)Ln+m + c
12
n(n− 1)(n+ 1)δn,−m. (1.10)
On a une alge`bre similaire pour les modes Ln de T qui commutent par ailleurs avec
les Ln. Le parame`tre c ne peut pas eˆtre fixe´ par des conside´rations ge´ne´rales. Il
de´pend de la the´orie conside´re´e. C’est la charge centrale ou anomalie conforme. Il
est en effet imme´diat de ve´rifier que l’alge`bre classique des ge´ne´rateurs zn+1d/dz des
transformations conformes 1.9 est donne´e par 1.10 avec c = 0. L’alge`bre de Virasoro
1.10 est donc l’extension centrale de l’alge`bre conforme. La syme´trie conforme n’est
restaure´e que pour une charge centrale totale nulle.
En the´orie des cordes, l’invariance conforme est ce qu’il reste de l’invariance
par reparame´trisation lorsqu’on s’est place´ dans la jauge conforme. L’invariance par
8
reparame´trisation est une invariance de jauge fondamentale de la the´orie et ne doit
pas eˆtre brise´e quantiquement. Une the´orie de corde ne sera donc cohe´rente que si les
contributions a` la charge centrale de tous ses degre´s de liberte´ donnent une charge
centrale totale nulle. Pour une corde bosonique (resp. pour une supercorde) les
fantoˆmes de Faddeev-Popov introduits lors de la fixation de jauge contribuent pour
-26 (resp. -15) a` la charge centrale. Chaque coordonne´e d’espace-temps correspond
du point de vue bidimensionnel a` un (super-)champ (super-)conforme de charge
centrale 1 (resp. 3/2). Ces seuls degre´s de liberte´ donnent donc dans le cas des cordes
critiques, de´finies en dimension critique 26 (resp. 10), une the´orie libre d’anomalie
conforme. En dimension non-critique, en revanche, ces degre´s de liberte´ n’annulent
pas la charge centrale. Il est donc normal que pour une de´finition cohe´rente de
the´orie de cordes (i.e. invariante par reparame´trisation et donc invariante conforme)
la me´trique devienne dynamique et contribue pour C = 26− c a` la charge centrale,
si c est est la contribution des autres champs conformes (dits champs de matie`re,
par opposition a` la me´trique dont la dynamique constitue une gravitation quantique
bidimensionnelle).
Comme on peut le voir sur l’e´quation 1.9, L0 est le ge´ne´rateur des dilatations du
plan, qui ne sont pas autre chose que les translations du temps τ . Le hamiltonien
est donc
H = L0 + L0. (1.11)
On remarque e´galement que L−1 est le ge´ne´rateur des translations alors que L1 est
celui des transformations conformes spe´ciales. Ce sont les transformations conformes
qui existent en toute dimension. En dimension 2, ce sont les seules qui soient glob-
alement inversibles. On peut exhiber la forme globale de ces transformations dites
projectives :
z → az + b
cz + d
avec ad− bc = 1. (1.12)
Comme on peut aussi le ve´rifier sur l’alge`bre de leurs ge´ne´rateurs (alge`bre de Vira-
soro 1.10 restreinte a` m,n ∈ {−1, 0, 1}) la sous-alge`bre des transformations globale-
ment inversibles engendre´e par L−1, L0, L1 est un groupe Sl(2, C). Leur composition
et leur inversion se font par la multiplication habituelle des matrices
(
ab
cd
)
de Sl(2, C).
1.2 Champs primaires - Etats de plus haut poids
- Descendants
Inte´ressons-nous maintenant aux ope´rateurs de la the´orie. La loi de transforma-
tion la plus naturelle et la plus simple d’un ope´rateur φi sous une transformation
conforme 1.4 est
φi(z, z¯)→
(
dz′
dz
)∆i (dz¯′
dz¯
)∆i
φi(z′, z¯′). (1.13)
L’indice (ou le multi-indice) i sert a` distinguer les divers champs. Le champ φi est
dit de poids ∆i et ∆i. L’e´quation 1.13 est une extension de la loi de transformation
tensorielle classique. Les champs qui ont une loi de transformation donne´e par 1.13
sont dits primaires. Tous les champs ne pourront pas eˆtre dans ce cas, la de´rive´e d’un
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champ primaire n’est de´ja` clairement pas un champ primaire. Les transformations
1.9 engendre´es par les Ln s’e´crivent donc pour un tel champ
[Ln, φ
i(z)] = zn(z
d
dz
+ (n+ 1)∆i)φ
i(z) (1.14)
ou` nous n’avons pas e´crit la de´pendance en z¯. Il y a, comme toujours, une expression
similaire pour les Ln.
En the´orie conforme il y a une correspondance entre les ope´rateurs et les e´tats.
Les ope´rateurs engendrent les e´tats a` partir du vide. Au vu du de´veloppement en
modes 1.8 de T , le vide |0 > “entrant” (correspondant donc a` z = 0) doit eˆtre
annihile´ par les modes Ln tels que −n− 2 < 0, sinon T (z) aurait une singularite´ en
0 :
Ln|0>= 0 pour n ≥ −1. (1.15)
Le vide |0> est donc en particulier invariant sous les transformations globales de
Sl(2, C) engendre´es par L1, L0, L−1. Les e´tats sont obtenus par action des champs
sur le vide :
|i>= φi(0)|0> . (1.16)
Si le champ φi est primaire, l’e´tat correspondant est aussi dit primaire et nous
re´servons d’ailleurs la notation 1.16 aux e´tats primaires. On de´duit des relations de
commutation des champs primaires que les e´tats primaires ve´rifient
L0|i>= ∆i|i> et Ln|i>= 0 pour n ≥ 1. (1.17)
Comme les e´tats, ils sont dits de poids ∆i. Contrairement au vide |0> ils ne sont pas
Sl(2, C) invariants : il y a maintenant un ope´rateur inse´re´ en z = 0 (i.e. τ = −∞)
qui est modifie´ par les transformations Sl(2, C).
La transformation z → 1/z permet de de´finir syme´triquement les e´tats sortants
<i| = lim
z,z¯→∞ <0|φ
i(z, z¯)z2L0 z¯2L0 (1.18)
ou` on a explicite´ la de´pendance en z et z¯. Les facteurs z2L0 issus de la transformation
z → 1/z permettent d’avoir une normalisation non singulie`re malgre´ la limite infinie
(cf Eq.1.26 plus loin) et l’orthogonalite´ des e´tats
<i|j>= δi,j . (1.19)
La meˆme transformation permet d’obtenir la relation d’orthogonalite´
(Ln)
† = L−n. (1.20)
On en de´duit que syme´triquement le vide et les e´tats sortants sont annihile´s par les
L−n :
<0|L−n = 0 pour − n ≤ 1
<i|L−n = 0 pour − n ≤ −1. (1.21)
La proprie´te´ < 0|L−n = 0 exprime la re´gularite´ du tenseur e´nergie-impulsion a`
l’infini.
Nous avons introduit les champs et e´tats primaires et il est temps maintenant
d’examiner quels sont les autres champs et e´tats de la the´orie, car ils ne peuvent pas
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tous eˆtre primaires. On a en effet de´ja` remarque´ que la de´rive´e d’un champ primaire
ne l’e´tait pas. De fac¸on plus ge´ne´rale que la de´rive´e, qui correspond a` une translation
locale engendre´ par L−1, on peut appliquer a` un champ φi tous les ge´ne´rateurs Ln
des transformations conformes locales. Ces ope´rateurs doivent ne´cessairement eˆtre
inclus dans l’alge`bre car ils apparaissent par exemple dans le de´veloppement a` courte
distance de T (z)φi(z′). Ils engendre´s a` partir des champs primaires par
φi,(−k1,...,−kN)(z) = L−k1(z)...L−kN (z)φ
i(z) (1.22)
pour des entiers positifs k1, ..., kN , d’ou` leurs noms de descendants. Comme les Ln
qui sont les modes de T (z) de´veloppe´ autour de 0, les Ln(z) de 1.22 sont les modes
pour un de´veloppement autour de z. Pour les e´tats (donc z = 0) on a e´galement les
descendants ou e´tats secondaires
|i, (−k1, ...,−kN )>= L−k1 ...L−kN |i> . (1.23)
L’e´tat |i, {−k1, ...,−kN}> n’est plus annihile´ par les Ln, n > 0, et la condition 1.21
constitue une caracte´risation des e´tats primaires. Son poids se calcule aise´ment par
1.17 et 1.10 :
L0|i, (−k1, ...,−kN)>= (∆i + k1 + ...+ kN)|i, (−k1, ...,−kN )> . (1.24)
Le poids d’un descendant est donc obtenu par accroissement d’un entier positif a`
partir du poids ∆i de l’e´tat primaire dont il est issu. C’est pourquoi on appelle aussi
ces derniers, “e´tats de plus haut poids”, par re´fe´rence a` une convention de signe
oppose´e2.
On a ainsi a` partir de chaque champ primaire toute une se´rie de champs dits
secondaires ou descendants. Ils constituent la famille conforme de φi. L’espace de
tous les e´tats engendre´s par action des L−k sur l’e´tat de plus haut poids |i > est
appele´ module de Verma et note´ ici Hi. C’est une repre´sentation de l’alge`bre de
Virasoro. Elle est caracte´rise´e par le poids ∆i.
1.3 Proprie´te´s des fonctions de corre´lation
Un des inte´reˆts de ce “classement” des ope´rateurs en repre´sentations de l’alge`bre
de Virasoro, est qu’a` partir des fonctions de corre´lation des champs primaires
<0|
n∏
i=1
φi(zi)|0> (1.25)
on peut obtenir toutes celles des descendants φi({ν}). En effet, e´crivant les descen-
dants sous la forme 1.22 et commutant les Ln jusqu’a` une extre´mite´ graˆce a` 1.14,
on obtient finalement la fonction de corre´lation des descendants comme le re´sulat
de l’action d’un ope´rateur diffe´rentiel sur la fonction de corre´lation des champs pri-
maires. Conse´quence (entre autres) : des champs primaires de´couple´s (fonction de
corre´lation nulle) ont des descendants e´galement de´couple´s, on peut donc parler de
re`gles de se´lection ou de fusion (cf note 6 page 49) pour des familles conformes
entie`res.
2 On a e´videmment aussi les descendants <i, (k1, ..., kN )| =<i|LkN ...Lk1 pour les e´tats sortants.
11
Mais on peut dire encore beaucoup plus sur les fonctions de corre´lation entre
champs primaires. En effet, les fonctions de corre´lation doivent eˆtre invariantes par
translation, dilatation et transformations conformes spe´ciales, les transformations
projectives globales de Sl(2, C). Ceci peut se voir en commutant leurs ge´ne´rateurs
L−1, L0 et L1, qui laissent le vide invariant, avec tous les ope´rateurs3 de 1.25. On
obtient ainsi trois e´quations diffe´rentielles des plus simples qui sont les identite´s de
Ward projectives. Ceci contraint tre`s fortement la forme des fonctions de corre´lation.
La fonction a` deux points est de la forme
<φ1(z1, z¯1)φ
2(z2, z¯2)>∝ (z1− z2)−2∆1(z¯1− z¯2)−2∆1 si ∆1 = ∆2 et ∆1 = ∆2 (1.26)
ou` la constante de proportionnalite´ peut eˆtre normalise´e a` un. Sinon, pour des poids
diffe´rents, elle est nulle. La fonction a` trois points est ne´cessairement de la forme
<φ1(z1, z¯1)φ
2(z2, z¯2)φ
3(z3, z¯3)>= C1,2,3
∏
1≤i<j≤3
(zi − zj)−∆ij (z¯i − z¯j)−∆ij (1.27)
ou` ∆1,2 = ∆1 +∆2 −∆3 et de meˆme pour les autres ∆ij . Les constantes C1,2,3 qui
de´pendent des trois ope´rateurs φ1, φ2 et φ3 ne peuvent pas eˆtre pre´dites par des
conside´rations ge´ne´rales. Elles de´pendent de la the´orie conside´re´e et sont appele´es
constantes de structure de la the´orie. Elles constituent en fait la seule informa-
tion non-triviale contenue dans les fonctions a` trois points. Les fonctions d’ordre
supe´rieur, a` N points, sont de la meˆme fac¸on le produit :
- d’un facteur “trivial”, c’est-a`-dire connu graˆce aux identite´s de Ward projectives,
inde´pendamment de la the´orie ((zi − zj)−∆ij ... dans le cas N = 3).
- d’un facteur qui de´pend de la the´orie conside´re´e (C1,2,3 pour le fonction a` 3 points)
et ne peut pas eˆtre de´duit des proprie´te´s conformes ge´ne´rales. C’est une fonction
des N − 3 quotients anharmoniques (zi − zj)(zk − zl)/(zi − zl)(zk − zj) invariants
par transformations projectives (C’est donc bien une constante pour N = 3).
C’est pourquoi on fixe souvent trois des points des fonctions de corre´lation. Ceci
permet de connaˆıtre la fonction non triviale des N − 3 quotients anharmoniques et
donc toute la fonction a` N points. On peut le voir autrement : de la fonction de
corre´lation avec trois points fixe´s (a` 0, 1 et∞ par exemple, comme on le fait souvent)
on peut de´duire la fonction a` N points quelconques par les trois transformations pro-
jectives qui permettent de transformer 0, 1 et ∞ en trois autres points, quels qu’ils
soient. Et la loi de transformation des fonctions de corre´lation pour les transfor-
mations projectives globales est connue par 1.13, comme pour toute transformation
conforme locale.
1.4 Repre´sentations re´ductibles
La description des e´tats |i, (−k1, ...,−kN) > par le multi-index (−k1, ...,−kN)
n’est pas unique, on peut en effet commuter les L−ki graˆce a` 1.10. On peut imposer
par exemple de de´crire les descendants par des ki ordonne´s, ce qui e´limine les com-
mutations possible et les ambigu¨ıte´s. On a alors, a priori, une description univoque
des e´tats du module de Verma. Et, dans le cas ge´ne´ral, c’est bien vrai.
3 Ces ope´rateurs doivent en fait ve´rifier 1.14 pour n = −1, 0, 1 uniquement, ce qui est une
contrainte moins forte que pour tout n (champs primaires). De tels ope´rateurs sont appele´s quasi-
primaires. Le tenseur e´nergie-impulsion T par exemple est quasi-primaire, mais il n’est pas primaire,
c’est un descendant d’ordre 2 de la famille conforme de l’identite´.
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Cependant, pour certaines valeurs discre`tes de ∆, cela cesse de l’eˆtre. Les e´tat
L−2|i> et (L−1)2|i> par exemple ont tous les deux pour poids ∆i + 2. Le nombre
d’e´tats de poids ∆i +N est encore plus grand. Il est donc le´gitime de se demander
si ces e´tats ne pourraient pas eˆtre lie´s. Et en effet, pour certaines valeurs du poids,
c’est le cas.
Pour N=2 par exemple, on montre d’abord que la combinaison line´aire
|χ>=
(
L−2 +
3
2(2∆i + 1)
(L−1)2
)
|i> (1.28)
a les proprie´te´s d’un champ primaire : on ve´rifie en effet facilement graˆce a` l’alge`bre
de Virasoro qu’il est annihile´ par les Ln
Ln|χ>= 0 pour n ≥ 1 (1.29)
pourvu que ∆i ve´rifie une e´quation du deuxie`me degre´ dont les solutions sont
∆i =
1
16
(
5− c±
√
(c− 1)(c− 25)
)
. (1.30)
Mais pour un descendant comme |χ> qui est de´ja` orthogonal aux e´tats primaires<j|
(par Eqs.1.28 et 1.21), le fait d’eˆtre aussi un e´tat primaire (1.29) le rend e´galement
orthogonal aux descendants <j|LkN ...Lk1 . L’e´tat |χ> est donc finalement orthogonal
a` tous les e´tats, y compris a` lui-meˆme. Il est nul au sens faible. Toutes les fonctions de
corre´lation contenant l’e´tat |χ> ou le champ correspondant (ou leurs descendants)
sont nulles. |χ> se de´couple de la the´orie. On l’appele le champ nul.
Les descendants issus de |i> est donc dans ce cas une repre´sentation re´ductible de
l’alge`bre de Virasoro. On obtient la repre´sentation re´duite en effectuant le quotient
par la relation d’annulation de χ : L−2|i >= 3(2∆i + 1)/2L2−1|i >. Quand dans la
suite nous parlerons de modules de Verma, il s’agira toujours de l’espace re´duit dont
ont ainsi e´te´ enleve´s les e´tats de norme nulle.
Nous avons exhibe´ un e´tat nul au niveau N = 2, mais il y en a beaucoup d’autres
(pour N = 4 par exemple on peut rechercher les combinaisons line´aires de L−4|i>,
L−3L−1|i > et (L−2)2|i > qui soient orthogonales a` tout e´tat). Kac en a dresse´ la
liste comple`te (table de Kac) [4] : pour les poids de Kac indexe´s par deux entiers
positifs (n,m)
∆(n,m) =
c− 1
24
+
1
2
(
n
2
α+ +
m
2
α−
)2
(1.31)
avec4
α± =
√
1− c
12
±
√
25− c
12
(1.32)
il existe un vecteur null au niveau N = nm donc de poids ∆(n,m) + nm. Le cas
conside´re´ pre´ce´demment en Eq.1.28 e´tait donc le premier cas non trivial : (1, 2) ou
(2, 1). Le cas (1, 1) est trivial, c’est l’ope´rateur identite´, de poids nul.
Un des grands inte´reˆts de ces repre´sentations re´ductibles re´side dans les e´quations
diffe´rentielles qu’on peut e´crire pour toute fonction de corre´lation contenant un
4 Attention a` la variabilite´ des conventions concernant α± : leur signe est parfois modifie´, α−
et α+ sont parfois e´change´s, et dans les travaux les plus anciens [1, 5] il y a un rapport 1/
√
2 avec
la convention moderne utilise´e ici.
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ope´rateur de ce type (n,m). En effet la meˆme fonction de corre´lation ou` le champ
primaire (n,m) a e´te´ remplace´ par son descendant nul de poids ∆(n,m)+nm a pour
valeur ze´ro. Or, comme on l’a vu, cette dernie`re fonction de corre´lation est obtenue
a` partir de la premie`re par application d’un certain ope´rateur diffe´rentiel. Sa nullite´
nous donne donc une e´quation line´aire aux de´rive´es partielles d’ordre nm, appele´e
e´quation de “bootstrap”.
Sa forme est en ge´ne´ral assez complique´e a` cause de l’expression du vecteur nul
et du nombre de variables. Nous donnons ici l’e´quation de bootstrap pour la fonction
a` quatre points incluant un champ de type (1, 2) ou (2, 1). Nous savons que graˆce
aux trois transformations projectives la fonction a` quatre points peut en fait eˆtre
re´duite a` une fonction de 4− 3 = 1 variable. L’e´quation aux de´rive´es partielles peut
donc dans ce cas eˆtre transforme´e en e´quation diffe´rentielle ordinaire : 3
2(2∆i + 1)
d2
dz2
+
3∑
j=1
(
1
z − zj
d
dz
− ∆j
(z − zj)2
)
+
∑
1≤k<j≤3
∆i +∆jk
(z − zj)(z − zk)
 <φi(z)φ1(z1)φ2(z2)φ3(z3)>= 0 (1.33)
si ∆i = ∆(1, 2) ou ∆i = ∆(2, 1). La solution de cette e´quation est proportionnelle
a` une fonction hyperge´ome´trique 2F1 dont la variable est le quotient anharmonique
(z− z1)(z2− z3)/(z− z3)(z2− z1) qui se re´duit a` z/z2 si on prend z1 = 0 et z3 =∞.
Nous y reviendrons dans le prochain chapitre sur la the´orie de Liouville.
Il convient de remarquer que nous contredisons ici l’affirmation ge´ne´rale
pre´ce´dente selon laquelle on ne pouvait rien dire sur la partie non-triviale des fonc-
tions a` N points. On sait par exemple ici graˆce a` l’annulation du vecteur nul que les
fonctions a` quatre points particulie`res incluant un ope´rateur de type (1, 2) ou (2, 1)
sont soit nulles soit proportionnelles a` une fonction hyperge´ome´trique que l’on peut
de´terminer.
L’application de ces e´quations diffe´rentielles aux re`gles de fusion a` l’ordre dom-
inant (a` la Wilson) permet e´galement de montrer que la fusion de deux ope´rateurs
de ce genre donne encore (uniquement) des ope´rateurs de familles de´ge´ne´re´es. Mais
nous verrons ceci plus en de´tail dans les chapitres 2 et 4 ou` nous l’appliquerons a` la
the´orie de Liouville.
1.5 Mode`les minimaux
Jusqu’ici nous avons conside´re´ une the´orie dont la charge centrale c est quel-
conque. Nous avons uniquement spe´cifie´ les poids des repre´sentations re´ductibles.
Mais on sait bien que les the´ories pour lesquelles
−α−
α+
=
p
q
p, q ∈ N, donc c = 1− 6(p− q)
2
pq
,
ou mode`les minimaux, ont des proprie´te´s tre`s spe´ciales. On peut en effet prouver que
les repre´sentations de´ge´ne´re´es pre´ce´dentes contiennent un nombre infini de vecteurs
nuls. Le nombre infini d’e´quations diffe´rentielles qui en de´coulent permettent de
prouver que la fusion n’engendre qu’un nombre fini de familles conformes dans la
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the´orie : les ope´rateurs pre´ce´dents de type (n,m) pour 0 < n < p et 0 < m < q.
L’alge`bre est tronque´e.
Les mode`les minimaux sont de la plus haute importance car ce sont eux qui
de´crivent les mode`les de physique statistique a` leurs points critiques. Comme nous
l’avons dit en introduction a` cette the`se, de nombreuses the´ories conformes ont une
structure sous-jacente de groupe quantique, et c’est le cas en particulier pour les
mode`les minimaux qui sont caracte´rise´s par une syme´trie Uq(sl(2)) avec q racine de
l’unite´.
De plus les mode`les minimaux avec q = p + 1 sont les seuls mode`les unitaires a`
c < 1. On appelle unitaire une the´orie qui posse`de un espace de Hilbert de me´trique
de´finie positive. Ceci impose de n’avoir que des e´tats primaires de poids positifs (on
peut voir par exemple que l’e´tat L−1|∆ > a pour norme carre´e 2∆). Or, pour c < 1
certains poids de Kac 1.31 peuvent eˆtre ne´gatifs. Dans tout le domaine c < 1, seuls
les mode`les minimaux q = p + 1 ont une alge`bre (tronque´e) d’ope´rateurs et d’e´tats
de poids tous positifs.
Ils sont e´galement tre`s importants en the´orie des cordes ou` on a pu re´soudre de
tels mode`les couple´s a` la gravite´ (donc une surface ale´atoire ou une corde vibrante),
a` tous les ordres, graˆce aux mode`les de matrices en triangulant la surface.
Nous n’en dirons cependant pas davantage sur ce cas et nous travaillerons a`
charge centrale quelconque. D’une part, on pourra donner a` la charge centrale les
valeurs discre`tes pre´ce´dentes et ve´rifier que l’alge`bre des ope´rateurs que nous calcu-
lons dans le chapitre 4 se tronque alors naturellement a` un nombre fini de familles
conformes. D’autre part, un des buts de cette the`se e´tant d’atteindre le re´gime
de couplage fort de la gravite´ (c > 1 pour la matie`re et donc CLiouville < 25),
il est souhaitable de conserver c ge´ne´rique. Dans le re´gime de couplage fort, les
poids de Kac deviennent complexes et nous de´montrerons dans le dernier chapitre
un the´ore`me de troncature donnant une sous-alge`bre ferme´e d’ope´rateurs de poids
re´els. Comme celle des mode`les minimaux, cette troncature n’a lieu que pour cer-
taines valeurs discre`tes de la charge centrale, et les deux troncatures pourraient eˆtre
relie´es.
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Chapitre 2
THEORIE DE LIOUVILLE :
INTRODUCTION
L’action de Liouville de´crit la dynamique du facteur conforme dans les cordes
non critiques. En effet, en dehors des dimensions critiques (d = 26 pour la corde
bosonique et d = 10 pour la supercorde), l’anomalie de Weyl rend dynamique la
me´trique bidimensionnelle qui a e´te´ introduite classiquement comme un simple mul-
tiplicateur de Lagrange. Il s’agit donc d’une the´orie de gravitation quantique bidi-
mensionnelle. Le degre´ de liberte´ de la me´trique qui devient dynamique est, dans
la jauge conforme, le facteur conforme dont l’action est celle de Liouville. Il permet
de restaurer l’invariance conforme de la the´orie : dans le cas bosonique les fantoˆmes
contribuent pour −26 a` l’anomalie conforme ou charge centrale, et pour des champs
de matie`re de charge centrale c le facteur conforme aura alors une charge centrale1
C = 26− c. Bien qu’issue de la quantification des champs de matie`re, la the´orie de
Liouville peut eˆtre traite´e classiquement, ce que nous faisons ici dans une premie`re
partie. Nous pre´sentons ensuite dans une deuxie`me partie le sche´ma de quantification
canonique de Gervais et Neveu.
La solution classique de l’e´quation de Liouville admet une de´composition chirale.
L’e´quation Liouville est alors e´quivalente a` une e´quation de Schro¨dinger pour les
composantes chirales. Son potentiel est le tenseur e´nergie-impulsion. La structure
de crochets de Poisson canoniques montre ensuite que les de´rive´es logarithmiques
des composantes chirales sont des champs libres (transformation de Ba¨cklund).
Le sche´ma de quantification de Gervais et Neveu consiste a` effectuer une quan-
tification canonique sur ces champs libres. Les composantes chirales de la me´trique
sont ensuite reconstruits a` partir des ope´rateurs quantiques de champs libres. On
choisit leur constante de normalisation de manie`re a` ce qu’ils soient des champs con-
formes primaires de type (2,1) ou (1,2). L’e´quation diffe´rentielle de “bootstrap” (ou
e´quation de Ward lie´e au de´couplage du vecteur nul) qu’ils ve´rifient alors, apparaˆıt
comme la version quantique de l’e´quation de Schro¨dinger classique. Il est finalement
possible de construire a` partir de ces composantes chirales un champ physique lo-
cal de Liouville. De la meˆme fac¸on que l’e´quation de Schro¨dinger classique e´tait
e´quivalente a` l’e´quation de Liouville classique, l’e´quation de bootstrap (quantique)
est e´quivalente a` une e´quation de Liouville quantique pour ce champ de Liouville
local.
1 Nous de´signons toujours par c la charge centrale de la “matie`re” et par C celle de la gravite´
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Cet ope´rateur local 2.49 n’est cependant valable que pour le couplage faible. Dans
le re´gime de couplage fort, il reste local mais de poids complexe. Il existe ne´anmoins
dans ce cas des ope´rateurs physiques locaux de poids re´els, mais uniquement dans
les dimensions spe´ciales 7, 13, 19 comme nous le verrons dans le chapitre 5.
On peut citer deux justifications de ce sche´ma de quantification, obtenues par
Gervais et Schnittger. Comme cela a e´te´ e´voque´ pre´ce´demment, ils ont montre´ que
le champ local obtenu ve´rifiait bien une e´quation de Liouville quantique [7]. Ceci
ne´cessite cependant un travail assez e´labore´, puisque quantiquement les exponen-
tielles du champ de Liouville obtenues a` partir des familles de´ge´ne´re´es de BPZ (ce
qui correspond a` des spins demi-entiers comme nous le verrons) ont un spectre
discret de moments possibles. Pour obtenir une e´quation de Liouville quantique,
il a donc d’abord fallu construire des exponentielles du champ de Liouville avec
moments continus (donc des spins continus) pour pouvoir obtenir par de´rivation
le champ lui-meˆme et l’e´quation quantique qu’il ve´rifie. Mais il est beaucoup plus
facile (sans ge´ne´ralisation a` des spins continus) de prouver que les exponentielles du
champ de Liouville ve´rifient une e´quation de Hirota quantique, ce qu’ils avaient fait
pre´ce´demment en ref.[8]. On sait en effet que, classiquement, l’e´quation de Liouville
e´crite en termes du champ de Liouville Φ est e´quivalente a` une e´quation de Hirota
qui s’exprime uniquement en termes de de son exponentielle e−Φ/2.
Il convient aussi de mentionner deux approches concurrentes de la quantification
[9, 10]. J.-L. Gervais et J. Schnittger [8] ont montre´ qu’elles e´taient e´quivalentes a`
celle pre´sente´e ici. Elles ont conduit a` un formalisme un peu plus complique´ et a` un
moindre avancement de la re´solution.
Par ailleurs, le lecteur inte´resse´ par le cas supersyme´trique pourra consulter le
travail initial de Babelon en ref.[11] et les travaux de Gervais et coll. en refs.[12, 13].
La premie`re partie de ce chapitre traite de la solution classique, connue depuis
longtemps. Nous mettons en e´vidence sa syme´trie Sl(2) qui donnera naissance a` la
syme´trie Uq(sl(2)) dans le cas quantique (voir la partie 4.2). La deuxie`me partie
pre´sente la quantification canonique mene´e a` bien par J.-L. Gervais et A. Neveu
[14, 15, 16], travail poursuivi par J.-L. Gervais seul ou en collaboration avec A.
Bilal, E. Cremmer et B. Rostand [12, 13, 17, 18, 19]. Nous terminons par le calcul
de γstring qui peut eˆtre calcule´ dans cette approche, redonnant la valeur de KPZ.
Le chapitre 4 traitera de la suite de la re´solution (cas quantique) a` laquelle j’ai
personnellement contribue´.
2.1 Solution classique
L’action de Liouville s’e´crit en me´trique euclidienne
SL[Φ] =
1
16πγ
∫
dσdτ
(
1
2
(∂τΦ)
2 +
1
2
(∂σΦ)
2 + µeΦ
)
. (2.1)
Nous nous plac¸ons sur une surface cylindrique sur laquelle σ est pe´riodique de pe´riode
2π. Ce cylindre peut eˆtre une poigne´e d’une surface de genre quelconque. Ce choix
n’est possible globalement que dans le cas du tore, mais nous ne nous pre´occuperons
le plus souvent que des proprie´te´s locales de la the´orie.
Pour une corde bosonique en dimension d, il ressort de l’inte´grale fonctionnelle
de Polyakov une action de Liouville 2.1 avec constante de couplage γ = 3/(26− d).
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Nous pre´fe´rons renormer le champ Φ par Φ → 2√γΦ, ce qui fait apparaˆıtre la
constante de couplage γ dans l’exponentielle. Cette normalisation est e´quivalente a`
la premie`re, mais la solution, dans cette normalisation, a l’avantage d’eˆtre la limite
classique de la solution quantique que nous verrons dans la prochaine partie. De
plus, transformant Φ en Φ−ln(µ)/2√γ, nous nous plac¸ons en µ = 1 (nous verrons
plus tard comment on peut retrouver le cas µ quelconque), et obtenons 2
SL[Φ] =
1
4π
∫
dσdτ
(
1
2
(∂τΦ)
2 +
1
2
(∂σΦ)
2 + e2
√
γΦ
)
. (2.2)
On en de´duit l’e´quation de Liouville
∂2σΦ + ∂
2
τΦ = 2
√
γe2
√
γΦ. (2.3)
Dans le syste`me de coordonne´es
σ± = σ ± iτ,
on a l’e´quation e´quivalente
4∂σ+∂σ−Φ+ 2
√
γe2
√
γΦ = 0. (2.4)
On e´crit habituellement sa solution bien connue sous la forme
Φ(σ+, σ−) =
1
2
√
γ
ln
(
2A′(σ+)B′(σ−)
γ(A(σ+)− B(σ−))2
)
(2.5)
ou` A et B sont des fonctions quelconques d’une seule variable, et ou` A′ et B′
de´signent leurs de´rive´es. Ce n’est cependant pas la forme la plus adapte´e a` la quan-
tification que nous voulons effectuer prochainement. Nous la transformons donc en
e´crivant
f1(σ+) =
1√
A′(σ+)
, f2(σ+) =
A(σ+)√
A′(σ+)
, ou re´ciproquement A(σ+) =
f1(σ+)
f2(σ+)
et de meˆme pour B et f 1,2. Par cette transformation, le choix d’une fonction A
quelconque est e´quivalent au choix de deux fonctions f1 et f2 soumises a` la seule
contrainte d’avoir un Wronskien constant (que nous normalisons a` 1) :
f1f
′
2 − f2f ′1 = 1 et f1f ′2 − f2f ′1 = 1. (2.6)
La solution de l’e´quation de Liouville s’e´crit alors en termes de ces fonctions :
e−
√
γΦ = i
√
γ
(
f1(σ+)f 2(σ−)− f2(σ+)f1(σ−)
)
/2 (2.7)
ou` les quatre fonctions f1,2, f 1,2 sont quelconques, soumises a` la seule contrainte 2.6.
2 (2.2) n’est pas la meˆme fonctionnelle SL de Φ, puisque c’est pre´cise´ment la meˆme fonctionnelle
de 2
√
γΦ−ln(µ), mais on garde la meˆme notation par souci de simplicite´.
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On peut e´galement obtenir 2.7 directement en montrant que l’e´quation de Li-
ouville 2.4 a pour conse´quence les deux e´quations aux de´rive´es partielles dans les
variables σ+ et σ−(
− ∂
2
∂σ+2
+ T (σ+)
)
e−
√
γΦ(σ+, σ−) = 0 =
(
− ∂
2
∂σ−2
+ T (σ−)
)
e−
√
γΦ(σ+, σ−)
(2.8)
pour des potentiels T, T quelconques. On peut, a` partir de ces e´quations aux de´rive´es
partielles, e´crire deux e´quations de Schro¨dinger pour des fonctions d’une variable (de
solutions f1 et f2 pour la premie`re, f 1 et f 2 pour la deuxie`me)
3
(
− d
2
dσ+2
+ T (σ+)
)
f1,2(σ+) = 0 =
(
− d
2
dσ−2
+ T (σ−)
)
f1,2(σ−) (2.9)
et on conclut que e−Φ/2 est une combinaison line´aire de produits de f1,2 et f 1,2, ce
qui donne 2.7.
D’apre`s la note pre´ce´dente on sait que ces potentiels T (σ+) et T (σ−) sont fonction
de f1,2 et f 1,2 (et de leurs de´rive´es), ou du champ Φ, et le calcul montre qu’ils ne
sont pas autre chose que les deux composantes chirales du tenseur e´nergie-impulsion.
Partant des crochets canoniques entre le champ Φ et son champ conjugue´ on peut
ensuite calculer ceux de T (σ+) et T (σ−). On obtient
{T (σ+), T (σ+′)}τ=τ ′ = −2πγδ′′′(σ+ − σ+′) + 4πγ(∂σ+ − ∂σ+′) (T (σ+)δ(σ+ − σ+′)) .
(2.10)
En de´composant le potentiel/tenseur e´nergie-impulsion T pe´riodique (c’est une fonc-
tion du champ physique Φ lui-meˆme pe´riodique) en se´rie de Fourier4 :
Lm =
1
4πγ
∫ 2π
0
dσT (σ)eimσ +
1
8γ
δm,0, (2.11)
on obtient de manie`re e´quivalente
i{Lm, Ln} = (m− n)Lm+n + Cm
3 −m
12
δm,−n , C =
3
γ
. (2.12)
On voit donc apparaˆıtre l’alge`bre de Virasoro avec une charge centrale C, de´ja` au
niveau classique.
On montre ensuite que les de´rive´es logarithmiques des champs f1 et f2 sont des
champs libres :
P (1)(σ+) ≡ f ′1(σ+)/
√
γf1(σ+) , P
(2)(σ+) ≡ f ′2(σ+)/
√
γf2(σ+) (2.13)
3 Pour deux fonctions f1 et f2 quelconques, il existe toujours une e´quation diffe´rentielle a`
coefficients non constants dont elles sont solutions. Les coefficients de´pendent e´videmment de f1,2,
et celui du terme d’ordre 1 est proportionnel a` la de´rive´e du Wronskien de f1 et f2. Ici, se donnant
deux fonctions f1,2 quelconques, dire qu’il existe un potentiel T pour lequel elles ve´rifient une
e´quation de Schro¨dinger (2.9), revient donc uniquement a` dire qu’elles ont un Wronskien constant
(2.6). Ceci prouve l’e´quivalence de la solution ainsi obtenue avec la pre´ce´dente. Et ce potentiel T
est fonction de f1 et f2 (c’est tout simplement f
′′
1 /f1 = f
′′
2 /f2).
4 Attention, nous sommes ici sur le cylindre alors que 1.8 dans le chapitre pre´ce´dent a e´te´ e´crit
sur le plan complexe.
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ont des crochets de Poisson de champs libres :
{P (i)(σ+), P (i)(σ+′)}τ=τ ′ = 2πδ′(σ+ − σ+′) pour i = 1 ou 2.
Les champs f1,2, solutions d’une e´quation diffe´rentielle a` potentiel pe´riodique T
ont a priori une monodromie non triviale, qu’on choisit ici de diagonaliser (voir la
discussion de la monodromie dans le chapitre suivant et en particulier la note 5 page
34). Ils sont donc pe´riodiques a` une constante multiplicative pre`s, et leurs de´rive´es
logarithmiques P (1,2) sont pe´riodiques. On peut alors les de´composer en se´rie de
Fourier
P (i)(σ) =
∞∑
n=−∞
e−inσp(i)n , i = 1, 2. (2.14)
On en de´duit les crochets de Poisson
i{p(i)m , p(i)n } = mδm,−n , i = 1, 2. (2.15)
Les champs f1,2 sont soumis a` une e´quation de Schro¨dinger 2.8, on en de´duit que
leurs de´rive´es logarithmiques P (1,2) ve´rifient une e´quation de Ricatti :
T (σ+) = γ
[
P (1)(σ+)
]2
+
√
γ
[
P (1)(σ+)
]′
= γ
[
P (2)(σ+)
]2
+
√
γ
[
P (2)(σ+)
]′
. (2.16)
Nous devons ici souligner que, bien que champs libres tous les deux, P (1) et P (2)
ne sont pas inde´pendants5. Il sont lie´es par l’e´quation de Ricatti 2.16 dont ils sont les
deux solutions. Nous rappelons que cette e´quation de Ricatti provient de l’e´quation
de l’e´quation de Schro¨dinger qui est elle-meˆme e´quivalente a` l’e´quation de Liouville.
L’existence de ces deux champs libres est une caracte´ristique fondamentale de la
the´orie. Ils sont en revanche inde´pendants des champs P
(1,2)
de´rive´s paralle`lement
de f 1,2.
L’e´quation de Ricatti 2.16 permet de calculer les coefficients de Fourier de T en
fonction des modes de P (1,2) :
Ln = (
∑
m
p(i)m p
(i)
n−m − inp(i)n /
√
γ)/2 + δn,0/8 (2.17)
pour i = 1 ou 2, de manie`re e´quivalente.
On a maintenant tous les outils pour, remontant aux champs f1,2, montrer que
ce sont des champs primaires (classiques) pour l’alge`bre conforme (classique). De
2.13 on de´duit
fi(σ+) = die
√
γ
(
q
(i)
0 +p
(i)
0 σ++i
∑
n6=0
e−inσ+p
(i)
n /n
)
(2.18)
ou` die
√
γq
(i)
0 est la constante d’inte´gration : di ne de´pend que de p
(i)
0 , et q
(i)
0 est la
position du centre de masse de la corde (classique). Il n’est donc pas e´tonnant de
poser {
q
(i)
0 , p
(i)
0
}
= 1. (2.19)
5 Les crochets de Poisson de P (1) avec P (2) sont complique´s, contrairement a` ceux de leurs
exponentielles f1,2, qui ont une expression simple et ferme´e (i.e. en termes de f1 et f2 elles-
meˆme) : elle est donne´e par le deuxie`me ordre du de´veloppement classique de la matrice d’e´change
quantique.
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Ceci donne pre´cise´ment des champs f1,2 primaires, de poids −1/2 : a` l’aide des
e´quations 2.15, 2.17, on montre que
i {Ln, fi(σ+)} = einσ+
(
−idσ+ + n∆
)
fi(σ+) , ∆ = −1/2. (2.20)
C’est l’e´quivalent classique de la relation de commutation 1.14 qui caracte´rise les
champs primaires quantiques. Le champ e−Φ/2 est donc de poids (−1/2,−1/2). Pour
cette the´orie classique on peut en de´duire directement que le terme cosmologique
eΦ est de poids (1, 1). Ceci fait de eΦdσ+dσ− un invariant pour les transformations
conformes. C’est ne´cessaire pour pouvoir l’inte´grer et l’inclure dans une action in-
variante conforme. Il sera fondamental au niveau quantique de chercher a` obtenir
des champs primaires (de poids modifie´) qui permettent de construire un terme
cosmologique de poids (1, 1), pour pouvoir l’inte´grer sur la surface d’univers.
Nous terminons cette partie sur la solution classique en exhibant sa syme´trie
Sl(2). Elle sera transforme´e au niveau quantique en une syme´trie Uq(sl(2)). Cette
syme´trie de groupe quantique sera de la plus haute importance pour la re´solution
de la the´orie.
L’e´quation de Ricatti 2.16 est l’e´quivalent en termes de P (1,2) de l’e´quation de
Schro¨dinger 2.8 en termes de f1,2. On passe de l’une a` l’autre par la transformation
2.13 de f1,2 en P
(1,2). Elles ont toutes les deux la proprie´te´ tre`s importante d’avoir
deux solutions inde´pendantes. Ces deux solutions f1 et f2 sont ici traite´es de fac¸on
syme´trique. C’est un point cle´ qui distingue cette approche en particulier de celle
du gaz de Coulomb ou` un des deux champs libres est privile´gie´ (cf [5] par exemple).
On voit ainsi apparaˆıtre une invariance Sl(2) de la solution 2.7 qui peut eˆtre e´crite
sche´matiquement
e−
√
γΦ ∝ (f1 f2)
(
0 −1
1 0
) (
f2
f1
)
et n’est donc pas modifie´e par transformation Sl(2) simultane´e de f1,2 et f 1,2 graˆce
a` l’identite´
M t
(
0 −1
1 0
)
M =
(
0 −1
1 0
)
pour M ∈ Sl(2).
En e´levant a` la puissance 2J l’e´quation 2.7 on obtient aussi des repre´sentations de
spin J de Sl(2), combine´es en e−2J
√
γΦ, singlet de Sl(2) :
e−2J
√
γΦ ∝
J∑
M=−J
(−1)J−Mf (J)M (σ+)f (J)M (σ−) (2.21)
avec
f
(J)
M ≡
√(
2J
J+M
)
(f1)
J−M (f2)
J+M , f
(J)
M ≡
√(
2J
J+M
) (
f1
)J+M (
f 2
)J−M
. (2.22)
Ceci peut eˆtre e´tendu a` des spins J ne´gatifs en continuant les coefficients du binome
et en e´tendant cependant la somme a` un domaine infini (M > J ou M < J). On
peut ainsi e´crire le terme cosmologique e2
√
γΦ lui-meˆme comme singlet obtenu a`
partir d’une repre´sentation (infinie) de Sl(2).
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2.2 Quantification
On proce`de a` la quantification canonique en remplac¸ant les crochets de Poisson
par des commutateurs (fois −i). On le fait au niveau des deux champs libres P (1) et
P (2) :
[p(i)n , p
(i)
m ] = nγδn,−m , i = 1, 2 (2.23)
a` partir desquels nous allons ensuite reconstruire les ope´rateurs chiraux quantiques
(et de meˆme pour l’autre chiralite´ que nous laissons donc de coˆte´ pour le moment).
Il y a un ordre normal par rapport aux modes p(1)n et un autre par rapport aux p
(2)
n .
Le lien 2.17 entre les Ln et les p
(i)
n est modifie´ par l’ordre normal en :
Ln = : (
∑
m
p(i)m p
(i)
n−m − inp(i)n /
√
γ) : /2 + δn,0/8 , i = 1, 2 (2.24)
ce qui donne une alge`bre de Virasoro quantique avec une charge centrale modifie´e
C = 1 + 3/γ. (2.25)
Pour une charge centrale de la matie`re e´gale a` c, l’annulation de la charge centrale
totale indique que la constante de couplage vaut γ = 3/(25− d). La quantification
du champ de Liouville ame`ne donc une renormalisation de la constante de couplage
puisqu’on avait classiquement γ = 3/(26−d). Ceci sera retrouve´ plus tard par DDK
[21, 22] pour la quantification par inte´grale fonctionnelle, la renormalisation de γ
apparaissant comme le re´sultat du traitement correct de la mesure d’inte´gration sur
Φ.
Il faut ensuite reconstruire a` partir de leurs de´rive´es logarithmiques P (1,2) les
composantes chirales que nous notons ψ1,2 dans le cas quantique. On prend pour
de´finition de ψ1,2 la version quantique de 2.18 :
ψi(σ) = die
√
h/2πq
(i)
0 :e
√
h/2π(p
(i)
0 σ+i
∑
n6=0
e−inσp
(i)
n /n) : , i = 1, 2. (2.26)
L’inte´reˆt d’introduire la constante devant le champ libre sous la forme
√
h/2π ap-
paraˆıtra plus tard. Cette constante e´tait
√
γ au niveau classique. Au niveau quan-
tique, elle peut eˆtre modifie´e, et on suppose donc pour le moment h quelconque, non
relie´e a` la constante de couplage γ ou a` la charge centrale. Le crochet de q0 avec p0
de´duit de 2.19
[q
(i)
0 , p
(i)
n ] = iδn,0 , i = 1, 2 (2.27)
fait de e...q0 un ope´rateur d’accroissement de p0. Ceci permet de prouver pour ψ1,2 les
relations de commutation 1.14 montrant que ce sont des champs primaires (quan-
tiques) de poids
− 1
2
(
√
h
2πγ
+
h
2π
). (2.28)
Ces ope´rateurs engendrent par de´veloppement a` courte distance toute une alge`bre
d’ope´rateurs. Comme nous l’avons de´ja` signale´ dans le cas classique, cette alge`bre
doit contenir (au moins) un ope´rateur marginal de poids (1,1) pour qu’il puisse eˆtre
inte´gre´ sur la surface-univers (terme cosmologique). De plus on ne sait pas, tout au
moins dans cette approche, calculer le de´veloppement a` courte distance d’ope´rateurs
ge´ne´riques. Tout ceci nous conduit a` spe´cifier h : il apparaˆıt que pour h solution de
h
π
+
π
h
=
1
2γ
− 2 = C − 13
6
(2.29)
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les champs ψ1,2 (ou plus pre´cise´ment les fonctions a` quatre points dont un des
ope´rateurs de vertex est un champ ψ1,2 avec un tel h) ve´rifient une e´quation line´aire
du deuxie`me ordre. Ceci permet de calculer l’alge`bre de ces ope´rateurs, au sens tra-
ditionnel de la the´orie quantique des champs (de´veloppement a` courte distance),
et mieux, au sens de Moore et Seiberg que nous verrons dans le chapitre suivant
(fusion et e´change, exacts “a` toute distance”). Il sera ensuite possible, chose fonda-
mentale, de construire un ope´rateur de poids (1,1) a` partir de ces ψ1,2 (moyennant
l’introduction de spins ne´gatifs, cf plus loin).
Ces ope´rateurs particuliers, de´finis par un h particulier ou de manie`re e´quivalente
par un poids conforme bien particulier, ne sont en fait pas autre chose que ceux de
la table de Kac. L’e´quation du deuxie`me degre´ 2.29 a deux solutions
h± =
π
12
(C − 13±
√
(C − 25)(C − 1) = π
4γ
(1− 4γ ±
√
1− 8γ) (2.30)
qui donnent respectivement pour poids 2.28 les poids de Kac ∆(1, 2) et ∆(2, 1), donc
les ope´rateurs de´ge´ne´re´s6 (1, 2)7 et (2, 1) dans la classification de BPZ [1], cf partie
1.4 page 13. Nous les noterons plus souvent
h ≡ h− , ĥ ≡ h+ (2.31)
et de´noterons e´galement par un chapeau tout ce qui a trait a` ĥ (comme les familles
de´ge´ne´re´es (n, 1)) et sans chapeau ce qui est lie´ a` h (ope´rateurs (1, n)). Nous verrons
dans le chapitre 4 que la syme´trie Sl(2) mise en e´vidence pour la solution classique
est de´forme´e dans le cas quantique en une double syme´trie de groupe quantique
Uq(sl(2)) ⊙ Uq̂(sl(2)). Les parame`tres de de´formation de ces groupes quantiques
seront h et ĥ qui sont relie´s aux parame`tres e´quivalents q et q̂ par q = eih et q̂ = eîh.
Ils sont relie´s aux parame`tres α± des poids de Kac par
h =
α2−
2
=
α−
α+
, ĥ =
α2+
2
=
α+
α−
(2.32)
et ve´rifient les proprie´te´s suivantes que nous utiliserons souvent
hĥ = π2
(
ou
π
h
=
ĥ
π
)
et
h
π
+
ĥ
π
=
C − 13
6
. (2.33)
Calculant d’abord les fonctions a` quatre points contenant (au moins) un
ope´rateur de type (1, 2) ou (2, 1), puis le lien entre ces fonctions, on trouve comme
BPZ que le de´veloppement a` courte distance (et meˆme la fusion ou l’e´change) de
tels ope´rateurs de type (n,m) est ferme´e. On peut aussi calculer l’alge`bre de ces
ope´rateurs avec les ope´rateurs les plus ge´ne´raux (hors table de Kac), nous verrons
ceci en de´tail dans le chapitre 4. Poursuivant le paralle`le avec l’approche de BPZ par
les the´ories conformes, on voit que l’e´quation diffe´rentielle en question n’est pas autre
chose que l’identite´ de Ward qui exprime le de´couplage du vecteur nul de niveau 2
de la repre´sentation de´ge´ne´re´e (1, 2) ou (2, 1) (cf Eq.1.33 ds la partie 2.1). On peut
6 Ou de fac¸on plus juste dans une repre´sentation de´ge´ne´re´e de l’alge`bre de Virasoro.
7 La notation ne doit pas amener de confusion entre les poids conformes (∆,∆) re´els et les
entiers (n,m) nume´rotant les repre´sentations de´ge´ne´re´es de l’alge`bre conforme dans BPZ.
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e´galement obtenir les e´quations diffe´rentielles de degre´ plus e´leve´ correpondant aux
familles suivantes.
On peut se demander quels sont les inte´reˆts de cette approche, par rapport a` celle
purement conforme de BPZ. Ils sont multiples. Son premier me´rite est de fournir
une re´alisation explicite des ope´rateurs de´ge´ne´re´s, de leur alge`bre conforme (avec
les Ln) et meˆme de l’e´quation diffe´rentielle. Tout ceci a en effet e´te´ ve´rifie´ de fac¸on
tout a` fait explicite par J.-L. Gervais et A. Neveu[16]8, en partant de l’expression
des ψ et des Ln en termes des champs libres, de`s 1983 paralle`lement aux travaux
de BPZ. Son deuxie`me me´rite, et non des moindres, est de faire apparaˆıtre pour
chaque famille de BPZ, pour la famille (1, 2) par exemple, les deux ope´rateurs de la
the´orie ψ1 et ψ2 et de les traiter sur un pied d’e´galite´
9. L’origine de cette duplication
re´side dans les e´quations dont nous examinons les solutions : au niveau classique, les
e´quations de Schro¨dinger ou Ricatti avaient deux solutions, d’ou` les deux champs
libres P (1,2) et les deux champs ψ1,2. Au niveau quantique, l’e´quation de Ward,
e´quivalent quantique de l’e´quation de Schro¨dinger, a aussi un espace des solutions
de dimension deux (les blocs conformes en langage “conforme”) qui correspondent
chacune a` l’insertion d’un ope´rateur diffe´rent (en langage “ope´rateur de vertex”).
Dans l’autre grande approche qui a mene´ a` une construction explicite des ope´rateurs,
celle du gaz de Coulomb [5], la syme´trie entre les deux champs libres est brise´e :
on en introduit un seul qui engendre de premiers ope´rateurs sur lesquels il faut
ensuite agir par des ope´rateurs d’e´cran (dits de “screening” en anglais) pour obtenir
tous ceux de la the´orie, faute de quoi on se limiterait a` un the´orie triviale avec des
fonctions de corre´lation presque toutes nulles10. Ici, en revanche, les ope´rateurs ψ1
et ψ2 engendrent par fusion tous les ope´rateurs de la the´orie, et la syme´trie entre
eux deux est conserve´e en permanence. Comme nous l’avons de´ja` signale´ dans le
cas classique pour Sl(2), ceci est a` l’origine de la syme´trie (interne) Uq(sl(2)) de
la the´orie qui s’ave´rera d’une richesse extreˆme ainsi que d’une grande aide pour la
re´soudre. Cette syme´trie n’apparaˆıt que difficilement dans l’approche traditionnelle
du gaz de Coulomb fonde´e sur la repre´sentation inte´grale des fonctions de Green.
Elle a ne´anmoins pu eˆtre explicite´e en refs.[32, 7] dans une approche ope´ratorielle
du gaz de Coulomb en s’inspirant de la construction pre´sente.
Apre`s toutes ces conside´rations ge´ne´rales, rentrons un peu plus dans les de´tails
en cherchant toutefois a` ne pas eˆtre trop technique. La solution classique et la
structure de crochets de Poisson sont e´tudie´es en ref.[14], la quantification en ref.[15]
8 Attention au changement de notations. Avant la ref.[17] (ou` on trouvera la correspondance,
p.261, note 2), et en particulier dans [14, 15, 16], γ est note´ h¯, h± correspond a` hη
2
±...
9 Il faut bien distinguer les trois duplications (ou syme´tries) successives. La premie`re est la
de´composition chirale on ne peut plus habituelle entre les modes gauches qui donnent ψ(σ+) et
les modes droits qui donnent ψ(σ−). Nous ne conside´rons souvent qu’une chiralite´, l’autre e´tant
identique. La deuxie`me correspond aux deux charges d’e´cran α± de BPZ [1] ou de ref.[5], ou de
manie`re e´quivalente ici aux deux parame`tres h± = πα
2
±/2. Elle provient des deux solutions de
l’e´quation du deuxie`me degre´ 2.29 pour h± ou de l’e´quation −α(α+
√
(1− C)/3)/2 = 1 pour α±.
Elle engendre les familles (1, 2) et (2, 1) de BPZ puis les suivantes (n,m) par fusion. La troisie`me
syme´trie discute´e ici entre ψ1 et ψ2 est moins connue (car brise´e ailleurs) et n’a rien a` voir avec
la deuxie`me : comme on a des ψ1 et ψ2 pour h− donc la famille (1, 2), on a des champs similaires
note´s ψ̂1 et ψ̂2 pour h+ c’est-a`-dire la famille (2, 1) (et des ψ1 et ψ2, ψ̂1 et ψ̂2 pour l’autre chiralite´)
.
10 Il n’y a aucune contradiction a` pouvoir la`-bas faire une construction a` partir d’un seul champ
libre et ici une construction e´quivalente a` partir de deux champs libres, puisqu’en fait, comme on
l’a re´pe´te´, ils sont relie´s (par 2.24 pour leurs modes au niveau quantique).
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et l’e´quation diffe´rentielle est obtenue en ref.[16]. Le lecteur inte´resse´ pourra s’y
re´fe´rer, et nous ne la re´e´crivons pas car ce n’est pas autre chose que l’e´quation de
bootstrap 1.33. La (le´ge`re) diffe´rence dans leurs expressions est due a` l’utilisation
des coordonne´es σ± sur le cylindre en ref.[16] et ici, et des coordonne´es z, z¯ du plan
complexe dans le premier chapitre. Nous donnons juste la solution :
< ̟1| V (1/2)±1/2 (x)A∆(x′) |̟4 >= eix
′(̟24−̟21)h/4πei(x
′−x)(−1/2∓̟1)h/2π
× (1− e−i(x−x′))β F (a±, b±; c±; ei(x′−x)), (2.34)
a± = β − h
2π
± h(̟4 −̟1
2π
); b± = β − h
2π
∓ h(̟4 +̟1
2π
); c± = 1∓ h̟1
π
;
β =
1
2
(1 + h/π)(1−
√
1− 8h∆
2π(1 + h/π)2
); (2.35)
qui ne´cessite quelques explications. Tout d’abord les ope´rateurs V
(1/2)
±1/2 ne sont pas
autre chose que ψ1 ≡ V (1/2)−1/2 et ψ2 ≡ V (1/2)1/2 renomme´s pour entrer dans le cadre de
l’indexation par des spins des familles suivantes que nous construirons prochaine-
ment. Ensuite, F (a, b; c; z) est la fonction hypergeometrique standard. A∆ de´signe
un ope´rateur primaire quelconque de poids ∆, seules ses proprie´te´s conformes sont
utilise´es, il n’est pas ne´cessaire de savoir le construire explicitement en fonction des
pn. Les e´tats < ̟4| et |̟1 > sont les e´tats de plus haut poids de modules de Verma,
habituellement caracte´rise´s par leur poids conforme ∆, mais de´signe´s ici de manie`re
(presque) e´quivalente par leur mode ze´ro ̟. ̟ n’est pas autre chose que le moment
p0 renorme´ pour e´liminer les racines carre´es de la plupart des formules
11 :
̟ = i
√
2π
h
p
(1)
0 . (2.36)
Le moment de´termine bien le plus haut poids du module de Verma, car de 2.24
applique´e a` n = 0, on obtient
L0 =
1
2
∑
n
:pnp−n : +
1
8γ
=
1
2
∑
n
:pnp−n : +
1
4
(
h
π
+
ĥ
π
+ 2
)
(2.37)
qui applique´ a` un e´tat de plus haut poids donne
L0|̟>= h
4π
(
(1 +
π
h
)2 −̟2
)
|̟> c’est-a`-dire ∆(̟) = h
4π
(
(1 +
π
h
)2 −̟2
)
.
(2.38)
On caracte´risera donc souvent les champs primaires ou les e´tats de plus haut poids
par leur moment ̟ plutoˆt que par leur poids correspondant ∆ = ∆(̟). Aux valeurs
discre`tes des poids de la table de Kac correspondent des valeurs discre`tes de ̟ tous
les deux e´tiquete´s par des “spins” demi-entiers, nous allons y venir. Dans la relation
quadratique 2.38 on remarque ne´anmoins que deux valeurs oppose´es du moment
11 Le choix de p
(1)
0 dans cette formule semble introduire une notation asyme´trique entre P
(1)
et P (2) mais c¸a n’est pas vraiment le cas car la contrainte d’unimodularite´ de la matrice de mon-
odromie impose des valeurs propres e
√
h/2πp
(1)
0 et e
√
h/2πp
(2)
0 inverses l’une de l’autre et donc
p
(1)
0 = −p(2)0 .
25
donnent le meˆme poids, c’est-a`-dire pour le cas discret, qu’il existe pour le meˆme
poids de Kac deux e´tats et ope´rateurs diffe´rents.
Nous construisons maintenant les familles de´ge´ne´re´es suivantes, traitant dans un
premier temps les familles (1, n) qui de´rivent de α− ou de h (et non α+ et ĥ). Nous
les de´signons par un spin J avec J = 2n+1 car il apparaˆıtra dans le chapitre 4 que
les ope´rateurs (1, n) de la base du groupe quantique sont dans une repre´sentation
de spin J de celui-ci. Pour le seul poids ∆(1, 2), nous avons les deux ope´rateurs
primaires ψ1 et ψ2, note´s V
(1/2)
±1/2 , issus des deux champs libres diffe´rents. Par fusion
nous allons engendrer pour chaque poids ∆(1, n) non plus 2 mais n champs primaires
note´s V (J)m pour m = −J, −J + 1..., J avec 2J + 1 = n. Les poids de Kac de ces
ope´rateurs12 peuvent s’e´crire en termes de h et du spin J :
∆J = ∆(1, 2J + 1) = −J − J(J + 1)h
π
. (2.39)
Le nombre13 m est conserve´ par fusion car c’est l’accroissement du moment ̟ pro-
duit par un ope´rateur V (J)m :
V (J)m f(̟) = f(̟ + 2m)V
(J)
m (2.40)
pour toute fonction f . On voit que ceci est vrai pour J = 1/2 sur l’expression 2.26
de V
(1/2)
±1/2 : le facteur e
...q
(1)
0 est un ope´rateur d’accroissement de p
(1)
0 et de la meˆme
manie`re e...q
(2)
0 est un ope´rateur d’accroissement de p
(2)
0 qui est l’oppose´ de p
(1)
0 ce
qui fait donc varier p
(1)
0 dans l’autre sens. La proprie´te´ d’accroissement de ̟ e´tant
additive par fusion, de´finissant le nombrem comme une quantite´ e´galement additive,
2.40 est automatiquement ve´rifie´e pour les spins supe´rieurs.
Examinons la fusion. Le comportement a` courte distance (x′ → x) de la fonction
a` quatre points 2.34 permet de montrer que l’ordre dominant de la fusion d’un
ope´rateur de spin 1/2 et d’un ope´rateur de spin J est donne´ par un ope´rateur de
spin14 J + 1/2. Le cas le plus simple est celui de la fusion de V
(1/2)
−1/2 (par exemple)
avec lui meˆme. On a un seul champ libre P (1) et on obtient encore des exponentielles
du meˆme champ libre, V
(J)
−J :
V
(1/2)
−1/2 V
(J−1/2)
−(J−1/2) ∼
V
(J)
−J ∝ e2J
√
h/2πq
(1)
0 :e
2J
√
h/2π(p
(1)
0 σ+i
∑
n6=0
e−inσp
(1)
n /n) : (2.41)
(on peut d’ailleurs dans ce cas e´galement conside´rer J non demi-entier, cf chapiter
4). Il en est de meˆme pour l’autre champ libre P (2) qui engendre les ope´rateurs V
(J)
J .
12 Nous conservons la notation fonctionnelle ∆(n,m) pour les poids de Kac 1.31 et adoptons une
notation indicielle ∆J et ∆J,Ĵ pour les meˆmes poids fonction des spins 2.39, 2.43. On a e´galement
la notation ∆(̟) qui donne le poids d’un e´tat ou d’un ope´rateur en fonction de mode ze´ro en 2.38,
cette fois pour des poids et mode-ze´ro quelconques.
13 Attention, la notation m ne doit pas faire croire qu’il s’agit d’un nombre magne´tique d’une
repre´sentation de Sl(2) ou Uq(sl(2)). Ce sera en revanche le cas pour le nombre M des ope´rateurs
ξ
(J)
M de la base covariante du groupe quantique que nous verrons dans le chapitre 4.
14 La singularite´ indique en fait que la fusion d’un ope´rateur de poids (1, 2) et d’un ope´rateur
de poids ∆(1, 2J + 1) donne un ope´rateur de poids ∆(1, 2J + 2).
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Pour un ope´rateur ge´ne´rique, la conservation du “nombre d’accroissement” m nous
donne la fusion a` l’ordre dominant
V
(1/2)
±1/2 V
(J)
m ∼ V (J+1/2)m±1/2 (2.42)
ce qui permet de construire les ope´rateurs V (J)m par re´currence
15. Ceci montre
que m est effectivement borne´ par les conditions habituelles des spins et nombres
magne´tiques |m| ≤ J . C’est ce qui a initialement conduit a` la de´nomination de spins,
bien que seuls les ope´rateurs ξ de la base du groupe quantique (cf partie 4.2) soient
re´ellement dans une repre´sentation de spin J de Uq(sl(2)).
Nous n’avons construit ici que les ope´rateurs de la famille (1, 2J + 1), a` partir
du parame`tre h = h−. On peut faire la meˆme chose a` partir de la solution ĥ = h+
de 2.29. Les ope´rateurs ainsi construits de la meˆme fac¸on avec le parame`tre ĥ, dans
la representation (2Ĵ + 1, 1), sont note´s V̂
(Ĵ)
m̂
. Cette notation qui ne respecte pas la
syme´trie entre h− et h+ a ne´anmoins le me´rite de la simplicite´. Ensuite, toujours
par fusion a` l’ordre dominant on les combine avec les pre´ce´dents pour obtenir les
ope´rateurs V
(J,Ĵ)
m,m̂
dans la repre´sentation de´ge´ne´re´e (2Ĵ +1, 2J +1). Leurs poids sont
ceux de Kac :
∆
J,Ĵ
= ∆(2Ĵ + 1, 2J + 1) =
C − 1
24
− 1
24
(
(J + Ĵ + 1)
√
C − 1− (J − Ĵ)√C − 25
)2
= −J − J(J + 1)h
π
− Ĵ − Ĵ(Ĵ + 1) ĥ
π
− 2JĴ. (2.43)
On effectue cette re´currence en extrayant la singularite´ dominante par
V
(J+1/2,Ĵ)
m±1/2,m̂ (z2) ∝ limz1→z2(z1 − z2)
(
∆1/2,0+∆J,Ĵ
−∆
J+1/2,Ĵ
)
V
(1/2,0)
±1/2,0 (z1)V
(J,Ĵ)
m,m̂
(z2)
V
(J,Ĵ+1/2)
m,m̂±1/2 (z2) ∝ limz1→z2(z1 − z2)
(
∆0,1/2+∆J,Ĵ
−∆
J+1/2,Ĵ
)
V
(0,1/2)
0,±1/2 (z1)V
(J,Ĵ)
m,m̂
(z2). (2.44)
Nous nous sommes restreints dans ce chapitre, comme dans l’approche initie´e
dans les anne´es 80, a` l’ordre dominant du de´veloppement a` courte distance qui
permet de de´finir re´cursivement les ope´rateurs de spins supe´rieurs comme limite du
produit des pre´ce´dents (2.44). Les ordres suivant du de´veloppement 2.42 donnent
les descendants et les ope´rateurs V
(J−1/2)
m±1/2 (famille (1, 2J − 1)), le nombre m e´tant
toujours conserve´. Ceci sera traite´ en de´tail dans le chapitre 4 dans le cadre de Moore
et Seiberg pre´sente´ dans le chapitre 3.
Conforme´ment a` ce que nous avons vu dans le chapitre pre´ce´dent, ces ope´rateurs
engendrent les e´tats par action sur le vide. Les ope´rateurs V
(J,Ĵ)
m,m̂
de type (2Ĵ +
1, 2J + 1) de la classification de BPZ engendrent les modules de Verma re´ductibles
correspondants note´s H
J,Ĵ
. Ce sont en fait les exponentielles de champ libre du type
V
(J)
−J (Eq.2.41) qui engendrent les e´tats a` partir du vide Sl(2, C) invariant :
V
(J,Ĵ)
−J,−Ĵ(0)|̟0>= |̟J,Ĵ>≡ |J, Ĵ > (2.45)
15 Alors que le signe ∼ dans 2.41 ne symbolise que la division par la singularite´, dans 2.42 puis
2.44 il y a des coefficients non triviaux (des fonctions gamma)[17]
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avec
̟
J,Ĵ
= 2J + 1 + (2Ĵ + 1)
π
h
(2.46)
ou (par eq.2.36)
̟̂
J,Ĵ
≡ h
π
̟
J,Ĵ
= 2Ĵ + 1 + (2J + 1)
h
π
. (2.47)
Ceci est cohe´rent avec l’accroissement produit par les nombres m et m̂ (qui valent
ici −J et −Ĵ). Nous avons e´galement introduit la notation |J, Ĵ > pour les e´tats de
ces repre´sentations re´ductibles. On ve´rifie que la formule 2.38 qui exprime les poids
des e´tats en fonction de ̟ redonne bien les poids de Kac 2.43 pour ces e´tats.
Il est apparu ne´cessaire d’utiliser comme vide sortant Sl(2, C) invariant celui de
moment oppose´16 <−̟0|. Les e´tats sortants sont donc engendre´s par l’action des
exponentielles du meˆme champ libre sur celui-ci :
<−̟0|V (−J−1,−Ĵ−1)
J+1,Ĵ+1
(z, z¯)z2L0 z¯2L0 →<̟
J,Ĵ
| =<J, Ĵ | (2.48)
quand z, z¯ →∞.
La dernie`re e´tape, apre`s la construction de ces ope´rateurs chiraux, consiste a`
construire les ope´rateurs physiques. Ils doivent tout d’abord eˆtre de´finis de fac¸on
univoque, c’est-a`-dire avec une monodromie triviale. Ils doivent ensuite, et cette
contrainte suffira a` les de´terminer, eˆtre locaux, c’est-a`-dire commuter entre eux a`
meˆme τ (et σ diffe´rent). C’est l’e´quivalent en termes d’ope´rateurs de la localite´
pour les fonctions de corre´lations physiques que nous examinerons dans le chapitre
suivant. Ceci ne´cessite de connaˆıtre la matrice d’e´change des ope´rateurs V
(J,Ĵ)
m,m̂
. Mais
celle-ci n’e´tait pas connue (pour des spins supe´rieurs a` 1/2) avant l’approche plus
moderne a` la Moore et Seiberg pre´sente´e dans le chapitre suivant. Ces ope´rateurs
physiques ont cependant e´te´ construits de`s 1992 par J.-L. Gervais [20]. Leur caracte`re
local a pu eˆtre ve´rifie´ en passant par l’autre base d’ope´rateurs (celle du groupe
quantique) que nous n’abordons e´galement que dans le chapitre 4. Nous esquissons
juste le re´sultat pour conclure cette partie :
e−(Jα− + Ĵα+)Φ(σ, τ) =
J∑
m=−J
Ĵ∑
m̂=−Ĵ
(...)V
(J,Ĵ)
m,m̂
(σ+)V
(J,Ĵ)
m,m̂ (σ−) (2.49)
ou` les points symbolisent un certain coefficient de´pendant de J, Ĵ,m, m̂ et du mo-
ment ̟. On peut noter la ressemblance avec le cas classique (Eq.2.21). Le terme
cosmologique de poids (1, 1) est a` nouveau obtenu pour des spins (J, Ĵ) = (0,−1) ou
(−1, 0) (cf Eqs.2.39, 2.43), les ope´rateurs de spins ne´gatifs restant encore a` de´finir
dans le cas quantique.
Examinons la limite classique de 2.49. Elle est obtenue pour γ tendant vers ze´ro
donc C vers l’infini. On calcule que dans cette limite α− se comporte comme 2
√
γ
alors que α+ tend vers l’infini. C’est donc α− qui a le bon comportement classique :
e−Jα−Φ → e−2J
√
γΦ (classique). (2.50)
16 Nous rappelons que ∆(̟0) = 0 = ∆(−̟0).
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C’est pour que cette limite donne directement la solution classique que nous avions
choisi de renormer le Φ classique par ce facteur 2
√
γ. Ceci conduit en particulier
a` conside´rer le terme cosmologique eα−Φ et non eα+Φ. Cela ne vaut cependant que
pour le couplage faible (c ≤ 1, C ≥ 25). La cle´ du couplage fort (1 < C < 25, loin
de la limite classique) est au contraire de traiter syme´triquement α+ et α−. Nous y
reviendrons dans la dernie`re partie.
Pour terminer ce chapitre, nous montrons comment, en s’inspirant de la me´thode
de DDK [21, 22], on peut dans cette approche retrouver la formule de KPZ [23] pour
l’exposant critique γstring. Il exprime le comportement de la fonction de partition (a`
aire fixe´e) en fonction de l’aire A :
Z(A) ∝ Aγstring−3. (2.51)
Suivant la me´thode de DDK [21, 22] nous conside´rons d’abord une the´orie de
cordes non-critiques avec l’action suivante pour le champ de Liouville
Sµc =
1
8π
∫
dzdz¯
√
ĝ(ĝab∂aΦ∂bΦ +QR̂
(2)Φ + µce
α−Φ) (2.52)
avec
Q =
√
C − 1
3
.
Les ope´rateurs de vertex de matie`re sont habille´s par des exponentielles de Liouville
e−βΦ (avec β = Jα− + Ĵα+ dans nos notations) de poids −β(β +Q)/2 de manie`re
a` obtenir des ope´rateurs de poids (1,1). Suivant l’argument de DDK, il est facile de
voir qu’un shift de Φ→ Φ− ln(µc)/α− transforme les corre´lateurs〈∏
i
e−βiΦ
〉
µc
=
∫
DΦe−Sµc ∏
i
e−βiΦ (2.53)
par 〈∏
i
e−βiΦ
〉
µc
=
〈∏
i
e−βiΦ
〉
1
µ
[
∑
i
βi+Q(1−h)]/α−
c (2.54)
ou` le dernier terme ∝ Q(1−h) provient de l’utilisation du the´ore`me de Gauss-Bonnet
sur une surface de genre h.
On peut obtenir le meˆme re´sultat dans l’approche ope´ratorielle pre´sente´e ici. Il
s’agit de repasser du cas particulier µ = 1 auquel nous nous sommes restreints en
2.2 au cas d’une constante cosmologique µc quelconque (action 2.1). La loi d’e´chelle
la plus ge´ne´rale pour les composantes chirales V qui conserve le caracte`re local de
l’ope´rateur de Liouville 2.49 est la suivante
V
(J,Ĵ)
m,m̂
∣∣∣∣
(µ)
= µJ+Ĵ(π/h)µ−̟/2 V (J,Ĵ)
m,m̂
∣∣∣∣
1
µ̟/2
V
(J,Ĵ)
m,m̂
∣∣∣∣∣
(µ¯)
= µ¯J+Ĵ(π/h)µ¯−̟/2 V
(J,Ĵ)
m,m̂
∣∣∣∣∣
1
µ¯̟/2 (2.55)
ce qui donne pour le champ de Liouville 2.49
e−(Jα− + Ĵα+)Φ(σ, τ)
∣∣∣∣
µc
= µJ+Ĵ(π/h)c µ
−̟/2
c e
−(Jα− + Ĵα+)Φ(σ, τ)
∣∣∣∣
1
µ̟/2c (2.56)
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en tenant compte de l’e´galite´ des spins et moments gauches et droits, et en de´finissant
µc = µµ¯. Ces lois d’e´chelle 2.55 seront re´utilise´es dans le dernier chapitre pour donner
le comportement du nouvel ope´rateur physique de Liouville.
Appliquons les aux corre´lateurs
<̟0|
∏
i
e−(Jiα− + Ĵiα+)Φ(σ, τ)|̟0>µc . (2.57)
Chaque ope´rateur de vertex donne bien la meˆme contribution que dans la formule
2.54 :
µJi+Ĵi(π/h)c = µ
(Jiα−+Ĵiα+)/α−
c .
L’action des ope´rateurs µ̟/2c sur le vide entrant |̟0>= |1 + π/h> et de µ−̟/2c sur
le vide sortant <−̟0| contribue pour
µ1+π/hc = µ
(α−+α+)/α−
c = µ
Q/α−
c
ce qui redonne bien au total l’expression 2.54 de DDK pour le genre 0. Suivant ensuite
le meˆme raisonnement que DDK, ceci permet de retrouver la valeur de γstring de KPZ
(genre 0). Nous la donnons en genre quelconque
γstring = (1− h) 1
12
(
d− 25−
√
(25− d)(1− d)
)
+ 2. (2.58)
Ceci a e´te´ obtenu en ref.[23] (KPZ) en genre h = 0 dans la jauge du coˆne de
lumie`re avant ce re´sultat en genre quelconque obtenu dans la jauge conforme en
refs.[21, 22]. C’est pourquoi on appelle ge´ne´ralement cette formule (pour h = 0)
la formule de KPZ. Elle est en accord avec les re´sultats de l’approche discre´tise´e
par mode`les de matrices. Ces derniers ont permis de traiter a` tous les ordres les
mode`les minimaux couple´s a` la gravite´, ce qui correspond a` des charges centrales
pour la matie`re c = 1 − 6(p − q)2/pq pour deux entiers p et q positifs premiers
entre eux, donc une charge centrale infe´rieure a` 1, dans le re´gime de couplage faible.
On peut d’ailleurs e´galement retrouver dans l’approche ope´ratorielle pre´sente´e ici
le re´sultat des mode`les de matrice pour les fonctions a` trois points des mode`les
minimaux couple´s a` la gravite´ (qui vaut essentiellement 1). Ceci a e´te´ fait en ref.[20]
en conside´rant deux copies de la the´orie discute´e ici, la premie`re tenant lieu de
matie`re et l’autre constituant l’habillage par la gravite´ (un re´sultat concordant a
e´galement e´te´ obtenu ante´rieurement dans l’approche du gaz de Coulomb en ref.[44]).
Comme annonce´ pre´ce´demment, dans le re´gime de couplage fort (c > 1) le
re´sultat 2.58 n’est pas acceptable. Une fonction de partition re´elle ne peut pas avoir
une loi d’e´chelle d’exposant complexe. Il n’y a pas non plus de version discre´tise´e de
mode`le fortement couple´ qui permette de calculer γstring.
C’est pourquoi nous proposons dans le dernier chapitre une autre approche du
re´gime de couplage fort. Dans cette phase c > 1 les ope´rateurs physiques sont
diffe´rents de ceux du couplage faible et de poids re´els. Ceci a en particulier pour
conse´quence que le nouveau terme cosmologique a un poids re´el et une loi de change-
ment d’e´chelle re´elle. La nouvelle valeur de γstring obtenue est la partie re´elle de 2.58.
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Chapitre 3
LES EQUATIONS
POLYNOMIALES
Je pre´sente ici une partie des travaux, dus essentiellement a` Moore et Seiberg, qui
ont mene´ aux e´quations dites polynomiales. Ce sont les e´quations de cohe´rence de
l’alge`bre d’ope´rateurs des the´ories conformes. Leur but e´tait de classifier les the´ories
conformes, le mien est uniquement de fournir les outils ne´cessaires a` la re´solution de
l’alge`bre d’ope´rateurs de la the´orie de Liouville dans le chapitre 4. Je me contenterai
donc de l’essentiel, me limitant en particulier au cas de la topologie sphe´rique. Le
lecteur pourra se re´fe´rer a` [24, 25] ou au cours [26] ou` est traite´ en particulier le cas
des genres supe´rieurs.
Comme la the´orie de Liouville, les the´ories conformes qui admettent une
de´composition chirale ont des fonctions de corre´lation chirales ou blocs conformes
de monodromie non triviale. Ces derniers comportent donc des coupures. Les fonc-
tions de corre´lation physiques doivent au contraire eˆtre locales ou mono-value´es.
Lors de l’e´tude d’une the´orie particulie`re, on cherche donc ge´ne´ralement a` constru-
ire des fonctions de corre´lations physiques locales a` partir des blocs conformes qui
ne le sont pas. Ici, au contraire, nous supposerons qu’il est possible de construire des
corre´lateurs physiques locaux a` partir des blocs conformes, comme cela doit eˆtre le
cas pour une the´orie conforme ge´ne´rique, et nous en examinerons les conse´quences
sur l’alge`bre des ope´rateurs chiraux. Nous ne cherchons pas ici a` calculer les blocs
conformes, puisqu’ils de´pendent de la the´orie envisage´e. Mais nous montrons que
l’hypothe`se de localite´ des corre´lateurs physiques permet d’obtenir la forme ge´ne´rale
de leurs transformations de dualite´ (e´change et fusion) ainsi que les contraintes de
cohe´rence de ces transformations (e´quations polynomiales).
Nous introduisons dans la premie`re partie les notations des ope´rateurs chiraux
et les proprie´te´s e´le´mentaires des blocs conformes. Nous discutons en particulier
leurs proprie´te´s de monodromie. Nous montrons ensuite dans une deuxie`me partie
que la localite´ des fonctions de corre´lation physiques est e´quivalente aux proprie´te´s
de dualite´ des blocs conformes, qui s’expriment sous forme d’une alge`bre de fusion
et d’e´change pour les ope´rateurs chiraux. Nous e´tendons d’ailleurs dans cette par-
tie la discussion des the´ories diagonales par Moore et Seiberg au cas des the´ories
non-diagonales qui peuvent eˆtre envisage´es lorsque la matrice de monodromie est
de´ge´ne´re´e. Ceci s’appliquera en effet aux constructions du dernier chapitre dans
le re´gime de couplage fort. L’existence de transformations e´quivalentes (i.e. entre
meˆmes blocs conformes initiaux et finaux) donne des e´quations de cohe´rence sur
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les coefficients de fusion et d’e´change, appele´es e´quations polynomiales, que nous
de´terminons dans une troisie`me et dernie`re partie.
Ces e´quations polynomiales contraignent e´norme´ment l’alge`bre de fusion et d’e´-
change des ope´rateurs chiraux. Dans le prochain chapitre, nous pourrons calculer ex-
plicitement les blocs conformes et les coefficients de fusion et d’e´change les plus sim-
ples de la the´orie de Liouville, et ce sont ces e´quations polynomiales qui nous perme-
ttront ensuite de de´terminer l’alge`bre de fusion et d’e´change de tous les ope´rateurs.
3.1 Blocs conformes et monodromie
Nous conside´rons ici une the´orie conforme rationnelle1, dont les ope´rateurs
physiques Φi(z, z¯) ont une de´composition chirale en termes d’ope´rateurs2 φi(z) et
φ(z¯). Au lieu de noter φi les ope´rateurs chiraux ge´ne´riques comme dans le premier
chapitre, nous conside´rons ici une restriction de ces ope´rateurs, note´e φji,k. Outre
le(s) nombre(s) quantique(s) j qui caracte´rise(nt) l’ope´rateur lui-meˆme, on pre´cise
par k et i les modules de Verma auquel cet ope´rateur s’applique et celui dans lequel
il arrive. On a de fac¸on plus ge´ne´rale pour un descendant3
φ
j,{ν}
i,k (z) : Hk → Hi. (3.1)
Les ope´rateurs conside´re´s ici peuvent donc eˆtre obtenus par restriction de ceux du
premier chapitre :
φ
j,{ν}
i,k (z) = PHiφj,{ν}(z)PHk (3.2)
ou` PHi est le projecteur sur le module de Verma Hi. Dans une base orthonorme´e de
Hi, de´crite par le multi-index {ν}, ce projecteur s’e´crit
PHi =
∑
{ν}
|i, {ν}><i, {ν}|. (3.3)
L’espace de Hilbert total (pour une chiralite´) est constitue´ de la somme directe des
modules de Verma et on a donc e´galement la relation de fermeture
1 = Id =
∑
i
PHi =
∑
i,{ν}
|i, {ν}><i, {ν}|. (3.4)
1 Une the´orie (conforme) est souvent dite rationnelle si elle comporte un nombre fini de familles
conformes, ou de repre´sentations de l’alge`bre de Virasoro. C’est le cas par exemple des mode`les
minimaux. Ce n’est pas le cas ici, comme chez Moore et Seiberg. Nous appelons une the´orie
rationnelle si l’espace de ses blocs conformes est de dimension finie (p prend un nombre fini de
valeurs dans 3.10), ce qui donne des matrices d’e´change et de fusion de dimension finie. Nous
appliquerons e´videmment toujours ces re´sultats dans ce cadre (chapitre 4). On pourra en effet
ve´rifier que meˆme lorsqu’on ge´ne´ralisera notre alge`bre d’ope´rateurs a` des spins continus (elle pourra
donc meˆme contenir une “infinite´ continue” de familles), les re`gles de se´lection garantiront toujours
que les blocs conformes restent de dimension finie.
2 Conforme´ment a` la partie pre´ce´dente, nous conservons dans cette partie la notation φ minus-
cule pour les ope´rateurs conformes chiraux. Les ope´rateurs physiques locaux sont note´s Φ majus-
cule. Ces notations sont contraires a` celles de certains auteurs, en particulier de Moore et Seiberg,
mais nous les conservons ici par souci de cohe´rence a` l’inte´rieur de cette the`se.
3 Attention aux notations partiellement asyme´triques : la notation φji,k(z) ou φ
j,{ν}
i,k (z) indique
que l’ope´rateur φ est un champ primaire ou un descendant de Hj respectivement. Au contraire
les indices i et k indiquent simplement que ces ope´rateurs s’appliquent a` des e´tats du module de
Verma Hk, qu’il s’agisse de l’e´tat de plus haut poids |k> ou d’un descendant |k, {ν}>, et sont a`
valeurs dans Hi.
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La correspondance entre les ope´rateurs et les e´tats est donc dans ces notations
φ
i,{ν}
i,0 (0)|0>= |i, {ν}> . (3.5)
Nous verrons dans le prochain chapitre comment les ope´rateurs de la the´orie de
Liouville du chapitre pre´ce´dent doivent de la meˆme manie`re eˆtre restreints pour
rentrer exactement dans le cadre de ce formalisme.
On peut inte´grer les transformations infinite´simales 1.14 dues a` l’action de L0
sur un champ primaire de poids ∆j pour obtenir
e−αL0φjik(z)e
α∆jeαL0 = φjik(e
αz). (3.6)
Ceci permet de de´terminer la monodromie des ope´rateurs φjik(z) autour de l’origine.
Appliquant 3.6 a` α = 2iπǫ (ou` ǫ = ±1) l’ope´rateur effectue en effet un tour autour
de 0. Ce qui est particulier a` cette base d’ope´rateurs, c’est que les poids des e´tats
entrants et sortants sont connus a` un entier pre`s (pour un descendant |k, {ν} >
d’ordre N on a ∆k,{ν} = ∆k +N) qui ne contribue pas pour α = 2iπǫ. On connait
donc la monodromie de ces ope´rateurs autour de 0
φjik(z)→ φjik(e2iπǫz) = φjik(z)e2iπǫ(∆i+∆j−∆k). (3.7)
Cet ope´rateur donne la fonction a` trois points suivante
i
j
k =<i, {νi}|φji,k(z)|k, {νk}>= z∆j+∆k,{νk}−∆i,{νi}<i, {νi}|φji,k(1)|k, {νk}>
(3.8)
dont la de´pendance en z est obtenue par 3.6, pour des descendants < i, {νi}| et
|k, {νk}> quelconques. La monodromie 3.7 de φji,k(z) autour de 0 donne alors celle
du bloc conforme a` trois points4
i
j
k→ e2iπǫ(∆i+∆j−∆k)i
j
k (3.9)
valable pour des champs primaires ou des descendants. Les fonctions a` trois points
comprennent donc une coupure issue de 0, que l’on place ge´ne´ralement sur le demi-
axe re´el ne´gatif.
Les blocs conformes a` quatre points s’e´crivent
F ijklp (z2, z3) ≡<i|φjip(z2)φkpl(z3)|l>= p
j k
i l. (3.10)
Nous pouvons les de´composer en somme de fonctions a` trois points graˆce a` l’expres-
sion 3.3 du projecteur sur Hp. Ceci donne une somme sur les descendants p, {ν}
qui s’exprime, d’apre`s ce que nous venons de voir (3.8), comme une se´rie entie`re de
terme ge´ne´ral ∝ (z3/z2)∆p,{ν} = (z3/z2)∆p+N pour N entier positif. La se´rie est donc
4 On obtient en fait 3.9 uniquement pour une patte supe´rieure i qui de´signe un champ primaire.
Ceci est facilement e´tendu aux descendants i, {νi} par action des ope´rateurs diffe´rentiels approprie´s
sur les deux membres de 3.9.
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z3
(+)B
(-)B
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Fig. 3.1: Coupures de la fonction a` quatre points < i| φjip(z2) φkpl(z3) |l >. Les
pointille´s de´limitent les zones d’application de B(−) et B(+) (cf partie 3.2).
convergente pour z3/z2 < 1. On retrouve ainsi l’ordre radial : les blocs conformes
3.10 sont de´finis dans le domaine z3/z2 < 1 (on a cependant toujours la coupure
pour z3 re´el ne´gatif isssue des fonctions a` trois points).
Examinons les monodromies des fonctions a` quatre points 3.10. Fixant z2 = 1 par
les transformations projectives, les e´quation de bootstrap qui permettent de calculer
ces blocs conformes sont des e´quations diffe´rentielles line´aires comportant des poˆles
en 0, 1 et ∞. Leurs solutions, les blocs conformes, ont donc une monodromie non-
triviale autour de ces poˆles5. Contrairement au cas de la fonction a` trois points,
parmi ces monodromies, il y en plusieurs (deux en l’occurence) inde´pendantes, et
elles ne peuvent eˆtre diagonalise´es simultane´ment. Ainsi, le choix qui a e´te´ fait
en 3.10 consiste a` diagonaliser la monodromie (de z3) autour de 0. Ceci se de´duit
imme´diatement de la monodromie 3.7 des ope´rateurs (ou de la de´composition des
blocs conformes a` quatre points en blocs a` trois points). Le domaine de de´finition
des blocs conformes 3.10 peut eˆtre e´tendu analytiquement en dehors du domaine
z3/z2 < 1 mais cette monodromie non-triviale de z3 autour de z2 montre qu’il doit
y avoir une coupure issue de z2. Les coupures dues au monodromies de z3 autour de
0 (diagonale) et autour de z2 (non-diagonale) sont repre´sente´es en figure 3.1.
Il existe e´galement des bases6 qui diagonalisent les autres monodromies. Ainsi
les blocs conformes F ikjlq (z3, z2) toujours donne´s par la meˆme de´finition
F ikjlq (z3, z2) =<i|φkiq(z3)φjql(z2)|l>=
k j
qi l (3.11)
diagonalisent de la meˆme manie`re la monodromie de z3 autour de l’infini, ou de
manie`re e´quivalente autour de 0 et z2 simultane´ment, par rotation de l’ope´rateur
φk(z3). Le domaine de converge est ici z3/z2 > 1, et la coupure est donc place´e en
z3 − z2 ∈ R−. Les coupures de ces blocs sont repre´sente´s en figure 3.2. Comparant
5 Chaque solution, c’est-a`-dire chaque bloc conforme (pour chaque valeur de p dans 3.10),
ne peut eˆtre de´finie sur tout le plan mais doit inclure une coupure issue du poˆle. Au niveau de
cette coupure elle ne se raccorde pas continument a` elle-meˆme mais a` une combinaison line´aire de
solutions de l’e´quation diffe´rentielle. Ces combinaisons line´aires pour toutes les solutions donnent
la matrice de monodromie, matrice unitaire de l’espace des solutions dans lui-meˆme.
6 Bien que cela puisse eˆtre ve´rifie´ dans la pratique au cas par cas (par les e´quations de bootstrap
par exemple), dans la logique de cet expose´ nous n’avons pas encore prouve´ que les blocs conformes
3.11 constituent une autre base de l’espace vectoriel des blocs conformes 3.10. Pour le cas ge´ne´ral
que nous examinons ici, nous le de´duirons de l’hypothe`se de localite´ des corre´lateurs physiques
dans la prochaine partie.
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Fig. 3.2: Coupures dans l’autre base <i| φkip(z3) φjpl(z2) |l>, plan z3.
avec les coupures dans la base 3.10 figure 3.1 qui diagonalise la monodromie autour
de 0, on voit qu’il y a eu rotation de la coupure issue de z2.
Il y a e´galement une troisie`me base qui diagonalise la monodromie autour de z2
(ou 1), mais nous y reviendrons plus tard.
3.2 Localite´ et dualite´
Ayant de´termine´ les proprie´te´s les plus e´le´mentaires des blocs conformes, nous
sommes preˆts a` examiner la localite´ des fonctions de corre´lation physiques. Nous sor-
tons ici du cadre strict de la discussion de Moore et Seiberg [24, 25, 26]. Alors qu’ils
ne discutent que les cas des the´ories dites diagonales, nous envisageons ici e´galement
le cas ou` la matrice de monodromie est de´ge´ne´re´e, ce qui permet, comme nous le
verrons, de de´finir des the´ories non-diagonales. Ce sera le cas pour la construction
effectue´e dans le dernier chapitre dans le re´gime de couplage fort. Nous montrerons
la`-bas l’importance de la de´ge´ne´rescence de la matrice de monodromie. C’est en
effet dans les cas ou` cette de´ge´ne´rescence est maximale, cas qui correspondent aux
dimensions spe´ciales et aux moments particuliers mis en e´vidence par Gervais et
ses collaborateurs depuis 1985 [41, 12, 13][P3,P4], qu’il est possible d’obtenir une
troncature de l’alge`bre d’ope´rateurs a` une sous-alge`bre ferme´e d’ope´rateurs de poids
re´els.
Un correlateur physique a` quatre points dont les pattes externes ont pour nom-
bres quantiques i, j, k, l peut s’e´crire
<i|Φj(z2, z¯2)Φk(z3, z¯3)|l>=
∑
p,p
F ijklp (z¯2, z¯3)Xp,pF ijklp (z2, z3) (3.12)
ou` les nombres quantiques internes p et p ne sont a priori pas corre´le´s. Ces fonc-
tions de corre´lation physiques doivent eˆtre mono-value´es et donc eˆtre invariantes
lorsqu’un ope´rateur tourne autour d’un autre. Ce sont des contraintes tre`s fortes qui
permettent ge´ne´ralement de de´terminer la matrice Xp,p.
Les blocs 3.10 a` partir desquels est e´crit le correlateur physique 3.15 diagonalisent
la monodromie autour de l’origine, c’est donc la premie`re que nous examinons. Si
on note (ǫ = ±1)
λp = e
2iπǫ(∆k+∆l−∆p) (3.13)
la valeur propre du bloc F ijklp pour la monodromie (de z3) autour de 0, le corre´lateur
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physique est transforme´ en
∑
p,p
F ijklp (z¯2, z¯3)λ∗pXp,pλpF ijklp (z2, z3) (3.14)
par cette monodromie. Pour qu’il soit inchange´, c’est-a`-dire local, la matrice Xp,p
doit eˆtre stable par transformation par la matrice Diag(λp) diagonale unitaire. On en
de´duit que la matrice Xp,p doit eˆtre diagonale par blocs, chaque bloc correspondant a`
un sous espace propre de Diag(λp). D’apre`s 3.13, deux blocs F ijklp sont dans le meˆme
espace propre si les poids ∆p correpondants diffe`rent d’un entier. Dans la plupart
des cas, le spectre des poids de la the´orie est tel que ceci ne se produit pas. Les
espaces propres sont de dimension 1 et la matrice Xp,p doit alors eˆtre diagonale pour
que le corre´lateur physique soit local. La the´orie est dite diagonale et les fonction
de corre´lation physiques s’e´crivent7
<i|Φj(z2, z¯2)Φk(z3, z¯3)|l>=
∑
p
dp|F ijklp (z2, z3)|2 (3.15)
avec Xp,p =Diag(dp).
Ce n’est cependant pas toujours le cas. Dans le cas ou` les valeurs propres sont
de´ge´ne´re´es, la matrice Xp,p, qui doit eˆtre hermitienne, peut ne´anmoins eˆtre diago-
nalise´e, bloc par bloc, c’est-a`-dire en conservant une monodromie autour de l’origine
diagonale8. La nouvelle base obtenue, diagonalise simultane´ment Xp,p et la mon-
odromie autour de l’origine, mais en contrepartie, les e´tats interme´diaires des blocs
conformes (e´tiquete´s par p en 3.10) de cette base n’appartiennent pas a` un module de
Verma de´termine´9 et en particulier les poids droits et gauches peuvent eˆtre diffe´rents.
Il semble d’ailleurs cohe´rent de laisser alors la meˆme liberte´ aux pattes externes,
c’est-a`-dire de conside´rer une de´composition chirale du type Φi,i(z, z¯) = φi(z)φi(z¯)
et des blocs gauches et droits F ijklp et F ijklp de nombres quantiques gauches et droits
de´corre´le´s.
C’est ce que nous ferons dans le dernier chapitre. Nous verrons en effet que
les dimensions spe´ciales, pour lesquelles nous prouverons le de´couplage d’une sous-
alge`bre d’ope´rateurs de poids re´els, correspondent exactement aux dimensions ou`
les valeurs propres 3.13 sont de´ge´ne´re´es. Ceci fait apparaˆıtre dans ces dimensions
spe´ciales un espace propre important correspondant en fait a` l’espace engendre´ par
tous les blocs de poids ∆p re´els. Ceci semble avoir une roˆle capital dans le de´couplage
de cette sous-alge`bre physique de poids re´els et sera discute´ dans la partie 5.2.
Nous pouvons e´galement remarquer que les espaces propres de la monodromie
autour de l’origine sont aussi de dimensions supe´rieures a` 1 dans le cas des mode`les
minimaux. C’est assez trivial dans ce cas puisque ceci provient de l’e´galite´ des poids
de Kac ∆(n,m) = ∆(n + p,m + q) pour un mode`le minimal (p, q). Cependant,
les e´tats (n + p,m + q) se de´couplent et la the´orie est diagonale pour les e´tats qui
restent (ce de´couplage n’a ne´anmoins plus lieu lorsque ces mode`les minimaux sont
habille´s par la gravite´). Bien que les troncatures des l’alge`bres d’ope´rateurs soient
diffe´rentes dans le cas de mode`les minimaux et du couplage fort, il est remarquable
7 Si F = F∗.
8 Il n’est pas e´tonnant que Xp,p et la matrice de monodromie puissent eˆtre diagonalise´es simul-
tane´ment, puisque la localite´ affirme pre´cise´ment que ces deux matrices commutent.
9Ce sont des combinaisons line´aires d’e´tats dont les poids diffe`rent par des entiers.
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qu’elles aient lieu dans les deux cas pour les dimensions ou` les valeurs propres de la
monodromie sont de´ge´ne´re´es (voir discussion dans la partie 5.2).
Nous choisirons dans la suite de ce chapitre de toujours diagonaliser la matrice
Xp,p. Ceci ne rend pas la the´orie diagonale dans le sens habituel du terme puisque les
corre´lateurs physiques ne s’e´crivent alors de manie`re diagonale que dans une base
de blocs conformes qui n’ont pas d’e´tat interme´diaire de poids ∆p de´termine´. Ce
sont des combinaisons line´aires d’e´tats de poids ∆p variant par quantite´s entie`res.
Cependant, dans la discussion qui suit, nous n’utiliserons pas la valeur de ces poids
mais uniquement les valeurs propres ∝ e2iπǫ∆p (Eq.3.13) qui, elles, sont parfaite-
ment de´termine´es dans cette base. Nous emploierons donc les notations de Moore et
Seiberg, et il faudra comprendre dans le cas d’une matrice de monodromie de´ge´ne´re´e
que, partout (Eqs.3.23, 3.29, 3.33...), les poids ∆p de´signent un quelconque des poids
des e´tats interme´diaires de la nouvelle base, qui sont tous e´gaux modulo un10.
Nous venons de voir que les fonctions de corre´lation physiques 3.15 n’ont pas
de coupures pour la monodromie de z3 autour de l’origine (i.e. quand l’ope´rateur
Φk(z3) tourne autour de Φ
l(0)). Il reste a` examiner les autres monodromies.
Nous avons e´crit les fonctions de corre´lation physiques sous la forme 3.15 en
termes des blocs conformes 3.10 dans leur domaine d’analyticite´ z3/z2 < 1. Dans
le domaine z3/z2 > 1 elles s’e´crivent plus naturellement en termes des blocs con-
formes 3.11. Cependant la domaine de de´finition de ces blocs a pu eˆtre e´tendu par
continuation analytique aux plans coupe´s figures 3.1 et 3.2. Nous avons donc deux
expressions de la meˆme fonction de corre´lation. La dualite´11 qui va assurer la lo-
calite´ des corre´lateurs physiques affirme que leurs deux expressions en fonctions de
ces deux types de blocs conformes sont e´quivalentes :
<i|Φj(z2, z¯2)Φk(z3, z¯3)|l>=
∑
p
dp|F ijklp (z2, z3)|2 =
∑
q
dq|F ikjlq (z3, z2)|2. (3.16)
De la deuxie`me expression de 3.16 on de´duit en effet comme pre´ce´demment que
le corre´lateur physique est invariant lorsque z3 tourne autour de z2 et 0 en meˆme
temps, ou de manie`re e´quivalente autour de l’infini.
Pour des sommes finies12 de fonctions analytiques, l’e´galite´ des deux sommes
dans 3.16 prouve que les deux ensembles de fonctions analytiques sont en meˆme
nombre et qu’elles sont e´quivalentes a` un changement de base pre`s13. Ceci est vrai
10 Il y a en toute rigueur dans ces formules, qui contiennent en fait la racine carre´e ∝ eiπǫ∆p de
ces valeurs propres, une ambigu¨ıte´ de signe eiπǫN pour un entier N . Mais elle peut eˆtre re´solue,
puisque dans le chapitre suivant nous de´terminons l’alge`bre de la the´orie de Liouville pour une
charge centrale ge´ne´rique, pour laquelle la the´orie est diagonale. Nous l’appliquons ensuite aux
dimensions spe´ciales du couplage fort ou` les corre´lateurs physiques sont construits diffe´remment,
de fac¸on non diagonale, mais pour lesquelles l’alge`bre d’ope´rateurs chiraux obtenue dans le cas
ge´ne´rique reste valable.
11 Il s’agt ici de la dualite´ s→ u, affirmant que la somme sur les voies s et u sont e´quivalentes.
Nous verrons plus loin la dualite´ s→ t.
12 Nous ve´rifierons quand nous appliquerons ceci a` la the´orie de Liouville que, malgre´ nos
repre´sentations infinies en nombre infini, nos fonctions de corre´lation physiques sont des sommes
d’un nombre fini de termes.
13 Pour les fonctions (
√
dpF ijklp (z2, z3))p et (
√
dqF ikjlq (z3, z2))q il s’agit d’un changement de base
orthonormal, ce qui garantit 3.16. Pour les fonctions (F ijklp (z2, z3))p et (F ikjlq (z3, z2))q la matrice
de passage B(±) (cf plus loin) ne le sera pas ne´cessairement si les coefficients dp sont non triviaux.
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inde´pendamment sur chaque connexe du recouvrement des plans coupe´s. Ce sont
deux demi-plans, un pour chaque signe de Im(z2 − z3). Notant B(±) les matrices de
passage d’une base a` l’autre sur chaque connexe (cf figs.3.1, 3.2), ceci signifie
<i|φjip(z2)φkpl(z3)|l>=
∑
q
B(±)pq
[
j k
i l
]
<i|φkiq(z3)φjql(z2)|l> . (3.17)
Ceci vaut e´galement pour des e´tats <i| et |l> remplace´s par leurs descendants (par
action des ope´rateurs diffe´rentiels Ln approprie´s sur 3.17) puisque les e´le´ments de
la matrice B(±) ne dependent pas de z. L’e´galite´ vaut donc pour les ope´rateurs (au
sens faible) :
φjip(z2)φ
k
pl(z3) =
∑
q
B(±)pq
[
j k
i l
]
φkiq(z3)φ
j
ql(z2). (3.18)
Graphiquement cela donne
p
j k
i l =
∑
q
B(±)pq
[
j k
i l
] k jqi l. (3.19)
Les matrices B(±) sont donc les matrices de passage de la base s (3.10) qui diagonalise
la monodromie (de z3) autour de 0, a` la base u (3.11) qui diagonalise la monodromie
autour de l’infini. Les matrices B(+) et B(−) sont les matrices de passage dans un
sens et dans l’autre, elles sont donc inverses l’une de l’autre. Pour les ope´rateurs φj
et φk il s’agit d’une ope´ration d’e´change d’ou` la notation conventielle de la matrice
B pour “braiding” en anglais.
Examinons plus pre´cise´ment ce qui se passe lors de deux e´changes successifs.
Si, par exemple Im(z2 − z3) est ne´gatif, on utilise B(−) pour le premier e´change (cf
fig.3.1). Pour revenir a` l’e´tat initial le deuxie`me e´change doit alors se faire par la
matrice B(+), comme il a e´te´ indique´ sur la figure 3.2. La relation d’inverse entre
B(−) et B(+) s’e´crit donc plus pre´cise´ment∑
q
B(−)pq
[
j k
i l
]
B
(+)
qp′
[
k j
i l
]
= δpp′. (3.20)
On aurait pu, avant le deuxie`me e´change, de´placer z3 et le faire descendre plus
bas que z2 en passant par sa droite sur la figure 3.2, en ne traversant que la ligne
pointille´e. Dans cette base, on reste dans le domaine d’analyticite´, il ne se passe
donc rien, si ce n’est que l’e´change suivant s’exprime a` nouveau par la matrice B(−).
Mais apre`s ce deuxie`me e´change, z3 se retrouve dans la base initiale (figure 3.1) en
dessous de la coupure en e´tant passe´ a` droite de z2, et il peut alors terminer son tour
“gratuitement” par la gauche de z2. Dans ce cas, on se retrouve donc dans la base
initiale mais apre`s un tour de z3 autour z2. On en conclut que le carre´ de la matrice
B est la matrice de monodromie (qui est tout a` fait non-triviale, contrairement a`
B(−)B(+)) : ∑
q
B(−)pq
[
j k
i l
]
B
(−)
qp′
[
k j
i l
]
= (Matrice de monodromie)pp′. (3.21)
Autrement dit, la matrice d’e´change est la racine carre´e de la matrice de mon-
odromie.
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Fig. 3.3:B(−) et B(+) sont inverse l’une de l’autre, la somme sur q, nombre quantique
interne au diagramme, est implicite.
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Fig. 3.4: L’e´change est la “racine carre´e” de la monodromie.
Une autre repre´sentation graphique de l’e´change, diffe´rente de 3.19, illustre bien
ce que nous venons de voir. L’ope´ration e´le´mentaire d’e´change est repre´sente´e par
un croisement de lignes (de bas en haut)
Bpq
[
j k
i l
]
→ i j k lp
i
k j
lq
(3.22)
ou` une ligne donne´e passe devant ou derrie`re selon qu’il s’agit de B(−) ou B(+).
Cette repre´sentation graphique montre que les coefficients d’e´change de l’alge`bre
d’une the´orie conforme cohe´rente permettent de construire des invariants de liens
(cf refs.[35], [P2]). Combinant deux e´changes successifs on obtient pour B(−)B(+) la
figure 3.3 qui repre´sente l’e´quation 3.20 et pour B(−)B(−) la figure 3.4 qui repre´sente
l’e´quation 3.21. Leur interpre´tation en termes de liens et de nœuds est limpide.
On peut appliquer ceci a` la fonction a` trois points < i|φjik(z)|k >. On connaˆıt
la monodromie de cette fonction lorsque φjik(z) tourne autour de 0. Elle acquiert
une simple phase (Eq.3.7). Mais on peut comme pour la fonction a` quatre points
effectuer un simple e´change de φj(z2) et φ
k(z3). On a a` nouveau le meˆme genre de
coupures selon la base choisie, et si l’on effectue deux fois de suite le meˆme e´change
on obtient la monodromie au lieu de l’identite´. L’e´change est donc a` nouveau donne´
par la racine carre´e de la monodromie qui, cette fois, est connue (Eq.3.7). On a par
conse´quent
i
j
k=< i|φji,k(1)|k >=eiπǫ(∆j+∆k−∆i)< i|φki,j(1)|k >=eiπǫ(∆j+∆k−∆i)
k
ji
(3.23)
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Ceci peut eˆtre vu comme un cas particulier de l’e´change 3.19 aver l = 0, p = k et
q = j. Nous apprenons donc que la fonction a` trois points, ou de manie`re e´quivalente
le vertex e´le´mentaire, est syme´trique quant a` ses pattes droite et supe´rieure (a` un
facteur pre`s). Ceci s’ave´rera de la plus grande importance.
Introduisons maintenant l’autre transformation de dualite´, la fusion. Alors que
l’e´change est la dualite´ s→ u, la fusion n’est autre que la dualite´ s→ t :
p
j k
i l =
∑
q
Fpq
[
j k
i l
] i l
k
j
q
. (3.24)
L’expression de la fusion en termes d’ope´rateurs est cependant le´ge`rement diffe´rente
de celle de l’e´change. Ceci est duˆ a` l’asyme´trie de notations de´ja` remarque´e en note
3 page 32. En effet, la ligne interne e´tiquete´e par q suppose que l’on somme sur
tous les e´tats |q, {ν}> du module de Verma Hq, c’est-a`-dire les descendants. Cette
somme est implicite sur les “pattes” gauches et droites des operateurs de vertex
(e´tats entrants et sortants), mais pour la patte supe´rieure, il n’en est rien car elle
de´signe l’ope´rateur lui-meˆme et il faut expliciter la somme sur les descendants. La
fusion s’e´crit donc en explicitant cette somme :
φjip(z2)φ
k
pl(z3) =
∑
q
Fpq
[
j k
i l
] ∑
{ν}∈Hq
φ
q,{ν}
il (z2) < q, {ν}|φjqk(z2 − z3)|k > . (3.25)
On pourrait la rendre plus syme´trique en explicitant la somme sur les descendants
deHp du membre de gauche graˆce a` 3.3, 3.4. Le membre de gauche peut ainsi s’e´crire∑
{ν}∈Hp
φjip(z2)|p, {ν} >< p, {ν}|φkpl(z3).
Cette base de blocs conformes14
F ′iljkq (z2, z3) =<i|φq,{ν}il (z2)|l>< q, {ν}|φjqk(z2− z3)|k >= i l
k
j
q
. (3.26)
est celle qui diagonalise la dernie`re monodromie, celle de z3 autour de z2. On peut le
voir en faisant effectuer une rotation z2−z3 → e2iπ(z2−z3) a` l’ope´rateur φjqk(z2−z3).
Les fonctions de corre´lation physiques s’expriment e´galement a` partir de cette base
de blocs conformes par
<i|Φj(z2, z¯2)Φk(z3, z¯3)|l>=
∑
q
dq|F ′iljkp (z2, z3)|2. (3.27)
Et a` nouveau, la localite´ de ces corre´lateurs physiques pour la monodromie de z3
autour de z2 est e´quivalente a` la transformation de dualite´
15 3.24.
14 Nous les notons F ′ contrairement aux blocs 3.10 et 3.11 note´s tous les deux F puisqu’il
s’agissait de la meˆme fonction avec indices k, l et arguments z2, z3 e´change´s. Cette diffe´rence est
encore due au traitement (en apparence) diffe´rent de la patte supe´rieure.
15 Comme dans la note 13 page 37, nous notons que ce changement de base doit eˆtre orthonormal
pour les blocs renorme´s (
√
dqF ′ilkjq (z2, z3))q.
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Fig. 3.5: La fusion peut eˆtre relie´e a` l’e´change
Le terme de fusion n’a pas e´te´ utilise´ par hasard pour de´signer cette dualite´ s→ t.
On peut en effet conside´rer cette fusion pour z2 → z3 comme un de´veloppement de
produit d’ope´rateurs a` courte distance. De manie`re standard en the´orie des champs,
les ope´rateurs φi admettent un de´veloppement a` courte distance du type
φi(z1)φ
j(z2) =
∑
k,{ν}
Cijk,{ν}(z1 − z2)φk,{ν}(z1) (3.28)
les φk,{ν} constituant ici un ensemble complet d’ope´rateurs. Mais, en the´orie confor-
me, la fusion en dit beaucoup plus. D’abord ce n’est pas qu’un de´veloppement a`
courte distance c’est une e´galite´ vraie en tous points zi. Ensuite, on sait beaucoup
de choses sur les coefficients Cijk,{ν} du de´veloppement : non seulement on sait depuis
BPZ [1] qu’ils sont factorise´s en (de´pendance en les plus haut poids) × (de´pendance
en les descendants), mais on connait de plus la forme de la de´pendance en les descen-
dants qui est donne´e par l’e´le´ment de matrice du quatrie`me ope´rateur de l’e´quation
3.25. C’est cette forme particulie`re de la de´pendance en les descendants qui fait le
lien entre le de´veloppement “traditionnel” et l’interpre´tation de la fusion en termes
de dualite´.
La fusion qui est donc en the´orie conforme une vraie transformation de dualite´
peut e´galement, graˆce a` la syme´trie du vertex e´le´mentaire Eq.3.23, eˆtre relie´e a`
l’autre transformation de dualite´ qu’est l’e´change. La figure 3.5 montre en effet que
la fusion peut eˆtre re´alise´e par deux ope´rations de syme´trie du vertex a` trois pattes
ainsi qu’une ope´ration d’e´change. Utilisant l’e´quation 3.23, le re´sultat est imme´diat :
Fpq
[
j k
i l
]
= eiπǫ(∆p+∆q−∆i−∆k)B(ǫ)pq
[
j l
i k
]
. (3.29)
Cette relation est de´ja` un exemple, des plus simples, d’e´quation polynomiale. Avant
de les e´tudier plus syste´matiqument dans la partie suivante, nous terminons cette
partie par deux remarques.
Nous avons discute´ ici les changements de bases entre celles des blocs conformes
qui diagonalisent les monodromies autour de 0, 1 et ∞. Nous avons observe´ que
les coupures de ces blocs e´taient diffe´rentes selon les bases. Mais on peut envisager
d’autres changements de base, qui ne diagonalisent aucune monodromie. C’est ce
qui est fait en partie 4.2 (ou` on effectue de manie`re e´quivalente un changement de
base sur les ope´rateurs plutoˆt que sur les blocs conformes). Les nouveaux ope´rateurs,
qui n’ont pas une monodromie de´termine´e, ont en revanche l’avantage d’eˆtre dans
des repre´sentations du groupe quantique Uq(sl(2)). Ce changement de base est d’un
genre plus simple que ceux que nous venons de voir ici puisqu’il ne modifie pas la
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Fig. 3.6: Relation de Yang-Baxter
place des coupures. Et de la meˆme manie`re ces nouveaux ope´rateurs ont aussi un
e´change (et une fusion) qui relient les bases avec coupures diffe´rentes.
Dans l’approche de la the´orie de Liouville pre´sente´e ici, nous parlerons plus sou-
vent (et de manie`re e´quivalente) d’ope´rateurs physiques locaux que de corre´lateurs
physiques locaux. C’est l’objet de la deuxie`me remarque. Il faudra alors de manie`re
e´quivalente ve´rifier que ces ope´rateurs physiques :
- sont inchange´s par monodromie autour de 0
- ont un e´change et une fusion qui ne s’expriment qu’en termes des meˆmes ope´rateurs
ce qui garantira de meˆme que leurs fonctions de corre´lations sont aussi invariantes
par monodromie autour de 1 et de l’infini.
Ceci pourra eˆtre fait graˆce aux re´sultats du chapitre suivant pour l’exponentielle
de Liouville 2.49 du couplage faible introduit dans le chapitre pre´ce´dent, et sera
e´galement fait pour les ope´rateurs du couplage fort dans le dernier chapitre.
3.3 Les e´quations polynomiales
Comme nous l’avons dit en introduction, les e´quations polynomiales sont les
e´quations de cohe´rence de l’alge`bre qui comprend l’e´change (Eq.3.19), la fusion
(Eq.3.24) et la syme´trie (Eq.3.23), ainsi que les transformations modulaires en genre
supe´rieur ou e´gal a` un, ce dont nous ne parlerons pas ici. En effet, vu le nombre
important de transformations existantes, on peut souvent faire la meˆme transfor-
mation (i.e. passer d’une base de blocs conformes a` une autre) de plusieurs fac¸ons
diffe´rentes. La cohe´rence implique donc qu’elles soient e´quivalentes. La figure 3.5
en est un exemple. L’e´quivalence des deux “voies” de transformations repre´sente´es
a pour conse´quence l’e´quation 3.29. Nous avons aussi vu un autre exemple simple,
celui des deux e´changes successif B(−)B(+) (Eq.3.20). Sa repre´sentation en termes
de nœuds (fig.3.3) est bien adapte´e au cas de l’e´change.
Appliquons le maintenant a` la fonction a` cinq points. On peut inverser l’ordre des
trois ope´rateurs de vertex de deux fac¸ons diffe´rentes, en commenc¸ant par e´changer
les deux de droite ou les deux de gauche, comme illustre´ sur la figure 3.6. Ceci, par
cohe´rence, ne donne pas autre chose que la ce´le`bre e´quation de Yang-Baxter :
∑
r
B(ǫ)pr
[
j k
i q
]
B(ǫ)qs
[
j l
r m
]
B
(ǫ)
rt
[
k l
i s
]
=
∑
r′
B
(ǫ)
qr′
[
k l
p m
]
B
(ǫ)
pt
[
j l
i r′
]
B
(ǫ)
r′s
[
j k
t m
]
(3.30)
qui est donc aussi une des e´quations polynomiales.
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Fig. 3.7: Equation pentagonale (associativite´ de la fusion)
Combinant fusion et e´change, on peut obtenir de tre`s nombreuses relations.
Moore et Seiberg ont montre´ qu’en genre 0 toutes les e´quations polynomiales pou-
vaient eˆtre obtenues a` partir de la relation pentagonale et des deux relations hexag-
onales que nous pre´sentons maintenant. Ce sont des relations impliquant unique-
ment la matrice de fusion. Les e´quations contenant aussi la matrice d’e´change sont
obtenues graˆce a` la relation 3.29. L’e´quation pentagonale est l’expression de l’as-
sociativite´ de la fusion. La figure 3.7 montre comment on peut fusionner les trois
ope´rateurs de vertex de la fonction a` cinq points en commenc¸ant par la gauche ou la
droite et obtenir le meˆme re´sultat. Contrairement a` l’associativite´ usuelle et comme
on le voit sur la figure, il faut effectuer cinq ope´rations de fusion et non quatre. En
effet, la comparaison de deux fusions en commenc¸ant par la gauche a` deux fusions
par la droite, donne
φjipφ
k
pqφ
l
qm =
∑
s,r
Fpr
[
j k
i q
]
Fqs
[
r l
i m
] ∑
{νr}∈Hr ,{νs}∈Hs
φ
s,{νs}
im <s, {νs}|φr,{νr}sl |l><r, {νr}|φjrk|l>=
∑
t,s
Fqt
[
k l
p m
]
Fps
[
j t
i m
] ∑
{νt}∈Ht,{νs}∈Hs
φ
s,{νs}
im <s, {νs}|φjst|t, {νt}><t, {νt}|φktl|l> .
(3.31)
Les e´le´ments de matrice des deux membres sont diffe´rents, on ne peut donc rien
conclure sur cette expression. Comme indique´ par la figure 3.7 il faut effectuer une
cinquie`me fusion (d’ou` le nom d’e´quation pentagonale) sur les deux ope´rateurs dont
les e´le´ments de matrice sont dans le membre de droite (apre`s utilisation de la re-
lation de fermeture 3.4). Ensuite, les e´le´ments de matrice des deux membres sont
identiques, autrement dit on est dans la meˆme base des blocs conformes a` cinq
points, et on peut projeter sur l’e´tat final de la figure 3.7 de nombres quantiques
i, j, k, l,m, r, s pour obtenir
Fpr
[
j k
i q
]
Fqs
[
r l
i m
]
=
∑
t
Fqt
[
k l
p m
]
Fps
[
j t
i m
]
Ftr
[
j k
s l
]
. (3.32)
Si, au lieu d’utiliser la forme 3.25 de la fusion, on veut examiner l’associativite´
de la fusion par son expression traditionnelle 3.28 on a deux solutions : soit on ne
conside`re que l’ordre dominant, c’est-a`-dire uniquement l’ope´rateur primaire φs de
poids ∆s minimal, et on n’a plus alors aucune somme dans 3.31 et le re´sultat est assez
trivial. Soit on veut conside´rer les ordres suivants, mais alors on doit ne´cessairement
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inclure la multitude des descendants, puisque la de´pendance en z du coefficient de
fusion Cijk,{ν}(z1 − z2) est (z1 − z2)(∆k+N)−∆i−∆j pour un descendant d’ordre N qui
peut donc tre`s bien dominer un champ primaire de poids ∆k′. Il est fort probable que
sans e´crire la de´pendance dans les descendants sous forme d’un e´le´ment de matrice
comme en 3.25, on ne puisse pas aller plus loin.
De la meˆme manie`re, les deux e´quations hexagonales qui avec l’e´quation pen-
tagonale permettent d’engendrer toutes les e´quations polynomiales, peuvent eˆtre
de´duites de la figure 3.8 :
Fpq
[
j l
i k
]
eiπǫ(∆i+∆j+∆k+∆l−∆p−∆q) =
∑
r
Fpr
[
j k
i l
]
Frq
[
l j
i k
]
eiπǫ∆r . (3.33)
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Chapitre 4
THEORIE DE LIOUVILLE :
L’ALGEBRE D’OPERATEURS
Je pre´sente dans ce chapitre, ainsi que le suivant, mes contributions a` la re´solution
de la the´orie de Liouville. Elles constituent le corps de cette the`se. Elles sont de´crites
en de´tail dans les articles [P1] (partie 4.1) et [P2] (partie 4.2) par E. Cremmer, J.-
L. Gervais et moi-meˆme pour ce qui est de l’alge`bre d’ope´rateurs, et [P3,P4,P5]
(chapitre suivant) par J.-L. Gervais et moi-meˆme pour ce qui est du couplage fort.
Ils sont joints en annexe a` cette the`se (sauf pour la dernie`re publication [P5] en-
core a` paraˆıtre). J’y ai e´galement ajoute´ [P6], ma contribution aux Journe´es Jeunes
Chercheurs 93 qui constitue un re´sume´ de la situation, tre`s succint mais en franc¸ais.
Le lecteur inte´resse´ trouvera dans les refs.[P1,P2,P3,P4] jointes en annexe les con-
side´rations les plus techniques sur lesquelles je ne m’e´tendrai pas ici.
Il est connu depuis longtemps que, pour l’approche ope´ratorielle de la the´orie
de Liouville et plus ge´ne´ralement de certaines the´ories conformes, il existe deux
bases d’ope´rateurs ou de blocs conformes particulie`rement inte´ressantes. Les blocs
conformes sont en effet l’espace vectoriel des solutions d’une e´quation diffe´rentielle,
l’e´quation de bootstrap, dont on peut choisir diverses bases. L’e´quivalent en termes
d’ope´rateurs est l’existence de plusieurs familles conformes de meˆme poids ∆
J,Ĵ
dont
on peut conside´rer des combinaisons line´aires.
La premie`re possibilite´ consiste a` diagonaliser la matrice de monodromie des
ope´rateurs (autour de 0). Ceci est e´quivalent a` un choix de base des blocs conformes
dont toutes les “pattes internes” (cf 3.10) sont des e´tats d’un module de Verma
de´termine´. C’est le choix fait dans le chapitre 2 pour les ope´rateurs V
(J,Ĵ)
m,m̂
ainsi
que dans le formalisme de Moore et Seiberg dans le chapitre pre´ce´dent. Ce choix a
e´galement l’avantage de donner des fonctions a` trois points qui ont une syme´trie des
plus simples (Eq.3.23). En the´orie de Liouville, cette base est ge´ne´ralement appele´
base des ondes de Bloch. Nous de´terminons l’alge`bre de fusion et d’e´change de ces
ope´rateurs dans la premie`re partie de ce chapitre. Ses coefficients sont essentiellement
donne´s par des coefficients de 6-j du groupe quantique.
La deuxie`me base digne d’inte´reˆt est celle du groupe quantique. Nous
de´terminons la fusion et l’e´change de ces ope´rateurs note´s ξ dans la deuxie`me par-
tie de ce chapitre. Ils peuvent eˆtre obtenus en demandant que leurs coefficients de
fusion et d’e´change ne de´pendent pas de du module de Verma sur lequel ils s’ap-
pliquent, ou de manie`re e´quivalente du mode-ze´ro ̟. Il est remarquable que cette
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seule condition, qui de´termine les ope´rateurs ξ (a` une normalisation pre`s), suffise a`
donner pour ces ope´rateurs des coefficients de fusion et d’e´change qui sont respec-
tivement les Clebsch-Gordan et la matrice R du groupe quantique. Ceci met donc en
e´vidence la syme´trie interne de la the´orie : celle du groupe quantique Uq(sl(2)). C’est
clairement l’inte´reˆt majeur de cette base. L’action de Uq(sl(2)) sur ces ope´rateurs
n’est cependant pas explicitement re´alise´e ici1, et nous nous inte´resserons en fait
davantage aux transformations d’e´change et de fusion qui permettent d’examiner la
localite´ des corre´lateurs physiques. En revanche, le formalisme de Moore et Seiberg
ne s’applique pas directement a` cette base (puisqu’elle ne diagonalise aucune mon-
odromie) et en particulier la fusion de ces ope´rateurs contient un e´le´ment de matrice
des ope´rateurs V . Alors que les ope´rateurs V de la base de Bloch sont relie´s a` un
mode`le IRF (Interaction Round a Face), les ope´rateurs ξ du groupe quantique sont
relie´s a` un mode`le a` vertex.
La base des ondes de Bloch, plus naturelle a` priori, a pre´ce´de´ celle du groupe
quantique. La matrice de changement de base a e´te´ de´termine´e par Babelon [27] pour
le spin 1/2 puis par Gervais [17] pour tous spins, Babelon en donnant finalement une
forme universelle [28]. Babelon a e´galement de´termine´ en ref.[28] la forme universelle
de la matrice d’e´change des ope´rateurs V , sans remarquer qu’elle e´tait donne´e par
des 6-j (a` des normalisations pre`s).
Pre´cisons ce qu’il y a de nouveau dans les travaux pre´sente´s ici.
L’e´change des ope´rateurs V de type IRF e´tait de´ja` connu par la formule uni-
verselle de Babelon [28]. Cependant, le rapport entre les coefficients d’e´change des
V et les 6-j de Uq(sl(2)) n’e´tait pas e´tabli
2. La fusion, en revanche, n’e´tait utilise´e
qu’a` l’ordre dominant pour engendrer des ope´rateurs de spins supe´rieurs. Outre les
coefficients d’e´change de´ja` plus ou moins connus, nous de´terminons donc e´galement
la forme de la fusion, prouvant pour ce cas particulier la forme ge´ne´rale 3.25 de la
fusion a` la Moore et Seiberg, ainsi que l’expression des coefficients de fusion des
ope´rateurs de type IRF. Mais surtout la nouveaute´ importante est l’extension de ces
re´sultats a` des spins continus, c’est-a`-dire a` des repre´sentations non re´ductibles de
l’alge`bre de Virasoro, hors de la table de Kac. Cette extension s’est ave´re´e ne´cessaire
pour pouvoir traiter le cas des spins fractionnaires (non demi-entiers) qu’il faut ab-
solument inclure dans le re´gime de couplage fort, comme nous le verrons dans le
prochain chapitre. Ceci nous a amene´s en [P3] a` ge´ne´raliser les 6-j a` des spins con-
tinus et a` prouver les e´quations de Bidenharn-Elliot, de Racah et d’orthogonalite´
correspondantes. Une caracte´ristique de cette extension a` des spins continus est que
la double structure de groupe quantique Uq(sl(2))⊙Uq̂(sl(2)) n’est plus dans ce cas
une simple structure de (quasi) produit tensoriel. Les quantite´s correspondant aux
parame`tres de de´formation h et ĥ (comme J et Ĵ) ne peuvent plus eˆtre se´pare´es.
Pour les ope´rateurs ξ du groupe quantique, on calcule la fusion a` tous les or-
dres. Alors que l’e´change est donne´ par la matrice R universelle, les coefficients
de fusion sont des Clebsch-Gordan de Uq(sl(2)). Nous faisons e´galement ceci pour
1 Ceci a e´te´ fait re´cemment par E. Cremmer, J.-L. Gervais et J. Schnittger et sera publie´
prochainement. L’action des ge´ne´rateurs J±, J3 de Uq(sl(2)) est re´alise´ par la commutation avec
les ope´rateurs ξ
(1/2)
±1/2 . Ceci leur a e´galement permis de de´terminer l’action de Uq(sl(2)) sur les
ope´rateurs V .
2 Il avait e´te´ e´tabli en ref.[29] dans l’approche du gaz de Coulomb un lien entre ces coefficients
d’e´change et des poids de Boltzman de mode`les IRF, eux-meˆmes en rapport avec des 6-j.
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des spins continus qui donnent des repre´sentations infinies de Uq(sl(2)). Appliquant
correctement le changement de base des V aux ξ, l’expression de la fusion des V
a` la Moore et Seiberg montre que la fusion des ξ contient un e´le´ment de matrice
des V , qui peut eˆtre vu comme exprimant la de´pendance en z pour les descendants
obtenus par fusion. Ceci est absolument ne´cessaire pour que la fusion des ξ soit
associative. En effet, du point de vue du groupe quantique, la fusion des ξ (qui sont
dans des repre´sentations du groupe quantique) correspond a` la de´composition en
repre´sentations irre´ductibles du produit tensoriel de repre´sentations, qui s’exprime
par des Clebsch-Gordan. Or, comme chacun le sait, effectuer cette de´composition
pour le produit tensoriel de trois repre´sentations en commenc¸ant par la droite ou par
la gauche ne donne pas le meˆme re´sultat, ce qui mettrait en de´faut une associativite´
na¨ıve de la fusion des ξ. Le lien entre ces deux de´compositions est fait par des 6-j, et
ce sera pre´cise´ment le roˆle des e´le´ments de matrice des V , dont la fusion est donne´e
par des 6-j, que d’assurer l’associativite´ de la fusion des ξ.
Avant le changement de base de Babelon et Gervais, une autre manie`re de passer
d’un mode`le IRF a` un mode`le a` vertex avait e´te´ propose´ par Pasquier (voir ref.[37]
puis [38]). Partant d’un mode`le IRF (ou SOS, “Solid On Solid”), dont l’alge`bre est
donne´e par des 6-j, on peut en effet construire, par le biais de Clebsch-Gordan,
des ope´rateurs d’un mode`le a` vertex. Il ne s’agit pas a` proprement parler d’un
changement de base puisque les ope´rateurs de type vertex vivent dans un espace
diffe´rent, e´tendu par rapport a` l’espace de Hilbert initial. Ici aussi, l’e´change des
ope´rateurs de type mode`le a` vertex est donne´ par la matrice R alors que celui
des ope´rateurs de type IRF e´tait donne´ par des 6-j. La coexistence de ces deux
transformations est longtemps reste´e une e´nigme, le lien entre elles e´tant inconnu.
Nous avons montre´ en [P2] que la matrice de changement de base de Babelon et
Gervais est la limite des Clebsch-Gordan de ref.[37, 38] lorsque le nombre quantique
supple´mentaire introduit en [37, 38] tend vers l’infini. J’explique ici plus pre´cise´ment
qu’en [P2] comment cette limite rend triviale l’extension de l’espace de Hilbert,
permettant d’identifier comple`tement cette limite a` la construction pre´ce´dente.
Ceci nous a donne´ l’ide´e d’e´tudier une autre limite infinie : dans celle-ci, le mode`le
IRF correspondant aux V a pour limite le mode`le a` vertex lie´ aux ξ (quand les spins
sur les faces tendent vers l’infini3). Les 6-j, poids de Boltzman du mode`le IRF, ont
pour limite des e´le´ments de matrice R ou des Clebsch-Gordan. Ceci n’a e´te´ fait en
[P2] que pour des spins demi-entiers4. La partie qui traite de ces limites n’a donc
pas e´te´ publie´e ailleurs et sera imprime´e en italique de manie`re a` ressortir. Cette
limite permet ensuite de de´montrer a` partir des e´quations ve´rifie´es par les 6-j toutes
les e´quations impliquant des Clebsch-Gordan et des e´le´ments de matrice R pour des
spins continus.
Nous avons e´galement propose´ en ref.[P2] une repre´sentation ge´ome´trique tridi-
mensionnelle de l’alge`bre des ξ en termes de te´trae`dres. Une telle repre´sentation du
mode`le IRF, pour lequel les te´trae`dres sont des 6-j dont les six spins sont sur les
3 Ce lien entre mode`les IRF et a` vertex a e´te´ mis en e´vidence par Witten [36] dans un cadre
plus ge´ne´ral.
4 De plus, il faut donner une partie imaginaire aux spins qui tendent vers l’infini, ce qui exige une
extension des 6-j a` des spins non demi-entiers. Cette extension avait e´te´ faite de manie`re arbitraire
en [P2], en particulier sans ve´rifier que ces 6-j ge´ne´ralise´s satisfaisaient toujours aux e´quations de
Bidenharn-Elliot, de Racah et d’orthogonalite´. C’est pourquoi nous re´examinons ici cette limite en
utilisant les 6-j ge´ne´ralise´s en [P3], pour lesquels les e´quations pre´ce´dentes ont e´te´ prouve´es.
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areˆtes, e´tait de´ja` connue. C’est ce qui a permis de formuler la gravite´ simplicielle
tridimensionnelle, en pavant l’espace de te´trae`dres [30]. Notre repre´sentation en est
une ge´ne´ralisation, certains te´trae`dres e´tant des Clebsch-Gordan ou des e´le´ments de
matrice R dont les nombres quantiques magne´tiques M sont figure´s sur les faces.
Nous ne reprendrons pas cette repre´sentation dans le corps de cette the`se, par souci
de brie`vete´.
4.1 La base des ondes de Bloch
Nous de´terminons ici comple`tement l’alge`bre des ope´rateurs V de la base qui
diagonalise la monodromie, celle des ondes de Bloch. C’e´tait e´galement le choix fait
par Moore et Seiberg dans le chapitre pre´ce´dent, et leur formalisme s’appliquera donc
directement. Les coefficients de cette alge`bre d’ope´rateurs peuvent eˆtre interpre´te´s
comme les poids de Boltzmann d’un mode`le IRF ou SOS.
Par souci de lisibilite´, nous e´nonc¸ons les re´sultats dans une premie`re sous-partie
et esquissons la me´thode de re´solution (par transformation des fonctions a` quatre
points calculables par e´quation de boostrap) dans une deuxie`me sous-partie, qui peut
eˆtre conside´re´e comme un guide de lecture des articles joints en annexe. Consacrer
une partie entie`re a` l’expose´ des re´sultats nous a paru ne´cessaire pour expliquer
correctement la ge´ne´ralisation des spins demi-entiers aux spins continus.
4.1.1 Les re´sultats
Le cas standard : les spins demi-entiers
Commenc¸ons par les ope´rateurs standards V
(J,Ĵ)
m,m̂
introduits pre´ce´demment, de
spins J et Ĵ demi-entiers. Nous rappelons qu’ils engendrent des modules de Verma
re´ductibles correspondant aux cas (2Ĵ + 1, 2J + 1) de la classification de BPZ que
nous notons H
J,Ĵ
(Eq.2.45).
Les indices i, j, k, l, p... ge´ne´riques de Moore et Seiberg sont donc dans le cas
pre´sent chacun un couple de spins5 (Ji, Ĵi). Nous rappelons que les ope´rateurs du
chapitre pre´ce´dent φjik, pour lesquels les nombres quantiques des trois pattes sont
pre´cise´s, sont des restrictions des ope´rateurs de Liouville du chapitre 2. Utilisant
pour la dernie`re fois la notation φ... du chapitre pre´ce´dent, on a la correspondance :
φ
(J1,Ĵ1),{ν}
(J12,Ĵ12),(J2,Ĵ2)
= P
J12,Ĵ12
V
(J1,Ĵ1),{ν}
J2−J12,Ĵ2−Ĵ12PJ2,Ĵ2 (4.1)
ou` P
J12,Ĵ12
est le projecteur sur le module de Verma H
J12,Ĵ12
.
Un bloc conforme a` quatre points est donc repre´sente´ graphiquement par
J  J J  J
J  JJ  J
^J J
1
23 23
2
3
1
^
^
2
3
^
^
= <J, Ĵ |V (J1,Ĵ1)
J23−J,Ĵ23−Ĵ
V
(J2,Ĵ2)
J3−J23,Ĵ3−Ĵ23
|J3, Ĵ3> . (4.2)
5 Il a e´te´ introduit en [P1] une notation J ≡ (J, Ĵ) que nous n’utiliserons pas ici afin de ne pas
multiplier les notations.
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Les points introduits sur les vertex indiquent que les re`gles de se´lection6 pour des
spins demi-entiers sont les ine´galite´s triangulaires standard7 de Sl(2) :
J^J
J  J
J  J21212
^
11
^
2 →

J1 + J2 − J12 ∈ N ,
J12 + J2 − J1 ∈ N ,
J1 + J12 − J2 ∈ N ,
Ĵ1 + Ĵ12 − Ĵ2 ∈ N
Ĵ1 + Ĵ2 − Ĵ12 ∈ N
Ĵ12 + Ĵ2 − Ĵ1 ∈ N

⇒
{
2J1, 2J2, 2J12 ∈ N
2Ĵ1, 2Ĵ2, 2Ĵ12 ∈ N . (4.3)
Nous reviendrons sur la signification de ces points lors de la ge´ne´ralisation a` des spins
continus. Nous en reparlerons dans la prochaine sous-partie, mais nous pre´cisons de´ja`
ici que les re`gles de se´lection 4.3 ne sont pas du tout ad hoc mais proviennent du
calcul.
Nous donnons maintenant l’expression de la fusion et de l’e´change de ces
ope´rateurs. Conforme´ment au sche´ma ge´ne´ral de Moore et Seiberg, la fusion s’e´crit
J  J J  J
J  JJ  J
^J J
1
23 23
2
3
1
^
^
2
3
^
^
=
∑
J12,Ĵ12
F
(J23,Ĵ23),(J12,Ĵ12)
[
(J1,Ĵ1)
(J,Ĵ)
(J2,Ĵ2)
(J3,Ĵ3)
]
J  J^
^J J
J  J^
J  J^
J  J^
3
22
3
11
1212
.
(4.4)
Nous avons calcule´ en [P1] la valeur du coefficient de fusion :
F
(J23,Ĵ23),(J12,Ĵ12)
[
(J1,Ĵ1)
(J,Ĵ)
(J2,Ĵ2)
(J3,Ĵ3)
]
=
eiπfV (Ji)
g
(J12,Ĵ12)
(J1,Ĵ1),(J2,Ĵ2)
g
(J,Ĵ)
(J12,Ĵ12),(J3,Ĵ3)
g
(J23,Ĵ23)
(J2,Ĵ2),(J3,Ĵ3)
g
(J,Ĵ)
(J1,Ĵ1),(J23,Ĵ23)
{
J1
J3
J2
J
∣∣∣J12J23} {ˆ Ĵ1Ĵ3 Ĵ2Ĵ |ˆĴ12Ĵ23 }ˆ, (4.5)
ou` les 6-j sont des 6-j de´forme´s (du groupe quantique) avec parame`tre de de´formation
h pour le premier et ĥ pour le deuxie`me figure´ avec des chapeaux. Il s’agit des 6-j
de normalisation non syme´trique (pas ceux de Racah-Wigner), comme indique´ par
le trait vertical qui isole les spins J12 et J23 (cf [35, 40]). Leur expression est donne´e
plus loin en Eq.4.30 dans le cas de spins continus (cf aussi [P3] Eqs.3.5, 3.25). Les
coefficients g ont pour valeur
g
(J12,Ĵ12)
(J1,Ĵ1),(J2,Ĵ2)
= (−1)pp̂(i/2)p+p̂Hpp̂(̟J1,Ĵ1)Hpp̂(̟J2,Ĵ2)Hpp̂(−̟J12,Ĵ12)
Hpp̂(̟p/2,p̂/2)
(4.6)
avec p ≡ J1 + J2 − J12, p̂ ≡ Ĵ1 + Ĵ2 − Ĵ12 et
Hpp̂(̟) =
∏p
r=1
√
F (̟̂− rh/π)∏p̂
r̂=1
√
F (̟ − r̂π/h)∏p
r=1
∏p̂
r̂=1
(
̟
√
h/π − r
√
h/π − r̂
√
π/h
) , F (z) ≡ Γ(z)
Γ(1− z) . (4.7)
6 Etant donne´ trois repre´sentations de l’alge`bre de Virasoro, dans une the´orie, il existe ou il
n’exite pas de vertex interpolant (“intertwinning”) entre elles (comme 4.3, 4.15, 4.16...). C’est ce que
nous appelons ici re`gles de se´lection. Elles sont appele´es ailleurs re`gles de fusion, en particulier par
Verlinde[33] ou` elles sont repre´sente´es par les entiers naturels Nkij qui valent 0 pour les transitions
interdites. Nous n’utilisons pas ici le terme de re`gles de fusion pour ne pas risquer de cre´er de
confusion avec la fusion au sens plein du terme (Eqs.3.25, 4.4...).
7 N de´signe l’ensemble des entiers naturels.
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Il y a e´galement une expression plus e´le´gante de H en termes de chemins (voir
ref.[P1] Eq.4.26 ou ref.[P3] Eq.4.20). La phase fV (donne´e en [P1] Eq.4.8 et avec
correction en [P3] Eq.4.21) est un demi-entier et donne donc juste une puissance de
i.
L’e´change est donne´ par
J  J J  J
J  JJ  J
^J J
1
23 23
2
3
1
^
^
2
3
^
^
=
∑
J13,Ĵ13
B
(±)
(J23,Ĵ23),(J13,Ĵ13)
[
(J1,Ĵ1)
(J,Ĵ)
(J2,Ĵ2)
(J3,Ĵ3)
] J  J J  JJ  JJ  J ^J13 1J22^
^
1
^
^
3313
(4.8)
avec
B
(±)
(J23,Ĵ23),(J13,Ĵ13)
[
(J1,Ĵ1)
(J,Ĵ)
(J2,Ĵ2)
(J3,Ĵ3)
]
= eiπfB(Ji)e
±iπ(∆
J,Ĵ
+∆
J3,Ĵ3
−∆
J23,Ĵ23
−∆
J13,Ĵ13
)
g
(J13,Ĵ13)
(J1,Ĵ1),(J3,Ĵ3)
g
(J,Ĵ)
(J2,Ĵ2),(J13,Ĵ13)
g
(J23,Ĵ23)
(J2,Ĵ2),(J3,Ĵ3)
g
(J,Ĵ)
(J1,Ĵ1),(J23,Ĵ23)
{
J1
J2
J3
J123
∣∣∣J13J23} {ˆ Ĵ1Ĵ2 Ĵ3Ĵ123 |ˆ Ĵ13Ĵ23 }ˆ (4.9)
ou` fB peut par exemple eˆtre de´duit de fV par syme´trie de la fonction a` trois points.
Que ce soit pour l’e´change ou la fusion, les coefficients g peuvent eˆtre interpre´te´es
comme des normalisations des ope´rateurs de vertex ce qui permet de de´finir des
ope´rateurs renorme´s V˜
PJ12,J12V˜ (J1,J1)(z)PJ2,J2 = g(J12,Ĵ12)(J1,Ĵ1),(J2,Ĵ2)PJ12,J12V
(J1,J1)(z)PJ2,J2 (4.10)
dont l’alge`bre est donne´e uniquement par des 6-j (et les exponentielles des poids
conformes pour l’e´change, comme il se doit). Les e´quations d’orthogonalite´, de Racah
et de Bidenharn-Elliot pour les 6-j q-de´forme´s[35] permettent de prouver que les
coefficients de fusion et d’e´change des V˜ ve´rifient les e´quations polynomiales. Dans le
cas des ope´rateurs V , les normalisations g s’annulent deux a` deux et disparaissent des
e´quations polynomiales. Il faut e´galement ve´rifier que les phases fV et fB s’annulent
bien. Ceci est fait en [P1] (avec correction en [P3]) et nous ne nous e´tendons pas
davantage sur ces de´tails ici, d’autant que ces phases disparaissent tre`s e´le´gamment
dans le cas de spins continus, auquel nous passons maintenant.
Les spins continus
L’introduction de spins non demi-entiers, c’est-a`-dire de repre´sentations
irre´ductibles de l’alge`bre de Virasoro, est apparue ne´cessaire pour obtenir une fonc-
tion de partition invariante modulaire dans le re´gime de couplage fort, que nous
abordons dans le prochain chapitre. Il s’agit donc ici de se donner les outils tech-
niques ne´cessaires a` la re´solution de la the´orie physique dans le re´gime de couplage
fort au chapitre 5.
Le lecteur attentif a suˆrement de´ja` remarque´ que les blocs conformes conside´re´s
initialement par Gervais et Neveu (chapitre 2) e´taient plus ge´ne´raux que ceux dont
nous venons de de´terminer les matrices B et F . Les moments ̟ des e´tats pouvaient
en effet eˆtre quelconques, alors que nous les avons ici restreints aux repre´sentations
re´ductibles de moments ̟ = ̟
J,Ĵ
. Mais la correspondance entre e´tats et ope´rateurs
exigeait de conside´rer e´galement des ope´rateurs de spins quelconques.
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Il est facile pour commencer de ge´ne´raliser a` des spins continus, note´s Je, l’ex-
ponentielle de champ libre 2.41
V
(Je)
−Je ∝ e2J
e
√
h/2πq
(1)
0 :e
2Je
√
h/2π(p
(1)
0 σ+i
∑
n6=0
e−inσp
(1)
n /n) : pour Je ∈ R (ou meˆme C).
(4.11)
Ce sont les ope´rateurs8 qui engendrent tous les e´tats de plus haut poids a` partir du
vide Sl(2, C) invariant |̟0>= |1 + π/h> :
V
(Je)
−Je (z)|̟0>→ |̟Je> quand z → 0 (4.12)
ou` on a ge´ne´ralise´ la notation
̟Je = ̟0 + 2J
e pour Je ∈ R (ou Je ∈ C). (4.13)
Mais nous arreˆterons la` les conside´rations les plus techniques que nous renvoyons
a` la sous-partie suivante. Nous y examinons les possibilite´s de ge´ne´ralisation dans
l’approche de Gervais et Neveu ainsi que la comple´mentarite´ de celle du gaz de
Coulomb. Nous nous contentons ici d’expliquer les re´sultats.
Revenons un instant au cas des spins demi-entiers. Un e´tat (ou un ope´rateur)
de spins J et Ĵ peut de manie`re e´quivalente eˆtre caracte´rise´ par le mode-ze´ro ̟ =
̟
J,Ĵ
≡ ̟0 + 2J + 2Ĵπ/h. Son poids, en particulier, n’est fonction que de ̟J,Ĵ . On
peut e´crire ̟
J,Ĵ
= ̟0 + 2J
e pour un spin effectif9 Je ≡ J + Ĵπ/h qui est limite´
dans le cas demi-entier a` des valeurs discre`tes. L’e´tat ou ope´rateur en question est
comple`tement de´termine´ par la donne´e de son spin effectif. On ve´rifiera en partic-
ulier dans la sous-partie suivante que les coefficients de fusion ou d’e´change sont des
fonctions analytiques des spins effectifs. Et la chose e´tonnante est plutoˆt le fait qu’ils
aient pu se factoriser en produits d’un 6-j fonction des Ji par un 6-j fonction des Ĵi.
Ceci est duˆ aux proprie´te´s de la fonction gamma pour des variations entie`res de son
argument. L’extension a` des spins continus consiste donc logiquement a` conside´rer
des spins effectifs Jei quelconques, comme nous l’avons de´ja` fait dans le cas partic-
ulier 4.11. Ceci n’a rien d’e´tonnant du point de vue du gaz de Coulomb[32, 7]. La
correspondance entre les deux approches montre en effet que nos ope´rateurs peuvent
s’e´crire
V
(J,Ĵ)
m,m̂
∼ V (J+Ĵπ/h)−J−Ĵπ/h S
J+mŜ Ĵ+m̂ = V
(Je)
−Je S
J+mŜ Ĵ+m̂. (4.14)
L’ope´rateur V du membre de droite est un ope´rateur du type 2.41 ou 4.11 donc une
exponentielle de champ libre, aussi bien dans l’approche du gaz de Coulomb que dans
la notre. Le spin effectif Je ≡ J + Ĵπ/h peut donc eˆtre quelconque. Les ope´rateurs
S et Ŝ, en revanche, sont des ope´rateurs inte´graux, dits ope´rateurs d’e´cran10, dont
on ne sait prendre que des puissance entie`res. Ceci nous donne de´ja` une indication
sur les ge´ne´ralisations possibles.
8 On peut ve´rifier que la limite 4.12 est nulle pour les ope´rateurs V
(Je)
Je construits a` partir de
l’autre champ libre P (2) applique´s au vide |̟0>. Ces ope´rateurs peuvent e´galement engendrer les
e´tats mais a` partir de l’autre vide Sl(2, C) invariant | −̟0>= | − 1− π/h>. Ceci nous me`nerait
ensuite a` des re`gles de se´lection TI1 (Eq.4.16) syme´trise´es : Je1 + J
e
12 − Je2 ∈ N+ πhN .
9 La notation Je = J + Ĵπ/h est asyme´trique entre les quantite´s chapeau et non-chapeau, mais
elle a sa contre-partie syme´trise´e Ĵe ≡ h/πJe = Ĵ + Jπ/ĥ = Ĵ + Jh/π.
10 Ope´rateurs de “screening” en anglais.
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Conforme´ment a` cela, il est apparu que la chose la plus importante pour l’alge`bre
d’ope´rateurs n’e´tait pas tellement le caracte`re demi-entier des spins mais l’expression
des re`gles de se´lection en termes de contraintes sur les spins effectifs. Expliquons
nous. Les re`gles de se´lections standard 4.3 de Sl(2) peuvent eˆtre e´crites en termes
de spins effectifs de la fac¸on suivante11
J1
e
J2
eJ12
e
→

Je1 + J
e
2 − Je12 ∈ N+(π/h)N
Je12 + J
e
2 − Je1 ∈ N+(π/h)N
Je1 + J
e
12 − Je2 ∈ N+(π/h)N
 ⇒ 2Je1 , 2Je2 , 2Je12 ∈ N+πhN .
(4.15)
Le caracte`re demi-entier (non ne´gatif) des spins Ji et Ĵi apparaˆıt alors uniquement
comme une conse´quence des trois contraintes Je1 + J
e
2 − Je12 ∈ N+(π/h)N ...etc. On
appelle ces re`gles de se´lection TI3 puisque ce sont les trois ine´galite´s standard qui
constituent les ine´galite´s triangulaires. Et la bonne manie`re de les ge´ne´raliser n’est
pas d’enlever des contraintes sur les spins mais sur les combinaisons line´aires de
spins Je1 + J
e
2 − Je12...etc. Enlevant deux de ces trois contraintes, on obtient
PJe12V
(Je1 )
Je2−Je12PJe2 =
J1
e
J2
eJ12
e
→ Je1 + Je2 − Je12 ∈ N+
π
h
N (4.16)
ou` de la meˆme manie`re que les spins effectifs, Je2 − Je12 est un nombre de shift
effectif que l’on note ge´ne´riquement me. Ce n’est pas autre chose que la contrainte
issue de l’approche du gaz de coulomb (Eq.4.14) : les entiers p12 et p̂12 de´finis par
Je1 + J
e
2 − Je12 = p12+(π/h)p̂12 sont les nombres de charges d’e´cran S et Ŝ attache´es
a` cet ope´rateur. Les spins effectifs peuvent alors eˆtre quelconques pourvu qu’ils
ve´rifient la contrainte 4.16 que l’on peut aussi e´crire Je1 +m
e
1 ∈ N+πhN . On appelle
TI1 les re`gles de se´lection 4.16.
Le vertex 4.16 illustre bien la re`gle des points dessine´s a` la base des vertex.
Le point situe´ a` la base de la patte Je12 indique que la contrainte J
e
1 + J
e
2 − Je12 ∈
N+(π/h)N est maintenue. Dans un vertex du type 4.15, le point sur la patte Je1
indique de la meˆme manie`re qu’on impose la condition Je12+ J
e
2 − Je1 ∈ N+(π/h)N ,
et de meˆme Je1 + J
e
12 − Je2 ∈ N+(π/h)N pour le point sur la patte Je2 .
Les ope´rateurs de l’alge`bre la plus ge´ne´rale seront tous du type 4.14 ou 4.16.
Comme on l’a dit dans la note pre´ce´dente, on aurait aussi bien pu conside´rer
syme´triquement des ope´rateurs avec un point sur la patte droite, ce qui reviendrait
a` construire une repre´sentation de gaz de Coulomb a` partir de l’autre champ libre
P (2) (cf Eqs.2.41, 4.11).
Il existe e´galement un cas interme´diaire entre TI3 et TI1. Ce sont des ope´rateurs
dits TI2 qui supportent les deux contraintes suivantes
J1
e
J2
eJ12
e
→
{
Je1 + J
e
2 − Je12 ∈ N+(π/h)N
Je1 + J
e
12 − Je2 ∈ N+(π/h)N
}
⇒ 2Je1 ∈ N+
π
h
N . (4.17)
On voit donc que ces re`gles de se´lection TI2 imposent aux spins J1 et Ĵ1 de
l’ope´rateur lui-meˆme d’eˆtre des demi-entiers avec les conditions standard m1 =
11 N+(π/h)N ≡ {p+ (π/h)p̂ ; p, p̂ ∈ N}.
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−J1, ..., J1, et m̂1 = −Ĵ1, ..., Ĵ1 (m1 et m̂1 sont de´finis par Je2−Je12 = m1+(π/h)m̂1).
Les spins effectifs Je12 et J
e
2 des e´tats, ne sont pas contraints a` eˆtre des demi-entiers.
On retrouve donc en fait les ope´rateurs conside´re´s initialement par Gervais et Neveu
(chapitre 2). Ce cas interme´diaire engendre aussi une alge`bre cohe´rente, mais nous
n’en parlerons pas davantage puisque nous traitons le cas plus ge´ne´ral TI1.
Une fonction a` quatre points de ces ope´rateurs de type TI1 s’e´crit donc
J23e 3Je
J2e
Je123
Je1
. (4.18)
Une diffe´rence essentielle avec la fonction a` quatre points 4.2 re´side dans le domaine
autorise´ pour Je23. Le spin effectif J
e
23 peut maintenant prendre les valeurs autorise´es
par les re`gles de se´lection TI1 (4.16) : Je2+J
e
3−Je23 = p2,3+ p̂2,3π/h pour deux entiers
naturels p2,3 et p̂2,3 qui sont les nombres de charges d’e´cran associe´es a` l’ope´rateur
de droite. De la meˆme manie`re pour l’ope´rateur de gauche, on a Je1 + J
e
23 − Je123 =
p1,23+ p̂1,23π/h avec
12 p1,23, p̂1,23 ∈ N . Le spin effectif Je23 est borne´ infe´rieurement et
supe´rieurement, le nombre de ses valeurs autorise´es est donc fini. Un caracte´ristique
importante de ces re`gles de se´lection est donc que l’espace des blocs conformes est de
dimension finie ( pour les fonctions a` 4 points, mais aussi d’ordre plus e´leve´). Ceci
avait e´te´ annonce´ en de´but du chapitre pre´ce´dent sur les e´quations polynomiales
de Moore et Seiberg. C’e´tait une condition ne´cessaire pour pouvoir appliquer leurs
re´sultats sur des matrices d’e´change et de fusion de dimension finie.
La fusion de ces ope´rateurs de type TI1 s’e´crit donc
J23e 3Je
J2e
Je123
Je1
=
∑
Je12
FJe23,Je12
[
Je1
Je123
Je2
Je3
]Je123
J12
1
3
2
J
J
J
e
e
e
e
. (4.19)
Le domaine autorise´ pour Je12 est encore obtenu par application des re`gles de se´lection
TI1 au membre de droite. La somme sur Je12 est donc encore finie, le nombre de
termes e´tant donne´ par la dimension de ces blocs conformes.
L’expression du coefficient de fusion ne´cessite une ge´ne´ralisation des 6-j. Il est ef-
fectivement possible de ge´ne´raliser les 6-j a` des spins continus. Ceci est fait en ref.[P3]
ou` nous prouvons e´galement les e´quations de Bidenharn-Elliot, de Racah et d’orthog-
onalite´ correspondante (l’orthogonalite´ de polynomes relie´s a` ces 6-j avait de´ja` e´te´
prouve´e par des mathe´maticiens [34]). Nous e´crivons ces identite´s et indiquons la
me´thode de de´monstration dans la sous-partie suivante. Le fait remarquable est que
cette ge´ne´ralisation des 6-j correspond exactement a` celle qui est ne´cessaire pour des
12 Ceci impose clairement des contraintes sur les spins externes : Je1+J
e
2+J
e
3−Je123 = p+(π/h)p̂
pour p, p̂ ∈ N . Ce n’est pas autre chose que la condition de neutralite´ d’un syste`me de gaz de
Coulomb avec p et p̂ charges d’e´cran. Ces spins ge´ne´ralise´s sont de toutes fac¸on tre`s naturels du
point de vue de l’approche inte´grale du gaz de Coulomb et la vraie nouveaute´ est d’avoir pu obtenir
la meˆme ge´ne´ralisation dans l’approche ope´ratorielle qui, elle, permet d’obtenir l’alge`bre de fusion
et d’e´change.
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conditions de type TI1 :
{
j1 j2
j3 j
∣∣∣∣∣ j12j23
}
peut eˆtre de´fini pour

j1 + j2 − j12 ∈ N
j12 + j3 − j ∈ N
j1 + j23 − j ∈ N
j2 + j3 − j23 ∈ N
(4.20)
ce qui permet aux spins ji de ne pas eˆtre demi-entiers. Chacune de ces quatre
conditions est issue de la condition de type 4.16 pour les quatre vertex implique´s
dans une fusion ou un e´change. Le lien entre une condition du type 4.20 et les quatre
conditions de type 4.16 fait appel a` des 6-j dits effectifs. L’ide´e est que d’un vertex de
type 4.16 avec une condition j1+ j2− j12 = p+(π/h)p̂ ∈ N+(π/h)N , il ressort deux
entiers positifs p et p̂ (le nombre de charges d’e´cran de type S et Ŝ respectivement)
qui, l’un, donnera une condition pour le 6-j “non-chapeau”, et l’autre pour le 6-j
“chapeau”, puisque le coefficient de fusion contient ces deux 6-j. Ceci nous ame`ne a`
de´finir ces 6-j effectifs, de´signe´s par des doubles accolades, par13
{{
Je1
Je3
Je2
Je123
∣∣∣Je12Je23}} ≡
{
Je1
Je3
Je2
Je123+(p̂2,3+p̂1,23)π/h
∣∣∣∣Je12+p̂1,2π/hJe23+p̂2,3π/h
}
(4.21)
ou` comme pre´ce´demment les nombres de charges d’e´cran p et p̂ sont de´finis par
Jei +J
e
k −Jeik ≡ pi,k+(π/h)p̂i,k. On peut ve´rifier que, partant de conditions TI1 4.16
pour les spins effectifs Jei , le 6-j du membre de droite de 4.21 est bien du type 4.20,
les quatre entiers de 4.20 e´tant respectivement p1,2, p12,3, p1,23 et p2,3.
Il est remarquable que nous ayons justement pu ge´ne´raliser les 6-j a` des conditions
4.20 du type TI1, tout comme les ope´rateurs 4.16. Il n’est alors pas tre`s e´tonnant
que l’alge`bre de nos ope´rateurs TI1 s’exprime justement graˆce a` ces 6-j ge´ne´ralise´s.
La me´thode de de´monstration est expose´e dans la sous-partie suivante. Le coefficient
de fusion est tout simplement
FJe23,Je12
[
Je1
Je123
Je2
Je3
]
=
g
Je12
Je1J
e
2
g
Je123
Je12J
e
3
g
Je23
Je2J
e
3
g
Je123
Je1J
e
23
{{
Je1
Je3
Je2
Je123
|Je12Je23
}}
{ˆ{ˆ Ĵe1
Ĵe3
Ĵe2
Ĵe123
|ˆ Ĵe12
Ĵe23
}ˆ}ˆ, . (4.22)
Les coefficients g ge´ne´ralise´s a` des spins continus sont
g
Je12
Je1 ,J
e
2
= (−1)pp̂(i/2)p+p̂Hpp̂(̟Je1 )Hpp̂(̟Je2 )Hpp̂(−̟Je12)
Hpp̂(̟p/2,p̂/2)
(4.23)
ou` la fonction H est celle donne´e pre´ce´demment en 4.7. On peut ve´rifier que la
restriction de ce coefficient a` des spins demi-entiers redonne bien le coefficient 4.5,
la phase fV sortant du lien entre le 6-j effectif et le 6-j standard.
De la meˆme manie`re, l’e´change se ge´ne´ralise a`
J23e 3Je
J2e
Je123
Je1
=
∑
Je13
B
(±)
Je23,J
e
13
[
Je1
Je123
Je2
Je3
] J1
e
J3eJ123e J13
e
J2e
. (4.24)
13 La prescription ci-dessus peut amener a` plusieurs de´finitions du genre de 4.21 mais elles sont
e´quivalentes (cf [P3] Eqs.4.16, 4.17)
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avec
B
(±)
Je23,J
e
13
[
Je1
Je123
Je2
Je3
]
= e
±iπ(∆Je
123
+∆Je
3
−∆Je
23
−∆Je
13
) g
Je13
Je1J
e
3
g
Je123
Je13J
e
2
g
Je23
Je2J
e
3
g
Je123
Je1J
e
23
{{
Je1
Je2
Je3
Je123
∣∣∣Je13Je23}} {ˆ{ˆ Ĵe1Ĵe2 Ĵe3Ĵe123 |ˆ Ĵe13Ĵe23 }ˆ}ˆ.
(4.25)
Nous terminons cette partie en remarquant qu’il est maintenant facile de ve´rifier
que l’exponentielle du champ de Liouville esquisse´ en 2.49 est bien local. En effet, a`
condition d’e´liminer les facteurs g en les introduisant dans les normalisations de 2.49
(a` la place des pointille´s), la commutation de deux ope´rateurs de ce genre est donne´e
par le produit de quatre 6-j, pour les deux parame`tres de de´formation diffe´rents
h et ĥ et pour les deux chiralite´s. Les 6-j avec meˆme de´formation provenant des
deux chiralite´s se combinent par la relation d’orthogonalite´ pour donner finalement
une commutation triviale. On ve´rifie e´galement que cet ope´rateur local posse`de une
alge`bre ferme´e pour la fusion.
L’exponentielle de Liouville 2.49 ne vaut cependant que pour le couplage faible,
alors que notre but essentiel ici est de traiter le couplage fort dans le prochain
chapitre. C’est pourquoi nous renvoyons le lecteur a` la ref.[20] pour les de´tails sur le
re´gime de couplage faible. Dans le re´gime de couplage fort l’ope´rateur 2.49 est tou-
jours local mais a des poids conformes complexes. Nous devrons donc en introduire
un autre dans le chapitre 5.
4.1.2 La me´thode de de´monstration
Les 6-j et leurs identite´s
Avant de pouvoir obtenir par re´currence l’alge`bre des ope´rateurs ge´ne´ralise´s a`
des spins continus, il est ne´cessaire de de´montrer les identite´s ve´rifie´es par les 6-j
ge´ne´ralise´s. Ce sont elles qui permettront d’effectuer la re´currence.
La notation de spins effectifs Je continus provenait de la physique (Je = J +
(π/h)Ĵ dans le cas de spins demi-entiers...). Nous pre´fe´rons dans cette partie plus
mathe´matique noter les spins continus tout simplement j minuscule, comme en 4.20
ainsi qu’en ref.[P3]. Pour les 6-j ge´ne´ralise´s 4.20, l’e´quation de Bidenharn-Elliot,
s’e´crit ∑
j23
{
j2
j4
j3
j234
∣∣∣j23j34} {j1j4 j23j ∣∣∣j123j234} {j1j3 j2j123 ∣∣∣j12j23} = {j1j34 j2j ∣∣∣j12j234} {j12j4 j3j ∣∣∣j123j34 } (4.26)
ou` l’intervalle de sommation sur j23 est maintenat controle´ par les conditions TI1
(4.20) des cinq 6-j : il est ainsi e´tendu du domaine habituel (TI3) j23 ∈ [|j2 −
j3|, j2+ j3] ∩ [|j123− j1|, j123 + j1] ∩ [|j234− j4|, j234+ j4] au nouveau domaine (TI1)
j123 − j1, j234 − j4 ≤ j23 ≤ j2 + j3 parcouru par pas entiers, bien que ni j23 ni les
bornes ne le soient (la longueur de l’intervalle, elle, est bien entie`re). L’e´quation de
Racah est la suivante∑
j12
{
j1
j3
j2
j
∣∣∣j12j23} {j3j2 j1j ∣∣∣j13j12} eiπǫ∆j12 = eiπǫ(∆j1+∆j2+∆j3+∆j−∆j13−∆j23 ) {j1j2 j3j ∣∣∣j13j23} (4.27)
ou` le domaine TI3 habituel j12 ∈ [|j1−j2|, j1+j2] ∩ [|j−j3|, j+j3] est remplace´ par le
domaine TI1 : j12 ∈ [j− j3, j1+ j2]. Les poids ∆j = −j− j(j+1)h/π sont les meˆmes
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que ceux de la the´orie conforme que nous discutons. Cette e´quation mathe´matique
existe bien e´videmment inde´pendemment de toute the´orie conforme et les poids
∆j sont alors de simples fonctions des spins et du parame`tre de de´formation h.
Finalement, l’orthogonalite´ s’e´crit∑
j13
{
j1
j2
j3
j
∣∣∣j13j23} {j2j1 j3j ∣∣∣j′23j13} = δj23,j′23 (4.28)
ou` le domaine TI3 habituel j13 ∈ [|j1 − j3|, j1 + j3] ∩ [|j − j2|, j + j2] est remplace´
par le domaine TI1 : j13 ∈ [j − j2, j1 + j3]. On peut e´galement citer l’e´quation de
Yang-Baxter∑
j134
{
j1
j2
j34
j
∣∣∣j134j234} {j1j3 j4j134 ∣∣∣j14j34} {j2j3 j14j ∣∣∣j124j134} eiπǫ(∆j−∆j124−∆j234−∆j134 ) =
∑
j24
{
j2
j3
j4
j234
∣∣∣j24j34} {j1j3 j24j ∣∣∣j124j234} {j1j2 j4j124 ∣∣∣j14j24} eiπǫ(∆j4−∆j14−∆j24−∆j34 ) (4.29)
pour des intervalles de sommation de´duits ici encore des conditions TI1 pour les 6-j.
Elle peut eˆtre de´duite des pre´ce´dentes.
La me´thode de de´monstration de ces relations pre´sente´e en ref.[P3] est la suiv-
ante. On exhibe tout d’abord une expression des 6-j avec spins continus qui est une
fraction rationnelle des variables eihji. En effet l’extension des q-factorielles des 6-j
standards a` des arguments non entiers donne des q-fonctions gamma, mais il est en
fait possible de les combiner deux a` deux pour ne garder que des produits de com-
binaisons line´aires de spins q-de´forme´es. On peut ainsi les e´crire en termes d’une
fonction hyperge´ome´trique 4F3 [P3]
{
j1
j3
j2
j123
∣∣∣j12j23} = Ξj23j2j3 Ξj123j1j23Ξj12j1j2 Ξj123j12j3
(−1)p1,2⌊2j23 + 1⌋⌊p1,23⌋!⌊j123 + j23 − j2 − j12 + 1⌋p12,3
⌊p12,3⌋!⌊p1,23 − p12,3⌋!⌊j23 + j123 − j1 + 1⌋p1,23+p2,3+1
⌊j123 + j1 − j2 − j3 + 1⌋p2,3
⌊j1 − j2 − j12⌋p12,3−p1,23 4
F3
(
j1+j23+j123+2,j1−j2−j12,−p2,3,−p12,3;
p1,23−p12,3+1,j123+j23−j2−j12+1,j123+j1−j2−j3+1;1
)
,
(4.30)
avec p1,2 ≡ j1+j2−j12, p2,3 ≡ j2+j3−j23, p1,23 ≡ j1+j23−j123, p12,3 ≡ j12+j3−j123.
Tous les nombres note´s ⌊x⌋ sont q-de´forme´s :
⌊x⌋ ≡ sin(hx)
sin h
, ⌊x⌋n ≡
n−1∏
k=0
⌊x+ k⌋, ⌊n⌋! ≡
n∏
r=1
⌊r⌋ (4.31)
pour les nombres, produits et factorielles q-de´forme´s respectivement14. La fonction
Ξ dans 4.30 est donne´e par
Ξj12j1j2 ≡
√√√√⌊j1 − j2 + j12 + 1⌋p1,2⌊−j1 + j2 + j12 + 1⌋p1,2⌊2j12 + 2⌋p1,2
⌊p1,2⌋! (4.32)
et nous rappelons la de´finition des q-fonctions hyperge´ome´triques :
mFn
(
(ai)i=1..m;
(bj)j=1..n;
z
)
≡
∞∑
ν=0
∏m
i=1⌊ai⌋ν∏n
j=1⌊bj⌋ν
zν
⌊ν⌋! . (4.33)
14 Les mathe´maticiens e´crivent plus souvent (1− qx)/(1− q), avec q = e−2ih.
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Pour les 6-j, il s’agira toujours d’une somme tronque´e. En effet si l’un des ai est un
entier ne´gatif −N , les termes de la somme avec ν supe´rieur a` N sont nuls.
Conside´rons ensuite la diffe´rence entre les membres de gauche et de droite des
e´quations 4.26, 4.27, 4.28 ou 4.29. C’est e´galement une fraction rationnelle des meˆmes
variables, avec cependant une somme dont les bornes de´pendent des spins. Il est
cependant possible de parame´triser les spins par des parame`tres bien choisis dont
ces bornes ne de´pendent plus15. Pour des valeurs discre`tes de ces parame`tres, les
spins sont demi-entiers. Pour certaines de ces valeurs discre`tes, en nombre infini, les
spins ve´rifient meˆme les ine´galite´s triangulaires comple`tes TI3. Les 6-j ge´ne´ralise´s
se re´duisent dans ce cas au 6-j normaux, en particulier l’intervalle de la somme qui
les de´finit se re´duit a` l’intervalle standard graˆce a` des ze´ros des arguments. De plus,
pour un sous-ensemble de ces valeurs discre`tes, de taille encore infinie, l’intervalle
de sommation des identite´s 4.26, 4.27 et 4.28 pour des TI1 et TI3 sont confondus.
Les identite´s de Bidenharn-Elliot, de Racah et l’orthogonalite´ se rame`nent donc
finalement dans ces cas-la` aux identite´s standard (TI3) pour des spins entiers. Elles
sont de´montre´es en ref.[35] (cas q-de´forme´ bien suˆr). Les diffe´rences conside´re´es
entre membres de gauche et de droite valent donc zero pour toutes ces valeurs
discre`tes16. Or, une fraction rationnelle qui a un nombre infini de ze´ros ne peut eˆtre
qu’identiquement nulle, ce qui prouve les identite´s ci-dessus. Elles ont e´galement e´te´
ve´rifie´es nume´riquement pour ces spins continus, dans les cas q-de´forme´ ou non.
On peut se demander ce qu’il se passerait si certains spins, alors qu’ils sont a`
priori suppose´s quelconques, e´taient demi-entiers. La question se pose en effet car, a`
cause de l’extension du domaine de sommation dans la de´finition des 6-j, il apparaˆıt
alors dans ce cas des ze´ros mais aussi des poˆles dans les 6-j. De plus, ce cas, que l’on
pourrait imaginer marginal (les demi-entiers sont de mesure nulle dans le continu),
va se pre´senter souvent dans le cas du couplage fort (prochain chapitre) car il est
alors possible, et ne´cessaire pour des raisons d’invariance modulaire, d’introduire des
spins qui sont des quarts ou des sixie`mes d’entiers. Ceci nous oblige donc a` prendre
des re`gles de se´lection TI1, et cependant, ces spins fractionnaires peuvent facilement
se combiner pour donner des demi-entiers, donc des poˆles dans les 6-j.
Il reste ne´anmoins vrai que la fraction rationnelle constitue´e par la diffe´rence
des deux membres de ces identite´s est identiquement nulle. Les poˆles qui peuvent
apparaˆıtre seront donc automatiquement annule´s par multiplication par un 6-j nul
ou par soustraction du meˆme poˆle. Ce me´canisme est absolument ne´cessaire, en
particulier pour l’orthogonalite´ car c’est elle qui garantit la fermeture de la sous-
alge`bre physique du couplage fort.
En clair, il faut, une fois pour toutes, faire un choix entre des conditions TI1, TI2
ou TI3. Cela nous donne une alge`bre plus ou moins e´tendue. Une fois que ce choix est
fait, il reste cohe´rent, car garanti par le caracte`re rationnel de ces identite´s. On peut
ainsi par exemple avoir choisi d’appliquer des TI1, mais conside´rer l’orthogonalite´
15 C’est en fait de´ja` la meˆme chose pour les 6-j qui contiennent une somme et des produits dont
les bornes de´pendent des spins. Mais on peut les e´crire sous une forme ou` ces bornes ne de´pendent
que des quantite´s force´es a` eˆtre entie`res par 4.20. Si on fixe ces entiers, les 6-j sont alors de vraies
fractions rationnelles de certaines des variables eihji (elles ne sont plus toutes inde´pendantes quand
les entiers sont fixe´s), ce qui suffit pour cette de´monstration.
16 Comme ici h/π est irrationnel, contrairement au cas particulier des mode`les minimaux, ces
valeurs discre`tes obtenues par increments entiers des spins donnent bien des valeurs discre`tes toutes
diffe´rentes des variables eihji .
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(4.28) avec des spins “externes” (i.e. j1, j2, j3, j) compatibles “par hasard” avec des
TI3. On sommera donc sur un intervalle pour j13 donne´ par des TI1, ce qui donnera
pour certains 6-j des poˆles ou de ze´ros. Mais on peut eˆtre suˆr qu’ils vont s’annuler
pour donner au total une fonction delta, c’est-a` dire l’identite´, sur l’espace des valeurs
autorise´es pour j23 par les TI1. Ceci n’est pas du tout incompatible avec l’existence
d’une relation d’orthogonalite´ pour les meˆmes spins externes mais un choix ge´ne´ral
de conditions TI3. Dans ce cas-la` la sommation sur j13 est en effet re´duite au domaine
impose´ par ces TI3, cela fait toute la diffe´rence. Le re´sultat est alors encore l’identite´
mais sur le domaine de j23 autorise´ par des TI3, et si on calcule ceci pour j23 dans
le domaine plus large autorise´ par des TI1, on obtient le projecteur sur le domaine
TI3. Dans la construction d’ope´rateurs physiques a` partir de ces ope´rateurs de base
(2.49 pour le couplage faible ou 5.11, 5.24 pour le couplage fort) ceci aura pour effet
de de´coupler ceux qui ne re´pondent pas aux conditions TI1, TI2 ou TI3 choisies.
L’expression 4.30 des 6-j ame`ne une remarque : sous cette forme, les syme´tries des
6-j ne sont pas manifestes. Mais on peut les faire apparaˆıtre par la transformation
suivante
m+1Fm
(
(ai)i=1..m,−N ;
(bj )j=1..m;
z
)
= (−1)N+1zN
∏m
i=1⌊ai⌋N∏m
j=1⌊bj⌋N m+1
Fm
(
(−N−bi+1)i=1..m,−N ;
(−N−aj+1)j=1..m; 1/z
)
(4.34)
ou` N est un entier positif. Il s’agit donc de sommes finies et 4.34 se de´montre par
simple changement de variable17 ν → N − ν. Dans le cas de spins demi-entiers tous
les arguments de la fonction 4F3 dans 4.30 sont entiers. On peut donc lui appliquer
4.34 de nombreuses fac¸ons diffe´rentes et prouver toutes le syme´tries habituelles des
6-j : elles sont engendre´es par{
J1
J3
J2
J123
∣∣∣J12J23} = {J2J123 J1J3 ∣∣∣J12J23}{
J1
J3
J2
J123
∣∣∣J12J23} = {J3J1 J123J2 ∣∣∣J12J23} (syme´tries TI3).{
J1
J3
J2
J123
∣∣∣J12J23} = {J3J1 J2J123 ∣∣∣J23J12} (4.35)
On a donc les e´changes de deux spins supe´rieurs et des deux spins en-dessous
d’eux ainsi que des deux colonnes de gauche. S’y ajoutent les e´changes de deux
colonnes quelconques pour des 6-j syme´triques dits de Racah-Wigner (normalisa-
tion le´ge`rement diffe´rente).
Dans le cas de spins continus, en revanche, le choix des quantite´s qui devaient
rester entie`res (j1+j2−j12 entier mais pas j1−j2+j12, par exemple) a brise´ un certain
nombre de syme´tries. On ne peut plus appliquer que certaines des transformations
pre´ce´dentes (tous les arguments de la fonction 4F3 ne sont plus entiers) et finalement,
on ne trouve plus qu’une syme´trie re´siduelle (les dernie`re des trois e´crites plus haut){
j1
j3
j2
j123
∣∣∣j12j23} = {j3j1 j2j123 ∣∣∣j23j12} (syme´trie TI1) (4.36)
qui est d’ailleurs la seule qui respecte le choix des quantite´s pi,j entie`res.
17 Cette transformation triviale ne doit pas eˆtre confondue avec une transformation entre fonc-
tions 4F3 que nous avons de´montre´e en ref.[P3] (Eq.5.1) pour effectuer une continuation a` des
nombres ne´gatifs de charges d’e´cran (elle n’e´tait connue que dans le cas non de´forme´). Cette
dernie`re transformation n’est pas du tout triviale.
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L’alge`bre des ope´rateurs
Passons maintenant a` la de´monstration des formules de fusion et d’e´change des
ope´rateurs V .
La me´thode consiste a` calculer les blocs conformes a` quatre points dont un des
ope´rateurs est de spin 1/2. L’e´quation de bootstrap est en effet dans ce cas une
simple e´quation diffe´rentielle line´aire du deuxie`me ordre (Eq.1.33) dont la solution
est une fonction hyperge´ome´trique. Ceci permet de montrer que le changement de
base entre ces blocs conformes est bien de la forme ge´ne´rale avance´e par Moore
et Seiberg (chapitre pre´ce´dent). Demandant ensuite la cohe´rence de cette alge`bre
(associativite´ de la fusion... etc), ce qui s’exprime par les e´quations polynomiales,
on prouve que l’e´change et la fusion des ope´rateurs de spins supe´rieurs a` 1/2 est
bien de la forme donne´e dans le chapitre pre´ce´dent (Eqs.3.18, 3.25) et on calcule les
coefficients de fusion et d’e´change.
Cette me´thode ge´ne´rale a e´te´ applique´e une premie`re fois en [P1] a` des ope´rateurs
et des e´tats de spins demi-entiers, donc a` des re`gles de se´lection TI3. Nous l’avons
ensuite applique´e en [P3] au cas le plus ge´ne´ral possible. Nous pre´senterons ici di-
rectement ce cas ge´ne´ral. Elle ne peut pas eˆtre ge´ne´ralise´e aux re`gles TI1 pures
puisqu’il est ne´cessaire d’avoir un vecteur nul dans une fonction de corre´lation que
l’on souhaite obtenir par e´quation de bootstrap. Le fonctions de corre´lation les plus
ge´ne´rales dont on peut ainsi calculer les matrices d’e´change et de fusion sont celles
du type
(4.37)
c’est-a`-dire dont un vertex est de type TI2 et l’autre de type TI1, ce qui donne pour
la fusion18
J23e 3Je
J2e
Je123
Je1
= PJe123V
(Je1 )
Je23−Je123PJe23V
(Je2 )
Je3−Je23PJe3 =∑
Je12
FJe23,Je12
[
Je1
Je123
Je2
Je3
] ∑
{ν12}
PJe123V
(Je12,{ν12})
Je3−Je123 PJe3 <̟Je12, {ν12}|V
(Je1 )
Je2−Je12 |̟Je2 >=
∑
Je12
FJe23,Je12
[
Je1
Je123
Je2
Je3
]Je123
J12
1
3
2
J
J
J
e
e
e
e
(4.38)
donc pour tous les spins continus sauf Je1 qui doit eˆtre de la forme J
e
1 = J1+(π/h)Ĵ1
pour des spins J1 et Ĵ1 demi-entiers.
Ces fonctions a` quatre points ont de´ja` e´te´ calcule´es en 2.34 sur le cylindre. Nous
redonnons ici ce re´sultat e´crit sur le plan complexe et avec les notations introduites
dans ce chapitre19 :
< ̟Je123|V
(1/2)
±1/2 (z1)V
(Je2 )
me (z2)|̟Je3 >= z
−∆Je
2
−∆Je
3
2 z
−∆1/2+∆Je
123
1 ×
18 Nous indiquons en 4.38 de manie`re redondante les projecteurs PJe
i
et les nombres de shifts
effectifs mei = J
e
j −Jeij pour plus de clarte´. La somme de 4.38 sur Je12 est pour les valeurs autorise´es
par les re`gles de se´lection TI1 et TI2.
19 La fonction hyperge´ome´trique 2F1 est ici comme en 2.34 standard (non q-de´forme´e).
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(
z2
z1
)∆Je
123
±1/2
(
1− z2
z1
)−hJe2/π
2F1(a±, b±; c±;
z2
z1
); (4.39)
avec
a± =
1
2
+
h
2π
[
−̟Je2 ∓ (̟Je123 −̟Je3 )
]
; b± =
1
2
+
h
2π
[
−̟Je2 ∓ (̟Je123 +̟Je3 )
]
;
c± = 1∓
h̟Je123
π
(4.40)
ou` nous rappelons (Eq.4.13) le lien entre mode-ze´ro et spin effectif ̟Jei = ̟0 + 2J
e
i
que nous noterons parfois par la suite plus simplement ̟i.
On a sur les fonctions hyperge´ome´triques les relations suivantes
F (a, b; c; x) =
Γ(c)Γ(b− a)
Γ(b)Γ(c− b) (−x)
−a F (a, 1− c+ a; 1− b+ a; 1
x
)+
Γ(c)Γ(a− b)
Γ(a)Γ(c− b) (−x)
−bF (b, 1− c+ b; 1− a+ b; 1
x
), (4.41)
pour x 6∈ R+, et
F (a, b; c; x) =
Γ(c)Γ(c− b− a)
Γ(c− a)Γ(c− b) F (a, b; a+ b− c+ 1; 1− x)+
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
(1− x)c−a−bF (c− a, c− b; c− a− b+ 1; 1− x), (4.42)
pour (1 − x) 6∈ R+. Calculant e´galement la fonction a` quatre points avec V (1/2)±1/2 a`
droite, on voit que la relation 4.41 relie pre´cise´ment ces deux types de fonctions
hyperge´ome´triques ce qui donne l’expression de l’e´change. La relation 4.42 relie le
corre´lateur 4.39 a` une autre fonction a` quatre points avec V
(1/2)
±1/2 , et la syme´trie des
fonctions a` trois points montre que ceci n’est pas autre chose que la fusion. Ceci
prouve donc la forme ge´ne´rale de la fusion 4.38 dans le cas le plus simple Je1 = 1/2.
Les coefficients de fusion sont donne´s par les rapports de fonctions gamma de 4.42
et valent
FJe123+ǫ1/2,Je2+ǫ2/2
[
1/2
Je123
Je2
Je3
]
=
Γ(1− ǫ1̟123h/π)
Γ(1/2 + (−ǫ1̟123 + ǫ2̟2 +̟3)h/2π)
Γ(ǫ2̟2h/π)
Γ(1/2 + (−ǫ1̟123 + ǫ2̟2 −̟3)h/2π) . (4.43)
On obtient de meˆme les coefficients d’e´change les plus simples et on ve´rifie dans ce
cas le lien ge´ne´ral 3.29 entre les matrices de fusion et d’e´change.
Il existe une solution connue aux e´quations polynomiales : ce sont les 6-j
(ge´ne´ralise´s), avec en outre des coefficients de normalisation g qui sont une pure
jauge pour ces e´quations, c’est-a`-dire les matrices d’e´change et de fusion e´crites en
4.22 et 4.25. Bien que le coefficient de fusion 4.43 soit donne´ par des fonctions gamma
(alors que les 6-j de´forme´s sont trigonome´triques), on suppose qu’il peut s’e´crire sous
la forme ge´ne´rale 4.22. On ve´rifie que c’est effectivement le cas, les g donne´s en 4.23
emportant tous les facteurs non trigonome´triques.
Nous cherchons maintenant a` ge´ne´raliser ceci, comme annonce´ en introduction a`
cette sous-partie, c’est-a`-dire pour la fusion 4.38 a` un spin effectif Je1 = J1+(π/h)Ĵ1
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toujours discret mais supe´rieur a` 1/2. Les fonctions de corre´lation pourraient en
principe eˆtre calcule´es : pour des spins (J1, Ĵ1) demi-entiers, le de´couplage du ver-
teur nul au niveau nm = (2Ĵ1 + 1)(2J1 + 1) donne une e´quation diffe´rentielle de
degre´ nm (aux de´rive´es partielles pour plus de quatre points). On a e´galement une
repre´sentation inte´grale pour des spins continus. On ne sait cependant ni re´soudre
ces e´quations diffe´rentielles ni calculer ces inte´grales. Renonc¸ant donc a` calculer les
fonctions de corre´lation20 pour des spins supe´rieurs a` 1/2, nous cherchons unique-
ment a` calculer les matrices F et B de fusion et d’e´change, c’est-a`-dire les transfor-
mations de dualite´ de ces fonctions de corre´lation. Et il ne faut pas croire que ce soit
sans inte´reˆt, bien au contraire. Certes, seule l’obtention des fonctions de corre´lation
constituerait une re´solution au sens plein de la the´orie, mais l’alge`bre d’e´change et
de fusion permet de´ja` de ve´rifier sa cohe´rence. La fermeture de l’e´change et de fu-
sion sur les seuls ope´rateurs introduits nous garantit en effet qu’il n’apparaˆıtra pas
d’autres ope´rateurs sur les “pattes internes” des fonctions de corre´lation, autrement
dit que nous avons bien tous les ope´rateurs de la the´orie. La connaissance de cette
alge`bre permettra ensuite de de´terminer celle des ope´rateurs physiques, et de ve´rifier
qu’ils sont locaux.
Partant d’une fonction a` cinq points avec deux spins 1/2, l’e´quation pentago-
nale (fig.3.7, chapitre 3), qui n’est autre que l’associativite´ de la fusion, permet de
de´montrer la forme ge´ne´rale de la fusion 4.38 pour un ope´rateur de spin 1. Nous
pre´cisons bien qu’elle prouve effectivement que la de´pendance en les descendants est
bien celle donne´e par l’e´quation 4.38, pourvu que le coeficient de fusion F obe´isse
a` l’e´quation pentagonale 3.32. Nous utilisons ensuite des e´quations pentagonales du
type
1/2 2 3
1234 234 34 4
2
3
1234 34 4
12
1/2
2
3
1234 4
12
12
1/2
2
3
1234 4
23
123
1/2
2
3
1234 234 4
23
1/2
J e
J e
J e
J e
J e J e
J e
J e J e
J eJ
e
J eJ e
J e
J eJ
e
J e J e
J e
J e
J e
J e J
e
J eJ
e J e
J e
J e
J e
J e
.
(4.44)
Les re`gles TI1 et TI2 indiquent que seuls les spins J2 et J12 sont des demi-entiers.
Conside´rant le cas J12 = J2+1/2, on peut ains prouver par re´currence la fusion 4.38
(avec la valeur 4.22 des coefficients de fusion) pour J1 demi entier.
Il faut ensuite syme´triquement de´terminer la fusion des ope´rateurs V̂ 1/2V J
e
, et
par re´currence celle des ope´rateurs V̂ ĴV J
e
pour Ĵ demi-entier. L’associativite´ de la
fusion de V J V̂ ĴV J
e
permet finalement d’obtenir 4.38 pour Je1 = J1 + (π/h)Ĵ1, J1 et
Ĵ1 demi-entiers.
On peut de meˆme obtenir l’expression de l’e´change d’un ope´rateur de type TI2
20 Il s’agit ici des fonctions de corre´lation des ope´rateurs chiraux, ou blocs conformes. Ceci
n’exclut pas que l’on puisse calculer les fonctions a` N points d’ope´rateurs physiques (locaux,
habille´s...) de the´ories simplifie´es (topologiques), voir ref.[31] et chapitre suivant.
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avec un ope´rateur de type TI1.
Pour les fonctions de corre´lation les plus ge´ne´rales TI1 (4.18) dont tous les spins
sont continus, l’e´change (4.24) a pu eˆtre obtenu dans l’approche du gaz de Coulomb
[32, 7]. Il ne reste donc que la fusion de deux ope´rateurs tous les deux de type TI1
qui n’ait pas e´te´ de´montre´e directement, mais elle peut eˆtre de´duite de leur e´change
par syme´trie de la fonction a` trois points.
4.2 La base du groupe quantique
Nous pre´sentons ici dans une premie`re sous-partie (4.2.1) l’autre base
d’ope´rateurs, note´s ξ. Leur alge`bre est donne´e par la matrice R universelle du groupe
quantique pour l’e´change, et par les coefficients de Clebsch-Gordan q-de´forme´s pour
la fusion. Elle met en e´vidence la syme´trie Uq(sl(2)) de la the´orie, on l’appelle base
du groupe quantique (ou covariante). Comme pour les ope´rateurs V , nous donnons
l’expression de leur alge`bre d’abord pour des spins demi-entiers (J, Ĵ) puis pour des
spins continus Je. Nous faisons e´galement le lien entre le changement de base de
Babelon[27, 28] et Gervais[17] pre´sente´ ici, et un autre changement de base [37, 38]
dont la matrice elle-meˆme est donne´e par des Clebsch-Gordan. La matrice de Ba-
belon et Gervais est essentiellement la limite des Clebsch-Gordan dont un nombre
magne´tique M tend vers l’infini.
Nous e´tablissons dans la deuxie`me sous-partie (4.2.2) des re´sultats purement
mathe´matiques ne´cessaires a` l’extension de l’alge`bre des ξ a` des spins continus.
Nous faisons ceci par deux limites successives. On prouve d’abord que les 6-j ont
pour limites, lorsqu’on fait tendre certains spins vers l’infini, des Clebsch-Gordan ou
des e´le´ments de matrice R. Les e´quations 4.26, 4.27, 4.28 et 4.29 donnent, dans cette
limite, des e´quations bien connues reliant les 6-j, les Clebsch-Gordan et la matrice R.
La nouveaute´, outre cette limite infinie, est que nous de´finissons par la` des Clebsch-
Gordan et matrice R pour des spins continus, qui ve´rifient en outre les e´quations
standard. La deuxie`me limite infinie est celle qui fait le lien entre le changement de
base de Pasquier [37, 38] effectue´ par des Clebsch-Gordan, et la matrice de passage
des V aux ξ e´tudie´s ici. C’est ce qui nous amene´s a` e´tudier ces limites infinies. Il faut
pour cela faire tendre vers l’infini un nombre magne´tique M des Clebsch-Gordan.
Ceci permet a` partir des identite´s pre´ce´dentes sur la matrice R les Clebsch-Gordan
et les 6-j, de prouver toutes celles qui impliquent la matrice de passage, et sont
ne´cessaires a` l’obtention de l’alge`bre des ξ a` partir de celle des V .
Tout ceci a e´te´ fait dans l’article [P2] dans le cas de spins demi-entiers. La
ge´ne´ralisation de ces limites a` des spins continus pre´sente´e en partie 4.2.2 n’est pas
publie´e et sera donc imprime´e en italique. De plus, ces limites infinies exigeaient de
sortir des ine´galite´s triangulaires strictes des spins demi-entiers (TI3). On avait donc
duˆ, en ref.[P2], faire des prolongements ad hoc. Le proble`me a maintenant disparu
dans le cadre de spins continus (ref.[P3]) et d’ine´galte´s triangulaires relache´es (TI1)
ou` les spins concerne´s peuvent tre`s bien tendre vers l’infini en respectant les TI1.
4.2.1 Les ope´rateurs
Les ope´rateurs V sont ceux qui diagonalisent la monodromie. Ceci a pour
conse´quence la syme´trie (modulo une phase) de la fonction a` trois points. On peut
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cependant changer de base. Ceci revient pour les fonctions a` quatre points 3.10 a`
changer de base de l’espace vectoriel des solutions de l’e´quation de bootstrap. Les
fonctions 3.10 e´taient e´tiquete´es par le ze´ro-mode “interme´diaire” (p dans F ijklp ),
alors que les nouvelles n’ont pas un ze´ro-mode interme´diaire de´termine´. On perd
e´galement la syme´trie de la fonction a` trois points. De manie`re e´quivalente, cela
revient pour les ope´rateurs V
(Je)
me qui ont tous le meˆme poids ∆Je a` conside´rer des
combinaisons line´aires d’eux-meˆmes. Ils ne shiftent alors plus le ze´ro-mode entrant
d’une quantite´ de´termine´e.
Ce changement de base pourrait tout a` fait eˆtre arbitraire. Diagonaliser la ma-
trice de monodromie avait cependant certains avantages. On voudrait quand meˆme
compenser leur perte et on cherche par conse´quent a` effectuer un changement
de base qui donne des coefficients de fusion et d’e´change dans la nouvelle base
inde´pendants du ze´ro-mode (ou du spin) des e´tats entrants et sortants. Ceci semble
d’ailleurs pre´fe´rable car ces nouveaux ope´rateurs shiftent ce ze´ro-mode de manie`re
non controˆle´e. Le changement de base s’e´crit avec la matrice de passage21 A :
PJ12 ξ(J1)M1 = PJ12
∑
m1
A(J1, J12)
m1
M1
V˜ (J1)m1 (4.45)
ou` les V˜ sont les ope´rateurs de vertex renorme´s de´finis en 4.10. Il s’ave`re effective-
ment possible de trouver une matrice de passage telle que les coefficients de fusion
et d’e´change des ξ soient inde´pendants du spin des e´tats entrants ou sortants. Elle
est unique a` une normalisation pre`s. Elle a e´te´ trouve´e par Babelon[27] dans le cas
du spin 1/2, et pour des spins supe´rieurs par Gervais en ref.[17] ou` elle est note´e
|J1, ̟J12)m1M1 .
Alors que nous avons uniquement exige´ que leur alge`bre ne de´pende pas du
mode-ze´ro ̟, le fait remarquable est que l’e´change des ξ soit donne´ par la matrice
R universelle de Drinfeld[39] : ceci s’e´crit dans le cas de spins demi-entiers
ξ
(J1,Ĵ1)
M1,M̂1
(z1) ξ
(J2,Ĵ2)
M2,M̂2
(z2) =
∑
M ′1,M̂
′
1,M
′
2,M̂
′
2
e±iπbξ(Ji,Mi)×
R±(J1, J2)
M ′2 M
′
1
M1 M2 R̂
±(ˆĴ1, Ĵ2)ˆ
M̂ ′2 M̂
′
1
M̂1 M̂2
ξ
(J2,Ĵ2)
M ′2,M̂
′
2
(z2) ξ
(J1,Ĵ1)
M ′1,M̂
′
1
(z1). (4.46)
ou` la phase bξ est donne´e en [P2] Eq.6.4 et R
±(..) et R̂±(..) sont des e´le´ments
de matrice R universelle du groupe quantique pour les parame`tres de de´formation
h et ĥ respectivement. La valeur de R ainsi que toutes les de´monstrations seront
donne´s dans la sous-partie suivante, nous nous contentons ici de pre´senter les ide´es
importantes. La fusion s’e´crit e´galement
ξ
(J1,Ĵ1)
M1,M̂1
(z1) ξ
(J2,Ĵ2)
M2,M̂2
(z2) =
J1+J2∑
J12=|J1−J2|
Ĵ1+Ĵ2∑
Ĵ12=|Ĵ1−Ĵ2|
eiπfξ(Ji,Mi)×
(J1,M1; J2,M2|J12)(ˆĴ1, M̂1; Ĵ2, M̂2ˆ|Ĵ12)ˆ
∑
{ν}
ξ
(J12,Ĵ12,{ν})
M1+M2,M̂1+M̂2
(z2)×
21 Nous e´crivons 4.45 dans le cas le plus simple d’un seul spin demi-entier J , car le but de
cette formule est essentiellement d’introduire la forme ge´ne´rique de ce changement de base pour le
comparer a` celui de [37, 38] que nous discutons ensuite (Eq.4.53...) dans ce cas simple pour plus
de clarte´. Le changement de base des ope´rateurs de spins (J, Ĵ) est donne´ en [P2] Eq.3.46.
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<̟
J12,Ĵ12
, {ν}|V˜ (J1,Ĵ1)
J2−J12,Ĵ2−Ĵ12
(z1 − z2)|̟J2,Ĵ2> (4.47)
avec un produit de deux Clebsch-Gordan des deux groupes quantiques Uq(sl(2)) et
Uq̂(sl(2)), la phase fξ e´tant donne´e en [P2] Eq.6.2. On remarque que l’e´le´ment de
matrice dans le membre de droite est reste´ un V˜ . En effet le changement de base
dans le membre de droite de l’e´quation de fusion 4.4 e´crite pour des V˜ n’est effectue´
que sur l’ope´rateur V˜ (J12,Ĵ12) et non sur l’e´le´ment de matrice. L’alge`bre des ξ n’est
donc ferme´e que pour l’e´change, pas pour la fusion a` tous les ordres.
La ge´ne´ralisation a` des spins continus du passage des V aux ξ est possible graˆce
aux identite´s obtenues par limite infinie dans la prochaine sous-partie (4.2.2). Les
coefficients de fusion et d’e´change des ces ξ ge´ne´ralise´s s’expriment par des Clebsch-
Gordan et des matrices R effectifs qui, comme les 6-j effectifs (Eq.4.21), sont sim-
plement un moyen de faire le lien entre les nombres de charges d’e´cran de type
α− et α+, et les deux 6-j matrices R ou Clebsch-Gordan des deux types diffe´rents.
Ceci a e´te´ fait par J.-L. Gervais et J. Schnittger, en s’appuyant sur les re´sultats
mathe´matiques de la partie 4.2.2, dans des travaux non publie´s. Ils obtiennent ainsi
comme pour les V des ope´rateurs ξ
(Jei )
Mei
de spins effectifs Jei et de nombre magne´tique
effectif Mei continus soumis a` la seule contrainte
Jei +M
e
i = pi + p̂iπ/h , pi, p̂i ∈ N (4.48)
dont l’e´change est donne´ par22
ξ
(Je1 )
Me1
(z1) ξ
(Je2 )
Me2
(z2) =
∑
Me
′
1 ,M
e′
2
e2ihJ
e
1J
e
2
R±((Je1 , J
e
2))
Me
′
2 M
e′
1
Me1 M
e
2
R̂± (ˆˆ(Ĵe1 , Ĵ
e
2 )ˆ)ˆ
M̂e
′
2 M̂
e′
1
M̂e1 M̂
e
2
ξ
(Je2 )
Me
′
2
(z2) ξ
(Je1 )
Me
′
1
(z1). (4.49)
ou` le domaine de sommation est de´duit des conditions de type 4.48 applique´es aux
quatre ope´rateurs ξ. Les doubles parenthe`ses R((..)) de´signent des matrices R effec-
tives de´finies comme les 6-j effectifs (dont elles sont les limites) par :
R±((Je1 , J
e
2))
Me
′
2 M
e′
1
Me1 M
e
2
= R±(Je1 , J
e
2)
Me
′
2 ip̂
′
2π/h,M
e′
1 −p̂′1π/h
Me1−p̂1π/h,Me2−p̂2π/h
(4.50)
ou` la matrice R du membre de droite est valable pour des spins continus23. Elle peut
eˆtre obtenue par l’application de son expression universelle aux repre´sentations in-
finies que constituent les spins continus. Nous l’obtenons dans la sous-partie suivante
comme limite de 6-j et son expression est donne´e en 4.65. Alors que les matrice R
effectives (membre de gauche de 4.50) R±((Je1 , J
e
2))
Me
′
2 M
e′
1
Me1 M
e
2
sont soumises aux con-
ditions du type 4.48, on peut ve´rifier sur 4.50 que les matrices R normales avec
spins continus (membre de droite) R±(j1, j2)
M ′2,M
′
1
M1,M2
sont soumises aux conditions qui
de´couleront par limite de celles des 6-j avec spins continus : ji +Mi = pi ∈ N .
La fusion est donne´e par
ξ
(Je1 )
Me1
(z1) ξ
(Je2)
Me2
(z2) =
∑
Je12
((Je1 ,M
e
1 ; J
e
2 ,M
e
2 |Je12))(ˆˆ(Ĵe1 , M̂e1 ; Ĵe2 , M̂e2 |ˆĴe12)ˆ)ˆ
∑
{ν}
ξ
(Je12,{ν})
Me1+M
e
2
(z2)
22 Nous rappelons que Ĵei = J
e
i h/π.
23 On a comme en 4.48 Jei +M
e′
i = p
′
i + p̂
′
iπ/h.
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<̟Je12, {ν}|V˜
(Je1 )
Je2−Je12(z1 − z2)|̟Je2 > (4.51)
avec trois conditions du type 4.48 issues des ξ et la condition Je1 + J
e
2 − Je12 =
p1,2 + p̂1,2π/h, p1,2, p̂1,2 ∈ N issues de l’ope´rateur V˜ . Les Clebsch-Gordan effectifs
peuvent e´galement eˆtre obtenus comme limites de 6-j effectifs et sont donne´s par
((Je1 ,M
e
1 ; J
e
2 ,M
e
2 |Je12)) = (Je1 ,Me1 − p̂1π/h; Je2 ,Me2 − p̂2π/h|Je12 + p̂1,2π/h). (4.52)
Outre celui d’avoir re´ve´le´ la structure de groupe quantique de la the´orie, un des
grands me´rites de cette base est pratique : c’est elle qui a permis de de´marrer la
re´solution de toute l’alge`bre, c’est-a`-dire des ξ et des V . En effet, chronologiquement
c’est d’abord l’e´change des ξ qui a e´te´ de´couvert en ref.[17] puis leur fusion en
ref.[18] (c’e´tait plutoˆt un ansatz) par Gervais. C’e´tait suˆrement plus facile car la
structure covariante du groupe quantique (R et Clebsch-Gordan) e´tait mieux connue
et plus simple : l’expression des coefficients de la matrice R est un simple produit,
contrairement aux Clebsch-Gordan et 6-j qui contiennent une somme de produits.
Lorsque nous avons ensuite calcule´ l’alge`bre des V en ref.[P1] puis des ξ en ref.[P2],
nous avons pre´sente´ les V comme venant avant les ξ, comme dans ce me´moire de
the`se. Il est en effet possible de “remarquer” que les coefficients de l’alge`bre des V (1/2)
sont des 6-j modulo des normalisations g, et ensuite de prouver inductivement qu’il
en est de meˆme pour tous les spins. Cependant, dans la pratique, les ξ ont pre´ce´de´
les V : connaissant la fusion des ξ Eq.4.47, on peut en e´crire l’associativite´. Elle
s’e´crit en termes de quatre Clebsch-Gordan mais aussi d’un coefficient de fusion des
V (cf ref.[P2] Eqs.2.22, 2.23). C’est pre´cise´ment l’e´quation de de´finition des 6-j : cela
prouve que la fusion des V est essentiellement donne´e par des 6-j.
Cependant, la fusion des ξ n’e´tait alors qu’un ansatz. C’est pourquoi nous nous
sommes contente´s de remarquer que la fusion des V (1/2) e´tait donne´e par des 6-j
modulo des coefficients de normalisation g. Comme illustre´ dans la partie pre´ce´dente,
il e´tait alors facile de passer aux spins supe´rieurs, graˆce a` l’e´quation de Biedenharn-
Elliot. Pour en de´duire l’alge`bre des ξ, nous n’avions plus besoin alors que d’un
certain nombre d’e´quations reliant les 6-j et la matrice R et les Clebsch-Gordan
par la matrice de passage. Nous rele´guons leur de´monstration par limite infinie a` la
sous-partie suivante.
Nous abordons maintenant une approche concurrente de ce changement de base
[37, 38]. Le rapport entre les deux approches est longtemps reste´ myste´rieux. Ces
travaux ont e´te´ mene´s pour un groupe quelconque, mais nous ne pre´sentons ici que
le cas qui nous inte´resse, c’est-a`-dire Uq(sl(2)), et dans des notations compatibles
avec celles de´ja` introduites. On suppose donne´s des ope´rateurs de vertex du type
des V (i.e. de type IRF, voir sous-partie suivante), dont l’e´change et la fusion sont
donne´s par des 6-j. Cela s’applique donc aux noˆtres. Ils agissent sur l’espace de
Hilbert standard
H(V ) = ⊕JHJ ,
somme directe de modules de Verma HJ . Nous nous contentons par souci de
simplicite´ de traiter le cas le plus simple d’un seul spin J demi entier, mais la
ge´ne´ralisation a` des repre´sentations infinies ne pose pas de difficulte´. Les e´tats (de
plus haut poids) sont note´s |J >. On note
PJ = |J ><J |
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le projecteur sur le module de Verma HJ la somme sur les descendants (cf 3.4)
e´tant sous entendue. Ceci est de toute manie`re valable pour de la simple the´orie des
groupes, auquel cas il n’y a pas de descendants.
On de´finit ensuite un autre espace de Hilbert pour les ope´rateurs ξ :
H(ξ) = ⊕JHJ ⊗WJ
dont les e´tats sont |J > ⊗|M >. Le projecteur sur |J > ⊗|M > est note´ PJ ⊗ PM .
On de´finit alors les ope´rateurs
ξ
(J1)
M1 ≡
∑
J2,J12,M2
(|J12>⊗|M1 +M2>) <J12|V (J1)J2−J12|J2> (J1,M1; J2,M2|J12) (<J2|⊗<M2|)
(4.53)
ou, en en fixant l’e´tat de gauche et en cherchant a` se rapprocher au maximum de
4.45 :
(PJ12 ⊗PM1+M2) ξ(J1)M1
≡ (PJ12 ⊗ PM1+M2)
∑
m1
V (J1)m1 (J1,M1; J12 +m1,M2|J12)|M1 +M2><M2|. (4.54)
Cette transformation diffe`re peu de 4.45. La matrice de passage A(J1, J12)
m1
M1 de
4.45 est ici un Clebsch-Gordan et de´pend d’un cinquie`me parame`tre M2, nombre
quantique supple´mentaire (magne´tique) des e´tats. On voit tre`s facilement, graˆce
aux relations entre les 6-j, les Clebsch-Gordan et la matrice R (Eqs.4.69 a` 4.77),
que ces ope´rateurs ξ
(J1)
M1 ont eux aussi un e´change donne´ par la matrice R et une
fusion donne´e par un Clebsch-Gordan. Cette construction 4.53, 4.54 apparaˆıt donc
comme e´vidente a` partir d’ope´rateurs dont l’alge`bre est donne´e par des 6-j, mais
elle est e´galement artificielle de par l’introduction de ces e´tats |M>. Ils ont en effet
un inte´reˆt mathe´matique, ce sont des repre´sentations du groupe quantique, mais ils
n’ont aucun sens physique.
Jusqu’a` re´cemment, on avait donc deux constructions diffe´rentes. Soit la transfor-
mation 4.45 donne´e par une matrice A(J1, J12)
m1
M1 , soit la transformation 4.53, 4.54
donne´e par les Clebsch-Gordan de Uq(sl(2)) mais qui avait l’inconve´nient d’agir sur
un espace de Hilbert H(ξ) plus grand, artificiel, sans interpre´tation physique. Nous
nous sommes alors aperc¸us [P2] que la matrice de passage A de la premie`re construc-
tion 4.45 n’e´tait pas autre chose (a` une jauge pre`s) que la limite du Clebsch-Gordan
de 4.54 lorsque M2, le parame`tre supple´mentaire, tendait vers l’infini. Prenant la
limite de 4.54 pour M2 tendant vers l’infini, le coefficient devient donc le meˆme,
mais en plus les e´tats |M1 +M2> et <M2| deviennent trivialement |∞> et <∞|.
Dans la limite asymptotique de M2 grand, l’espace W
J2, qui nous embarrassait, de-
vient trivial. Identifiant les e´tats |J > pour 4.45 et les e´tats |J > ⊗|∞> pour 4.54,
la transformation 4.45 est donc la limite de 4.54 pour M2 tendant vers l’infini.
4.2.2 Les identite´s par limite infinie
Nous de´montrons ici toutes les identite´s ne´cessaires a` l’obtention de l’alge`bre des
ξ a` partir de celle des V pour des spins continus24. Elles sont toutes obtenues a` partir
24 Comme pour la partie 4.1.2 traitant des 6-j ge´ne´ralise´s a` des spins continus, nous notons ji
les spins continus dans cette partie plus mathe´matique. Les ji sont donc continus alors que les Ji
e´taient des demi-entiers. La convention pour les Mi et mi est diffe´rente. Nous continuons en effet
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des identite´s ve´rifie´es par les 6-j (4.26, 4.27, 4.28 et 4.29), en faisant tendre certains
spins vers l’infini. Il y a deux limites successives. Dans la premie`re nous de´montrons
que les 6-j ont pour limite des Clebsch-Gordan ou des e´le´ments de matrice R, selon
les spins qu’on fait tendre vers l’infini. Ceci nous permettra d’obtenir toutes les
identite´s concernant la matrice R, les Clebsch-Gordan et les 6-j, pour des spins
continus. Dans la deuxie`me limite, les Clebsch-Gordan tendent vers des e´le´ments
de la matrice de passage A des V aux ξ. Ceci nous donnera toutes les identite´s
ne´cessaires a` l’obtention de l’alge`bre des ξ a` partir de celle des V , pour des spins
continus.
Pour que les nombres q-de´forme´s aient un comportement asymptotique
de´termine´ quand leur argument tend vers l’infini, il faut introduire une partie imag-
inaire quelque part. On obtient ainsi
⌊a+ x⌋ ∼ −ǫe
−ihǫ(a+x)
2i sinh
quand Im(hx)→ ǫ∞, ǫ = ±1. (4.55)
On peut faire tendre la partie imaginaire de hx vers l’infini de deux manie`res : soit
pour h re´el, en faisant tendre Im(x) vers l’infini, soit pour h complexe (couplage
fort, ou dans le cas du couplage faible en lui donnant une petite partie imaginaire)
en gardant x re´el tendant vers l’infini. Nous utiliserons les deux me´thodes. On a
e´galement
⌊a + x⌋ν ∼
( −ǫ
2i sinh
)ν
e−ihǫν(a+x+
ν−1
2
) quand Im(hx)→ ǫ∞. (4.56)
Les 6-j (4.30) s’expriment en termes d’une fonction hyperge´ome´trique. Nous utilis-
erons donc la limite suivante :
lim
Im(hx)→ǫ∞ m+1
Fn+1
(
(ai)i=1..m,a+x;
(bj)j=1..n,b+x;
z
)
= mFn
(
(ai)i=1..m;
(bj)j=1..n;
zeihǫ(b−a)
)
(4.57)
qui est valable au moins pour des fonctions m+1Fn+1 et mFn de´finies par des sommes
tronque´es, c’est-a`-dire a` condition que l’un des ai soit un entier ne´gatif, ce qui est
le cas des 6-j. Elle se de´montre facilement a` partir de 4.56.
Graˆce a` cela nous pouvons maintenant calculer des limites de 6-j (avec spins
continus). Nous avons prouve´ en ref.[P2] la limite suivante pour des spins demi-
entiers25 :
lim
Im(hj)→−∞
{
j1
j+M1+M2
j2
j
∣∣∣ j12j+M1} = (j1,M1; j2,M2|j12) (4.58)
qui peut e´galement eˆtre e´tendue a`
lim
Im(hj)→+∞
{
j1
j+M1+M2
j2
j
∣∣∣ j12j+M1} = (j2,M2; j1,M1|j12). (4.59)
Nous avons maintenant tous les e´le´ments pour calculer la meˆme limite pour les 6-j
avec spins continus. On obtient pour Im(hj) tendant vers ǫ∞ :√√√√⌊j1 +M1⌋!⌊j1 + j2 − j12⌋!⌊j1 −M1 + 1⌋j1+M1⌊−j1 + j2 + j12 + 1⌋j1+j2−j12
⌊j2 +M2⌋!⌊j12 +M12⌋!⌊j2 −M2 + 1⌋j2+M2⌊j12 −M12 + 1⌋j12+M12
a` noter Mi les nombres magne´tiques des Clebsch-Gordan, tandis que la notation mi est re´serve´e
a` des diffe´rences de spins comme pour les 6-j de l’alge`bre des V . Le nombre magne´tique Mi sera
donc demi-entier ou non selon que le spin correspondant Ji ou ji l’est ou non.
25 La bonne me´thode consiste ici a` faire tendre la partie imaginaire de j vers l’infini puisque les
re`gles de se´lection permettent de le faire tout en maintenant re´els les autres spins.
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(−1)j2+M2 e
ihǫ((−j1+j2+j12)(j1+j2+j12+1)/2+j12M2+j2M12+M2)√
⌊j1 − j2 + j12 + 1⌋j1+j2−j12⌊2j12 + 2⌋j1+j2−j12
⌊j1 − j2 −M12 + 1⌋j2+M2
⌊j1 − j12 −M2⌋!
3F2
(
j1−j2−j12,−M12−j12,−M2−j2;
j1−j12−M2+1,j1−j2−M12+1; e
−ihǫ(j1+j2+j12+1)
)
. (4.60)
Comme les Clebsch-Gordan q-de´forme´s ne sont pas connus pour des spins continus,
tout au moins a` ma connaissance, on peut les de´finir par cette expression. Il faut
e´videmment ve´rifier que leur restriction a` des spins demi-entiers et a` des ine´galite´s
triangulaires comple`tes26 redonne bien l’expression standard des q-Clebsch-Gordan.
Cela ne pose pas de proble`me. On peut trouver l’expression standard des q-Clebsch-
Gordan en ref.[18] (annexe C) ou` Gervais l’a de´rive´e par re´currence graˆce a` l’action
du coproduit de Uq(sl(2))
27. Ces Clebsch-Gordan ge´ne´ralise´s ve´rifient d’ailleurs la
meˆme e´quation de re´currence issue du coproduit Uq(sl(2)) ge´ne´ralise´.
Par cette limite 4.58, la premie`re des syme´tries 4.35 des 6-j induit la syme´trie
suivante des Clebsch-Gordan
(j1,M1; j2,M2|j12) = (j2,−M2; j1,−M1|j12) (4.61)
pour des Clebsch-Gordan standards, alors que les deux dernie`res syme´tries 4.35 des
6-j ne sont pas respecte´es par la limite et ne donnent donc rien pour les Clebsch-
Gordan. La syme´trie re´siduelle 4.36 n’est pas une syme´trie de la limite 4.58, et nos
Clebsch-Gordan ge´ne´ralise´s n’on donc aucune syme´trie, ce que l’on peut ve´rifier
explicitement. La relation
[(j1,M1; j2,M2|j12)]∗ = (j2,M2; j1,M1|j12) (4.62)
de conjugaison complexe reste ne´anmoins valable pour les Clebsch-Gordan
ge´ne´ralise´s. Elle permet de passer de 4.58 a` 4.59.
Nous avons examine´ en ref.[P2] une autre limite des 6-j :
lim
Im(jh)→−∞
{
j1
j2
j+M
j
∣∣∣j+M ′2j+M1} eiπǫ(∆j+M+∆j−∆j+M′2−∆j+M1 ) = Rǫ(j1, j2)M ′2M ′1M1M2 (4.63)
extensible a`
lim
Im(jh)→+∞
{
j1
j2
j+M
j
∣∣∣j+M ′2j+M1} eiπǫ(∆j+M+∆j−∆j+M′2−∆j+M1 ) = Rǫ(j2, j1)M ′1M ′2M2M1 (4.64)
ou` ǫ = ±1, et R+1(j1, j2) et R−1(j1, j2) sont respectivement des e´le´ments des matrices
universelles R et R. Comme pour les Clebsch-Gordan nous ge´ne´ralisons ici ce re´sultat
a` des spins continus.
Le principe de la de´monstration est identique a` celui du cas discret de´taille´ en
ref.[P2], partie 5. Contrairement a` la limite 4.58, ici un des termes de la somme
de´finissant la fonction hyperge´ome´trique domine les autres. Ce terme n’est pas le
meˆme selon que M1 est supe´rieur ou infe´rieur a` M
′
1. On obtient une limite nulle
dans un des cas et finie dans l’autre. Le re´sultat est donc une matrice triangulaire
26 Les ine´galite´s triangule`res TI1 pour ces Clebsch-Gordan ge´ne´ralise´s se de´duisent e´videmment
de celles des 6-j graˆce a` 4.58. C’est donc : j1 + j2 − j12 ∈ N et ji +Mi ∈ N , i = 1, 2, 12.
27 Il y a e´galement en ref.[18] (Eqs.C.6, C.10), une expression des Clebsch-Gordan en termes
de la fonction 3F2 mais elle n’est pas ade´quate pour une ge´ne´ralisation a` des spins continus (il
faudrait d’abord la transformer par 4.34)
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(infe´rieure ou supe´rieure selon le signe de ǫ). On ve´rifie qu’elle est bien identique a`
la matrice R universelle. Ses e´le´ments de matrice valent pour des spins continus
R+(j1, j2)
M ′2M
′
1
M1M2
= (1− e2ih)ne−ihM1M2e−ihM ′1M ′2e−ihn(n+1)/2
√
⌊j1 −M1 + 1⌋n⌊j1 +M ′1 + 1⌋n⌊j2 +M2 + 1⌋n⌊j2 −M ′2 + 1⌋n
⌊n⌋! (4.65)
lorsque l’entier n ≡M ′2 −M2 = M1 −M ′1 est positif et 0 sinon.
Comme pour les Clebsch-Gordan, les syme´tries 4.35 qui sont respecte´es par la
limite 4.63 (en l’occurence les deuxie`me et troisie`me) donnent les syme´tries suivantes
R±(J1, J2)
M ′2M
′
1
M1M2 = R
±(J2, J1)
−M ′1 −M ′2
−M2 −M1
R±(J1, J2)
M ′2M
′
1
M1M2
= R±(J2, J1)
M1M2
M ′2M
′
1
(syme´tries TI3) (4.66)
pour la matrice R avec spins demi-entiers (la combinaison des deux en engendre une
troisie`me). Pour la matrice R ge´ne´ralise´e a` des spins continus, la syme´trie re´siduelle
4.36 des 6-j ne laisse subsister que la syme´trie suivante
R±(j1, j2)
M ′2M
′
1
M1M2 = R
±(j2, j1)
M1M2
M ′2M
′
1
(syme´trie TI1). (4.67)
La transformation par conjugaison complexe[
R±(j1, j2)
M ′2M
′
1
M1M2
]∗
= R∓(j2, j1)
M ′1M
′
2
M2M1
(4.68)
reste valable pour une matrice R ge´ne´ralise´e. Elle permet de relier les limites 4.63
et 4.64.
L’inte´reˆt de ces limites est qu’elles s’appliquent directement aux e´quations 4.26,
4.27, 4.28, 4.29...28 ve´rifie´es par les 6-j. Il faut ne´anmoins ve´rifier sur chaque cas que
l’intervalle de sommation de ces relations reste de longueur fixe (et donc finie), c’est
pourquoi nous l’expliciterons.
L’orthogonalite´ des 6-j 4.28 donne les deux relations d’orthogonalite´ des Clebsch-
Gordan : en faisant tendre j2, j23, j
′
23, j avec diffe´rences fixe´es dans 4.28 (puis j3 → j2)
on obtient
j1+j2∑
j12=−M1−M2
(j1,M1; j2,M2|j12,M12)(j1,M ′1; j2,M ′2|j12,M12) = δM1,M ′1δM2,M ′2 (4.69)
ou` nous avons fait apparaˆıtre M12 dans les Clebsch-Gordan pour bien indiquer la
contrainte M1 +M2 =M
′
1 +M
′
2 = M12, ce qui relie d’ailleurs les deux δ du membre
de droite pour en faire un seul. Faire tendre j1, j13 et j vers l’infini donne l’autre
relation d’orthogonalite´ des Clebsch-Gordan :∑
M ′1,M
′
2 /M
′
1+M
′
2=M12
(j1,M1; j2,M2|j12,M12)(j1,M ′1; j2,M ′2|j′12,M12) = δM1,M ′1δM2,M ′2
(4.70)
28 Ces quatre relations ne sont ni exhaustives ni inde´pendantes.
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ou` les bornes sont pourM ′1 par exemple −j1 ≤ M ′1 ≤ j2+M12. On obtient e´galement
l’orthogonalite´ des matrices R en intercalant les bons facteurs e∆... (cf 4.63) dans
4.28 ou` on fait tendre j3, j13, j23, j
′
23 et j vers l’infini a` diffe´rences fixe´es :∑
M ′1,M
′
2 ;M
′
1+M
′
2=M1+M2
R±(j1, j2)
M ′2M
′
1
M1M2R
∓(j2, j1)
M ′′1 M
′′
2
M ′2M
′
1
= δM1,M ′′1 δM2,M ′′2 (4.71)
avec une somme sur M ′1 ∈ [−j1, j2 +M1 +M2].
De la meˆme manie`re, on de´duit des autres relations ve´rifie´es par les 6-j de nom-
breuses relation entre 6-j, Clebsch-Gordan et matrice R de´ja` connues dans le cas de
spins demi-entiers et d’ine´galite´s triangulaires TI329. De la relation de Racah 4.27
pour j3, j13, j23, j tendant vers l’infini on de´duit
j1+j2∑
j12=−M1−M2=−M ′1−M ′2
(j1,M1; j2,M2|j12)(j2,M ′2; j1,M ′1|j12)eiπǫ(∆j12−∆j1−∆j2 ) = Rǫ(j1, j2)M
′
2M
′
1
M1M2
(4.72)
et pour j2, j12, j23, j tendant vers l’infini (puis j3 → j1...) :∑
M ′1,M
′
2
Rǫ(j1, j2)
M ′2M
′
1
M1M2(j2,M
′
2; j1,M
′
1|j12) = eiπǫ(∆j1+∆j2−∆j12 )(j1,M1; j2,M2|j12).
(4.73)
La relation pentagonale 4.26 donne pour j1, j12, j123, j tendant vers l’infini (puis
changement d’indices) :
j2+j3∑
j23=max(j123−j1,−M2−M3)
{
j1
j3
j2
j123
∣∣∣j12j23} (j2,M2; j3,M3|j23)(j1,M1; j23,M23|j123) =
(j1,M1; j2,M2|j12)(j12,M12; j3,M3|j123) (4.74)
qui n’est autre que la relation de de´finition des 6-j a` partir des Clebsch-Gordan. On
faisant tendre j2, j12, j23, j123, j234, j vers l’infini on a
min(j2+M1+M2,j3+M1+M3)∑
M ′1=−j1
R±(j1, j2)
M ′2M
′
1
M1M2R
±(j1, j3)
M ′3M
′′
1
M ′1M3
(j2,M
′
2; j3,M
′
3|j23) =
(j2,M2; j3,M3|j23)R±(j1, j23)M
′
2+M
′
3 M
′′
1
M1 M2+M3 . (4.75)
Finalement l’e´quation de Yang-Baxter pour les 6-j 4.29 donne pour j4, j34, j234, j
tendant vers l’infini∑
M ′1,M
′
2,M
′
3
R±(j1, j2)
M ′2M
′
1
M1M2R
±(j1, j3)
M ′3M
′′
1
M ′1M3
R±(j2, j3)
M ′′3 M
′′
2
M ′2M
′
3
=
∑
M ′1,M
′
2,M
′
3
R±(j2, j3)
M ′3M
′
2
M2M3R
±(j1, j3)
M ′′3 M
′
1
M1M ′3
R±(j1, j2)
M ′′2 M
′′
1
M ′1M
′
2
(4.76)
qui est l’e´quation de Yang-baxter pour la matrice R. Dans 4.76, les sommes, qui
paraissent triples, sont en fait simples a` cause des contraintes issues des matrices
29 Les e´quations 4.69 a` 4.77 sont donne´es pour des TI3 en ref.[35], sauf 4.72 qui n’est pas donne´e
mais peut se de´duire des re`gles de nœuds donne´es dans cette re´fe´rence.
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R. Si on prend M ′2 comme indice de sommation l’intervalle est [−j2,min[j1 +M1 +
M2, j3 +M
′′
3 +M
′′
2 )] pour la somme du membre de gauche et M
′
2 ∈ [−j2,min[j1 +
M ′′1 +M
′′
2 , j3+M3+M2)] pour la somme du membre de droite. Si dans l’e´quation de
Yang-Baxter pour les 6-j 4.29 on fait au contraire tendre j3, j34, j23, j234, j123, j vers
l’infini on obtient∑
M ′1,M
′
2
R±(j1, j2)
M ′2M
′
1
M1M2
(j1,M
′
1; j3,M3|j13)(j2,M ′2; j13,M ′1 +M3|j123) =
j2+j3∑
j23=max(j123−j1,−M2−M3)
(j1,M1; j23,M2+M3|j123)(j2,M2; j3,M3|j23)
{
j1
j2
j3
j123
∣∣∣j13j23} eiπǫ(∆j3+∆j124−∆j13−∆j23 )
(4.77)
la somme du membre de gauche e´tant pourM ′1 ∈ [max(−j1,−j13−M3), j2+M2+M1].
Il est clair que toutes ces relations permettent, a` partir de l’alge`bre des ope´rateurs
V de la partie 4.1, d’obtenir l’alge`bre des ope´rateurs ξ des refs.[37, 38] e´crits en 4.53.
En effet dans cette construction, la matrice de passage (avec changement d’espace)
est un Clebsch-Gordan. Il est donc facile de voir que la relation 4.77 montre que la
fusion de ces ξ est donne´e par la matrice R, et que la relation 4.74 montre que leur
fusion est donne´e par un Clebsch-Gordan, l’e´le´ment de matrice de V dans la fusion
restant inchange´. Toutes les autres relations montrent la cohr´ence de l’alge`bre des
ξ.
La deuxie`me e´tape de cette sous-partie consiste maintenant a` de´montrer l’alge`bre
des ξ de Babelon et Gervais e´crits en Eq.4.45. Comme annonce´ dans la sous-partie
pre´ce´dente, la matrice de changement de base est la limite du Clebsch-Gordan
de changement de base A de l’autre construction (Eq.4.53 lorsque le nombre M
supple´mentaire introduit tend vers l’infini30 :
lim
Im(hM2)→+∞
(j1,M1; j2,M2|j12) = A(j1, j12)j2−j1M1 (4.78)
La matrice de passage A est une notation propre a` ce me´moire. Elle exprime le pas-
sage des V˜ = g.....V aux ξ. Les V˜ ont e´te´ renorme´s en 4.10 par rapport aux V pour que
leur alge`bre soit purement donne´e par des 6-j, sans normalisation supple´mentaire.
Les coefficients de normalisation g contiennent des fonctions gamma alors que les
6-j sont purement trigonome´triques. C’est le guide que Gervais avait de´ja` choisi en
ref.[17] pour de´finir des ope´rateurs ψ = E....(..)V dont l’alge`bre devait eˆtre pure-
ment trigonome´trique. Cependant, a` cette e´poque, la fusion n’e´tait traite´e correcte-
ment qu’a` l’ordre dominant. Ainsi dans cette renormalisation par les coefficients E,
diffe´rents des g, des fonctions gamma re´apparaissent aux ordres suivants. Gervais
avait cependant alors de´fini une matrice de passage |j1, ̟j)m1M1 des ψ = E.V aux ξ
de telle fac¸on que les ξ soient covariants pour le groupe quantique. Il n’est donc pas
e´tonnant que les deux matrices de passage soient relie´es par
A(j1, j)
m1
M1 =
f(j +m1)
f(j)
E(j1)m1 (̟j)
gjj1,j+m1
|j1, ̟j)m1M1 (4.79)
30 Il faut ici donner une petite partie imaginaire a` h (pour le couplage faible) et conserver M2
re´el lorsqu’il tend vers l’infini. Sinon, la condition TI1 j2+M2 = p2+ p̂2π/h imposerait que j2 soit
complexe.
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ou` f est une pure jauge. On peut en effet ve´rifier que, quels que soient les facteurs
f introduits en 4.79, ils disparaissent de l’alge`bre des ξ ainsi de´finis.
Le principe de la de´monstration est identique a` celui de la limite des 6-j aux
Clebsch-Gordan (Eq.4.58). Au lieu de passer d’une fonction hyperge´ome´trique 4F3
a` une 3F2, on passe d’une 3F2 a` une 2F1. Pour cela if faut d’abord transformer
l’expression 4.60 des Clebsch-Gordan car la fonction 3F2 de l’Eq.4.60 a quatre ar-
guments qui tendent vers l’infini dans cette limite. On la transforme par 4.34 avec
m = 2 et −N = −M2 − j2, pour obtenir
(j1,M1; j2,M2|j12) =
√√√√⌊j1 +M1⌋!⌊j1 −M1 + 1⌋j1+M1⌊−j1 + j2 + j12 + 1⌋j1+j2−j12
⌊j2 +M2⌋!⌊j12 +M12⌋!⌊j1 + j2 − j12⌋!⌊j2 −M2 + 1⌋j2+M2
e−ihǫ((j1+j2−j12)(j1+j2+j12+1)/2+j1M2+j2M1)⌊j12 − j1 −M2 + 1⌋j2+M2√
⌊j12 −M12 + 1⌋j12+M12⌊j1 − j2 + j12 + 1⌋j1+j2−j12⌊2j12 + 2⌋j1+j2−j12
⌊j12 − j2 +M1 + 1⌋j2+M2 3F2
(−j1−j2+j12,M1−j1,−M2−j2;
j12−j1−M2+1,j12−j2+M1+1;e
ihǫ(j1+j2+j12+1)
)
. (4.80)
Il est imme´diat de voir que la limite de la fonction 3F2 est
2F1
(−j1−j2+j12,M1−j1;
j12−j2+M1+1; e
−2ihǫ(j1+j12)
)
qui est bien la fonction 2F1 de´finissant la matrice de passage |j1, ̟j)m1M1 en ref.[17]
Eq.2.2431. Il n’y a plus ensuite qu’a` calculer les pre´facteurs.
Ceci nous permet ensuite de de´terminer l’alge`bre des ξ obtenus par la matrice A
(Eq.4.45). On prend les e´quations 4.74 et 4.77 qui donnait la fusion et l’e´change des
ξ obtenus par changement de base par les Clebsch-Gordan et on applique la limite.
Lorsque M3 tend vers l’infini, l’e´quation 4.74 donne
j2+j3∑
j23=j123−j1
{
j1
j3
j2
j123
∣∣∣j12j23}A(j1, j123)j3−j123M1 A(j2, j23)j23−j3M2 =
(j1,M1; j2,M2|j12)A(j12, j123)j3−j123M12 (4.81)
et permet de prouver la fusion des ξ 4.51, alors que 4.77 donne
j2+M2+M1∑
M ′1,M
′
2 ; M
′
1=−j1
R±(j1, j2)
M ′2M
′
1
M1M2A(j1, j13)
j3−j13
M ′1
A(j2, j123)
j13−j123
M ′2
=
j2+j3∑
j23=j123−j1
A(j1, j123)
j23−j123
M1 A(j2, j23)
j3−j23
M2
{
j1
j2
j3
j123
∣∣∣j13j23} eiπǫ(∆j3+∆j124−∆j13−∆j23 )
(4.82)
dans la meˆme limite, et permet de prouver leur e´change 4.46.
31 En ref.[17] Eq.2.24, deux cas sont conside´re´s pour e´viter tout entier ne´gatif −N comme
argument infe´rieur de la fonction hyperge´ome´trique. En effet pour un indice de sommation ν (cf
Eq.4.33) supe´rieur a` N , il apparaˆıt alors un poˆle. Ceci peu tre`s bien arriver dans les 4F3, 3F2, 2F1
conside´re´es ici, mais ce poˆle sera toujours compense´ par le ze´ro d’un pre´facteur, ce qui aura pour
effet de faire commencer la sommation a` ν = N + 1 et sera correct. C’est en particulier la raison
pour laquelle l’expression 4.60 des Clebsch-Gordan e´tait inaproprie´e dans la limite M2 → ∞ :
l’intervalle de sommation effectif obtenu par ce me´canisme e´tait pour ν de l’ordre de M2, tout en
restant bien de taille fixe et finie.
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Les e´quations d’orthogonalite´ des Clebsch-Gordan 4.69 et 4.70 permettent
e´galement de prouver que la matrice de passage A est sa propre inverse. Ceci est e´crit
pour la matrice |j1, j)m1M1 en ref.[P2] dans le cas de spins demi-entiers et d’ine´galite´s
TI3. En revanche, dans le cas de spins continus et d’ine´galite´s TI1, les ξ sont dans des
repre´sentations de dimension infinie. Ainsi M (et m pour V (j)m ) ne sont pas borne´s
infe´rieurement, la matrice A est donc de dimension infinie et la limite “na¨ıve” de
4.69 et 4.70 donne une somme infinie. Il faudrait donc pouvoir prouver une limite
uniforme mais cela paraˆıt eˆtre faux car cette somme infinie semble divergente. Quant
aux relations 4.81 et 4.82, nous avons bien pris soin d’expliciter leurs intervalles de
sommation pour ve´rifier qu’ils e´taient fixes et finis. Dans ces cas-la`, la limite est
donc bien valide et ces relations justes. Dans le cas de spins continus on connait
donc l’alge`bre des ξ mais on ne sait pas inverser le passage des V aux ξ (Eq.4.45).
Nous avons exhibe´ en ref.[P2] une troisie`me et dernie`re limite. La premie`re limite
de´crite ici montre que les 6-j tendent vers les Clebsch-Gordan ou la matrice R
dans un certain re´gime. La deuxie`me est comple`tement diffe´rente et montre que le
changement de base de Babelon et Gervais est un cas limite du changement de base
par les Clebsch-Gordan.
La premie`re limite montre en fait que la limite des coefficients de fusion et
d’e´change des V sont ceux des ξ. En terme de mode`les de physique statisque on
a un mode`le a` vertex qui est la limite d’un mode`le IRF. On peut alors se deman-
der si la limite ne pourrait pas s’e´tendre des coefficients de fusion et d’e´change aux
ope´rateurs : les ope´rateurs V eux-meˆmes ne pourraient-ils pas avoir les ξ comme
limite ? Et nous avons effectivement pu prouver (pour des spins demi-entiers) en
ref.[P2] que dans la limite ou` ils agissent sur des e´tats de moment infini les deux
types d’ope´rateurs sont confondus : la limite
lim
Im(hj12)→∞
A(J1, j12)
m1
M1 = δm1,M1
montre que
V (J)m |∞ >∼ ξ(J)m |∞ > .
Ceci ne permet cependant de construire que des ξ agissant sur l’espace trivial |∞ >
et non les ξ ge´ne´raux. De plus ceci semble difficile a` ge´ne´raliser au cas de spins
continus a` cause de proble`mes d’inversion de A et d’interversion de limites.
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Chapitre 5
THEORIE DE LIOUVILLE :
COUPLAGE FORT
Apre`s avoir de´termine´ l’alge`bre des ope´rateurs de la the´orie de Liouville pour
une charge centrale ge´ne´rique, nous pouvons enfin e´tudier la physique du re´gime de
couplage fort d > 1 ou CLiou < 25. Nous de´terminons dans une premie`re partie une
alge`bre cohe´rente a` tous les ordres d’ope´rateurs physiques de poids re´els ce qui nous
permet de construire dans une deuxie`me partie un mode`le topologique fortement
couple´.
Comme nous nous en sommes de´ja` rendu compte a` plusieurs reprises, le re´gime de
couplage fort connaˆıt des proble`mes dus a` l’apparition de quantite´s complexes. Dans
le chapitre 2, nous avons vu que la formule de KPZ 2.58 pour γstring e´tait complexe
pour d > 1. De la meˆme manie`re dans le chapitre 1, la formule de Kac 1.31 donnait
dans ce cas des poids complexes. Par ailleurs, les masses carre´es des excitations d’une
corde bosonique non-critique vivant dans un espace-temps de dimension d > 1, pour
un ope´rateur de vertex dont l’habillage par la gravite´ est un ope´rateur de Liouville
de poids ∆, valent 2(∆− 1+N) et sont alors complexes. Il en est de meˆme pour les
supercordes. Tout ceci ne saurait eˆtre acceptable physiquement.
Il existe certes dans ce re´gime des ope´rateurs et des e´tats de poids re´els, mais
ils engendrent par fusion et e´change des ope´rateurs et des e´tats de poids com-
plexes, a` cause du caracte`re complexe des charges d’e´cran α± (ou des parame`tres de
de´formation h et ĥ).
Ceci conduit a` l’ide´e de la troncature expose´e dans la premie`re partie : on cherche
a` de´terminer des combinaisons line´aires d’ope´rateurs de poids re´els qui se de´couplent
des ope´rateurs de poids complexes et laissent stable un espace de Hilbert d’e´tats
de poids e´galement re´els. La fin de la preuve1 de cette troncature de´ja` e´tudie´e
en refs[41, 13, 42, 18] est obtenue en [P3]2. Elle n’est possible que pour les di-
mensions spe´ciales C = 7, 13, 19 (et C = 3, 5, 7 dans le cas supersyme´trique), et
pour des spins fractionnaires (quarts ou sixie`mes d’entiers). L’inclusion de ces spins
1En admettant que la continuation des coefficients de l’alge`bre d’ope´rateurs par la syme´trie
J → −J − 1 donne bien l’alge`bre des ope´rateurs de spins ne´gatifs (et nombre ne´gatif de charges
d’e´cran), puisque c’est ainsi que nous avons obtenu l’alge`bre des ope´rateurs de poids positifs.
2 Nous travaillerons ici comme en [P3] dans la base des ondes de Bloch, alors que les travaux
[13, 42, 18] ont plutoˆt e´te´ re´alise´s dans celle du groupe quantique, puisque l’alge`bre des ope´rateurs
n’e´tait alors pas connue dans la premie`re base.
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fractionnaires dans le spectre est exactement ce qui ne´cessaire a` l’obtention d’une
fonction de partition invariante modulaire [13] (c’est la meˆme que celle d’un boson
libre compactifie´ sur un cercle de rayon
√
(25− C)/3). Il y a en fait deux alge`bres
cohe´rentes d’ope´rateurs physiques, les χ− de poids re´els ne´gatifs et les χ+ de poids
re´els supe´rieurs a` 1.
Comme de´ja` indique´, cette troncature de l’alge`bre d’ope´rateurs pour ces dimen-
sions spe´ciales n’est pas sans rappeler celle des mode`les minimaux. Elles apparaissent
toutes les deux pour les dimensions ou` le spectre des poids conformes donne lieu
a` une de´ge´ne´rescence des valeurs propres de la matrice de monodromie. Dans une
deuxie`me partie, nous montrons par une discussion non publie´e jusqu’a` pre´sent (et
donc imprime´e en italique) qui paraˆıtra en [P5], que la de´ge´ne´rescence de la matrice
de monodromie est essentielle pour obtenir une troncature de l’alge`bre d’ope´rateurs.
Ceci sera confirme´ par le fait que les dimensions spe´ciales ainsi que les spins frac-
tionnaires peuvent eˆtre obtenus en demandant une de´ge´ne´rescence maximale de ces
valeurs propres. Nous en profitons pour bien montrer ce que signifie cette troncature
de l’alge`bre d’ope´rateurs en termes de fonctions de corre´lations physiques.
L’e´tude des ve´ritables cordes non critiques, c’est-a`-dire ayant 19, 13 ou 7 degre´s
de liberte´ de matie`re et vivant dans un espace-temps de dimension 19, 13 ou 7, a e´te´
aborde´ en ref.[12] (ainsi que le cas supersyme´trique). Cependant, le calcul des ampli-
tudes semble encore hors de porte´e. C’est pourquoi nous e´tudions dans la troisie`me
partie de ce chapitre un mode`le simplifie´3. Ce mode`le est construit a` partir de deux
copies diffe´rentes des the´ories construites dans la partie 5.1. Comme les mode`les
minimaux habille´s par la gravite´, il comporte un degre´ de liberte´ de matie`re habille´
par la gravite´. La matie`re est constitue´e d’ope´rateurs χ′−, et la gravite´ d’ope´rateurs
χ+. Les dimensions spe´ciales 7, 13, 19 sont en effet leurs propres comple´mentaires
a` 26. Il est en outre possible de construire des ope´rateurs locaux de poids (1,1) a`
partir de χ′− et de χ+. La cohomologie BRST doit ensuite enlever les excitations
transverses de deux degre´s de liberte´, n’en laissant plus aucun dans le cas pre´sent.
Ce mode`le doit donc eˆtre topologique. Nous calculons l’exposant critique4
γstring =
d− 1
12
d = 7, 13, 19 (5.1)
qui ne vaut pas que pour ce mode`le topologique mais pour tout mode`le de cordes
dans une des dimensions spe´ciales pour des champs de matie`re quelconques habille´s
par les χ+. Cette valeur est la partie re´elle de la formule de KPZ 2.58, ce qui pour-
rait eˆtre en accord avec les simulations nume´riques effectue´es dans le re´gime de
couplage fort[45]. Nous calculons aussi les fonctions a` trois points de cette the´orie.
Nous e´crivons ensuite une action effective avec le nouveau terme cosmologique, graˆce
a` laquelle, nous inspirant de ce qui a e´te´ fait dans le re´gime de couplage faible par Di
Francesco et Kutasov [31], nous e´crivons ensuite une action effective et de´terminons
les fonctions a` N + 1 points avec un moment externe nul, en de´rivant les fonc-
tions a` N points par rapport a` la constante cosmologique. Les fonctions de Green
avec moments externes quelconques sont ensuite obtenus par syme´trie. Soustrayant
des fonctions de corre´lation totales les fonctions a` une particule re´ductible, nous
3 Comme ce mode`le n’a fait l’objet que d’une simple lettre [P4], nous faisons ici une e´tude
relativement de´taille´e qui sera reprise en ref.[P5], publie´e tre`s prochainement.
4 Nous obtenons e´galement dans la deuxie`me partie, en 5.103, une formule pour les genres
supe´rieurs qui n’est pas en ref.[P4] en annexe, mais figurera en [P5].
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obtenons les fonctions a` N points a` une particule irre´ductibles (jusqu’a` N = 6 dans
la pratique). Elles sont analytiques et syme´triques, ce qui confirme la pertinence de
l’action effective employe´e.
5.1 Troncature de l’alge`bre d’ope´rateurs
Nous commenc¸ons par une petite mise au point. Nous conside´rons ici des spins
ge´ne´ralise´s, c’est-a`-dire continus ou plus tard fractionnaires. Nous avons dit dans le
chapitre pre´ce´dent que dans le cas de spins continus la notion de spins J et Ĵ dis-
paraissait, dans le sens qu’un spin effectif Je continu ne se de´compose pas de manie`re
unique sous la forme Je = J + (π/h)Ĵ . Dans le cas pre´sent (π/h) est complexe, et
nous conside´rerons toujours des spins J et Ĵ re´els. La de´composition Je = J+(π/h)Ĵ
du spin effectif continu complexe Je en termes de deux spins continus re´els J et Ĵ est
alors unique. C’est pourquoi nous utiliserons dans ce chapitre parfois Je et d’autres
fois J et Ĵ . L’alge`bre des ope´rateurs s’e´crira ne´anmoins toujours en termes de spins
effectifs et de 6-j effectifs.
Re´e´crivons le poids conforme d’un ope´rateur V
(J,Ĵ)
m,m̂
donne´ en 2.43 :
∆
J,Ĵ
=
C − 1
24
− 1
24
(
(J + Ĵ + 1)
√
C − 1− (J − Ĵ)√C − 25
)2
(5.2)
qui est valable e´galement pour J et Ĵ continus. Dans le re´gime de couplage fort,
la charge centrale de Liouville, C, est comprise entre 1 et 25, et ces poids sont
complexes, en ge´ne´ral. Il y a cependant quelques cas particuliers pour lesquels les
poids sont re´els. En effet,
√
C − 25 est imaginaire pur, √C − 1 est re´el, et, dans
les cas J − Ĵ = 0 ou J + Ĵ + 1 = 0 le poids est re´el (J et Ĵ sont re´els). Si on les
de´signe par les quantite´s (n,m) = (2Ĵ +1, 2J+1) (comme BPZ dans le cas de spins
demi-entiers ou n et m entiers), ils s’agit des cas diagonaux. On a des poids ne´gatifs5
∆J,J = −C − 1
6
J(J + 1), (5.3)
pour le cas de la digonale principale (n,m) = (n, n) = (2J + 1, 2J + 1) et des poids
positifs
∆−J−1,J = 1 +
25− C
6
J(J + 1) (5.4)
pour les repre´sentations de l’autre diagonale (n,m) = (n,−n) = (−2J − 1, 2J + 1)
pour J et n re´els quelconques.
Ceci n’est pas une grande de´couverte et ne re´soud pas le proble`me. En effet,
comme nous l’avons souligne´ en introduction de ce chapitre, par fusion ou e´change,
ces ope´rateurs de poids re´els donnent des ope´rateurs et des e´tats de poids complexes.
On ne peut donc pas se restreindre a` ce sous ensemble d’ope´rateurs de manie`re
cohe´rente. C’est le but de cette partie de pre´senter la construction d’une sous alge`bre
ferme´e6 (pour les ope´rations d’e´change et de fusion) d’ope´rateurs de poids re´els
5 Plus pre´cise´ment, ils sont strictement ne´gatifs pour J = Ĵ > 0, nul pour J = Ĵ = 0 qui est
l’ope´rateur identite´, et positif pour J = Ĵ = −1/2 i.e. (n,m) = (0, 0) qui est un cas pathologique.
6 Nous parlons souvent de sous-alge`bre ferme´e par souci de clarte´, bien que ce soit un ple´onasme.
Une sous-alge`bre est par de´finition un sous-espace vectoriel d’une alge`bre, ferme´ (ou stable) pour
les ope´rations de l’alge`bre (fusion et e´change ici).
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agissant sur un espace de Hilbert d’e´tats de poids re´els. Ceci garantira le de´couplage
des ope´rateurs et e´tats de poids complexes.
Tous les de´tails sont donne´s en ref.[P3] et nous nous contenterons ici d’esquisser
la de´monstration. Ce travail fait suite aux refs.[41, 13, 42, 18] ou` la fermeture de
la fusion n’avait pas e´te´ ve´rifie´e pour les descendants. De plus, ceci n’avait e´te´
fait que pour des ope´rateurs de spins demi-entiers alors qu’il a e´te´ de´montre´[13]
que l’inclusion dans le spectre de spins fractionnaires (cf Eqs.5.10, 5.23 plus bas7)
e´tait ne´cesssaire pour avoir l’invariance modulaire8. C’est la raison essentielle qui
nous a pousse´s a` e´tudier l’alge`bre des ope´rateurs de spins continus dans le chapitre
pre´ce´dent. L’alge`bre des spins fractionnaires n’est en effet pas fondamentalement
diffe´rente de celle des spins continus. Nous verrons plus loin que ce sont uniquement
les proprie´te´s 5.7, 5.22 qui distinguent les spins fractionnaires des spins continus.
Conside´rons pour le moment le cas le plus simple, celui des ope´rateurs de spins
effectifs Jei = Ji + (π/h)Ji pour J ∈ R. Nous notons ces spins effectifs particuliers
Je−i = Ji + (π/h)Ji. (5.5)
C’est la ge´ne´ralisation a` des spins continus de la diagonale de la table Kac et
leurs poids re´els ne´gatifs sont donne´s par 5.3 avec J = Ji continu. Nous sup-
posons donc que tous les ope´rateurs et e´tats initiaux sont dans ce sous-ensemble,
i.e. caracte´rise´s par Jei = J
e−
i . On a vu (cf Eqs.4.22, 4.25) que la fusion et
l’e´change de deux ope´rateurs V (J
e) est essentiellement donne´e par un produit de
deux 6-j, l’un avec parame`tre de de´formation h et spins Jei , l’autre avec parame`tre
de de´formation ĥ et spins Ĵei . Pour les valeurs particulie`res J
e−
i des spins, on a
Ĵei ≡ (h/π)Jei = Ji + (hπ)Ji = Ji + (π/ĥ)Ji, et Ĵei est donc le transforme´ de Jei par
h→ ĥ et est donc aussi note´ Ĵe−i .
Examinons plus en de´tail ce qui se passe pour la fusion, le me´canisme est similaire
pour l’e´change. Les deux 6-j du coefficient de fusion 4.22 sont alors{{
Je−1
Je−3
Je−2
Je−123
∣∣∣∣ Je12Je−23
}}
{ˆ{ˆ Ĵe−1
Ĵe−3
Ĵe−2
Ĵe−123
∣∣∣∣ Ĵe12Ĵe−23 }ˆ}ˆ (5.6)
Les cinq spins effectifs issus du membre de gauche (point de de´part de la trans-
formation) sont, par choix, du type Jei = J
e−
i alors que le spin J
e
12 de l’ope´rateur
obtenu par fusion est (en ge´ne´ral) quelconque : Je12 = J12 + (π/h)Ĵ12. La fusion
engendre donc une combinaison line´aire d’ope´rateurs de poids complexes. Seuls cer-
tains d’entre eux, pour lesquels J12 = Ĵ12, ont un poids re´el. Il faudrait donc que
les coefficients des ope´rateurs de poids complexes s’annulent. Aucun des deux 6-j
de 5.6 ne s’annule dans ce cas et 5.6 ne peut donc s’annuler dans les cas J12 6= Ĵ12
comme il le faudrait. La solution consiste a` ne plus conside´rer aussi simplement la
fusion d’ope´rateurs V
(Je−)
me mais de combinaisons line´aires de tels ope´rateurs. La fu-
sion de telles combinaisons line´aires engendrerait toujours tous les meˆmes ope´rateurs
V (J
e
12) mais les coefficients de fusion ne seraient plus donne´s par 5.6 mais par une
7 Nous utilisons la de´nomination de spins fractionnaires pour les spins 5.10, 5.23 qui peuvent
eˆtre des quarts ou des sixie`mes d’entiers, et non pour les spins standards demi-entiers.
8 Ces spins fractionnaires avaient pu eˆtre introduits pour les e´tats, et la fermeture de l’alge`bre
(hors descendants pour la fusion) avait pu eˆtre prouve´e pour des ope´rateurs de spins demi-entiers.
Mais la cohe´rence de la the´orie exige une correspondance entre e´tats et ope´rateurs. C’est pourquoi
nous avonc duˆ e´tendre la construction a` des ope´rateurs de spins fractionnaires.
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combinaison line´aire de produits du type 5.6. Et on voudrait que cette combinaison
line´aire soit nulle pour J12 6= Ĵ12. Ceci commence fort a` ressembler a` une relation
d’orthogonalite´ entre 6-j, sauf que nous avons des 6-j de deux types diffe´rents, les
uns de´forme´s par h, les autres par ĥ. Par conse´quent, c¸a ne marche pas, en ge´ne´ral.
Mais il se trouve, et c’est ce qui caracte´rise les dimensions spe´ciales, que lorsque
C = 7, 13 ou 19, les 6-j des deux types (pour des Je bien choisis) sont e´gaux, a`
un simple signe pre`s. En introduisant les signes et normalisations ade´quats dans
la de´finition d’ope´rateurs combinaisons line´aires de V
(J,Ĵ)
m,m̂
, le miracle se produit :
l’orthogonalite´ des 6-j permet le de´couplage des ope´rateurs de spins J12 6= Ĵ12, c’est-
a`-dire de poids complexes. Et qui plus est, le re´sultat est encore une combinaison
line´aire d’ope´rateurs du type conside´re´ initialement, ce qui assure la stabilite´ de
l’alge`bre.
La proprie´te´ fondamentale[P3] est
{ˆ{ˆ Ĵ
e−
1
Ĵe−3
Ĵe−2
Ĵe−123
∣∣∣∣ Ĵe12Ĵe−23 }ˆ}ˆ = (−1)(2+s)φ(J1,J2,J3,J12,J23,J123)
{{
Je−1
Je−3
Je−2
Je−123
∣∣∣∣ Je12Je−23
}}
(5.7)
avec pk,l ≡ jk + jl − jkl pour k et l dans {1, 2, 3, 12, 23} et
φ(J1, J2, J3, J12, J23, J123) = p1,2(2J2 + 2J3) + p2,32J3 + p1,232J23 + p12,32J3
+ p1,2(p1,2 + 1)/2 + p2,3(p2,3 + 1)/2 + p1,23(p1,23 + 1)/2 + p12,3(p12,3 + 1)/2. (5.8)
Comme on l’a annonce´ plus haut, elle peut eˆtre prouve´e pour une charge centrale
C = 1 + 6(s+ 2) , s = −1, 0, 1 donc C = 7, 13, 19 (5.9)
et des spins
Ji =
ni
2(2 + s)
, ni ∈ Z (5.10)
qui sont donc des demi-entiers pour C = 7 mais des quarts d’entiers pour C = 13
et des sixie`mes d’entiers pour C = 19.
Nous avons e´tendu dans le chapitre pre´ce´dent la de´finition des 6-j standards
(de´finis pour des spins demi-entiers) a` des spins continus, ve´rifiant e´galement leur
orthogonalite´, l’e´quation de Bidenharn-Elliot...etc. En revanche, le lien 5.7 entre les
6-j de´finis avec les parame`tres de de´formation h et ĥ ne peut eˆtre e´tendu qu’au cas
interme´diaire des spins fractionnaires 5.10. On pourrait se demander s’il ne s’agit pas
d’une simple curiosite´ mathe´matique et si ces spins fractionnaires ne doivent pas eˆtre
exclus, se restreignant aux spins demi-entiers. On pourrait e´galement se demander
s’il n’existerait pas une ge´ne´ralisation de 5.7 a` des spins continus, que nous n’aurions
pas su de´montrer. Les re´ponses a` ces questions semblent eˆtre ne´gatives et les spins
fractionnaires semblent avoir un sens plus profond. En effet l’adjonction au spectre
de ces spins fractionnaires est exactement ce qui est ne´cessaire a` l’obtention d’une
fonction de partition invariante modulaire, comme cela a e´te´ prouve´ en [13]. La
fonction de partition obtenue est alors identique a` celle d’un boson compactifie´ sur
un cercle de rayon
√
2(2± s), bien que la physique de´crite soit diffe´rente.
Nous de´finissons donc les ope´rateurs χ− de poids 5.3 ne´gatifs a` partir des
ope´rateurs V
(Je−)
me pre´ce´dents
9 :
χ
(J1)
− PJe−2 ≡
∑
J12
p1,2≡J1+J2+J12∈N
(−1)(2+s)(2J2p1,2+
p1,2(p1,2+1)
2
)g
Je−12
Je−1 J
e−
2
V
(Je−1 )
Je−2 −Je−12
PJe−2 (5.11)
9 N de´signe l’ensemble des entiers naturels (i.e. positifs ou nuls)
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pour un e´tat entrant de spin effectif Je−2 fixe´ (PJe−2 est le projecteur sur le module de
Verma correspondant). La quantite´ p1,2 ≡ J1+J2+J12 doit eˆtre un entier positif ou
nul, ce qui constitue la seule contrainte des re`gles de se´lection pour les spins continus,
comme on l’a vu dans le chapitre pre´ce´dent. Les coefficients de normalisation g sont
ceux qui apparaisent dans les matrices de fusion et d’e´change des V en Eqs.4.22,
4.25. Ils sont de´finis pour des spins continus et donc pour des spins fractionnaires
du type 5.10. Les poids des ope´rateurs χ− sont
∆(χ
(J)
− ) = ∆J,J = −(2 + s)J(J + 1). (5.12)
Les PJe−i projettent sur des e´tats du meˆme type et la troncature a lieu dans l’espace
de Hilbert suivant
H−sphys =
⊕
J=n/2(2+s), n∈Z
HJ,J (5.13)
qui est stable par action des χ−. Les poids des e´tats de cet espace de Hilbert sont
e´galement donne´s par 5.12 et sont donc re´els ne´gatifs.
Lors d’une fusion ou d’un e´change d’ope´rateurs χ−, les normalisations g
s’e´liminent, tous les signes ont e´te´ calcule´s pour se combiner correctement, et les 6-j
redonnent exactement la combinaison line´aire qui de´finit des ope´rateurs χ− graˆce a`
la relation 5.7 et a` l’orthogonalite´ des 6-j 4.28. Finalement l’e´change et la fusion des
χ− ont des expressions tre`s simples :
χ
(J1)
− χ
(J2)
− = e
−2iπǫ(2+s)J1J2χ(J2)− χ
(J1)
− , (5.14)
χ
(J1)
− χ
(J2)
− PJe−3 =
∑
J12<J1+J2
(−1)(2+s)2J3(J1+J2−J12)
∑
{ν}
χ
(J12,{ν})
− PJe−3 <J
e−
12 , {ν12}|χ(J1)− |Je−2 > . (5.15)
On peut e´videmment ve´rifier que les matrice de fusion et d’e´change des ope´rateurs
χ− satisfont aux e´quations polynomiales, c’est-a`-dire que les χ− ont une alge`bre
cohe´rente.
Examinons maintenant la monodromie de ces ope´rateurs autour de 0. Ils sont
construits comme combinaisons line´aires d’ope´rateurs V qui diagonalisent cette mon-
odromie. Chacun de ces ope´rateurs V a cependant en ge´ne´ral une monodromie
diffe´rente et la combinaison line´aire qui de´finit les χ peut ne plus redonner un χ
apre`s monodromie. D’apre`s l’e´quation 3.7, la monodromie des ope´rateurs V im-
plique´s dans leur de´finition 5.11 est donne´e par le facteur
e2iπǫ[∆(J
e−
1 )+∆(J
e−
2 )−∆(Je−12 )] (5.16)
ou` Je−12 = J
e−
1 + J
e−
2 − p1,2(1 + π/h). Si ce facteur diffe`re selon les valeurs de p1,2,
chaque ope´rateur de la somme acquiert un facteur diffe´rent lors de la monodromie
et le re´sultat n’est plus un χ−. Fort heureusement, ce n’est pas le cas puisqu’on peut
ve´rifier que les poids ∆(Je−12 ) pour des valeurs de l’entier p1,2 diffe´rentes ne diffe`rent
que par des entiers qui ne contribuent pas au facteur 5.16. La proprie´te´ remarquable
est
∆ n
2(2+s)
+p, n
2(2+s)
+p = ∆ n
2(2+s)
, n
2(2+s)
+ p[n+ (p+ 1)(2 + s)] (5.17)
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ou` p[n + (p + 1)(2 + s)] est un entier. Comme annonce´ dans la partie 3.2, nous
sommes donc pre´cise´ment dans le cas (exceptionnel) ou` la matrice de monodromie
est de´ge´ne´re´e. Cette proprie´te´ est fondamentale et semble caracte´riser (presque)
comple`tement les charges spe´ciales, ainsi que les spins fractionnaires. Nous y revien-
drons dans la prochaine partie.
On de´finit de manie`re similaire des ope´rateurs χ+ de poids 5.4 positifs. Ils
sont construits a` partir d’ope´rateurs de la diagonale secondaire de la table de Kac
ge´ne´ralise´s a` des spins continus c’est-a`-dire a` des spins effectifs
Je+i = −Ji − 1 + (π/h)Ji = −1 + Ji(1− π/h). (5.18)
On a alors Ĵe+i = Ji + (−Ji − 1)(π/h).
Il y a cependant dans ce cas une difficulte´ supple´mentaire. Elle n’est pas directe-
ment lie´e aux spins ne´gatifs (−J−1 ou J) car les 6-j (et leurs e´quations) sont de´finis
pour des spins continus et en particulier ne´gatifs. Les spins des χ−, par exemple,
peuvent tre`s bien eˆtre ne´gatifs. La difficulte´ provient de nombres de charges d’e´cran
ne´gatifs. En effet, la re`gle TI1 pour le vertex 4.16 implique que p1,2 ≡ J1+ J2− J12,
le nombre de charges d’e´cran10 de type α−, soit un entier positif. Mais dans le
cas de spins 5.18 i.e. (−Ji − 1, Ji), le nombre de charges d’e´cran de type α− est
p̂1,2 = (−J1−1)+(−J2−1)− (−J12−1) = −p1,2−1 et les deux nombres de charges
d’e´cran ne peuvent pas eˆtre simultane´ment positifs. L’expression du coefficient de
fusion 4.22 d’ope´rateurs de spins Je++ contient les 6-j{{
Je+1
Je+3
Je+2
Je+123
∣∣∣∣ Je12Je+23
}}
{ˆ{ˆ Ĵ
e+
1
Ĵe+3
Ĵe+2
Ĵe+123
∣∣∣∣ Ĵe12Ĵe+23 }ˆ}ˆ (5.19)
et on peut ve´rifier que le deuxie`me a des nombres de charges d’e´cran (c’est-a`-dire
les entiers dans 4.20) ne´gatifs.
L’alge`bre des ope´rateurs n’a e´te´ de´termine´e que pour des nombres positifs de
charges d’e´cran, de meˆme on ne connaˆıt que des 6-j a` nombres positifs de charges
d’e´cran. Comme d’autres auteurs l’ont fait pour la fonction a` trois points [43, 44, 20]
nous effectuons donc une continuation a` des nombres ne´gatifs de charges d’e´cran,
pour les coefficients de fusion et d’e´change. Pour la continuation de la fonction a`
trois points a` des nombres entiers ne´gatifs de charges d’e´cran [44, 20] il avait suffit
de de´finir un produit de a a` b pour b infe´rieur a` a. Il en est de meˆme ici pour les
coefficients g (qui ne sont pas autre chose que les normalisations des fonctions a`
trois points). En revanche pour les 6-j contenus dans F et B, nous avons duˆ faire
intervenir en [P3] une identite´ non triviale entre fonctions hyperge´ome´triques11 4F3
(Eq.5.1 dans [P3]). Elle permet de de´montrer que, via cette continuation, les 6-j ont
la syme´trie j → −j − 1 :{−j1−1
−j3−1
−j2−1
−j123−1
∣∣∣−j12−1−j23−1} = {j1j3 j2j123 ∣∣∣j12j23} (5.20)
10 Nous parlons de nombre de charges d’e´cran pour employer des termes familiers au plus grand
nombre de lecteurs, bien qu’il n’y en ait pas dans la construction ope´ratorielle de´crite ici. Il s’agit
simplement des nombres entiers des re`gles de se´lection 4.16, qui correspondent a` des nombres de
charges d’e´cran dans une approche inte´grale.
11 Elle fait intervenir des re´arrangements de termes non triviaux et n’e´tait pas connue, semble-
t-il, dans le cas q-de´forme´. J.-L. Gervais avait de´ja` exprime´ en [18] la syme´trie des Clebsh-Gordan
sous J → −J − 1 graˆce a` une identite´ entre fonctions hyperge´ome´triques 3F2. Elle n’e´tait connue
que dans le cas non-de´forme´. L’identite´ sur les fonctions 4F3 q-de´forme´es permet d’obtenir celle
sur les fonction 3F2 par limite.
80
qui vaut pour des spins continus quelconques. Ceci se traduit sur les 6-j effectifs par{{
Je1
Je3
Je2
Je123
∣∣∣ Je12Je23}} = {{−Je1−(1+π/h)−Je3−(1+π/h) −Je2−(1+π/h)−Je123−(1+π/h)∣∣∣ −Je12−(1+π/h)−Je23−(1+π/h),}}. (5.21)
et permet de remplacer le deuxie`me 6-j de 5.19 par un 6-j avec nombre positif de
charges d’e´cran.
Nous de´terminons ensuite l’e´quivalent de la proprie´te´ 5.7 qui est dans ce cas
{ˆ{ˆ−Ĵ
e+
1 −1−π/ĥ
−Ĵe+3 −1−π/ĥ
−Ĵe+2 −1−π/ĥ
−Ĵe+123−1−π/ĥ
∣∣∣∣−Ĵe+12 −1−π/ĥ−Ĵe+23 −1−π/ĥ=}ˆ}ˆ
(−1)(2−s)φ(J1,J2,J3,J12,J23,J123)
{{
−Je+1 −1−π/ĥ
−Je+3 −1−π/ĥ
−Je+2 −1−π/ĥ
−Je+123−1−π/ĥ
∣∣∣∣−Je+12 −1−π/ĥ−Je+23 −1−π/ĥ
}}
(5.22)
qui peut cette fois eˆtre de´montre´e pour
Ji =
ni
2(2− s) , ni ∈ Z (5.23)
et toujours C = 1 + 6(s + 2), s = −1, 0, 1. On voit que 5.21 et 5.23 permettent de
ramener les deux 6-j 5.19 a` deux 6-j du meˆme type (meˆme parame`tre de de´formation
et meˆmes spins, sauf Je12).
Une fois ceci prouve´, le cas des χ+ est semblable a` celui des χ−. On les de´finit
par
χ
(J1)
+ PJe+2 ≡
∑
J12,p1,2≡J1+J2−J12∈N
(−1)(2−s)(2J2p1,2+
p1,2(p1,2+1)
2
)g
Je+12
Je+1 J
e+
2
PJe+12 V
(Je+1 )PJe+2
(5.24)
pour des spins fractionnaires donne´s par 5.23. L’espace de Hilbert correspondant est
donc
H+sphys =
⊕
J=n/2(2−s), n∈Z
H−J−1,J . (5.25)
pour des poids
∆(χ
(J)
+ ) = ∆−J−1,J = 1 + (2− s)J(J + 1). (5.26)
On obtient finalement l’expression de leur e´change et de leur fusion qui sont
donne´s par
χ
(J1)
+ χ
(J2)
+ = e
2iπǫ(2−s)J1J2χ(J2)+ χ
(J1)
+ , (5.27)
χ
(J1)
+ χ
(J2)
+ PJe+3 =
∑
J12≤J1+J2
(−1)(2−s)2J3(J1+J2−J12)
∑
{ν}
χ
(J12,{ν})
+ PJe+3 <J
e+
12 , {ν}|χ(J1)+ |Je+2 > . (5.28)
De la meˆme manie`re que les χ−, ces ope´rateurs sont conserve´s par monodromie
autour de 0 graˆce a` l’identite´
∆− n
2(2+s)
−p−1, n
2(2+s)
+p = ∆− n
2(2+s)
−1, n
2(2+s)
+ p[n+ (p+ 1)(2− s)]. (5.29)
Nous avons donc construit deux alge`bres d’ope´rateurs de poids re´els, celle des
χ− de´finis en 5.11, d’espace de Hilbert 5.13, de poids ne´gatifs 5.3, et celle des χ+
de´finis en 5.24, d’espace de Hilbert 5.25, de poids 5.4. Elles sont stables par fusion
et e´change inde´pendamment l’une de l’autre.
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5.2 Qu’est-ce qui caracte´rise les dimensions
spe´ciales ?
Nous montrons en premier lieu dans cette partie que la situation ou` la matrice
de monodromie est de´ge´ne´re´e est un cas tre`s favorable a` une possible troncature
de l’alge`bre d’ope´rateurs. Nous montrons ensuite que les dimensions spe´ciales C =
7, 13, 19 et les spins fractionnaires Ji = ki/2(2 + s) sont pre´cise´ment les cas ou` la
matrice de monodromie est de´ge´ne´re´e.
Nous ne discutons que le cas des ope´rateurs χ− et des spins fractionnaires 5.10, le
cas des ope´rateurs χ+ et des spins fractionnaires 5.23 pouvant eˆtre traite´ de manie`re
similaire.
Pour alle´ger la discussion, introduisons les ope´rateurs renorme´s
W
(Je1 )
Je2−Je12 PJe2 = (−1)
(2+s)(2J2p1,2+
p1,2(p1,2+1)
2
)g
Je12
Je1J
e
2
V
(Je1 )
Je2−Je12 PJe2 (5.30)
en fonction desquels les ope´rateurs χ− s’e´crivent simplement
χ
(J1)
− PJe−2 ≡
∑
J12 / p1,2≡J1+J2+J12∈N
W
(Je−1 )
Je−2 −Je−12
PJe−2 . (5.31)
Notons ici
FJe−123Je−1 Je−2 Je−3Je23 =
J123
J1
J23
J2
3J
e
e-
e-
e-
e-
(5.32)
les blocs conformes des ope´rateurs W J
e−
. Vu la nature des ope´rateurs W , le spin
interme´diaire effectif Je23 n’est pas contraint a` eˆtre du type J
e− (Eq.5.5). Il peut
prendre les valeurs Je23 = J
e−
2 +J
e−
3 −n− n̂π/h pour des entiers n et n̂ inde´pendants
entre 0 et p ≡ J1 + J2 + J3 − J123. L’espace de ces blocs conformes est donc de
dimension (p+ 1)2.
Au contraire, l’espace des blocs conformes des χ− est de dimension 1 et leur
expression 5.31 montre que leur unique bloc conforme note´ F(χ) s’exprime en termes
de ceux des ope´rateurs W par
FJe−123Je−1 Je−2 Je−3(χ−) =
∑
Je−23
FJe−123Je−1 Je−2 Je−3
Je−23
(5.33)
pour Je−23 = J
e−
2 +J
e−
3 −n(1+π/h), n = 0...p. Nous conside´rons maintenant les ampli-
tudes physiques nous limitant pour simplifier a` celles qui ont des moments gauches
et droits identiques sur leur pattes externes. Ceci n’est cependant pas ne´cessaire
puisque cette contrainte n’est pas impose´e sur les pattes internes (voir par exemple
la partie suivante). Nous verrons dans la prochaine partie que l’on peut obtenir des
ope´rateurs locaux par simple produit d’ope´rateurs des deux chiralite´s (χ−χ−). Les
amplitudes physiques s’e´crivent alors tout simplement
A
Je−123J
e−
1 J
e−
2 J
e−
3
Phys =
∣∣∣∣FJe−123Je−1 Je−2 Je−3(χ−)
∣∣∣∣2 (5.34)
ou` la somme sur les blocs conformes n’apparaˆıt pas puisqu’il y en a un seul. Nous
avons de plus suppose´ en 5.34 que les nombres quantiques sont choisis de manie`re a`
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ce que F = F∗, ce qui impose que les nombres gauches et droits soient syme´triques
sous l’e´change de α− et α+ qui sont complexes conjugue´s (voir Eqs.5.56 et 5.58
dans la prochaine partie). Les proprie´te´s de monodromie (autour de 0) des χ−, leur
e´change et leur fusion, montre que cette amplitude physique est locale.
Faisons le lien avec la discussion de la partie 3.2 (page 35 et suivantes) sur
les the´ories diagonales et les the´ories a` matrice de monodromie de´ge´ne´re´e (ou non
diagonales). Il est facile de voir que l’amplitude diagonale
∑
Je23
∣∣∣∣FJe−123Je−1 Je−2 Je−3Je23
∣∣∣∣2 (5.35)
est locale. Les ope´rateur W ont en effet e´te´ renorme´s (par les coefficients g) de
manie`re a` ce que leurs matrices d’e´change et de fusion soient donne´s par des 6-
j (et une simple phase) et soient donc des matrices unitaires ce qui garantit la
localite´ de 5.35 pour des coefficients diagonaux dJe23 = 1 (cf Eq.3.15), donc omis
dans 5.35. Cette amplitude, qui est celle d’exponentielles de Liouville du couplage
faible (Eq.2.49), bien que ne comportant que des pattes externes de poids re´els,
contient des e´tats interme´diaires (Je23) de poids complexes, qui peuvent e´galement
apparaˆıtre sous forme d’ope´rateurs de poids complexes par fusion. Elle n’est donc
pas acceptable physiquement.
Ce que nous avons donc fait dans la partie pre´ce´dente en termes d’ope´rateurs,
consiste en termes de corre´lateurs, a` chercher a` e´crire une amplitude physique locale,
e´ventuellement non diagonale (cf Eq.3.12)
A
Je−123J
e−
1 J
e−
2 J
e−
3
Phys =
∑
Je23,J
e
23
FJ
e−
123J
e−
1 J
e−
2 J
e−
3
J
e
23
XJe23,Je23
FJ
e−
123J
e−
1 J
e−
2 J
e−
3
Je23
(5.36)
qui soit en fait restreinte a` des poids ∆Je23 et ∆J
e
23
re´els. Les seuls coefficients non
nuls de la matrice X doivent donc eˆtre ceux des spins Je23 et J
e
23 de type J
e−
(Eq.5.5). On peut donc l’e´crire
A
Je−123J
e−
1 J
e−
2 J
e−
3
Phys =
∑
Je−23 ,J
e−
23
FJ
e−
123J
e−
1 J
e−
2 J
e−
3
J e−23
XJ e−23 ,J
e−
23
FJe−123Je−1 Je−2 Je−3
Je−23
(5.37)
Autrement dit, la matrice X doit avoir beaucoup de coefficients nuls et ne contenir
qu’une sous-matrice non nulle, celle de l’espace des blocs conformes de poids re´els
(Je23 de type J
e− dans 5.32) dans lui-meˆme. Cet espace est de dimension (p+1), alors
que l’espace total des blocs conformes est de dimension (p + 1)2. Le rang maximal
de X est donc p + 1, mais on voit par exemple dans notre cas que la matrice X
de 5.34 est de rang 1. Ceci est duˆ au fait que comme nous l’avons dit plus haut
nous conside´rons des ope´rateurs locaux qui sont de simples produits d’ope´rateurs
des deux chiralite´s. De manie`re plus ge´ne´rale, si cette matrice est de rang k, on voit
en la diagonalisant dans une base orthonorme´e qu’elle projette sur un sous-espace
E0 de dimension k de l’espace des blocs conformes de poids re´el (i.e. Im(X)=E0 et
Ker(X)=(E0)⊥).
La localite´ de l’amplitude physique 5.36, 5.37 impose ensuite de nombreuses
conditions a` cette matrice X. Nous allons les discuter de manie`re ge´ne´rale, mais
nous donnons d’abord la solution obtenue dans la partie pre´ce´dente : la matrice
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XJ e−23 ,J
e−
23
dont tous les e´le´ments sont des 1
XJ e−23 ,J
e−
23
=

1 1 ... 1
1 1 ... 1
. . ... .
1 1 ... 1
 (5.38)
donne une amplitude physique 5.37 locale12. Comme nous l’avons signale´ dans la
discussion ge´ne´rale de la partie 3.2, la matrice est hermitienne (pour que l’amplitude
5.37 soit re´elle) et donc diagonalisable. C’est bien le cas ici. La matrice X (5.38) est
de rang 1 et comporte donc une seule valeur propre non nulle. Le vecteur propre
correspondant est e´videmment le bloc conforme 5.33 des χ−. On peut alors comple´ter
ce vecteur propre en une base orthogonale arbitraire dans laquelle tous les e´le´ments
de la matrice X sont nuls sauf un, ce qui donne l’amplitude 5.34.
Nous n’avons fait ici que re´e´crire dans le langage des blocs conformes, plus fam-
ilier a` un certain nombre de lecteurs, les re´sultats de la partie pre´ce´dente exprime´s
dans un langage ope´ratoriel. Mais ceci peut ne´anmoins apporter des re´sultats tre`s
inte´ressants.
Imaginons donc que nous ne connaissons pas la solution pre´ce´dente et que nous
essayons de de´terminer une matrice X restreinte a` des poids re´els telle que l’ampli-
tude 5.37 soit locale. C’est ce qu’on fait Dotsenko et Fateev en ref.[5] dans le cas du
couplage faible. Nous avons ici la contrainte supple´mentaire que la matrice X doit
e´liminer les blocs conformes 5.32 de poids ∆Je23 complexes.
Comme nous l’avons dit, ceci signifie que la matrice X projette13 sur un sous-
espace E0 de l’espace des e´tats de poids re´els. L’amplitude 5.37 est exprime´e en ter-
mes des blocs 5.32 qui diagonalisent la monodromie (de W (J
e−
2 )) autour de 0. Nous
avons vu dans la partie 3.2 que l’invariance de cette amplitude sous la monodromie
autour de 0 exigeait que la matrice X commute avec la matrice de monodromie
(Eq.3.14 et suite) c’est-a`-dire qu’elle soit diagonale par bloc, chaque bloc corre-
spondant a` un espace propre de la monodromie. L’espace E0 sur lequel la matrice
X effectue une projection est donc une somme directe de sous-espaces des espaces
propres de la matrice de monodromie.
Examinons ensuite la monodromie autour de l’infini. La matrice de passage a`
la base qui diagonalise cette monodromie est la matrice d’e´change B. Effectuant ce
changement de base, le corre´lateur physique 5.37 s’e´crit
A
Je−123J
e−
1 J
e−
2 J
e−
3
Phys =
∑
J
e
13,J
e−
23 ,J
e−
23 ,J
e
13
FJ
e−
123J
e−
2 J
e−
1 J
e−
3
J
e
13
B†
J
e
13,J
e−
23
XJ e−23 ,J
e−
23
BJe−23 ,Je13
FJ
e−
123J
e−
2 J
e−
1 J
e−
3
Je13
(5.39)
12 Attention il s’agit de la matrice XJ e−23 ,J
e−
23
de l’e´quation 5.37 re´duite a` des spins de type Je−,
c’est-a`-dire a` des poids re´els. Les e´le´ments de la matrice totale XJe23,Je23
de l’e´quation 5.36 dont
un spin J
e
23 ou J
e
23 n’est pas de type J
e− sont nuls, comme nous l’avons dit pre´ce´demment.
13 La matrice X n’est pas a` ve´ritablement parler un projecteur : on n’a pas X2 = X , mais
simplemement la matrice X a des coefficients nuls en dehors du bloc correspondant aux transfor-
mations de E0 dans E0, c’est-a`-dire Im(X)=E0 et Ker(X)=(E0)⊥. En termes de valeurs propres,
celles de l’orthogonal de E0 sont bien nulles, mais celle de E0 peuvent eˆtre diffe´rentes de 1.
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ou` nous n’avons pas e´crit tous les indices de la matrice B. L’expression dans cette
base est donc identique a` 5.36 avec une nouvelle matrice
X˜Je13,Je13
=
∑
Je−23 ,J
e−
23
B†
J
e
13,J
e−
23
XJ e−23 ,J
e−
23
BJe−23 ,Je13
(5.40)
qui n’est pas restreinte aux poids re´els, car e´videmment l’e´change a fait re´apparaˆıtre
les poids complexes. La matrice X projette sur l’espace E0, la matrice X˜ projette
donc sur l’espace E∞ transforme´ par la matrice B. Exigeant que les e´tats de poids
complexes se de´couplent de la the´orie, l’espace E∞, transforme´ de E0 par B, doit
comme E0 eˆtre un sous-espace de l’espace des e´tats de poids re´els. La localite´ du
corre´lateur physique pour la monodromie autour de l’infini exige ensuite, comme
pour celle autour de 0, que la matrice X˜ soit diagonale par blocs, chaque bloc
correspondant a` un espace propre de la monodromie. Et E∞ doit donc, comme
E0, eˆtre une somme directe de sous-espaces des espaces propres de la matrice de
monodromie.
On peut appliquer le meˆme argument a` la monodromie autour de 1, en effectuant
le changement de base de blocs conformes par la matrice de fusion, mais ces trois
monodromies sont lie´es et la localite´ pour les deux premie`res (autour de 0 et l’inifini)
assure la localite´ pour la troisie`me.
Ce que nous venons de voir engendre beaucoup de contraintes qui semblent
difficiles a` toutes satisfaire simultane´ment pour obtenir une matrice X admissible.
Mais ces contraintes sont loin d’eˆtre aussi importantes selon la de´ge´ne´rescence de la
matrice de monodromie. Examinons les deux cas extreˆmes.
S’il n’y a aucune de´ge´ne´rescence, c’est-a`-dire que toutes les valeurs propres de la
matrice de monodromie sont diffe´rentes, ces contraintes laissent peu de liberte´s. En
effet dans ce cas, la matrice X doit eˆtre purement diagonale et on a un nombre fini
de choix pour l’espace E0 sur lequel elle projette : si on choisit E0 de dimension k, on
a simplement un nombre fini de manie`res (exactement
(
p+1
k
)
) de choisir E0 comme
somme directe de k espace propres de la monodromie (dans l’espace des blocs de
poids re´els de dimension (p+ 1)). L’e´change doit donner pour l’autre base de blocs
conformes une matrice X˜ et un espace E∞ soumis aux meˆmes contraintes.
Dans le cas inverse, ou` la matrice de monodromie est comple`tement de´ge´ne´re´e
c’est-a`-dire proportionnelle a` l’identite´ (tout au moins pour les (p+1) blocs de poids
re´els qui nous inte´ressent), nous avons en revanche beaucoup plus de liberte´s. La
matriceX peut eˆtre quelconque et le choix de l’espace E0 sur lequel elle projette peut
eˆtre n’importe quel sous-espace de l’espace des blocs de poids re´els (de dimension
(p+1)). Pour un espace E0 de dimension k, ceci laisse donc le choix de k(p+1− k)
parame`tres re´els, alors que pre´ce´demment, nous n’avions qu’un nombre fini de choix
pour E0 ! Les liberte´s sont les meˆmes pour la matrice X˜ et l’espace E∞ transforme´s.
Nous sommes donc dans ce cas dans des circonstances beaucoup plus favorables a`
l’existence d’une matrice X donnant des corre´lateurs physiques 5.37 locaux. La seule
contrainte qui subsiste effectivement dans ce cas est que l’espace E∞ doit eˆtre un
sous-espace de l’espace des blocs conformes de poids re´els. Cette condition assure
le de´couplage des ope´rateurs et des e´tats de poids complexes, alors que la localite´
du corre´lateur physique est assure´e automatiquement par la de´ge´ne´rescence de la
matrice de monodromie.
Cet argument demeure heuristique. Bien que le deuxie`me cas (monodromie
de´ge´ne´re´e) semble infiniment plus favorable, il ne prouve certes pas qu’il soit pos-
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sible de de´terminer une matrice X qui rende local le corre´lateur 5.37. Mais nous
avons justement prouve´ dans la partie pre´ce´dente que pour les dimensions spe´ciales
C = 7, 13, 19 et pour les spins fractionnaires (5.10, 5.23) ou` nous avions une matrice
de monodromie de´ge´ne´re´e (5.17, 5.17), il e´tait possible d’obtenir une troncature de
l’alge`bre a` des poids re´els et des fonctions de corre´lation physiques locales. Ceci
confirme donc le bien-fonde´ de l’argument de´veloppe´ ici.
Il paraˆıt alors le´gitime de chercher a` de´terminer tous les cas donnant lieu a`
une matrice de monodromie de´ge´ne´re´e. C’est ce que nous allons faire maintenant.
Nous montrerons ainsi que le seul cas (ou presque) qui donne lieu a` une matrice
de monodromie comple`tement de´ge´ne´re´e pour les blocs conformes de poids re´els est
celui des dimensions spe´ciales C = 7, 13, 19 pour les blocs conformes dont les spins
sont les spins fractionnaires 5.10 ou 5.23.
Les blocs conformes du type F ijklp (z2, z3) (Eq.3.10) ont une monodromie diago-
nale (de z3) autour de 0 avec valeurs propres
e2iπǫ(∆i+∆j−∆p) (5.41)
et celle-ci sera donc de´ge´ne´re´e (inde´pendante de p) si les poids ∆p pour les divers
blocs conformes ne diffe`rent que d’un entier. Examinons donc dans quel cas ceci
peut se produire.
Dans le but d’utiliser des notations familie`res au plus grand nombre, de´signons
comme BPZ un ope´rateur par son pseudo-moment14 α ce qui donne15
∆(α) =
C − 1
24
+
1
2
α2. (5.42)
On retrouve les poids de Kac ∆(n,m) 1.31 pour les valeurs discre`tes α = α+n/2 +
α−m/2. Les blocs conformes 3.10 que nous redonnons
F ijklp (z2, z3) ≡<i|φjip(z2)φkpl(z3)|l>= p
j k
i l (5.43)
sont e´tiquete´s par leur e´tat interme´diaire de´signe´ ge´ne´riquement par p. Les re`gles
de se´lection montrent que cet e´tat p aura un moment
αp = α− nα+ −mα− (5.44)
pour des entiers n et m (nombre de charges d’e´cran pour l’ope´rateur φj(z3)). Dans
5.44, α vaut αj+αk−(α++α−) ou` αj et αk de´signent les moments des ope´rateurs φj
et φk. On conside`re des blocs conformes entre ope´rateurs de poids re´els de moments
αj et αk re´els. Le moment α est alors re´el. On a donc des blocs conformes de
poids ∆(αp) re´els pour n = m dans 5.44. La matrice de monodromie sur ces blocs
conformes de poids re´els sera donc comple`tement de´ge´ne´re´e si
pour tout entier n, ∆(α− nα+ − nα−)−∆(α) est un entier. (5.45)
14 La relation avec les notations employe´es ailleurs dans cette the`se est α = α−̟/2 = α−J
e +
(α− + α+)/2.
15 La notation ∆(α) pourrait amener une confusion avec la notation δ(̟) en Eq.2.38 par exemple.
Il n’en sera rien puisque nous n’utiliserons pas la notation ∆(α) en dehors de cette partie.
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Utilisant l’expression 1.32 de α± en fonction de C, ceci e´quivaut a`
n
√
C − 1
3
n
2
√
C − 1
3
+ α
 est un entier. (5.46)
Ceci est e´videmment vrai pour n = 0 et sera donc vrai pour tout n si la diffe´rence
entre deux de ces entiers successifs (obtenus pour n et n+ 1)√
C − 1
3
(n+ 1
2
)
√
C − 1
3
+ α
 est un entier. (5.47)
Parame´trisant comme pre´ce´demment la charge centrale C = 1+ 6(2+ s) par le re´el
s, ceci est finalement vrai pour tout n si
C − 1
3
= 2(2 + s) est un entier (5.48)
et
α = (α− + α+)
(
k
2(2 + s)
+
1
2
)
(5.49)
pour un entier k.
On obtient donc a` tre`s peu de choses pre`s les conditions de la partie pre´ce´dente :
5.48 force s a` eˆtre un demi-entier, ce qui constitue une ge´ne´ralisation des conditions
pre´ce´dentes qui exigaient que s soit entier, et la condition 5.49 correspond exacte-
ment aux conditions pre´ce´dentes Je = Je− = J + (π/h)J (Eq.5.5) pour des spins
fractionnaires J = k/2(2 + s) (Eq.5.10).
Les dimensions spe´ciales C = 7, 13, 19 et les spins fractionnaires Ji = ki/2(2+s),
pour lesquels nous avons pu effectuer une troncature e´liminant les poids complexes,
apparaissent donc comme (presque) les seuls cas ou` les blocs conformes de poids re´els
ont une monodromie de´ge´ne´re´e. Ceci ne paraˆıt pas tre`s e´tonnant suite a` l’argument
de´veloppe´ pre´ce´demment qui montrait que cette de´ge´ne´rescence donnait beaucoup
plus de liberte´ pour une telle troncature.
La condition 5.48 constitue quand meˆme un ge´ne´ralisation a` s demi-entier donc
a` C = 4, 10, 16, 22 de la condition s entier. On peut donc se demander s’il ne serait
pas possible d’e´tendre la troncature pre´ce´dente a` ces dimension, ou a` de´faut de
comprendre pourquoi c’est impossible.
D’un point de vue “technique”, c’est la proprie´te´ 5.7 des 6-j qui a permis la
troncature. Elle peut elle-meˆme eˆtre obtenue a` partir des proprie´te´s 6.8 a` 6.10 dans
[P3] des nombres q-de´forme´s. Grosso modo, ces proprie´te´s permettent de relier par
un simple signe les quantite´s16 2J = k/(2+s) de´forme´es par h aux meˆmes quantite´s
de´forme´es par ĥ. Mais pour s demi-entier ces quantite´s k/(2 + s) n’incluent pas les
entiers, alors que des entiers q-de´forme´s interviennent dans la de´finition des 6-j. Ceci
rend donc impossible la de´monstration de 5.7. Peut-eˆtre serait-il possible de passer
outre cette difficulte´ technique en factorisant les entiers dans les 6-j, mais cela ne
paraˆıt pas e´vident.
D’un point de vue plus physique, pour les dimensions 4, 10, 16, 22 obtenues pour
C = 1+6(2+s) et s demi-entier, les spins fractionnaires Ji = ki/2(2+s) sont respec-
tivement des entiers, des tiers d’entiers, des cinquie`mes d’entiers et des septie`mes
16J est un spin fractionnaire 5.10 et k est un entier
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d’entiers. Ils ne contiennent donc pas les demi-entiers, contrairement aux dimensions
7, 13, 19 (s entier). Ce n’est pas diffe´rent de ce que nous remarquions pre´ce´demment :
les quantite´s 2J = k/(2 + s) n’incluent pas les entiers dans ce cas. Mais physique-
ment, ceci signifie que le spectre n’inclut pas toutes les familles de´ge´ne´re´es possibles,
en particulier la plus simple de poids re´els : celle de spins (1/2,1/2), ou (2,2) dans
la classification de BPZ. Il n’est donc pas impossible que la meˆme troncature soit
re´alisable dans ces dimensions. Elle pourrait en effet eˆtre masque´e par une mauvaise
normalisation des 6-j faisant apparaˆıtre des entiers artificiellement, et elle n’a de
toute fac¸on pas pu eˆtre mise en e´vidence dans l’approche initiale plus e´le´mentaire
[41], puisque cette troncature avait alors e´te´ recherche´e sur les spins (1/2, 1/2).
5.3 Mode`les topologiques fortement couple´s
La troncature pre´ce´dente permet de construire un mode`le de ve´ritable corde
non critique, constitue´ dans le cas bosonique envisage´ ici de 19, 13 ou 7 degre´s de
liberte´17 qui peuvent donc eˆtre habille´s par les ope´rateurs pre´ce´dents, annulant ainsi
la charge centrale totale. Un ope´rateur de vertex habille´ par un ope´rateur χ± de
poids ∆ engendre des particules de masses carre´es 2(∆−1+N), ou` N est le nombre
d’excitations. Ceci exclut donc un habillage par les ope´rateurs χ− de poids ne´gatifs
qui engendrerait un nombre infini de tachyons. Le calcul des amplitudes d’une telle
the´orie semble cependant pour le moment hors de porte´e.
5.3.1 Le mode`le - Exposants critiques
C’est ce qui nous a amene´s a` l’ide´e d’un mode`le simplifie´, comportant uniquement
deux degre´s de liberte´, constitue´s de deux copies des ope´rateurs χ± pre´ce´dents.
C’est la meˆme chose que ce qui a de´ja` e´te´ fait pour le couplage faible [44, 20], (ou
les mode`les minimaux couple´s a` la gravite´ pour les valeurs de la charge centrale
correspondantes).
En effet, les dimensions spe´ciales C = 1 + 6(2 + s) = 7, 13, 19 mises en e´vidence
dans la partie pre´ce´dente sont leurs propres comple´mentaires a` 26. Il est donc pos-
sible de construire un mode`le invariant conforme a` partir de deux degre´s de liberte´,
l’un donnant une charge centrale C = 1 + 6(2 + s) et l’autre C ′ = 1 + 6(2 + s′), si
s′ = −s. Tous les ope´rateurs et les quantite´s relatives au degre´ de liberte´ de charge
centrale C ′ seront e´galement de´note´s par des primes. On remarque ensuite que les
poids des ope´rateurs χ′− et χ+ permettent de construire des ope´rateurs de poids 1 :
∆(χ
(J)
+ ) + ∆(χ
′ (J)
− ) = 1 + (2 + s)J(J + 1)− (2− s′)J(J + 1) = 1 (5.50)
ou` χ′− de´signe un ope´rateur χ− introduit pre´ce´demment en 5.11 mais construit a`
partir de l’autre degre´ de liberte´ (de charge centrale C ′).
Quelle est l’interpre´tation d’un tel mode`le ? Comme on l’a vu sur le cas d’une
ve´ritable corde en introduction a` cette partie, les ope´rateurs χ+ sont les ope´rateurs
de Liouville qui doivent habiller la matie`re. Le degre´ de liberte´ de charge centrale
C = 1+ 6(2 + s) pour lequel on inclut des ope´rateurs χ+ dans la the´orie, sera donc
17 Evoluant donc un espace-temps de dimension 19, 13 ou 7, a` moins que certains de ces degre´s
de liberte´ ne soient compactifie´s.
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ici aussi interpre´te´ comme la gravite´. L’autre degre´ de liberte´, de charge centrale
C ′ = 1+6(2+ s′) pour des ope´rateurs χ′− est un degre´ de liberte´ de matie`re et nous
notons sa charge centrale c = C ′ = 26−C, conforme´ment a` la convention ge´ne´rale.
C’est la meˆme chose que ce qui a e´te´ fait en refs.[44, 20] dans le re´gime de
couplage faible. Une copie du champ local de Liouville repre´sente la matie`re alors
qu’une deuxie`me copie constitue la gravite´ et habille la premie`re. En effet, bien que
tous les ope´rateurs V et χ aient e´te´ construits a` partir de solutions de la the´orie
de Liouville, ce n’en sont pas moins des champs conformes qui peuvent aussi eˆtre
utilise´s comme des champs de matie`re. A la diffe´rence d’une ve´ritable corde qui
aurait dans le cas bosonique 19, 13 ou 7 degre´s de liberte´, il n’y en a ici qu’un seul.
Il contribue a` lui tout seul pour 19, 13 ou 7 a` la charge centrale18. La cohomologie
BRST supprime ensuite deux degre´s de liberte´ et n’en laisse donc plus aucun dans
ce cas. Le mode`le doit alors eˆtre topologique. C’est ce qui nous permettra dans
la sous-partie suivante de le de´crire par une action effective sans degre´s de liberte´
transverses. Les seuls degre´s de liberte´ pris en compte seront les modes-ze´ro.
Les constructions pour la matie`re et la gravite´ ne sont donc pas tre`s diffe´rentes.
Pour avoir des notations e´galement syme´triques, mais aussi plus proches des nota-
tions les plus courantes, nous introduisons les charges de background
QL =
√
(C − 1)/3 et QM =
√
(c− 1)/3 =
√
(25− C)/3 (5.51)
syme´triquement pour la matie`re et la gravite´. Les charges d’e´cran pour la gravite´
peuvent alors s’e´crire
α± = QL/2± iQM/2. (5.52)
Les parame`tres de de´formation h et ĥ sont relie´s a` α± par
h/π = α2−/2 = α−/α+ et ĥ/π = α
2
+/2 = α+/α−. (5.53)
Les charges d’e´cran pour le degre´ de liberte´ qui repre´sente la matie`re sont de´signe´es
par des primes et s’e´crivent
− α′± = QM/2± iQL/2. (5.54)
Elles sont relie´es a` celles de la gravite´ par
α′± = ∓iα∓. (5.55)
On peut imaginer pour cette the´orie des ope´rateurs de vertex locaux habille´s qui
soient de simples produits du type :
VJi,Ji = χ′ (Ji)− χ(Ji)+ χ′ (Ji)− χ(Ji)+ (5.56)
qui sont de poids (1, 1) graˆce a` 5.50. Il faut ensuite que ces ope´rateurs soient locaux.
Il a e´te´ montre´ en partie 5.1 que les ope´rateurs χ avaient une monodromie autour de
0 bien de´finie et que leurs coefficients de fusion et d’e´change e´taient de simples phases
18 Dans une repre´sentation de gaz de Coulomb de la the´orie, il aurait une charge de “background”
Q =
√
(C − 1)/3 re´elle (elle est imaginaire pure pour le couplage faible) correspondant a` une charge
centrale C = 1 + 3Q2 supe´rieure a` 1.
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ou signes. Les ope´rateurs chiraux sont donc de´ja` “presque” locaux, c’est pourquoi
nous pouvons envisager qu’un simple produit de χ soit local. Examinant les phases
issues des deux composants chirales lors de la monodromie autour de 0, la fusion et
l’e´change on voit que l’ope´rateur 5.56 est local si et seulement si les spins gauches
et droits diffe`rent d’un entier :
Ji = J i +N (5.57)
pour n’importe quel entier N . Il est remarquable que la meˆme condition (J − J
entier) ait e´te´ obtenue en [13] en demandant l’invariance modulaire de la the´orie.
Ceci est en opposition comple`te avec le cas du couplage faible ou` la construction
des ope´rateurs locaux impose toujours J = J . Ici, au contraire, non seulement
il est possible de conside´rer des ope´rateurs de vertex de spins Ji 6= J i, mais c’est
ne´cessaire : ils seront de toute fac¸on engendre´s par fusion puisque la fusion 5.15, 5.28
donnera lieu a` des sommations inde´pendantes sur J12 et J12. De plus, les sommes
5.11, 5.24 qui de´finissent les χ doivent pouvoir eˆtre faites inde´pendamment pour les
spins Ji et les spins J i, sinon il ne pourrait y avoir une premie`re sommation sur
les 6-j pour assurer la fermeture de l’alge`bre des χ et une autre inde´pendante sur
les 6-j de l’autre chiralite´ pour assurer la fermeture de celle des χ. En outre, les
sommations 5.11, 5.24 ainsi que la fusion se font par pas entiers pour les spins, ce
qui est parfaitement cohe´rent avec la condition 5.57. On en conclut que l’inclusion
dans l’alge`bre de tous les ope´rateurs de vertex 5.56 avec des spins J et J diffe´rant
d’un entier (5.57) est une une condition ne´cessaire et suffisante a` l’obtention d’une
alge`bre cohe´rente. Il y a donc un de´confinement de la chiralite´ dans la phase de
couplage fort.
La de´finition 5.24 de χ
(J)
+ n’est pas syme´trique entre α− et α+, puisqu’elle cor-
respond en fait a` des ope´rateurs de spins (−J − 1, J). Dans le re´gime de couplage
faible, un choix d’habillage s’imposait pour obtenir le terme cosmologique eα−Φ qui
redonne la bonne limite classique19. Dans le re´gime de couplage fort, au contraire,
la syme´trie entre α− et α+ est un point cle´. C’est ce qui nous permettra d’obtenir
un exposant γstring re´el. Nous exigeons donc que l’ope´rateur 5.56 soit syme´trique par
conjugaison complexe (donc e´change de α− et α+) a` condition d’e´changer les deux
chiralite´s. C’est pourquoi, syme´triquement par rapport a` la de´finition 5.24 des χ+,
on de´finit les ope´rateurs χ+ par
χ
(J1)
+ PJ e+2 ≡
∑
J12,p1,2≡J1+J2−J12∈N
(−1)(2−s)(2J2p1,2+
p1,2(p1,2+1)
2
)g
J e+12
J e+1 J
e+
2
PJ e+12 V
(J e+1 )PJ e+2
(5.58)
mais avec
J e+i ≡ J i + (−J i − 1)(π/h) (5.59)
toujours pour des spins J i fractionnaires (5.23). Ceci correspond a` l’autre choix
d’habillage. Les poids et l’alge`bre de ces ope´rateurs sont identiques a` ceux des χ+
de´finis pre´ce´demment.
19Ce choix est e´galement confirme´ (au moins pour le terme cosmologique) par la limite de Seiberg
(voir [46, 47, 48]) qui dans nos notations affirme que le mode-ze´ro p0 = i((J+1/2)α−+(Ĵ+1/2)α+),
s’il est imaginaire pur (cas du couplage faible), doit eˆtre de partie imaginaire positive. En revanche,
s’il est re´el, il n’y a pas de choix de signe impose´ et donc pas de choix d’habillage. C’est le cas pour
le couplage fort puisque alors p0 = ±i(J + 1/2)(α− − α+) est re´el. Le signe ± de´pend du choix
d’habillage par les χ+ : les χ
(J)
+ peuvent au choix eˆtre de´finis par des spins (−J − 1, J) comme en
5.24 ou par des spins (J,−J − 1) comme en 5.58.
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Ceci donne des blocs conformes gauches et droits complexes conjugue´s l’un de
l’autre
FJ
e−
123J
e−
1 J
e−
2 J
e−
3
(χ−)
=
(
FJ
e−
123J
e−
1 J
e−
2 J
e−
3
(χ−)
)∗
comme nous l’avions demande´ en 5.34. Cela est vrai pour des spins gauches et droits
e´gaux pour les pattes externes, c’est-a`-dire le cas particulier auquel nous nous e´tions
restreints pour simplifier la discussion de la partie 5.2. Dans le cas ge´ne´ral conside´re´
ici, les blocs gauches et droits sont syme´triques par conjugaison complexe a` condition
d’e´changer Ji et J i. La conjugaison complexe aura donc pour effet d’e´changer les
spins gauches et droits (Ji ↔ J i) des ope´rateurs physiques 5.56 ou des fonctions de
corre´lation.
Nous pouvons d’ores et de´ja` calculer l’exposant γstring pour ce mode`le par la
meˆme me´thode que pour le couplage faible. Le terme cosmologique est l’ope´rateur
V0,0 = χ(0)+ (z)χ(0)+ (z¯) (5.60)
qui est de poids (1,1) et n’inclut pas de matie`re. Comme pour le couplage faible,
les ope´rateurs conside´re´s jusqu’a` maintenant sont des ope´rateurs pour une valeur
particulie`re de la constante cosmologique, mettons µ = 1. La loi de changement
d’e´chelle 2.55 s’e´crit en termes de spins effectifs
V
(Je)
me
∣∣∣
(µ)
= µJ
e
µ−̟/2V (J
e)
me µ
̟/2
V
(J
e
)
me
∣∣∣∣
(µ¯)
= µ¯J
e
µ¯−̟/2V
(J
e
)
me µ¯
̟/2 (5.61)
ou` nous rappelons que̟ est le mode-ze´ro des champs libre P (i) sous-jacents (renorme´
en 2.36). Comme les ope´rateurs physiques 5.56 sont des produits d’ope´rateurs des
deux chiralite´s de spins J et J diffe´rents, leur loi d’e´chelle ne sera pas fonction
uniquement du produit µµ¯ comme dans le cas du couplage faible ou` les spins (et
mode-ze´ro) droits et gauches e´taient e´gaux. On de´termine alors le lien entre µ et µ¯
par la syme´trie de´ja` choisie pour 5.56 : les ope´rateurs de vertex 5.56 sont syme´triques
par conjugaison complexe (α− ↔ α+) a` condition d’e´changer les J i et les Ji, il doit
donc en eˆtre de meˆme pour les facteurs dans 5.61. Pour µ re´el, ceci conduit a`
µ¯ = µh/π = µα−/α+ . On en de´duit la loi d’e´chelle pour les ope´rateurs de Liouville
habillant l’ope´rateur de vertex 5.56 :
χ
(J)
+
∣∣∣
(µ)
χ
(J)
+
∣∣∣∣
(µ¯)
= µ−2+QM (α
′
−J+α
′
+J)/2µ−(̟+̟α−/α+)/2χ(J)+ χ
(J)
+ µ
(̟+̟α−/α+)/2 (5.62)
Le facteur µ−2+QM (α
′
−J+α
′
+J)/2 vaut µ−2 pour le terme cosmologique (J = J = 0).
La constante cosmologique physique est donc µc = µ
2. Les fonctions de corre´lation
des ope´rateurs de vertex 5.56 se calculent sur les vides Sl(2, C) invariants complets
|̟′0, ̟0, ̟′0, ̟0> et <−̟′0,−̟0,−̟′0,−̟0| ou` les moments ̟′, ̟′ sont ceux des
champs libres sous-jacents aux ope´rateurs χ′−, χ
′
− de matie`re. On obtient ainsi
〈
N∏
ℓ=1
χ
(Jℓ)
+ χ
(Jℓ)
+
〉
µc
=
〈
N∏
ℓ=1
χ
(Jℓ)
+ χ
(Jℓ)
+
〉
1
µ
−
∑
ℓ
[
1−QM
4
(α′−Jℓ+α
′
+Jℓ)
]
+ s+2
2
c (5.63)
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ou` le dernier terme (i.e. (s + 2)/2) est obtenu par action des ope´rateurs µ±̟/2 de
5.62 sur les vides entrants et sortants. On peut transformer cette e´quation en〈
N∏
ℓ=1
χ
(Jℓ)
+ χ
(Jℓ)
+
〉
µc
=
〈
N∏
ℓ=1
χ
(Jℓ)
+ χ
(Jℓ)
+
〉
1
µ
∑
ℓ
QM
4 [α′−(Jℓ+
1
2
)+α′+(Jℓ+
1
2
)]−(N2 −1)( s+22 )
c (5.64)
en utilisant les liens entre QM et α
′
± qui donnent en particulier
−QM(α′− + α′+) = 2(2− s). (5.65)
L’e´le´ment d’aire 5.60 permet de de´finir la fonction de partition a` aire fixe´e :
Zµc(A) ≡
〈
δ
(∫
dzdz¯ χ
(0)
+
∣∣∣
(µc)
χ
(0)
+
∣∣∣
(µc)
−A
)〉
. (5.66)
La loi de changement d’e´chelle 5.62 nous permet ensuite de transformer 5.66 en
Zµc(A) =
〈
µ−(̟+̟α−/α+)/4c δ
(∫
dzdz¯µ−1c χ
(0)
+
∣∣∣
(1)
χ
(0)
+
∣∣∣
(1)
− A
)
µ(̟+̟α−/α+)/4c
〉
(5.67)
puis, calculant l’action des e´le´ments extreˆmes sur le vide et sortant µ−1c de la fonction
delta :
Zµc(A) = µ(s+2)/2c
〈
µcδ
(∫
dzdz¯ χ
(0)
+
∣∣∣
(1)
χ
(0)
+
∣∣∣
(1)
− µcA
)〉
(5.68)
c’est-a`-dire
Zµc(A) = µ1+(s+2)/2c Z1(µcA). (5.69)
Ceci traduit un comportement de la fonction de partition a` aire fixe´e en
Z(A) ∝ A−1−(2+s)/2. (5.70)
Ce re´sultat peut e´galement eˆtre obtenu en remarquant que 5.63 sans ope´rateurs
donne la de´pendance de la fonction de partition en µc :
Z(µc) ∝ µ(2+s)/2c (5.71)
et que donc la fonction de partition a` aire fixe´e qui est sa transforme´e de Laplace
Z(A) =
∫
dµcZ(µc)e−µcA (5.72)
a le comportement 5.70.
La loi d’e´chelle 5.70 montre donc que pour ce mode`le
γstring =
2− s
2
(5.73)
qui est re´elle. Exprime´e en fonction de la dimension d’espace d = 1 + 6(2− s), ceci
donne la valeur 5.1 annonce´e en introduction. Cette expression permet de voir que
la valeur obtenue pour γstring est la partie re´elle de la formule de KPZ 2.58.
Les simulations nume´riques effectue´s en ref.[45] sur n mode`les d’Ising couple´s a`
la gravite´ (jusqu’a` n = 8 donc c = 4) ont donne´ des re´ultats fort proches de la partie
re´elle de la formule de KPZ (sans que l’ade´quation soit cependant parfaite). Ceci
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confirme donc partiellement notre re´sultat qui est ne´anmoins dans une zone (c = 7
ou plus) non atteinte par ces simulations nume´riques.
Les valeurs de γstring pour les trois valeurs spe´ciales de la charge centrale sont les
suivantes 
s c C γstring
1 7 19 1/2
0 13 13 1
−1 19 7 3/2
(5.74)
La valeur de 1/2 pour c = 7 est la meˆme que celle de surfaces de´ge´ne´re´es en polyme`res
branche´s. Peut-eˆtre ceci peut-il eˆtre mis en relation avec le fait que notre terme
cosmologique (ainsi que tous les ope´rateurs) est un simple produit d‘ope´rateurs
des deux chiralite´s. Une interpre´tation satisfaisante de ces valeurs de γstring reste a`
trouver.
5.3.2 Fonctions a` N points
Passons maintenant au calcul effectif des fonctions de corre´lation des ope´rateurs
habille´s 5.56. La fonction a` trois points peut eˆtre obtenue directement par son ex-
pression ope´ratorielle (cf [P3] partie 7.2). Elle s’e´crit〈
VJ1,J1(z1)VJ2,J2(z2)VJ3,J3(z3)
〉
= C1,2,3/
(∏
k<l
|zk − zl|2
)
. (5.75)
Comme dans le cas du couplage faible, pour le calcul de fonctions de corre´lation dans
l’approche ope´ratorielle les ope´rateurs des deux extre´mite´s du corre´lateur, ceux qui
engendrent les e´tats a` partir du vide, Ils doivent contenir des ope´rateurs du type
V
(J)
−J correspondants (cf 2.45), ce qui n’est pas le cas des χ+. Cette diffe´rence est due
au fait que le vide Sl(2, C) invariant ne fait pas partie de l’espace de Hilbert de la
the´orie. Deux des ope´rateurs de 5.75, bien que note´s VJi,Ji pour ne pas alourdir les
notations, ne contiennent donc pas de vrais χ+. Ils sont ne´anmoins de´finis a` partir
de V J
e+
i ce qui ne remet pas en question la loi d’e´chelle 5.63 puisqu’elle ne de´pend
que du spins des ope´rateurs et du vide. Ceci n’est pas spe´cifique au couplage fort et
on pourra voir une discution de´taille´e dans le cas du couplage faible en ref.[20] par
exemple. Nous donnons a` titre d’exemple20
VJ3,J3(z3) ∼ g′ J
e−
3
0,Je−3
V
′(Je−3 )
−Je−3
g
Je+3
0,Je+3
V
(Je+3 )
−Je+3
g′ J
e−
3
0,J e−3
V
′(J e−3 )
−J e−3
g
J e+3
0,J e+3
V
(J e+3 )
−J e+3
+ ...
∼ g′ J
e−
3
0,Je−3
:e2J
e−
3 α
′
−P
′(1)(z3) : g
Je+3
0,Je+3
:e2J
e+
3 α−P
(1)(z3) : ×
g′ J
e−
3
0,J e−3
:e2J
e−
3 α
′
−P
′ (1)(z3) : g
J e+3
0,J e+3
:e2J
e+
3 α−P
(1)
(z3) : +... (5.76)
qui engendre l’e´tat entrant
|̟′J3,J3, ̟−J3−1,J3, ̟′J3,J3 , ̟J3,−J3−1> (5.77)
alors que VJ1,J1 engendre l’e´tat sortant
<−̟′J1,J1,−̟−J1−1,J1,−̟′J1,J1 ,−̟J1,−J1−1| =
20 Les pointille´s dans 5.76 de´signent des termes qui s’annulent sur le vide.
93
<̟′−J1−1,−J1−1, ̟J1,−J1−1, ̟
′
−J1−1,−J1−1, ̟−J1−1,J1| (5.78)
a` partir du vide <−̟′0,−̟0,−̟′0,−̟0|. Il n’y a de facteur de normalisation dans
aucun des deux cas puisque les coefficients g donne´s en 4.23 (cf 5.76 pour le premier
cas) sont tous e´gaux a` un. L’ope´rateur VJ2,J2 est donc applique´ aux e´tats 5.78, 5.77,
et sa de´finition 5.56 montre alors que la fonction a` trois points s’exprime simplement
en termes des coefficients de normalisation g
C1,2,3 = g′−J
e−
1 −1−π/h′
Je−2 ,J
e−
3
g
−Je+1 −1−π/h
Je+2 ,J
e+
3
g′−J
e−
1 −1−π/h′
J e−2 ,J
e−
3
g
−J e+1 −1−π/h
J e+2 ,J
e+
3
. (5.79)
On peut noter que cette fonction est automatiquement syme´trique dans l’e´change
de 1, 2 et 3 puisque c’est une syme´trie des g contenus dans 5.79 (cf 4.23). Comme
dans le cas du couplage faible, les coefficients issus de la matie`re (g′) se simplifient
e´norme´ment avec ceux qui proviennent de la gravite´ (g). L’expression des coefficients
g en terme de chemins permet assez facilement de montrer que la fonction a` trois
points totale se factorise (comme dans le cas du couplage faible) :
C1,2,3 = LJ1,J1LJ2,J2LJ3,J3 (5.80)
avec
LJ,J =
√
F (−QMα′+(J + 1/2))
√
F
(
−QMα′−(J + 1/2)
)
(5.81)
ou` la fonction F est de´finie en 4.7.
Nous avons e´crit en [P3] la fonction a` trois points sous la forme 5.75, essen-
tiellement parce qu’elle donnait un re´sultat automatiquement syme´trique, comme
cela a e´te´ fait en ref.[20] pour le couplage faible. Il est cependant apparu dans
l’e´tude en ref.[31] du meˆme genre de mode`le pour le couplage faible dans une
repre´sentation inte´grale, que les fonctions de corre´lation a` conside´rer21 devaient
contenir un ope´rateur de moment de signe oppose´ et de choix d’habillage diffe´rent.
Sans toutefois avoir la justification de la repre´sentation inte´grale, nous devons ici
e´galement introduire un ope´rateur d’habillage diffe´rent, faute de quoi nous ne pour-
rions pas obtenir les fonctions a` N+1 points par de´rivation des fonctions a` N points.
Ceci nous ame`ne donc a` de´finir l’ope´rateur que nous appe`lerons conjugue´ par
VJi,Jiconj = χ′ (−Ji−1)− χ(Ji)+ χ′ (−Ji−1)− χ(J i)+ . (5.82)
Nous avons pris les ope´rateurs conjugue´s de type χ′ (−Ji−1)− pour la matie`re en trans-
formant les spins par Ji → −Ji − 1 par rapport a` 5.56. Nous avons fait pour
ces ope´rateurs l’autre choix d’habillage, ce qui revient a` faire une autre syme´trie
Ji → −Ji−1 pour la gravite´ et donc a` employer les meˆmes ope´rateurs de type χ(Ji)+ .
La loi d’e´chelle 5.64 sera par conse´quent inchange´e pour ces ope´rateurs 5.82. On
peut par ailleurs ve´rifier que ces ope´rateurs sont e´galement locaux (avec le lien 5.57
entre Ji et J i).
Nous ne conside´rerons donc que des fonctions de corre´lation contenant un
ope´rateur conjugue´ 5.82 et N−1 ope´rateurs de type standard 5.56. Ceci nous perme-
ttra d’obtenir des re`gles de Feynman cohe´rentes. Ces fonctions de corre´lation auront
donc toujours une loi d’e´chelle donne´e par 5.64 :〈
VJ1,J1conj VJ2,J2...VJN ,JN
〉
µc
=
〈
VJ1,J1conj VJ2,J2 ...VJN ,JN
〉
1
µ
∑N
i=1
Pi−(N2 −1)( s+22 )
c (5.83)
21 Plus pre´cise´ment de valeur non nulle par repre´sentation inte´grale.
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avec
Pi = P (Ji, J i) =
QM
4
[α′−(Ji +
1
2
) + α′+(J i +
1
2
)] (5.84)
qui de´signe un pseudo-moment qui intervient dans la de´pendance en µc des fonc-
tions de corre´lation. C’est lui qui donnera la valeur du propagateur (5.92 plus loin)
et il semble eˆtre le “moment effectif” de cette the´orie ou` les deux chiralite´s sont
de´couple´es.
Utilisant un ope´rateur de ce type pour engendrer les e´tats sortants, on voit que
la fonction a` trois points est alors donne´e par〈
VJ1,J1conj (z1)VJ2,J2(z2)VJ3,J3(z3)
〉
∼ g′J
e−
1
Je−2 ,J
e−
3
g
−Je+1 −1−π/h
Je+2 ,J
e+
3
g′J
e−
1
J e−2 ,J
e−
3
g
−J e+1 −1−π/h
J e+2 ,J
e+
3
(5.85)
ou` nous avons omis la de´pendance en zi qui est la meˆme qu’en 5.75 puisqu’on a tou-
jours des ope´rateurs de poids (1,1). Ce re´sultat n’est pas manifestement syme´trique
et la simplification entre matie`re et gravite´ ne peut avoir lieu exactement de la meˆme
fac¸on que pre´ce´demment a` cause de l’habillage diffe´rent de l’ope´rateur VJ1,J1conj (les
nombres de charges d’e´cran pour la matie`re et la gravite´ ne sont plus e´gaux ou relie´s
de la meˆme fac¸on). Il est remarquable que le re´sultat se simplifie quand meˆme (le
calcul qui utilise a` nouveau l’expression des g en termes de chemins sera de´taille´ en
[P5]) pour donner22
〈
VJ1,J1conj (z1)VJ2,J2(z2)VJ3,J3(z3)
〉
µc
∼ Lconj
J1,J1
LJ2,J2LJ3,J3 µ
P1+P2+P3− s+24
c =
J ,J3    3J ,J2    2
J ,J1    1
(5.86)
avec
Lconj
J,J
=
√
F (QMα
′−(J + 1/2))
√
F
(
QMα
′
+(J + 1/2)
)
. (5.87)
Nous faisons ensuite l’hypothe`se que cette the´orie peut eˆtre de´crite par un action
effective contenant le terme cosmologique introduit plus haut :
Sµc = S0 − µc
∫
V0,0 (5.88)
ou` S0 est une action qui ne de´pend pas de µc et dont nous ne connaissons pas la
forme. La de´rivation par rapport a` µc d’une fonction a` N points calcule´e avec cette
action effective donne une fonction a` N + 1 points23 :
∂
∂µc
〈
e−Sµc
∫
VJ1,J1conj VJ2,J2 ...VJN ,JN
〉
=
〈
e−Sµc
∫
VJ1,J1conj VJ2,J2...VJN ,JNV0,0
〉
(5.89)
22 Il ne faut pas s’e´tonner d’avoir ici (comme en 5.83 et plus loin en 5.93...) une puissance de µc
syme´trique dans les trois pattes, alors que le premier vertex (VJ1,J1conj ) a un moment oppose´ pour
la matie`re (cf 5.82 qui a e´te´ transforme´ par Ji → −Ji − 1), et qu’il est donc logiquement note´
comme sortant sur le graphe de Feynman 5.86. Ceci est simplement duˆ au fait que les spins Ji (par
lesquels on de´finit le moment Pi en Eq.5.84) sont en fait ceux de la gravite´ pour les ope´rateurs 5.56
et e´galement pour les ope´rateurs conjugue´s 5.82 dont l’habillage est diffe´rent.
23 Nous parlons donc maintenant de fonctions de corre´lation avec points d’insertion inte´gre´s
sur toute la surface. Les signes d’inte´gration dans 5.89, 5.93 de´signent donc cette inte´grale sur les
points de la surface.
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Partant de la fonction a` trois points particulie`re〈
VJi,Jiconj V0,0VJi,Ji
〉
µc
= µ2Pi−1c L
conj
Ji,Ji
L0,0LJi,Ji (5.90)
et prenant sa primitive, nous obtenons〈
VJi,Jiconj VJi,Ji
〉
µc
=
1
2Pi
µ2Pic L
conj
Ji,Ji
LJi,Ji (5.91)
ou` il a e´te´ utilise´ que L0,0 = 1, ce qui est une proprie´te´ tre`s particulie`re aux dimen-
sions spe´ciales. La fonction a` deux points avec pattes externes coupe´es est l’inverse
du propagateur24 qui vaut donc
Pµc(Ji, J i) = Pi
µ−2Pic
(Lconj
Ji,Ji
LJi,Ji)
=
J ,Ji     i
. (5.92)
On peut aussi de´river la fonction a` trois points 5.86 et obtenir une fonction a` quatre
points dont la quatrie`me patte (V0,0) a un moment particulier. Comme l’expression
obtenue est syme´trique pour les deux autres pattes engendre´es par des ope´rateurs
de type 5.56 (i.e. VJ2,J2 et VJ3,J3) on peut, sans trop de risques de se tromper,
e´tendre ceci a` la quatrie`me patte. On obtient ainsi la fonction a` quatre points tous
de moments quelconques :〈
e−Sµc
∫
VJ1,J1conj VJ2,J2VJ3,J3VJ4,J4
〉
µc
= Lconj
J1,J1
LJ2,J2LJ3,J3LJ4,J4µ
P1+P2+P3+P4− s+22
c
(
1 +
QM
4
[
α′−(J1 + J2 + J3 + J4 + 1) + α
′
+(J1 + J2 + J3 + J4 + 1)
])
(5.93)
Si cette description par une action effective est valide, cette fonction a` quatre points,
qui est une fonction de corre´lation totale, doit inclure les diagrammes construits a`
partir de vertex a` trois points :
= +++
(5.94)
ainsi que la fonction a` quatre points a` une particule irre´ductible figure´e a` droite.
Nous pouvons calculer les graphes de Feynman du membre de droite construits a`
partir du vertex a` trois points que nous avons obtenu en 5.86 et du propagateur
obtenu en 5.92. On ve´rifie que pour un graphe du type
J ,J3    3J ,J2    2
J ,J1    1 J ,J4    4
J,J
(5.95)
les facteurs LJ,JL
conj
J,J
ainsi que la de´pendance en µc dus a` l’e´tat interme´diaire (J, J)
issus des deux fonctions a` trois points (5.86) et du propagateur (5.92) s’annulent
24a` un facteur (1/2) pre`s, que nous ajoutons, car il s’ave`re ne´cessaire par la suite
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bien. Nous omettrons donc de´sormais les facteurs L,Lconj qui sont une pure jauge
(ou normalisation des ope´rateurs) et nous placerons a` µc = 1 pour simplifier les
expressions.
Il faut e´galement sommer sur les e´tats qui peuvent se propager sur les pattes
internes. Pour le diagramme 5.95 par exemple les re`gles de se´lection se traduisent
par J = J3 + J4 − ν2 et J = J3 + J4 − ν¯2 ou` ν2 est le nombre de charges d’e´cran
attache´es au vertex de droite, et de meˆme pour l’autre chiralite´ avec ν¯2. Ces nombres
de charges d’e´cran doivent eˆtre infe´rieurs au nombre total de charges d’e´cran ν =
J2 + J3 + J4 − J1, ν¯ = J2 + J3 + J4 − J1 (ceci est issu des re`gles de se´lections du
premier vertex de 5.95). Ces re`gles de se´lection peuvent paraˆıtre e´tonnantes (surtout
par comparaison au cas du couplage faible), mais elles refle`tent simplement celles des
ope´rateurs χ. Les deux chiralite´s sont de´couple´es, et en revanche pour une chiralite´
donne´e les spins J et Ĵ lie´s a` α− et α+ sont relie´s (pour avoir des poids re´els)
ainsi que ceux de la matie`re et de la gravite´ (pour avoir des ope´rateurs (1, 1)). Les
nombres de charges d’e´cran lie´s a` α−, α+, α′−, α
′
+ pour la matie`re et la gravite´ sont
donc relie´s de la meˆme manie`re25.
Imaginons ce que va donner la sommation sur les moments internes (J, J) d’un
diagramme du type 5.95. Chaque terme de la sommation s’exprimera par un prop-
agateur du genre de 5.92 (avec moment shifte´). Mais il y aura autant de termes de
que de fac¸ons de re´partir ν charges d’e´cran sur deux vertex et inde´pendamment ν¯
charges de l’autre chiralite´, c’est-a`-dire (ν+1)(ν¯+1) possibilite´s. Vu que les moments
admissibles sont en progression arithme´tique et que le propagateur est line´aire dans
les moments, ce nombre (ν + 1)(ν¯ + 1) sera meˆme toujours factorise´. La somme des
trois voies de ce type (Eq.5.94) donnera donc une fonction a` quatre points incluant
un tel facteur (multiplie´ par une combinaison line´aire des moments, qui provient des
propagateurs). Mais ce n’est pas le cas de la fonction a` quatre points 5.93 obtenue par
de´rivation. Il faut donc supposer que l’amplitude physique a` N points doit inclure
un facteur combinatoire supple´mentaire exprimant le nombre de fac¸ons de re´partir
ν charges d’e´cran sur N − 2 vertex26. On de´finit donc les amplitudes physiques a` N
points par27
PhysA
(N)
(ν,ν¯)
(
(J1, J1), (J2, J2)...(JN , JN)
)
=
(
ν+N−3
N−3
) (
ν¯+N−3
N−3
) 〈
e−Sµc
∫
VJ1,J1conj VJ2,J2 ...VJN ,JN
〉
. (5.96)
Nous rappelons que les nombres de charges d’e´cran sont donne´s par ν = J2 + ... +
JN − J1 et ν¯ = J2 + ... + JN − J1.
Ceci donne alors la re`gle de de´rivation pour les amplitudes physiques (utilisant
25 Plus pre´cise´ment, notant ν−, ν+, ν
′
−, ν
′
+, les nombres de charges d’e´cran, pour la gravite´ et
pour la matie`re, lie´s respectivement a` α−, α+, α
′
−, α
′
+, on a ν =
∑N
i=2 Ji − J1 = ν′− = ν′+ =
ν+− 2J1− 1 = −ν−− 2J1− (N − 1), pour les fonctions a` N points, alors que pour l’autre chiralite´
les roˆles de ν− et ν+ sont e´change´s. Les nombres ν et ν¯ de´signent donc les nombres de charges
d’e´cran pour la matie`re.
26 C’est normal, puisque elles ne peuvent pas eˆtre place´es sur les 2 ope´rateurs extreˆmes de genre
diffe´rent.
27 Le nombre de fac¸ons de re´partir ν objets indiffe´rentiables en N−2 points peut eˆtre vu comme
le coefficient d’ordre ν du de´veloppement en x de (1 + x + x2...)N−2 = 1/(1− x)N−2. Ceci donne
(N − 2)(N − 1)...(N + ν − 3)/ν! qui est e´crit en 5.96 sous forme de nombre de combinaisons. Il ne
semble pas en revanche y avoir d’interpre´tation de ce nombre en termes de choix de N − 3 (ou ν)
objets parmi ν +N − 3.
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5.89) :
PhysA
(N+1)
(ν,ν¯)
(
(J1, J1), (J2, J2)...(JN , JN), (0, 0)
)
= −
(
ν +N − 2
N − 2
)(
ν¯ +N − 2
N − 2
)
∂
∂µc
PhysA
(N)
(ν,ν¯)
(
(J1, J1), (J2, J2)...(JN , JN)
)
.
(5.97)
On peut donc maintenant calculer la vraie amplitude physique a` quatre points
J ,J2    2
J ,J1    1 J ,J4    4
J ,J3    3
= PhysA
(4)
(ν,ν¯)
(
(J1, J1), (J2, J2), (J3, J3), (J4, J4)
)
= (ν + 1)(ν¯ + 1)×
(
1 +
QM
4
[
α′−(J1 + J2 + J3 + J4 + 1) + α
′
+(J1 + J2 + J3 + J4 + 1)
])
(5.98)
qui comprend un simple facteur supple´mentaire par rapport a` 5.93 (nous nous
sommes place´s a` µc = 1 et avons omis les facteurs L,L
conj conforme´ment a` ce que
nous avions annonce´). Il est ensuite facile de calculer les sommes correspondant aux
trois premiers graphes de Feynman de 5.94 et par soustraction d’obtenir la fonction
a` quatre points a` une particule irre´ductible :
J ,J2    2
J ,J1    1 J ,J4    4
J ,J3    3
= 1PIA
(4)
(ν,ν¯)
(
(J1, J1), (J2, J2), (J3, J3), (J4, J4)
)
= (ν + 1)(ν¯ + 1)
1
4
(
(2 + s)− QM
2
(α′−ν + α
′
+ν¯)
)
(5.99)
qui ne de´pend pas des moments.
On peut ensuite de´terminer de la meˆme manie`re les fonctions d’ordre supe´rieur.
La fonction a` cinq points est obtenue par de´rivation et se de´compose en graphes de
Feynman du type :
= ++ + +
(5.100)
ou` nous n’avons figure´ que les cinq graphes de topologies (oriente´es) diffe´rentes.
Ecrivant tous les graphes obtenus par permutation des quatre ope´rateurs “entrants”,
on en obtient 26. Ceux par exemple qui contiennent deux fonctions a` trois points
s’expriment par une quadruple somme sur les deux moments internes et les re´sultats
n’ont pu eˆtre obtenus qu’avec l’aide de programmes de calcul symbolique. Par sous-
traction, on obtient la fonction a` cinq points irre´ductible
1PIA
(5)
(ν,ν¯)
(
(J1, J1), (J2, J2), (J3, J3), (J4, J4), (J5, J5)
)
=
(
ν+2
2
) (
ν¯+2
2
) (
B(5)(ν, ν¯)−
5∑
i=1
(Pi)
2
)
(5.101)
ou` B(5)(ν, ν¯) est un polynoˆme en ν, ν¯ de´pendant de la charge centrale donne´ en
[P4] Eq.5.15. De la meˆme manie`re, la fonction a` six points ne´cessite le calcul de
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236 graphes de Feynman de 12 topologies diffe´rentes. Il y en 2752 de 34 topologies
diffe´rentes pour la fonction a` sept point et nous nous sommes donc arreˆte´s a` la
fonction a` six points irre´ductible qui vaut
1PIA
(6)
(ν,ν¯)
(
(J1, J1)...(J6, J6)
)
=
(
ν+3
3
) (
ν¯+3
3
) [
B(6)(ν, ν¯)− 3
2
(
(2 + s)− QM
8
(α′−ν + α
′
+ν¯)
)( 6∑
i=1
(Pi)
2
)]
(5.102)
ou` le polynoˆme B(6)(ν, ν¯) est donne´ en [P4] Eq.5.17.
Il est normal que la somme des graphes de Feynman calcule´s soient syme´triques
dans l’e´change de (J2, J2)...(JN , JN ), puisque tous les graphes ainsi syme´trise´s ont
e´te´ inclus. En revanche, la syme´trie pour tous les ope´rateurs, de 1 a` N n’est pas
e´vidente a priori. Le moment P1 est un moment sortant, et, aux charges d’e´cran
pre`s, il est la somme des autres qui sont entrants. Il est donc tout a` fait remarquable
les fonctions irre´ductibles obtenues (5.99,5.101,5.102) soient syme´triques dans les N
moments et en particulier pour le changement de signe Pi → −Pi. Ceci semble eˆtre
une bonne confirmation de la pertinence de cette formulation par action effective
utilise´e ici.
Ce re´sultat est similaire a` celui obtenu en ref.[31] dans le re´gime de couplage
faible. Les fonctions a` une particule irre´ductibles apparaissent la`-bas comme des
fonctions analytiques et syme´triques des moments. Les fonctions d’ordre supe´rieur
a` 6 (sans charges d’e´cran) ont e´te´ calcule´es dans ce cas en[31] et sont toujours des
sommes de puissances paires des moments : la puissance est de fac¸on ge´ne´rale28
2E((N−3)/2) pour une fonction a` N points. Nous avons donc obtenu le meˆme type
de comportement jusqu’a` N = 6 (avec charges d’e´cran) pour le couplage fort.
Nous concluons en remarquant que les re´sultats obtenus dans cette deuxie`me
sous-partie permettent de de´terminer l’exposant critique γstring pour des genres
supe´rieurs a` ze´ro. On peut a` partir des fonctions a` N points et du propagateur
de´terminer la de´pendance en µc des fonctions de corre´lation avec boucle
29 : con-
side´rons une fonction a`N+2 points dont deux moments externes sont e´gaux (= PN+2
par exemple) et refermons la en une boucle par un propagateur. La deuxie`me ligne
de 5.63 montre que la fonction a` N + 2 points comporte un facteur µ2PN+2−(s+2)/2c
supple´mentaire par rapport a` la fonction a` N points. Le propagateur contribue pour
µ−2PN+2c et donc la boucle pour µ
(2+s)/2
c au total. Chaque boucle supple´mentaire en
fait autant. Malgre´ les fondements assez fragiles de cet argument, imaginons que
cette de´pendance en µc survive a` la renormalisation ne´cessaire a` ces fonctions avec
boucles. Ceci donne donc en genre h un comportement de la fonction a` N points
∼ µ
∑N
i=1
Pi−(N/2+g−1)(2+s)/2
c .
Prenant le cas N = 0 et re´pe´tant l’argument de la sous-partie pre´ce´dente on obtient
donc finalement
γstring = 2 + (h− 1)
(
2 + s
2
)
(5.103)
28 E(x) de´signe la partie entie`re de x.
29 Il faudrait suˆrement calculer aussi des corre´lateurs avec deux ope´rateurs conjugue´s 5.82, mais
de toute fac¸on, la de´pendance en µc, qui seule nous importe ici, serait inchange´
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en genre h.
Ce raisonnement, bien qu’assez spe´culatif, permet pour le couplage faible de
retrouver la formule 2.58 pour γstring en tout genre, ce qui semble confirmer sa
validite´.
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CONCLUSION ET PERSPECTIVES
La re´solution de la the´orie de Liouville dans le re´gime de couplage fort vient donc
de connaˆıtre des progre`s importants. C’est une des re´alisations majeures de cette
the`se. La physique du couplage fort semble tre`s diffe´rente de celle du couplage faible.
Outre le traitement syme´trique des deux charges d’e´cran, une diffe´rence essentielle
re´side dans le de´confinement de la chiralite´ : les moments (ou les spins) des com-
posantes chirales droites et gauches sont diffe´rents, contrairement au cas du couplage
faible ou` les ope´rateurs locaux sont construits a` partir des meˆmes spins gauches
et droits30 Ceci est tre`s certainement valable aussi bien pour le mode`le topologie
e´tudie´ dans la partie 5.3 que pour un mode`le de ve´ritable corde dont les champs de
matie`re seraient habille´s par les ope´rateurs χ
(J)
+ χ
(J)
+ . Ce dernier ope´rateur est en effet
(quasiment) local pour J et J diffe´rents. Comme pour le mode`le topologique, il est
fort probable qu’on puisse construire des ope´rateurs de vertex de matie`re locaux de
modes gauches et droits diffe´rents de manie`re a` obtenir apre`s habillage des ope´rateurs
de poids (1,1). Certes, ceci n’a pas encore e´tait fait explicitement, mais la fonction de
partition de tels mode`les a ne´anmoins de´ja` e´te´ calcule´e en ref.[12], et son invariance
modulaire a paru ne´cessiter l’introduction dans le spectre de spins gauches et droits
diffe´rant d’un entier arbitraire. Au dela` de notre mode`le topologique, ceci confirme
donc le de´confinement de la chiralite´ pour de ve´ritables mode`les de cordes. On ne
peut cependant pas comple`tement exclure que la localite´ des ope´rateurs de vertex
de matie`re puisse imposer l’e´galite´ des moments droits et gauches (pour un spectre
particulier qui assurerait l’invariance modulaire), ce qui donnerait alors e´galement
des spins J et J e´gaux pour la gravite´. Dans cette hypothe`se, au demeurant peu
probable, le de´confinement de la chiralite´ serait particulier au mode`le topologique.
Examinons comment on peut dans cette approche construire des mode`les
topologiques, c’est-a`-dire incluant deux degre´s de liberte´, un pour la matie`re, l’autre
pour la gravite´. Nous essayons les constructions les plus ge´ne´rales possibles, nous
permettant meˆme de me´langer de manie`re inhabituelle gravite´ et matie`re. Ce cadre
plus ge´ne´ral nous permettra de bien distinguer ce qui a e´te´ fait dans le cas du cou-
plage faible (cf ref.[20] et la conclusion de le chapitre 2) et du couplage fort (chapitre
5), ainsi que d’ouvrir quelques perspectives.
Nous cherchons donc a` construire un ope´rateur local a` partir des champs de
matie`re de´note´s par des primes (spins J ′, Ĵ ′...) et de ceux de gravite´, sans primes.
Chacun d’entre eux a deux composantes chirales note´es avec et sans barres. Chaque
composante chirale a a` son tour deux spins J et Ĵ correspondant aux deux charges
d’e´cran α±. Notre ope´rateur local peut donc finalement eˆtre obtenu comme combi-
30 Ce sont les spins du groupe quantique qui sont diffe´rents pour les deux chiralite´s. Les poids
droits et gauches des ope´rateurs de matie`re ou de gravite´ seuls sont e´galement diffe´rents. En
revanche, on a e´videmment toujours des ope´rateurs habille´s de poids (1,1).
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naison line´aire du produit31
V J,Ĵ
m,m̂
V ′ J
′,Ĵ ′
m′,m̂′
V
J,Ĵ
m,m̂
V
′ J ′,Ĵ
′
m′,m̂
′ .
Comme on l’a vu, la localite´ pour les ope´rateurs comporte deux volets : il faut
d’abord ve´rifier l’invariance pour la monodromie autour de l’origine, ce qui donne
des conditions tre`s simples dans cette base ou` elle est diagonale, et ensuite que
l’e´change et la fusion donne bien des ope´rateurs du meˆme type (ce qui garantit
l’invariance des corre´lateurs physiques a` quatre points sous les monodromies autour
de 1 et l’infini). On a au total 23 = 8 spins diffe´rents. Dans une bonne normalisation32
l’e´change et la fusion de ces ope´rateurs sont essentiellement donne´s par les huit 6-
j correspondants. La me´thode ge´ne´rale pour obtenir un ope´rateur local consiste a`
conside´rer des combinaisons line´aires (sur m) de ces ope´rateurs pour des spins e´gaux
deux a` deux. Ceci permet d’avoir aussi des 6-j e´gaux deux a` deux, et ensuite, si on a
choisi une combinaison line´aire approprie´e, leur orthogonalite´ prouve la localite´ des
ope´rateurs physiques.
Dans le cas du couplage faible on conside`re ainsi des spins gauches et droits e´gaux
(J = J , Ĵ = Ĵ , J ′ = J
′
, Ĵ ′ = Ĵ
′
), ce qui garantit l’invariance sous la monodromie
autour de 0. L’orthogonalite´ des 6-j droits et gauches montre que l’e´change et la
fusion de ces ope´rateurs sont triviaux : ces ope´rateurs sont locaux et en particulier
les conditions J = J sont stables. Ce n’est pas diffe´rent de ce qui a e´te´ fait dans
l’approche par repre´sentation inte´grale[5], ou` le corre´lateur physique local est obtenu
comme combinaison line´aire de produits de blocs conformes dont les coefficients sont
l’e´quivalent de nos g (ils sont quasiment e´gaux).
Dans le cas du couplage fort, nous avons au contraire e´te´ amene´s a` choisir des
spins J et Ĵ e´gaux de manie`re a obtenir des poids re´els (ou plus pre´cise´ment J ′ = Ĵ ′,
J
′
= Ĵ
′
pour la matie`re et J = −Ĵ − 1, J = −Ĵ − 1 pour la gravite´). La fermeture
de l’alge`bre de ces ope´rateurs et donc la stabilite´ de cette condition ne´cessite alors
l’e´galite´ des 6-j issus des spins J et des spins Ĵ (= J ou = −J − 1). Ceci n’est
cependant pas automatique comme pour les 6-j des deux chiralite´s dans le cas du
couplage faible, puisqu’ici ces deux 6-j sont calcule´s a` partir des parame`tres de
de´formation h et ĥ respectivement. Ce n’est donc qu’exceptionnellement, pour les
dimensions spe´ciales C = 1 + 6(2 + s), s = −1, 0, 1 et des spins fractionnaires
J = n/2(2 ± s), que les 6-j des deux types ont pu eˆtre relie´s pour donner une
relation d’orthogonalite´ (en utilisant en outre la syme´trie des 6-j sous J → −J − 1).
C’est aussi pour ces dimensions et spins spe´ciaux que la matrice de monodromie est
de´ge´ne´re´e, ce qui assure l’invariance de ces ope´rateurs sous la monodromie autour
de l’origine.
Poussant plus loin la logique de ces constructions, il vient tout de suite a` l’esprit
une troisie`me fac¸on d’obtenir des ope´rateurs locaux : puisqu’il y a 23 = 8 types
de spins, on peut choisir une contrainte non entre spins gauches et droits (J = J ,
couplage faible), non entre J et Ĵ (couplage fort), mais entre spins de la matie`re
J ′ et de la gravite´ J . Le choix J = Ĵ ′, Ĵ = −J ′ − 1, J = −Ĵ ′ − 1 et Ĵ = J ′, par
31 Combinaison sur des m, m̂,m′... diffe´rents, a` J, Ĵ , J ′... fixe´s.
32 C’est-a`-dire ou` on a renorme´ par les coefficients g de manie`re a` ce qu’ils disparaissent de la
fusion, comme pour les ope´rateurs V˜ en Eq.4.10.
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exemple, donne des ope´rateurs de poids (1, 1) que l’on de´finirait donc par
∑
m,m̂,m,m̂
(g......)V
J,Ĵ
m,m̂
V ′ −Ĵ−1,J−m̂,m V
J,Ĵ
m,m̂
V
′ Ĵ,−J−1
m̂,−m .
Comme les parame`tres de de´formation pour la matie`re et la gravite´ sont oppose´s (h+
ĥ′ = 0 = ĥ+ h′), les 6-j correspondants seront e´gaux et il sera facile d’obtenir ainsi
des ope´rateurs locaux pour une charge centrale quelconque. Ces ope´rateurs physiques
ne sont donc pas comme d’habitude le simple produit d’un vertex de matie`re par
un vertex de gravite´. Au contraire matie`re et gravite´ sont intimement me´le´es. Il ne
semble d’ailleurs pas y avoir de terme cosmologique c’est-a`-dire de terme de poids
(1,1) issu uniquement du degre´ de liberte´ qu’on souhaiterait interpre´ter comme la
gravite´. Peut-eˆtre cette construction est-elle en fait e´quivalente a` un mode`le c = 1
par transformation line´aire des champs libres sous-jacents. Une diffe´rence essentielle
avec les deux cas pre´ce´demment envisage´s est que ces ope´rateurs sont de poids (1,1),
et qu’ils donnent encore uniquement des ope´rateurs (1,1) par fusion et e´change.
Dans les constructions du couplage faible ou fort, ce n’est que la cohomologie BRST
qui permet de se´lectionner les ope´rateurs de vertex de poids (1,1), alors qu’ici cela
de´coule automatiquement des re`gles de se´lection des ope´rateurs. Ce mode`le serait
certainement tre`s inte´ressant a` e´tudier plus avant.
Je souhaite conclure par un examen un peu plus approfondi du paralle`le de´ja`
e´voque´ entre les mode`les minimaux et les mode`les topologiques fortement couple´s
de la partie 5.3. Ces deux cas pre´sentent en effet des caracte´ristiques similaires.
On a dans les deux cas un ensemble discret de dimensions particulie`res, d’un coˆte´
c = 1 − 6(p − q)2/pq et de l’autre c = 1 + 6(2 − s). On a dans les deux cas
une troncature d’une sous-alge`bre ferme´e correspondant a` un ensemble discret de
moments. En termes de spins on a J = (m − 1)/2, Ĵ = (n − 1)/2 pour n,m
entiers respectivement infe´rieurs a` p et q dans le cas des mode`les minimaux, et
J = Ĵ = n/2(2± s) dans le deuxie`me cas. On a ensuite, comme on l’a souligne´ dans
la partie 5.2, une de´ge´ne´rescence de la matrice de monodromie dans les deux cas. On
peut d’ailleurs se demander s’il ne s’agirait pas des cas de de´ge´ne´rescence maximale.
Il serait certainement tre`s inte´ressant d’examiner syste´matiquement (en fonction
du parame`tre qu’est c) la de´ge´ne´rescence des valeurs propres33 ∝ e2iπ∆(α) pour les
valeurs α→ α+ pα− + p̂α+ donne´es par les re`gles de fusion (p, p̂ entiers). Peut-eˆtre
que les dimensions c = 1+ 6(2− s) avec s fractionnaire, qui donnent e´galement une
de´ge´ne´rescence de la monodromie, mais moins importante, pourraient eˆtre relie´s aux
autres mode`les minimaux. Les nombres q-de´forme´s a` partir des parame`tres h et ĥ
correspondants ont quelques proprie´te´s remarquables qui permettent d’espe´rer une
troncature (partielle ou diffe´rente ?) e´galement dans ces cas-la`.
Il ne se passe certes pas exactement la meˆme chose dans le cas des mode`les
minimaux et dans le noˆtre. Le nombre de valeurs spe´ciales pour c est infini ou fini
pour le couplage faible ou fort respectivement, au contraire le nombre de familles
conformes dans une the´orie est soit fini soit infini, et la de´ge´ne´rescence de la matrice
de monodromie ne donne pas lieu a` une troncature exactement de la meˆme manie`re :
dans le cas des mode`les minimaux les e´tats (n,m) et (n + p,m + q) qui sont dans
le meˆme espace propre pour la monodromie se de´couplent l’un de l’autre, et dans le
33 Voir Eqs.5.42, 5.44... pour les notations α, ∆(α).
103
cas du couplage fort c’est au contraire tout l’espace propre des e´tats de spins J =
Ĵ = n/2(2±s)+entier qui se de´couple des autres espaces propres de la monodromie.
Il y a ne´anmoins encore un autre lien entre ces deux types de mode`les, ce qui
pourrait re´ve´ler quelque chose de plus profond. Cela a de´ja` e´te´ note´ en conclu-
sion de ref.[P4]. Par la formule de KPZ (Eq.2.58 en genre 0 : γstr = (d − 1 −√
(d− 1)(d− 25))/12), un mode`le (p, q) en dimension d = 1 − 6(p − q)2/pq donne
une susceptibilite´ de corde ne´gative γstr = (p − q)/p. Cependant, dans les mode`les
de matrices ou les flots de KdV, on obtient souvent d’abord γstr d’ou` l’on de´duit
la dimension d par la formule de KPZ. On obtiendrait donc la meˆme dimension a`
partir de l’autre branche de la formule de KPZ : γstr = (d−1+
√
(d− 1)(d− 25))/12
ou γstr = (q − p)/q > 0 pour un mode`le (p, q). On s’aperc¸oit alors qu’un mode`le
(s, 2) donne dans l’autre branche, une susceptibilite´ γstr = (2−s)/2 identique a` celle
que nous avons obtenu dans le couplage fort (Eq.5.73) ! Notre mode`le topologique
pourrait donc n’eˆtre qu’une autre branche des mode`les minimaux (s, 2). Il correspon-
dent a` des dimensions -2 pour un mode`le (1, 2) et −∞ pour un mode`le (0, 2). Des
mode`les de matrices de susceptibilite´ γstr = (q − p)/q positive ont de´ja` e´te´ obtenus
en refs.[49, 50]. Celle-ci a e´te´ interpre´te´e comme e´tant donne´e par l’autre branche
de la formule de KPZ. Peut-eˆtre pourrait-on au contraire l’interpre´ter par notre for-
mule γstr = (2 − s)/2 = (c − 1)/12, ce qui donnerait des dimensions fractionnaires
dans le re´gime de couplage fort, et effectuer le lien entre ces mode`les de matrices
(ou d’autres) et notre mode`le topologique, au moins pour nos ope´rateurs de spins
J = J puisqu’il n’y a de toute fac¸on pas de de´composition chirale dans les mode`les
de matrices.
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