To support the verification and implementation of the National Polar-Orbiting Operational Environmental Satellite System's Visible-Infrared Imaging-Radiometric Suite (VIIRS) algorithms used for inferring cloud environmental data records, an intercomparison effort has been carried out to assess the consistency between the simulated cloudy radiances-reflectances from the University of California at Los Angeles Line-by-Line Equivalent Radiative Transfer Model and those from the Moderate-Resolution Transmission Model (MODTRAN) with the 16 stream Discrete Ordinate Radiative Transfer Model (DISORT) incorporated. For typical ice and water cloud optical depths and particle sizes, we found discrepancies in the visible and near-infrared reflectances from the two models, which presumably are due to the difference in phase function (nonspherical versus Henyey-Greenstein), different numbers of phase function expansion terms (16 versus 200 terms), and different treatment of forward peak truncation in each model. Using the MODTRAN4, we also found substantial differences in the infrared radiances for optically thick clouds. These differences led to the discovery by MODTRAN4 developers of an inconsistency in the MODTRAN4 -DISORT interface. MODTRAN4 developers corrected the inconsistency, which provided dramatic reductions in the differences between the two radiative transfer models. The comparison not only affects the prospective test plan for the VIIRS cloud algorithms but also should lead to improvements in future MODTRAN releases.
Introduction
The research presented in this paper was executed to assist in the verification and implementation of the National Polar-Orbiting Operational Environmental Satellite System's (NPOESS's) Visible-Infrared ImagerRadiometer Suite (VIIRS) algorithms used for inferring cloud environmental data records (EDRs) and to assess the accuracy of the simulated cloudy radiances-reflectances from the University of California at Los Angeles (UCLA) Line-by-Line Equivalent Radiative Transfer Model (LBLE). The VIIRS is being developed as part of the NPOESS platform to satisfy the operational requirements for the global remote sensing of atmospheric and surface properties. 1 One of the prime applications of VIIRS channels is the remote sensing of cloud EDRs, including optical thickness, particle size, cloud-top temperature, cloud cover-layers, and cloud height. 2 The solar and infrared (IR) algorithms for the retrieval of the two NPOESS cloud EDRs, i.e., the cloud optical thickness and effective particle size, require the use of a de-tailed radiative transfer model. For this purpose the LBLE was developed specifically for simulating clear and cloudy reflectance-radiance to facilitate the development of and sensitivity analyses for cloud retrieval approaches that use the VIIRS.
To evaluate the performance of cloud algorithms with respect to cloud EDR specifications by the NPOESS Integrated Program Office, 3 it is planned that simulated reflectance-radiance fields will be generated by use of the Moderate-Resolution Transmission Model (MODTRAN) in conjunction with cloud scene data generated by the Cloud Scene Simulation Model and atmospheric sounding data from the National Centers for Environmental Prediction. The solar and viewing geometry will be sampled based on the three NPOESS orbit planes. To interpret the results from synthetic retrievals by using this data set, it is desirable to quantify and, it is hoped, to minimize the differences between the reflectance and the radiance produced by the two radiative transfer models before these tests are carried out.
For this purpose, we have compared visible and near-IR reflectances and IR radiances from the LBLE with those from the MODTRAN4 v1 (M1) and the MODTRAN4 v3rl (M3) with the Discrete Ordinate Radiative Transfer Model (DISORT). 4, 5 To reduce the differences between visible and near-IR ice cloud reflectances from the two radiative transfer models, we utilize the user-defined hexagonal ice crystal phase functions 6 in the M3 code.
Using M1, we also found substantial differences in the IR radiances for optically thick clouds. These differences led to the identification by MODTRAN4 developers of an inconsistency in the MODTRAN4 -DISORT interface. The MODTRAN4 team subsequently corrected the inconsistency, implemented the correction in the MODTRAN4 v4 (M4), and showed drastic reductions in the differences between the two radiative transfer models. In Section 2 we briefly describe the radiative transfer models and their built-in single-scattering parameters. In Section 3 we present results of the comparison. Finally, Section 4 contains a summary and recommendations for future research.
Single-Scattering Parameters Incorporated in the LBLE and the MODTRAN-DISORT

A. LBLE
The LBLE uses the adding-doubling method, including full Stokes parameters developed by Takano and Liou, 6 for vertically inhomgeneous atmospheres. Figure 1 shows a flow chart of the radiative transfer model developed for application to cloud remote sensing by use of VIIRS channel radiances. First we preprocess the spectral solar constant for VIIRS 0.67, 0.86, 1.24, 1.38, 1.61, 2.25, 3.70, 8.55, 10.76, and 12.01 m channels, climatology or sounding profiles with the specification of cloud position and number of layers, and refractive indices and reference particle sizes for ice and water cloud particles. The gaseous absorption coefficients for these VIIRS bands are adopted from the 1996 HITRAN database 7 and are nearly the same as those from the updated 2000 HITRAN database. 8 The input parameters required for driving the LBLE are then generated by the preprocessors. These data include solar insolation, spectral band wave numbers of interest, solar and viewing zenith angles, relative azimuthal angle, spectral surface albedos and emissivities, atmospheric temperature and humidity, and aerosol profiles. Input cloud configuration parame- ters include cloud phase, cloud base height (z cb ), cloud thickness ͑⌬z͒, cloud optical depth (), and cloud effective particle size ͑r e ͞D e ͒.
The LBLE offers the options of using the detailed solar irradiance data given by Thekaekara 9 13 In addition, we have compiled the single-scattering properties of six typical aerosol types provided by d'Almeida et al. 14 for incorporation into the LBLE. In the research reported here, we use the rural aerosol model with 23 km visibility at the surface, which is the same as the default aerosol model in the MODTRAN. At this point, the entire solar spectrum is divided into a total of 380 intervals, each of which is 50 cm Ϫ1 wide. For each spectral interval, the inverse of cumulative probability function k͑␥͒ is evaluated at 30 ␥ values, where 0 Ͻ ␥ Ͻ 1. The resultant single-scattering parameters, cumulative k-distribution functions, and phase functions as well as auxiliary data were combined and built into the radiative transfer program.
We divided the model vertical domain into 51 layers (⌬p ϭ 20 hPa for each layer except for the bottom layer, where ⌬p ϭ 13 hPa. The doubling procedures were applied to each layer, starting with an extremely thin layer with optical depth ϳ10
Ϫ8
, to yield the layer reflection and transmission functions. Subsequently, we applied the adding procedures to the 51 layers to obtain the radiance at the top of atmosphere. For wavelengths from 3.5 to 5 m we took into account the thermal emission contributions in the solar flux transfer by adding the emission part, ͑1 Ϫ ͒B v ͑T͒, to the adding-doubling method in a manner described by Takano and Liou, 15 where is the single-scattering albedo and B v ͑T͒ is the Planck function for a given layer temperature T. We have compared visible, near-IR, and IR clear radiances from the LBLE with those from the MODTRAN. 16 Clear radiances differ by less than 10%, possibly because of the different treatment of multiple scattering in the two models.
Single-scattering parameters, which include asymmetry factor g, extinction coefficient ␤ e , and absorption coefficient ͑1 Ϫ ͒␤ e for ice clouds, are adapted from the geometric ray-tracing method, assuming randomly oriented hexagonal ice crystals. [15] [16] [17] [18] [19] The phase function values at discrete scattering angles for 0.67, 1. 
where the number of terms N can be arbitrary for the adding method but, for the DISORT, which is included in the MODTRAN4, N must be equal to the number of discrete streams to maintain the orthogonality property. 20 To make the comparison of reflectances meaningful, we set the number of Gaussian quadrature points for the LBLE to be the same as the number of discrete streams for the MODTRAN-DISORT. The H-G phase function has a unique expansion form:
For water clouds, single-scattering parameters are calculated from Mie theory. 16 The phase function values for 0.67, 1.6, 2.25, 3.7, and 10.8 m are determined based on a 200 term Legendre polynomial expansion of the H-G phase function. In principle, the Mie scattering phase function should have been used in both radiative transfer models. However, at this point, the H-G phase function is used in the LBLE for the purpose of achieving consistency with M1, into which the H-G phase function is built. In a future upgrade effort, a Mie scattering phase function will be used.
B. MODTRAN
The MODTRAN calculates atmospheric transmittance and radiance for frequencies ranging from 0 to 50,000 cm Ϫ1 at moderate spectral resolution, primarily 1 cm
Ϫ1
. 21 In the most recent published version (M3), gaseous absorption is simulated by use of a band model approach with the option of adding the correlated-k method. Multiple scattering within clouds is simulated by the DISORT. Although a larger number (as many as 256) of streams is required for satisfactory computational accuracy, it is estimated that, for an extensive simulation effort such as the generation of global test data sets, 22 the optimal number of streams for speedy yet reasonably accurate calculation of reflectances and radiances is 16. 5 Initially, we acquired only M1, into which the phase function is invariably built as the H-G phase function for both ice and water clouds and for all wavelengths. As the present research effort progressed, we were able to obtain M3, which permits input of user-defined phase functions into the calculation. In the MODTRAN-DISORT, the input phase function is subject to ␦-M truncation, 23 which chops off the strong forward-scattering peak that often occurs in the visible scattering of cloud particles. This truncation permits higher accuracy in the resultant expansion of the truncated phase function. Moreover, the M4 version, incorporating a corrected IR code in the DISORT, has been made available to NorthropGrumman (see Subsection 3.B below). For M1, single-scattering parameters for ice clouds are user defined, and therefore they are the same as those used in the LBLE. The phase function used is a 16 term Legendre polynomial expansion of the H-G phase function. Single-scattering parameters for water clouds are the same as those used in the LBLE. The phase function is a Legendre polynomial expansion of the H-G phase function. For M4, singlescattering parameters for ice clouds are user defined, and therefore they are the same as those used in the LBLE. The phase function for visible and near-IR channels is a Legendre polynomial expansion of a user-defined hexagonal ice crystal phase function subject only to ␦-M truncation. For thermal IR bands a Legendre polynomial expansion of the H-G phase function is used. For water clouds, single-scattering parameters are the same as those used in the LBLE, and the phase function is the same as in M1. Table 1 summarizes the single-scattering parameters incorporated into each model. The input Sun-satellite geometrical angles, atmospheric profiles, and cloud boundary and optical properties for the MODTRAN are the same as those specified for the LBLE.
Comparison of Reflectance-Radiance Results
A. Comparison of Solar Reflectance
Because visible and near-IR reflectance depends on the phase function, particularly for optically thin clouds, first we examine the comparison of various phase functions used in the models. As shown in the inset of Fig. 2(a) , when light is scattered by polyhedral particles, such as hexagonal ice crystals, there is a ␦-function transmission through parallel basal planes in the forward-scattering direction ͑ ϭ 0°͒ in addition to a diffraction peak. To obtain a moreaccurate Legendre polynomial expansion form of the phase function we must truncate both the ␦-function transmission ͑f ␦ ͒ and the diffraction (f) peaks, as shown in Fig. 2(a) . The MODTRAN considers only the truncation of the diffraction peak (f). Because the Sun-satellite geometry corresponds mostly to backscattering and side-scattering situations, we show the comparison for scattering angle 90°Ͻ ⌰ Ͻ 180°, where shaded areas represent the range of solar zenith angles for satellite viewing zenith angles of 0°(nadir) and 30°. The 16 term expansion of both the ␦-M truncated C s and the H-G phase functions systematically deviates from the C s phase function. These errors are caused by the inability of the 16 term expansion to represent properly the weaker forward peak after truncation and also by the normalization requirement, which forces errors in the forward direction to be offset by those in the backscattering direction. surface albedo of A s ϭ 0.05. The top-hat (step) instrument response function is used for all bands. The relationship between viewing and solar zenith angles and 0 and relative azimuthal angle ⌬ was given in Fig. 6 .1 of Ref. 13 . The left-and right-hand sides of Fig. 3 display the percentage differences between the LBLE and M1 and between the LBLE and M3, respectively. The variation of differences exhibits a pattern that is similar to those shown in Fig. 2(b) . For the comparison between the LBLE and M1 and for thin cloud, differences reach approximately 30%-70% in the backscattering direction ͑ 0 ϭ 0°͒ but are mostly less than 10% in the side-scattering direction. This is so because the MODTRAN4's built-in H-G phase function deviates substantially from the C s phase function in the backscattering directions but is closer to the C s phase function in the side-scattering direction. Percentage differences are smaller for optically thicker clouds because of the smoothing effect of multiple scattering. Thus, we expect that, if M1 is used to generate synthetic radiance fields, synthetic retrievals based on the VIIRS lookup tables generated by the LBLE will produce unrealistic errors, particularly for solar zenith angles of less than 20°.
With the incorporation of user-defined nonspherical ice crystal phase functions, simulated LBLE visible and near-IR reflectances differ from M3 reflectances by ϳ10% for most of the solar zenith angles. In the backscattering direction, the difference ͑Ϫ10% to Ϫ30%͒ is much smaller than that from M1. For comparison purposes, the VIIRS-systemspecified signal-to-noise ratios are 370͞3300, 500͞860, and 15͞26 for 0.672, 1.61, and 2.25 m bands, respectively. 1 The reason that there are still differences between the two models is that the MODTRAN-DISORT does not consider the truncation of the ␦-function transmission peak. In the sidescattering direction the difference ͑ϳ10%͒ is about the same as that from M1. Differences for reflectances are larger in the backscattering direction than 
T c is cloud temperature. in the side-scattering direction because of the inability of the finite 16 term expansion to simulate the backscattering peak. Because of the reduction of differences, it is expected that synthetic retrieval with an M3-16 stream DISORT with user-input phase functions will produce much smaller errors than use of M1 alone, and the retrieval accuracy would be closer to NPOESS EDR threshold requirements.
For water cloud, both models use single-scattering parameters derived from Mie scattering theory and the H-G phase function. However, the numbers of expansion terms in the phase function are different. 
T c is cloud temperature. 
T c is cloud temperature. modified gamma size distribution with r e ϭ 8 m for the 0.672 m band and on the C s distribution for the 3.7 m bands. In both cases the 200 term Legendre expansion matches the algebraic H-G phase function almost exactly. However, the 16 term Legendre expansion oscillates above and below the algebraic H-G phase function. Figure 5 shows a comparison of reflectances from the LBLE and M1 with r e ϭ 8 m, A s ϭ 0.05, and the U.S. Standard Atmosphere. The left-and right-hand sides are for ϭ 0°, 30°, respectively. Because the MODTRAN4's 16 term expansions show a deviation from the 200 term expansion that is almost identical to the algebraic form of the H-G phase function, simulated reflectances from the two models differ, with the bulk of the differences near 10% and the maximum difference reaching 20%. These percentage differences are smaller than for ice cloud. Moreover, the pattern of oscillation of the magnitude of differences corresponds to the oscillation pattern of the 16 term phase function expansion between scattering angles of 90°and 180°. We estimate that retrievals that use MODTRAN4 simulated reflectances and VIIRS lookup tables (from the LBLE) will produce errors that are close to NPOESS EDR threshold requirements. 22 Figures 3 and 5 also show comparisons of CPU time. For all spectral bands and for both ice and water cloud, the LBLE is at least ten times faster than the MODTRAN in the computation of nadir reflectance. This apparent efficiency of the LBLE can be attributed to the lower spectral resolution used in the model. However, for an off-nadir angle the LBLE is approximately five times faster than the MODTRAN. The reduction of efficiency for the off-nadir angle is due to the need to consider the azimuthal dependence of the bidirectional reflectance. It would be more computationally efficient if the LBLE were used to generate synthetic fields. However, the advantage of using the MODTRAN is that its program for computing clear radiances is more comprehensive than that of the LBLE. and M4. No solar component was added to the 3.7 m radiance. To focus our comparison on the effects of cloud only, we chose not to include aerosol effects in the computations. For ice cloud (Tables 2 and 3) , D e ϭ 42 m, and, for water cloud (Tables 4 and 5) , r e ϭ 8 m. The difference in 3.7 m clear radiances shown in Tables 2 and 4 is due to minor differences in the gas absorption parameterizations in both models. For example, the MODTRAN uses a combination of band model and the correlated-k distribution method, whereas the LBLE uses the correlated-k distribution method but with a different manner of binning the absorption coefficient spectrum. Moreover, the MODTRAN uses a much smaller spectral interval ͑⌬ ϭ 1 cm
Ϫ1
͒ than the UCLA LBLE ͑⌬ ϭ 50 cm
͒. There are significant differences between simulated radiances from the LBLE and the M1 16 stream models, particularly for large optical depth. The percentage differences increase with optical depth and are larger for the 3.7 m channel than for the 10.8 m channel. To investigate the cause of this difference, we employ the physical principle of thermal radiative emission. For optically thick cloud, which can be assumed to be thermally black, given that the scattering effects are small, it is well accepted that the radiation emitted by the cloud should be close to the Planck function of cloud-top temperature. To investigate whether thick-cloud radiances meet this requirement, we give brightness temperatures for ice and water cloud of optical depth 20 in parentheses along with the cloud temperature and associated Planck function values. It is obvious that the thickcloud radiances from the LBLE are closer to the Planck function of cloud-top temperature than are those from M1.
As noted above, these differences prompted the MODTRAN4 developers to identify and correct an inconsistency in the MODTRAN4 -DISORT interface, now fully implemented in M4. Tables 2-5 show that the differences between the LBLE and the MODTRAN4 are drastically reduced. However, for some unknown reasons, differences in the 3.7 m radiance for ice clouds of optical depths 5 and 10 are still more than 10%. For comparison, the VIIRSsystem-specified NE⌬Ts (noise equivalent delta temperatures) are 0.13-0.22 and 0.02-0.03 for the 3.7 and 10.8 m bands, respectively. 1 Tables 6 -9 then show the percentage differences of 3.7 and 10.8 m TOA radiance for ice and water clouds from the LBLE and the MODTRAN4 for other particle sizes than those listed in Tables 2-5. The differences are no more than 6%, except those in the 3.7 m radiance for ice cloud of optical depths 5 and 10 and D e ϭ 24, 30 m. With these decreased differences, it is anticipated that the synthetic retrievals that use radiances generated by M4 will still produce results with accuracy that is close to NPOESS EDR specifications.
Summary and Recommended Future Research
To support the verification and implementation of VIIRS cloud EDR algorithms, we compared visible and near-IR reflectances and IR radiances generated from the LBLE and the MODTRAN for assessment of the consistency between the simulated cloudy radiances-reflectances from the two models. For typical ice and water cloud optical depths and particle sizes, we found discrepancies in the visible and near-IR reflectances in the two models that presumably are due to the difference in phase function (nonspherical versus Henyey-Greenstein), different numbers of phase function expansion terms (16 versus 200), and different treatment of forward peak truncation in each model. However, we expect that synthetic retrievals that use reflectance-radiance fields generated by the most recent version of the MODTRAN will produce an accuracy that is close to the NPOESS cloud EDR threshold requirements. For future upgrading efforts, to further reduce the differences in reflectances for ice clouds we shall work toward the development of a modified ␦-function transmission forward-peak truncation scheme to be incorporated into MODTRAN coding.
Using M1, we also found substantial differences in IR radiance for optically thick clouds. These differences, caused by the inconsistency in the MODTRAN-DISORT interface for thick clouds, were drastically reduced to a few percent after the inconsistency was corrected in M4. The reduction in differences in radiance is expected to yield a synthetic retrieval accuracy close to the system specification. However, we still need to investigate the discrepancy in IR radiance for ice clouds with optical depths of 5 and 10 and D e of 24-42 m.
To sum up, the comparison study reported in this paper has led to an enhancement and a correction of the MODTRAN4, which should be of benefit to the MODTRAN user community. This study has also helped shape the prospective test plan for the testing of VIIRS cloud algorithms. To further enhance the performance of the MODTRAN in the long run, we believe that one possible approach would be to offer the adding-doubling method that is currently being used in the LBLE and other radiative transfer models as an alternative to the DISORT. The advantages of the adding-doubling method are that the phase function expansion can be made more exact, the computation can be more efficient, and the method is always numerically stable. By maintaining both options for the MODTRAN, the user community would be able to assess relative comparisons and cross validation, as well as historic compatibility.
