The Seychelles Child Development Study is a research project with the objective of examining associations between prenatal exposure to low doses of methylmercury from maternal fish consumption and children's developmental outcomes. Whether methylmercury has neurotoxic effects at low doses remains unclear and recommendations for pregnant women and children to reduce fish intake may prevent a substantial number of people from receiving sufficient nutrients that are abundant in fish. The primary findings of the Seychelles Child Development Study are inconsistent with adverse associations between methylmercury from fish consumption and neurodevelopmental outcomes. However, whether there are subpopulations of children who are particularly sensitive to this diet is an open question. Secondary analysis from this study found significant interactions between prenatal methylmercury levels and both caregiver IQ and income on 19-month IQ. These results are sensitive to the categories chosen for these covariates and are difficult to interpret collectively. In this paper, we estimate effect modification of the association between prenatal methylmercury exposure and 19-month IQ using a general formulation of mixture regression. Our mixture regression model creates a latent categorical group membership variable which interacts with methylmercury in predicting the outcome. We also fit the same outcome model when in addition the latent variable is assumed to be a parametric function of three distinct socioeconomic measures. Bayesian methods allow group membership and the regression coefficients to be estimated simultaneously and our approach yields a principled choice of the number of distinct subpopulations. The results show three groups with different response patterns between prenatal methylmercury exposure and 19-month IQ in this population.
Introduction
Exposure effects on childhood neurodevelopmental outcomes are generally assumed to be constant across subjects, conditional on covariates. However, studies of exposure to lead 1 and mercury 2 suggest that exposure effects for children with low socioeconomic status (SES) may be different from those of children with high SES. These authors hypothesize that some aspect of SES may help children recover from the insult of prenatal neurotoxicity. The key element which enhances the environment in this way is unknown, so multiple measures of SES are considered possible effect modifiers. When SES is measured by multiple continuous variables, it is not clear how to include exposure by SES interactions to best capture the effect modification by SES. Not only will the estimated exposure effect depend on which SES variable or variables are interacted with exposure but effect estimates will be sensitive to the cutpoints when continuous SES variables are categorized. Our work is motivated by such a situation in the Seychelles Child Development Study (SCDS), where effects of prenatal exposure to methylmercury (MeHg) are of primary interest. Earlier work showed exposure effect modification by two of the three variables measuring SES, 2 when the continuous SES variables were categorized.
In this paper, we offer an alternative interpretation of SES effect modification, namely that there are multiple subpopulations with different exposure response relationships. This framework differs from varying coefficient models in which the effect of exposure varies smoothly as a function of another variable. 3 Our basic model can be viewed as a finite mixture regression which allows subpopulations to have different exposure response relationships. Mixture regression methods, as introduced by Thompson et al., 4 fit a simultaneous model for K subpopulations, where subpopulation membership is determined by a logistic model on all covariates.
In our second model, we further assume that the multiple SES variables help to determine subpopulation membership. Others have used covariates to determine subpopulation (or class) membership when outcomes are categorical, in an extension of latent class models. 5, 6 These models do not include regression structures for the outcomes. Also related are structural equation models (SEM) which, for our situation, could be used to create latent variables for SES. However, interactions between latent and observed variables are not usually included. 7 Mixture of experts models are related because they use gating networks to define the dependence of membership in each subpopulation on covariates and are appropriate for categorical outcomes. 8, 9 The EM algorithm is often used to estimate parameters in mixture regression models. However, EM can sometimes find local maximums or give unstable results in finite mixture models. 10, 11 To avoid these problems others have used stochastic EM. 11 Gormley and Murphy 9 and Peng et al. 8 use Markov Chain Monte Carlo (MCMC) to estimate mixture-of-expert models. Fru¨hwirth-Schnatter 12 implemented MCMC for estimating linear mixture regression in which any iterations which are not identified as a label-switched version of the reference parameter labeling are discarded. Our approach is similar to Peng and Fru¨hwirth-Schnatter except that unlike Peng our outcome and most covariates are continuous and unlike Fru¨hwirth-Schnatter we do not discard iterations.
Using a Bayesian MCMC approach, we outline a general mixture regression model in which the effect of selected covariates may differ across subpopulations while the effects of the remaining covariates are common to the entire population. We further develop this latent variable model so that selected covariates also predict group membership. Our second model is interpretable as having interactions between an unobservable combination of measured covariates and the outcome which are to be discovered. It also allows estimation of the significance of the observed socioeconomic variables in predicting the latent group membership. The Bayesian approach produces full posterior inference for all of the parameters in the model; it also transparently justifies the choice of K, the number of unique exposure-response subpopulations, in the context of the full model.
In section 2 we propose two models for effect modification using latent variables. In section 3 we describe the estimation techniques for these models. Simulation results are discussed in section 4 and more fully presented in the supplementary Material (Available at: http://smm.sagepub.com/). In section 5 we fit both models to the SCDS main cohort at 19 months. We conclude with a summary in section 6.
The models
Our model for latent group effects can be written as a mixture model. The distribution of the outcome y given the exposure x and covariates z is f ð yjx, zÞ ¼ P K k¼1 k f ð yj k , , x, zÞ where k is the kth mixture weight and f ð yj k , , x, zÞ is the distribution of the outcome in the kth subpopulation conditional on group-specific, k , and population-constant, , parameters. In mixture regression models, the number of subpopulations, K, may be set in advance. Alternatively, K is chosen based on the significance of model fit, 4 or using BIC. 9 We standardize all the variables except group membership which implies that the regression slope coefficients within a group are partial correlation coefficients. The centering affects the intercepts, which we treat as nuisance parameters, but not the significance of the slopes.
The latent mixture model
Let K be the number of latent classes (or groups) of subjects. For i ¼ 1, . . . , n, let y i be the standardized outcome for the ith subject, x i be the standardized exposure, and z i1 , . . . , z im be m standardized covariates (not including exposure). Further, let d i ¼ ðd i½1 , . . . , d i½K Þ with d i½k ¼ 1 if the ith child is in group k and d i½k ¼ 0 otherwise. Let d be the ðn Â KÞ matrix made by stacking these row vectors. Then, the design matrix of this model is X ¼ ½d, d Ã x, z, where Ã denotes elementwise multiplication and x and z are n Â 1 and n Â m. The latent mixture (LM) model is Y ¼ XB þ , where B ¼ ð 0½1 , . . . , 0½K , 1½1 , . . . , 1½K , c½1 , . . . , c½m Þ 0 . We separate the B vector into three column vectors, the vector of intercepts of the K groups b 0 ¼ ð 0½1 , . . . , 0½K Þ 0 , the vector of outcome slopes of the K groups b 1 ¼ ð 1½1 , . . . , 1½K Þ 0 , and the vector of covariate slopes
Conditional on the unknown value of d, this is a linear regression with a design matrix that contains both known variables x and z and indicator variables d for the latent class of each subject. For subject i, the model is
The latent effect modification model
Our latent effect modification (LEM) model also assumes K latent classes (or groups) of subjects with the model for y i as given in (1) . Unlike the LM model, in the LEM, membership in the groups is determined by the covariates; the distribution of the d i depends on z c , which contains w covariates (possibly including covariates without main effects in (1)). For ease of notation, we note that there is a one-to-one relationship between the d i vectors and the variable g i where g i ¼ k iff d i½k ¼ 1. In this model, g i has a categorical distribution with k-length probability vector p i for i ¼ 1, . . . , n. To relate the categorical d i (and g i ) and z c we have two choices: a multinomial logistic regression or a proportional odds logistic regression. In a multinomial regression, each category has a possibly unique relationship between the covariates and the probability of membership, whereas in proportional odds regression, category membership is probabilistically related to cut-offs of a latent variable defined by a linear combination of all covariates. While others have used multinomial logistic regression, here a proportional odds model is a natural choice because all of the covariates used to predict category membership are either continuous or ordinal and we expect an ordered relationship between underlying SES and subpopulations. We check the assumptions of proportional odds regression for our application in the supplement as in Harrell. 22 A drawback of using the multinomial logistic regression here is that it is not identifiable without a reference level and the values of the parameters for the reference level are not interpretable in the context of labelswitching. While this is not a concern when EM estimation is used, it does complicate estimation by MCMC sampling.
In the proportional odds logistic regression model for g i , for K ¼ 2, let 0 be the logistic intercept and c½1 , . . . , c½w be the coefficients for the covariates, where
we assume a proportional odds model where the probability that the ith observation belongs to group k is Prð g i ¼ kÞ ¼ p i½k
Model assumptions
Both models assume homoscedasticity and conditionally independent outcomes with Normal distributions; Y $ MVNormðXB, 2 IÞ. For each coefficient we use an independent Normal prior with small precisions for both models; B $ MVNormð0, 1 2 IÞ where 2 is the prior precision for each coefficient parameter. We used ¼ 1 because the slopes between scaled variables are interpretable as partial correlations and they are not interpretable outside the range of ðÀ1, 1Þ; this controls behavior of the parameters in empty groups. We use an Inv-Gamma(.01, .01) prior for the likelihood variance, 2 . For the LM model, we use an independent Multinomial (1, p) prior for each d i vector, where
to reflect no prior knowledge of the relative class sizes. This additional layer of hierarchy allows flexibility in estimating p, the relative proportion of each subpopulation.
For the LEM model, p is replaced with p i for each i, where p i½k is a deterministic function of a and z c as defined in (2) . We use an independent Multinomial (1, p i ) distribution for each d i vector. For each element of a we use independent uniform prior distributions on a suitable range which restricts the probabilities of group membership from being all near zero. For example, when K ¼ 2 and there are no covariate effects,
This model is a priori unlikely to have any of the K ¼ 2 groups be empty. We therefore use 0½ j $ UnifðÀ5, 5Þ for j ¼ 1, . . . , ðK À 1Þ. Since the covariates are already standardized, the c values should tend to be not very large. We use a Uniform prior over a wide enough interval that the posterior distribution does not have support near the edges of the interval; here c½ j $ UnifðÀ100, 100Þ for j ¼ 1, . . . , w was reasonable.
Estimation
We use Metropolis-Hastings sampling to estimate the joint posterior distributions of the parameters in both models. The full conditional distributions are derived in the supplement. MCMC samples are generated using the package rjags.
14 In the LM model, for each d i , the full conditional distribution is Multinomial with
where
where a ¼ ða Label switching implies that posterior distributions of b 0 and b 1 in the LM model are all multimodal. This is because in the LM model there are K! symmetric modes, one for each of the possible permutations of the K columns of d. The pairs of vector elements that correspond to the same group ( 0½k and 1½k ) belong together regardless of the label assigned to the group. Similarly, the individuals jointly belonging to a particular group (those with the same value for d i within an MCMC iteration) belong together regardless of the group label. (Breaking up these parameter pairs or rearranging children into groups is not label switching, see online supplement 8.3.1 for details.)
In contrast to the LM model, in the LEM model there are only two symmetric modes for all K values. The relationship between the covariates and group membership in the LEM model assumes an underlying continuous latent variable which is a linear function of the covariates. This linear combination of the covariates is related to the cumulative probability of membership in the ordered groups. Since this relationship is cumulative, there are not K! relabellings of the groups with the same posterior density. Instead, only a relabeling which has the opposite order of the current groups will have the same posterior density (see online supplement 8.3.1 for an example).
Our solution to label switching is based on the relabeling algorithm of Stephens, 15 which labels the draws of the parameters after the MCMC chain is output. The algorithm requires a loss function, which can be based on any or all group-specific terms. For a given estimate of each group-specific parameter and for each MCMC iteration, the loss is calculated over all possible permutations of the group-specific terms and the permutation with the smallest loss is chosen. The relabeling algorithm iterates between calculating the parameter values that minimize the loss function given the current set of permutations at each iteration and calculating the permutations that minimize the loss function given the current parameter values.
We implemented loss functions on b 0 alone and on b 1 alone. We also implemented a scaled loss function (by dividing by parameter-specific SDs) on (b 0 , b 1 ) and on (b 0 , b 1 , a). The scaled loss on all parameters had the best performance and results are presented only for this loss function. Details of our implementation of this solution are given in the online supplement 8.3.
Simulation study
We performed a simulation study to compare the accuracy of parameter estimates under the LM and LEM models. We simulated data from K ¼ 2 subpopulations according to both models with nine different sets of parameter values. Then, the data were analyzed under both models and the parameter estimates compared to the parameters used in simulation. We computed performance statistics for each simulation condition with both known and then unknown group membership of all observations. The full details are in the supplement.
Coefficient estimates for the covariates which are modeled as population-constant are uniformly accurate regardless of whether LM or LEM was fit. The mean estimates of the group-specific intercepts, b 0 , are biased towards zero in all conditions. The most striking differences in bias from fitting the LM and LEM models are when b 0 and b 1 are both moderate and the slope and intercept are in the same direction. In this case fitting the LEM model (whether the true model is LM or LEM) results in a much smaller bias and much smaller MSE for b 1 than does fitting the LM model (see Table 5 in the online supplement). This is also true to a lesser extent when the slope and intercept are in the opposite directions or there is no significant exposure-response relationship, b 0 ¼ ð0, 0Þ and b 1 ¼ ð0, 0Þ.
When b 0 and b 1 are large, the two groups have very different exposure response relationships and it is much easier to classify individual observations into two distinct groups. In this case, if the true model is LM, fitting the LM model gives substantially smaller bias and MSE for the intercepts, b 0 , but fitting the LEM model results in generally smaller MSE (and sometimes smaller bias) for the slopes, b 1 . When LEM is the true model, it is equivalent to fit either the LM or LEM models.
The a parameters are only estimated when the LEM model is fit. Because we found significant a c terms in the SCDS data, we wanted to examine the reliability of a c estimates in simulations; results are presented in online supplement Table 9 . We calculated the proportion of posterior intervals excluding zero for the a c parameters over simulated data sets. The bias for a c is small in all cases, but the MSE is slightly larger when LM rather than LEM is the true model (and all c½ j ¼ 0). The probability that 2.5 to 97.5 percentile posterior intervals for c½ j exclude zero are 5-8% when c½ j ¼ 0; which is quite convincing that false positives are unlikely. The probability that the posterior interval excludes zero is much higher for non-zero elements of a c (56% in the example presented in the supplement) than when zero is the true value. In the simulations, a value of c½ j with a posterior interval significantly different from zero is most likely correctly estimating a non-zero parameter.
In summary, fitting under the LEM model tends to give less biased estimates of the exposure slope (b 1 ) than fitting under the LM model when b 0 and b 1 are small or moderate, regardless of the true model. When the differences in exposure response relationships are very large between two groups, LM is the preferred model if the intercepts are of most interest, and LEM is the preferred model if the slopes for the exposure response relationship are of most interest, regardless of the true model. The estimation of the group probability coefficients, a, is reasonably accurate and not prone to falsely identifying significant relationships.
The SCDS
The SCDS was established to examine the associations between prenatal MeHg exposure from fish consumption and multiple neurodevelopmental outcomes in children. Enrollment for the SCDS main cohort started in 1991, and 737 mother-child pairs were eligible for participation at 19 months of age. In order to compare our results to the motivating paper, 16 here we only examine the 590 children who had complete data for that analysis. Prenatal MeHg exposure is estimated by the total mercury level in maternal hair during pregnancy because it correlates highly with prenatal MeHg exposure to the fetal brain. 18 The median maternal MeHg level during pregnancy in this cohort is 5.9 ppm (range: 0.5 to 26.7 ppm). 16 SES variables are important predictors of many developmental outcomes in Seychellois children. However 'SES' is seldom completely measured by a single variable. In the primary paper reporting on the 19-month Bayley Scales of Infant Development Mental Developmental Index (MDI) outcome, the full model adjusted for several variables which relate to SES: the HOME score (a measure of the home environment), caregiver intelligence (measured by the Ravens Standard Progressive Matrices), and family income (four categories). 16 In a secondary analysis, Davidson et al. 2 reported that the association between prenatal mercury exposure and the 19-month MDI differed significantly by levels of caregiver IQ (categorized into three levels) and by three levels of family income. This model yielded nine combinations of caregiver IQ and family income category with distinct estimates of the MeHg effect on 19-month MDI and is difficult to interpret.
Our models for the 19-month MDI allow for effect modification between prenatal MeHg exposure and a single latent variable (which is related to the measured SES variables in the LEM model), adjusted for birth weight, HOME score, caregiver intelligence, the child's sex, parental income, parental education, breastfeeding duration, and maternal age. All of these variables are categorical except HOME score and caregiver intelligence. All variables (including dummy variables) are centered and scaled before fitting either model. The direct effects of these covariates on the outcome are assumed to be constant for all categories of the latent variable because they are not expected to be modified by SES. For example, different parental expectations among parents of girls and boys in the Seychelles influence cognitive test performance, but there is no evidence that SES affects this pattern. In the LEM model, we include three socioeconomic variables (HOME score, caregiver intelligence, and income category) in z c for modeling the latent group variable. As previously mentioned, we used n ¼ 590 observations with complete covariate, exposure, and outcome data. The means and variances of the outcome and model covariates were very similar for subjects who were and were not included in the analysis, suggesting that the missingness mechanism is unrelated to the distribution of variables of interest.
We used one chain with a burn-in of 1000 MCMC iterations followed by enough MCMC iterations to ensure that the effective sample size was greater than 400 for all parameters in the model. After relabeling the groups, the Raftery diagnostic was checked to ensure that we had enough MCMC iterations to estimate the 2.5% and 97.5% quantiles of each model parameter to within AE 1.5% and to ensure that the burn-in was satisfactory. 19 There was substantial label switching in the MCMC samples of the LM fit. This is evidence of a properly mixing chain. There was also substantial switching when one group was empty, see Table 1 under K ¼ 3. In that case, the group-specific parameters estimates for the empty group were drawn from the prior, so the relabeling algorithm is unable to properly sort the groups. The MCMC samples for the LEM fit had much less label switching, but still enough to suggest that the MCMC algorithm was not stuck in a small region of the parameter space.
Model choice
We fit models for K ¼ 1, 2, 3, and 4 subpopulations, giving four possible explanations of the SCDS data for both the LM and LEM models. To choose between the different values of K, we followed Rubin and Stern 20 and used the posterior predictive distribution of the likelihood ratios. Given a model fit with K Ã latent groups, we generated 5000 data sets of the same size as the Seychelles data, n ¼ 590. For each of these data sets, we fit two models, the first with K Ã and the second with K Ã þ 1 or K Ã À 1 latent groups. The true number of latent groups in each data set is K Ã , by construction. For each data set, the difference in fit between a model with K Ã and one with K Ã þ 1 or K Ã À 1 latent groups can be summarized by the log likelihood ratio of those two models (results not shown).
Comparing the SCDS values to the posterior predictive data shows strong evidence that two groups are preferred to one group in both the LM and LEM models. However, the results for two or three groups are inconclusive for both the LM and LEM models.
Recent results from Rousseau and Mengersen 21 show that models of this type have special behavior when each component of the mixture (group) has two or more group-specific terms. In the LM model, the mixture model has two group-specific parameters in each component ( 0½k , 1½k ). Table 1 . Parameter estimates for the LM Model with K ¼ 1,2,3 for Seychelles data. The LM model with K ¼ 2 is preferred. The coefficients for the direct effects of the remaining covariates included zero in all models, so they are omitted here. The LEM model contains the same group-specific parameters and also ðK À 1 þ wÞ parameters. The result states that when each component has at least two group-specific terms, then when more components are fit than truly exist the Bayesian model will find either an empty component or a non-identifiable separation of one true component into two (each with the same parameter estimates). For mixture models estimated with Bayesian methods using relatively flat priors, in practice this means that estimated latent groups which are non-empty are real while extra groups have parameters drawn from the prior and nearly zero posterior probability of membership for all individuals. For the LM model, we see empty components when fitting K ¼ 3 or 4 (see the section labeled K ¼ 3 in Table 1 : the 95% intervals for the number in Groups 2 and 3 both include zero); this clearly identifies the choice of K ¼ 2. For the LEM model, this behavior is also seen in fitting K ¼ 4 but not in fitting K ¼ 3 and this clearly identifies the choice of K ¼ 3.
Model interpretations
The relationship between MeHg and MDI using the most likely classification into two groups for the LM model is shown in Figure 1 ; the groups are ordered to match those in the LEM model. The coefficient estimates and posterior intervals are shown in the columns under K ¼ 2 in Table 1 . This model explains 33.21% of the variance in MDI scores, compared to 10.13% in a model with K ¼ 1 (no effect modification). Of the nine covariates in the model, HOME score, caregiver IQ, and sex are significantly related to 19-month MDI. The two LM groups both have non-significant scaled slopes (estimated at 0.05 and 0.18) between MeHg and MDI and scaled intercepts that are more than 2 standard deviations apart (estimated at -0.14 and 2.05).
The relationship between MeHg and MDI using the most likely classification into three groups for the LEM model is shown in Figure 2 . The covariate estimates and posterior intervals are shown in the columns under K ¼ 3 in Table 2 . This model explains 33.18% of the variance in MDI scores. Of the nine covariates in the model, HOME score, caregiver IQ, and sex are significantly related to 19-month MDI. Two of the three LM groups have similar, non-significant scaled slopes (estimated at 0.01 and 0.09) between MeHg and MDI and significantly different scaled intercepts (estimated at -0.08 and 2.15). In the third group there is a significant beneficial effect of MeHg on intelligence (scaled slope estimated at 0.37) and a scaled intercept below the largest group (estimated at -0.36). This does not imply that MeHg is beneficial, but suggests a beneficial effect of maternal fish consumption of which MeHg is a marker. Table 3 shows summary statistics for the two group fit of the LM model and the three group fit of the LEM model. Here, observations are assigned to the single group in which they have the highest posterior probability. In the LM model, subjects in group 2 have slightly higher mean values on all the variables (except sex), but the difference is only very big for MDI scores. In the LEM model, group 2 has the highest mean value on all the variables except HOME score and caregiver IQ; group 3 has the highest mean value on those two variables.
The order of the three groups in the LEM model is not arbitrary, they are ordered by the latent variable of SES which is significantly related to HOME score, caregiver IQ, and income category. The estimated latent variable has a positive relationship with HOME score and caregiver IQ (coefficients of 2.93 and 1.3) and a negative relationship with income (coefficients of -0.71, -1.59, and -2 for the three ordered levels of income compared to the lowest level). This suggests that children in higher income households require more stimulation (caregiver IQ and HOME score) in order to be as likely to get any benefit from increased prenatal fish consumption (be in the third Table 2 . Parameter estimates for the LEM Model with K ¼ 2,3,4 for Seychelles data with three SES covariates in the equation for the latent variable. The LEM model with K ¼ 3 is preferred. The coefficients for the direct effects of the remaining covariates included zero in all models, so they are omitted here. group). Smaller fish are more expensive and tend to be at a lower trophic level (lower MeHg) than larger fish. Compared to a low SES mother, a high SES mother with the same prenatal MeHg may be eating much more fish. The earlier effect modification analysis simultaneously included interaction terms for two of the three SES variables and had R 2 ¼ 14 %. 2 They did not find a significant interaction between prenatal methylmercury and HOME score. In contrast, in our model HOME score is a very significant predictor of group membership.
We examined the robustness of these results by refitting both models without the 22 children with the highest MDI scores (results not shown). As we might expect, the LM model finds no evidence of more than one subpopulation. Reassuringly, the LEM model shows support for two subpopulations. The latent variable distinguishing these groups is similar to that defined by a in Table 2 , having a positive relationship with HOME score and caregiver IQ and a negative relationship with income. As in the full analysis, the first, larger group has a non-significant relationship between MeHg and MDI. The second, smaller group has a smaller intercept and larger slope, following the pattern of the third group in the full analysis. However, the slope is not significantly different than zero for that group. The small number of remaining children assigned to group 2 in the full LEM analysis are assigned to the second group in this analysis and they attenuate the estimated MeHg association in this group.
As a second sensitivity analysis, we focused on the two observations in the LEM model assigned to group 3 with prenatal mercury values greater than 16. These observations have large MDI values as well which make them potentially influential. We repeated the analysis without those two observations and the assignment of subjects to groups and the group-specific slopes were changed very little. We also examined several other perturbations of the data such as collapsing the four income categories into two, but the results remained very consistent with results reported above. To explain the complex association between prenatal methylmercury and child's IQ as measured at 19 months in the SCDS, we compared two models for effect modification of exposure response relationships by latent variables. We fit these models within a Bayesian framework. Both models assume a linear regression relating covariates to a continuous outcome with common covariate slopes for all K latent groups, but allow group-specific intercepts and exposure slopes. In the LM model the posterior probability of group membership for an individual subject is a function of the relative size of the residuals from each group-specific line. The LEM model additionally introduces a logit model for group membership as a function of covariates. Posterior probability of group membership in the LEM model is a function of both the residuals from the group-specific lines in the outcome model and the probability of group membership in the logit model. Both LM and LEM models have multiple modes due to label-switching. Our simulations strongly supported preferring the LEM model where exposure slopes are of primary importance or the group-specific intercepts and slopes are not large, which includes the case of the SCDS data. This model was very useful for the SCDS data example, because explicitly introducing a model for group membership as a function of multiple SES variables (the LEM model) makes it possible to examine the evidence for effect modification by a latent group, where the latent group is defined by SES. Only when we included the additional model for group membership as a function of SES variables did we find evidence for a group of subjects with a very different exposure slope.
The latent grouping variable in an LEM model creates a score for any new individual which classifies them into a group with a common exposure response relationship. Based on the data likelihood, the LEM model determines the optimum number of groups and group membership probabilities without categorizing continuous variables. This alleviates the problem of needing to interpret multiple interactions with exposure as might occur in a standard effect modification model. The LEM model may be useful in other situations when effect modification by several related covariates is hypothesized.
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