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SUMMARY
Most diagnostic procedures today require immunological lab equipment and trained
medical staff to perform the procedures. These procedures can be expensive and there is
often a signifcant delay in obtaining results. For many applications, current techniques
have become increasingly infeasible for effciently screening a large number of patients. The
solution to these problems is to make use of existing technology to develop a less expensive
and more accurate diagnostic test that improves and shortens the decision making process
while also requiring minimal training or expertise.
This dissertation focuses on the underlying physics and development of acoustic wave
sensing platforms based on solidly-mounted ZnO devices. Chapter 2 introduces the fun-
damental phenomenon of acoustic energy trapping. Energy trapping allows for a simple
way to spatially define sensing regions on a substrate, making sensor arrays compact and
simple to fabricate. Chapter 3 studies the existence of a trapped “hybrid” mode both
theoretically and experimentally. The hybrid mode is trapped vertically withing the ZnO
layer and laterally in electrode-loaded regions of the device. This mode, which may be
interpreted as a coupling of shear and longitudinal particle displacements, is used as an
explanation of historical inconsistencies in reported thickness-shear mode velocities. When
employed in sensing applications, the coupled nature of the hybrid mode may offer more
mechanical and/or structural information about a sample under test. In Chapter 4, we
introduce a multi-mode ZnO resonator operating in the thickness-shear, longitudinal, and
hybrid modes. Preliminary device characterization with respect to sample viscosity and
conductivity is also presented in Chapter 4. In order to develop devices not solely depen-
dent on resonant behavior, we present simulations results of bulk acoustic delay line sensors
in Chapter 5. Exploiting acoustic pulse propagation, these devices provide more response
parameters to track in sensing applications and may provide another viewpoint with respect




A common argument people make for increasing the likelihood of curing a patient is the
importance of early disease detection. Although this argument seems qualitatively obvious,
many do not present quantitative data supporting this claim. The National Cancer Institute
provides historical data, however, supporting this argument directly. For argument’s sake in
this section, we will discuss prostate cancer as an example. Prostate cancer survival statistics
from the NCI are presented in Figure 1.1. This data gives the probability of surviving 5
years, given a patient has already survied 0, 1, or 3 years after an initial diagnosis. It is
organized by the cancer stage at the time of diagnosis. For example, the probability of
surviving 5 years after already having survived 3 years since being diagnosed with cancer
considered to be localized or regional is nearly 100%. Conversely, if a patient’s first cancer
diagnosis is considered to be distant, the probabiliy of surviving 5 years plummets to nearly
25%.
Figure 1.1: 5-year SEER conditional survival rates for cancer of the prostate
1
Considering the above data, there is certainly good reason for most experts to agree that
early detection and metastatic tracking are key components to reducing the mortality rate
of prostate cancer. In addtion, there is a recent push for not only simple early detection
(as “early” is a fairly relative term), but also for the determination of the lethality of
the disease. In fact, one of the overarching challenges of the Congresssionally Directed
Medical Research Program for 2010 was specifically to distinguish lethal from indolent
cancer, indicating the recognized importance for this more definable goal than simply “early
detection.” The primary barrier to each of these goals is insufficient diagnostic practices.
A detection method exhibiting extremely high sensitivity and selectivity is required to
identify the telling compounds that could indicate the stage of progression of a cancer
tumor. Current diagnostic techniques for prostate cancer, for example, tend to focus only
on the prostate-specific antigen, or PSA, marker, ignoring other relevent prostate cancer
markers [1–5]. Relative concentrations of these other biomarkers, in conjunction with the
common PSA score, may provide a more complete description of the metastatic progression
of the disease. Additionally, measuring the biomarker velocity (or the rate of change of
concentration over time) can be a far better indicator of the progression than a simple one-
time measurement. Moreover, it is critical that such a detection method have a process for
minimizing reports of false positives or negatives, as either of these can cause serious undue
patient stress.
Most diagnostic procedures today require immunological lab equipment and trained
medical staff to perform the procedures. These procedures can be expensive and there is
often a significant delay in obtaining results. For many applications, current techniques
have become increasingly infeasible for efficiently screening a large number of patients. The
solution to these problems is to make use of existing technology to develop a less expensive
and more accurate diagnostic test that improves and shortens the decision making process
while also requiring minimal training or expertise.
2
1.1 A Case For Acoustic Wave-Based Sensing Modalities
A variety of sensing modalities exist and are currently in use today. Examples include the
ELISA assay (fluorescent), surface plasmon resonance (optical), dielectric spectroscopy [6]
(electromagnetic), impedance spectroscopy [7] and chemical field-effect transistors (chem-
FETs) [8]. These examples tend to deal with probing either the simple existence of a target
in a sample (ELISA) or electrical/electromagnetic/optical properties of materials. While
these properties are certainly necessary for a complete characertization of a material, they
are not sufficient on their own. Mechanical properties (e.g., mass density, anisotropic stiff-
ness, and viscosity) are also required for a full characerization of any sample. With this in
mind, this section builds a case for acoustic-based sensing modalities.
Acoustic wave devices have been the focus of research for some time in a variety of
disciplines. While historically used as clock oscillators in communications systems, research
directed towards acoustic wave sensors has been going on for the past several decades
as a means of measuring a range of physical parameters like temperature and the mass,
viscosity, or stiffness of a sample. Microelectronic acoustic devices, specifically piezoelectric
resonators, have long been recognized as offering great potential as biomedical sensors. By
monitoring the change in the frequency of the resonator, it becomes a highly sensitive real-
time indicator of any change in surface boundary conditions. The resonator is transformed
into a biosensor by immobilization of a bio- or chemi-specific layer at the surface of the
device. Binding events in the biolayer cause changes in the surface boundary conditions
resulting in a change of the resonance condition (i.e., resonance frequency), which is an
easily monitored parameter.
A variety of acoustic modes can be exploited in these devices including surface modes,
bulk modes, and more exotic types such as flexural plate modes and thickness-twist modes.
For example, surface acoustic waves (SAW) and their uses in RF systems are described in
great depth in both [9] and [10]. SAWs have also been used as biological and chemical
sensors [11]. Due to their relatively large size and, typically, their requirement for a specific
piezoelectric crystal cut for the generation of the SAW, a major downside to using SAW
devices is their difficulty in integrating them on-chip with complex integrated circuits.
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Bulk acoustic wave (BAW) devices, however, are not necessarily constrained by the same
problems inherent in SAW devices. Piezoelectric materials such as AlN and ZnO have the
ability to be integrated on-chip and can be made quite small using basic microelectronic
processing techniques. Additionally, BAW devices have lower insertion loss and are capable
of handling higher power due the acoustic energy being distributed throughout the bulk
rather than just at the surface. BAW devices have been employed as thin film thickness
measurement devices [12], vibratory gyroscopes for velocity measurements [13], RF filters in
communications systems [14,15], and ultrasonic transducers, to name only a very few. Quite
possibly the most widely used BAW sensor configuration is the quartz crystal microbalance
[12] (QCM). The QCM is an ideal configuration for a BAW with an air interface on opposing
sides of the device (Fig. 1.2).
Figure 1.2: Ideal BAW Resonator (from Pinkett, 2003)
Many investigations over the past several years have shown success of this concept using
the QCM [16–19]. The QCM, however, is not an ideal configuration for an integrated
biosensor due to its relatively large active area (about 5 mm diameter) and low frequency
of operation (between 5 and 35 MHz).





, N = 1, 3, 5, . . . (1.1)
where va is the acoustic velocity, N is the mode number, and d is the film thickness.
4
Membrane acoustic resonators are significantly smaller and can reach higher thickness-
mode frequencies than the QCM, but require fairly sophisticated fabrication process and
are still quite fragile (Fig. 1.3).
Figure 1.3: VIA interface membrane configuration (from Pinkett, 2003)
A resonator can also be fabricated out of a very thin film of material resulting in the
so-called film bulk acoustic resonator (FBAR). By taking advantage of very simple mi-
croelectronic processing techniques, an extremely thin film can easily be deposited onto
an acoustic reflector [20], or Bragg reflector, atop a solid substrate resulting in a solidly-
mounted FBAR (Fig. 1.4).
Figure 1.4: SMR configuration (from Pinkett, 2003)
With such a thin film as the resonator material, the resonant frequency of an FBAR can
easily reach into the GHz range and the device is far more robust than a QCM or a membrane
resonator making it an attractive candidate for on-chip integration and sensing applications.
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Furthermore, these devices can have a footprint of only a few hundred micrometers or
smaller, so the fabrication and monitoring of an array of multiple resonator sensors would
be a logical extension. Array structures would allow for the monitoring of multiple targets
simultaneously, which would have obvious applications to cancer diagnostics.
It has been established through the work of numerous investigators that the sensitivity
of piezoelectric biosensors is directly proportional to the square of the unperturbed oper-
ating frequency of the base resonator. The initial demonstration of this was presented by







where ∆f is the change in frequency, f0 is the unloaded resonance frequency, ∆m is the
change in mass loading at the surface, A is the area of operation, ρq is the crystal mass
density and µq is the crystal elastic stiffness. A critical shortcoming of his derivation is that
it assumes a rigid film of negligible thickness operating in a vacuum, which are not viable
assumptions for a high frequency sensor with an elastic biolayer operating in atmospheric
conditions. Hunt [21] has presented the subsequent governing equation derived from the


























where the subscript “u” denotes the unperturbed field condition, “f” denotes the immobi-
lized chemi-specific film, ω is the radian frequency, Vs is the velocity of the shear acoustic
wave, and hf is the height of the immobilized surface. Assuming that ∆ρ, ∆µ, and ∆ω do










which is analogous to Sauerbrey’s equation with the addition of a surface film stiffness
dependency.
From a sensing perspective, there are several advantages to using an acoustic wave
sensor over other more common sensing modalities as described previously. Acoustic sensors
allow for the measurement of sample viscosity, stiffness, and simple mass-loading on the
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device. In certain configurations, like LFE, electrical properties of the sample (e.g., the
conductivity and permittivity) can also be probed [22, 23]. Thus, the push for current
research and diagnostic sensing applications is towards simple to use, inexpensive, robust,
highly selective, and highly sensitive sensing modalities that can measure a multitude of
a sample’s physical properties and detect a variety of antigens or targets in parallel. The
result will be an inexpensive, yet powerful, real-time sensing technique that can be used
by modestly trained personnel and allow for quicker, more accurate disease diagnostics,
proteomics, metabolomics, etc., in both a laboratory and clinical setting.
1.2 An Overview of This Dissertation
With its inherent immense multi-disciplinarity, the overarching goal of cancer biomarker
detection in a clinical setting is of such a staggering size, that we limit the scope of this
thesis to the physics, design, and preliminary characterization of bulk acoustic wave sensor
arrays for biomolecular detection. Chapter 2 is a theoretical treatment of acoustic energy
trapping, which will prove to be useful in biosensor development. We begin by presenting
several methods of deriving the energy trapping phenomenon with regards to acoustic cut-
off frequencies. This is followed by finite element simulations confirming acoustic energy
trapping in a variety of structures. Chapter 2 essentially sets up the conceptual basis for
the developments in Chapters 3 and 4. Chapter 3 presents a theoretical and experimental
description of an observed “hybrid” mode in ZnO SMR devices [24–26]. This mode is
used as an explanation of a physical effect that has been mischaracterized as a materials
issue for decades. This mode exhibits energy trapping and will be examined for use in
sensing applications in Chapter 4. Chapter 4 is a development of multi-mode devices and
their physical characterization [27, 28]. By properly designing the SMR, we create a ZnO
SMR that can excite and support the thickness-shear mode, the longitudinal mode, and
the hybrid mode simultaneously. This configuration will be useful in developing a sensor
that can exploit multiple modes on a single sensing device. Intitial multi-mode device
characterization efforts in this chapter include device response to varying liquid sample
viscosity and conductivity. While the multi-mode devices are capable of extracting far
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more information than a single mode device, these devices are resonator-based and, as
such, may be considered fairly limited in their operation, depending on the application.
To address this “problem”, Chapter 5 presents conceptual developments and simulation
results of a bulk acoustic delay line-based sensor [29]. The new devices are capable of
wideband operation and allow a user to exploit changes in pulse propagation, rather than
just resonance, to extract even more sample information over a much wider frequency range.
Finally, Chapter 6 offers some concluding remarks, a summary of the author’s contributions,
and some thoughts on future research.
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CHAPTER II
AN INTRODUCTORY DEVELOPMENT OF ACOUSTIC ENERGY
TRAPPING
2.1 Introduction
Sensor arrays of any kind are required to be both sensitive and selective. “Sensitivity”
refers to the ability of the device to detect very small amounts of a target and is typically
dependent on the details physical phenomenon being exploited (e.g., resonant frequency or
mode type). “Selectivity”, on the other hand, refers to the ability of the device to detect the
correct target of interest and is dependent on the type of surface modifcation used. In an
array of closely-packed devices, each detecting a different target in a single sample, it is also
necessary to define the location of the surface modification. Acoustic waves in materials
experience “energy trapping”, which is the confinement of the wave to certain physical
regions of a device. This effect will allow for controlled, spatially well-defined sensing areas
and regions for surface modifications on a single substrate. With these consequences in
mind, energy trapping will be a recurring concept throughout this dissertation and this
chapter introduces the acoustic energy trapping phenomenon in a variety of ways.
Like standard electrical filters and resonators, the performance of a piezoelectric device
is directly related to the device’s quality factor, or Q. A device’s Q can be degraded by
several things including the existence of spurious high-order acoustic modes and acoustic
energy leakage outside of the desired active area of the device. Shockley, et al., [15] in-
troduced energy trapping as an explanation of the behavior of high frequency, abnormally
high-Q quartz crystals. These crystals dealt only with TE AT-cut quartz crystals and
multiple modes of propagation including thickness-shear (TSM), flexural, and the so-called
thickness-twist modes (TTM). Holland and EerNisse [30] further described energy trapping
more rigorously using the TTMs. Yang, et al., has done extensive work on describing the
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energy trapping of TTMs in hexagonal crystals [31–34]. Ballato [35] described several con-
figurations of devices using LFE with recessed electrodes on a suspended piezoelectric slab
for energy trapping of a TSM. In this chapter, we will describe the phenomenon of energy
trapping three different ways, limiting ourselves to dealing only with mechanical effects
and ignoring electrical and piezoelectric effects for simplicity. More rigorous treatments of
the energy trapping exist [15, 30], but the three methods presented here are very simple,
relatively intuitive and are merely meant to be examples of how the energy trapping phe-
nomenon can emerge from a variety of analyses. In addition, COMSOL Multiphysics R©
finite element simulation results are presented to provide a semi-quantitative visualization
of energy trapping in a variety of structures.
2.2 An Analogy to Electromagnetic Cutoff
2.2.1 Acoustic Waveguide Modes
An appropriate introduction to acoustic energy trapping is a discussion of acoustic cutoff.
Acoustic cutoff is a mechanical analog of electromagnetic cutoff. For example, in a parallel






where Vp is the phase velocity, d is the separation between the plates, and n is the mode
number. Any electromagnetic wave with a frequency less than ωc will be suppressed with
an imaginary propagation constant resulting in an evanescent wave. This is a very simple
waveguide geometry, so we will make an analogy to it in the acoustic regime to aid our
analysis of acoustic cutoff frequencies.
Let us first examine a free isotropic plate acoustic waveguide (Fig. 2.1). The propa-
gating mode is a shear-horizontal (SH) mode propagating in the z-direction with particle
polarization in the x-direction (in and out of the page).
The arrows represent partial waves which can be considered as being comprised of the
superposition of a traveling wave along the waveguide axis and a standing wave across the
axis. The solid lines represent incident waves and the dashed lines represent reflected waves.
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Figure 2.1: Partial wave pattern for transverse resonance analysis of SH wave propagation
on an isotropic plate with free boundaries (reproduced from Auld, 1990)
The waveguide is confined to the space |y| < b/2 so the y-component of the wave vector of





while kz = β/ω of the incident and reflected waves must be equal, as per the boundary
conditions at an interface. Since these waves are always SH, their phase velocity must lie
on the 1/Va slowness surface (Fig. 2.2).
With a fixed waveguide thickness, it is clear that as the frequency decreases, the angle








At exactly this point, the z -component of the wave vector vanishes, and we are left only
with a standing wave through the waveguide thickness with a frequency equal to




For waves with frequency ω < ωcn , β becomes imaginary. Therefore, ωcn is referred to as
the cutoff frequency, identical in form to that of the electromagnetic case. This analogy to
electromagnetic cutoff will be used for the remainder of this chapter to describe acoustic
energy trapping.
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Figure 2.2: Slowness surface for SH modes on an isotropic plate of thickness b (reproduced
from Auld, 1990)
2.2.2 Energy Trapping In a Symmetric Structure
Consider now a perfectly symmetric structure about the y- and z-axes (Fig. 2.3). For ease
of analysis, the structure is assumed to extend infinitely in the x- and y-directions and is
divided into two sections: region (1) where |y| < a and |z| < b/2 and region (2) where
|y| > a and |z| < c/2 with each region containing the same material (same acoustic velocity
in each region).
We desire that the wave depend only on z and t and the particle displacement directed in
only the y-direction, resulting in a shear-horizontal mode through the thickness. Therefore,
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Figure 2.3: Symmetric energy trapping structure
assuming time-harmonic propagation and a standing wave existing within (1),









The desired standing-wave solution of the wave equation is of the form
u(z, t) = sin(βz) cos(ωt) (2.7)
At the free surfaces of z = ±b/2, the boundary condition of zero external applied shear
stress,

















, n = 1, 3, 5, . . . (2.10)











, n = 1, 3, 5, . . . (2.11)
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Given that c < b, the cutoff frequency in region (1) is always less than that in region (2).
Note that these frequencies are identical to those found using the slowness surface approach.
Therefore, the fundamental propagating mode in region (1) cannot propagate in region (2).
Any frequency in region (1) that is less than the cutoff in region (2) will simply result in
an evanescent wave in region (2). For a quick calculation of frequency differences, it is also
desired to have an equation relating the change in frequency between regions to structural
dimensions. If we define ∆ω = ω1−ω2 and h = b−c, it is simple to show that the fractional








2.2.3 Higher Harmonic Trapping
The energy trapping discussed earlier is true only for the fundamental mode. However, one
can notice that, for example, if the 3rd harmonic in region (1) is greater than the cutoff
frequency of the fundamental in region (2),
3Va
2b




the 3rd harmonic in region (1) is free to propagate in region (2). To prevent this 3rd harmonic




The ratio will continue to get larger and larger with higher order harmonics. In the limit
as the ratio approaches infinity (as c approaches 0), we are left with the obvious result that
all harmonic modes in region (1) being trapped within.
2.2.4 Perturbation Theory Analysis for Simple Dimensional Perturbations
We now wish to analyze how the varying thicknesses of the structure effect the resonant
frequencies in the corresponding regions in terms of a frequency difference ∆ω = ωp − ωu
using perturbation theory. The perturbation theory is only valid for perturbations up to
approximately 5% of the overall system and is therefore only appropriate for relatively small
dimensional changes in the structure. The addition of material of thickness h can be treated
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as a relatively small perturbation to the original system. We start with the equation given














(∆ρv∗v,u · vv,p − S∗v,u : ∆cE : Sv,p
+ E∗v,u : ∆ε
S : Ev,p + E
∗
v,u ·∆e : Sv,p + S∗v,u : ∆e ·Ev,p)dV
(2.15)
where v is the particle velocity, T is stress, φ is the electric potential, D is the electric
displacement, ρ is the material density, S is strain, E is the electric field, cE is the material
stiffness tensor at a constant electric field, εS is the material permittivity tensor at a constant
strain, e is the piezoelectric coupling tensor, UV V is the total stored energy in the system,
and the subscripts u and p represent state variables of the unperturbed and perturbed fields,
respectively. In this example, the additional thickness perturbation is due to an addition
of material on top of the unperturbed structure with the same mechanical properties so
∆ρ and ∆cE are both zero. We are interested only in these mechanical perturbations at
the boundary neglecting any terms related to the electric potential and displacement and
any perturbations within the volume. Employing the assumption of unperturbed stress-free













ρuv · v∗dV (2.17)
and ρu being the density of the material in the unperturbed system. The volume of the
original system is simply a defined area, A, times the thickness c. Evaluating UV V and






[−v∗v,u ·Tv,p] · n̂dS. (2.18)
With the boundary condition for the perturbed stress being
Tv,p · n̂ = −jωvρuhvv,p (2.19)
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We shall also assume that the electrodes cover the same area A of the unperturbed system.
Thus the fractional change in the resonant frequency of the perturbed system relative to









which, in the limit where h is small, is equivalent to Eq. 2.12.
2.3 Finite Element Analysis of Energy Trapping
Finite element simulations using COMSOL Multiphysics R© can allow for easy visualization
of the energy trapping phenomenon. This software package allows for extremely accurate
simulations of highly complex physical systems by allowing for the inclusion of a variety
of physical parameters and the interdependence of different types of physics (e.g., thermal
effects as a result of electrical conduction).
COMSOL Multiphysics R© provides a variety of high-level simulation modules includ-
ing, but certainly not limited to, the Chemical Engineering Module, the AC/DC Module,
the MEMS Modules, and a set of Multiphysics modules including heat transfer, electromag-
netics, fluid dynamics, etc. Within the COMSOL user interface, a user can draw a desired
structure from scratch or import a CAD file directly from a variety of CAD programs.
Once a structure is defined, a user can define subdomain materials from a list of provided
materials or define their own material by manually defining physical parameters like the
stiffness matrix, the electrical conductivity, etc. Boundary conditions are then required to
solve the PDEs using finite elements. COMSOL allows for a variety of bounday conditions
depending on the type of physics being simulated (e.g., mechanically free or rigid boundary
for structural mechanics or a defined surface charge or electric potential for electrostatics).
Once the simulation domain is fully defined (i.e., defined structure, subdomain settings,
boundary conditions, etc.), there are a variety of analysis types available including static,
transient, frequency response, eigenfrequency, and damped eigenfrequency analyses. Within
16
each of these analysis types there exists a variety of solvers including, but not limited to,
stationary, time dependent, eigenvalue, and parametric solvers. In addition to these avail-
able features, COMSOL allows for user-defined PDEs, integration with external software
such as MATLAB, and a host of other far more complex features, descriptions of which are
outside the scope of this thesis.
In these simulations, we employed the Structural Mechanics physics of the MEMS ap-
plication module to simulate the piezoelectric excitation of ZnO. More specifically, within
the structural mechanics module, we choose the Piezo Plane Strain module. In this mod-
ule, we can include all applicable physics tensors for a material including the permittivity,
piezoelectric coupling, and stiffness tensors. For the following simulations, we have created
a 850nm thick, c-axis oriented slab of ZnO. A screenshot of the structure is shown in Figure
2.4. As shown in Figure 2.5, we set the ZnO to piezoelectric and the material orientation
sets the x − y-plane of the simulation window equivalent to the x − z-plane of the ZnO.
This gives us the desired c-axis orientation.
Figure 2.4: COMSOL screenshot of defined structure
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Figure 2.5: COMSOL screenshot of subdomain settings
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As mentioned previously, COMSOL Multiphysics R© contains a variety of simulation modes
including time-dependent, eigenfrequency, and parametric simulations. For this section we
will use the eigenfrequency mode to visualize the particle displacement and energy trapping
of the laterally-excited (LFE) TSM in a variety of structures, namely, a uniform ZnO slab,
a symmetric structure, and a mesa structure. Using 2760 m/s as the acoustic velocity of the
TSM (v =
√
c44/ρ), the frequency, then, is 1.615GHz. Electrically, the top two boundaries
outside the central region of the domain were both defined as “floating” (n̂ · ~D2 = ρs) as this
allows for the eigenfrequencies of the solutions to correspond directly to the frequency of
an applied electrical excitation. All other boundaries are defined as electrical “continuity”
(which satisfies all standard electrostatic boundary conditions). Mechanically, all surfaces
are defined as being free. Once all subdomains and boundaries are defined, we set the
simulation to search for eigenfrequency solutions around 1.615GHz
Once a simulation run is completed, we can visualize different components of the solution
in a variety of ways. For example, we can visualize the streamlines of the electric field
varying with time, a contour plot of the electric potential, or the particle displacement
in the vertical or lateral directions in the ZnO slab. In this section, we visualize the shear
particle displacement of the solution at a given eigenfrequency. Figure 2.6 shows the leakage
of energy outside the central region when the ZnO is of uniform thickness and the trapping of
the energy in a mesa-shaped structure. The mesa structure is typically considered to be an
“imperfect” energy trapping structure as the abrupt discontinuities in the ZnO thickness
and its asymmetric nature give rise to a variety of laterally-propagating modes. This is
evident by the relative increase in particle displacement outside the central region. In
addition, there is an obvious ripple in the lateral particle displacement plots. We believe
this is not an artifact of the simulations, but rather a coupling of the TSM to flexural modes
in finite plates. This effect in crystal plates was first described by Mindlin [38] in 1951 and
is discussed in Appendix A.
As an attempt to mitigate the ripple effect of the mesa discontinuties, we next simulate
chamfered mesa structures as depicted in Figure 2.7. For each structure, the center ZnO
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Figure 2.6: Shear particle displacement in uniform and mesa-shaped plates
thickness is 850nm, the outer thickness is 700nm, and the mesa height, then, is 150nm. The
only variable is the “length” of the chamfer, w. We simulate structures with w = 0nm,
150nm, 3µm, and 10µm. The width of the center mesa is 20µm, so the 10µm chamfer gives
a peak ZnO thickness at the exact center with a very gradual slope downward towards the
outer regions effectively removing any abrupt discontinuities along the plate. The simulation
results are presented in Figure 2.8 for all four configurations and an isolated plot of the 3µm,
and 10µm chamfers is in Figure 2.9. It is clear in Figure 2.9 that the ripple outside the
central region is eliminated and the shape of the displacement within the mesa is much
cleaner.
Figure 2.7: Schematic of the raised edge of a chamfered structure
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Figure 2.8: Shear displacement in chamfered mesa structures (w = 0nm, 150nm, 3µm,
and 10µm)
Figure 2.9: Shear displacement in chamfered mesa structures (w = 3µm, and 10µm)
While these simulations are promsing for both energy trapping and eleminating edge-
coupled modes in ZnO plates, the configurations used are particularly difficult to fabricate.
With our ZnO thickness on the order of about 1µm or less, precise grading of the mesa would
be extraordinarily difficult with any precision. However, it is known that electroded plates
inherently provide energy trapping under the appropriate conditions (a simple analysis is
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presented in [15]). The next section presents a COMSOL Multiphysics R© analysis of energy
trapping in electroded plates.
2.3.2 Electrode Effects
The energy trapping presented in the previous sections is due only to geometrical changes in
the film in which the acoustic wave is contained. The existence of electrodes, however, can
provide the same energy trapping effect, and this is often taken advantage of in thickness-
excited devices. The presence of an electrode in the path of an acoustic wave has the effect
of lowering its acoustic velocity and, thus, its energy. In order to minimize the total energy
in the structure, the acoustic waves will migrate to regions of lower energy (lower velocity).
Inhomogeneous films could also be used to achieve the same effect. Different regions with
different mass densities and stiffnesses will inherently have different acoustic velocities and,
therefore, different resonant frequencies. These devices would require more elaborate fabri-
cation processes and material compatibilities and will not be explored any further than just
a mention of the possibility. These two possibilities represent simple methods with which to
create energy trapping regions. In our case, trapping within electroded regions is the most
feasible, and one in which we will demonstrate energy trapping in COMSOL simulations.
To simulate this effect, we choose a rather complicated structural geometry in a staggered
electrode structure shown in Figure 2.10.
Figure 2.10: Staggered electrode configuration
The ZnO thickness is 1050nm, with the top and bottom electrodes having thicknesses
of 150nm and 170nm, respectively. The electrode material is aluminum and the physical
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parameters associated with it are predefined in COMSOL. In comparison to the perturba-
tion theory discussed previously, an addition of 150nm and 170nm of aluminum is beyond
the validity of perturbation theory and will result in a variety of nonlinear effects1. Conse-
quently, the Sauerbrey equation [12] is no longer valid. Because of this, it is more difficult
to calculate the resulting resonant frequency of the device to accurately employ a time-
dependent simulation. We will, as before, use an eigenfrequency simulation to determine
the eigenfrequencies and eigenmodes of the structures.
To find the eigenfrequencies of the structure, we employ the eigenvalue analysis in COM-
SOL. All of the subdomain settings are the same as before, with the addition of the alu-
minum electrodes. The actual magnitude of the excitation potential is of no interest so we
assign a floating potential to the top electrode. With the differing thicknesses of electrodes,
we should see two different structural eigenfrequencies. The outer electrodes behave iden-
tically, so we can simulate only the region containing the center electrode and one of the
outer electrodes. Again visualizing the shear particle displacement only, Figure 2.11 shows
the trapping of the TSM above the 170nm electrode at a frequency of 1.203GHz. Figure
2.12 shows the trapping of the TSM below the top electrode (150nm) and, as expected, has
a slightly higher resonant frequency (1.218GHz).
We can also use these simulations to visualize trapped longitudinal modes in the same
regions. The longitudinal acoustic velocity is over 2 times that of the TSM, so the frequencies
will be significantly higher. Again performing an eigenfrequency simulation, we visualize the
vertical particle displacement only. Figures 2.13 and 2.14 show the trapping of a longitudinal
mode above and below the bottom and top electrodes with frequencies of 2.799GHz and
2.833GHz, respectively.
We note here, as well, the existence of the ripple in the longitudinal devices in Figures
2.13 and 2.14. The Mindlin theory used to describe the TSM and flexural coupling cannot
be used exactly to describe this phenomenon. However, Auld [37] mentions that it can be
1Generally, the validity of perturbation theory is usually considered to be only about a 5-10% perturbation
to the original system. An addition of 320nm of aluminum onto 850nm of ZnO is a 37% increase in thickness
alone (ignoring the inertial effects of the electrodes, which can be substantial depending on the material),
far beyond what can be considered a “perturbation” to the system.
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Figure 2.11: Energy trapping of the fundamental TSM above the 170nm Al electrode (f
= 1.203GHz). Shaded areas are the locations of the center and an outer electrode.
Figure 2.12: Energy trapping of the fundamental TSM below the 150nm Al electrode (f
= 1.218GHz). Shaded areas are the locations of the center and an outer electrode.
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Figure 2.13: Energy trapping of the fundamental longitudinal mode above the 170nm
Al electrode (f = 2.799GHz). Shaded areas are the locations of the center and an outer
electrode.
Figure 2.14: Energy trapping of the fundamental longitudinal mode below the 150nm
Al electrode (f = 2.833GHz). Shaded areas are the locations of the center and an outer
electrode.
25
shown that longitudinal (or thickness-extensional) vibrations in a bounded plate lead to
the excitation of dilational modes. This concept is mentioned here only in passing and the
details are beyond the scope of this dissertation and will not be further developed. The
main point to bring across is that the ripple effect for both TSM and longitudinal modes in
bounded plates is unavoidable, but the use of electrodes for inertial energy trapping reduces
the effect of edge-coupled modes.
2.4 Conclusions
The goal of this chapter was to discuss the phenomenon of energy trapping using a variety
of analysis techniques. The transverse resonance technique, the solution of the wave equa-
tion, and perturbation theory were all used to describe the phenomenon and all arrived
at the same general conclusions. Using simulation, we then demonstrated energy trapping
in dimensionally-varying structures, including the symmetric and mesa configurations, as
well as electroded surfaces. The thin plate theory of Mindlin was then applied to our
application and was found, indeed, to describe the coupling of TSM to flexural waves in
bounded plates. This theory was used as a way to explain the ripple in the COMSOL
Multiphysics R© particle displacement plots. While energy trapping is acheived by both
a mesa structure (straight and chamfered) and inertial loading of electrodes, it is noted
here that the displacement ripple is far more significant in the mesa as compared to the
electroded plate, alluding to stronger TSM-to-flexural coupling in the mesa. Not only is
this effect undesirable, the fabrication of any type of mesa-shaped device is rather difficult
with any amount of precision (especially at the thicknesses used in this dissertation). As it
is known that energy trapping occurs under electrodes, the fact that the devices fabricated
herein require excitation electrodes will drive our motivation to abandon the fabrication of
a mesa structure. We will henceforth take advantage of the electrode energy trapping, an
already required and much simpler fabrication step than that of the mesa structure.
With regards to sensing, energy trapping allows for the ability to define the sensitive
area of the device. Coupling this with the variety of surface chemistries available on various
surfaces (e.g., metal-oxides, metals, etc.), this will help to further increase the selectivity of
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these sensors. With the motivation of increasing selectivity in mind, this energy trapping
phenomenon will be a recurring concept throughout the remainder of this dissertation and
will be demonstrated and exploited in a variety of structures in the subsequent chapters.
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CHAPTER III
TRAPPED HYBRID MODES IN SOLIDLY-MOUNTED
RESONATORS BASED ON C-AXIS ORIENTED HEXAGONAL
CRYSTALS
3.1 Introduction
A variety of acoustic modes are available for use in individual devices. Dependent on
device configuration and material type and crystal orientation, thickness-shear, longitudinal,
Rayleigh, surface transverse wave, and lamb modes are examples of a few of these modes. As
sensors, each of these modes provides different responses to a given sample under test (e.g.,
different mass sensitivities, temperature susceptibilites, etc.). The more modes available in
a single device, the more information that can be captured from a single sample. In the
discussion of the finite element modeling of energy trapping in Chapter 2, we explored the
energy trapping of the thickness-shear and longitudinal modes in a thin film ZnO resonator.
This chapter presents the observation and description of another type of mode present in
the same configurations discussed in Chapter 2. The ability to excite this “hybrid” mode
in the same structure as the other modes provides yet another acoustic mode to exploit in
the sensor, potentially leading to a great amount of information captured from the device.
In hexagonal crystals such as AlN and ZnO, the excitation of the longitudinal mode
requires an electrical excitation parallel to the c-axis of the crystal [39, 40] (thickness-
excitation), while the excitation of the thickness-shear mode (TSM) requires an excitation
orthogonal to the c-axis [41–43] (lateral-field excitation). While commonly used in filter
applications, acoustic resonators have also frequently been used in sensing applications be-
ginning with the quartz crystal microbalance [12] in 1959. The frequency of the resonator is
inversely proportional to the thickness of the device and the mass sensitivity is proportional
to a power of the unperturbed resonant frequency [12, 21, 44]. Thus, thinner piezoelectric
films are required for higher mass sensitivity applications, resulting in concerns about device
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fragility as resonant frequencies enter the GHz range. A solidly-mounted resonator (SMR)
incorporating an acoustic reflector [20] eliminates this concern and allows for the deposi-
tion of extremely thin piezoelectric films to obtain frequencies well into the GHz range.
For liquid-phase sensing applications, the TSM is required in the device. In contrast to
the longitudinal mode, an ideal liquid sample theoretically cannot support a shear mode.
Therefore, less TSM acoustic energy propagates into the liquid, resulting in minimal degra-
dation of device Q and, thus, better frequency resolution. Thin film TSM resonators are,
therefore, highly desired in liquid-phase sensing applications.
There has been significant recent work on the excitation of the TSM in hexagonal crystals
using a variety of methods. Without a loss of generality, we will restrict our discussion to
ZnO, which has a hexagonal crystal structure and a long history in piezoelectric devices. As
an example, Wang and Lakin [45] fabricated membrane devices with the ZnO c-axis titled
40 degrees to the surface normal. This configuration incorporates an excitation electric
field at an angle to the c-axis and results in the interesting consequence of exciting both the
TSM and the longitudinal modes. However, these devices require sophisticated deposition
and etching processes and the membrane structure is inherently fragile when dealing in
the GHz range due to the extremely thin film necessary. Link, et al. [46], incorporated
the tilted ZnO into a SMR design [20], eliminating the aforementioned problem of fragility.
However, the tilted ZnO still requires a non-standard modification to traditional fabrication
techniques. In an attempt to make the excitation field more purely lateral through the c-
axis, Pang, et al. [47], used a lift-off technique for self-aligned c-axis ZnO to incorporate
direct lateral field excitation (LFE) of the TSM. This eliminates the need for titled ZnO,
and while these devices were solidly mounted, they did not incorporate an acoustic reflector
and suffered from low Q. Corso, et al. [41], showed the excitation of the TSM in highly
c-axis-oriented ZnO on a fabricated acoustic reflector stack using only a single mask step
for top-layer excitation electrodes. These devices eliminated the need for any elaborate
deposition or lift-off techniques and are attractive due to their fabrication simplicity. A
common way of verifying the existence of the TSM is to calculate the acoustic velocity of
the mode from the measured resonant frequency and the device thickness. Assuming an
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ideal air-backed resonator (or air on top with a perfect acoustic reflector on the bottom),
the velocity is simply calculated as v = f(2d), with d being the thickness of the device.
Using bulk ZnO material properties in Rosenbaum [42], the calculated piezoelectrically-
stiffened TSM velocity in ZnO is 2841m/s. Wu, et al., calculated the TSM velocities to be
2577m/s and 2733m/s for sputtered and epitaxial ZnO, respectively [48]. These velocities
are theoretical calculations to which we can compare measured velocities to verify the TSM.
Accounting for differences in ZnO material properties, deposition processes, parameters, and
techniques, TSM velocities calculated from measurement should be within a few percent of
these theoretical values. Figure 3.1 shows a plot of the range of calculated mode velocities





































Figure 3.1: Variation of reported TSM and “hybrid” velocities
The reported values of the TSM velocity range from 2830-3368m/s. Using the same
device structure as Corso, et al. [41], Wathen, et al. [24,26], observed a mode with a velocity
of 3500m/s and an average Q of about 1900. With this velocity being nearly 1000m/s off
from the quoted sputtered ZnO TSM velocity, this mode was deemed a hybrid mode and
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is thus not considered a pure TSM. The values in Figure 3.1 are all measured on devices
employing sputtered ZnO. Using the sputtered ZnO TSM velocity (2580m/s) [48] as a
baseline, these values show a 20-36% deviation from the theoretical value. Even considering
inherent differences in deposition parameters and ZnO crystallinity, it is difficult to attribute
this amount of measured variance to an observed pure TSM.
It should be noted that only the ideal cases of thickness-excitation and lateral-field ex-
citation generate the pure longitudinal and thickness shear modes, respectively. Thickness-
excitation requires a piezoelectric film sandwiched between two electrodes to provide for an
electric field parallel to the c-axis. Lateral-field excitation (LFE) requires electrodes to be
on the sides of the film to provide a field orthogonal to the c-axis. In idealized models, these
two configurations ignore fringing fields at the edges of the electrodes [42]. In real devices,
however, these fringing fields are unavoidable, resulting in a far more complex excitation
field than in the ideal case. In addition to the desired pure mode, this impure field has
the capability to excite a variety of acoustic modes, which may result in a far more com-
plex resonant mode structure than the pure mode. This resulting mode structure may be
considered a hybrid mode.
In this chapter, we present an experimental verification and a theoretical description of
a hybrid acoustic mode presumably due to impure electrical excitation. We begin first with
experimental observations of a resonant acoustic mode in two different electrode configura-
tions on a ZnO SMR with an effective velocity that varies with ZnO thickness. A derivation
of three governing partial differential equations that describe the coupling of longitudinal
and shear particle displacement and the resulting piezoelectrically-generated potential is
then presented as a potential explanation for the hybrid mode. Finite element simulations
of the two experimental SMR device configurations are presented and an eigenmode analysis
confirms the existence of a resonant coupled mode trapped in the ZnO film. The simulation
results are then compared to those in experimentally measured devices. The experimental
data is shown to agree with the simulated data within 1.5%.
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3.2 Experimental Investigations
The devices used in the studies shown in Figure 3.1 have a variety of electrode configurations,
ZnO thicknesses, and, if employed, reflector layer thicknesses. For simplicity, we wish to
reduce the variability in our study to only two independent variables, i.e., the electrode
configuration and the ZnO thickness. Each of two electrode configurations will be analyzed
individually, so the experiment reduces further to two separate experiments, each depending
only on the ZnO thickness. The goal of this section is to determine how the resonant
frequencies and effective acoustic velocities vary with ZnO thickness.
Beginning with the method outlined in Corso, et,al. [41], we fabricated our own devices
using the two well-defined electrode configurations shown schematically in Figure 3.2.
(a) Staggered configuration
(b) Floating top electrode with buried electrodes
Figure 3.2: Electrode configurations
The configurations were chosen specifically to excite the TSM in the devices using LFE.
The acoustic reflector stack and ZnO layer shown in Figure 3.2 were fabricated using a
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Unifilm PVD sputtering system [41]. The stack is composed of alternating W and SiO2
layers of 640nm and 1000nm thicknesses, respectively. The stack is then followed by the
first Al electrode layer patterned using standard photolithography lift-off procedures and a
CVC e-beam evaporation system. A scanning electron microscope image of the cross section
of an actual device is shown in Figure 3.3 as an example of a fabricated stack.
Figure 3.3: SEM cross section of fabricated SMR (fabricated by the author)
The electrodes start with a seed layer of 30nm of Cr on which 145nm of Al are evapo-
rated. The ZnO is then RF sputtered in a 3% O2 environment. As opposed to a uniform
deposition, however, we deposit a highly non-uniform ZnO layer ranging from 1434nm at
the center down to 1015nm at the edge of the 3-inch wafer. The top electrodes are then
patterned in the same manner as the bottom. The final step is to etch the ZnO away in
the appropriate locations to allow for access to the buried electrodes. The etch holes are
patterned onto the wafer and a wet etch of DI water:HNO3:HCl (80:3:1) is used to remove
the excess ZnO. The thicknesses of the ZnO and electrodes were all verified by a Tencor
Alpha-Step Profilometer. The one-port scattering parameters of the devices were captured
on a HP 8753C Network Analyzer with a 85047A S-parameter test set. Cascade Microtech
ACP40-GSG-400 probe tips were used to probe the devices. The measured resonant fre-
quencies and effective velocities are given in Table 3.1.
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Table 3.1: Measured Resonant Frequencies and Effective Velocites
Buried Electrodes Staggered Electrodes
ZnO (nm) f0 (GHz) Velocity (m/s) f0 (GHz) Velocity (m/s)
1015 1.5496 3140 1.5482 3143
1111 1.4834 3296 1.4991 3331
1211 1.4374 3481 1.4614 3540
1324 1.4016 3711 1.4322 3792
1383 1.3731 3797 1.4123 3906
1434 1.357 3891 1.3398 3843
As shown in Table 3.1, for each electrode configuration, the resonant frequency de-
creases expectedly with increasing ZnO thickness. However, it is also apparent that the
effective acoustic velocity increases with increasing ZnO thickness, continually diverging
from the theoretically calculated TSM velocity in sputtered ZnO [48] of 2577m/s. In ad-
dition, Shockley, et al., showed the trapping of acoustic energy by the inertial loading of
electrodes [15] resulting in a lower acoustic velocity below (or above) them. Examining the
electrode configurations used in Figure 3.2, we see that the wave should then only be con-
tained in the three regions of the ZnO that are directly below the top and above the bottom
electrodes. In the case of the buried electrodes, the additional inertial loading due to the
floating plate should further lower the acoustic velocity in the energy-trapping regions, thus
lowering the resonant frequency for the same ZnO thickness as compared to the staggered
configuration. Therefore, for any ZnO thickness, a resonant mode in the staggered configu-
ration of Fig. 2(a) should continually have a higher effective velocity than that in the buried
configuration of Fig. 2(b). As shown in Table 3.1, this effective velocity difference is, indeed,
experimentally observed in all cases except the thickest staggered electrode configuration.
3.3 Theoretical Treatment
Considering prior reports and the data gathered in Section II, it can be concluded that the
observed mode was not the pure TSM we originally desired. With an effective velocity that
increases with ZnO thickness, we can assume that the observed mode must be a kind of
hybrid mode, possibly similar to that observed by Wathen, et al. [24]. In this section, we
describe the hybrid nature of the mode as a coupling between shear and longitudinal waves.
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As a theoretical treatment of the hybrid modes in these devices, we will begin with the first
principles of piezoelectric and acoustic phenomena as well as imposing some constraints on

















































For hexagonal crystals, like ZnO, the material tensors have the following form:
cE =

c11 c12 c13 0 0 0
c11 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
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where cE is the stiffness tensor at a constant electric field, e is the piezoelectric coupling
tensor, and εS is the permittivity tensor at a constant strain. We will use the following
form for the constitutive relations:
T = cE : S− ē ·E (3.3a)
D = ē : S + ε̄S ·E. (3.3b)
For the particular configurations of the SMR devices being investigated, we search for
solutions confined to a set of general restrictions for a wave propagating in the x1−x3-plane
as illustrated in Figure 3.4.
Figure 3.4: Device orientation
Primarily, we restrict the solutions to a 2-dimensional approximation with no field vari-
ations in x2. Therefore, the desired particle polarization has components only in x1 and
x3 directions (i.e. u1 and u3 are both nonzero, u2 = 0) and the electric potential (φ) also
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The application of Newton’s Law and Gauss’ Law for dielectrics to the stress and dis-
placement tensors, respectively,




∇ ·D = 0 (3.6)


































Since we have assumed no particle displacement or field variations in the x2 direction,
we can eliminate the equation in u2 and any partial derivatives with respect to x2. Plugging








+ (c13 + c44)
∂2u3
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These equations represent the governing set of coupled PDEs for the desired set of solutions.
The complexity of these equations due to the inherent coupling of u1 and u3 as well as the
coupled dependence on φ in the equation for u1 in (3.8a) make an analytical solution to
these equations difficult to obtain. But, there are several interesting qualitative features
embedded in the equations that shed a bit more light on the coupling between the particle
displacements.
First, let us consider that potential solutions include modes which are a superposition
of LFE and thickness-excited waves. As described in section 3.1, each of these excitations
theoretically produces a pure thickness-shear and longitudinal wave, respectively. Applying
the restrictions appropriate for each of the pure modes, we should observe the decomposition
of the coupled PDEs into the wave equations for the pure modes. For a laterally-excited
TSM, we require that only lateral particle displacement, i.e. u1 components, exist. Further,
for the ideal case, all variation of particle displacement in x1 is eliminated, i.e. ∂/∂x1 =
0. Also, in LFE devices, a traveling piezoelectrically-generated potential does not exist
(reference [42]). Therefore, terms in u3, terms involving the electric potential, and any
terms with 2nd partial derivatives with respect to both x1 and x3 are all zero. Under these





which is the fundamental wave equation for a propagating TSM in a c-axis oriented hexag-
onal crystal.
We now wish to see if the equations decompose into the pure longitudinal mode in
ZnO. In this case, we will restrict the conditions to waves with particle displacement in u3
only and with field variation in the x3-direction. Therefore, all mixed partial derivatives
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are again zero. In contrast to LFE devices, an internal potential does exist in thickness
excitation, and varies in the direction of the excitation itself [42]. Therefore, the potential

















The decomposition of the coupled PDEs into the solutions for the pure TSM and lon-
gitudinal modes provides verification that the derived equations are, in fact, describing the
coupling between longitudinal and shear particle displacements that reduce to the pure
modes provided we apply the appropriate restrictions.
3.4 Finite Element Modeling of Hybrid Modes
Given the complexity of the governing equations derived above, we now use a finite el-
ement simulation package, specifically COMSOL Multiphysics R© , to gain further insight
on the potential solutions of (3.8). Using the MEMS multiphysics module of COMSOL,
we can simulate the piezoelectric generation of acoustic waves and examine resulting par-
ticle displacements, potentials, etc. In this section, we simulate SMR device response by
employing the eigenfrequency simulation in COMSOL to determine the eigenmodes of our
experimental structures used in Section 3.2 (Fig. 3.2).
We use the default ZnO stiffness, permittivity, and piezoelectric coupling tensors in
COMSOL as the material parameters. We first define the materials in each subdomain of the
simulation (i.e., W, SiO2, Si, and c-axis ZnO). Next, the mechanical boundary conditions
of every boundary are defined as free-moving boundaries. Referring to Figure 3.2, the
boundaries of the electrodes defined as “ground” were set to ground in the simulation. The
“signal” electrodes were set to floating (n̂ · ~D2 = ρs) as this allows for the eigenfrequencies
of the solutions to correspond directly to the frequency of the applied electrical excitation.
In the experimental devices, the electrical excitation occurs only at the ground and signal
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electrodes. No other boundaries are physically connected to either the ground or the signal
paths. Therefore, all other metal boundaries must be regarded as having floating potentials
as well. To accommodate this effect, we set all tungsten boundaries and the floating plate
to a floating condition. All remaining boundaries were set to electrical continuity [i.e.,
n̂ · ( ~D2 − ~D1) = 0].
With regards to physical dimensions, the simulated structures are identical to our ex-
perimental structures presented in Section II. The W layers are 640nm, the SiO2 layers are
1000nm, the electrodes are 175nm thick and 40µm wide, and the lateral gap between the
electrodes is 20µm. The overall structure is 200m wide and the floating plate in Figure 2(b)
is 180µm wide. The initial ZnO thickness is 1015nm. Later, we increase the ZnO thick-
ness to match the experimental thicknesses shown in Table 3.1 and observe the resulting
eigenmodes.
Considering the conditions prescribed in Section 3.3, we desire a mode with energy
mostly contained within in the ZnO layer and propagates only in the x1−x3-plane. Further,
due to the energy trapping considerations described in Section II [15], the mode should also
be trapped laterally within the confines of the electrodes. Due to structural imperfections
and the physical necessity for finite Q, some energy leakage outside of these regions is
expected and will be present in all satisfactory solutions. For a ZnO thickness of 1015nm,
the mode profiles that satisfy these criteria are shown in Figures 3.5 and 3.6.
Since these are the only simulated modes present in the structure that satisfy our criteria
described above, we now search for these modes in ZnO layers of varying thickness. The
criteria for the desired mode structure are identical for each ZnO thickness. We simulate
the devices structure for each of the ZnO thickness shown in Table 3.1. Table 3.2 shows
a comparison of the resulting simulated eigenfrequencies and effective velocities for this
mode and the experimental results as the ZnO thickness varies. This data is also displayed
graphically in Figures 3.7 and 3.8.
Expectedly, like the experimental data, the simulated frequency of the mode decreases
with increasing ZnO thickness. Again like the experimental results, the effective velocity
increases with increasing ZnO thickness. Notably, the simulation results agree with the
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Figure 3.5: Particle displacement magnitude in staggered electrode configuration (solid
vertical lines show edges of center top electrode in Figure 2(a))
Figure 3.6: Particle displacement magnitude in electrode configuration with a floating top
plate (solid vertical lines show edges of center buried electrode in Figure 2(b))
experimental results within 1.5%. This high level of agreement is further confirmation that
the observed mode is not pure but, in this case, is a coupled hybrid mode between the longi-
tudinal and shear particle displacements in the ZnO. An interesting observation is that, for
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Table 3.2: Simulated and Measured Frequencies and Effective Velocities
Buried Electrodes Staggered Electrodes
ZnO Simulated Measured Simulated Measured
nm GHz m/s GHz m/s % diff GHz m/s GHz m/s % diff
1015 1.5476 3141 1.5496 3145 0.15 1.5497 3146 1.5482 3143 0.09
1111 1.4658 3257 1.4834 3296 1.18 1.5034 3341 1.4991 3331 0.29
1211 1.4430 3495 1.4374 3481 0.4 1.4645 3547 1.4614 3540 0.21
1324 1.3811 3657 1.4016 3711 1.46 1.4308 3789 1.4322 3792 0.1
1383 1.3678 3783 1.3731 3797 0.39 1.4153 3915 1.4123 3906 0.21
1434 1.3507 3873 1.357 3891 0.46 1.3430 3852 1.3398 3842 0.24
all ZnO thicknesses, the simulated staggered electrode configuration has a higher effective
velocity than the floating plate configuration (confirming the energy trapping phenomenon)
with exception to the thickest ZnO layer. Even this apparent anomaly as previously men-
tioned in Section 3.2 agrees with experiment within 0.24%.
Figure 3.7: Measured and simulated resonant frequencies (“top plate” refers to the floating
top plate configuration)
3.5 Model Validation Using an Alternative Structure
Wathen, et al. [24] observed what was deemed a hybrid mode with an effective velocity of
3500m/s. The device structure used in that study is fundamentally different than the two
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Figure 3.8: Measured and simulated effective velocities (“top plate” refers to the floating
top plate configuration)
used here in Section II and is shown schematically in Figure 3.9. This structure is identical
to that used in Corso, et al., [41]. Due to the assumed hybrid nature of the observed mode,
we now simulate the exact device structure used in the 2009 study as a validation of the
models presented in Sections 3.3 and 3.4.
Figure 3.9: Typical LFE structure
The COMSOL subdomains and boundary conditions are set up identically to those
presented in Section 3.4. Dimensionally, the structure is identical to that used in Wathen,
et al. [24]. An eigenfrequency simulation is used to find modes of a coupled nature in the
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ZnO layer and trapped under the electrodes. With a 680nm thick ZnO layer and 40µm
wide electrodes, the aspect ratio under the electrode is nearly 60:1. This extreme aspect
ratio results in an extraordinary number of eigenfrequencies of the structure due to the
number of possible spatial harmonics of the solutions. However, we find only one solution
in the simulation that acceptably satisfies the conditions prescribed in Sections 3.3 and 3.4.
The simulated eigenfrequency of this mode was 2.594GHz with the measured frequency
in Wathen, et al., equal to 2.588GHz. The simulated effective velocity equaled 3527m/s
with the measured equal to 3519m/s. The relative difference between the simulation and
measurement, then, is equal to 0.2%. This alludes to a high confidence in the validity of
the model presented in this study for describing the observed modes in the literature as a
type of hybrid mode comprised of coupled longitudinal and shear particle displacements.
3.6 Conclusions
Historically, there has been a large discrepancy between measured and theoretical velocities
of the TSM in ZnO bulk acoustic resonators, as presented in Figure 3.1. We present an
experimental verification of the discrepancy in ZnO SMR structures with two different elec-
trode configurations. The ZnO thickness varied from 1015nm to 1434nm and the effective
acoustic velocity through the thickness was found to increase with increasing ZnO thick-
ness. A 2D theoretical analysis from the first principles of piezoelectric wave propagation
has been presented. We show the possibility of the existence of a hybrid acoustic mode with
coupled longitudinal and shear particle displacements. Finite element simulations of our
experimental device structures show eigenmodes in the ZnO layer that satisfy the criteria of
vertical and lateral energy trapping and a coupled mode structure. The eigenfrequency of
the trapped mode at each thickness was used to calculate the effective velocity for that mode.
These simulated velocities are within 1.46% of the experimentally measured velocities. We
then validated the model by simulating a previously reported “hybrid” mode structure. The
simulation results of this alternative device structure are within 0.2% of experimental mea-
surements. We believe this is a first step toward explaining frequent discrepancies between
measured and theoretical TSM values by way of a hybrid acoustic mode.
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From a sensing perspective, it is evident that with the proper surface chemical treatment,
this mode will provide more information about a sample than just the pure modes. One
thing to note, however, is that the coupled nature of the particle displacement is expected
to degrade device performance in a liquid sample as the longitudinal component is radiated
into the fluid. Whatever the consequence of a liquid sample, however, the addition of this




MULTI-MODE ZNO SOLIDLY-MOUNTED RESONATORS
4.1 Introduction
The previous chapter discussed the existence of a “hybrid” acoustic mode found in SMR
devices. With our current configuration, this hybrid mode is unavoidably excited, in addi-
tion to the desired TSM or TE modes. An obvious next question is, then, can we excite
and support all three modes in a single device?
Multiple modes excited in a single, solidly-mounted ZnO bulk acoustic resonator would
provide a multi-band resonator operating at non-harmonically related frequencies in the
GHz range. This type of device could be useful in multi-band communication filter applica-
tions. In addition, the advantages of a multi-mode device could be significant in biological
sample analyses, since the TSM is desireable for liquid-phase sensing while the TE mode is
applicable in vapor-phase sensing. A common method of exciting both modes has histori-
cally been explored using inclined c-axis ZnO [49].
In c-axis ZnO, the excitation of the TSM requires lateral-field excitation [41] while the
TE mode requires thickness excitation. Due to the different velocites of the TSM and TEM
modes, the corresponding wavelengths in any material are different. This implies that the
reflector stack designed for the TSM may not be properly tuned for the TE mode, and vice
versa. Therefore, different devices with different electrode and reflector designs are needed
to excite the TSM and TE bulk acoustic modes with each device optimized for a single
mode. In this chapter, we present a single electrode geometry with one reflector design
tuned to support both the TSM and TE modes in a single resonator. Futher, we present
multi-mode device characterization with respect to liquid sample viscosity and conductivity.
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4.2 Multi-Mode Devices
4.2.1 Electrode and Reflector Design
A cross-section of our device geometry is shown in Figure 4.1 with a photograph of our
fabricated device shown in Figure 4.2. The device footprint is approximately 400µm x
400µm making it ideal for on-chip integration. This thickness-excitation configuration is
traditionally used for TE mode resonators. However, the existence of the TSM in this
configuration due to off-axis excitation is reported in [50].
Figure 4.1: BAW resonator configuration cross-section
Figure 4.2: Photograph of the fabricated device
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The acoustic reflector is constructed by a stack of quarter wavelength thick materials
of alternating high and low acoustic impedance. The stack provides acoustic isolation by
approximating air boundary at the piezo-stack interface. Each material layer in the reflector
stack can be modeled as a transmission line. The impedance seen by the acoustic wave (Zin)

















where hn is the length of the transmission line (thickness of the layer), λn is the acoustic
wavelength in the material of layer, Zn is the characteristic acoustic impedance Zn of the
layer and Zn−1 represents the impedance on the other end of the transmission line (the






For a stack of alternating low and high impedance layers deposited on a Si wafer, the net
Zin for an acoustic wave incident on the piezo-stack boundary as shown in Figure 4.1, can
be written as follows:










If the ratio of Zl to Zh is less than one, then the input impedance seen by the acoustic
wave will approach zero. This results in the overall stack approximating the effect of a pure
air boundary, thus providing acoustic isolation from the substrate. The acoustic impedance
for the TSM is given by ZTSM =
√
ρ · c44 for a wave propagating along the c-axis, where
ρ is the mass density and c is the appropriate stiffness constant. Similarly, the acoustic
impedance of the TE is ZTE =
√
ρ · c33. Since the acoustic impedance is a function of
the stiffness coefficient, each material offers different impedance to different types of waves.
Since the acoustic wave velocity is also dependent on c, the frequencies of the the propagating
TSM and TE modes are different. Hence, the same set of reflector layers will reflect both the
TSM and TE waves at different frequencies. A judicious choice of the resonator thickness
can then be made to establish the TSM and TE modes within the reflector bandwidth for
each mode, respectively.
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Considering all the above mentioned parameters that affect the design of a reflector,
we chose a combination of tungsten and silicon dioxide (W/SiO2). The W/SiO2 combi-
nation offers a very high impedance mismatch and, hence, a very wideband response. A
MATLAB R© script was written to simulate the reflector response based on (4.1). The
quarter-wavelength thickness of each layer was chosen by an interative simulation of the
reflector response to give a reflectance band in the GHz range for both the TSM and TE
modes simultaneously. The resulting reflection coefficients are shown in Figure 4.3. it is
evident from these results that this reflector can reflect both the TSM and TE modes in
the GHz range, provide the ZnO thickness is chosen appropriately.
Figure 4.3: Simulated reflector response
In order to calculate the appropriate ZnO thickness to accommodate both modes of
interest, we must determine the efficiency of the reflector in supporting both modes at
a given ZnO thickness. We first recalculate the reflector response as a function of ZnO
thickness, d (rather than frequency: d = V/2f0). The two reflector responses are multiplied
(equivalent to a logical AND operation), and the result is plotted in Figure 4.4. This new
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plot offers a metric by which to determine the reflection efficiency for both modes at a given
ZnO thickness; the closer this product is to 1, the more efficient the reflector will be in
supporting both the TSM and TE modes. As shown in the shaded area of the plot, we
target a ZnO thickness of approximately 1125nm +/- 80nm. In choosing the ZnO thickness
using this metric, we have optimized the multi-mode support of the device.
Figure 4.4: Calculated combined TSM and TE reflector response
4.2.2 Experimental Results and a Demonstration of Energy Trapping
Approximately 50 devices were fabricated following the protocol described in [25] and mea-
sured using a Cascade Microtech Probe Station with an HP8753 Network Analyzer. The
measure results shown in Figure 4.5 clearly show the multi-mode functionality of the single
multi-mode device. Table 4.1 summarizes the measure frequencies, calculated acoustic ve-
locities, and quality factors of each mode. In addition to the desired TSM and TE modes,
this device also excites the “hybrid” mode, described in the previous chapter and in [24–26].
This mode lies between the TSM and TE frequencies at about 1.5GHz. Since this is a non-
harmonically-related mode to the desired TSM and TE modes, it could potentially have a
variety of uses in communications and sensing applications.
As described in Chapter 2, both the TSM and TE modes exhibit energy trapping under
electrodes. The excitation and trapping of the TE mode is obvious and its excitation
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Figure 4.5: Measured s11 response of representative multi-mode device
Table 4.1: Multi-mode quality factors, resonant frequencies, and acoustic velocities
Quality Factor
Mode Type Average Range Avg. Resonant Freq (GHz) Avg. Velocity (m/s)
TSM 480 400-500 1.2 ∼2600
Hybrid 700 500-800 2.3 ∼3320
TE 910 800-1000 2.3 ∼5100
occurs between the electrodes. The TSM, however, relies on off-axis excitation outside
the top electrode, but in order to minimize total energy, inertial loading effects will pull
and trap the TSM under the top electrode. To verify this effect, we fabricated devices
with varying electrode thicknesses. It is shown that the resonant frequencies of all three
modes decrease with mass-loading on the top electrode (Figure 4.6), indicative of energy
trapping of all modes beneath the top electrode. It is necessary to be aware of this fact when
designing sensors with chemically functionalized surfaces. In order to increase overall sensor
sensitivity, because the modes are trapped under the top electrode, the surface chemistry
should be tailored appropriately for the electrode material. One example of such chemistry
would be a thiol-based chemistry on a gold electrode. The details of such chemistries are
beyond the scope of this thesis, but are mentioned here with regards to further work that
must be addressed for sensing applications.
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Figure 4.6: Measured top electrode thickness vs. resonant frequency
The theoretical acoustic velocities on the TSM and TE modes are approximately 2800m/s
[42] and 6100m/s [14]. The measured velocities in this section are notably lower than the
theoretical predictions because of the energy trapping phenomenon and the inertial effects
of the electrodes. In a first-order approximation, the mass sensitivity of a device is pro-
portional to the square of the unperturbed resonant frequency [12]. The frequency of the
TE mode is more than twice that of the TSM, resulting in slightly over a 4-fold increase
in mass sensitivity. The deviation of the TE velocity from the theoretical as compared to
the TSM is, then, approximately 4 times larger. The effect is confirmed experimentally and
presented in Table 4.1.
4.3 Multi-mode Device Characterization
Due to the multi-mode nature of the devices described thus far in this chapter, we have
access to a tremendous amount of data from a single device. A variety of parameters
including, but not limited to, resonant frequencies, Q factors, and coupling coefficients
extracted from a device under test can all offer insight into the physical parameters of a
sample. In this section, we explore the extraction of three resonant frequencies (s11, series,
and parallel) and three corresponding Q factors (s11, series, and parallel). This results in a
total of 18 measured device parameters from which to deduce sample information. A whole
host of other points of interest within the resonance region of the response are available as
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well [51], but while these points may provide even more insight into sample properties, we
limit ourselves here to the three frequencies previously mentioned. The data provided herein
are intended to be a sufficient proof-of-concept of the myriad data that can be extracted
by these multi-mode devices. Further data analyses - including exact physical parameter
extraction (e.g., viscosity, stiffness) and theoretical modal sensitivities to sample parameters
directly from measurements - are beyond the scope of this thesis but are recommended for
significant future work.
4.3.1 Series and Parallel Frequencies
For simplicity, let us consider the BVD model of an acoustic resonator in its simplest form.
The RLC “motional arm” of the network represention the acoustic motion of the resonator
with the parallel capacitor representing the static capacitance of the device itself. We are
Figure 4.7: Butterworth-Van Dyke model of an acoustic resonator
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The series and parallel resonant frequencies are defined as the location of the minimum
and maximum impedance, respectively. Therefore, in the limiting case of R = 0 (lossless










For lossy resonators, the Q factor is dependent in part on R in Equation 4.5 [52], which is
dependent on the viscosity of the resonator material as well as the density-viscosity product
of a sample under test [53].
Examining the expressions for the resonant frequencies, it is evident that only the paral-
lel frequency is dependent on C0. C0 is dependent entirely on the device configuration and
is discussed in the following section. The series frequency, however, is independent of C0
but rather dependent only on Ca and L. With Ca representing the elasticity of the plate,
we assume here that it can be considered constant under Newtonian liquid loading [53].
In addition, L is dependent on the density-viscosity product of a liquid sample, as with
R [53]. Thus, the parallel frequency is sensitive to a combination of mechanical and electri-
cal parameters with the series frequency representing only mechanical effects. Proper device
design and data analysis, then, would allow for the isolation of mechanical and electrical
sample parameters from measured resonant frequencies and Q factors.
4.3.2 Multi-mode Static Capacitance Considerations
As previously shown, the parallel resonant frequency is dependent on the static capacitance
of the device. The multi-mode capabilities of the devices discussed previously are directly
caused by the impure electrical excitation inherent in the electrode configuration. Many
other electrode configurations, including the structures considered in Chapter 3, can excite
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multiple modes. The resonant characteristics of these modes, however, are dependent on
whether the SMR itself can support all excited modes. Considering an identical SMR for
a variety of electrode configurations, the static capacitance of the device and its sensitivity
to sample permittivity are of critical importance with regards to device integration. In
this section, we consider liquid sample effects on the static capacitance, and, thus, the
parallel frequency, of the multi-mode device above as compared to the common coplanar
configuration for LFE of the TSM as described in Section 3.5.
A typical TSM is excited using lateral-field excitation from coplanar electrodes on the
top of the ZnO film (Figure 4.8). This device relies entirely on fringing fields to excite the
TSM. In air, a vast majority of the electric field is contained within the ZnO film. When
the device is exposed to a liquid sample, the electric field distribution will be altered by
the presence of the liquid and its electrical characteristics, namely, its permittivity and
conductivity (if applicable). Consider a sample of DI water. By definition, DI water has a
very low conductivity, but a relative permittivity of 80 (See footnote1). With the relative
permittivity of ZnO in the x − y-plane being 8.6, the addition of a water sample, then, is
effectively equivalent to adding a capacitor 9 times larger than a bare device in parallel with
the original device.
Figure 4.8: Typical LFE configuration
1The relative permittivity of water is 80 at DC and we use this only for sake of comparison. The overall
dielectric constant of water, however, is complex and varies with frequency. For example, the measured
complex dielectric constant of pure water at 2.05GHz - easily in the frequency range of our devices - is
76.44 + j7.92 (Reference [54]). The imaginary component of the dielectric constant shows that there will be
electrical loss at that frequency.
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Conversely, the multi-mode device structure is more of a pure capacitor structure to
begin with. In contrast to the coplanar LFE arrangement which relies entirely on fringing
fields, the structure of the multi-mode device, as in Figure 4.1, results in a majority of the
field contained between the electrodes in the ZnO film. Only the edge effect fringing fields
on the edge of the top electrode are in possible contact with a liquid sample placed on the
device. The result is a minimal effect on the static capacitance of the device in a liquid





as a rough estimate of the capacitance for each structure. For the coplanar device, d = 20µm
with d = 850nm for the multi-mode device. It is clear that the multi-mode device has a
significantly higher capacitance to begin with, but it is suspected that its sensitivity to
external permittivity is much lower than that of the LFE device. This capacitance effect
was simulated using the COMSOL Multiphysics R© Electrostatics Module. Capacitance
is defined as charge/volt, or C = Q/V . For simplicity in calculations, a total charge of
1C was placed on the signal electrode in each device configuration. The other electrodes
were grounded. The voltage on the signal electrode was then extracted from the simulation
results and the resulting capacitance was readily calculated as 1/V. The simulation results
are shown in Table 4.2.
Table 4.2: Static Capacitance Calculations for the Multi-Mode and LFE Devices
Multi-Mode Device LFE Device
Capacitance in air (pF) 23 0.897
Capacitance in water (pF) 30 12.38
Relative difference 30% 1306%
When using either the BVD model or the Ballato model to simulate the resonances in
these devices, these values control the static capacitance used in the model. The significant
difference in unloaded capacitance is expected as parallel-plate capacitance is inversely
proportional to d. As a first estimate, the d for the SL device is 850nm while the “d” for the
LFE device is on the order of 20µm. Everything else being the same, the result is about a
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23-fold increase in capacitance for the SL device from the LFE device. The striking figure
in this table is that the LFE device capacitance is 43 times more sensitive to a water sample
than the multi-mode device. This suggests, then, that the fringing fields inherent in these
devices are more sensitive to the electrical aspects of sample than those of the multi-mode
device. If analyses are available to extract mechanical and electrical effects, this can be
considered of no consequence and, in fact, may be desired. However, it is also noted that
the LFE device should be far superior to the multi-mode device in permittivity sensing
itself. In fact, coplanar waveguides are used extensively in on-chip dielectric spectroscopy
platforms [6].
4.3.3 One-Port S-Parameter Characterization
The above sections provide motivation for analyzing the measured impedence of these multi-
mode devices. Impedance measurements are easily obtained from vector network analyzer
S-parameter measurements by a simple conversion. However, we continue now with a cri-
tique of S-parameter measurements alone and their utility in deducing specific information
about a sample under test. Without a loss of generality, we limit ourselves here to 1-port
measurements. As S-parameters are complex by nature, normalizing to 50Ω they can be
represented as
s11 = a+ jb. (4.8)
For a 1-port device, the s11-parameters are equivalent to the reflection coefficient, Γ. We
then express s11 as





z11 = zr + jzi. (4.10)
Using the expression for z11 and separating s11 into its real and imaginary parts, we arrive




|z11|2 + 2zr + 1
+ j
2zi
|z11|2 + 2zr + 1
. (4.11)
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In a similar manner, an expression for z11 in terms of the real and imaginary parts of s11








The series and parallel frequencies and Q factors are embedded in the complex impedance
comprising the s11-parameters. Given the inherent relationship between mechanical and
electrical parameters of a sample and the impedance spectrum, a simple expression for
these directly from Equation 4.11 is not intuitively obvious, although may certainly exist.
Considering the relative ease of the s11-to-z11 conversion given by Equation 4.12 and the
parameters embedded in the impedance, we choose to perform this conversion throughout
the rest of this thesis and extract qualitative data from the impedance. For complete-
ness, however, we also provide any observations from the s11 data, when applicable and/or
available2.
To summarize, we will be examining the effects of liquid loading on the s11, series, and
parallel resonant frequencies and their corresponding Q factors. The s11 frequency is defined
as the local minimum of the s11 measurement and the series(parallel) frequency is defined
as the frequency where the magnitude of the impedance is a minimum(maximum) [42]. A
variety of methods for calculating Q are available [14,24,42], but we choose here to calculate












where f = fs or fp.
4.3.4 Viscous and Conductive Liquid Measurements
Applying the arguments made thus far, it is evident that water loading an acoustic resonator
operating in the TSM should not experience a significant loss in performance. Conversely,
2As will be seen in the following section, certain Q calculations are invalid due to extreme mode dampening
under liquid samples
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a resonator operating in the longitudinal mode should experience an extreme loss of perfor-
mace due to the radiating of the acoustic field into the liquid. With regard to the hybrid
mode in the multi-mode devices, the effect of water loading is yet to be determined. It
is suspected that since the wave itself can be considered a combination of shear and lon-
gitudinal particle motions, the longitudinal component of the wave would be suppressed
while the shear component would be retained. Further, considering the effects of the TSM-
flexural mode coupling described in Chapter 2 and impure electrical excitation described in
Chapter 3, it is reasonable to assume that neither the TSM nor the longitudinal modes are
pure. Figures 4.9 and 4.10 show a wideband example of the effect of water loading on the
multi-mode devices. The modes are ordered the TSM, hybrid, and longitudinal going from
low to high frequency.
Figure 4.9: s11 of unloaded and water-loaded multi-mode device
It is clear from Figures 4.9 and 4.10 that each mode experiences some amount of degra-
dation upon the addition of water to the surface of the device. Best visualized in Figure
4.10 is the fact that the effect of the water on both the magnitude and Q factor of the
TSM was minimal as compared to the hybrid and longitudinal modes, as denoted by a
smaller degree of magnitude degradation and resonance broadening. However, the hybrid
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Figure 4.10: Impedance magnitude of unloaded and water-loaded multi-mode device
and longitudinal modes are both still present, lending credence to the hypothesis none of
the modes in the device are pure acoustic modes. In addition, the s11, series, and parallel
frequencies all exhibit a negative frequency shift, as expected3.
In recent decades, the TSM in the quartz crystal microbalance has been rigorously
studied for liquid-phase measurements. Commercial systems for suface analysis such as
the QCM-D system by QSense are available and have been used extensively in areas such
as surface science, biochemistry, and polymer science [55]. The QCM-D operates in the
low MHz frequency range and measures resonant frequencies and dissipations (effectively
equivalent to Q) of multiple harmonics of the TSM. The addition of higher harmonics allow
for the extraction of viscoelastic parameters [56]. With the QCM widely considered as the
current gold standard for acoustic sensor liquid measurement, we will present only the TSM
data from our multi-mode devices in this section for a more direct comparison to the QCM
and reserve the hybrid and longitudinal measurements for later.
3Figures 4.9 and 4.10 are presented for purely qualitative analysis. Semi-quantitative details of the
frequency shifts and mode degredation are discussed in a later section.
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TSM Glycerol Measurements In this section, we present measurements of the effect
of glycerol/DI water mixtures on the multi-mode devices. With the end goal of biomarker
detection in liquid biological samples, the mixture concentrations we use are 0%, 5%, 10%,
and 15%. Concentrations higher than 15% would presumably lead to unrealistic sample
viscosities as compared to typical biological samples. Figure 4.11 shows the measured s11
parameters of the mixture-loaded devices.
Figure 4.11: s11 parameters of TSM in multi-mode device under glycerol loading.
The s11 data in Figure 4.11 exhibit both frequency shifting and mode degradation, as
expected. As discussed earlier, however, these data are not sufficient for deducing any
definite sample parameters. As such, Figure 4.12 shows the magnitude of the impedance as
calculated from the s11 data.
From this data, we can readily calculate the series and parallel resonant frequencies as
the minimum and maximum of the impedance, respectively. Figure 4.13 shows the variation
of the s11, series, and parallel frequencies with glycerol concentration. The mechanical effect
of the viscosity of the mixture on the resonance is clear as depicted in the lowering of the
series resonant frequency. The parallel frequency, however, remains relatively constant. This
suggests that the electrical perturbations by the mixtures on the resonances are minimal as
compared to the mechanical perturbations.
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Figure 4.12: Impedance magnitude of TSM in multi-mode device under glycerol loading.
Figure 4.13: Frequency shifts of the TSM mode under glycerol loading
Figures 4.14 and 4.15 allows us to examine the details of the impedance a bit fur-
ther. Figure 4.14 shows the real part of the impedance or, more descriptively, the resistive
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component of the impedance. The increasing real component with increasing glycerol con-
centration suggests an increase in the dissipative nature of the mode. Figure 4.15 shows the
imaginary or the reactive part of the impedance. If we now loosely interpret the frequencies
of the maximum and minimum reactance as the series and parallel frequencies, respectively,
we see that the response near the parallel frequency is effectively unchanged as compared to
the significant change in the vicinity of the series frequency. Figure 4.16 is a magnification
of the circled portion of Figure 4.15. We see, indeed, that not only does the reactance in
the vicinity of the series resonance experience increased suppression with increasing glycerol
concentration, but the series frequency itself is lowered as well, as previously predicted.
Figure 4.14: Real part of the TSM impedance in multi-mode device under glycerol loading.
In addition to resonant frequencies, we can also look at how the Q factors change due
to loading. Figure 4.17 shows the s11, series, and parallel Q factors under glycerol loading.
Even with the very low Q values under liquid loading, the s11 and parallel Q factors both
show an obvious downward trend with increasing glycerol concentration.
TSM Salinity Measurements Biological samples (e.g., blood serum, cell lysate) are
conductive media. As such, we now explore the sensitivity of the multi-mode devices to
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Figure 4.15: Imaginary part of the TSM impedance in multi-mode device under glycerol
loading.
Figure 4.16: Imaginary part of the TSM impedance in multi-mode device under glycerol
loading in the vicinity of the series resonance.
mixtures of varying salinity. The molarities used here are 0M, 0.005M, 0.01M, 0.025M,
0.05M, and 0.1M. Figures 4.18, 4.19, 4.20, and 4.21 show the movement of the s11 and
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Figure 4.17: Quality factors of TSM mode under glycerol loading
impedance data with varying NaCl molarity. The shifts in both magnitudes and frequencies
are reasonably expected, but for the concetrations of 0.05M and 0.1M, the data appears to
become a bit less predictable.
Figure 4.18: s11 of the shear mode in multi-mode device under saline solution loading.
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Figure 4.19: Magnitude of the impedance of the shear mode in multi-mode device under
saline solution loading.
Figure 4.20: Real part of the impedance of the shear mode in multi-mode device under
saline solution loading.
It is important to note the experimental protocol for the salinity measurements. The
saline mixtures were all measured on the exact same device in order from lowest to highest
concentration. After each measurement, the device was rinsed in DI water, and the next
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Figure 4.21: Imaginary part of the impedance of the shear mode in multi-mode device
under saline solution loading.
sample was measured. At first glance, the movement of the data with conductivity is
not particularly of great concern. But in order to capture a more complete picture of the
sensitivity to conductive samples, after all six concentrations were measured, we backtracked
to measuring two lower concentrations of 0.07M and 0.08M to fill in the experimental gap
between 0.05M and 0.1M.
The data for the 0.07M and 0.08M concentrations are provided in Figures 4.22 4.23,
4.24, and 4.25. After the 0.1M solution was measured, the response continued to degrade
even with the lower concentrations of 0.07M and 0.08M used. It is apparent that there is a
point of irreversable device degradation beyond which the device is no longer reliable.
One plausible explanation for the device degradation with increasing sample salinity
is the development of an electrical double layer on the surface of the device. While this
effect has, in fact, been explored on a QCM [53], we are operating at significantly higher
frequencies making a direct comparison to the QCM difficult4. However, since both our
4For example, the low frequency of the QCM (usually between 5-10MHz) is nowhere near any molecular
resonances. Our devices are several orders of magnitude higher in frequency and even the frequency of our
longitudinal mode is approacing a molecular resonant frequency of water itself.
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Figure 4.22: s11 of the shear mode in multi-mode device under saline solution loading
after device degradation.
Figure 4.23: Magnitude of the impedance of the shear mode in multi-mode device under
saline solution loading after device degradation.
devices and the QCM are operating in the TSM, it is reasonable to assume in a first-order
approximation that the effect is similar.
While the qualitative aspects of the s11 and impedance data are useful for gaining insight
into a sample under test, there is still useful information in traditional frequency and Q
shifts. Figures 4.26 and 4.27 show the frequency shifts and Q factors of the TSM mode with
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Figure 4.24: Real part of the impedance of the shear mode in multi-mode device under
saline solution loading after device degradation.
Figure 4.25: Imaginary part of the impedance of the shear mode in multi-mode device
under saline solution loading after device degradation.
varying sample salinity. As discussed earlier in this chapter, the parallel frequency should
be the only one sensitive to electrical perturbations. Not only is this not the case, but the
effect on the series frequency is even greater than that on the parallel frequency. Because
the series frequency should only be affected by mechanical perturbations, we can attribute
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the extreme series frequency shifts to the development of some sort of salt layer on top of
the device, changing both the mechanical and electrical aspects of the loading.
The Q factors are calculated directly from the s11 and impedance data. Since the s11 Q
is calculated as the ratio of the resonant frequency to the 3dB bandwidth, if the response is
dampened to a point where the s11 notch is not at least 3dB deep, this calculation becomes
meaningless. Referring to the s11 responses in Figures 4.18 and 4.22, it is clear that the s11
Q calculation is no longer valid above the 0.025M sample. Because the impedance data is
calculated directly from the s11 data, we can then conclude that invalid s11 Q factors will
lead to invalid, or at least unreliable, series and parallel Q factors as well.
Figure 4.26: Frequency shifts of the TSM under solutions of varying conductivity
Hybrid and Longitudinal Glycerol Measurements In a manner identical to the
previous section, we now present measurement results for the hybrid and longitudinal modes
in the multi-mode device. For consistency, the hybrid and longitudinal modes were measured
in the same sample as the TSM, all within seconds of each other. These data are presented
as the first examples of the hybrid mode under liquid loading. In addition, as the TSM is
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Figure 4.27: Quality factors of the TSM under solutions of varying conductivity
the standard mode of operation for liquid-phase sensing, we believe this is the first example
of the effects of viscosity and salinity on the longitudinal mode.
Figures 4.28 and 4.29 show the frequency shifts and Q factor changes of the hybrid
mode under the same glycerol samples as before. Curiously, the parallel frequency shift
of the hybrid mode is qualitatively very similar to the series frequency shift of the TSM
shown in Figure 4.13. Additionally, the series Q of each mode are nearly identical. Further
analytical examination of the hybrid mode is required to determine its true functional form
and susceptibility to surface perturbations, but these data present a compelling motivation
for that analysis in the future.
The corresponding data for the longitudinal mode is presented in Figures 4.30 and 4.31.
Both the s11 and parallel frequencies appear to be effectively unchanged. Considering the
BVD model, this is expected of the parallel frequency as we assume most of the perturbation
is mechanical. With regards to the s11 frequency, it is possible that an unchanged s11
frequency can be reasonably expected. Examining Figure 4.31, however, the mode Q is so
low when exposed to a liquid sample (being decreased all the way down from approximately
900 when exposed only to air as shown in Table 4.1) that precise tracking of the s11 frequency
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Figure 4.28: Frequency shifts of the hybrid mode under glycerol loading
Figure 4.29: Quality factors of the hybrid mode under glycerol loading
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may be very difficult. The calculation of the series frequency is invalid due to the non-
existence of a local minimum of the impedance (raw data shown in Appendix B). The Q
factors of the longitudinal mode do not appear to follow any predictable pattern and, as
such, will not be considered throughout the remainder of this thesis.
Figure 4.30: Frequency shifts of the longitudinal mode under glycerol loading
Figure 4.31: Quality factors of the longitudinal mode under glycerol loading
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Hybrid and Longitudinal Saline Measurements Measurements of the hybrid mode
under saline loading are shown in Figures 4.32 and 4.33. As with the TSM measurements
(and shown in the raw hybrid data in Appendix B), the hybrid measurements appear to
be invalid beyond the 0.025M sample concentration. With that in mind, it is difficult to
make any definitive claims about the effect of conductive samples on the hybrid mode.
Further analytical analysis of the hybrid mode is again required to determine the mode’s
susceptability to conductivity.
Figure 4.32: Frequency shifts of the hybrid mode under solutions of varying conductivity
Similarly, measurements of the longitudinal mode are presented in Figures 4.34 and
4.35. As with both the TSM and hybrid measurements, these, too, are invalid beyond the
0.025M concentration. Like the hybrid mode, it is again difficult to make any definitive
claims about the effect of conductive samples on the longitudinal mode.
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Figure 4.33: Quality factors of the hybrid mode under solutions of varying conductivity
Figure 4.34: Frequency shifts of the longitudinal mode under solutions of varying conduc-
tivity
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Figure 4.35: Quality factors of the longitudinal mode under solutions of varying conduc-
tivity
4.4 Conclusions
In this chapter, we presented the development of a multi-mode resonator [27, 28]. A new
method for characterizing a multi-mode reflection coefficient of an acoustic reflector is pre-
sented. We show that by multiplying the individual reflection coefficients of the TSM and
longitudinal modes of an acoustic reflector allow for a simple determination of the appro-
priate piezoelectric layer thickness for the excitation and support of both modes. These
multi-mode devices efficiently support the hybrid mode of Chapter 3 as well.
After a demonstration of the performance of these devices in air, we continue by dis-
cussing the concept of series and parallel frequencies by way of the Butterworth-Van Dyke
model. It is shown that, in the ideal case, the series frequency should be affected only by
mechanical perturbations with the parallel frequency being susceptable to both electrical
and mechanical perturbation. A discussion of the appropriateness of the multi-mode device
geometry for minimum susceptance to electrical parameters is then presented. By finite
element calculations, we show that the multi-mode geometry is far less susceptable to a
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sample’s electrical permittivity than a traditional LFE configuration, lending credence to
our device design for measuring a sample’s mechanical parameters.
The chapter continues with a justification of avoiding to deduce any definitive sample pa-
rameters exclusively from measured s11 parameters. While analysis of the s11 measurements
may be potentially useful as a simple confirmation of at least some surface perturbation at
the surface, it is argued that conversion of the s11 parameters to impedance is required for
a better determination of a sample’s parameters.
As a next step toward effective liquid-phase biosensing, we present liquid-phase measure-
ments of all three modes in our multi-mode devices. The raw measurement data - s11, and
the magnitude, real part, and imaginary part of the impedance - are presented for the TSM
(with the corresponding data for the hybrid and longitudinal modes in Appendix B). By
characterizing the devices under varying viscoelastic and conductive samples, we conclude
that, provided sufficient measurement resolution and knowledge of baseline resonator data
(initial frequencies, Q factors, and impedance details), the TSM should provide a sufficient
mechanism with which to monitor biochemical events at the surface of the device. In addi-
tion, pending further theoretical analysis of the hybrid mode, we expect the hybrid mode to
offer a different method with which to measure sample properties that may be unavailable
to the TSM measurement. The current lack of a more detailed theoretical development of
the hybrid mode, as well as the severe degradation of the longitudinal mode under liquid
loading resulted in unreliable sensing data. It is reasonable to expect that with further op-
timization and engineering these multi-mode devices may be capable of exploiting all three
resonant modes in liquid-phase sensing applications, offering a multitude of measureable
parameters previously unavailable to a user.
With the rigorous characterization, parameter modeling, and experimentation required
for proper biomarker sensing, we conclude the preliminary multi-mode device characteriza-
tion with the viscosity and conductivity measurements presented in this chapter. Efficient
sensor functionalization, biomolecular binding event characterization, and collaborative ef-
forts with cancer researchers for human sample experimentation are left for future work.
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The next chapter, however, presents another possible sensing modality based on bulk acous-




BULK ACOUSTIC DELAY LINE-BASED SENSORS
5.1 Introduction
In Chapters 2, 3, and 4, we presented a theoretical and experimental development of
resonator-based multi-mode acoustic sensor taking advantage of energy trapping. In brief
review, Chapter 2 provided a baseline understanding of energy trapping using both analyt-
ical closed-form solutions and finite element simulation. This energy trapping concept was
then used in Chapter 3 to develop a theory of trapped hybrid modes in ZnO SMR devices.
Chapter 4 took advantage of the previous two chapters to demonstrate the functionality of
a device that operates in the TSM, the longitudinal, and the hybrid modes. Initial char-
acterizations with respect to sample viscosity and conductivity were also presented. It was
determined that the longitudinal mode is insufficient for liquid sensing due to extreme mode
degradation in liquid samples. In addition, the hybrid mode still requires more theoretical
analysis in order to make any definitive claims about its sensitivity to a sample’s properties.
It is proposed, however, that with appropriate optimization and engineering, these devices
can offer a multitude of data with regards to biomolecular interactions taking place at the
device surface.
A goal of any robust sensing modality is the ability to extract as many measureable
parameters as possible in the hopes of making sense of complex interactions at the sen-
sor/sample interface. As an example, in the case of the acoustic-based modalities presented
thus far, the frequencies of the acoustic waves used to probe a sample may offer insight
into the vibrational modes and structural information about the sample. In the case of
biosensing and biomolecular interatcions, this may lead to information about, say, the con-
formational change of a protein interacting with its antibody [21]. The devices developed in
the previous chapters are resonator-based and, as such, offer a limited number of parameters
that can be readily tracked for sensing purposes, namely, the various resonant frequencies
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of the modes and their Q’s. Given these limitations, a resonator-based sensor alone may
not be as agile as desired. In this chapter, we present an alternative to resonator-based
sensors that may prove to provide additional sample information over a much wider fre-
quency range and, possibly, an even more complete picture of a sample’s perturbations: a
transducer -based bulk acoustic delay line-based sensor.
The developments presented in this chapter are based on a recent provisional patent filed
by Georgia Tech on behalf of Wathen, Munir, and Hunt [29]. The major physical difference
between the resonator-based and transducer-based platforms is that the resonator-based
sensor takes advantage of the excitation and support of resonant acoustic modes in thin
ZnO films while the transducer-based devices require launching a bulk acoustic wave into a
so-called delay line. These delay lines can be either one- or two-port, allowing for a variety
of possible configurations. The tranducer acts as both the transmitter and receiver in the
one-port device requiring the reflection of the transmitted acoustic wave by one end of the
device back into the transducer for reception. In the two-port device, there are individual
input and output transducers and must be designed to minimize any spurious reflections.
In these delay-line sensors, we can examine the details of a propagating pulse and the effects
of surface perturbations on the pulse itself including, but not limited to, output amplitude
and pulse spectrum.
We present simulation results of a two-port bulk acoustic delay line. We propose ex-
ploiting the ability to examine the details of an acoustic pulse as a new sensing configuration
that will provide another method by which to extract information about a sample at the
surface of the device. The fact that we are now looking at acoustic pulse propagation, rather
than simply resonant behavior, allows for the custom design of an excitation pulse and the
examination of the effects of a sample-under-test on the details of the output pulse. By
exciting the delay line with a frequency-modulated pulse, it is shown that the amplitude
of the output pulse depends on the input frequency. Further, we show that the frequency
spectrum of the output pulse depends directly on the mass loading at the surface of the
input port, opening the doors to a new type of sample analysis technique. We conclude
this chapter with simulation results of a non-sensing application involving two-port bulk
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acoustic pulse encoding for high-frequency identification tags similar to the widely used
SAW-based ID tags [57–62].
5.2 Bulk Acoustic Circuit Models
A variety of circuit models have been developed to analyze acoustic wave excitation and
propagation [42, 63]. Among these, the simplest is the Butterworth Van-Dyke model de-
scribed in Chapter 4. This model is valid only around resonance and does not provide any
way of analyzing wave progagation. The Mason model is more realistic from the perspec-
tive of wave propagation and utilizes lumped tee-network models (Figure 5.1) to represent
material layers in the device and can be rather difficult to work with, especially from an
analytical point of view. This model, however, is limited to only one mode of operation
limiting its generality.
Figure 5.1: Mason model for acoustic transducer (from Ballato, UFFC, 2001)
The Ballato model is the most comprehensive and general circuit model for acoustic wave
propagation (Figure 5.2) and is an exact point-by-point electrical analog of the mechani-
cal phenomena occuring within a device [64]. Given its inherent generality, it can readily
be extended to include multiple modes of operation, different excitation methods (LFE
or TE), multi-layer stacks, anisotropic interfacial mode conversion, and even to piezomag-
netic materials, among a variety of other applications [63]. While this model was originally
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developed for bulk acoustic phenomena, it has also been applied to surface wave propa-
gation [65] with tremendous accuracy [66]. As such, this model will be used to examine
the performance of delay line-based sensors. The details of the physical meanings of the
tranmission line impedances, the transformer turns ratios, and capcitances can be found in
the literature [63,64].
Figure 5.2: Ballato model for acoustic transducer (from Ballato, UFFC, 2001)
5.3 Transducer and Delay Line Modeling
An acoustic transducer is characterized by its bandwidth and its insertion loss [42]. A
resonator’s Q is desired to be as high as possible, meaning the energy of resonance is
tightly confined around a specified frequency (narrow bandwidth). This high Q is required
for precise frequency control for clock oscillators and filter components. On the contrary, a
transducer’s bandwidth is desired to be very large, allowing for the ability to launch acoustic
waves into a medium over a very wide range of frequencies. Because real devices are finite in
extent, this bandwidth is, consequently, controlled by the acoustic impedance matching of
the transducer to the adjacent medium. Acoustic impedance matching is exactly analagous
to electrical impedance matching, wherein a good impedance match allows for maximum
power transfer. In the acoustic regime, this can be easily acheived with simple quarter-
wave transformers but with limited bandwidth [36]. Kenney and Hunt have shown that an
acoustic transducer can be matched to a load with an arbitrary characteristic impedance
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through the use of discrete-space Fourier transforms [67, 68]. While this is an extremely
powerful method for designing an acoustic matching network, a major problem with it is
that a realization of the matching network requires precise layer thicknesses and a variety of
exact characteristic impedances, which may be difficult to obtain. More recent developments
included the realization of a matching network comprised of alternating polymer and metal
layers [69]. While this method was presented for low frequency transducers suitable for non-
destructive evaluation, it is conceivable that the general concept may be extended to thin
film, high frequency (i.e., GHz-range) devices. The work presented here assumes perfect
acoustic matching with the rigorous development of appropriate acoustic matching networks
being left for future work.
A two-port bulk acoustic delay line is schematically shown in Figure 5.3. It simply
consists of an input transducer, a delay material, an output transducer, and an acoustic
absorber or matching network to eliminate reflections. The input transducer model is
depicted in Figure 5.4 and the delay line, output transducer, and “matching network” are
shown in Figure 5.5. The matching network (or, in this case, the absorber) is represented
by the bottom resistor with resistance equal to that of the characteristic impedance of the
acoustic transmission line. This perfect impedance match elminates reflections at the output
transducer. As these simulations are for proof-of-concept only, the models are idealized
without incorporating material loss or electrodes. The TOhm resistors are present in the
schematics for simulation purposes only as required by the Advanced Design System (ADS)
software.
Figure 5.3: Schematic of simple two-port bulk acoustic delay line
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Figure 5.4: ADS Ballato model for input acoustic transducer
In Figures 5.4 and 5.5, the transducer and delay lines represent ZnO layers with the
transducers tuned to a center frequency of 3.1527GHz, corresponding to a ZnO thickness
of 1µm (λ/2 thickness). The input electrical source on the right side of Figure 5.4 allows
us to input a modulated pulse of any rise time, fall time, width, and modulation frequency.
An example of a square pulse modulated at 3.1527GHz is shown in Figure 5.6.
To demonstrate the functionality of the delay line, we place a slab of ZnO between the
input and output transducers equal to a length of 20λ. The delay line thickness can be
arbritrarily thick depending on the desired signal delay. While this equates to a realized
thickness of 40µm, far too thick for sputtered ZnO, it is useful for clarity in these simulations.
The received pulse is shown in Figure 5.7. We immediately notice the shape of the pulse
is retained. This is expected as material dispersion was not included in the simulation.
Dispersion and other losses can, however, be readily included into the simulation and is
suggested for future work.
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Figure 5.5: Ballato model for delay line, output transducer, and acoustic absorber
5.4 Dependency of Pulse Spectrum on Transducer Thickness and Sur-
face Mass Loading
The models used thus far all contain input and output transducers tuned to a specific fre-
quency. The transducer layer thickness are set in the software by defining a frequency and
an electrical length. These parameters correspond to an exact thickness of the layer de-
pending on the mode velocity (contained in the expression for the characteristic impedance
of the layer [64]). A simple way to determine the effects of changing the thickness of the
layers on the response at the output tranducer is to input a chirped pulse into the delay
line and examine the output.
We choose to chirp the input square pulse from 0.1527GHz to 6.1527GHz to place the
original center frequency of 3.1527GHz at the center of the pulse in time (Figure 5.8). The

















































Figure 5.7: Time-domain plot of delayed output pulse
to exaggerate the detail of the frequency response of the device. Figure 5.9 shows the out-
put signal due to a chirped square pulse. Clearly, the peak amplitude of the output pulse
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exists at its center, corresponding to a frequency of 3.1527GHz. Thus, for maximum output
amplitude, the thicknesses of the output transducer should correspond to the modulation
frequency of a single frequency-modulated square pulse. In addition, Figure 5.9 demon-
strates the extremely wide bandwidth of the device - again, not particularly surprising

























Figure 5.8: Time-domain plot of chirped input pulse
Next, we chirp the input pulse all the way to 12.527GHz. Such a wideband chirped
signal allows for a wideband output pulse characterization. With such a wide range, the
fundamental frequency of the output transducer as well as its third harmonic are included
in the pulse and occur at approximately 1/4 and 3/4 of the way through the pulse itself.
Figure 5.10 shows the output due to a wideband input chirped pulse. Two local maxima
are clearly evident in the output pulse at about 1/4 and 3/4 of the way through the extent
of the pulse, as expected.
The response of the structure is clearly dependent on the thicknesses of the input and













 	 	 	 




















 	 	 	 










Figure 5.10: Output due to wideband chirped input pulse
of 1.1527GHz, 2.1527GHz, and 3.1527GHz in each successive run. The input transducer
is tuned to 3.1527GHz. The effect of changing the output transducer thickness is shown
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Figure 5.11: Output pulse spectra with varying output transducer thickness
in Figure 5.11. The spectrum of the output pulse changes dramatically as the transducer
thickness changes. A time-domain pulse with the output transducer tuned to 2.1527GHz
(input tuned to 3.1527GHz) is shown in Figure 5.12. The peak pulse amplitude occurs at
location of the 2.1527GHz excitation within the chirped pulse. Referring back to Figure
5.11, the output pulse spectra with a 1.1527GHz-tuned transducer contains local maxima at
about 1.1527GHz and its odd harmonics resulting in a severely distorted pulse at the output.
The 3rd harmonic is located at about 3.45GHz, which is relatively near the frequency of
the input transducer. Since the maximum pulse amplitude travelling in the delay line exists
at the input transducer center frequency, the largest frequency component at the output
should occur at the harmonic nearest to it, in this case, the 3rd harmonic at 3.45GHz.
From a sensing perspective, it may be useful to examine the spectral content of a fre-
quency modulated pulse due to an acoustically thin mass load on the surface of the input
transducer. The mass loading itself inherently alters the resonance condition of the trans-
ducer and, thus, alters the spectrum of the traveling pulse. For simulation purposes, an
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Figure 5.12: Example output pulse for an output transducer tuned to 2.1527GHz (input
center frequency tuned to 3.1527GHz)
the mass of the load at the top of the input transducer [14, 65]. The input and output
transducers are both tuned to 3.1527GHz. Figure 5.13 shows the output pulse spectra due
to an inductor load (mass load) swept from 0 to 10pH. Clear features including growing
and shifting peaks and shifting notches in the spectra emerge with increasing mass loading.
These features, along with customized input pulse shaping (e.g., noise excitation [70, 71],
amplitude modulated pulses, etc.) may provide a powerful tool for extracting information
about a sample in contact with the input transducer.
Additionally, a plot of the difference between each of the loaded instance and the un-
loaded instance is presented in Figure 5.14. An even greater number of features exist in
these plots and can potentially be used to extract information about a sample. These sim-
ulations examined only simple mass-loading on the surface, but can readily be extended to
investigate acoustically thick samples as well as viscoelastic and lossy samples with such
investigations recommended for future work.
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Figure 5.13: Output spectra due to mass loading (all plots normalized to 1)
Figure 5.14: Difference spectra due to mass loading
5.5 Multi-Tap Bulk Acoustic Delay Lines and Pulse Encoding
The concept of a bulk acoustic delay line is not new. These devices typically rely on
either complicated BAW propagation paths to achieve the desired signal delay [72,73]. The
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fabrication of these devices requires angled acoustic reflecting surfaces to achieve complex
propagation paths. Another embodiment requires a series of two-port delay line devices
fabricated on a slanted substrate, resulting in differing delay times between transducers [74].
Fabricating precise slanted substrates is difficult for high frequency applications and if the
number of unique delays required increases, the overall footprint of the device increases
significantly. Other embodiments utilize a simple two-port delay line taking advantage
of acoustic beam diffraction for both triple-transit suppression [74, 75] as well as adjacent
transducer coupling within the delay line [76]. Generally speaking, most of these devices
do not take advantage of microelectronic fabrication processes and are thus not necessarily
simple to fabricate.
The devices discussed the previous section, however, do take advantage of modern fabri-
cation processes and can be readily expanded to an arbitrary number of output ports. Each
port is spaced a prescribed distance away from the input to provide an N-port customiz-
able delay line [29]. Schematically, an example of this structure is shown in Figure 5.15.
Two possible realizations of a multi-tapped bulk acoustic delay line are shown in Figures
5.16 and 5.17. While the structure in Figure 5.16 is simple to fabricate, this configuration
would require wire-bonding from the conductor layers within the device stack to external
circuitry. At modulation frequencies in the GHz range, the wire itself would present far
too many electrical parasitics to be a practical solution. At lower frequencies, however,
this is a simple approach to integrating the device on-chip. Figure 5.17 depicts another
possible configuration through the use of electrical vias to access lower layer electrodes.
Using highly anisotropic etching and milling processes and plating techniques, it is rather
simple to fabricate deep vias required in this configuration. Another advantage is that there
is relatively little restriction on the footprint size of the vias that would greatly lower the
required aspect ratio providing even more fabrication flexibility and ease.
While an N-port delay line would certainly find applications in signal processing, ex-
panding the structure to an arbitrary number of output ports is a trivial extension as each
output would simply be a delayed version of the input. However, by connecting each output
transducer to the same electrical port, we can extract what is effectively an encoded version
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Figure 5.15: Schematic of 3-port solidly-mounted tapped delay line
of the input pulse. Supposing that the presence of a pulse on the output port is equivalent
to a logical 1, with an absence of a pulse being a logical 0, Figure 5.18 shows an example
output of such a device.
With the code being defined by the location of each output transducer and, hence, is
effectively defined for an entire wafer, individual devices would be relatively difficult to
fabricate with unique ID codes. One application that comes to mind immediately, however,
would be that these tags would assign a unique code for ever die fabricated on a single wafer,
allowing for fabrication run identification. Or, another possibility would be to fabricate one
large general encoding delay line and use the stepped-layer or via methods of Figures 5.16
and 5.17 to tap individual outputs to particular output transducers. This concept is shown
schematically in Figure 5.19.
5.6 Geometric Considerations
A major concern for delay line devices is their physical size. Given a physical length of a
delay line, the actual signal delay at the output is goverened is simply the length divided
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Figure 5.16: Schematic of stepped-layer 3-port solidly-mounted tapped delay line
Figure 5.17: Schematic of 3-port solidly-mounted tapped delay line utilizing access vias
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Figure 5.18: Output of bulk acoustic pulse encoder
by the signal velocity. Acoustic wave velocities are typically on the order of 103 m/s, a
whole five orders of magnitude less than a typical electromagnetic wave. Let us consider
an electromagnetic wave traveling in a coaxial cable with a relative permittivity of εr = 4.
Its phase velocity, then, is v = c/
√
εr = 1.5 ∗ 108 m/s. The acheieve a delay of, say, 2ns, we
would require a cable 300cm in length, very difficult to integrate into small systems where
space is critical and obviously impossible to incorporate on-chip. For comparison, a 2ns
delay of an acoustic wave with a velocity of 6400 m/s (the velocity of the longituindal wave
in ZnO), the delay line would only need to be 12.8µm in length, a decrease in length by
a factor of nearly 24,000! Thicknesses on the order of microns are readily integrable into
microelectronic systems and, thus, allow for on-chip delay lines.
A next logical step would then be to compare the sizes of BAW delay lines and their
SAW counterparts. A schematic of a two-port SAW delay line is shown in Figure 5.20. The
interdigitated transducers (IDT) are separated by a distance d. The operational frequency
of a SAW transducer is inversely proportional to the width and spacing of the fingers
in the IDT. With the finger width and spacing directly defining the acoustic wavelength,
95
Input
Output = 1 0
Output = 0 1
Output = 1 1
Figure 5.19: Tapped-output pulse encoder
extremely precise sub-micron lithographic processes are required to acheive GHz frequencies.
Additionally, the insertion loss can be rather high in SAW devices. Constrained only by
available wafer space and propagation losses, delays on the order of µs are readily fabricated
in the SAW regime at the expense of large device footprints and high insertion loss. As an
example, let us assume a delay of 5µs is desired using a SAW delay line. Let us next assume
a SAW velocity of 4000 m/s (reasonable for a ZnO film on a {001}-cut, 〈100〉 propagating
silicon substrate [77]). A 5µs delay would then correspond to a delay line length (d in Figure
5.20) of 2cm.
In comparison, BAW devices genearally have lower insertion loss and high power han-
dling than SAW devices [14]. The operating frequency and delay in a BAW device are
defined by the thicknesses of the respective layers. High operating frequencies and short de-
lays are readily acheivable in sputtered thin films, both of which may be simpler to fabricate
than in the SAW regime. As the thick films required for µs delays may not be realistically
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Figure 5.20: Schematic of two-port SAW delay line
achievable in sputtered films, these BAW devices may be more desireable if shorter delays
are required.
For device integration, the footprint of the device can be of some concern, as described
by the SAW example above. For wideband operation, the radiation resistance of an acoustic
transducer must be electrically well matched to the system resistance (we assume a 50Ω









where ZT and ZS are the characteristic impedances of the transducer and substrate, re-
spectively, kt is electromechanical coupling constant, and C0 is the static capacitance of the
transducer. The capacitance is govered by the transducer thickness and area, so for a given
operating frequency and transducer material, the only parameters we have control over are
the substrate material and the area of the device, defined by the area of the top electrode.
In this introductory analysis, we assume perfect acoustic matching, so ZS = ZT . We assume
a ZnO transducer with a thickness of 1µm (equating to 3.1527GHz) and readily calculate
the transducer area to be 31µm-by-31µm. Compared to SAW devices at this frequency, a
device this size is trivial to fabricate, resulting in a much smaller device footprint than that
of a typical SAW device.
5.7 Conclusions
In this chapter, we diverged a bit from the developments in Chapters 2, 3, and 4 and
explored the possibilities of using bulk acoustic delay lines as sensor elements and pulse en-
coders. Two-port bulk acoustic delay lines were modeled using the Ballato circuit model and
97
simulated in the ADS software package. The results showed the dependency of the spectral
content of an outputted pulse on the thickness of the input and output transducers. Tuning
the transducer thicknesses to a specified center frequency, we then showed the sensitivity
of the output spectrum on surface mass loading atop the input transducer, allowing for the
use of these devices as sensing elements. Because we are now looking at pulse propagation
rather than simple resonant behavior, the spectral information in the pulse may provide
even more information about a sample under test. These models could be easily expanded
to include sample viscosity, loss, and delay line dispersion and loss.
To conclude this chapter, we presented a conceptual framework for multi-tapped bulk
acoustic delay lines along with suggestions for possible physical configurations. This multi-
tapped delay line concept was then condensed to a two-port delay line with the output port
connected to transducer taps placed at defined locations in the delay line. The result is a
high-frequency bulk acoustic pulse encoder similar to those used in the SAW regime.
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CHAPTER VI
CONCLUDING REMARKS, AUTHOR CONTRIBUTIONS, AND
FUTURE WORK
6.1 Concluding remarks
The goal of this work was to develop robust acoustic sensors capable of the detection of can-
cer biomarkers. The rigorous characterization, parameter modeling, and experimentation
required for proper biomarker sensing was out of the scope of this work, so we concen-
trated on device physics, design, and preliminary characterization only. We first presented
in Chapter 2 analytical and simulation results of acoustic energy trapping. Energy trapping
allows for spatial confinement of acoustic waves and, in the case of an acoustic sensor array,
would allow for chemically-addressable locations on the sensor substrate. This concept was
introduced and was a major motivation for Chapters 3 and 4. Chapter 3 introduced the
idea of hybrid acoustic modes as an explanation for historic TSM acoustic velocity incon-
sistencies. Experimental and theoretical analysis confirmed the existence of an acoustic
mode whose velocity varies with resonator thickness and may be interpreted as a coupling
of shear and longitudinal particle displacements. The existence of this mode opens doors to
the possiblity of extracting more information about a sample under test than just the TSM
or longitudinal modes. We published the first observation of this mode in Applied Physics
Letters as well as an invention disclosure [24,26] (and in the process of being submitted as
a full patent application by Georgia Tech on behalf of Wathen, Munir, and Hunt at the
time of this writing). We later followed up with a publication of a more completee physical
description of the mode in the Journal of Applied Physics [25]. Chapter 4 applied the de-
velopments of the previous two chapters to the design of a multi-mode acoustic resonator.
By taking advantage of electrical excitation fringing fields, we fabricated a device capable
of exciting the TSM, hybrid, and longitudinal modes all in the same structure. We guaran-
teed the support of the TSM and longitudinal modes by the acoustic reflector by studying
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the reflector responses to each mode, taking a logical AND of the two responses, and cal-
culating the appropriate ZnO thickness to maximize the reflection of modes. This work
was disclosed in an invention disclosure [28] and subsequently and presented at the 2010
Ultrasonics Syposium and published in its proceedings [27]. This multi-mode device was
then characterized under liquid samples of varying viscosity and conductivity. It was con-
cluded that the longitudinal and hybrid modes may be insufficient for liquid measurement
without further engineering, although each mode would certainly be useful in vapor-phase
measurements. Chapter 5 diverted from resonator-based sensors to the concept of solidly-
mounted delay line-based sensors. Simulation results were presented for simple two-port
delay lines and demonstrated their feasibility for high-frequency pulse delay. The effects of
chirped pulses, transducer thicknesses, and surface mass-loading were then explored. By
inputting a chirped pulse into the delay line, the simulations demonstrated the sensitivty
of the output pulse amplitude on the frequency of the pulse itself. The output pulse shape
was further altered by varying the output transducer thickness. By examining the spectrum
of the output, the simulations deomonstrated the sensitivity of the spectrum to transducer
thickness and surface perturbation. By modeling mass-loading as an inductor in the circuit
model used in the simulations, we demonstrated predictable trends on the output spectra
with increasing mass loads. These results lend credence to the possibility of the devices in
sensing applications, especially in the dry-phase. Chapter 5 concluded with the idea of bulk
acoustic pulse encoding.
To summarize, while there is still significant work to be done with regards to overall
biosensor system development, we deduce the following conclusions from this work:
• Lateral energy trapping via inertial electrode loading allows for purer mode profiles
than those in the mesa structures. The mesas allow for the TSM-to-flexural coupling
and, thus, result in a ripple in the trapped mode profile. Not only are the modes more
pure in the electrode-trapped devices, they are far simpler to fabricate in thin film
devices by basic lithography.
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• The hybrid acoustic mode is considered as a coupling between TSM and longitudinal
modes. Due to this coupling, this mode has the potential to provide addition infor-
mation about a sample than simply the TSM or the longitudinal modes alone and
would be a powerful addition to resonator-based sensing devices.
• Proper acoustic reflector and electrode design can allow for multi-mode acoustic de-
vices operating in the TSM, hybrid, and longitudinal modes all within the same struc-
ture. This multi-mode behavior can be taken advantage of in sensing application by
having three acoustic modes with which to probe a sample on the same structure.
In addition, these modes are not harmonically related, which would be desirable in
on-chip resonator and filter configurations for communication systems.
• For sensing applications, the TSM in the multi-mode devices appears to be the best
mode for use in liquid environments. With further engineering and device optimiza-
tion, the hybrid mode may be an additional useful mode in liquid samples. The
longitudinal mode, not surprisingly, behaves the poorest of the three modes in the
multi-mode devices and is not expected to be useful in liquid samples, but would
most likely be extremely useful in vapor-phase sensing applications.
• Bulk acoustic delay lines remove the restriction of simple resonant behavior and allow
for a user to take advantage of acoustic pulse propagation and input pulse shaping.
By properly designing the input pulse (e.g., a chirped input), this configuration will
allow for the analysis of a sample over an extremely wide frequency range.
6.2 Author Contributions and Publications
This section contains a list of the author’s contributions followed by a list of the wide variety
of journals and several invention disclosures in which these contributions were published.
Included is the author’s work in engineering education research as well.
6.2.1 Contributions
• Analytical and finite element analysis of energy trapping in various structures was
used to define the “active area” of acoustic resonators.
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• A hybrid acoustic mode was observed and described both analytically and by finite
element simulation. This mode is an explanation of historic inconsistencies between
observed and theoretical TSM mode velocities.
• A novel method of characterizing bulk acoustic relfector responses for multi-mode
operation was developed.
• Multi-mode devices based on off-axis excitation operating in the TSM, hybrid, and
longitudinal modes were designed and tested.
• Preliminary multi-mode device characterization was performed on samples of varying
viscosity and conductivity (salinity).
• A sensing platform based on bulk acoustic wave delay lines was developed conceptually
using the Ballato circuit model and was shown to be sensitive to surface perturbations.
6.2.2 Peer-reviewed journal publications
1: F. Munir, A. Wathen, and W. D. Hunt, “A novel parameter extraction method for
acoustic wave resonators based on wideband noise excitation,” Review of Scientific
Instruments, vol. 82, pp. 035119-7, 2011.
2: A. Wathen, F. Munir, and W. D. Hunt, “Trapped Hybrid Modes in Solidly-Mounted
Resonators Based on c-axis Oriented Hexagonal Crystals,” Journal of Applied Physics,
vol. 108, pp. 114503-8, 2010
3: A. Wathen, F. Munir, and W. D. Hunt, “A high-Q hybrid acoustic mode in thin
film ZnO solidly mounted resonators,” Applied Physics Letters, vol. 95, pp. 123509-2,
2009.
6.2.3 Conference Publications/Presentations
1: F. Munir, A. Wathen, and W. Hunt, “A GHz-range, Single-Structure, Multi-Mode
ZnO Solidly-Mounted Bulk Acoustic Resonator”, 2010 Ultrasonics Symposium, San
Diego, CA, October, 2010
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2: A. Wathen, W. Hunt, D. Llewellyn, P. Ludovice, M. Usselman - “A Study of Inquiry-
Based Informal Science Education in an Urban High School Physics Class”, Invited
Poster, ASEE 2010 Global Colloquium, Singapore, October, 2010
3: A. Wathen, W. Hunt, D. Llewellyn, P. Ludovice, M. Usselman - “A Study of Inquiry-
Based Informal Science Education in an Urban High School Physics Class”, ASEE
2010 National Conference, Louisville, KY, June, 2010
4: P. Ludovice, W. Hunt, A. Wathen, D. Llewellyn, M. Usselman - “STEM Educational
Outreach Using An Inquiry-Based Radio Broadcast”, AIChE 2010 National Meeting,
Salt Lake City, UT, November, 2010
6.2.4 Non-peer-reviewed presentations
1: A. Wathen, F. Munir, G. Cooley, R. Tarleton, and W. Hunt - “Acoustic Microarrays
(ACµRayTM) for Testing the Efficacy of Treatments and Vaccines for Trypanosoma
cruzi Infection”, Poster presented at the Georgia Research Alliance Roundtable, Cen-
ters for Disease Control, April 2008
2: A. Wathen, F. Munir, and W. D. Hunt, “The Use of a High-Q Hybrid Acoustic Mode
ZnO Solidly-Mounted Resonator for the Detection of Head-and-Neck Cancer Biomark-
ers”, Poster for the Georgia Tech Research and Innovation Conference, February 2010
3: A. Wathen, E. Ford, D. Llewellyn, M. Usselman - “Using Bloom’s Taxonomy to En-
hance and Measure Learning in Low-Income, Minority, Urban High Schools”, Poster
presented at the NSF GK-12 Annual Meeting, Washington, DC, March 2010
6.2.5 Provisional Patent Applications
1: A. Wathen, F. Munir, C. Corso, A. Dickerber, W. D. Hunt, “A Solidly-Mounted,
Multi-Mode ZnO Bulk Acoustic Wave Resonator,” U.S. PTO, 61/382,680, September
2010
2: A. Wathen, F. Munir, W. D. Hunt, “A High-Q Hybrid Acoustic Mode in Thin Film
ZnO Solidly Mounted Resonators,” U.S. PTO, 61/381,233, September 2010
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3: F. Munir, A. Wathen, W. D. Hunt, “A Novel Parameter Extraction Method for
Multi-Frequency Sensor System,” U.S. PTO, 61/348,478, May 2010
4: A. Wathen, F. Munir, W. D. Hunt, “True-time Bulk Acoustic Stacked Delay Line,”
U.S. PTO, 61/499,289, June 2011
6.3 Thoughts on Future Work
While the work developed in this thesis has resulted in several academic contributions,
another major contribution of this thesis is that it opens doors to significant future work.
Chapter 3 alone is a fundamental starting point for further research into the exact details
of the hybrid acoustic mode. Further work on analytical and finite element models would
shed more insight into the form and behavior of this mode. A better description of the
mode would allow for more precise application designs based on this particular mode. As
mentioned before, this mode has possible utility in both traditional resonator applications
(e.g., oscillators, filters, etc.) as well as sensor applications. More rigorous experimentation
regarding the sensitivity of the mode to surface perturbations are required for proper sensor
integration, a hurdle that would benefit from more theoretical analysis of the mode itself.
The multi-mode devices in Chapter 4 require further sample characterization to be able
to confidently use them as biosensing devices. Sample permittivity and density are other
physical parameters against which these devices must be tested. Multi-modal temperature
effects are also desirable for a complete characterization of these devices. In addition, it
may be possible to increase the Q of the modes by clever electrode and/or reflector designs.
The reflector itself offers plenty of future research opportunities. While rigorous analytical
models (e.g., stacked-matrix theory) exist for calculating the reflector responses, an investi-
gation of the effect of the reflector phase on the device performance is one particular topic
that, to the author’s best knowledge, appears to be consistently absent from the literature.
Chapter 5 presented a variety of simulation results regarding bulk acoustic delay lines
devices and sensors. This chapter may prove to be the most influential of this thesis with
regard to future work. For solidly-mounted delay lines, the first major obstacle is the
need for either acoustic absorbers or acoustic matching networks betwen the delay line
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stack and a Si substrate. When proper matching networks can be efficiently designed and
realized, applications of these devices in signal processing and sensing modalities are the next
obvious extension. Experimentation with a variety of delay line materials and integrating
them into the design of the matching network will also allow for more research and funding
opportunities. Employing the stepped-layer or via configurations of an N-port delay line
will require even more fabrication work to allow for efficient device integration on-chip.
Since the simulations presented in this thesis were all idealized with respect to impedance
matching and material losses, the incorporation of material viscosity and acoustic loss will
provide more realistic models that may be use for precise device design. From a sensing
perspective, simulating a variety of sample loads (e.g., viscous materials, acoustically thick
layers, etc.) will provide better insight into the sensitivity of the delay line to mecahnical
perturbations.
With the overarching goal of cancer biomarker detection in mind, a significant amount of
work is still needed to realize that goal. First, the multi-mode devices allow for a powerful
sensing modality potentially capable of extracting a tremendous amount of mechanical,
electrical, and structural information about a sample, but need to be further engineered for
optimal device performance. To properly take advantage of the energy trapping described
in Chapter 2, utilization of droplet-patterning tools would allow for the precise deposition
of surface chemistries, proteins, or antibodies onto specific substrate regions or devices of
interest. To allow for proper liquid-phase detection, microfluidic channels for sample flow
control, routing, or mixing must also be integrated to the overall device design. In all, the
work developed in this thesis is a significant step towards the goal of high-frequency acoustic
detection of cancer biomarkers and molecular binding events in the liquid phase, but much
work remains before the realization of that goal.
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APPENDIX A
THICKNESS-SHEAR TO FLEXURAL COUPLING IN BOUNDED
PLATES
The finite element method requires a closed domain on which to calculate desired solutions.
Unless special methods are used to mimic an infinite dimensions (e.g., perfectly matched
layers, or PMLs), all domains will be finite in size and any effects due to this confinement
will be accounted for in the solutions. The theory presented here, along with the bounded
plates used in the COMSOL simulations above, shows that the excitation of flexural modes
in the FEM analysis is unavoidable, and is shown by the ripple in the particle displacement.
This appendix attempts to describe the origination of the ripple in the particle displace-
ments in Figures 2.6 and 2.8 via the coupling of TSM vibrations to flexural modes in finite
plates. Mindlin’s seminal 1951 paper introduces this effect in crystal plates [38], and the
procedure developed in that work will be followed here exactly with the exception of being
adapted to c-axis hexagonal crystals (as opposed to monoclinic crystals used by Mindlin).
We include this appendix only as an attempt at a qualitative description of the ripple
effect in the COMSOL simulations. This is a first-order approximation that does not account
for the piezoelectric effect, electrode effects, and the details of energy trapping. Readers
interested in such details are directed to examples such as [78,79].
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Derivation of Plate Equations For the derivation of the plate equations, we assume a



































For hexagonal crystals, like ZnO, the stiffness tensor has the following form:
c =

c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c66

.
Hooke’s and Newton’s Laws,
T = c : S











































































































Next, we assume that the normal components of any tractions on planes parallel to the
top and bottom surfaces do not significantly contribute to the flexural and shear deforma-
tions. This is equivalent to
T3 = 0 (A.5)
everywhere inside the plate. In addition, the surfaces at z = ±b/2 themselves are traction
free, so
T4 = T5 = 0 (A.6)
at these surfaces. The displacements are assumed to be:
u1 = zψx(x, z, t) (A.7a)
u2 = zψy(x, z, t) (A.7b)
u3 = η(x, z, t). (A.7c)
Eqs. A.5 and A.7 eliminate compressional and face-shear modes with the only possiblities
remaining being flexural, torsional, and thickness-shear modes and their harmonics.
Using the fact that T3 = 0 and the displacements in Eq. A.7, solving the third equation































































































(T5, T4) dz. (A.11b)




























































































































The factor κ is a place holder for the magnitude of the resultants and will be calculated
later. The equations of motion in Eq. A.4 are converted in a similar way by multiplying





























































































These equations essentially represent flexural vibrations. Mindlin then notes that at any
free edge of a plate, in abritrary coordinates of v and s, the boundary conditions must be
Mv = Mvs = Qv = 0. (A.17)
This fact will be used later in showing the origination of the coupling between TSM and
flexural modes in finite bounded plates.
Thickness-shear vibrations of an infinite plate We now solve the resonant frequen-
cies of thickness-shear vibrations in an infinite plate. We first assume that particle motion
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is only in the x -direction with all others being zero:
u1 = u(z)e
jωt, u2 = u3 = 0. (A.18)




+ ρω2u = 0. (A.19)
This is the familiar form of the wave equation for a thickness-shear mode in a c-axis hexag-








identical to the frequency calculated in multiple ways previously in Chapter 2. Using the
plate equations of Eq. A.16, we set
ψx = Be
jω̄t, η = ψy = 0, (A.21)















Thickness-shear excitation of a finite rectangular plate We now suppose that a
thickness shear vibration of the form
ψx = Be
jωt, η = ψy = 0 (A.25)
is forced (piezoelectrically, perhaps) in a rectangular plate with boundaries at x = ±a/2,
and y = ±c/2. The boundary conditions that must be satisfied are, by Eq. A.17,
Mx = Mxy = Qx = 0, x = ±a/2 (A.26a)
My = Mxy = Qy = 0, y = ±c/2. (A.26b)
111





















Qy = D4 (0 + 0) (A.27e)
The prescribed displacement was defined to be independent of x, so all derivatives with
respect to x and y are zero. The only remaining boundary condition yet to be satisfied,
then, is
Qx = D4Be





Bejωt, x = ±a/2.
(A.28)
While it is clear from this analysis that Eq. A.25 alone cannot satisfy the boundary
conditions, it is not particularly obvious how the Qx term leads to flexural vibration or,
more generally, the addition of a mode with displacements in the x- and z -directions. In
the standard Voigt notation, c44 corresponds to cyzyz which represents the coupling of yz
shear stresses and strains. The question now is, considering we restricted the analysis to be
independent of y, how does a mode with displacements only the x-z -plane arise from this
point? We recall now that by the symmetry of hexagonal crystals, c55 = c44 [42]. So while
the most general analysis using a full stiffness matrix would result in Qx depending on c55,
by limiting our analysis here to hexagonal crystals, and because c55 = c44, the boundary
condition is satisfied by a mode with components in both the x- and z -directions. By Eq.
A.7, we restricted the solution set to only flexural, torsional, and thickness-shear modes.




MULTI-MODE HYBRID AND LONGITUDINAL MODE
MEASUREMENTS OF GLYCEROL AND SALINE SOLUTIONS
This appendix provides the raw S11 and impedance data for the hybrid and longitudinal
modes under glycerol and saline mixtures. The plots provided in Chapter 4 for the TSM are
produced here for the hybrid and longitudinal modes in identical experimental conditions as
those for the TSM. In fact, for each experimental sample, each of the three mode responses
was captured within seconds of each other for experiemental consistency.
Figure B.1: S11 of the hybrid mode in multi-mode device under glycerol loading.
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Figure B.2: Impedance magnitude of the hybrid mode in multi-mode device under glycerol
loading.
Figure B.3: Real part of the hybrid mode impedance in multi-mode device under glycerol
loading.
114
Figure B.4: Imaginary part of the hybrid mode impedance in multi-mode device under
glycerol loading.
Figure B.5: S11 of the longitudinal mode in multi-mode device under glycerol loading.
115
Figure B.6: Impedance magnitude of the longitudinal mode in multi-mode device under
glycerol loading.
Figure B.7: Real part of the longitudinal mode impedance in multi-mode device under
glycerol loading.
116
Figure B.8: Imaginary part of the longitudinal mode impedance in multi-mode device
under glycerol loading.
Figure B.9: S11 of the hybrid mode in multi-mode device under glycerol loading.
117
Figure B.10: Impedance magnitude of the hybrid mode in multi-mode device under glyc-
erol loading.
Figure B.11: Real part of the hybrid mode impedance in multi-mode device under glycerol
loading.
118
Figure B.12: Imaginary part of the hybrid mode impedance in multi-mode device under
glycerol loading.
Figure B.13: S11 of the longitudinal mode in multi-mode device under glycerol loading.
119
Figure B.14: Impedance magnitude of the longitudinal mode in multi-mode device under
glycerol loading.
Figure B.15: Real part of the longitudinal mode impedance in multi-mode device under
glycerol loading.
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