Abstract
Introduction'
The high rates and large quantities of data required for serving Video on Demand (hereafter VOD) are causing a growing demand for computing resources, especially in large-scale disk-array server systems. Among these increasing requirements, we highlight the significantly large amount of inemory required for scheduling and transmission purposes.
Most of the current cycle-based models assume the existence of an underlying per-stream memory management scheme, in which the number of buffers per stream. While the first buffer is being filled with data retrieved from disk, a network 110 device reads the information previously retrieved from disk and stored in the second buffer. When the retrieval period ends, the two buffers interchange their roles.
In this paper we present Per Storage Device Buffering (PSDB), a buffering policy that allocates a fixed number of buffers per storage device, as opposed to the reservation of memory on a per-stream basis. In the base case, two buffers are allocated per storage device, and the synchronization is established as follows: while the first buffer is receiving data from disk, the second one is delivering data corresponding to the previous client. Buffers interchange roles whenever a fragment of data is read from disk. PSDB reduces the server's memory requirements in more than one order of magnitude, although it forces the computation of a new buffering admission test that may result in small performance degradation. Further adaptation is required due to the constraints imposed by the use of Variable Bit Rate (VBR) streams and disk array storage systems.
The remainder of the paper is structured as follows: in section 2 we analyze several basic design issues for disk array servers. In section 3 we describe and characterize the PSDB buffering technique, discussing the influence of VBR streams. The simulator is described in section 4, and the results obtained are presented and analyzed in section 5. In section 6 we summarize related work. Finally, section 7 is devoted to conclusions.
Design parameters for disk array servers
needed is proportional to the number of streams (i.e., clients) that are srmed simultaneously. In general, perstream buffering requires a substantially large amount of In this section we consider the following relevant issues server: in the design Of a disk -~ --memory in high bandwidth systems. The most popular perstream buffering implementation, Double Buffering, is based on the co-operation of two buffers of identical size
The scheduling policy.
The enforcement of quality of service parameters by the use of an admission control algorithm.
The network delivery policy.
Scheduling policies
The definition of a global period is considered a convenient strategy for scheduling client requests in the server [ 111. Depending on the order established inside each period, the main two approaches are:
Round Robin: All the clients are served in the same fixed order on each round. This restriction is often enforced by the division of a cycle into equally sized slots [14] .
SCAN Clients are served according to the position in the disk of the streams they request, trying to avoid unnecessary disk head movements. Disk efficiency is greatly increased compared to Round Robin (and compared to real-time scheduling algorithms like EDF or RMT), but worst case latency is doubled.
Admission control
The server can provide several quality-of-service levels in terms of the guarantees offered about the number of frames lost [ 1 11:
Deterministic: The server guarantees that all frames are delivered in time.
Statistical: Deadlines are guaranteed to be met with a certain probability.
Best effort:
The system offers no guarantees.
An admission test, computed each time a new client requests a content, is performed to check the availability of the resources required for a given quality-of-service level. The conditions tested refer primarily to disk, network and memory availability.
Variations in stream playback requirements (when VBR streams are used) and disk transfer rate compromise the efficiency of worst-case admission tests. Statistical tests provide better resource utilization, but do not ensure jitterfree operation. Fortunately, service requirements are known in advance when a client demands a movie, as long as the client does not issue VCR-like operations such as rewind or fast forward. In this scenario, simulation-based admission tests (e.g. the Ideal Deterministic admission test [4] ) offer deterministic guarantees and optimal performance by estimating future service demands. The scheduler uses a model of the underlying hardware and software to perform an admission test based on the precomputed requirements of each cycle. The model can be built over a simple average performance estimation [ 141, or may involve a time-consuming simulation of the whole multimedia system (disk, buses, operating system, network interface, etc.).
Data placement
The data placement strategy is crucial in system's performance, since it determines the amount of time spent in disk head movement and the transfer speed in zoned disks. For single disks, it is highly recommended to store contiguously all the sectors that correspond to the same content (or at least, to the amount of data that will be read in a cycle for each content).
Logical consecutive sectors can be distributed over several physical devices in many ways. Scattering the contents into several disks increases system's bandwidth and availability, since popular movies are not restricted to the bandwidth of a single disk. Two options are considered in the distribution of the contents [ 1 11:
Data striping: Several physical sectors belonging to different disks are accessed in parallel in order to obtain a larger logical sector. All the disks are involved in each request. This configuration requires a special disk controller to preserve spindle synchronization.
Data interleaving:
Each disk serves its requests in an independent fashion. Fragments corresponding to a single request can be stored entirely in one or more disks, but not necessarily in all disks. Other fragments belonging to the same content can be placed in different disks. Declustering among all the disks has been traditionally performed in fixed-size fragments (Constant Data Size Declustering. CDSD). The striping unit is the amount of logically contiguous data stored on a single disk.
We propose another data distribution technique for the service of VBR streams, Constant Time Length Declustering (CTLD), based on the division of a content in variable size fragments. Each fragment accounts for the playback of a client in a single cycle and is stored in a single disk. Different fragments can be placed in different disks. This strategy guarantees that only one seek is incurred in the service of a request for a given cycle.
Delivery policy
Bemhardt et al. [2] identify two different data delivery policies.
Bursty Transfer mode: The server sends, in just one transfer, all the data that a client needs in a cycle. Memory buffers at the client store the fragment until its playback.
Continuous Transfer mode: The client receives smaller fragments of data with more frequency. Each fragment should maintain the playback for a small period (for exa.mple, a Group of Pictures for MPEG compression).
PSDB model description
Continuous Transfer, compared to Bursty Transfer, reduces client's memory requirements and allows a smoother transmission flow over the network. However, processing small size packets is more inefficient than processing large ones, and data delivery scheduling is more complex. Bursty Transfer is an attractive option when enough memory is available at the client side, for example in personal computers interfacing Enterprise Video Servers, video-game stations, etc.
PSDB in VEIR disk array servers

Preliminary considerations
It is convenient to state the following assumptions and
We define a .storage device as the minimum storage subsystem that can serve a single disk request; it could be a single disk, each disk in an interleaved disk array or the whole disk array in a spindle-disk configuration.
A global-period based scheduling algorithm is used. We will choose C-SCAN (a variation of SCAN in which data is read onby when the disk head traverses from the outer zone to the inner zone) for our study, although an analogous analysis can be carried out for other cyclebased scheduling algorithms.
PSDB requires the use of Bursty Transfer mode.
The server is disk bounded, i.e., network and bus are not bottlenecks. The network has enough resources, and never discards packets. I/O operations are performed in parallel with bus transmissions. Bus influence is at most a second order factor, as confirmed by some studies based on some studies based on performance analysis of data intensive applications using fast SCSI and ATM networks on high-end UNIX stations ([ 121).
Interaction tietween client and server is achieved through a server-push model, rather than a client-pull one. Clients and server are loosely coupled, and network transfers are not driven by acknowledgments from the clients.
conditions of applicability of PSDB:
PSDB replaces a set of buffers allocated on a per-stream fashion by a fixed number of buffers per storage device. Let us analyze the base case first: when two buffers are used (PSDB-2), while one buffer is receiving data from the storage device corresponding to the stream i + l , the other buffer is delivering data corresponding to stream contains data, corresponding to the stream i to the network. These two buffers interchange their tasks whenever a whole fragment is read from the storage device (see figure 1). The admission test for PSDB-2 checks two conditions upon the arrival of a new request:
Disk read
The network buffer has to be completely empty before the buffer switch occurs. The switch is caused by an interrupt generated by the disk when then retrieval of a fragment of data.
All the network transferences have to be performed before the end of the current period. As a result, network transfer cycle and disk scheduling cycle will stay synchronized. Guaranteeing that the information that corresponds to a cycle is delivered in the same cycle reduces the maximum start-up latency from two cycles to one cycle in a SCAN-driven server. As a drawback, this condition is responsible for a short disk idle time on each cycle. Note that this condition is not mandatory for the application of PSDB.
Network transfers, triggered by disk interrupts, are started after a certain delay (L,,J. This delay accounts for the sum of two components: the time taken to execute the interrupt code and issue the transference (which embodies the part of the network protocol processing corresponding to the first fragment of data to send), and the delay the network interface may suffer when the information is transmitted.
The parameters used in the analysis and evaluation of the PSDB model are listed in table 1. 
Number o f buffers used in PSDB
The two conditions of the admission test can be expressed as
that should hold for all the periods that the new stream is expected to last.
The left side of equation (2) is an upper bound of the time taken in disk transference, so it is sufficient to assure that all disk operations are performed in a cycle, and consequently no additional scheduling tests are needed.
If more buffers are added to the per-storage-device buffer pool, condition (1) should be replaced with the requirement of delivering to the network all the data available in a buffer before the storage device attempts to reuse the buffer for disk operation (figure 2). Condition (2) remains unchanged.
The buffers added establish a cushion that protects network data integrity. This protection results in fewer 
Figure 2. Buffer management in PSDBJ
An upper bound for the memory required by PSDB is
while the amount of memory required by Double Buffering is upper-bounded by
Per storage-device buffering of VBR streams
The admission test proposed in the previous section is highly dependent on variations in the number of bytes requested in a cycle, especially when disk and network transfer rates are similar. The difference between disk and network transfer speeds in state-of-the-art hardware configurations is usually too small to absorb the rate divergences found in VBR contents. Therefore, pure PSDB-2 would lead to extremely low performance.
Some solutions to overcome performance degradation are:
Increase the number of buffers allocated per storage device (PSDB-3, PSDB-4, ...), at the cost of a slight memory usage increment. ...
Buf.2 ---
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Figure 4. PSDIS-2 -Multiple Cycle Reading
Notice that, in order to be able to use the pre-computed information that characterizes the requirements of the movie, b(i,p), data corresponding to the same cycle of a client should not be split.
PSDB simulation model
We have used ;I disk array simulator built over Sim++ [7] , a discrete event simulation package for the evaluation of PSDB. Disk information is based on a Seagate ST31200W zoned disk [lo] , including disk head movement, rotation and variable transfer speed, depending on the zone considered (maximum transfer rate: 4.17 MByte/s; minimuin transfer rate: 2.33 MBytek). Neither the bus that connects the disks nor the internal caches have been modelled.
In interleaved disk arrays, each storage device operates as an independent disk. Before the beginning of the cycle, the disk manager thread splits the requests into subrequests and assigns them to their corresponding storage device.
Data reordering is performed at the client side, so no synchronization is required among the storage devices.
The network interface has an initial transfer latency of one millisecond, that accounts for the worst case service time of the disk interrupt, the beginning of network protocol processing and the delay in accessing the network. Unless otherwise stated, a constant transfer rate of 60 Mbit/ s (based on measures of UDP/IP transmission over ATM OC-3 [U]) is assumed, embodying steady state protocol processing and network transfer. One network interface (with a bandwidth proportional to the number of disks) is assigned to each storage device.
We are using VBR-encoded MPEG-1 traces from Bellcore [9] (Starwars) and Erom Wuerzburg University The C-SCAN scheduler retrieves data in fragments corresponding to the playback of a ten-seconds cycle unless MCR is used.
Client arrivals have been modelled using a timehomogeneous Poisson process, where minimum interarrival values have been established. The parameters are chosen to obtain system overload conditions. When a client is rejected, the same request is performed in subsequent cycles until it is accepted. The selection of movies is driven by a Zipfian distribution with a skew of 0.27 1, value observed in video rental requests [ 171. Movies that are closer to the outer edge of the disk (with higher transfer rates) are considered to be more popular.
It is important to note that the primary parameter for performance evaluation should be the Effective Transfer Rate (ETR), i.e., the number of bytes transferred per time unit (disk utilization is skewed for zoned disks and the number of clients is not appropriate for heterogeneous VBR streams). We also compute the Memory Saving Factor, obtained dividing the amount of memory used by Double Buffering into the equivalent value for SPB.
Experimental results and analysis
Data placement policies performance analysis
A preliminary analysis is required to focus on the data placement configurations that provide higher performance. We use Double Buffering to test:
Spindle synchronized disk arrays.
Constant Time Length Declustered (CTLD) disk arrays.
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Constant Data Size Declustered (CDSD) disk arrays, with a striping unit larger than the request of any stream for a cycle. Note there is no guarantee that data corresponding to a cycle of a stream is placed in a single storage device. If the striping unit used is small, results are similar to the spindle-synchronized case, so we will not consider this case.
0.1
In figure 5 we can see that spindle-synchronized disk performance degrades as the number of disks grows, due to the larger number of disk head movements. Commercial products featuring more than eight disks are infrequent. Large striping unit CDSD disk arrays present low performance in the service of VBR streams. This can be explained by the variable size of the requests for different clients, generating a skewed demand distribution across the disks. Some disks can be heavily loaded in some cycles, forcing client rejections, while others may be idle in the same cycle.
CTLD disk arrays serving VBR contents result in a more even distribution of the load across all disks and a minimum number of disk head movements, offering the best performance. In our experiments, figures representing the load of each disk also confirm that load is more evenly distributed in CTLD disk arrays than in CDSD disk arrays.
PSDB performance and memory usage analysis
In this subsection, we compare performance and memory use for Double Buffering and PSDB. The use of pure PSDB would lead to an unacceptable number of rejections, so we have incorporated Multiple Cycle Reading (MCR) to all the tests. We concentrate on spindlesynchronized and CTLD disk arrays, since they provide the best performance in the service of VBR streams. Figure 6 shows that the Effective Transfer Rate achieved for PSDB is close to the Double Buffering case. The maximum performance degradation observed in the series (compared to Double Buffering) is less than 6.7% for PSDB-2, and less than 1.3% for PSDB-3. Number of disks
Figure 6. Effective Transfer Rate vs. number of disks for different buffering policies
In figure 7 we can see a logarithmic representation of the amount of memory consumed by each buffering policy. Double Buffering memory usage grows with the number of disks, ranging from 150 MBytes to 2.5 GBytes. CTLD is particularly appropriate to PSDB because short disk services are avoided by the placement in a single storage object of the data corresponding to a client's cycle, reducing the need for MCR when compared to CDSD. 
Network trarnsfer rate influence on PSDB
While Double Buffering systems are almost independent of network transfer speed, this factor affects PSDB-2 servers. On one hand, if the difference between network and disk speeds were high enough, the admission test would always succeed. For high margins, PSDB-2 and PSDB-3 perform similarly, resulting the first option in lower memory consumption. On the other hand, when network speed is close to disk transfer rate, buffer conflicts increase the number of cycles grouped due to MCR. Requests are accumulated in some cycles and performance decreases (see figure 8 -note that the maximum disk transfer speed is 33.4 Mbitis). In this case, PSDB-3 is the only means to achieve performance figures similar to those of Double Buffering. Increasing the number of buffers of PSDB beyond three is only advisable for unbalanced systems presenting extremely low network transfer rates. 
Related worlk
Reutilization of buffers is a common strategy in Operating System's practice, but its application to the VOD environment, in which timely delivery of huge amounts of data is mandatory, has not been carefully studied.
Just-in-time sciieduling [3] includes a per-device buffering technique for Continuous Transfer delivery in large arrays composed of independent disks. Clients are serviced in a SCAN basis, keeping the same order from one disk to another due to a stringent data placement strategy that forces all contents to be placed in the same zone on all the storage devices. There is a gap between the start of the cycles from disk to disk, which stands for the playback time of the data sent for a client. The server delivers the data just after being read from disk, requiring three buffers per disk. However, the model considered is too simple: the time taken for reading a track is constant; seek times are accumulated in a single outermost-to-innermost sweep; and the most important restriction, contents are equally demanding CBR streams. Disk and network issues are not considered to evaluate the feasibility of the solution.
The Tiger Filesystem [l] defines time slots that can accommodate the largest disk transfer that may occur. In the design of the system, performance is not considered a capital factor. Data is sent immediately after the end of the slot, but no mention is made to buffer reuse. Finally, the applicability conditions are not clearly stated.
Some adaptations have been proposed to per-stream buffering strategies to overcome excessive memory consumption, being the most relevant Grouped Sweeping Scheduling, GSS [6] . GSS establishes a compromise between Round Robin and SCAN by dividing of a cycle into G groups. Each client is assigned to a group, and each group is served in a previously established order. The streams in each group are served in a SCAN basis. Buffers can be reused from group to group, and the total number of buffers required is n (P) + . However, the total amount of memory needed still depends on the number of users served. In order to establish a comparison with data provided in our article, note that this amount of memory never falls below 50% of the memory required for Double Buffering. In general, all per-stream buffering techniques suffer from requiring an amount of memory proportional to the number of users being served.
Subgrouping and subcycling [ 181 focuses on buffer reutilization for Continuous Delivery disk array servers. G groups are formed, and the starting cycle time is shifted from group to group. Disk accesses on each cycle are also divided into G subcycles. This technique, similar to GSS, requires equally demanding CBR streams.
Mourad [ 131 develops a similar technique, based on GSS and offset schedules. It presents the same problems than GSS and Subgrouping and Subcycling, being the most important the requirement of CBR streams.
Ng [ 151 combines buffer reuse with Double Buffering, to free up to 50% of the memory, but the scheme is difficult to implement, requiring non-contiguous buffer management.
Chang [5] considers the use of SCAN scheduling with spaced IiO operations to be able to share buffers efficiently. Memory saving can be enforced by the use of scheduling [ C l policies that allow free movement of the disk arm (like Round Robin or GSS). Again, their proposal is based on per-stream buffering and considers only CBR streams.
Conclusions
The main contribution of this paper is the presentation and validation of PSDB, a new buffering technique for cycle-based schedulers in disk array VOD servers. PSDB is based on the analysis of the diskhetwork interface interaction to improve buffering memory requirements. This technique is applicable to VBR streams if Multiple Cycle Reading is used, or if three or more buffers are allocated per storage device. Compared to existing perstream buffering allocation schemes, we report important memory saving factors proportional to the number of streams served. The required admission test slightly decreases system's performance, although experimental results show that this penalty is negligible. There are also extra network bandwidth and computing demands, but enough resources are generally available in off-the-shelf systems.
For testing purposes, we have adapted a simulationbased scheduler to disk array servers, allowing different data placement configurations. Simulation is a must to obtain both high performance and deterministic guarantees in VBR stream servers.
It is worth to recall that PSDB-3 offers Double Buffering performance for typical VOD systems with very low memory consumption. We have obtained useful conclusions about data placement strategies, being the most relevant the appropriateness of Constant Time Length Declustering in the service of VBR streams.
Further analysis about the margin required between disk transfer speed and network transfer speed, and about the influence of cycle length on single disk operation can be found in [Garc98] .
