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Whose feedback? A multilevel analysis of student completion of end-of-
term teaching evaluations 
Student evaluations of teaching (SETs) are now common practice across higher 
education, with the results used for both course improvement and quality assurance 
purposes. While much research has examined the validity of SETs for measuring 
teaching quality, few studies have investigated the factors that influence student 
participation in the SET process. This study aimed to address this deficit, through the 
analysis of an SET respondent pool at a large Canadian research intensive university. 
The findings were largely consistent with available research (showing influence of 
student gender, age, specialization area and final grade on SET completion). However, 
the study also identified additional influential course-specific factors such as term of 
study, course year level and course type as statistically significant factors influencing 
student response/non-response. Collectively, such findings point to substantively 
significant patterns of bias in the characteristics of the respondent pool. Further 
research is needed to specify and quantify the impact (if any) on SET scores. We 
conclude, however, by recommending that such bias does not invalidate SET 
implementation, but instead should be embraced and reported within standard 
institutional practice, allowing better understanding of feedback received, and driving 
future efforts at recruiting student respondents. 
Keywords: SET; student evaluation of teaching; course evaluation; response rate; 
response bias; multilevel analysis 
Introduction 
Few practices in educational settings evoke emotional debate as rapidly as student evaluation 
of teaching (SET). While most educators acknowledge the value and importance of creating 
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opportunity for student feedback, many question the legitimacy of such forms of assessment 
when used for performance management and quality assurance (Stowell, Addison, and Smith, 
2012). Opposition to the use of SETs for managerial purposes stems from perceived biases of 
different ‘kinds’ of student (Centra and Gaubatz, 2000), falling response rates (Adams and 
Umbach, 2012) and a perception that students may lack the maturity and expertise to provide 
informed and accurate feedback relating to teaching practice (Bedgood and Donovan, 2012; 
Clayson, 2009). The potential educational benefits derived from SETs are therefore often 
overshadowed by a powerful and pervasive belief among educators that they merely report on 
teacher popularity, rather than offering any rigorous measure of instructional effectiveness 
(Aleamoni, 1987; Feldman, 2007). 
At the same time, the higher education sector in many countries has shifted towards a 
more business-oriented model of operation (e.g. Marginson and Considine, 2000; Mazzarol, 
Soutar, and Seng, 2003) in recent decades. As part of this transformation, the demonstration 
of institutional ‘quality’ has increasingly become a routine part of academic life. For this 
reason, it is unlikely that the current and common usage of SETs as a tool for measuring 
quality of teaching will diminish (Blackmore, 2009). Given the centrality of SETs in 
contemporary academic management and quality assurance processes, it is therefore 
increasingly important to ensure their validity, and to monitor and report on any potential 
response biases that may unduly influence SET results (for example, over- or under-
representation of sub-populations of students as defined by gender, grade-point achievement 
or age grouping). Numerous researchers have interrogated institutional SETs by exploring 
response rates, or the characteristics or validity of the questionnaire employed (Marsh, 2007; 
Spooren, Brockx, and Mortelmans, 2013; Wachtel 1998), concluding generally that any bias 
is contextual and reflective of the institution itself, its ethos and culture.  
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In the present study we have employed a multi-level model of statistical analysis to 
investigate who did and did not respond to an institutional SET, with the goal of determining 
whether response bias may be influencing course design decisions or assessment of teaching 
performance to a practically significant degree.  
Student evaluations of teaching 
Student evaluations of teaching (SET) are common practice across the higher education 
sector. While SETs were initially introduced as part of an effort to improve teaching practice 
in the 1920s, the instrument has continued to evolve and usage has been extended into 
performance management practice (Galbraith, Merrill, and Kline, 2012). Marsh (2007) 
outlines five key applications of SET: 
 Provision of diagnostic feedback for teachers 
 Measurement of teaching effectiveness 
 Provision of information for students regarding future course selections 
 Quality assurance 
 Pedagogical research 
Most frequently, SETs are implemented as both a means of assessing effectiveness of 
course design, and also as instruments for performance management of instructional staff 
(appointment, promotion, tenure and quality assurance). It is this intersection of pedagogical 
and managerial functions that has caused so much friction in the academy. This apparent dual 
role – SETs as both developmental process and managerial/QA tool – has catalyzed high 
levels of sustained research and debate (Blackmore, 2009; Clayson, 2009). Almost three 
decades ago, Marsh (1987) noted that SETs are probably “the most thoroughly studied of all 
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forms of personal evaluation” (p.369). Research interrogating the validity and application of 
SET has continued unabated, and has produced a voluminous and contentious literature.  
The possible connections between grading practices and SET scores has produced a 
multitude of what Aleamoni (1987, 1999) and Feldman (2007) call half-truths and myths in 
the academy. Commonly, critics assert that educators with a reputation for easy grading and a 
light course load will receive more favourable SET scores than their less lenient colleagues 
(Greenwald and Gillmore, 1997). This hypothesis has been extensively debated in the 
research literature. For example, McPherson and colleagues (2006; 2007; 2009) demonstrated 
a significant positive relationship exists between student course grades and SET scores. In a 
similar study investigating the factors affecting SET scores, Brockx et al (2011) also 
identified a significant positive relationship between grades and evaluation scores, but these 
authors contend that this correlation is underpinned not by grading leniency but by effective 
teaching practice. As Feldman (2007) explains, “students who learn more earn higher grades 
and thus legitimately give higher evaluations” (p.99). In other words, effective teaching 
facilitates student learning and this is reflected in higher levels of academic performance. In 
truth, any identified relationship between student grades and SET scores can be interpreted 
from multiple perspectives to either deny or confirm response bias, and herein lies the 
problem. While such studies can clearly and effectively identify if a significant relationship 
exists, it is much more difficult to design an empirical study that can confirm or deny 
causality. 
Some findings are now well documented, however, and SETs are generally 
considered to be multi-dimensional valid indicators of teaching performance and effective for 
informing and improving teaching practice and course design (Marsh, 2007). The sheer 
volume of studies confirming the validity of student evaluations of teaching prompted Marsh 
(1987) to suggest that future SET research should focus on methodology, teaching context 
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and the characteristics that could negatively impact validity. One such area is response rates 
(Spooren and Van Loon, 2012). This is particularly topical as contemporary higher education 
institutions shift their evaluation practices from paper-based to online submissions 
(Anderson, Cain, and Bird, 2005).  
Student response rates 
With many universities now opting for online SETs, an associated decrease in student 
response rates has been reported (Stowell et al., 2012). A drop in response rates is 
understandably of grave concern for the everyday practitioner, especially when 
(re)appointment, promotion and tenure processes lean heavily on these forms of feedback and 
evaluation. To test for differences in the submission process, Stowell et al. (2012) compared 
response rates, SET scores and number of written responses to open-ended questions for 
online and paper-based SETs. These authors reported that although online response rates had 
fallen, there was no difference in overall average instructor ratings or written comments, 
confirming the findings of many earlier studies (Avery et al., 2006; Dommeyer et al., 2004; 
Layne, De Cristoforo, and McGinty, 1999) which had previously demonstrated no significant 
difference in mean instructor ratings despite lower response rates using online submissions. It 
is important to note, however, that there is an obvious minimum threshold for response rates 
beyond which the validity of evaluation scores is affected by the non-representativeness of 
the respondent sample (Dillman et al., 2002). In spite of the findings reported above, 
declining SET responses rates therefore continue to fuel academic mistrust and cynicism, 
allowing critics to call into question the validity of SETs. 
The studies reported here highlight three important factors that should guide on-going 
SET research. First, the medium (online or paper-based) does not appear to unduly influence 
student ratings. Second, there is a need for research that can identify practices and processes 
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that can help address declining student response rates. Third, it is important to continue to 
monitor for possible response bias (Adams and Umbach, 2012), especially given the 
widespread application of these forms of teacher assessment in performance management. In 
this context, the online medium offers an advantage over older paper-based systems by 
capturing information about which students did or did not participate in the evaluation 
process. Investigating the sub-populations of non-responders and responders has the potential 
to reveal any possible bias that may affect instructor ratings. While SET research extends 
back many decades, few studies have examined the student or course characteristics that 
influence the decision to complete an SET.  
The current study 
The aim of this study is to provide further insight into factors that influence student response 
or non-response to SETs. Few studies have investigated the impact of course ‘type’ (e.g. 
lecture, independent study, experiential learning or group work), or the timing (point in the 
academic year) of SET implementation on student response decisions. To address this deficit 
we cross-tabulated data and performed simple logistic regression and multi-level linear 
modelling analyses to test the effect of these factors on student response/ non-response 
decisions. We also investigated the influence of student-specific factors (academic 
performance, gender, degree program, subject area specialization) and other course-specific 
factors (class size, course year level, salience with student specialization) on SET completion 
rates at the institution under study. By using a multi-level model design we aimed to identify 
any clustering effects and quantify the variation that may exist at the level of individual 
evaluation, individual course or aggregated group (e.g. school, program or cohort). 
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Methodology 
A sample of end-of-term SET completion/non-completion data was collected from all courses 
offered in the Faculty of Arts at a large research-intensive Canadian university. The sample 
included selected data items for all students enrolled in at least one undergraduate course in 
the academic year 2009-2010, and for all course enrollments by these students. All SETs had 
been administered via an online evaluation system. Students within the Faculty of Arts were 
invited to complete one SET per enrolled course at the end of each teaching term in the 
academic year. Because each student may have been enrolled in multiple courses within the 
same time frame, individuals may have had the opportunity to complete multiple SETs. From 
a possible 94,161 course enrollments by 21,534 unique students, a total of 46,774 end-of-
term SETs were completed, providing an overall average completion rate of 49.7%. The 
students in the sample were enrolled in the following degree program areas: Arts (N=10,426), 
Medical/Paramedical (N=32), Science (N=8,108), Education (N=24), Business (N= 1,862), 
and Fine Arts (N=446). Additional descriptive statistics are given in Table 1. 
[Table 1 near here]  
Variables 
For the purposes of this study the dependent variable was dichotomous (SET completion vs 
SET non-completion, for a given course SET). It is important to note that the institution’s 
commitment to students on data privacy prohibits any access to data that link student identity 
to the SET scores or comments they submit. Available data does, however, allow us to link 
details of student identity and course enrollment record with their completion of each 
available SET survey. Available data for respondents/non-respondents includes: student age, 
student gender (coded 1 for male and 0 for female), final grade per course enrollment 
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(specified as both percentage and letter), student degree program, and student area of 
specialization (for example, a Major or Minor). Data relating to each course was also 
captured and reported, including course type (individual study, experiential, lecture-based, 
and small group), the total number of students enrolled within each course, and term in which 
a course was offered (Term 1, Term 2 or Term 1&2). A course term was therefore assigned 
one of three values: 0 for a two-term course, 1 for a Term 1 course, and 2 for a Term 2 
course. The “term 1 or 2” variable captures the effect of the evaluation taking place in the 
first or second term as per the course schedule. The dummy variable “two-term course” (0) 
captures the influence of two term courses on student response or non-response. 
Statistical analyses 
The aim of the study was to test the association of the dependent (binary) variable with 
variables relating to both student and course. While cross-tabulations (see section 3.1) can 
reveal simple correlation patterns, they are unhelpful in situations where multiple influential 
factors at play. In such situations, a commonly adopted approach involves the use of a logit 
regression (Hosmer, Lemeshow, and Sturdivant, 2013), and we report findings from a simple 
logistic regression analysis of the data in section 3.3.  
However, even logistic regression does not adequately account for the cross-classified 
hierarchical structure of the data analysed for this study (Hox, 1994; Hox and Kreft, 1994). A 
logit regression treats each observation (that is, an SET completed by a student) as unrelated 
to any other. However, given the nature of our sample set and context of SET implementation 
at this institutions – learners enrolled in different degree programs, who may have declared 
particular subject area specializations, grouped in course sections, being invited to complete 
SETs simultaneously implemented at end of term, and multiple course enrollments per 
student – we might hypothesize that the data could or should be grouped in meaningful ways 
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to provide richer insight into the rationale for response or non-response. The factors that 
influence student completion of SETs may be a function of a student’s particular experience 
in a class, of a student’s general disposition, or else a more general result of the properties of 
the section or class. The adoption of a multilevel model design allows us to capture such 
clustering effects, and to assign the level of variation that occurs at the level of evaluation, 
individual, and group. Recognizing the limitations of standard regression models, this method 
of multilevel analysis has also been proposed in educational research such as computer-
supported collaborative learning (Cress, 2008; De Wever et al., 2007; Friend Wise, 
Saghafian, and Padmanabhan, 2012) and student evaluation of teaching (Adams and 
Umbach, 2012). 
To determine the most meaningful grouping for analysis of our data, we ran an 
“empty model”, often referred to as a variance-components model, which incorporated a 
number of different specifications (course section, course, student, course type, and degree 
type) in order to determine the relative variance occurring at different levels of analysis. This 
in turn allowed us to identify those levels that are most relevant in explaining the observed 
patterns of SET submission as well as those that lack significant explanatory power. The 
latter were then excluded from further analysis. In our analysis, we calculated two measures 
as shown in Table 2. First, ρ provides the residual intra-class correlation of the latent 
responses of a given model; this is a measure of the relative variance between and within 
groups. The larger ρ is, the greater the proportion of observed variance that occurs at the level 
of the group rather than the individual. The remaining information reported in Table 2 
includes the estimate of the between-group standard deviation of the random intercepts of 
groups ඥ ෠߰, and the likelihood-ratio test of the hypothesis that ρ=0. 
[Table 2 near here]  
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Most significantly, we found that nesting observations ‘by student’ captures far more 
of the total variance than any other hierarchical structure. While the likelihood ratio tests 
confirm that in all six cases ρ is statistically different than zero, the ρ of 0.769 obtained when 
nesting data by student far exceeds all other possibilities explored (Table 2). This can be 
interpreted to mean that 76.9% variance of the outcome variable was explained by the 
differences at the level of student. No other model achieved a ρ >=0.05 (i.e., less than 0.5% 
of the variance in the outcome). Based on this observation, we used ‘by student’ as the 
grouping variable in our multilevel analysis.  
Results 
Cross tabulation 
Table 3 summarizes uncontrolled SET completion rates by grade and course year level. Each 
cell in the table provides the number of observations and the proportion of positive responses 
(mean completion rate) for that category (letter grade). The results suggest that response rates 
tend to be higher among students in years one and four, with students in year two, and to a 
lesser extent in year three, responding at a lower rate. Additionally, there is a clear and 
remarkably linear correlation between grades received and the likelihood that students 
respond. Completion rate increases as grade point does.  
[Table 3 near here]  
Disciplinary salience 
In their study of SET response rates Adams and Umbach (2012) found that disciplinary 
salience – the degree to which a particular course is aligned with an individual student’s 
chosen disciplinary major – is an important predictor of student completion of an evaluation 
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survey. For example, a student with a major in history would be more likely to complete a 
SET for a history course than an alternate course outside of this primary disciplinary area. 
We investigated disciplinary salience in the study sample by reviewing the SET completion 
rates of students who had declared a subject specialization (Major, Minor or Honours), and 
only for those subject specializations where N(enrollments)>15. This reduced the sample to a 
set of 5,706 unique students with 36,673 course enrollments (and thus SET invitations). For 
each specialization group, we calculated overall SET response rate for courses within the 
specialization area, as well as overall SET response rates for courses completed in all other 
subject areas. 
As shown in Figure 1, our findings tend to support those of Adams and Umbach 
(2012). In fifteen of eighteen student specialization areas, students completed SETs for 
courses in their specialization area with a response rate 1-22% higher than their completion 
of SETs for courses in other subject areas. 
[Figure 1 near here] 
Simple regression analysis of SET completion data 
Table 4 shows our base logit regression model (and accompanying variations) of the binary 
dependent variable completed on the variables student age, course year level, course year 
level squared, gender (coded 1 for male and 0 for female), term, a dummy for two-term 
course, percent grade achieved, and class size (ln(enrollment), the natural log of enrollment). 
The squared course year level variable is included to capture the non-linear nature of the 
relationship highlighted in Table 3.  From this analysis, all indicators are found to be 
significant at the 1% level. Age and final grade both have a positive effect on the likelihood 
that a student will complete an SET, while term and class size have a negative effect. Course 
year level appears to have a non-linear relationship, whereby completion rates initially 
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decrease as year level increases, but begin to increase at higher levels. 
To modulate the initial findings, we introduced variables such as course type and 
student degree program. As these variables do not lend themselves to ordinal analysis, we 
incorporate each into a separate model, also included in Table 4. Initial results from model 1 
are robust to these alternative model specifications, with both coefficients and standard errors 
remaining relatively constant. Some interesting findings emerge from these additional results. 
Most significantly, perhaps, students in lecture-based courses are more likely to submit 
evaluations than any other course type. Furthermore, this finding is significant at the 5% level 
(or better) for all course types. A second notable finding is that students in Arts degree 
programs are less likely to submit responses than any other student degree type, save Fine 
Arts. This finding is statistically significant at the 1% level for Science and 
Medical/Paramedical students and at the 5% level for Business and Fine Arts students. 
Education students are statistically indistinguishable from their Arts counterparts.1  
[Table 4 near here] 
Using the simulations provided by Stata’s Clarify program (Tomz, Wittenberg and 
King, 2003), we can further quantify the substantive effects of these results. Table 5 provides 
a range of probabilities that result from a given change in a specific variable, holding all other 
variables at their median values. The column “mean” provides the average change in 
probability for a given student for a given change in one explanatory variable, holding other 
variables at the median. The standard error term indicates the relative statistical significance 
                                                 
1 There is, in principle, a risk of a false discovery in these findings, though the high degree of significance 
consistently reported across models tends to render the possibility remote. We would be much more 
concerned if, in the multiplicity of tests, we had found only one, or a small set of findings that achieved 
statistical significance. More generally, the fact that we include results from a multilevel modelling approach 
further mitigates the risk of false discovery due to familywise error in our reported results, insofar as the 
grouping of units constitutes a form of “partial pooling” tending to make estimates more appropriately 
conservative, but not excessively so as with traditional methods of control such as Bonferonni correction. 
See Gelman, Hill, and Yajima (2012) for more information. That said, continuing research on the subject 
matter must remain cognizant of the risk of familywise error in reported findings involving multiple 
hypothesis tests, and use some strategy to manage accordingly. 
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of the result. The final two columns provide the 95% confidence interval, which is the range 
within which the true value of the coefficient would be found, 19 times out of 20. If the 
interval includes 0, the result may be considered statistically insignificant at the 5% level. 
The first row – “probability at the median” – gives the mean probability of 
submission, holding all controlled variables at their median values, on the basis of model 1, 
our base model. Thus, for the median student in the base model, the probability of submission 
is 0.54. The other lines all give the effect of a specific change in values, holding other 
variables at their median scores. For example, the probability of submission for a male 
student is 0.075 less than for a female student. Students in full term courses are 0.17 less 
likely to complete an evaluation than students in term 1, while students in term 2 are 0.09 less 
likely to do so than their term 1 counterparts. The probability of a student in a first year 
course completing an evaluation is 0.098 higher than a student in a fourth year course, and 
0.106 higher than a student in a third year course. Students in sections ranking in the 10th 
percentile of class size – 24 students – have a 0.085 greater probability completing an 
evaluation than those in sections in the 90th percentile, with enrollments of 245 students. 
Finally, students scoring in the 10th percentile in terms of grade – who received 57%, or a D 
– were 24% less likely to complete an evaluation than their counterparts in the 90th 
percentile, who received 86%, or an A.  
[Table 5 near here] 
 
Examining selected results from models 2 and 3, a change from a lecture-based 
course to an experiential course results in a 0.06 decrease in the relative probability of 
submission. Conversely, a change from lecture-based to small group results in a less than 1% 
change in the probability; this result (as with the coefficient in Table 4 above) is not 
significant. A Science student is 0.097 more likely to submit an evaluation than an Arts 
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student, holding other values at the median, while a Medical/Paramedical student is 0.19 
more likely.  
Multi-level analysis 
Table 6 presents the base hierarchical model, a logit regression clustered by student that 
includes coefficients for age, course year level, gender, two-term courses, percent grade, and 
class size, along with student mean of class size, grade and term (Inclusion of these means 
allow us to isolate the so-called “between” and “within” effects of each variable and identify 
the effects of covariates that vary across different observations for a given student, as well as 
across different students). The coefficients in Table 6 represent the change in log-odds due to 
a unit change in a given variable while holding other variables constant at the mean, but are 
difficult to interpret directly. We therefore also include in Table 6 the odds ratio for the 
covariates. These may be interpreted as the likelihood of a positive outcome (i.e. SET 
completed) divided by the likelihood of a negative outcome. For example, using the basic 
model in Table 6, the odds ratio for student age is calculated to be 1.061. Thus, holding all 
other values at (any) fixed values, for each additional year in age, the odds of a student 
completing an SET is 1.061, or 6.1% higher than a student one year younger.  
[Table 6 near here] 
To further aid interpretation, Table 7 reports on the effects of discrete changes in the 
values of selected covariates, while holding other variables constant. Again, the results are 
expressed in odds ratios, which assist the interpretation over the raw coefficients.  
[Table 7 near here] 
Academic performance (grade achievement) was observed to have an additional 
significant effect on response/ non-response (Table 7). A change from the 10th to the 90th 
percentile in course grade, (or from 57 to 86% percent grade) increases the odds of response 
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by 1.65, or 65%. That is, a student is 65% more likely to respond in courses that they do well 
in than those that they do not. Hence, if a given student has 0.33 probability of responding in 
a course in which they receive 57%, that student would have a 0.54 probability of responding 
in a course in which they received 86% percent grade. This effect is substantively greater 
between students. The odds of response of a student with an 86% average percent grade are 
7.6 times greater than that of a student with a 57% average percent grade. This is a significant 
and notably large effect. It is useful to convert the results to an absolute probability, using the 
formula probability=odds/(1+odds). Having done so, the probability of response by a student 
at the 90th percentile is 0.88 greater than for a student at the 10th percentile. Finally, the 
individual level effect of class size obtains as greater than the population average effect. That 
is, the effect of increasing class size is greater on an individual student from one course to the 
next, than it is for the average class size experienced from one student to the next. 
Finally, in Table 8 we report the results obtained when variables for the specific type 
of course are included. “Lecture-type courses” constitutes the base category, and all other 
results are evaluated as deviations from the odds of response for a student in a lecture based 
course. Note that we did not include the covariates for the mean of each dummy; thus we 
cannot say whether the effect is greater between or across students. However, the effects 
reported are, as above, subject-specific effects, rather than the population-specific results as 
would be the case had we adopted the standard logit regression for our analysis. The reported 
odds of a given student responding, when changing from a lecture environment to an 
experiential one is 0.696; conversely, the odds of response for a student moving from an 
experiential environment to a lecture environment are in fact 1.42 times, or 42% greater. The 
effect for individual course type is also negative and is actually substantively larger, but it is 
significant only at the 10% level. The effect for small group course is not statistically 
significant.  
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[Table 8 near here] 
Discussion 
In this study we sought to examine the impact of a range of factors specific to the selected 
institutional context on student SET completion rates, and to test whether other factors 
reported in the small volume of literature on student completion of SETs are also relevant.  
Our findings confirm that a range of student-specific factors influence the likelihood that a 
student will complete an SET. Prior studies have noted that age (Spooren and Van Loon, 
2012), gender and disciplinary salience (Adams and Umbach, 2012) are potential factors 
associated with response bias. In the current sample, the odds ratio of SET completion by 
student gender was determined to be 0.580: that is, other things being equal, the odds of a 
male student submitting an SET are 0.58 times that of a female student. We also found that 
for a change from the 10th to the 90th percentile in age (which in this sample represents a shift 
from age 19.9 to age 25.4), the odds ratio is 1.39 (Table 6). Moreover, our investigation of 
disciplinary salience for this sample showed that students are more likely to complete SETs 
for courses coherent with their declared degree specialization area (for example, a declared 
Major, Minor or Honours subject) (Figure 1). In other words, and as reported by others, older 
students, female students and students enrolled in courses relevant to their study 
specialization are over-represented in the respondent pool. The implication is that a particular 
decision to submit an SET is more strongly influenced by individual-level characteristics, 
rather than by factors relating to student degree program, type of course or the course itself. 
This is borne out by our variance-components analysis model which confirmed that nesting 
variables at the level of ‘the student’ offers the greatest explanatory power for the variance in 
response rates we observe. 
20 
 
The factor most commonly argued to influence student SET response/ non-response is 
academic performance (as represented by final grade achieved in a course). By simple cross-
tabulation, we found that there is a clear and remarkably linear correlation between final 
letter grade achieved in a course and the likelihood that a student completes the associated 
SET (Table 3), consistent with the findings of Adams and Umbach (2012) and Spooren and 
Van Loon (2012). This positive correlation persists even when differences in student age, 
gender, degree program and course year level, type and term are controlled for (Tables 4 and 
5). Interestingly, while this effect holds true between students, and also within an individual 
student’s multiple course SETs, our multi-level analysis demonstrated that the effect is 
greater ‘within’ a student’s record. That is, an individual student is more likely to complete 
SETs for courses in which they ultimately achieve a higher final grade. Because learners at 
the institution under study must make the SET completion/non-completion decision before 
completing final assessments or receiving final grades, we suggest that in this context SET 
completion (and scores awarded) are not simple pleasure/displeasure responses by students to 
grade ‘reward’/’punishment’ by instructors. Rather, we propose that final grade can be 
considered a proxy for a student’s overall learning experience, which in turn may influence 
SET completion. Extending this logic, Spooren and Van Loon (2012) have argued that the 
relationship between final grade and SET completion may in part explain the observed 
positive correlation between final grades and instructor scores that has been identified in 
multiple studies (e.g. Brockx et al., 2011; McPherson, 2006; McPherson and Jewell, 2007; 
McPherson et al., 2009). That is to say, SET completion itself may be an indicator of ‘student 
satisfaction’, and any bias in scores introduced may be skewed in favour of positive scores. 
At a minimum, it is clear that the observed relationship between grades, SET completion and 
SET scores is complex and requires further research into areas such as student decision 
making processes and motivations. 
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The relationship between other aspects of a course experience and a student’s 
decision to complete an SET or not is also less than straightforward. We found that class size 
is moderately and negatively correlated with SET completion, and similarly to the grade 
effect, this relationship holds true between and within students. In addition, students in 
courses coded as ‘individual study’ are less likely to complete an SET – a finding that 
supporters of social constructivist theories of learning might interpret as supporting the 
premise that ‘good learning’ is social and thus requires peers. This is confounded, however, 
by our finding that students in ‘traditional lecture’ courses – commonly argued to be less 
engaging (Marsh, 1987) – are 42% more likely to complete an SET. In the current context, 
this may be relieving for educators, given that the vast majority of enrollments (94% of the 
current sample) are in courses coded as ‘lecture-based’, but this finding does not illuminate 
the nature of the connection between course type, the learning experience, and student 
decisions around SET completion. Are lecture-based courses simply a more familiar learning 
environment for students and thus more likely to promote ‘satisfaction’ and SET completion? 
Or might ‘group’ forces, instructor communications to the group or peer communications 
simply facilitate higher rates of SET completion (than for individual, small group or 
experiential courses)? 
Some of our observations might be interpreted as indicative of ‘evaluation fatigue’. In 
the short-term, it appears that by the end of a second term of study in an academic year, 
students are less likely to complete SETs. One interesting result that emerges from the 
inclusion of both Term and Term mean variables in our random effects model is that the 
Term effect is different within and across students. That is, for a given student the effect of 
moving from Term 1 to Term 2 decreases the probability of responding. These results 
suggest that the drop in response rates from Term 1 to Term 2 does not represent something 
intrinsically different about Term 2 courses, but rather that the act of completing Term 2 
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courses after Term 1 courses reduces the likelihood of response. Further research is required 
to determine the extent of this effect through interaction of course year level and term 
variables, or inclusion of a dummy variable for students who are enrolled in Term 2 courses 
only.  
The multi-level analysis also indicates that students in first year courses complete 
SETs more frequently, however, this response rate drops as students progress through their 
degree program. once we control for factors such as student grade and class size (not shown 
here), the effect becomes more clearly negative and monotonic, with the biggest decline 
coming between years 1 and 2. Students in third year courses are in turn marginally less 
likely to respond than students in second year courses, while students in fourth year courses 
are marginally less likely to respond than those in third year courses. Overall, then, we have 
confirmed that a statistically significant degree of response bias exists in the current 
institutional sample, though without further investigation the effect of this bias on SET scores 
and thus on course design decisions or assessment of teaching performance remains unclear. 
Additional research is needed to further specify exact sources of bias, and to quantify their 
effects on evaluation. 
Conclusions 
What can we learn from such confirmation of response bias? What are the implications for 
evaluative practice in the institution, and the reliability of SET for both pedagogical and 
management uses? 
First, our findings indicate that the fears of anxious and often angry academic staff 
who oppose evaluation are to some degree confirmed. Respondent pools do not fully 
represent the distribution of students in courses, and while the impact of this non-
representativeness on SET scores has not been demonstrated (and may even skew scores 
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positively), such response bias is sufficient to fan the flames of suspicion. Greater efforts to 
improve recruitment of students for SET completion are warranted. Clearly, we have no 
ability to regulate innate propensities of individual students that may depend on age, gender 
or even study choices. And institutional and budgetary constraints may limit capacity to make 
significant changes to class size or range of course types available. But a cynic might point 
out that savvy time-constrained students, bombarded with survey requests throughout the 
academic year and throughout their programs of study, are likely to make rational decisions 
about whether to invest time in completing SETs based on the perceived level of benefits 
returned. In the context under study, the institution has adopted few formal strategies to 
report back to students the findings of evaluations, or to demonstrate any resultant action 
taken as a result of student evaluations of teaching. The need to close the feedback loop in the 
SET process is, however, increasingly evident: completion rates may improve if students 
perceive that feedback from SETs is reviewed and valued, and that it carries real import for 
modifying and improving their overall learning experience (Bennett and Nair, 2010; Nair, 
Adams, and Mertova, 2008). There is an obvious need for the institution represented in this 
study to better demonstrate the importance it places on feedback derived from the student 
body. Requiring or otherwise incentivizing SET completion also has the potential to improve 
SET completion rates. 
Importantly, acknowledging the likely connection between demonstrating the benefit 
of SETs to learners and SET completion rates highlights the rarely-acknowledged reality that 
– in the context of voluntary SETs – the ‘performance and management’ usage of SETs is 
highly dependent on their real and demonstrated usage for diagnostic, educational and 
pedagogical purposes. Institutions remain dependent on SET output for quality assurance and 
performance management processes, even as SET completion rates decline and demonstrate 
response bias. Demonstrating to students that their feedback offers real benefits to themselves 
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has the potential to sustain this multi-purpose system of course and teaching evaluation and 
ensure that its output is valid and reliable. 
In summary, this study demonstrates that a student’s decision to complete a SET is 
not a random process. There are multiple course-, teacher- and student-specific factors that 
influence the decision to participate in the SET process. Here we propose that as part of good 
professional and institutional practice, any demonstrated bias in respondent pools should be 
reported and acknowledged. Making such data available and transparent, alongside 
institutional recognition of the complexities associated with these forms of evaluation, may 
serve to legitimize SETs within academic practice and culture. As long as SETs continue to 
play an important role as indicators of teaching quality, and as long as they are used to 
generate data in support of (re)appointment, promotion and tenure applications, it is critical 
that information regarding potential survey bias is included any presented reports.  
Given the wide range of psychological, social, cultural, and pedagogical factors that 
can influence a student’s decision to engage or not engage in the evaluation process, some 
response bias should not be surprising. We argue, however, that bias (or more correctly, the 
characteristics of the respondent pool) should also be embraced and incorporated into all 
discussions regarding teaching quality and course improvement. At present instructors 
receive course feedback and a statement of overall course response rates, implying (by 
omission) that the feedback obtained is representative of the entire course cohort. It is 
inferred from this that any subsequent course modifications are undertaken in the best 
interests of the course for any future student cohorts. We suggest that such inferences are 
misleading. Instead, inclusion in reports of analyses of the characteristics of responding and 
non-responding students may offer a valuable supplement to quantitative and qualitative 
feedback received. Such data would assist instructors with interpretation of their own 
evaluation results, better inform development of institutional strategies to recruit more 
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representative student feedback on SETs, and assist promotion and tenure committees in their 
decision making processes.  
The key challenge for education systems lies in addressing how we can better 
motivate the student population to submit SETs. Clearly, these forms of evaluation play an 
important role in course and teaching improvement practice. By continuing to interrogate 
patterns of student response/non-response to SETs we can more effectively target under-
represented student groups, promote to all students the benefits that are derived from teacher 
and course evaluations, and reassure academic staff of the value and reliability of evaluation 
data. 
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Table 1. Descriptive statistics for sample 
Variable N Mean SD 
Unique students 21,534 ‐  ‐  
Female students 12,285 ‐  ‐  
Enrollments 94,161 ‐  ‐  
Female enrollments 57,804 ‐  ‐  
Submitted evaluations per unique student  4.4 2.92 
Percent grade 72.7 13.26 
Student age  22.6 3.39 
Enrollments by letter grade achieved    
 A+ 4,841   
 A 9,434   
 A- 16,304   
 B+ 14,360   
 B 13,919   
 B- 10,920   
C+ 7,804  
 C 5,460   
 C- 4,170   
 D 3,137   
 F 3,812   
Enrollments by course year level    
 1 25,292   
 2 21,622   
 3 25,378   
 4 21,869   
Enrollments by course term    
 1 43,475  
 2 42,147   
 1&2 (two-term) 8,539   
Enrollments by course type    
 Lecture-based 86,634   
 Experiential 1,374   
 Small group 3,790   
 Individual study 106   
Enrollments by student degree program 
type 
   
 Arts 66,617   
 Science 17,652   
 Education 84   
 Fine Arts 1,877   
 Medical/Paramedical 89   
 Business 5,585   
 
‘Course type’ categorization makes use of descriptive data collected and maintained by the university’s enrollment services 
unit. ‘Lecture-based’ courses include those coded as Lecture-Discussion, Lecture-Lab, Lecture-Seminar, or Lecture only; 
‘Experiential’ courses include those coded as Field Trip, Lab, Practicum, Rehearsal, or Studio; ‘Small group’ courses 
include those coded as Seminar or Tutorial; ‘Individual study’ courses include those coded as Directed Studies, 
Essay/Research, Project, Thesis, or Project.  
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Table 2. Variance components models for selected hierarchical structures 
 By course section By student By course 
Coefficient Std. err. Coefficient Std. err. Coefficient Std. err. 
Constant 0.093 0.012 0.133 0.027 0.080 0.014 
ට ෠߰ 0.384 0.011 3.308 0.040 0.326 0.013 
ρ 0.043 0.002 0.769 0.004 0.031 0.002 
Likelihood 
ratio test 
χ2=1692.4 
Pr (ρ=0) < 0.001 
χ2=3.2*104 
Pr (ρ=0) < 0.001 
χ2=1739.42 
Pr (ρ=0) < 0.001 
    
By degree program By course type  
Coefficient Std. err. Coefficient Std. err.   
Constant 0.129 0.135 0.135 0.044   
ට ෠߰ 0.217 0.136 0.136 0.034   
ρ 0.014 0.006 0.006 0.003   
Likelihood 
ratio test  
χ2= 417.82 
Pr (ρ=0) < 0.001 
χ2=106.07 
Pr (ρ=0) < 0.001  
 
*Note: Reporting logistic random intercept models with completion as the dichotomous dependent variable. 
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Table 3. Cross-tabulation of observations and mean evaluation completion rate by letter grade 
and course year level (1-4) 
Grade Year 1 Year 2 Year 3 Year 4 Total 
F 1,716 
0.290 
776 
0.219 
818 
0.222 
502 
0.231 
3,812 
0.253 
D 1,173 
0.367 
697 
0.307
775 
0.295
492 
0.360
3,137 
0.335 
C- 1,501 
0.396 
972 
0.343 
989 
0.323 
708 
0.356 
4,170 
0.359 
C 1,829 
0.425 
1,336 
0.389 
1,332 
0.375 
963 
0.428 
5,460 
0.404 
C+ 2,514 
0.465 
1,951 
0.393 
1,835 
0.413 
1,504 
0.422 
7,804 
0.426 
B- 3,224 
0.518 
2,656 
0.448 
2,875 
0.455 
2,165 
0.465 
10,920 
0.474 
B 3,789 
0.532 
3,384 
0.478 
3,704 
0.488 
3,041 
0.472 
13,918 
0.494 
B+ 3,465 
0.580 
3,390 
0.501 
4,008 
0.521 
3,497 
0.536 
14,360 
0.534 
A- 3,302 
0.613 
3,553 
0.543 
4,810 
0.557 
4,637 
0.565 
16,302 
0.568 
A 1,761 
0.633 
1,948 
0.583 
2,798 
0.599 
2,927 
0.611 
9,434 
0.606 
A+ 1,018 
0.653 
959 
0.602 
1,434 
0.618 
1,430 
0.636 
4,841 
0.628 
Total 25,292 
0.513 
21,622 
0.470 
25,378 
0.490 
21,866 
0.513 
94,158 
0.497 
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Table 4. Selected variations of basic logistic model 
 Model 1:  
Base Model 
Model 2:  
Course type 
Model 3:  
Degree type 
Variable Co-eff. Std. err. Co-eff. Std. err. Co-eff. Std. err. 
Student age 0.030*** 0.003 0.031*** 0.003 0.034*** 0.003 
Course year level -0.556*** 0.034 
-
0.557*** 0.034 -0.515*** 0.035 
(Course year level)2  0.084*** 0.007 0.084*** 0.007 0.077*** 0.007 
Gender (male=1) -0.302*** 0.014 
-
0.303*** 0.014 -0.335*** 0.014 
Semester (1 or 2) -0.355*** 0.014 
-
0.355*** 0.014 -0.352*** 0.014 
Two-semester 
course -0.681*** 0.032 
-
0.681*** 0.032 -0.631*** 0.032 
Percent grade 0.029*** 0.001 0.029*** 0.001 0.028*** 0.001 
Class size 
(ln(enrollment)) -0.148*** 0.008 
-
0.157*** 0.008 -0.177*** 0.008 
Individual study  — — -0.426** 0.198 — — 
Experiential course 
— — -
0.258*** 0.057 
— — 
Small group course — — -0.028 0.036 — — 
Medical/Paramedica
l degree 
— — — — 
0.865*** 0.240 
Science degree — — — — 0.410*** 0.018 
Education degree — — — — 0.256 0.236 
Business degree — — — — 0.065** 0.029 
Fine arts / design 
degree 
— — — — 
-0.114** 0.050 
Constant 
-0.772*** 0.088 -
0.741***
0.088 -0.793*** 0.089 
N 94158  94158  91904  
Log likelihood -62688.2  -62675.7  -60913.1  
Pseudo R2 0.040  0.040  0.044  
Coefficients marked with (***) are significant at the 1% level, with (**) are significant at the 5% 
level, and (*) at the 10%. All standard errors are White robust to account for heterogeneity. 
Notes:  Base category is 
Lecture course type 
Base category is Arts 
degree. 
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Table 5. Effects of discrete value changes in the probability of evaluation completion 
Quantity of Interest Mean Std. Err. [95% Conf. Interval] 
Model 1 
Probability at the median 0.544 0.003 0.537 0.551 
Change from female to male -0.075 0.003 -0.082 -0.069 
Change from fullterm=0 to 1 -0.167 0.008 -0.182 -0.152 
Change from term 1 to term 2 -0.088 0.004 -0.096 -0.081 
Change from 10th-90th percentile in age 0.042 0.004 0.034 0.048 
Change from course year 1 to year 4 -0.098 0.005 -0.108 -0.087 
Change from course year 1 to year 3 -0.106 0.005 -0.115 -0.097 
Change from 10-90th percentile in class size -0.085 0.004 -0.094 -0.076 
Change from 10-90th percentile in student grade 0.208 0.004 0.200 0.215 
Model 2 
Change from lecture to experiential -0.064 0.014 -0.092 -0.038 
Change from lecture to small group -0.007 0.009 -0.024 0.012 
Model 3 
Change from Arts to Science 0.097 0.004 0.089 0.105 
Change from Arts to Medical/Paramedical 0.188 0.047 0.089 0.271 
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Table 6. Random effects models for evaluation completion data – base model 
Variable Co-efficient Std. 
err. 
Odds 
ratio 
95% confidence 
interval 
Fixed part 
Student age 0.059*** 0.009 1.061 1.043 1.080 
Course year level -0.458*** 0.029 0.632 0.598 0.669 
Gender (male=1) -0.544*** 0.056 0.580 0.520 0.648 
Term (1 or 2) -0.906*** 0.023 0.404 0.386 0.423 
Mean of term by student 0.379*** 0.076 1.462 1.260 1.696 
Two-term course -1.681*** 0.052 0.186 0.168 0.206 
Percent grade 0.017*** 0.001 1.017 1.015 1.020 
Mean of grade by student 0.070*** 0.003 1.073 1.066 1.079 
Class size (ln(enrollment)) -0.280*** 0.014 0.756 0.735 0.778 
Mean of class size by student -0.141*** 0.044 0.869 0.797 0.947 
Constant  -3.528*** 0.367    
Random part Other statistics
 ඥ ෠߰ 3.30  N 94158  
Ρ 0.767  Groups 21533  
Log likelihood -47357.4 Obs/group 4.4  
Notes: Base category is the lecture-based course type. 
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Table 7. Base model changes in odds ratios from changes in selected covariates 
Variable Change Co-eff. Std. 
Err. 
Odds 
Ratio 
95% confidence 
interval 
Age From 10th to 90th 
percentile, or from 19.9 
to 25.4 
0.326 0.048 1.386 1.260 1.523 
Course year 
level 
From year 1 to year 4 -1.374 0.087 0.253 0.213 0.300 
Percent grade From 10th to 90th 
percentile (57-86%) 
 0.500 0.039 1.649 1.527 1.780 
Mean of grade From 10th to 90th 
percentile (57-86%) 
 2.031 0.086 7.625 6.444 9.023 
Class size 
(ln(enrollment) 
From 10th to 90th 
percentile (3.18-5.50) 
-0.649 0.034 0.523 0.489 0.558 
Mean Class size From 10th to 90th 
percentile (3.18-5.50) 
-0.327 0.102 0.721 0.590 0.881 
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Table 8. Random effects models for SET completion data – course type 
Variable Co-
efficient 
Std. 
err. 
Odds ratio 95% confidence 
interval 
Fixed part 
Student age 0.059*** 0.009 1.061 1.043 1.080 
Course year level -0.458*** 0.029 0.633 0.598 0.670 
Gender (male=1) -0.545*** 0.056 0.580 0.519 0.647 
Term 1 or 2 -0.906*** 0.023 0.404 0.386 0.423 
Mean of Term by student 0.381*** 0.076 1.463 1.261 1.698 
Two-term course -1.680*** 0.052 0.186 0.168 0.206 
Percent grade 0.017*** 0.001 1.018 1.015 1.020 
Mean of grade by student 0.070*** 0.003 1.072 1.066 1.079 
Class size (ln(enrollment)) -0.287*** 0.015 0.751 0.729 0.773 
Mean of class size -0.144*** 0.044 0.866 0.794 0.944 
Individual study course  -0.649* 0.336 0.523 0.270 1.011 
Experiential course -0.362*** 0.114 0.696 0.557 0.870 
Small group course 0.004 0.064 1.004 0.886 1.137 
Constant -3.487*** 0.367    
Random part Other statistics
 ඥ ෠߰ 3.295  N 94158  
ρ 0.767  Groups 21533  
Log likelihood -47350.4 Obs/group 4.4  
Notes: Base category is Lecture course type.  
 
 
