Hamiltonian Decomposition of Lexicographic Products of Digraphs  by Ng, Lenhard L.
File: DISTL2 181601 . By:CV . Date:22:06:98 . Time:16:06 LOP8M. V8.B. Page 01:01
Codes: 3700 Signs: 2128 . Length: 50 pic 3 pts, 212 mm
Journal of Combinatorial Theory  TB1816
Journal of Combinatorial Theory, Series B 73, 119129 (1998)
Hamiltonian Decomposition of Lexicographic Products of
Digraphs
Lenhard L. Ng
Department of Mathematics, Massachusetts Institute of Technology,
Cambridge, Massachusetts 02139
Received February 27, 1996
We partially resolve a conjecture of Alspach, Bermond, and Sotteau by showing
that the lexicographic product of two hamiltonian decomposable digraphs, the first of
odd order, is itself hamiltonian decomposable in general.  1998 Academic Press
1. INTRODUCTION
The problem of decomposing a graph or digraph into hamiltonian cycles
is of significant interest, as evidenced by the survey on hamiltonian decom-
position by Alspach, Bermond, and Sotteau [1]. In [4], the author shows
that all complete regular multipartite digraphs are decomposable into
directed hamiltonian cycles, thus resolving a conjecture in [1]. In this
paper, we address a related and somewhat more general conjecture of
Alspach, Bermond, and Sotteau.
Conjecture. If G1 and G2 are hamiltonian decomposable digraphs, then
the lexicographic product of G1 and G2 is hamiltonian decomposable in
general.
(The phrase ‘‘in general’’ is necessary because of the case |V(G2)|=2; see
Proposition 2.) This conjecture is suggested by a paper of Baranyai and
Sza sz [2], who prove the analogous result for undirected graphs.
We use the following definitions. A digraph (or undirected graph) is
hamiltonian decomposable if its edge set can be partitioned into a disjoint
union of directed (or undirected) hamiltonian cycles. Following the nota-
tion of [1], we define the lexicographic product G1 G2 of two digraphs G1
and G2 to be the graph with vertex set V(G1)_V(G2), with a directed edge
from (u1 , u2) to (v1 , v2) if there is a directed edge from u1 to v1 in G1 , or
if u1=v1 and there is a directed edge from u2 to v2 in G2 .
Since a hamiltonian decomposable undirected graph gives rise to a
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vice versa, a proof of the directed conjecture would imply the undirected
result of [2]. We prove the following special case of the conjecture.
Proposition 1. If |V(G1)| is odd and |V(G2)|>2, and both G1 and
G2 are hamiltonian decomposable digraphs, then G1G2 is hamiltonian
decomposable.
This result then implies the analogous result for undirected graphs,
which comprises one case ( |V(G1)| odd) of [2]. For convenience, denote
|V(G1)| by s and |V(G2)| by r. It is claimed in [2] that the proof for
undirected graphs carries over to directed graphs when r and s are both
odd; the proof breaks down, however, when deg G2(r+1)2. (Here deg
denotes the number of arrows pointing into, or, equivalently, out of, any
particular vertex.) Using an approach inspired by [2], we remedy this
omission and extend the result to s odd, r arbitrary. The conjecture is still
open when s is even, although the author has been able to prove it, using
techniques similar to those used in this paper, in the special case s, r, and
deg G2 all even.
Proposition 1 is an easy consequence of two special cases; the first is
stated in a bit more generality than will be needed.
Lemma 1. If s is arbitrary and r>2, then CsK r* is hamiltonian
decomposable, where Cs is a directed cycle on s vertices and K r* is the empty
digraph on r vertices.
Lemma 2. If s is odd, r>2, and G2 is hamiltonian decomposable and
nonempty, then CsG2 is hamiltonian decomposable.
Proof of Proposition 1. If G1 is decomposable into k cycles, then
G1G2 is an edge disjoint union of one digraph isomorphic to CsG2
and k&1 digraphs isomorphic to CsK r*. Each of these is hamiltonian
decomposable by Lemmas 1 and 2. K
The remaining sections of this paper are devoted to proofs of Lemmas 1
and 2. We first briefly address the case in which |V(G2)|=2.
Proposition 2. If s is odd, then the digraphs CsK2* and CsC2 are
not hamiltonian decomposable.
Proof. Straightforward. K
Although neither G1K 2* nor G1C2 is hamiltonian decomposable for
G1=Cs , this is not true for all digraphs G1 on an odd number of vertices.
Indeed, K s*K 2*$K*s, s , the complete regular bipartite digraph on 2s ver-
tices, is hamiltonian decomposable [4], as is K s*C2 $K*2s [5].
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2. PROOF OF LEMMA 1
For reference, we use the following notation in the remainder of this
paper. All graphs are directed, and (x, y) denotes a directed edge from
vertex x to vertex y. Label the vertices of G1 G2 by xt, j , where the indices
t and j are taken modulo s and r, respectively, so that there is a directed
edge from xt, j to xt$, j $ if there is a directed edge from the t th to the t$ th
vertex in G1 , and the induced subgraph on the vertices [xt, j : j # Zr] is
isomorphic to G2 for each t # Zs . When G1=Cs , label the vertices of G1
sequentially, so that there is a directed edge from t to t+1 for t # Zs .
Represent a hamiltonian cycle in CsK r* as a sequence (?1 , ?2 , ..., ?s) of
permutations in Sr , where the cycle is the union of the directed edges
(xt&1, j , xt, ?t( j)). Abbreviate by i the permutation sending j to j+i for all
j # Zr .
We wish to decompose CsK r* into hamiltonian cycles H0 , ..., Hr&1 .
Some of our decompositions are unnecessarily complicated at this point;
these exact decompositions, however, are necessary later, in the proof of
Lemma 2.
A construction given in [2] suffices if s is even: Hi=(i, &i, i, &i, ..., &i,
i, &i+1). If s and r are both odd, then let
(0, 0, 0, 0, ..., 0, 0, 0, &2), i=0,
Hi={(i, &i, i, &i, ..., &i, i, i, &2i+1), 1i(r+1)2,(i, &i, i, &i, ..., &i, i, i, &2i&1), (r+1)2<i<r.
If s is odd and r#0 (mod 4), then let
Hi={
(0, 0, 0, 0, ..., 0, 0, r&1, 0),
(i, &i, i, &i, ..., &i, i, i, &2i+1),
(r2, r2, r2, r2, ..., r2, r2, 0, 1),





Finally, if s is odd and r#2 (mod 4), then define permutations _i , {i # Sr
by _i (0)=i&1, _i (r&1)=i, and _i ( j)= j+i for 1 jr&2; and
{i (0)=i&1, {i (r&2)=i, {i (r&1)=i&2, and {i ( j)= j+i for 1 jr&3;
now let
(2, &2, 2, &2, ..., &2, r2&2, r2&2, _0), i=0,
(0, 0, 0, 0, ..., 0, 0, 0, _2), i=2,
Hi={(i, &i, i, &i, ..., &i, &(i+1)2, &(i+1)2, {i), i=1, 3, ..., r&1,(i, &i, i, &i, ..., &i, (r&i)2+1, (r&i)2+1, _i), i=4, 8, ..., r&2,
(i, &i, i, &i, ..., &i, (r&i)2&1, (r&i)2&1, _i), i=6, 10, ..., r&4.
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FIG. 1. The hamiltonian decomposition described in Lemma 1 for s=5, r=6.
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(Figure 1 shows this decomposition for s=5, r=6.1) It is easy to check
that the Hi comprise a hamiltonian decomposition in each case, using the
fact that H=(?1 , ..., ?s) is hamiltonian if and only if the product ?s } } } ?1
is a cyclic permutation. K
3. PROOF OF LEMMA 2
First, some more notation. The vertices of CsG2 comprise a disjoint
union of s sets of vertices Vt=[xt, j : j # Zr], t # Zs . The edges of CsG2
are then a collection of edges between different Vt , along with s digraphs
isomorphic to G2 . The lexicographic product is structured so that we can
embed G2 arbitrarily in each Vt . Suppose that G2 is decomposable into k
hamiltonian cycles (so that deg G2=k). Our goal is to find a suitable
embedding of G2 into Vt ; then we may label the k cycles in Vt by Ct, i , i # I,
where I/Zr is some index set of cardinality k, so that the vertex set of Ct, i
is Vt , and i # I Ct, i=G2 for each t. Let H0 , ..., Hr&1 be the decomposition
of CsK r* into hamiltonian cycles from Lemma 1. As in the proof of
Lemma 1, represent Hi as a sequence (?1, i , ?2, i , ..., ?s, i) of permutations in
Sr . We consider two cases.
Case 1. G2{K r*. Then |I |=kr&2. We claim that we can choose
the index set I and the embedding of G2 into Vt for each t so that the
following property holds.
Property A. For all t # Zs and i # I, (xt, 0 , xt, ?t, i (0)) # Ct, i .
First note that I can always be chosen so that ?t, i (0){0 for all i # I: if
r is odd, choose I so that 0, (r+1)2  I; if r#0 (mod 4), so that 0, r2  I;
if r#2 (mod 4), so that 1, 2  I. Given that ?t, i (0){0 for all i # I, we may
embed G2 in Vt as follows: choose a vertex of G2 and label it xt, 0 ; label the
vertex of G2 immediately following xt, 0 in Ct, i (the i-th cycle in G2) by
xt, ?t, i (0) for all i # I, and label the other vertices in G2 arbitrarily. The claim
follows.
Now suppose that we have an embedding which satisfies Property A.
Note that CsG2 is edge decomposable into Cs K r* and the s copies of
G2 given by t # Zs i # I Ct, i ; thus, to prove that CsG2 is hamiltonian
decomposable, it suffices to show that Hi _ (t # Zs Ct, i) is decomposable
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1 In each figure, the top and bottom rows of vertices are identified with each other, and
each vertex is labeled by row in Zs and column in Zr . All nonhorizontal line segments are
understood to be directed edges pointing downwards, and all other edges are then directed
appropriately to produce hamiltonian cycles. In Figs. 27, M 1v may vary, depending on the
particular embedding of G2 into Vt .
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into two hamiltonian cycles M 1i and M
2




M 1i = .
t # Zs
(Ct, i&(xt, 0 , xt, ?t, i (0)) _ (xt&1, 0 , xt, ?t, i (0)))
(we may construct this because of Property A), and M 2i =Hi _
(t # Zs Ct, i)&M
1
i . It is then clear that M
1
i is a hamiltonian cycle in Hi _
(t # Zs Ct, i); verification that M
2
i is also hamiltonian is a routine check
which relies on the definition of Hi in each of the three cases, r odd
and r#0, 2 (mod 4). (See Figs. 2, 3, and 4 for illustrations when s=5 and
r=5, 4, and 6.)
Case 2. G2=Kr*. We are assuming that G2 is hamiltonian decom-
posable; from [3] and [5], Kr* is hamiltonian decomposable precisely
when r{4, 6.
We first establish the lemma for r>3, using a refinement of the proof
from Case 1; afterwards, we exhibit an ad hoc construction for r=3.
Assume that r>3, and suppose that Kr* is decomposed into r&1
hamiltonian cycles. As in Case 1, for each t # Zs , we can label r&2 of these
cycles in Vt by [Ct, i : i # I], where I is chosen appropriately, and embed Kr*
in Vt , so that Property A is satisfied. Let C t denote the remaining cycle in
the decomposition of the Kr* embedded in Vt . In the proof of Case 1, we
have already shown, using Property A, that Hi _ (t # Zs Ct, i) is decom-
posable into two hamiltonian cycles for each i # I. To prove that CsK r*
is hamiltonian decomposable, it suffices to show that H0 _ (t # Zs C t) (or,
when r#2 (mod 4), H2 _ (t # Zs C t)) is also decomposable into two
hamiltonian cycles M1 and M2. To do this, we need our labeling to satisfy
an additional property.
FIG. 2. M14 and M
2
4 in Lemma 2, Case 1, for s=5, r=5.
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FIG. 3. M13 and M
2
3 in Lemma 2, Case 1, for s=5, r=4.
Property B. If r is odd, then C t contains (xt, 1 , xt, r&1) if t=0, 2, ..., s&1,
and (xt, r&1 , xt, 1) if t=1, 3, ..., s&2. If r#0 (mod 4), then C t contains
(xt, r&2 , xt, r&1) if t=0, 2, ..., s&3, and (xt, r&1 , xt, r&2) if t=1, 3, ...,
s&2, s&1. If r#2 (mod 4), then C t contains (xt, 2 , xt, 4) if t=0, 2, ..., s&1,
and (xt, 4 , xt, 2) if t=1, 3, ..., s&2.
By re-embedding Kr* in Vt and relabeling Ct, i for i # I if necessary, we
may assume that both Properties A and B hold. For instance, if r is odd,
then embed Kr* in Vt so that x0, 0 , x0, r&2 , x0, 1 , x0, r&1 are consecutive ver-
tices in C 0 (note that Property A forces x0, 0 and x0, r&2 to be adjacent in
C 0), as are x1, 0 , x1, (r+1)2 , x1, r&1, x1, 1 in C 1 , and so forth; then, for
each t, reassign labels i in Ct, i so that Property A holds for all i # I. (This
construction fails if r=3; Property A requires that xs&1, 0 and xs&1, 1 be
consecutive in Cs&1, 1 , while Property B requires that xs&1, 1 and xs&1, 2 be
consecutive in C s&1 . It fails similarly if r=4.)
FIG. 4. M15 and M
2
5 in Lemma 2, Case 1, for s=5, r=6.
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FIG. 5. M1 and M2 in Lemma 2, Case 2, for s=5, r=5.
Given a labeling satisfying Property B, we may mimic the construction
of M 1i and M
2
i from Case 1 to construct the desired cycles M
1 and M2; for
example, if r is odd,
M1=(C 0&(x0, 1 , x0, r&1) _ (xs&1, 1 , x0, r&1))
_ .
t=1, 3, ..., s&2
(C t&(xt, r&1 , xt, 1) _ (xt&1, 1 , xt, 1))
_ .
t=2, 4, ..., s&1
(C t&(xt, 1 , xt, r&1) _ (xt&1, r&1, xt, r&1)),
and M2=H0 _ (t # Zs C t)&M
1. As before, the hamiltonicity of M1 is
immediate, while it is straightforward to check that M2 is hamiltonian. (See
Figs. 5, 6, and 7 for illustrations when s=5 and r=5, 8, and 10.)
FIG. 6. M1 and M2 in Lemma 2, Case 2, for s=5, r=8.
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FIG. 7. M1 and M2 in Lemma 2, Case 2, for s=5, r=10.
Finally, for the case r=3, we exhibit a decomposition of CsK 3* into









[(xt, 2 , xt, 1), (xt, 1 , xt, 0), (xt, 0 , xt+1, 2)],
M2=[(x0, 0 , x1, 1), (x0, 1 , x1, 0), (x0, 2 , x0, 0), (x1, 0 , x1, 2),




[(xt, 0 , xt+1, 1), (xt, 1 , xt+1, 2), (xt, 2 , xt, 0)],
M3=[(x0, 0 , x0, 2), (x0, 1 , x1, 1), (x0, 2 , x1, 2), (x1, 0 , x2, 0),




[(xt, 0 , xt, 2), (xt, 1 , xt+1, 0), (xt, 2 , xt+1, 1)],
M4=[(x0, 0 , x1, 0), (x0, 1 , x1, 2), (x0, 2 , x1, 1), (x1, 0 , x2, 1),




[(xt, 0 , xt+1, 0), (xt, 1 , xt+1, 1), (xt, 2 , xt+1, 2)]. K
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FIG. 8. The hamiltonian decomposition of Cs K 3* from Lemma 2, Case 2, for s=5.
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