We consider the on-line channel assignment problem in the case of cellular networks and we formalize this problem as an on-line load balancing problem of temporary tasks with restricted assignment. For the latter problem, we provide a general solution (denoted as the cluster algorithm) and we characterize its competitive ratio in terms of the combinatorial properties of the graph representing the network. We then compare the cluster algorithm with the greedy one when applied to the channel assignment problem: It turns out that the competitive ratio of the cluster algorithm is strictly better than the competitive ratio of the greedy algorithm. The cluster method is general enough to be applied to other on-line load balancing problems and, for some topologies, it can be proved to be optimal.
Introduction
In this paper, we consider the on-line channel assignment problem in the case of cellular systems, which is de ned as follows. A given set of mobile users has to be assigned to a given set of available cells: The assignment of each user depends on the topology of the network and on the position of the user. Each user can move itself from one position to another or it can \terminate" its request (thus disappearing from the set of users). Additionally, users may require, for their requests, di erent bandwidths corresponding to di erent types of services (such as video and/or audio applications or le transfers). The number of users assigned to the same cell clearly a ects the number of frequencies used by that cell in order to satisfy all the requests, since the frequencies used by the cell must be at a minimum separation distance, usually greater than two (see, for instance, SRM98, SRS99]). For this reason, it is important to minimize the maximum cell load (i.e., the maximum number of users assigned to the same cell) among all the cells.
The o -line version of this problem has been already considered in MIY98]: In that paper, the topology of the cellular system has been exploited in order to provide a characterization of the instances (i.e., set of users along with their positions) that admit a solution, that is, an assignment to the cells that does not overcome the network capacity. However, the proposed solution requires that several (potentially, all) users have to be reassigned whenever a new one arrives. This is clearly unfeasible from a practical point of view. The on-line frequency assignment problem 1 has been the subject of several works (see for instance CKP00, FJN00, JKNS98, NT00]). This problem consists in assigning frequencies to users so that interference constraints are satis ed (e.g., two users within adjacent cells cannot use the same frequency). The goal is to minimize the span, that is, the di erence between the largest and the smallest frequencies used. It is worth observing that all such works assume a rather simpli ed topology, where the overlapping regions among cells are not considered. Moreover, it is assumed that some frequencies within a cluster of contiguous cells can be reassigned. So, up to our knowledge, no e cient on-line strategy to assign users to the cells has been presented before. Let us also observe that both in MIY98] and in CKP00, FJN00, JKNS98, NT00] only the \unweighted" restriction of the problem is considered, i.e., the case in which each user can request only for a globally xed resource (bandwidth or frequency).
In this paper, we rst observe (see Sect. 2) that the channel assignment problem has a very natural formulation as an on-line load balancing problem in the case of temporary tasks with restricted assignment and no preemption, that is:
Tasks arrive one by one and their duration is unknown. Each task can be assigned to one processor among a subset depending on the type of the task. Once a task has been assigned to a processor, it cannot be reassigned to another one.
The problem asks to nd an assignment of the tasks to the processors which minimizes the maximum processor load (that is, the maximum sum of the costs of all tasks assigned to the same processor) among all processors. Observe that coping with mobile \unpre-dictable" users is, indeed, one of the major motivations for studying on-line load balancing. Moreover, the idea of balancing the load within a cellular network in order to optimize the use of the available frequencies already appeared in DSJ96]. Several variants of the above described on-line load balancing problem have already been studied in the literature Alb97, ABK92, AE97, AKP + 93, ANR92, JL90, PW93] (see also Aza98] for a survey). For example, an optimal algorithm for the more general case, in which the subset of processors a task may be assigned to is the entire set of processors, has been proposed in AKP + 93]:
This algorithm is (2 p n + 1)-competitive and it has been proved that this performance is optimal up to a constant factor ABK92] (intuitively, an on-line algorithm is r-competitive if, at any instant, its maximum processor load is at most r times the optimal maximum processor load). Clearly, this algorithm can be applied to our problem but we cannot hope to attain a better competitive ratio if we do not exploit some information on the speci c problem we are considering. After all, a mobile user cannot be potentially assigned to any base station on the earth surface!
The main contribution of this paper (see Sect. 3) is to provide a general solution to the on-line load balancing problem which takes into account and exploits certain properties of the constraints of the problem. In particular, we introduce a graph-based model to formalize the problem and we describe an algorithm (denoted as the cluster algorithm) whose competitiveness is characterized by some combinatorial properties of the input graph. The main idea of our approach is to add further constraints to the original problem and then apply a simple greedy technique to the resulting new problem. A rst obvious advantage of our approach is that it maintains the simplicity of the greedy algorithm. Moreover, the method results in a signi cant reduction on the communication among nodes of the network thus making the approach particularly suitable in a distributed setting (such as the mobile one).
We apply the cluster method to the speci c case of interest in the mobile contest, that is, the channel assignment problem in the case of cellular networks (see Sect. 4 and Table 1 ). In particular, we prove that our algorithm is 4-competitive both in the case of arbitrary weighted requests and in the case of unitary weight requests, i.e., in the case in which all the requests have bandwidth equal to 1. 2 We also show that the simple greedy approach is at least 5-competitive (hence, it has a performance strictly worse than the cluster algorithm) and that no algorithm can be less than 3-competitive (hence, the cluster algorithm is not so far from being optimal). Both these latter results hold also in the unitary weight case. The additional advantage of our algorithm, when applied to cellular topologies, is that it reduces the communication among cells: Indeed, we will see that, once a user request arrives, it can be assigned to the \right" cell without querying any cell about its current load.
We also apply the cluster algorithm to a simple one-dimensional topology and, once again, we compare our approach with the greedy technique (see Sect. 5). This topology is certainly a simpli cation of what may happen in the reality (even though it has been already considered in KKP98] for broadcasting problems): However, the problem is still non-trivial. Moreover, it constitutes another example for which it can be proved that the simple greedy algorithm is not optimal and that the cluster algorithm performs better than the greedy one.
Finally, we mention that our approach may have several applications in satellite cellular systems, where channel capacity among satellites becomes a crucial aspect, since it takes into account the problem of handover due to satellites movement in low earth orbit constellations.
Figure 1: A set of base stations and its graphical representation.
2 From channel assignment to load balancing
In the cellular network channel assignment problem, we are given a set of 2-dimensional circular cells (also called base stations) which overlap as shown in Figure 1 (a) (actually, the simpler graphical representation shown in Figure 1 (b) will be used throughout the paper):
Observe that any point of the 2-dimensional space belongs to at most three cells (in the Communication requests can move themselves from one point to another: We simulate this phenomenon by assuming that, whenever a request crosses the border of a cell, then it \dies" and a new request arises in the new point with the same bandwidth of the original one. The channel assignment problem then consists of serving all the arising requests while minimizing, at any instant, the maximum cell load (i.e., the maximum sum of the bandwidths of all the active requests served by the same cell) among all cells.
If we view each cell as a processor and each communication request as a task, the channel assignment problem can be formulated as an on-line load balancing problem in the case of temporary tasks with restricted assignment and no preemption. Let us rst de ne such a problem and subsequently show how the channel assignment problem can be formulated in its terms.
2.1
The on-line load-balancing problem.
Let P = fp 1 ; : : : ; p n g be a set of processors and let T 2 P be a set of task types. We represent the set of task types by means of an associated bipartite graph G P;T (X T P; E T ), where X T = x 1 ; : : : ; x jT j and E T = f(x i ; p j ) j p j belongs to the i-th element of T g:
A task t is a pair (x; w), where x 2 X T and w is the positive integer weight of t. The set of processors to which t can be assigned is P t = fpj(x;p) 2 E T g, that is, the set of nodes of G P;T (X T P; E T ) that are adjacent to x (for the sake of brevity, in the following we will always omit the subscripts`P; T ' and`T ' since the set of processors and the set of task types will be clear from the context). We will distinguish between the unitary weight case in which all tasks have weight 1 and the arbitrarily weighted case in which the weights may vary from task to task.
An instance of the on-line load balancing problem with processors P and task types T is then de ned as a sequence of new( ; ) and del( ) commands. In particular:
new(x; w) means that a new task of weight w and type x 2 T is created.
del(i) means that the task created by the i-th new( ; ) command of the instance is deleted.
Given an instance , a con guration is an assignment of the tasks of to the processors in P, such that each task is assigned to a processor in P t . Given a con guration C, we denote with l C (i) the load of processor p i , that is, the sum of the weights of all tasks assigned to it (we will usually omit to specify the con guration when it will be clear from the context).
The load of C is de ned as the maximum of all the processor loads and is denoted with l(C). Given The competitive ratio of A with respect to an instance is de ned as
An on-line algorithm A is said to be at most r-competitive if there exists a constant b such that, for any instance , r A ( ) r + b=opt( ). An on-line algorithm A is said to be at least r-competitive if, for any r 0 < r and for any constant b, there exists an instance such that r A ( ) > r 0 +b=opt( ). Finally, an on-line algorithm is said to be r-competitive if it is both at most and at least r-competitive. We will also say that A has competitive ratio (at least/at most) r if A is (at least/at most) r-competitive.
A simple on-line algorithm for the above described load-balancing problem is the greedy algorithm that assigns a new task to the least loaded processor among those processors that can serve the task. That is, whenever a new(x; w) command is encountered and the current con guration is C, the greedy algorithm looks for the processor p i in P t=(x;w) such that l C (i) is minimum and assigns the new task t = (x; w) to p i . We will analyze the behavior of this algorithm in the following sections.
2.2 The channel assignment problem formulation.
Given a cellular system (that is, a set of cells positioned according to Figure 1 ), we can derive the corresponding set of processors and the corresponding set of task types as follows: There is one processor for each cell and there is one task type for each simple closed curve (referring to the simpli ed graphical representation, there is one task type for each hexagon, one task type for each edge shared by two hexagons, and one task type for each vertex shared by three hexagons). More formally, the associated bipartite graph G(X P; E) is de ned as follows: P denotes the set of base stations and X is de ned as X = fx A jA is a base stationg fx AB jA and B are two base stations that intersect each otherg fx ABC jA;B; and C are three base stations that intersect each otherg :
The set E is given by E = f(x A ; A)jx A 2 Xg f(x AB ; y)jx AB 2 X and y 2 fA;Bgg f(x ABC ; y)jx ABC 2 X and y 2 fA;B;Cgg: Clearly, the maximum cell load in a con guration of the channel assignment problem is equal to the maximumprocessor load in the corresponding con guration of the load balancing problem. Hence, any result regarding the latter problem may be applied to the former one.
The cluster algorithm
In this section, we propose an algorithm template, called the cluster algorithm, to solve the load balancing problem de ned in the previous section. The basic idea of this algorithm essentially consists of suitably limiting the number of processors to which a task can be assigned. As we will see, such a limitation may result in an on-line algorithm better than the greedy one, which instead takes into account all of the available processors.
The algorithm will be introduced by referring to the bipartite graph G(X P; E), associated with a set of processors P and a set of task types T . De nition 3.1 (Cluster) Let G(X P; E) be a bipartite graph and let X 0 X and P 0 P.
Then, C = (X 0 ; P 0 ) is a cluster for G if the graph G 0 induced by X 0 P 0 is a complete bipartite graph. We denote the sets X 0 and P 0 as X(C) and P(C), respectively.
De nition 3.2 (Neighborhood of cluster) Let C be a cluster for a bipartite graph G.
The neighborhood of C, denoted by N(C), is de ned as the set of nodes adjacent to some node in X(C), that is, N(C) = fp 2 Pj there exists x 2 X(C) such that (x; p) 2 Eg : De nition 3.3 (Decomposition into clusters) A set S of clusters for a bipartite graph G(X P; E) is a decomposition into clusters of G if every vertex in X belongs to exactly one cluster in S and every vertex in P belongs to at most one cluster in S. Essentially, our algorithm consists in applying the greedy approach to a decomposition into cluster of the associated bipartite graph. More formally, given a decomposition into cluster S of G(X P; E) and given a node x 2 X , let C x be the cluster of S containing x. The cluster algorithm is an on-line algorithm that assigns tasks according to S as follows:
Given a task t = (x; w), the algorithm assigns t to the least loaded processor of cluster C x .
The competitive ratio of the cluster algorithm clearly depends on the partition S. In particular, for any C 2 S, let us consider the ratio jN(C)j=jP(C)j. As it can be seen, jP(C)j denotes the number of processors that the cluster algorithm takes into account while assigning a task whose type belongs to C, while jN(C)j is an upper bound on the number of processors that any algorithm can consider while assigning the same task. Given a decomposition S, (in the following, we will always omit the superscript`S' since the decomposition will be clear from the context).
As the following result states, the competitive ratio of the cluster algorithm in the case of unitary weights and in the case of arbitrarily weighted tasks depends on r u and r w , respectively.
Theorem 3.4 For any set of processors P and any set of task types T and for any decomposition into clusters S of the associated bipartite graph, the cluster algorithm is r u -and
(1 + r w )-competitive in the case of unitary weights and in the case of arbitrarily weighted tasks, respectively.
Proof. Let p i be a processor that, during the execution of the cluster algorithm, reaches the highest load l(i) and let C j be the unique cluster containing p i . Let us consider an iteration of the cluster algorithm in which a task t is assigned to p i so that p i reaches a load equal to l(i). Also let w be the weight of task t. Since t is assigned to p i whose load, before the arrival of t, is l(i) ? w, we have that each processor in P(C j ) has load at least l(i) ? w.
This implies that the overall weight of the tasks generated within C j , after the arrival of t, is at least jP(C j )j(l ( 
This proves the upper bound on the competitiveness of the cluster algorithm both in the unitary weights and in the arbitrarily weighted case: Notice that, in the former case, we use the fact that all tasks have weight 1, while, in the latter case, we use the fact that w l .
We now show that our analysis is tight. As for the unitary weight case, we observe that, for any positive integer l , it is possible to generate jN(C j )j l tasks in the positions included in X(C j ) so that these tasks can be assigned by an optimal o -line solution to the set N(C j ) without overcoming the load l . By de nition, the cluster algorithm will assign these tasks to the processor set P(C j ), so that at least one among these processors will reach a load greater than or equal to jN(C j )j jP(C j )j l . As for the case of arbitrarily weighted tasks, once again we observe that, for any positive integer l , it is possible to generate (jN(C j )j ?1)l tasks of weight 1 in the positions included in X(C j ) so that these tasks can be assigned by an optimal o -line solution to the set N(C j ) without overcoming the load l and without assigning any task to a speci c processor p 2 N(C j ). By de nition, the cluster algorithm will assign these tasks to the processor set P(C j ), so that every processor in P(C j ) will reach a load greater than or equal to (jN(C j )j?1)l jP(C j )j ? 1. Hence, if we now generate a task of weight l in a position which can be served by p , then at least one processor in P(C j ) will reach a load greater than or equal to (jN(C j )j?1)l jP(C j )j ? 1 + l , while the optimal o -line solution can assign all the tasks without overcoming the load l . Hence the theorem follows. 2
Example 3.5 Consider the case of the on-line load balancing problem on identical machines with no restrictions, i.e., each task can be assigned to any processor in P = fp 1 ; : : : ; p n g. We can easily represent this problem as a bipartite graph G(X P; E), where X = fxg and (x; p i ) 2 E, for 1 i n. In this case, it is easy to see that the best decomposition into clusters of G is the one formed by only one cluster, that is, the graph itself. In this case, the cluster algorithm reduces to the greedy algorithm proposed by Graham Gra66, Gra69] .
Indeed, Theorem 3.4 implies that such an algorithm is (2 ? 1=n)-competitive in the case of arbitrarily weighted tasks, which is optimal AE97].
As a consequence of the above result, it follows that, in order to obtain a good competitive ratio for the cluster algorithm, we have to choose a decomposition into clusters that maximizes the ratio between the number of processors of any cluster and the size of its neighborhood.
Application to the cellular network problem
We now apply the cluster algorithm to the channel assignment problem: To this aim, in this section we will always implicitly refer to the bipartite graph associated with the cellular network (or to a nite portion of it). In order to prove our main theorem, in the next lemma we explicitly give a decomposition into clusters of this graph.
Lemma 4.1 There exists a decomposition S into clusters such that, for any cluster C 2 S, jP(C)j = 1 and jN(C)j = 4.
Proof.
Let us consider a cell C and let E, F, G, D, B, and A be its neighbor cells in clockwise order (see Figure 1) . The cluster containing C is de ned as (fx C ; x AC ; x BC ; x DC ; x ABC ; x BCD g;fCg): Hence, the neighborhood of the cluster is fA;B;C;Dg (see also Figure 2 ). By considering a cluster for each cell, we can easily obtain a decomposition into clusters: Hence, the lemma follows.
2
As a consequence of the above lemma and of Theorem 3.4, we have the following result.
Theorem 4.2 The cluster algorithm is 4-competitive both in the case of unitary weights and in the case of arbitrarily weighted tasks.
We now prove that the competitive ratio of the greedy algorithm is strictly worse than the competitive ratio of the cluster algorithm (in the following, we will denote by new(x; w) l the sequence new(x; w) new(x; w) of length l).
Theorem 4.3 The greedy algorithm is at least 5-competitive, even in the case of unitary weights. Proof.
We show a unitary weight instance that has optimal cost 1, while the greedy algorithm computes an assignment of cost 5 (observe that, by cloning the commands, this is su cient to prove that the greedy algorithm is at least 5-competitive, even in the case of unitary weights). The instance refers to the topology shown in Figure 3 and assumes that the greedy algorithm solves ties by selecting the alphabetically greatest cell (clearly, the instance can be adapted to any di erent criterion).
The instance consists of two parts. The rst part is formed by the following commands:
new(x AE ; 1) 2 new(x FG ; 1) 2 del(1)del (3) It is easy to see that after processing this rst sequence of commands, the greedy algorithm It is easy to see that after processing this second part, the greedy algorithm reaches a con guration in which cell B has load 5, while in the optimal o -line solution all cells have load 1. Hence, the theorem is proved.
Finally, the following lower bound holds for any on-line algorithm applied to the channel assignment problem in cellular networks.
Theorem 4.4 Any on-line algorithm for the channel assignment problem in cellular networks is at least 3-competitive, even in the case of unitary weights.
Proof
o -line solution for of measure 1 that reaches a con guration in which X is empty.
The sequence starts with new(x AE ; 1): Without loss of generality, we may assume that the on-line algorithm assigns this task to cell A. Let Observe that any on-line algorithm that does not assign one of these new three tasks according to the greedy criterion reaches a critical con guration in which the role of X is played by A, B, and D, respectively. Hence, at the end of the above sequence of operations, A, B, C, and D have been assigned tasks 1, 2, 4, and 3, respectively. At this point, we rst delete task 3 and then create the following new task:
new(x BC ; 1). If this task is assigned to B, then the on-line algorithm has reached a critical con guration, in which the role of X is played by B. Otherwise (that is, the task is assigned to C), the on-line algorithm has reached a critical con guration, in which the role of X is played by C.
Once the on-line algorithm has reached a critical con guration, we create a new task within cell X. It is then easy to see that: (a) the con guration reached by the on-line algorithm has load greater than or equal to 3, while (b) there exists an optimal o -line solution that reaches a con guration whose load is 1. This immediately implies the theorem in the case of arbitrarily weighted tasks: Indeed, it su ces to send tasks of weight l su ciently large, instead of tasks with weight 1. Moreover, it is possible to modify the above instance in order to extend the result to the case of unitary weights. To this aim it su ces to clone each new( ; ) command of the sequence (except the last one) into 2l commands. Notice that, for each original command, any algorithm must assign (at least) l clones to one of the two available cells (let us say X). By inserting an appropriate sequence of at most l del( ) operations between two sequences of new( ; ) commands, we can remove the tasks not assigned to X. Moreover, every del( ) operation of the original instance is also cloned into an appropriate sequence of l commands. Finally, the last new( ; ) command of the original instance is cloned into l commands. This sequence of unitary tasks essentially mimics the one with tasks of weight l. Hence, the theorem follows. 2
A connection with low earth orbit satellites. Further bene ts of our approach and some consequences of our results deal with satellite Low Earth Orbit (LEO) constellations. In LEO constellations satellites are grouped into orbits so that they form a global coverage of the Earth's surface similar to that of cellular systems. However, due to the satellites movements, the footprints (and hence the cells) move with constant speed. For that reason, handover occurs frequently because of the high speed of the satellites. An optimal strategy from this point of view is therefore that of assigning a user, which is located in the intersection of two or three cells, to the cell that guarantees the maximum
Handover constraints forces us to perform a channel assignment strategy better than the greedy one. Such result is somehow counterintuitive, since one might think that spreading the load among all the available cells (regardless of handover constraints) allows to reduce the load in each cell. We nally remark that our approach does not require additional communication among satellites in order to decide which satellite a new user has to be assigned to.
Application to linear topologies
An interesting case of on-line load balancing with restricted assignment is the case in which processors are positioned on a line at unitary distance, the set of positions in which the tasks can arise coincide with the set of positions of the processors, and each task can be assigned to processors at distance at most k from the processor the task arose in, i.e., processor p i can serve tasks arising in the interval fi ? k,: : :,i + kg. This situation models, for example, the case of radio networks where all stations have the same transmission range KKP98, PL95] , and that of an array of processors where the communication cost between two processors depends on their distance PFW94] (see also BNFN99, KNST99] for other one-dimensional variations of the on-line load balancing problem). In Table 2 , we summarize the results in the case of arbitrarily weighted tasks. Particular attention should be given to the case k = 1 which is strictly related to our original motivating problem. Indeed, in BF98] onedimensional frequency assignment problems have been investigated. This restriction of the problem is motivated by vehicular technology applications, where the users are located on highways (represented by a line). Notice that, when cellular systems with bigger overlapping regions occur, such as in the model proposed in MIY98], the corresponding network topology is our one-dimensional model with k = 1. For this case, we can show that, when arbitrarily weighted tasks occur, (a) the greedy algorithm is 3-competitive (observe that this performance ratio is guaranteed by any trivial algorithm which \blindly" assign tasks to a xed processor among the three available) and (b) the cluster algorithm is 2:5-competitive, which matches the lower bound (see Table 2 ).
The associated bipartite graph is de ned as G(X P; E), where X = fx 0 ; : : : ; x n g, P = fp 0 ; : : : ; p n g, and there exists an edge (x i ; p j ) if and only if ji ? jj k (in this section, we will always implicitly refer to this graph).
Let A triv be the trivial algorithm which assigns each task to the processor the task has been created in. The following fact easily follows from the observation that the set of tasks assigned by A triv to a processor could be shared in the optimal o -line solution among at most 2k + 1 processors. 
Upper bounds
Let us describe how the bipartite graph can be partitioned into clusters so that the cluster algorithm performs better than the greedy one. Basically, the set of positions will be decomposed into consecutive disjoint intervals of size k + 1: However, if n is not a multiple of k + 1, then the rst and the last interval have to be appropriately de ned in order to deal with the \border" processors.
Formally, let n c = n div (k + 1) and let r = n mod (k + 1) (without loss of generality, we may assume that r > 0). If r (k + 1)=2, then we set the cardinality c 0 of the rst Observe that, for any cluster C, either jP(C)j = k + 1 and jN(C)j 3k + 1 or jN(C)j jP(C)j + k. In order to prove the theorem, it then su ces to show that jP(C)j (k +1)=2, for any cluster C. To this aim, recall that r = n mod (k + 1) and that if r (k +1)=2, then jP(C)j (k +1)=2, for any cluster C. Otherwise (that is, r < (k +1)=2), for any cluster C, jP(C)j r + k + 1 2 k + 2 2 = k 2 + 1 k ? 1 2 + 1 = k + 1 2 ; where the second inequality is due to the fact that we assumed r 1. Hence, the theorem follows.
2
From the above theorem and from Theorem 3.4, we obtain the following two results.
Corollary 5.3 The cluster algorithm is 3k+1 k+1 -competitive in the case of unitary weights.
Corollary 5.4 The cluster algorithm is 4k+1 k+1 -competitive in the case of arbitrarily weighted tasks.
In the rest of this section we will prove that the cluster algorithm has a competitive ratio smaller than the greedy one, while in Section 5.2 we will show that its competitive ratio is optimum for k = 1.
The greedy algorithm
In the sequel of the paper, we will refer to a con guration C as a sequence c 1 c m of 4-tuples such that the hth tuple c h = ht h ; i h ; j h ; s h i speci es that the task with index t h has been created in processor p i h , has weight j h , and is currently assigned to processor p i h +s h where s h 2 f?k;::: ; 0; : : : ; kg. Moreover, we will identify two con gurations which are equivalent modulo a re-indexing of their tasks and of the processors. For the sake of clarity, we will usually represent a con guration in a graphical way: for instance, the con guration h1;i;1;0ih2;i;1;1ih3;i + 3; 1; ?1i is graphically represented as shown in the middle column of the rst row of Table 10 (notice that we have speci ed the tasks' indices \1", \2" and \3" only for the sake of clarity). Observe that such graphical representation speci es neither the origin nor the weight of a task, since this information will be anyway speci ed by the accompanying text. Finally, given a con guration C and a sequence of del( ) commands, we will graphically represent the application of this sequence to C by coloring the rectangles associated with the deleted tasks with the gray color (see, for example, the middle column of the rst row of Table 3 where C = h1;1;1;?1i;h2;1;1;0;i;h3;1;1;1i and the sequence of delete commands is del(1)del(2)).
The next result states that the greedy algorithm does not perform better than the trivial algorithm A triv (see Fact 5.1), when applied to the case k = 1. Observe that, since we are dealing with arbitrarily weighted tasks, it su ces to show an instance with optimal o -line equal to 1 and such that the greedy algorithm reaches a con guration with measure 3.
Theorem 5.5 For k = 1, the greedy algorithm is at least 3-competitive.
Proof. Let us consider the following instance:
new(1; 1) 3 del(1)del(2)new(2; 1) 3 del(3)del (5) new(?2; 1) 3 del(7)new(?1; 1)del(8)new(0; 1) 3 :
Assume that ties are solved in a left-to-right order (the proof does not really depend on this assumption, and can be easily generalized to variants of the greedy algorithm that solve ties by assigning a task to any one of the less loaded available processors). The behavior of the greedy algorithm with input the above instance is the one shown in the middle column of Table 3: the Table 3 : The greedy worst-case instance.
As shown in the table, the greedy algorithm will assign to processor p ?1 three tasks while the o -line optimum solution will be able to assign the new three tasks to the empty processors p ?1 , p 0 , and p 1 . In other words, the load of the nal con guration provided by the greedy algorithm is 3 while the optimal o -line solution has load 1. Hence, the theorem follows.
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Let us now prove a lower bound on the competitive ratio of the greedy algorithm in the case of arbitrarily weighted tasks and k 2.
Theorem 5.6 For any k > 1, the greedy algorithm in the case of arbitrarily weighted tasks is at least (8k+1/2k+1)-competitive.
For the sake of clarity, we rst prove the theorem for the case k = 2. The proof for any k > 2 will be then given as a generalization of the previous case.
The case k = 2. Similarly to the proof of Theorem 5.5, we describe an instance such that the greedy algorithm on input is 17=5-competitive. 3 For the sake of clarity, we split into three parts, that is = l r . In Table 4 we describe l and the behavior of the greedy algorithm (for the sake of brevity, we do not explicitly show the delete commands which are, instead, graphically indicated). The aim of the subsequence l r is to \force" the greedy algorithm to reach the con guration C shown in the rst row of Table 6 . In particular, the \left" part of con guration C (i.e. tasks assigned by the greedy algorithm to processors p 7 , p 8 and p 9 ) is due to l (see the last row of Table 4 ). Similarly, we can obtain the \right" part of con guration C (i.e tasks assigned by the greedy algorithm to processors p 10 , p 11 and p 12 ) from the sequence r k (see Table 5 ).
In Table 6 we show the behavior of the greedy algorithm starting from C on input .
It is easy to see that the measure of the greedy algorithm is 17, while an optimum o -line assignment of value 5 exists.
Instance
Greedy Table 9 ). Also notice that, by setting h = 2k ? 2 and l = 2k + 1, the greedy Instance Greedy con guration O -line con guration Table 5 : The proof of Theorem 5.6 for k = 2 (the sequence r ).
algorithm yields a solution of cost 3l + h = 8k + 1 (see Table 8 ), while the optimum o -line is l = 2k + 1 (see Table 9 ). So, in order to prove the theorem it remains to describe the sequence l k r k which forces the greedy algorithm to reach the con guration C k (while an assignment to those tasks exists so to obtain the con guration C k off ).
To this aim, we will denote by last i the index of the last task assigned (by the greedy algorithm) to processor in position i. We rst consider the instance l in Table 4 Inst./Conf. Greedy con guration O -line con guration Table 6 : The proof of Theorem 5.6 for k = 2 (the con guration C and the sequence ). It is worth to observe that an (o -line) assignment to the above sequence exists such that: (a) all the tasks of weight 1 can be assigned to processors of index 2k + 2 or greater (in particular, the k h + h=2 surviving ones can be assigned to 2k + 2; 3k]); (b) each task of weight l can be assigned to a processor in the interval 0; 2k + 1] (in particular, the k + 1 tasks arising in positions 2k+1; 3k+1], can be assigned to the interval k+1; 2k+1]); (c) at each step the load of every processor is at most l . On the other hand, the greedy algorithm, after processing the above sequence, yields a solution in which all the remaining tasks are assigned to the interval 3k + 1; 4k + 1]. Moreover, the load of processors in 3k + 1; 4k] will be h+l , while the load of the processor in 4k +1 will be equal to h=2+l . Thus, by shifting on the left (i.e., re-indexing the tasks' origin) the above sequence by a factor k+1, we obtain the sequence l k which yields the \left" part of the con guration C k (i.e., the tasks assigned by the greedy algorithm to processors in 2k; 3k] in Table 9 ).
The sequence r k can be obtain by using a symmetric argument. Notice that, it is possible to assign (o -line) the tasks of the above sequence in such a way that: (a) the h out of the h(k+1) unitary tasks arising in position ?k?1 that survive at the end of the sequence are all assigned to p ?2k?1 ; (b) at the generic step i, because of the del( ) commands, processor p ?i has no task and it can be used to assign the new task of weight l (in particular, up to step 1 no task is assigned to p ?1 ); (c) after the last del( ) command all the surviving tasks are assigned to the interval ?2k ? shifting the whole sequence to the right by a factor 6k + 2 we obtain the sequence r k (see also the con gurations C k and C k off in Tables 7 and 9 ). Table 7 : The proof of Theorem 5.6 for any k > 2 (the con guration C k and the sequence k , part 1).
Lower bounds
In this section we prove some lower bounds on the competitiveness of any on-line algorithm (see the last column of Table 2 ). In particular, for k = 1, we prove that the upper bound given by the cluster algorithm cannot be improved, while, for k > 1, we show that the cluster algorithm is not too far from being optimal.
In order to prove that, for k = 1, any on-line strategy cannot be less than 5=2-competitive (when arbitrarily weighted tasks are considered), we make use of the \bad" con gurations shown in Table 10 Proof.
We will rst show that either A is at least 5=2-competitive, or it eventually reaches a con guration in which three tasks arising in position i are assigned to p i?1 , p i and p i+1 (let C i denote such con guration). Table 11 shows the rst part of the sequence 1 A .
Notice that, either A reaches the con guration shown in the lowest row (or a symmetric one Table 8 : The proof of Theorem 5.6 for any k > 2 (the con guration C k and the sequence k , part 2).
with two tasks assigned to p 0 and one task assigned to p 2 ), or it reaches the above desired con guration C i .
We can therefore assume that the con guration in the second row of Table 11 has been reached. Starting from such con guration, in Table 12 we complete the sequence 1 A . Notice that, at any step a di erent choice would yield either a 5=2-competitive solution or the con guration C i . Indeed, the con guration C 5 can be obtained from the last row of Table 12 by terminating all the tasks but 13, 14 and 15. Notice that, even though the surviving tasks will have weight equal to 2, this is not a problem since it su ces to rescale the subsequent tasks by a factor 2.
Finally, we observe that a \bad" con guration C d , for some d 0, can be obtained by combining any two con gurations C i and C i+d+3 and then by killing the two tasks assigned to processors p i?1 and p i+d+4 . However, we need these two con gurations to be reached by using tasks of the same weight (namely, of weight 1 or of weight 2). This, in turn, can be obtained by suitably \cloning" the sequence of tasks described above into three sequences. Indeed, if after the rst 9 commands of each clone (corresponding to the rst row of Table 12) two out of three of such clones reached the con gurations C i and C i+d+3 , respectively, then we simply delete all the tasks of the other clone. Otherwise, there are two out of three copies Table 13 ).
For C 1 , we rst consider the sequence new(i +1; 2) 3 . Notice that, A must assign one of these tasks to p i+2 (otherwise the competitive ratio of A is 3). Let such a task be the surviving one, that is, we terminate the other two tasks of the above sequence. Then, we send sequence new(i + 2; 2) 3 and, by a similar reasoning, another surviving task of weight 2 is assigned by A to p i+2 . Observe that, all the tasks can be assigned (o -line) in such a way that (1) p i?1 and p i+5 receive the unitary tasks of C 1 , and (2) p i and p i+1 receive the surviving tasks arose in i + 1 and i + 2, respectively. Hence, the optimum o -line is 2. Finally, we send the sequence new(i + 3; 2) 3 , which forces the algorithm to reach a load at least 5.
For C 2 , we essentially generalize the proof for C 1 . In particular, we rst send two sequences: new(i + 1; 2) 3 and new(i + 4; 2) 3 . Using the same argument, A must assign a surviving task to p i+2 and p i+3 . Then, the sequence new(i +2; 2) 3 will yield a another surviving task either in p i+2 or in p i+3 . We complete the sequence with new(i + 3; 2) 3 : Since p i +2 and p i+3 globally already received 3 tasks of weight 2 each, the best strategy in assigning the new tasks is to send two of them to p i+4 . This processors already had one task of weight 1, which yields a load equal to 5. Finally, it is easy to verify that the above sequence has optimum o -line equal to 2.
2. d > 2. In this case, we prove that A must pass through con gurations C d?3 or con guration C 0 . Let us consider con guration C d with d > 2 and let us suppose that three tasks arrive in position i + 3 (see Table 14 ). If any of these tasks is assigned to processor p i+2 , then we easily obtain con guration C 0 . Otherwise, both the two remaining processors p i+3 and p i+4 must be used. In this way we obtain the con guration C d?3 .
By iterating this reasoning, we have that A passes through either C 0 , C 1 or C 2 . Table 13 : The proof that C 0 is a dead-end con guration.
The lemma thus follows.
2
Theorem 5.9 In the case of arbitrarily weighted tasks, any on-line algorithm has ratio at least 2:5 when k = 1.
Proof. It follows from Lemma 5.8.
Let us observe that the 5=2 lower bound for the case k = 1, given in Theorem 5.9, also hold for arbitrary k, since the same considerations apply in this case.
For k > 3 the letter result can be improved so to show that the cluster algorithm is not too far from being optimal. The proof of this fact follows an approach similar to that used in the proof given in AE97] for the case of temporary tasks on identical machines.
Theorem 5.10 For any k 1, any on-line strategy cannot be less than (3k + 1)=(k + 1)-competitive.
Proof. Let us consider an interval of 4k+1 processors and let us suppose that the instance starts by creating one task of weight l = 3k + 1 in each processor in the interval. It is then clear that either at least 2k + 1 of these tasks are assigned to the 2k + 1 central processors
Otherwise we have C 3 or at least k + 1 tasks are assigned to one the two external groups of k processors. Let us assume that the former case holds (the proof in the latter case is very similar) and let us continue the instance by deleting the task that has been created in processor p 0 and all the tasks that have been assigned out of the central interval.
Without loss of generality, we assume that there exists n 2 0 such that the n 2 leftmost processors have been assigned 2 tasks, 2k ?2n 2 central processors have been assigned 1 task, and the n 2 +1 rightmost processors have been assigned no task. Observe that all these tasks can be assigned by an o -line solution to processors out of the central interval.
We now continue the instance by creating 2k(l + 1) + 1 new unitary tasks in processor p 0 . It is then easy to prove that one of the following three situations must occur: (a) one of the leftmost processor has a load at least equal to 3l, (b) two central processors have a load at least equal to 2l, (c) two right processors have a load at least equal to l, or (d) one central processor has a load at least equal to 2l and one right processor has a load at least equal to l. Indeed, let us assume (see Figure 4 ) that no leftmost processor has a load at least equal to 3l, at most one central processor has a load at least equal to 2l, and no right processor has a load at least equal to l (the other case can be proved similarly). Then the total number of assigned tasks is at most n 2 (l ? 1) + l + (2k ? 2n 2 ? 1)(l ? 1) + (n 2 + 1)(l ? 1) = 2kl + l ? 2k while the total number of new tasks is 2kl + 2k + 1 > 2kl + l ? 2k since l = 3k + 1 4k. Thus, we have a contradiction.
Finally, it remains to show that any of the four situations (a)-(d) can be evolved so that the on-line solution is at least (3k+1)=(k+1)-competitive. Indeed, consider situation (d): in this case, we continue the instance by rst deleting all the unitary tasks but those assigned to the two involved processors and by then creating 2k + 1 tasks of weight l in processor p 0 .
By a simple counting argument, it follows that at least one processor must have a load at least equal to 3l. On the other hand, the o -line solution could distribute both the unitary tasks and the tasks of weight l to all the 2k + 1 central processors thus obtaining a load not greater than l + 2. Observe that, since we are dealing with arbitrarily weighted tasks, the above argument implies that the competitive ratio of any on-line algorithm is at least 3l=(l + 2) = (3k + 1)=(k + 1).
6 Open problems
The rst and more important open problem consists of closing the gap between the upper and the lower bound in the case of cellular networks. We conjecture that our algorithm is optimal. Notice that this would imply a combinatorial characterization of a class of instances that can be on-line solved without overcoming the network capacity (i.e., without blocking calls): In particular, this class includes all instances that admit an o -line assignment of maximum load equal to 1=4 of the capacity of a single cell. Each of these instances can be, in turn, characterized by using the results of MIY98]. Notice also that, for the one-dimensional case, we are already able to give such characterization.
Another interesting research direction consists of studying the \permanent mobile tasks": In some cases, we have to deal with rapidly moving users so that, before one user ends its communication, it has changed position many times. In this case, we can ideally assume permanent tasks, i.e., once a task arrives it never terminates. This problem is actually something in between the on-line load balancing of permanent (non mobile) tasks and our problem: It is a special case of temporary tasks with restricted assignment. In fact, the movement of a permanent task from one position to another can be simulated by terminate the task and creating a copy of it in the new position.
We think that our method also gives rise to a number of interesting questions concerning the solution of on-line problems, such as: (i) Under which hypothesis the cluster algorithm is provably better than the greedy one? (ii) Can we give a (combinatorial) characterization of a set of on-line load balancing problems for which the cluster algorithm matches the lower bound? (iii) Can we use a decomposition into cluster to improve the competitive ratio of existing on-line algorithms other than the greedy one?
