The fully idiographic nature of Chinese language facilitates the algorithms in natural language processing by a tight correspondence between characters and text meaning, and also allows for substantially less preprocessing as compared to the case of other languages. We have recently developed and tested a popularity-based concept to summarization of Chinese text. This paper argues that the popularity based concept, if applied to news articles, naturally combines with the weight-based summarization techniques, and yields an excellent efficiency in Chinese text summarization. The summarization program is available online as java applet (http://cpu.icu.ac.jp/cn/).
Introduction
Automatic text summarization allows for presenting the main information content of text in a shorter form, by means of either sentence extraction or rephrasing abstraction. The latter approach requires understanding of the language grammar and context; thus we adopt the former one, i.e. abstract extraction. Summaries constructed by sentence extraction can always be further paraphrased, in order to present them in a more natural form. Text summaries are a powerful tool for saving time in decision-making; summarization can also be used as a preprocessing tool in more complex information retrieval [1] [2] . Much of the recent research developments in the algorithms [3] [4] , which extract or abstract substances from a range of text data (including the online information) have been motivated by the increase of E-commerce and use of online search engines.
The major language in information retrieval of internet users is English, although the size of the nonEnglish-speaking population keeps growing (820 millions in 2005). In particular, the Chinese speaking internet users already account for the second largest online population at present, and the share of Chinese language increases faster than the growth rate of the internet users [5] .
Following the popularity-based concept in webpage ranking on the internet [6] , an improved popularity-based approach for English text summarization was developed [7] . Here we further adapt the popularity-based algorithm for Chinese text summarization. It is the purpose of this paper to present the algorithm along with a thorough evaluation by a control group of native Chinese speakers. In particular, we focus on the online news articles, which are important in applications, and also include an implicit ranking system based on the location of sentences in the text. The extracted summaries consist entirely of selected text material copied from within the input document (an upper limit on the size of the summary can be imposed).
The paper is organized as follows. The popularity-based summarization is briefly outlined in Section 2. In particular, we focus on the clustering algorithm for selecting the most popular text sentences, and its combination with the implicit weighing structure of sentence location in news articles. Section 3 evaluates the algorithm on a group of news articles selected from various fields and a diversity of online publishers. Concluding remarks in Section 4 summarize the major advantages of the present approach. 
Summarization Algorithm
The summarization algorithm first initializes all sentences as graph vertices, which are then grown by merger operations. Figure 2 shows the main steps in vertex clustering when building the resulting graph. First, two vertices (sentences) exhibiting the largest global similarity are merged. While the two old vertices are deleted, a new vertex is added. This new vertex is annotated with common words of the two parental sentences (a new sentence). Finally, sentences not assigned to the cluster are scanned for a local similarity above a certain threshold value, and possibly merged with the cluster seed as described before. The clustering procedure then restarts again, until all sentences (number N) over a certain similarity threshold t are exhausted. The detailed flowchart in Fig. 3 shows how the similarity measures and t is used in the construction of the similarity graph.
There are two key functions quantifying the similarity in constructing the similarity graph. Each takes a pair of sentences on input: the global similarity coefficient (GSC), which is used to create cluster seeds, and the local similarity coefficient (LSC), which is used in growing the clusters. The LSC and GSC are defined as follows.
A "word" is defined as one Chinese character in what follows. Since the GSC decreases as the similarity among shortened sentences of common words, the iterative algorithm in Figs. 2 and 3 decreases the value of GSC, and stops when the threshold value t can no longer be reached.
The process of abstract extraction generally consists of the following four parts: Preprocessing, Building Text Graph, Clustering into Themes and Selecting Sentences. In dealing with the Chinese news text, the preprocessing can be minimal. No preprocessing was needed for the news articles dealt with in this work. The other three steps are illustrated in Fig. 3 . The weight-based approach for news articles is implicitly applied in this work via the selection of the representative sentence for all cluster groups. Among the original sentences merged into each cluster, the one with the up most position in the news article is selected into the summary. This particular choice corresponds to the implicit sentence location ranking in the news, which can therefore be considered as an application of the weight-based approach. The weightbased approach also naturally comes into play when the number of sentences included in two or more clusters is the same. The cluster with a representative sentence located in the upper part of the article has a higher priority to enter the summary, which is how the news article weighting system again enters into the popularity-based clustering algorithm.
In dealing with Chinese, Java is one of the appropriate programming language tools because it supports Unicode. CJK Unified Unicode Ideograph has the range from U+4E00 to U+9FBB (19968 to 40891) in the Unicode Standard, Version 4.1, and it supports both the simplified Chinese and traditional Chinese. All characters in the input article are converted into the integer data type and stored as a numerical array. By subtracting 19968 from the Unicode character table, the values in the integer data array range from 0 to 20923. In order to separate article sentences, only the delimiters, " " or " ", "?" and "!" have been applied. Fig. 3 : Flowchart of the summarization algorithm. Note that a "sentence" representing the cluster is defined as a collection of common words, and a separate data structure must be kept in order to construct the final summary.
Evaluation and Discussions
In order to evaluate the efficiency of machine text summarization rigorously, we have collected a representative set of newspaper articles, and gathered a 10-member volunteer group. Human-extracted abstracts are compared to the abstracts extracted by the computer program. To compare between the two, we calculate the relevance score (RS) between all pairs of extractors (human vs. human, or human vs. computer).
The source text was distributed to human extractors as follows: there were 10 native Chinese-speaking people, each of whom extracted summaries from 10 articles. Among the 10 articles, 5 articles were common for all people, while the other 5 articles were unique. The article length is 20 to 25 sentences, all of which are labeled by Latin alphabet letters. The extracted abstracts for the common articles were used to calculate the spread of summarization among humans. Results were collected by using questionnaire forms shown in Fig. 4 . Table 1 shows the results by human selectors A,...,J and the computer program for various The five columns in Table 1 contain the sentences extracted as an abstract for one article in each control group (international news, domestic news etc.). The sentences are labeled as a, b, ... Brackets indicate a tie when selecting the representative cluster (upper positions in the text were preferred). Results by a control group of native Chinese speakers (A, B, ..) are immediately followed by machine-extracted abstracts for various thresholds t of the global and local similarity coefficient. The extraction algorithm is quadratic in the number of sentences in the worst case, although the complexity is typically close to linear.
Conclusion
The relevance score of computer-extracted summaries Table 1 : Human-and machine-extracted summaries for threshold value of t =0.4 computed from Table 1 is 35%, which is the same as the average relevance score in comparing the control group of human-made summaries. We therefore conclude that the automated summary extraction proved as good as the human one. In addition, human analysis of semantic differences among the sentences in extracted summaries mostly indicated rather similar meaning.
