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I. INTRODUCYION 
The purpose of the article is to illustrate the functional equation approach 
of dynamic programming in the study of optimal control processes. For the 
illustration, a problem in rigid body rotation is considered which is closely 
related to recent work of R. E. Mortensen in application of Lyapunov 
techniques [ 11. 
The problem may be expressed as follows: An arbitrary rigid body is 
initially rotating (arbitrarily) about its center of mass. It is required to exert 
control moments about the principal axes of inertia of the body for a time in 
such a fashion as to reduce the rotational velocity (tend to bring the body to 
rest) while minimizing the required control forces. A current engineering pro- 
blem that is closely related to the problem described is one encountered in de- 
sign of an attitude control system for an artificial earth satellite. If a satellite is 
initially tumbling with a large angular velocity, it is necessary to reduce this 
velocity significantly in order that a particular satellite attitude relative to the 
earth, sun, etc., may be established. It is of interest to design a control 
system for the satellite that automatically performs this operation using a 
minimum amount of fuel, electrical power, etc. [l, 21. 
II. FORMULATION OF DYNAMICAL EQUATIONS 
AND A PERFORMANCE CRITERION 
The principal axes of inertia of an arbitrary rigid body are mutually 
orthogonal [3]. These axes may be used as reference axes for the rigid body. 
We designate these axes with unit vectors u,, us, and us, respectively, such 
that a right-handed set is formed. Let the moments of inertia about these 
axes be II, Ia, and Is, respectively. Further, let the magnitude of the angular 
velocity of the body about the ul, uz, and us axes be wi, ws, and ws, res- 
pectively. The magnitude of angular momentum, Hi, about each of the 
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principal axes is the product of the moment of inertia and the angular rate 
about the axis, i.e., 
Hi = Iiiwi, i = 1,2,3 (1) 
The classical equations of motion of rigid body rotation are given in ref. 3 
a% 
where Mi is the magnitude of the moment applied about the ith axis. Using 
Eq. (l), the set (2) may be written in the matrix form 
or simply as 
0 -- H, - Hz 
13 I2 
3 
13 
0 + 
1 
4 H1 -- - 
I, I1 
0 
(3) 
$ W + [Ql W = (Ml (4) 
in which the column (H) is the state of the rigid body and where 
f2= 
0 -- 4 - 4 
I3 4 
J& -- ffl 
13 0 4 
f4 I, 3 
4 
0 
[ - 0 % - 9 0 Wl - 0 % 9 1 (5) 
Equation (3) supplemented with the initial conditions H* = a, i = 1, 2, 3, 
and the duration of control process T (0 < t < T) is sufficient to describe 
the dynamical aspects of the problem to be investigated. 
It is necessary to formulate an explicit criterion for comparing the various 
control policies (laws) which might be employed. For the purposes of illustra- 
OPTIMAL STABILIZATION OF RIGID BODY ATTITUDE 321 
ting the dynamic programming technique, suppose that the performance 
criterion /[MJ is given by 
IWil = w* PO] t * + h Jf PO* (4 dt (6) 
where (H)* denotes the transpose of the column (H), (M)* is the transpose 
of (M), and h is a Lagrange multiplier. h specifies the relation between the 
cost of deviation from the desired terminal state, (H) = (O), which is to be 
measured by (H)* (H)ltXT and the cost of exerting control moments which 
is measured by 
jf (M)* (M) dt. (The forms (H)* (H)IIcT and Jr (M)* (M) dt 
may or may not have pertinence in the attitude control problem 
previously mentioned depending upon the objectives of control and the 
mechanisms by which control forces are to be generated.) 
III. DERIVATIONOFTHE FUNCTIONALEQUATIONS 
We seek a control vector (M), 0 5 t < T, which minimizes the perform- 
ance criterion J[Mi]. The minimizing vector (M) can depend only upon the 
initial state of the system (a,, a,, a,) and the duration of the process, T, since 
the system in (2) is autonomous. Thus, we define a function f(a,, u2, us, T): 
f(a,, u2, u3, T) = Cost of the control process starting in state 
(ul, u2, &J with duration T remaining in the 
process and using an optimal control policy 
according to (6). 
= y$ WKD~ i= 1,2,3 (7) t 
By the definition (7) the functionf is defined for all values of initial system 
state and for all values of duration T and not only for particular values whch 
might be prescribed in an application. The original problem is thus imbedded 
within a class of similar problems in which the ai and T are allowed to 
vary [4, 51. 
One may now use the “principle of optimality” in order to formulate 
relations involving the function, f. The “principle of optimality” may be 
stated in the following way. 
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An optimal poIicy has the property that whatever the initial state 
and the initial control policy are, the remaining control policy must 
constitute an optimal control with respect o the state resulting from 
the initial policy. 
Let us assume that for a small time, d, starting with T seconds remaining 
in the control process duration, that the ill, are chosen as w,, i.e., 
Wl 
(M)=(w) = w* , 
i! 
O<t_<Ll 
W3 
(8) 
We note that the cost of control during the period d is 
according to (6) and that at the end of d seconds the new state of the system 
shall be changed according to (3) as 
bl 
i) i 
a1 + wld + (4 - A21 a24 + 44 
b, = a2 + w,d + (A, - As) a& + o(A) 
63 as + 4 + (A2 - 4) alad + o(d) 
(9) 
where Ai & l/Ii, i = 1, 2, 3. 
By definition, the minimum cost at the end of the first d seconds will bef 
evaluated at the new state (9) with the time remaining being T - A. By use 
of the “principle of optimality,” 
f(a,, a2, a3, T) = M,‘n {h(wf + wi + wi2) d +f(b,, b2, 4, T - 4 + 441 
I 
(10) 
Using Taylor’s theorem [6], the function f on the right hand side of (10) 
may be expanded about (a,, a2, a,, T) as 
f(b,, b2, 4, T) = f(a,, a2, a,, T) + 4wl + (4 - A,) a24 $ 
1 
+ 40, + (442 - 4 v21$- 
3 
- A g + o(d) (11) 
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Substituting (1 I) into (10) and noting that f(a,, a,, a,, T) and af/aT do not 
depend explicitly upon.the wi, 
A+$n~A(w:+w~+w2,)Ll +fl[w,+(A,-A,)a&g 
+4w2+(4 - A3) %%I g + 4% + (4 - 4) w-%1 g 2 3 
Dividing through by d and letting A -+ 0, formally we have 
where 
g = iVIi,n {F(wJ} 
F(Wi) 4 lqw; + 
(13) 
+ [wz -I- (A, - A3) WI1 g + b% + (4 - Al) uI”21 af -- 2 aa 31 
This is a nonlinear first order partial differential equation. The boundary 
condition et T = 0 may be found by inspection of Eq. (6) and using the 
definition off, i.e., 
Ql * a1 
f(a,, % U3? 0) = a2 0 0 a!2 a3 a3 
= u,” + a,” + a”, (14) 
Equation (14) expresses the fact that the cost of a control process of zero 
duration is the sum of squares of the terminal (in this case, equal to the initial) 
values of the state variables. 
IV. SOLUTION OF THE FUNCTIONAL EQUATIONS 
One begins by carrying out the minimization indicated in Eq. (13). The 
form of the right hand side of (13) (parabolic dependence upon wi, wa, and 
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w*) indicates that at the minimal value, the partial derivatives of the right 
hand side with respect to wUl, 
. 
wI, and w, must vamsh. Thus, 
W41 af 
Wl 
= 2hwol*1a. + &- = 0 
1 
WW~ =2hw i +af=o 
“2 
2m n 
aa 
Therefore, 
1 af 
Wlmin = -gas, 
1 af -- 
W2mln = - 2~ aa 
1 af wm1fl=--- 2h aa, (16) 
Substituting these values for wi in (13) results in the following initial value 
problem forf(a,, a,, ag, 2”): 
+ 6% - 4Wl s+v2 
2 
- 4 a1a2s 
3 
f(a,, a2, a,, 0) = a12 + ai + 4 (17W 
This problem may be solved by separation of variables. Let 
Then 
f(al, a2, a,, T) = ($ + $ + ai) 4(T) 
af = 2a 4(T) 
aai i ’ 
i= 1,2,3 
( ) 
af” 
aa, 
= 4af +2(T), i= 1,2,3 (1% 
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Substituting (19) into (17a) results in 
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(uf + u; + u”,) g = - f (u;L + c.2; + ui) $2(T) 
+ WV) +%%wG - A,) + VI - 4 + G42 - 41 
(20) 
Since the term in square brackets vanishes identically, (20) reduces to 
d4 -= 
dT - f W); 469 = 1 (21) 
where the boundary condition 4(O) = 1 follows directly from (17b) and (18). 
The solution of (21) by separation of variables results in 
4(T) = & (22) 
- K(t) - 
- 
FIG. 1. Block diagram of optimal control system 
Therefore combining Eq. (22) and (18), the minimum cost of control is 
given by 
fh, ~2, ~3, T) = ($ + a; + ai) & (23) 
The optimal control laws may be found by partial differentiation off in (23) 
with respect to ur, u2 us and substitution of the resulting expressions into 
Eq. (16). The result is 
% 
wi=-T+I\7 i=l,2,3 (24) 
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The optimal control laws are, therefore, linear in the state variables, a,, and 
timevarying. 
Interpreting T as the “time remaining in the control process,” the optimal 
control may be expressed in terms of the original system variables as 
M”=-(T-T+h’ i= 1,2,3 
The optimal control system can be represented in diagram form as in Fig. 1. 
V. REMARKS CONCERNING THE OPTIMAL CONTROL 
It is interesting to consider the properties of the “optimal” control, 
Eq. (25). 
It is clear, for example, that each control channel is to have an identical’ 
controller. A priori, this result would not perhaps be intuitively obvious 
K(t) 
0 ’ T 
I t 
-k 
1 . . -- -- ----------- 
A 
FIG. 2. Plot of control system time-varying gain 
since we have considered the moments-of-inertia of the body to be arbitrary. 
‘This result is a consequence of the fact that the criterion function of Eq. (6) 
does not distinguish costs accruing from operation of one of the control 
channels from the others (i.e., Eq. (6) is symmetrical in i). 
The time-varying gain in each control channel, K(t), is plotted as a func- 
tion oft in Fig. 2. Note that K(t) < 0,O 5 t 5 T, so that the control system 
employs “negative feedback” (in the usual sense of the term) and ( K(t) 1 
increases monotonically as t -+ T. 
1 They are not identical if one considers the system state to be determined by the 
body rates, wi. In the latter ease, the gains differ by ratios of the moments of inertia. 
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The role of the Lagrange multiplier, h, in the control law (25) is revealing. 
Suppose that h has a very small value. According to (25) / K(t) ) then 
becomes very large. The result of the latter is that terminal errors can be 
expected to be quite small. This conclusion is as it should be because if X is 
small, it follows (as was previously discussed) that the cost of exerting 
control forces is relatively inexpensive compared to the cost of terminal 
state errors, N,(T). One would then expect the “optimal” control to utilize 
large control forces in order to make the terminal errors small. Conversely, 
if X is large, then the control forces are relatively expensive, K(t) is small, 
and larger terminal state deviations are consistent with “optimality.” 
VI. FURTHER ANALYSIS 
One may carry the analysis of this problem further. The time response of 
the total angular momentum of the system, g(t), which results from use of 
the optimal control is completely aetermined as a result of the foregoing 
analysis. This is so because the problem which has been considered is com- 
pletely a deterministic one, i.e., in formulating the problem no random 
elements have been considered. In this special case, the explicit solution for 
R(t) may be found by transforming the equations of motion into inertial 
coordinates. Viewed in the inertial reference frame, the equations of the 
system with optimal control become linear differential equations with variable 
coefficients. 
In order to carry out the solution, consider that the column (u) of unit 
vectors (u,, u$, us) in body coordinates is related to a similar column, (u)‘, 
with elements (u:, u:, u:) in inertial space by the transformation 
(4 = [Al (4’ 
where 
u1: 
(u) = uz 
i, u3 I 
Ul 
(u)'= u; i) I u3 
and [A] is a 3 x 3 orthogonal matrix. 
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The identities, 
w = [Al w 
(H)J = [A]-’ (H) 
(4 = [Al PO’ 
(M)~ = [A]-’ (M) (27) 
follow from (26) where (H)’ and (IV)’ denote the column of components of 
angular momentum and applied torque, respectively, referred to inertial 
coordinates. From equation (25), it follows that 
(M)J = [A]-1 (M) 
= [A]-’ K(t) (H) 
= [A]-’ K(t) [A] (H)’ 
= K(t) (H)’ (28) 
The basic equation of rigid body motion in inertial coordinates from ref. 3 is 
$(H)’ = (iv)’ (29) 
Combining (28) and (29), we may write 
or, in terms of the components of angular momentum in inertial coordinates, 
dHf 
---L = K(t) Hi’ 
dt 
1 
= t -(T$h) ff:, 
i= 1,2,3 
The solution of each of these equations may be obtained by separation of 
variables. The result is 
H;(t) = H;(O) (TT+$- t (32) 
Therefore, 
H;(T) = H,!(O) & , i= 1,2,3 (33) 
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Equation (32) establishes the important result that the body under the action 
of the control system indeed tends toward the desired state; namely, Hi = 0. 
Equation (33) gives the terminal values of the components of angular momen- 
tum in inertial coordinates. These vahres, of course, are the terminal “errors” 
of the control system. 
VII. CONCLUSIONS 
The use of the functional equation technique of dynamic programming has 
been illustrated by applying it to the special case of a problem in rigid body 
rotation. It appears that because of the similarity between the problem 
treated here and some contemporary problems in design of attitude control 
systems for earth satellites that dynamic programming may be a useful 
tool in the latter case. 
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