Abstract. We apply the method of nonlinear steepest descent to compute the longtime asymptotics of the Camassa-Holm equation for decaying initial data, completing previous results by A. Boutet de Monvel and D. Shepelsky.
Introduction
In this paper we want to study the long-time asymptotics of the Camassa-Holm (CH) equation, also known as the dispersive shallow water equation, u t + 2κu x − u txx + 3uu x = 2u x u xx + uu xxx , t > 0,
where u ≡ u(x, t) is the fluid velocity in the x direction, κ > 0 is a constant related to the critical shallow water wave speed, and subscripts denote partial derivatives. It was first introduced by R. Camassa and D. Holm in [7] and R. Camassa et al. [8] as a model for shallow water waves, but already appeared earlier in a list by B. Fuchssteiner and A. Fokas [19] . More on the hydrodynamical relevance of this model can be found in the recent articles by R. Johnson [22] and A. Constantin and D. Lannes [12] . With and 4) that is,
is the same as saying that (1.1) holds. Equation (1.3) is the spectral problem associated to (1.1). In particular, the CH equation is completely integrable and can be solved via the inverse scattering method. Correspondingly, we consider real-valued classical solutions u(x, t) of the CH equation (1.1), which decay rapidly, that is, max 0<t≤T R
(1 + |x|) l+1 |w(x, t) − κ| + |w x (x, t)| + |w xx (x, t)| dx < ∞ (1.5) for all T > 0 and some integer l ≥ 1. Moreover, we will assume w(x, 0) > 0 (1.6) throughout this paper. Then u exists for all times t > 0 with w(x, t) > 0 (for existence of solutions we refer to A. Constantin and J. Escher [10] and the discussion in A. Constantin and J. Lenells [13] , see also [9] ). The aim of this paper is to establish the long-time asymptotics of such solutions using the nonlinear steepest descent method from P. Deift and X. Zhou [16] which was inspired by earlier work of S. Manakov [27] and A. Its [21] . More on this method and its history can be found in the survey by P. Deift, A. Its, and X. Zhou [17] .
The starting point for this method is the representation of a solution of the nonlinear equation under consideration in terms of a solution of an associated Riemann-Hilbert problem.
Recently, A. Boutet de Monvel and D. Shepelsky have used the inverse scattering approach to the CH equation, based on the construction and analysis of an associated matrix Riemann-Hilbert problem [3, 4] . The analysis, via the nonlinear steepest descent method, of a vector oscillatory RH problem derived from the original matrix-valued problem, allowed [5] distinguishing four main regions in the (x, t)-half-plane, where the leading asymptotic terms were qualitatively different: a solitonic sector, two sectors of (slowly decaying) modulated oscillations, and a sector of rapid decay.
Here we want to simplify the original approach, deriving the vector Riemann-Hilbert problem directly from scattering theory for the underlying Sturm-Liouville operator. We notice that the matrix and vector RH problems, being closely related, have specific features concerning, particularly, the uniqueness issue. For the matrix problem, we refer to [5] , whereas the uniqueness for the vector problem is addressed in detail in the present paper, see Section 3 below.
At the same time we want to provide complete proofs including the effects of solitons in the sectors of decaying oscillations (formulas given in [5] for the oscillatory regions are true in the solitonless case only) and the error estimates in terms of decay of the initial condition. Moreover, we will make use of some simplifications to the nonlinear steepest descent method recently given in H. Krüger and G. Teschl [24] respectively K. Grunert and G. Teschl [20] .
The asymptotics in the transition regions, near the lines x/κt = 2 and x/κt = −1/4, involves Painlevé transcendents. A detailed analysis is presented in [1] .
Main result
In order to state our main result we first need to recall a few things.
Scattering data. Associated with w(x, t) is a self-adjoint Sturm-Liouville operator
Here L 2 (R, w dx) denotes the Hilbert space of square integrable (complex-valued) functions over R and H 2 (R) the corresponding Sobolev space. By our assumption (1.5) the spectrum of H(t) (independent of t) consists of an absolutely continuous part [ 
Moreover, associated with the continuous spectrum is a (right) reflection coefficient R + (k, t), and associated with every eigenvalue λ j is a (right) norming constant γ +,j (t) (see the next section for details).
One-soliton solution. Given κ ∈ (0, The momentum w (κ,γ) sol ≡ w sol (x, t) of this solution is given by w sol (x − κct) = κ 1 + 16κ 2 1 − 4κ 2 α(y(x − κct)) (1 + α(y(x − κct))) 2 2 .
(2.5)
Note that the one-soliton solution has the form of a single peak which is symmetric with respect to its center x 0 = 1 2κ log γ 2 2κ + log 1 + 2κ 1 − 2κ .
The maximum at x 0 is given by u sol,max = κ Note also that if κ = κ(κ) is changing in such a way that the soliton velocity
is fixed, then, as κ → 0, the form of the soliton approaches that of a peakon, ve −|x| , which is a nonsmooth, weak solution of the Camassa-Holm equation with κ = 0 (see [4] ). See Fig. 2 , where u sol (x − x 0 ) for fixed velocity v and different values of (κ, κ) is displayed. Note that u sol,max = v − 2κ. Now we are ready to state our main result.
Theorem 2.1 (solution asymptotics). Suppose u(x, t) is a classical solution of the CH equation (1.1) satisfying (1.5) for some integer l ≥ 1. Let
be the (right) scattering data associated with H(0) and the initial condition w(x, 0). There are four sectors in the (x, t) half-plane in which the long-time asymptotics of a solution of the CH equation satisfying (1.5) are given by the following formulas:
and let ε > 0 sufficiently small such that the intervals [c j − ε, c j + ε] are disjoint and lie inside (2, ∞).
is the one-soliton solution formed from κ j and
and having a phase shift
For j = N the product is 1 in (2.7) and the sum is 0 in (2.8)
(ii) The "first oscillatory" region 0 ≤ c :=
with Σ(c) = (−k 0 (c), k 0 (c)) and Γ the Gamma function.
• 0 
for any
Here, for ℓ = 0, 1,
We can also give the asymptotics of the momentum w(x, t).
Theorem 2.2 (momentum asymptotics).
Under the same hypotheses and with the same notations the momentum of the solution behaves as follows:
where w j is the momentum of the one-soliton solution formed from the same parameters {κ j , γ j } and with the same phase shift ξ j as above.
(iii) In the second oscillatory region −
In the fast decay region
In particular we recover the fact that a pure soliton solution (i.e., R(k) ≡ 0) asymptotically splits into single solitons with associated phase shifts. This was shown only recently by R.S. Johnson [23] (for two solitons) and in the general case by Y. Matsuno [29] . For further results on solitons of the CH equation and their stability we refer to A. Constantin and W. Strauss [14] , L.-C. Li [26] , and K. El Dika and L. Molinet [18] .
Notice that the oscillatory regions (ii) and (iii) match at x = 0. Indeed, as x → 0 with x < 0, k 1 → ∞ in (2.15) and thus the amplitude of the second term in (2.14) vanishes, while the parameters of the first term in (2.14) match those in (2.10). As for the transition between the other regions, we have already noticed in Section 1 that there exist transition zones, where the asymptotics are described in terms of Painlevé transcendents. More precisely (details are given in [1] ), these zones are:
It should also be emphasized that unlike the (modified) Korteweg-de Vries (KdV) equation (originally considered in [16] ), the asymptotic form is given implicitly, however, to leading order this fact only manifests itself in additional phase shift. More precisely, the term ξ j in the soliton region (as already pointed out in [29] ) and the last two terms in δ j (c), have no analog in the (modified) KdV equation (cf. [16] , respectively [20] ). For results on CH on the half-line we refer to A. Boutet de Monvel and D. Shepelsky [2, 6] .
Finally, note that if u(x, t) solves the CH equation, then so does u(−x, −t). Therefore it suffices to investigate the case t → +∞.
The Inverse scattering transform and the Riemann-Hilbert problem
In this section we derive a vector Riemann-Hilbert problem directly from the scattering theory for the differential operator (1.3). We begin by recalling some required results from scattering theory, respectively the inverse scattering transform for the CH equation from [9, 11] (see also [28] ).
Recall also that by virtue of the unitary Liouville transform
the Sturm-Liouville operator H(t) introduced in (2.1) can be mapped to a self-adjoint Schrödinger operatorH
where
Lemma 3.1. There exist two Jost solutions ψ ± (k, x, t) which solve the differential equation
and lim
Both ψ ± (k, x, t) are analytic for Im(k) > 0 and continuous for Im(k) ≥ 0. For large k we have
as k → ∞, where
is a conserved quantity of the CH equation.
Proof. This is immediate from the corresponding results for (3.2) (cf., e.g., [15] or [28] ) by virtue of our Liouville transform (3.1). Just observe
whereψ ± (k, y, t) are the Jost solutions of (3.2).
Furthermore, one has the scattering relations
where T (k), R ± (k, t) are the transmission, resp. reflection coefficients. We have symmetry relations
Note also that ifT (k),R ± (k, t) are the corresponding quantities forH(t), then
, and R − (k, t) = e 2ikH −1 (w)R − (k, t) and hence all results known for (3.2) readily apply in our situation. In particular, they have the following well-known properties: 
The residues of T (k) are given by
Moreover,
Note that one reflection coefficient, say R(k, t) = R + (k, t), and one set of norming constants, say γ j (t) := γ +,j (t), suffices.
The time dependence is given by (see [9] ):
The time evolutions of the quantities R(k, t) and γ j (t) are given by,
where R(k) = R(k, 0) and γ j = γ j (0).
Vector Riemann-Hilbert problem. We will set up a vector Riemann-Hilbert problem as follows.
(3.14)
We are interested in the jump condition of m(k, x, t) on the real k-axis (oriented from negative to positive). To formulate our jump condition we use the following convention: when representing functions on R, the lower subscript denotes the non-tangential limit from different sides. By m + (k) we denote the limit from above and by m − (k) the one from below. Using the notation above implicitly assumes that these limits exist in the sense that m(k) extends to a continuous function on the real axis. In general, for an oriented contour Σ, m + (k) (resp. m − (k)) will denote the limit of m(κ) as κ → k from the positive (resp. negative) side of Σ. Here the positive (resp. negative) side is the one which lies to the left (resp. right) as one traverses the contour in the direction of the orientation.
Theorem 3.4 (vector RH-problem
. . , N } be the right scattering data of the operator H(0) associated with the initial data w(x, 0).
is a solution of the following vector RiemannHilbert problem. Find a function m(k) which satisfies:
(i) The analyticity condition: m(k) is meromorphic away from the real axis with simple poles at ±iκ j . (ii) The jump condition, for k ∈ R:
(iii) The pole conditions, for j = 1, . . . , N :
In (ii) and (iii) the phase is given by
Note also that (iii) and (iv) imply the pole conditions, for j = 1, . . . , N :
Proof. The jump condition (3.15) is a simple calculation using the scattering relations (3.7) plus (3.11). The pole conditions follow since T (k) is meromorphic for Im(k) > 0 with simple poles at iκ j and residues given by (3.9). The symmetry condition holds by construction and the normalization (3.19) is immediate from (3.5) and
where Q + (y, t) = +∞ y q(r, t)dr.
Observe that the pole condition at iκ j is sufficient since the one at −iκ j follows by symmetry. Hence, the Riemann-Hilbert problem for the Camassa-Holm equation is, for given scattering data S + , to find a sectionally meromorphic vector function m(k) satisfying (3.15)-(3.19). We will show that the solution given in the above theorem is in fact the only one in Corollary 3.9 below. Moreover, it should be pointed out that except for the phase, this Riemann-Hilbert problem is identical to the one for the Korteweg-de Vries equation (cf. [20, Thm. 2.3] ).
Next we note the following useful asymptotics Lemma 3.5. The function m(k, x, t) defined in (3.14) satisfies 22) and
Proof. The Jost solutions admit the representation ψ ± (k, x, t) = e ±ikx g ± (k, x, t), where g ± (k, x, t) are the solutions of the integral equations
Since w satisfies (1.5), the solution of (3.24) exists and is unique (see, for example, [28] ). Moreover, g ± is analytic for Im(k) > 0.
Moreover, differentiating with respect to x, we see 27) with
we thus obtain
is a conserved quantity of the CH equation. Furthermore, straightforward calculations show that
where W(f, g) = f g ′ − f ′ g is the usual Wronskian. Therefore,
Substituting (3.25) and (3.33) into (3.14), we arrive at (3.22) . Substituting (3.30) and (3.33) into (3.14), we obtain (3.23).
Regular Riemann-Hilbert problem. For our further analysis it will be convenient to rewrite the pole condition as a jump condition and hence turn our meromorphic Riemann-Hilbert problem into a holomorphic Riemann-Hilbert problem. Choose ε so small that the discs |k − iκ j | < ε lie inside the upper half plane and do not intersect. Then redefine m(k) in a neighborhood of iκ j , resp. −iκ j according tô
(3.34)
Note that we redefined m(k) such that it respects our symmetry (3.18). Then a straightforward calculation using
Lemma 3.6 (regular RH-problem). Let C j be the circle |k − iκ j | = ε with ε > 0 as above, 1 ≤ j ≤ N . Letm(k) be defined as in (3.34). Thenm(k) is a solution of the following vector Riemann-Hilbert problem. Find a functionm(k) which satisfies:
(i)m(k) is holomorphic away from the real axis and from the circles C j andC j , for j = 1, . . . , N . (ii) The jump condition (3.15) across the real axis.
(iii) The additional jump conditions across the circles C j ,C j , for j = 1, . . . , N :
where C j is oriented counterclockwise andC j is oriented clockwise. (iv) The symmetry condition (3.18). (v) The normalization condition (3.19). Figure 4 . Contour of the regular RH problem Uniqueness result. Next we turn to uniqueness of the solution of this vector RiemannHilbert problem. This will also explain the reason for our symmetry condition. We begin by observing that if there is a point k 1 ∈ C, such that m(k 1 ) = 0 0 , then
is a solution of the associated vanishing Riemann-Hilbert problem, i.e., it satisfies the same jump and pole conditions as m(k) but the normalization now reads lim κ→∞ m(iκ) = 0 0 . In particular, there is a whole family of solutions m(k)+ ϑ n(k) for any ϑ ∈ C. However, these solutions will clearly violate the symmetry condition unless ϑ = 0! Hence, without the symmetry condition, the solution of our vector Riemann-Hilbert problem will not be unique in such a situation. Moreover, a look at the one-soliton solution verifies that this case indeed can happen.
Lemma 3.7 (one-soliton solution). Suppose that the reflection coefficient vanishes, i.e., R(k, t) ≡ 0 and that there is only one eigenvalue κ ∈ (0, 
In particular, .14), then k 1 = 0. Moreover, the zero of at least one component is simple in this case.
Proof. By (3.14) the condition m(k 1 ) = 0 0 implies that the Jost solutions ψ − (k, x) and ψ + (k, x) are linearly dependent or that the transmission coefficient T (k 1 ) = 0. This can only happen at the band edge, k 1 = 0 or at an eigenvalue k 1 = iκ j .
We begin with the case k 1 = iκ j . In this case the ψ − (k, x) and ψ + (k, x) are linearly dependent. Moreover, T ( · ) has a simple pole at k = k 1 since the derivative of the Wronskian
Herglotz as a function of z = −k 2 and hence can have at most a simple zero at z = −k 2 1 . Since z → −k 2 is conformal away from z = 0 the same is true as a function of k. Hence, if ψ + (iκ j , x) = ψ − (iκ j , x) = 0, both can have at most a simple zero at k = iκ j . But T (k) has a simple pole at iκ j and hence T (k)ψ − (k, x) cannot vanish at k = iκ j , a contradiction.
It remains to show that one zero is simple in the case k 1 = 0. In fact, one can show
in this case as follows: first of all note thatψ ± (k) (where the dot denotes the derivative with respect to k) again solves
for some constant c (independent of x). Thus we can computė
by letting x → +∞ for the first and x → −∞ for the second Wronskian (in which case we can replace ψ ± (k) by e ±ikx ), which giveṡ
Hence the Wronskian has a simple zero. But if both functions had more than simple zeros, so would the Wronskian, a contradiction.
By [20, Theorem 3.2] we obtain
Corollary 3.9. The function m(k, x, t) defined in (3.14) is the only solution of the vector Riemann-Hilbert problem (3.15)-(3.19).
Conjugation and Deformation
This section demonstrates how to conjugate our Riemann-Hilbert problem (with respect to the augmented contour) and how to deform our jump contour, such that the jumps will be exponentially close to the identity away from the stationary phase points. Throughout this and the following section, we will assume that the R(k) has an analytic extension to a small neighborhood of the real axis. This is for example the case if we assume that our solution is exponentially decaying. This assumption can then be removed using analytic approximation.
For easy reference we note the following result:
Lemma 4.1 (conjugation). Let Σ be a part of some contour Σ. Let D be a matrix of the form
1)
where d : C \ Σ → C is a sectionally analytic function. Set
2)
then the jump matrix transforms according tõ
respects our symmetry condition, that is,m(k) satisfies (3.18) if and only if m(k) does, and our normalization condition.
In particular, we obtaiñ
(4.4)
In order to analyse the regular vector RH problem from Lemma 3.6 there are two cases to distinguish.
(a) If Φ(iκ j ) < 0 then the corresponding jump matrix (3.35) is exponentially close to the identity as t → +∞ and there is nothing to do. (b) Otherwise we use conjugation to turn the jumps into one with exponentially decaying off-diagonal entries.
It turns out that we will have to handle the jumps across C j andC j in one step in order to preserve symmetry and in order to not add additional singularities elsewhere.
Lemma 4.2.
Assume that the Riemann-Hilbert problem for m has jump conditions near iκ and −iκ given by
Then this Riemann-Hilbert problem is equivalent to a Riemann-Hilbert problem for m = mD which has jump conditions near iκ and −iκ given bỹ 6) and all remaining data conjugated by
else.
(4.7)
The jump along the real axis is of oscillatory type and our aim is to apply a contour deformation following [16] such that all jumps will be moved into regions where the oscillatory terms will decay exponentially. Since the jump matrix v contains both exp(tΦ) and exp(−tΦ) we need to separate them in order to be able to move them to different regions of the complex plane.
We recall that the phase of the associated Riemann-Hilbert problem is given by
The stationary phase points, i.e., Φ ′ (k) = 0, are given by ±k 0 and ±k 1 , where 
We will set κ 0 = 0 for y t < 2κ for notational convenience later on. (ii) 0 < y t < 2κ, i.e. 0 < c < 2. In this case
The situation is depicted in Figure 5 . −1/4 < c < 0 Accordingly we will introduce
(4.12)
As mentioned above we will need the following factorizations of the jump condition (3.15):
for k ∈ R \ Σ(c) and
To get rid of the diagonal part in the factorization corresponding to k ∈ Σ(c) and to conjugate the jumps near the eigenvalues we need the partial transmission coefficient with respect to c defined by
for k ∈ C \ Σ(c). Thus T (k, c) is meromorphic for k ∈ C \ Σ(c). Note that T (k, c) can be computed in terms of the scattering data since |T (k)| 2 = 1 − |R + (k, t)| 2 . Moreover, we set 
with simple poles at iκ j and simple zeros at −iκ j for all j with κ 0 < κ j , and satisfies the jump condition
Moreover:
Proof. That iκ j are simple poles and −iκ j are simple zeros is obvious from the Blaschke factors and that T (k, c) has the given jump follows from Plemelj's formulas. Properties (i), (ii), and (iii) are straightforward to check. Now we are ready to perform our conjugation step. Introduce
Observe that D(k) respects our symmetry:
Now we conjugate our problem using D(k) and set 22) and corresponding to κ 0 > κ j (if any) bỹ
In particular, all jumps corresponding to poles, except for possibly one if κ j = κ 0 , are exponentially close to the identity. In the latter case we will keep the pole condition for κ j = κ 0 which now reads
Furthermore, the jump along R is given bỹ
Here we have used
and the jump condition (4.20) for the partial transmission coefficient T (k, c) along Σ(c) in the last step. This also shows that the matrix entries are bounded for k ∈ R near
Since we have assumed that R(k) has an analytic continuation to a neighborhood of the real axis, we can now deform the jump along R to move the oscillatory terms into regions where they are decaying.
There are four cases to distinguish:
We set Σ ± = {k ∈ C | Im(k) = ±ε} for some small ε such that Σ ± lies in the region with ± Re(Φ(k)) < 0 and such that the circles C j ,C j around ±iκ j lie outside the region in between Σ − and Σ + . Then we can split our jump by redefining m(k) according to
(4.27)
Thus the jump along the real axis disappears and the jump along Σ ± is given by
All other jumps are unchanged. By construction the jump along Σ ± is exponentially close to the identity as t → ∞.
Cases (ii) and (iii): 0 < c < 2, respectively −1/4 < c < 0. We set Σ ± = Σ 1 ± ∪ Σ 2 ± according to Figure 6 respectively Figure 7 again such that the circles around ±iκ j lie outside the region in between Σ − and Σ + . Again note that Σ 1 ± respectively Σ 2 ± lie in the region with ± Re(Φ(k)) < 0.
Then we can split our jump by redefiningm(k) according to
(4.29)
One checks that the jump along R disappears and the jump along Σ ± is given by
All other jumps are unchanged. Again the resulting Riemann-Hilbert problem still satisfies our symmetry condition (3.18) and the jump along Σ ± \ {±k 0 , ±k 1 } is exponentially decreasing as t → ∞.
Case (iv): c < −1/4. We set Σ ± = {k ∈ C | Im(k) = ±ε} for some small ε such that Σ ± lies in the region with ± Re(Φ(k)) > 0 and such that the circles around ±iκ j lie outside the region in between Σ − and Σ + . Then we can split our jump by redefining m(k) according to
(4.31)
All other jumps are unchanged. By construction the jump along Σ ± is exponentially close to the identity as t → ∞. Note that in all cases the resulting Riemann-Hilbert problem still satisfies our symmetry condition (3.18), since we havẽ
In Cases (i) and (iv) we can immediately apply Theorem A.1 to m as follows:
Re Φ>0
Re Φ<0 Re Φ>0
Re Φ<0
Re Φ>0 
for k near i 2 and the claim follows as before. Otherwise, if | x t − c j | < ε for some j, we choose γ = γ j (x, t). Again we conclude
where f (k) is the one-soliton solution from Lemma 3.7.
In the cases (ii) and (iii) the jump will not decay on the small crosses containing the stationary phase points and we need to continue the investigation of this problem in the next section.
Reduction to a Riemann-Hilbert problem on a small cross
In the previous section we have seen that for −1/4 < c < 2 we can reduce everything to a Riemann-Hilbert problem for m(k) such that the jumps are exponentially close to the identity except in small neighborhoods of the stationary phase points ±k 0 and ±k 1 . Hence we need to continue our investigation of this case in this section.
Denote by Σ c (±k ℓ ), ℓ = 0, 1 the parts of Σ + ∪Σ − inside a small neighborhood of ±k ℓ . We will now show how to solve the two problems on the small crosses Σ c (k ℓ ) respectively Σ c (−k ℓ ) by reducing them to Theorem A.3. This will lead us to the solution of our original problem by virtue of Theorem A.2. Now let us turn to the solution of the problem on
for some small ε > 0. We can also deform our contour slightly such that Σ c (k ℓ ) consists of two straight lines. Next, abbreviate
where Φ ′′ 0 > 0 for −1/4 < c < 2 and Φ ′′ 1 > 0 for −1/4 < c < 0. As a first step we make a change of coordinates
such that the phase reads Φ(k) = (−1) ℓ i (Φ ℓ + 1 2 ζ 2 + O(ζ 3 )). Next we need the behavior of our jump matrix near k ℓ , that is, the behavior of T (k, c) near k ℓ .
Lemma 5.1. We have
where ν ℓ = − 1 π log(|T (k ℓ )|) > 0 and the branch cut of the logarithm is chosen along the negative real axis. Herẽ
The functionT ( · , c) is Hölder continuous of any exponent less than 1 at the stationary phase points k = k ℓ and satisfies |T (k ℓ , c)| = 1.
Proof. This is a straightforward calculation. Hölder continuity of any exponent less than 1 is well-known (cf. [30] ).
If k(ζ ℓ ) is defined as in (5.2) and 0 < α < 1, then there is an L > 0 such that
where the branch cut of ζ iν ℓ ℓ is chosen along the negative real axis and
We also have
and note
Then the assumptions of Theorem A.3 are satisfied with r = r 0 near for Σ c (k 0 ). Similarly, for Σ c (k 1 ) they are satisfied with r = r 1 after a conjugation with ( 0 1 1 0 ). Therefore we can conclude that the solution on Σ c (k ℓ ) is given by
where β ℓ is given by
10)
We also need the solutionM c ℓ (k) on Σ c (−k ℓ ). We make the following ansatz, which is inspired by the symmetry condition for the vector Riemann-Hilbert problem, outside the two small crosses: Thus the claim follows in case the reflection coefficient has an analytic extensions. Otherwise one has to split the reflection coefficient into an analytic part plus a small remainder using [20, Lem. 6.2 and 6.3]. Again one can literally follow the argument given there.
Proof of Theorem 2.1-2.2 (iii). This follows as in the previous case using In this section we state the results required to prove or main theorems. We will assume that Σ is a nice contour, say a finite number of smooth oriented finite curves in C, which intersect at most finitely many times with all intersections being transversal. Moreover, suppose the distance between Σ and {iy | y ≥ y 0 } is positive for some y 0 > 0. for some function ρ(t) → 0 as t → ∞. Then the above Riemann-Hilbert problem has a unique solution for sufficiently large t and the solution differs from the one-soliton solution by O(ρ(t)) uniformly in k away from Σ ∪ {±iκ}.
A.2. Riemann-Hilbert problem for oscillatory regions. For the oscillatory regions we will need the following result which allows us to reduce everything to a model problem whose solution will be given below. with det(v) = 0 and let 0 < α < β ≤ 2α, ρ(t) → ∞ be given. Suppose that for every sufficiently small ε > 0 both the L 2 and the L ∞ norms of v are O(t −β ) away from some ε neighborhoods of some points k i ∈ Σ, 1 ≤ i ≤ n. Moreover, suppose that the solution of the matrix problem with jump v(k) restricted to the ε neighborhood of k i has a solution which satisfies Furthermore, if R j (ζ) and Φ(ζ) depend on some parameter, the error term is uniform with respect to this parameter as long as r remains within a compact subset of D and the constants in the above estimates can be chosen independent of the parameters.
