This paper compares and analyzes the quantitative diagnosis methods based on Lempel-Ziv complexity for bearing fault, using continuous wavelet transform (CWT), Empirical Mode Decomposition (EMD) method, and wavelet packet method for decomposition of vibration signal measured by acceleration sensors, respectively. The kurtosis and entropy indices are also analyzed in order to select the optimum analysis area from the vibration signal. The variation trend of vibration signal Lempel-Ziv complexity of bearing inner race and outer race with the varying fault severity is analyzed and predicted based on the generation mechanism and characteristics of fault vibration signals. Experimental results show that it is suitable for observing the fault growing trend and severity by examining the value based on improved Lempel-Ziv complexity algorithm using continuous wavelet transform (CWT), Empirical Mode Decomposition (EMD) method, and wavelet packet method for signal decomposition, using kurtosis indices for optimal analysis area selection, and using the optimal weight coefficients for complexity calculation.
Introduction
The rolling bearing is one of the most widely used general mechanical components in rotating machines. Its running state directly affects the performance of the whole machine, and the fault degree quantitative identification and diagnosis can prolong the service life and reduce the production cost. Therefore, the rolling bearing's condition monitor especially quantitative fault diagnosis has very important practical significance.
The state of bearing is usually analyzed by vibration signal which is acquired by acceleration sensor. However, rolling bearing fault is a dynamic development process, and rolling bearing early weak fault vibration signal is so complex, often mixed with large amount of background noise, that the rolling bearing quantitative diagnosis gets more difficult.
Aiming at solving this problem, domestic and foreign scholars have made much more beneficial attempts. For example, Zhang et al. [1] concerned with the application of fuzzy neural networks which made use of information from both the fault symptoms and the fault patterns to realize the fault degree diagnosis for rotary machines. Dong and Chen [2] proposed the cycle frequency energy index to quantitative characterization of the rolling bearing damage based on the second order steady theory and bearing vibration signal cycle coherence analysis. Feng et al. [3] introduced degradation indicators to proportional failure rate model and achieved effective assessment of equipment operation in the vibration signal of different degrees of injury. Pan et al. [4] extracted feature vectors with lifting wavelet packet decomposition and built assessment model utilizing fuzzy c-means to achieve the distinction of bearing normal circumstances, slight fault, and serious fault Lindh et al. [5] trained the signal and then diagnosed the bearing fault qualitatively from the classification result using the methods of multivariate statistical fault classification and fuzzy logic.
Some scholars used the theory of complexity to identify the degree of bearing failure proposed by Lempel and Zip. They made those fuzzy concepts "simple" "complex" qualitative by this theory and conducted quantitative fault diagnosis 2 Advances in Mechanical Engineering of bearing. For example, the continuous wavelet transform signal decomposition method combined with the complexity theory is used to identify the fault degree [6, 7] . EMD is used to decompose signal and calculate the Lempel-Ziv complexity value in the optimum analysis area [8] [9] [10] . In summary, it is feasible to identify the fault degree of the bearing by using the complexity theory. However, there are some differences in the complexity calculation process and results due to different signal processing.
Complexity algorithm for bearing fault quantitative diagnosis can be divided into the following five steps:
(1) apply time-frequency analysis method to decompose vibration signal;
(2) obtaining the optimum analysis area from the decomposed signal in step 1;
(3) calculate high-and low-frequency complexity values of the decomposed signal at the optimum analysis area;
(4) calculate the ultimate Lempel-Ziv complexity value by using the weight coefficients of high and low frequencies of bearing's inner and outer rings;
(5) diagnose the rolling bearing fault degree according to the complexity value variation trend.
The process is shown in Figure 1 . It is clear that in step 1, the practical way of timefrequency analysis method is not unique [6] [7] [8] [9] , therefore, in which time-frequency analysis method is effective or better need to be further studied.
In step 2, the predecessors have chosen the kurtosis index [8] [9] [10] to get the best scale level. We can try to use other different indexes for better results.
Finally, predecessor's research is lack of basis in step 4 (the selection of weight coefficients). It is worth to do some research work on the optimization of the coefficient. This paper analyzes generation mechanism of fault vibration signals of bearing and the cause of change in complexity value combining with the physical meaning of Lempel-Ziv complexity, and then a comparative study is researched in three different frequency analysis methods of the continuous wavelet transform (CWT), EMD and the wavelet packet decomposition combining with two indices of the kurtosis and entropy. Finally, the scope of the weight coefficients is given under the analysis of bearing fault mechanism. Experimental results show that it is suitable for observing the fault growing trend and severity by examining the value based on improved Lempel-Ziv complexity algorithm using continuous wavelet transform (CWT), Empirical Mode Decomposition (EMD) method, and wavelet packet method for signal decomposition, using kurtosis indices for optimal analysis area selection, and using the optimal weight coefficients for complexity calculation.
Lempel-Ziv Complexity Theory
Ziv and Lempel introduced an easily calculable measurement of complexity of finite sequences [11, 12] . Consider a string ( ), firstly making binary conversion to ( )-that is, if ( ) ≥ mean( ( )) ( = 1, 2, 3, . . . ), define ( ) = 1 ( = 1, 2, 3, . . . ); if not, ( ) = 0, getting ( ) = { 1 , 2 , . . . }the Lempel-Ziv index of ( ) can be calculated through the cycle.
Lempel-Ziv complexity algorithm can be divided into the following five steps:
(1) when = 0, define V,0 = { }, 0 = { }, and (0) = 0. When = 1, take 1 = { 0 1 }, as 1 does not belong to V,0 ; therefore, (1) = (0) + 1 = 1, 1 = { }, and = + 1;
belongs to the vocabulary of V, −1 . If so, string ( ) = ( − 1) and = + 1. If not, ( ) = ( ) + 1, = { }, and = + 1; repeat step 2; loop times.
( ) is obviously affected by the length of ( ). To get relatively independent indicators, Lempel and Ziv further proposed the following normalized formula:
Calculate Lempel-Ziv complexity through this normalized formula.
The calculation method of Lempel-Ziv complexity can be explained as the closeness of the signal time series and random sequence or the quantity of frequency components. The , of completely random sequence tends to be 1, while the , of periodic sequence tends to be 0. When , ∈ (0, 1), the sequence between the two cases above.
The greater the complexity of the sequence, the less the periodic component in the sequence, and the more irregular and random state the sequence will be, which means the signal sequence contains more frequency components. The smaller the complexity of the sequence, the more the periodic components in the sequence, and the more regular and periodic state the sequence will be in, which means the sequence contains less frequency components.
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The complexity of the algorithm is a relative concept [13] taking into account the practical significance of the complexity of the algorithm. It is possible to reflect the features of signal only if it is representative. Therefore, analysis area of complexity must fully reflect the true shape of signal.
Signal Time-Frequency Analysis Methods
The analysis areas must be decomposed and extracted from the vibration sequence of fault bearing before using complex algorithms to analyze. The quality of analysis area is very important to the results. Therefore, determining the analysis area of complex is the key point in the fault degree diagnosis of rolling bearing.
This paper is focused on these three time-frequency analysis methods used frequently to get the decomposed analysis area of continuous wavelet transform (CWT), EMD method, and wavelet packet method.
Continuous Wavelet Transform Complexity Theory.
Wavelet analysis [14] is one of the most common methods of signal analysis. Take ( ) as a square integrable function; that is ( ) ∈ 2 ( ), if Fourier transformation̂( ) meets the admissibility conditions:
where ( ) is called mother function. Variables and are defined as dilation factor and displacement factor; the dilation factor indicates the wavelet's width, and the displacement factor gives its position to generate , ( ):
where , ( ) is the wavelet basis function depending on factors and , also known as continuous wavelet basis function. When continuous-time signal ( ) ∈ 2 ( ), continuous wavelet transform is defined as
To discrete time series , take = , = ( , = 0, 1, 2, . . . , are sampling points, and is sampling interval); therefore, the continuous wavelet transformation of is
The coefficient matrix of continuous wavelet transform can be obtained by changing the time indexes and corresponding to the dilation factor and displacement factor . The coefficient matrix reflects the variation of continuous wavelet transform coefficient's amplitude with the variation of time and scale. [15, 16] supposes every signal consisting of different intrinsic mode function (IMF) and each IMF can be linear or nonlinear. IMF expresses signal's vibration form of the intrinsic characteristics. IMF has to satisfy the following two conditions: (1) extreme point number and the number of zeros are at most a difference of one; (2) the upper and lower envelopes are local symmetry on the timeline.
EMD Theory. EMD
The nature of EMD method is getting signal intrinsic vibration modes by characteristic time scales and then choosing the intrinsic vibration modes from the signal. EMD decomposition can be divided into two steps.
(1) Identify all extreme points of ( ), getting upper and lower envelopes, and compute the average 1 . Then, extract the detailed 1 from ( ), filtering out low-frequency trend data and getting the new series ℎ 1 , that is,
Commonly, ℎ 1 unnecessarily meets the IMF's conditions; the above process needs repeating. If the average envelope of ℎ 1 is 11 , the low-frequency trend data ℎ 11 will have to be filtered out from ℎ 1 , that is,
The process continues until meeting the filter stop condition and getting the first IMF 1 , which represents the highest frequency component in the local moment.
(2) Extract 1 from ( ), and get data sequence 1 that is removed the high-frequency components, getting the second IMF 2 and repeating this step until becomes monotonic function or the magnitude is very small; step 2 can be stated as
The signal ( ) can be expressed as the sum of several IMF and residual . [14] has a wide range of applications in signal processing because of its multiresolution in time frequency. However, due to its scale changes according to the binary system, the frequency resolution is high in the low frequency and low in the highfrequency, and the time frequency is low in the low frequency and high in the high frequency.
Wavelet Packet Theory. Wavelet analysis
Wavelet packet analysis has the ability to decompose signal further in the high-frequency part, providing a more sophisticated method of frequency division for signal.
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Take ( ) as the orthogonal scaling function and ( ) as the wavelet function. For wavelet transform, they satisfy
To further promote the two-scale equation, follow the recursive relationship:
Define function series { ( )}, ∈ ; it is called orthogonal wavelet packet determined by 0 = ( ), and ℎ and are filter coefficients. Wavelet transform is applied ℎ , to each filter output. while it is different from multiresolution of dyadic wavelet, that is not only dividing in low-frequency part of the space, but also dividing in the high-frequency part in a similar way, to bring about the decomposition for an arbitrary tree structure in function space.
Through theoretical analysis showed above, EMD method and wavelet packet method have better adaptability and ability to reflect the signal characteristics, while, which algorithm is effective combining with Lempel-Ziv complexity algorithm in quantitative fault diagnosis of bearing needs to be discussed and analyzed by further experimental data analysis.
Selection of Optimal Area for Analysis
After the effective area is divided, the selection of optimal area is required. Optimum analysis area could be defined as the extraction of signal analysis region containing more effective component (fault degree information). On the one hand, the rolling bearing early weak fault vibration signal is very complex, often mixed with large amount of useless signals for fault quantitative diagnosis; it is unwise to calculate complexity with those interference factors. On the other hand, the calculation speed could be improved and the calculation effect could be enhanced, if the computational region could be restricted to the small area containing more useful information (fault degree information).
Thus, the selection of optimal area is required by using some characteristic value after the effective area is divided. The characteristic value selected should be able to reflect the complexity degree of the signals since the complexity refers to signal complexity. Therefore, the commonly used indices are entropy and kurtosis [7] [8] [9] [10] [17] [18] [19] .
As an information measure of process under certain state, entropy represents the uncertainty degree of the signal and is often used in fault feature extraction.
Entropy [20] can be defined as
where is the proportion of certain component of the signal. The more complex the signal is, the more evenly distributed is the vibration energy in entire frequency components, and the greater the uncertainty degree and the entropy will be. Therefore, entropy can reflect dynamically the changes in the state of rolling bearing and fault severity.
As a normalized time-domain statistic, kurtosis [21] is very sensitive to the transient characteristics of the signal and is widely used in fault diagnosis of machinery and equipment. Kurtosis can be defined as:
The vibration signals of normal bearing approximately obey normal distribution, and its kurtosis value is about three. Kurtosis will become larger when faults occur. Therefore, for different time intervals of the same vibration sequence, when the kurtosis of some time intervals is more than three, the randomness of these time intervals is less than the random signal and fault can be diagnosed. Larger kurtosis means that this time interval contains more fault information.
By the definition of kurtosis given above, the time intervals with larger kurtosis of rolling bearing signals contain more fault feature information.
In this paper continuous wavelet transform, EMD, and wavelet packet transform can decompose the original signals into some section, which is a one-dimensional vector. Selecting the region with the greatest entropy or kurtosis value is to compute Lempel-Ziv value of the region containing the largest amount of fault degree information which could improve the calculation effect.
Complexity Theory of Bearing
When the surface of a bearing component has some local damage, it will collide with the surface of other components that interact with it in the loading process [22] . The periodic impulsive force known as fault feature signal can be measured when using an acceleration sensor to detect the vibration signal in the operation process of fault bearing. Since the frequency band of each impulsive force is quite wide, it inevitably contains the natural frequency of bearing and sensors, thereby stimulating the high-frequency natural vibration of the whole vibration detection system. Highfrequency natural vibration model can be regard as a qualityspring-damping system, whose frequency is only associated with the properties of rolling bearing itself. The fault bearing information is usually acquired during bearing running station, and the fault position changes in relation to that of the sensor. This phenomenon will cause the signal amplitude detected by the sensor to vary with fault position, and a low-frequency envelope known as low-frequency modulated signal resulting from non-homogeneous load distribution is generated. Definitely, some noise signals are also contained in the signals detected. However, these signals are mostly highfrequency signals, with great interference of the fault signal analysis.
Bearing fault signal can be expressed as
When ( ) is a vibration signal, ( ) is a pulse sequence generated by the faults, and ( ) is the modulation effect caused by the nonhomogeneous load distribution. The attenuated natural vibration signal ( ) and ( ) is the combination of various undesired signals generated by other parts of the machine and noise.
When the area of single-point pitting damage on the bearing is very small, ( ), the pulse sequence generated by faults, can be assumed as an ideal pulse. However, with the area of pitting damage increasing, the pulse generated by faults cannot be considered as an ideal pulse but a square wave sequence with certain width. In fact, we can see through analysis that the width of pulse generated by faults is associated with the bearing type, rotation speed of motor, interference, and damage area during the measurement. Under the same measurement conditions and taking into account that there is no environmental interference, we can find that the fault pulses of the same type of bearing are only associated with the damage area. The larger the damage area is, the wider the pulse width is. The pulse width has a great effect on complexity, which will be discussed in detail in the next section.
The vibration signal composition of bearing fault is listed in Table 1 .
For the fault-free bearing with no pulse sequence generated by faults, bearing vibration signal can be expressed as
That is to say, the signals generated by fault-free bearing are completely noise signals, which can be considered as random sequence with low amplitude. Figure 2 shows the vibration signals detected from the fault-free bearing, and the signals are basically distributed randomly.
Complexity Mechanism of Single-Point Pitting of Bearing
Outer Race. For faults of bearing outer race, the nonhomogeneous load distribution will not produce a major impact on the fault signals of bearing outer race because the fault position remains unchanged in relation to that of the sensor. Therefore, the factor non-homogeneous load distribution is not represented in the formula. That is, ( ) ≈ 1, and the fault model of the bearing outer ring can be expressed as
For the fault signal of bearing outer race, with the increase of fault severity, the width of each pulse sequence ( ) generated by faults also increases. For this reason, the duration of large-amplitude vibration of bearing signals will increase and become fuzzy due to overlapping. As the fault severity increases, the impact components of periodic pulse of the bearing vibration signal will be weakened continuously, with an increase in the disorder degree of the vibration signal. This will enhance the randomness of vibration signal ( ) distribution in the same time domain. Figures 3 and 4 show the experimental vibration signals (the signals get by PCB-601 A02 acceleration sensor) of bearing faults at low and high fault severity, respectively. The experimental waveforms indicate that when the bearing fault is less severe, each impact component of the time-domain waveform has clearly divided boundary. However, when the fault is severe, the impact components overlap with each other, causing the vibration signals to become disordered and similar to random signals, with higher complexity. We can see the fault signals of bearing at high severity resemble random signals. However, the periodicity of bearing vibration signals at low severity degree is more apparent, with less randomness.
From the analysis above, we can predict that as the fault severity increases, Lempel-Ziv complexity of bearing outer race fault increases. And we will use experiments in part 6 to verify this conjecture.
Complexity Mechanism of Single-Point Pitting of Bearing Inner Race.
When there is single-point pitting damage in bearing inner race, modulated signals generated by nonhomogeneous load distribution will have a strong impact on fault signals of bearing inner race because the inner race rotates when the bearing rotates and the fault position changes in relation to that of the sensor. Non-homogeneous load distribution under single-point pitting damage of bearing inner race cannot be ignored. Thus, the vibration signal model for single-point pitting damage of bearing inner race can be expressed by (14) .
For a fault signal of bearing inner race, non-homogeneous load distribution ( Figure 5 ) plays a very important role in vibration signals. With vibration value corresponding to the non-homogeneous load distribution ( ), a lowfrequency amplitude modulation is generated. As fault severity increases, the pulse width also increases. The combined effect of pulse and non-homogeneous load distribution will enhance the periodicity of signal envelope, that is, enhance the signal modulation effect. Therefore, the modulation effect generated by non-homogeneous load distribution is dominant among the four vibration components for fault signals of bearing inner race. The signal envelope will show more apparent periodicity. With the increase of fault severity, the periodicity becomes increasingly apparent, which means that signal orderliness is enhanced while the complexity is reduced. Figure 6 is the simulated curves of the nonhomogeneous load distribution obtained according to its variation pattern. It is easy to see that the non-homogeneous load distribution is periodic. Figures 7 and 8 show experimental vibration signals (the signals gotten by PCB-601 A02 acceleration sensor) of bearing inner race at low and high fault severities, respectively. The experimental waveforms indicate that when the fault severity is low, the periodicity of time-domain waveform envelope is not so apparently; however, the periodicity of envelope increases while its complexity decreases at high fault severity.
From the analysis above, we can predict that as the fault severity increases, Lempel-Ziv complexity of bearing inner race decreases. And we will use experiments in part 6 to verify this conjecture.
Determination of Overall Lempel-Ziv Complexity.
From the analysis above, it can be known that the vibration signal composition of bearing fault is very complex, the information of fault degree contained low-frequency and high-frequency components. Therefore the complexity needs to be calculated from low and high frequencies, respectively, after signal decomposition to ensure computation accuracy.
The overall complexity of the bearing can be expressed as the sum of high-frequency complexity and lowfrequency complexity obtained according to the proportion. The computation equation is as follows:
Advances in Mechanical Engineering where and, are the weight coefficients of high and low frequencies ( + = 1), and the values of and are important factors to affect the Lempel-Ziv complexity calculation result. In order to get good calculation effect, we have to use more appropriate and according to the complexity theory of bearing.
In this paper we divided bearing fault signal into four parts: pulse sequence generated by fault (low frequency), modulation effect caused by the non-homogeneous load distribution (low-frequency), the attenuated natural vibration signal (high-frequency) and various undesired signals generated by other parts of the machine and noise (high frequency), as shown in Table 1 . Except the noise component, other three parts have great relevance with bearing fault degree.
After the experiment and the analysis of the mechanism of bearing fault signal, as the fault severity increases in the outer race of bearing, the component of pulse sequence generated by the fault (low frequency) and the attenuated natural vibration signal (high frequency) must taken change. As a result, for outer race diagnosis, the high frequency and low frequency all contains fault degree information. At this time the values of and could be set to 0.5 and 0.5. But when the fault severity increases in the inner race of bearing, the component of the non-homogeneous load distribution (low frequency) taken change because the inner race rotates when the bearing rotates and the fault position changes in relation to that of the sensor. The pulse sequence generated by the fault (low frequency) and the attenuated natural vibration signal (high frequency) must taken change as well. As a result, for inner race diagnosis, with the 
According to the analysis above, the values of and could be set to = 0.5 and = 0.4.
In part 6, experiments could be used to verify the correctness of the interpretation and conjecture above.
Analysis of Experimental Data of the Rolling Bearing
Rolling bearing experiment is performed on the experiment platform in our laboratory to acquire the vibration signals in the operation process of bearing. The model of the experiment platform is shown in Figure 9 . Three-phase asynchronous motor A is connected to the spindle equipped with rotors D via flexible coupling B; the spindle is supported by two bearings of 6307. C is a normal bearing and E is a bearing with different modes of pitting damage (electric spark machining). The experimental acquisition system is composed of the main experiment platform, PCB-601A02 acceleration sensor, and PCI-4472 data acquisition card.
To identify the evolutionary process of bearing fault severity, single-point pitting damages with diameters of 0.5, 2, 3.5, and 5 mm on bearing inner race and outer race are made, respectively. During the experiment, the rotation speed of the motor is = 1496 R/min, and sampling frequency = 15360 Hz; number of sampling points = 8192. One hundred sets of data are acquired for each pitting damage group and 10 sets of data are randomly selected to calculate the value of complexity.
The experiment's analysis focuses on the choice of timefrequency analysis method, the selection of optimum analysis area indices, and the values of the weight coefficients of high and low frequency complexity coefficient in the calculation of ultimate Lempel-Ziv complexity value. Wavelet analysis, EMD method and wavelet packet method are, respectively, used to choose the best time-frequency analysis method. Kurtosis and entropy indices are compared to select the best index of confirming the optimum analysis area. In the calculation of ultimate Lempel-Ziv complexity value, the coefficients value need to be analyzed and compared. The process is shown as in Figure 10 . In order to make the result more reasonable, we select 10 sets of data from each kinds of damage randomly to calculate the average value of complexity.
The Comparison of the Time-Frequency Analysis Method.
In order to verify the validity of the 3 time-frequency analysis method used in Lempel-Ziv complexity, signal decomposition is performed by wavelet analysis, EMD method, and wavelet packet method. The optimal area is selected using kurtosis index. = 0.5 and = 0.4 in the calculation of the overall Lempel-Ziv complexity of bearing. (The faultcomplexity relationship is obtained by (17) and (18)).
According to the experimental results, the faultcomplexity relationship curves obtained by continuous wavelet transform, EMD method, and wavelet packet method are plotted as shown in Figures 11 and 12 , respectively, the abscissa represents the diameter of the damage (fault severity), the ordinate represents the Lempel-Ziv complexity, and the curve expresses Lempel-Ziv complexity variation with fault increase. All the three methods obtain the same results: as the fault severity increases, Lempel-Ziv complexity of bearing inner race decreases and that of bearing outer race fault increases. This law illustrates that the three methods are effective in terms of bearing failure degree diagnosis. However, the variation rate of Lempel-Ziv complexity of bearing inner race with fault severity is slower than that of bearing outer race. This phenomenon can be explained by complexity theory of bearing; the complexity mechanism of bearing shows that for fault signals of both bearing inner and outer races, the width of periodic pulses generated by faults will increase with fault severity, which will increase signal randomness and increase complexity. For fault signals of bearing inner race, modulated signals generated by non-homogeneous load distribution are dominant among the four vibration components. This makes the complexity decrease with increasing fault severity. The two reasons work together, resulting in less obvious variation trend of complexity of fault signals of bearing inner race.
The complexity-fault curves obtained using wavelet packet, wavelet analysis, and EMD method for signal decomposition are compared, respectively. In the case of fault in bearing inner race, as shown in Figure 12 , the three methods get similar effects. In the case of fault in bearing outer race, as shown in Figure 11 , with the increase of fault severity, the complexity-fault curve obtained by using the wavelet packet method to divide the analytical area shows the most obvious increasing trend. Therefore, under the experimental conditions of this paper, the wavelet packet method has higher differentiation of signals and efficiency in complexity analysis.
The Comparison of the Selection of Optimum Analysis
Area Indices. In order to verify the validity of the 2 optimum analysis area indices used in Lempel-Ziv complexity, the optimal area is selected using kurtosis and entropy indices. Here wavelet packet method is used for signal decomposition.
= 0.5 and = 0.4 in the calculation of overall Lempel-Ziv complexity of bearing (in the case of fault in bearing outer race).
The results obtained are shown in Figure 13 ; the abscissa represents the diameter of the damage (fault severity), the ordinate represents the Lempel-Ziv complexity, the curve expresses Lempel-Ziv complexity variation with fault increase. The curve obtained using kurtosis value to select the optimal area shows the expected variation trend; however that obtained using entropy value shows a U-shaped variation trend, which cannot reflect the fault severity. Therefore, kurtosis value is effective in terms of optimal area is selection, but entropy value is not. It is better to use kurtosis value than entropy value to select the optimal area.
The Selection of the Value of the Coefficients.
This section is to verify that weight coefficients of high and low frequencies should be different and obtain the optimal values of and for a better calculation effect of complexity. The initial values of and in the experiment are set as 0.1. A group of overall Lempel-Ziv complexity values is calculated by (17) and (18) . Then the overall Lempel-Ziv complexity value is obtained repeatedly by varying the values of and at the step length of 0.1. Finally, ten groups of overall Lempel-Ziv complexity values are calculated as the values of and varying from 0.1 and 0.2 to 1, and complexity-fault relationship curves are plotted, respectively. The optimal values of and are determined by comparing the variation trend of the curves. Figures 14 and 15 show the comparison between the complexity-fault relationship curve when = 0.1 to = 1 and that when = 0.1 to = 1; the abscissa represents the diameter of the damage (fault severity), the ordinate represents the Lempel-Ziv complexity, the curve expresses Lempel-Ziv complexity variation with fault increase under different values of and . Here wavelet packet method is used for signal decomposition, and the optimal area is selected by kurtosis index. Figure 14 shows complexity-fault relationship at different values of for bearing outer race; as the fault severity increases, Lempel-Ziv complexity of bearing outer race fault increases no matter what the value of is. This law illustrates that all values of are effective in terms of bearing failure degree diagnosis. However, we can find that the curve in Figure 14 is approximate straight line only when = 0.5 or = 0.6, and it is simpler to predict fault degree by using straight line than curve line. Therefore setting = 0.5 or = 0.6 could give the best result. Figure 15 shows complexity-fault relationship at different values of for bearing inner race; when the value of is less than 0.4 or equal to 0.4, the Lempel-Ziv complexity of bearing inner race fault decreases as the fault severity increases; however that obtained using the value of greater than 0.4 shows a U-shaped variation trend, which cannot reflect the fault severity. This result illustrates that only when the value of is less than 0.4 or equal to 0.4 it is effective in terms of bearing failure degree diagnosis. However, we can find the curve in Figure 15 is approximate straight line only when = 0.3 or = 0.4, and it is simpler to predict fault degree by using straight-line than curve-line. Therefore setting = 0.3 or = 0.4 could give the best result.
The experimental results show the optimal values of weight coefficients in calculation of Lempel-Ziv complexity. Moreover, the results verified the explanations of Lempel-Ziv complexity theory of bearing in part 5. 
Conclusions, Results, and Discussion
This paper presents a comparison of the effects of wavelet analysis, EMD, and wavelet packet method in vibration signal decomposition gotten by acceleration sensor for complexity calculation in quantitative fault diagnosis of bearing. We analyze the advantages and disadvantages of using kurtosis and entropy indices in optimal area selection and also explain and improve the selection of Lempel-Ziv complexity for highand low-frequency signals. In addition, through the analysis of generation mechanism of bearing fault, the reasons for the changes in complexity of fault signals of bearing are investigated by considering the physical meaning of Lempel-Ziv complexity.
The following conclusions are reached through experimental analysis.
(1) It is suitable for observing the fault growing trend and severity by examining the value based on improved Lempel-Ziv complexity algorithm using continuous wavelet transform (CWT), Empirical Mode Decomposition (EMD) method, and wavelet packet method for signal decomposition. Similar variation trend of complexity can be predicted: as the fault severity increases, the complexity of fault signals of bearing inner race decreases and that of bearing outer race increases. However, the variation rate for bearing inner race is slower than that for bearing outer race.
(2) It is better to use kurtosis index than entropy index for optimal area selection.
(3) For outer race diagnosis, the high frequency and low frequency all containing fault degree information, and for inner race diagnosis, the low frequency contain more fault degree information. The differentiation of complexity for different components can be adjusted by changing the complexity coefficients of bearing outer and inner races and . Optimal results can be obtained when = 0.5 or = 0.6 and = 0.3 or = 0.4.
