The design of multitarget rendezvous missions requires a method to quickly and accurately approximate the optimal transfer between any two rendezvous targets.
I. Introduction
The design of a multitarget rendezvous mission, in which the core task is to solve a sequence-undetermined global trajectory optimization problem (GTOP) that resembles the moving-target traveling salesman problem (TSP), is usually challenging.
Compared with the classical moving-target TSP and its variants [1] , a perturbed multiple-impulse-based GTOP such as the problem of the ninth edition of the Global Trajectory Optimization Competition (GTOC-9) [2] is more difficult to solve because achieving the optimal velocity increments of a perturbed long-duration impulsive transfer is much more complex and time consuming than calculating the distance between two cities. Huge numbers of possible transfers are required to be evaluated, and it is apparently impracticable to optimize the velocity increments for each transfer while optimizing the rendezvous sequence. Fast estimation of optimal transfer velocity increments is necessary for the design of multitarget rendezvous missions.
Due to the difficulty in achieving the optimal transfer velocity increments, few studies focused on perturbed long-duration impulsive transfers previously, and there was a lack of an efficient method that can quickly and accurately estimate the optimal velocity increments of this kind of transfer. Drawn by the problem of GTOC-9, several analytical estimation methods emerged [3] [4] [5] [6] [7] . These methods were developed by the participants of GTOC-9, and most of these methods estimate the optimal velocity increments by selectively adding or taking the root-sum-square of individual velocity increments required for matching the semi-major axis, eccentricity, inclination, RAAN and phase of the rendezvous target. Using only analytical calculation, the result can be quickly obtained. However, the approximating performance is usually not satisfactory. The relative estimation error can be up to 30%
for some methods [6] [7] . In preliminary design, the optimal transfer chain can hardly be found if applying an estimator with such a large error even if the global search 3 ability is powerful enough. A more reliable approximation method is required for the design of multitarget rendezvous missions.
From the mathematical point of view, the estimation of the optimal transfer velocity increments is essentially a regression problem. Numerous studies have shown that machine learning-based (ML-based) methods own the superiority on solving regression problems as long as relevant learning features are well identified and training samples are sufficient [8] . The representative ML-based works that are related to this study are noteworthy. Shang and Liu [9] applied a Gaussian process regression model to evaluate the accessibility of main-belt asteroids instead of optimizing the transfer trajectories for the candidate asteroids one by one. The simulation time was greatly saved, and the estimated results were close to the numerical optimal solutions.
Zhu et al. [10] expanded Shang and Liu's work to the evaluation of round-trip transfers for manned main-belt asteroids exploration mission, and the estimation error was reduced to less than 1.2%. More relatedly, Hennes et al [11] studied the fast approximation of optimal low-thrust hop between main-belt asteroids for the design of multi-asteroid visiting missions. Several state-of-the-art ML models were employed to estimate the optimal final mass of the spacecraft, and the estimation accuracy was significantly improved compared with the traditional methods. Mereta et al [12] promoted Daniel's work to a more complicated case with multiple-revolution transfers in the near earth regime and achieved similar results. The success of the above applications inspires our attempt to apply an ML-based method to estimate the optimal velocity increments of perturbed long-duration impulsive transfers. 4 A good learning model is required for the estimation of optimal transfer velocity increments. As an important member of the ML family, the deep neural networks (DNNs), which refer to the artificial neural networks with more than one hidden layer [13] , have increasingly been popular in recent years. A DNN with an appropriate network structure and activation function is expected to have a stronger approximation ability than traditional ML models [14] , especially for the complex classification and regression problems. The significant achievements of AlphaGo [15] and OpenAI [16] have attracted large amounts of attention on DNNs. The DNN-based studies that have emerged recently in aerospace fields are also noteworthy.
Sá nchez-Sá nchez [17] [18] applied the DNNs to learn the solution of inverted pendulum stabilization and optimal landing problems, so that real-time on-board trajectory planning could be achieved. Maggiori et al. [19] proposed a fully convolutional network architecture by analyzing a state-of-the-art model and solving its concerns by construction. Their overall framework showed that convolutional neural networks could be used end-to-end to process massive satellite images and provide accurate pixelwise classifications. Furfaro et al. [20] validated that a deep recurrent neural network architecture was capable of predicting the fuel-optimal thrust from sequence of states during a powered planetary descent. Peng and Bai [21] showed that a well-trained DNN could also be combined with physics-based models to improve the orbit prediction accuracy by learning space environment information from large amounts of observed data. Owing to the powerful approximation ability, 5 DNNs are applied as the learning model for the approximation of optimal perturbed long-duration impulsive transfers.
For better estimating the optimal velocity increments, the characteristic of this kind of transfer is first studied. It is suggested that this kind of transfer should be divided into three types, and three regression DNNs are required to estimate the optimal velocity increments individually. The most appropriate learning features and network scale (i.e., the number of nodes and hidden layers) of these regression DNNs are investigated. The comparisons between the DNN-based method and two typical analytical methods are presented, and two debris transfer chains are further applied to validate the superiority of the DNN-based method for approximating optimal perturbed long-duration impulsive transfers.
The contributions of this paper are summarized as follows.
1) An efficient optimization approach for achieving near-optimal perturbed long-duration impulsive transfers is proposed.
2) The relationship between the optimal velocity increments and the initial RAAN difference between the departure body and the rendezvous target, as well as the transfer time is analyzed. It is first found that the transfers should be divided into three types, and the optimal velocity increments should be estimated individually.
3) A DNN-based method for quickly and accurately approximating optimal perturbed long-duration impulsive transfers is developed. This method performs much better than the analytical estimation methods used in GTOC-9 and can approximate transfer chains with a final error of less than 10 m/s. 6 The remainder of this paper is organized as follows. Section II briefly describes the trajectory optimization model. Section III introduces the optimization approach for achieving near-optimal transfers and validates the efficiency of the approach. Section IV studies the relationship between the optimal velocity increments and the initial RAAN difference between the departure body and the rendezvous target, as well as the transfer time. Section V presents the complete process of the DNN-based method for approximating optimal transfers. Detailed simulations for determining the most appropriate learning features and network scales and the demonstration of the DNN-based method for estimating the optimal transfer velocity increments are given in Section VI. Conclusions are drawn in Section VII.
II. Perturbed Multiple-Impulse Trajectory Optimization Model

A. Orbital dynamics
The motion of a spacecraft flying around the Earth can be modeled as 
III. Approach for Optimizing Perturbed Long-Duration Impulsive Transfers
This study aims to develop a DNN-based method for quickly approximating optimal perturbed long-duration impulsive transfers. Large numbers of training 9 samples are required, and the quality of the samples, which refers to the optimality of the transfers, must be guaranteed because it significantly influences the approximating performance. In this section, the optimization approach for achieving near-optimal solutions and the validation for the efficiency of the approach are presented.
A. Optimization Approach
The crucial step for achieving a constraint-satisfied multiple-impulse transfer is to solve the TPBVP between the last two impulses. Solving a two-body TPBVP is very easy by using either a classical Lambert algorithm [23] or a multiple-revolution Lambert algorithm [24] . However, it is difficult to solve the perturbed TPBVP directly.
In this study, a two-step approach for optimizing perturbed long-duration impulsive transfers is applied. The process of the approach is illustrated in Figure 1 . Firstly, the orbital dynamics between the last two impulses are replaced with the two-body model and a classical Lambert algorithm is used to solve the two-body TPBVP. Note that the two-body model is also used for the propagation of rendezvous target from 1 n T  to n T . An improved differential evolution (DE) algorithm [25] is applied to obtain the initial solution that consists of n-1 perturbed transfer legs and a two-body transfer leg.
Then the orbital dynamics between the last two impulses are returned to the perturbed model and a sequential quadratic programming (SQP) algorithm follows to achieve the perturbed solution based on the initial solution. The transfer leg between the last two impulses is limited to one revolution to avoid the unsuccessful convergence of the SQP caused by the excessive terminal difference between the initial solution and the perturbed one. Prussing [26] pointed out that the maximum impulse number required for the optimal coplanar rendezvous problem is four. The impulse number is set to five for the non-coplanar problems considered in this study since numerous simulations show that further enlarging the impulse number contributes little to the decrease in the total velocity increments while greatly increases the optimization difficulty.
Due to the interference of huge numbers of local optima and the stochasticity of the evolutionary algorithm, the optimality of a transfer cannot be guaranteed by running the optimization algorithm only one time. 100 independent runs are implemented for each case and the best solution of the 100 runs is determined as the optimal solution.
B. Validation for the efficiency of the approach
In the two-step approach, the transfer leg between the last two impulses is limited to one revolution. Note that the original search space is actually narrowed, and the optimal solution may be missed with such a limitation. The influence of the limitation on achieving optimal long-duration impulsive transfers is investigated and the quality of the best solution that is selected from 100 independent runs is verified.
Yang et al. [27] developed a method using homotopic perturbed Lambert algorithm to solve this problem. By introducing a set of middle target points along the position offset vector and a new targeting technique, the homotopy-based Lambert algorithm is capable of solving perturbed long-duration TPBVP, and the perturbed solution can be achieved directly without the help of SQP. Due to the lack of the method for validating the optimality, the homotopy-based approach is applied to make a comparison with the two-step approach. For fairness, the improved DE algorithm [25] is also applied as the optimizer for the homotopy-based approach. Ten transfer cases are applied for the comparison, and the details are given in Table   1 . 100 independent runs are implemented for both of the two approaches and the results are listed in Table 2 . We can see from Table 2 that the minima of the two-step 12 approach are almost the same as the ones of the homotopy-based approach for all the tens cases. The results indicate that limiting the last transfer leg to the last one revolution influences little on solving a long-duration five-impulse rendezvous problem. Even if the true optimal solution may be missed with such a limitation, the best solution in 100 independent runs can still be very close to the true optimal one. Moreover, Table 2 shows that the maxima of the homotopy-based approach are all smaller than that of the two-step approach. This results indicate that the homotopy-based approach is more stable, and a solution obtained by the homotopy-based approach is expected to be closer to the optimum if running the optimization algorithm only one time. However, it is evident that much more time is required for the homotopy-based approach. In this study, the efficiency of achieving a near-optimal solution through many runs but not the optimization stability is more important because neither of the two approaches can guarantee to the optimum in one run and multiple runs are necessary to generate a near-optimal solution. From this point of view, the two-step approach is more efficient and thus be applied.
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IV. Characteristic Analyses for Optimal Transfers
A multiple-impulse transfer can be essentially seen as a process to eliminate the semi-major axis difference, eccentricity difference, orbital plane angle difference and phase difference between the departure body and the rendezvous target through several maneuvers. The optimal velocity increments of a long-duration impulsive transfer are mainly determined by the first three differences because the large number of revolutions allows for the adjustment of the phase difference. For two-body cases, the optimal transfer velocity increments are almost constant because the first three differences are all fixed. However, it is quite different for the perturbed ones. The 3) For a transfer that is belonging to the second kind, the optimal velocity increments always decrease with the increase in the maximum transfer time and can finally approach to the lower bound as long as the transfer time is sufficient.
Some other transfer cases with different initial orbit elements are also tested, and the results are similar to the situation in Figure 2 .
16
V. DNN-Based Method for Approximating Optimal Transfers
Although it is impossible to analytically calculate the optimal velocity increments of a perturbed long-duration impulsive transfer, the similar variation in Sec. IV suggests that the optimal transfer velocity increments are expected to be quickly estimated with a small error using a learning-based method. The DNN-based method for estimating the optimal transfer velocity increments is presented in this section.
A. Implementation process
The second conclusion in Sec. IV suggests that the transfers that are belonging to the first kind can be further divided into two types according to whether the RAANs of the departure body and rendezvous target cross over the intersection point. This is because the transfers that are belonging to each of these two types show an obviously different variation trend of the optimal velocity increments. For better estimating the optimal transfer velocity increments, the transfers are ultimately divided into three types, which are named as "RAAN-closing" transfers, "RAAN-intersecting" transfers and "RAAN-separating" transfers, respectively, and the estimation of the optimal velocity increments is implemented individually. The transfers that are belonging to each of the three types are illustrated in Figure 3 . Step 1
Step 2
Step 3 
RAANseparating transfers
Fig. 4 Implementation process of the DNN-based method for approximating optimal perturbed long-duration impulsive transfers
The complete process of the DNN-based method for approximating optimal perturbed long-duration impulsive transfers is divided into three steps, which are illustrated in Figure 4 .
The first step is to generate the database that contains three types of transfers. The 
C. DNN models and network training method
A DNN is made up of large numbers of simple, highly interconnected processing nodes. Each node takes one or more inputs from other nodes and produces an output by applying an activation function over the weighted sum of these inputs. In this study, multilayer perceptron (MLP) is selected as the architecture for the regression DNNs.
The activation of a node in MLP is determined by the summation of all the weighted inputs, which can be expressed as
where j x is the output of node j in the current layer, [29] technique is used to optimize the parameters of the networks. Keras [30] combined with TensorFlow [31] is applied to train the networks, where TensorFlow is the backend of Keras.
VI. Simulations
The missions in GTOC-9 [2] are selected as examples to demonstrate the proposed DNN-based method for approximating optimal transfers.
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A. Generation of the database
Following the configuration in GTOC-9, m ax T  is set to 30 days. The orbit elements of the departure and rendezvous debris are all within the ranges shown in Table 4 . The acceptable terminal errors are set to 1 m and 0.01 m/s in position and velocity respectively. 
B. Selection of the learning features
An appropriate selection of the learning features is important because the lack of the relevant features and the interference of the redundant features both reduce the approximating performance [32] . Domain knowledge suggests that the optimal velocity increments of a perturbed long-duration impulsive transfer should relate to its initial and final states. The possible appropriate features for approximating optimal transfers are listed in Table 5 , where the first six parameters are required features and others are alternative ones. The number of training samples is set to 5000, and a two-hidden-layer network with 30 nodes is first applied to compare the approximating performance of different feature combinations. Table 5 Possible features for approximating Mean relative error (MRE) is used as the evaluation criterion and is defined as
where N refers to the number of testing samples; 

is helpful only for approximating "RAAN-separating" ones.
The comparison of Groups 1-7 in Table 7 verifies the correctness of the first conclusion in Sec. IV and indicates that the required features in Table 5 are sufficient   23 to well estimate the optimal velocity increments of "RAAN-intersecting" transfers.
Consequently, the combinations of Group 7 in Table 6 , Group 1 in Table 7 and Group 7 in Table 8 are selected as the learning features, and they are fixed in the following simulations. The results in these three Tables also reflect the difference of the three regression problems and verify the reasonability and necessity of the division for perturbed long-duration impulsive transfers. 
C. Determination of the network and training data scales
An appropriate scale of the network is necessary to avoid underfitting and overfitting. Different numbers of hidden layers and nodes are thus tested to determine the most appropriate scales for the three regression problems. approximating an "RAAN-closing" or "RAAN-separating" transfer is more difficult than approximating an "RAAN-intersecting" one. Moreover, we notice that some participants of GTOC-9 including the champion team Jet Propulsion Laboratory (JPL) have created a database for quick lookups for approximating the optimal transfers between any two pieces of debris [3, 6] . Billions team is mainly based on the Gauss form of variational equations [33] , and the second one proposed by the Xi'an Satellite Control Center (XSCC) team is similar to the Edelbaum's method for approximating high-thrust transfers [34] . Detailed procedures of the two methods can be found in [4] and [5] . For convenience, they are named as NUDT method and XSCC method in this paper.
The estimation results of the test samples obtained by these methods are listed in Table 9 . It can be seen from Table 9 that both NUDT method and XSCC method perform much worse than the DNN-based method on all the three types of transfers.
Due to the lack of the consideration of necessary features such as the transfer time, the MREs of the two analytical methods can be as high as over 20% when approximating "RAAN-closing" and "RAAN-separating" transfers. Figure 9 further visualizes the statistics of the estimation error for the three methods. We can find that the distributions of the estimation error obtained by the two analytical methods are much wider than those obtained by the DNN-based method, and the centers of the distributions both deviate from 0. These results indicate that there are systematic errors using either NUDT method or XSCC method and the random errors for the two analytical methods are both larger. 
E. Verification on debris transfer chains
To verify the efficiency of the DNN-based method for real-world applications, the fast approximation of successive transfers is further studied. Two transfer chains that are achieved by the JPL team in GTOC-9 are tested [3] , where a total of 14 and 12 pieces of debris are contained in Chain 1 and 2, respectively. The debris IDs, as well as the departure and rendezvous time of each transfer are listed in Table 10 . The epoch data of the debris can be accessed on GTOC Portal [35] . The optimized and estimated results of the two chains are illustrated in Figures 10 and 11. Note that the estimation accuracy of the whole chain but not that of each transfer is more focused when approximating successive transfers. It can be seen from Nevertheless, from Figure 9 we know that there is no systematic error but only a random error using the DNN-based method. Even if the accumulative error of the first sixth transfers is a little large, it can be offset by the following ones and finally reaches a small value of less than 10 m/s. The longer the chain is, the less the final estimated result will be influenced by the random error. However, the accumulative error will keep increasing and finally reach an unacceptable value if applying 30 analytical methods because of the existence of the systematic error. This comparison further shows the significant advantage of the DNN-based method for approximating successive transfers. 
