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Abstract: A circle of an infinite locally finite graph G is the imagine of a homeomorphic
mapping of the unit circle S1 in |G|, the Freudenthal compactification of G. A circle of G
is Hamiltonian if it meets every vertex (and then every end) of G. In this paper, we study
a method for finding Hamiltonian circles of graphs. We illustrate this by extending several
results on finite graphs to Hamiltonian circles in infinite graphs. For example, we prove that
the prism of every 3-connected cubic graph has a Hamiltonian circle, extending the result
of the finite case by Paulraja.
Keywords: Hamiltonian circle; infinite graph; faithful subgraph; prism.
1 Introduction
In this paper we always assume that G is a locally finite graph, that is, all its vertices have finite degree.
We follow Diestel [7] in our basic terminology for infinite graphs.
A 1-way infinite path is called a ray of G, and the subrays of a ray are its tails. Two rays of G are
equivalent if for every finite set S ⊆ V (G), there is a component of G−S containing tails of both rays.
We write R1 ≈G R2 if R1 and R2 are equivalent in G. The corresponding equivalence classes of rays
are the ends of G. We denote by Ω(G) the set of ends of G. Let α ∈ Ω(G) and S ⊆ V (G) be a finite
set. We denote by C(S, α) the unique component of G − S that containing a ray (and a tail of every
ray) in α. We let Ω(S, α) be the set of all ends β with C(S, β) = C(S, α).
To built a topological space |G| we associate each edge uv ∈ E(G) with a homeomorphic image of
the unit real interval [0, 1], where 0,1 map to u, v and different edges may only intersect at common
endpoints. Basic open neighborhoods of points that are vertices or inner points of edges are defined in
the usual way, that is, in the topology of the 1-complex. For an end α we let the basic neighborhood
Ĉ(S, α) = C(S, α) ∪ Ω(S, α) ∪ E(S, α), where S ⊆ V (G) is finite and E(S, α) is the set of all inner
points of the edges between C(S, α) and S. This completes the definition of |G|, called the Freudenthal
compactification of G. In [7] it is shown that if G is connected and locally finite, then |G| is a compact
Hausdorff space.
An arc of G is the imagine of a homeomorphic map of the unit interval [0, 1] in |G|; and a circle
is the imagine of a homeomorphic map of the unit circle S1 in |G|. A circle of G is Hamiltonian if it
meets every vertex (and then every end) of G.
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Diestel [6] launched the ambitious project of extending results on Hamiltonian cycles in finite graphs
to Hamiltonian circles in infinite graphs. He specifically conjectured that the square of every 2-connected
locally finite graph has a Hamiltonian circle [5], in order to obtain a unification of Fleischner’s theorem
[8]. This was confirmed by Georgakopoulos [10].
Georgakopoulos (see [6]) then conjectured that the line graph of every 4-edge-connected graph has
a Hamiltonian circle. Bruhn (see [6]) conjectured that Tutte’s theorem on Hamiltonian cycles in 4-
connected planar graphs can be extended to Hamiltonian circles. These conjectures are open but
significant progress has been made by Lehner [18] on the former and by Bruhn and Yu [2] on the latter.
Several other results in this area can be found in [4, 11, 12, 13].
In the present paper, we study a method for finding Hamiltonian circles, which is closely related to
the faithful subgraphs, the end degrees and the Hamiltonian curves (see Section 2). We apply this by
extending several results on finite graphs. Specially we prove that the prism of every 3-connected cubic
graph has a Hamiltonian circle, extending the finite result by Paulraja [19].
The paper is organized as follows: In Section 2, we give some additional concepts, following which
we present our main result. In Section 3, we give a proof of our main result. In Section 4, we give
some properties of faithful subgraphs. In Sections 5, 6 and 7, we extend some results on finite graphs
by applying our result.
2 Main Result
Before giving our main result, we need some additional terminology. A subgraph F is called faithful to
G if
(1) every end of G contains a ray of F ; and
(2) for any two rays R1, R2 of F , R1 ≈F R2 if and only if R1 ≈G R2.
If F ≤ G, then for every finite set S ∈ V (F ), each component of F − S is contained in a component
of G− S. Thus the condition (2) can be replaced by ‘for any two rays R1, R2 of F , R1 ≈G R2 implies
R1 ≈F R2’.
The (vertex-)degree of an end α ∈ Ω(G) is the maximum number of vertex-disjoint rays in α; and
the edge-degree of α is the maximum number of edge-disjoint rays in α. We denote by d(α) the degree
of an end α. We refer the reader to [1] for some properties on the end degrees of graphs.
We define a curve of G as the imagine of a continuous map of the unit interval [0, 1] in |G|. A curve
is closed if 0, 1 map to the same point; and is Hamiltonian if it is closed and meets every vertex of G
exactly once. In other words, a Hamiltonian curve is the imagine of a continuous map of the unit circle
S1 in |G| that meets every vertex of G exactly once. Thus a Hamiltonian curve may repeat ends. Note
that a Hamiltonian circle is a Hamiltonian curve but not vice versa. We refer the reader to [17] for
some properties on the Hamiltonian curves.
Now we give a necessary and sufficient condition for the existence of Hamiltonian circles.
Theorem 2.1. For an infinite locally finite graph G, the following three statements are equivalence:
(1) G has a Hamiltonian circle.
(2) G has a spanning faithful subgraph F with a Hamiltonian curve and for every α ∈ Ω(F ), d(α) = 2.
(3) G has a spanning faithful subgraph F with a Hamiltonian curve and for every α ∈ Ω(F ), d(α) ≤ 3.
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The proof is postponed to the next section. We remark that in [17], the authors gave a characteri-
zation of Hamiltonian circles. Notice that a 2-factor F is a set of edges in G such that each vertex of
G is incident to exactly two edges in F .
Theorem 2.2 (Ku¨ndgen et al. [17]). Let G be an infinite locally finite graph. Then every Hamiltonian
circle of G corresponds to a 2-factor F of G such that
(1) every finite cut intersects F a positive even number of times, and
(2) for each two distinct edges e1, e2 ∈ F , G has a finite cut M such that F ∩M = {e1, e2}.
Conversely, if a 2-factor F satisfies (1)(2), then the closure of F is a Hamiltonian circle of G.
3 Proof of Theorem 2.1
For a finite graph G, if G has a spanning subgraph F that has a Hamiltonian cycle, then G itself has
a Hamiltonian cycle. But this is not true for Hamiltonian circles. The main reason is that we have to
guarantee injectivity at the ends in Hamiltonian circles. We first show that the existence of Hamiltonian
circles is stable for faithful spanning subgraphs.
Lemma 3.1. Let G be an infinite locally finite graph, and let F be a faithful spanning subgraph of G.
If F has a Hamiltonian circle, then G has a Hamiltonian circle.
Proof. We define a map π : Ω(F ) → Ω(G) such that for an end α ∈ Ω(F ), π(α) is the end of G
containing all rays in α. By the definition of the faithful subgraphs, π is a bijection between Ω(F )
and Ω(G) (see [10]). Let α ∈ Ω(F ) and S ⊆ V (G) be finite. Since F ≤ G, the component C(S, α)
of F − S is contained in C(S, π(α)). If there is an end β ∈ Ω(S, α), then every ray in β has a tail
contained in C(S, α), which is contained in C(S, π(α)). This implies that π(β) ∈ Ω(S, π(α)). It follows
that π(Ω(S, α)) ⊆ Ω(S, π(α)).
Now let σF : S
1 → |F | be a Hamiltonian circle of F . We define σG : S
1 → |G| such that
σG(p) =
{
π(σF (p)), if σF (p) ∈ Ω(F );
σF (p), otherwise.
Clearly the map σG is injective and meets all vertices of V (G). Now we prove that it is continuous.
Since σF is homeomorphic, σG is continuous at point p if σF (p) is a vertex or is an inner point
of an edge. Now we assume that σF (p) = α ∈ Ω(F ). Let p = (pi)
∞
i=0 be a sequence of points in S
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converges to p and let S ⊆ V (G) be a finite set. Since σF is continuous, the neighborhood Ĉ(S, α)
of α contains almost all terms of p (that is, there exists j such that σ(pi) ∈ Ĉ(S, α) for all i ≥ j).
Recall that C(S, α) ⊆ C(S, π(α)), E(S, α) ⊆ E(S, π(α)) and π(Ω(S, α)) ⊆ Ω(S, π(α)). It follows that
Ĉ(S, π(α)) contains almost all terms of (σG(pi))
∞
i=0, and thus (σG(pi))
∞
i=0 converges to α. This implies
that σG is continuous and is a Hamiltonian circle of G.
We will make use of Ko¨nig’s Infinity Lemma.
Lemma 3.2 (Ko¨nig [16], see also [7]). Let V0, V1, V2, . . . be an infinite sequence of disjoint non-empty
finite sets, and let G be a graph on
⋃∞
i=0 Vi. Assume that every vertex in Vi has a neighbor in Vi−1,
i ≥ 1. Then G has a ray R = v0v1v2 . . . with vi ∈ Vi for all i ≥ 0.
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Let G be a graph and S ⊆ V (G). We set
NG(S) =
⋃
v∈S
NG(v)\S, ZG(S) = {v ∈ S : NG(v)\S 6= ∅}, and IG(S) = S\ZG(S).
Note that ZG(S) = NG(V (G)\S). For a graph F with V (F ) ⊆ V (G), we use NG(F ), ZG(F ), and
IG(F ) instead of NG(V (F )), ZG(V (F )), and IG(V (F )), respectively.
Lemma 3.3. Let G be an infinite locally finite graph and α ∈ Ω(G). Then the following three statements
are equivalent:
(1) d(α) ≤ k;
(2) for every finite S ⊆ V (G), there is a finite T ⊆ V (G), S ⊆ T , such that |ZG(C(T, α))| ≤ k;
(3) for every finite S ⊆ V (G), there is a finite T ⊆ V (G), S ⊆ T , such that |NG(C(T, α))| ≤ k.
Proof. (1) ⇒ (2). Suppose that there exists a finite set S ⊆ V (G), such that for every finite set
T ⊆ V (G) containing S, |ZG(C(T, α))| ≥ k + 1. We take such an S with |S| ≥ k + 1. Set S0 = S, and
for i = 1, 2, . . ., set Si = Si−1∪ZG(C(Si−1, α)). By Menger’s Theorem, we can see that G[Si+1] has k+1
vertex-disjoint paths between S0 and C(Si, α). Let Ui be the set of the unions of k + 1 vertex-disjoint
paths between S0 and C(Si, α). Since Si+1 is finite, we have that Ui is finite for every i ≥ 0.
We define a graph G on
⋃∞
i=0 Ui such that Ui−1 ∈ Ui−1 is adjacent to Ui ∈ Ui if and only if the k+1
paths of Ui−1 are the subpaths of the k + 1 paths of Ui. Clearly every vertex in Ui has a neighbor in
Ui−1. By Lemma 3.2, G has a ray R = U0U1U2 . . . with Ui ∈ Ui, i ≥ 0. It follows that
⋃∞
i=0 Ui is the
union of k+1 vertex-disjoint rays in α, implying that the degree of α is at least k+1, a contradiction.
(2) ⇒ (3). This can be deduced by the fact that |NG(C(T, α))| ≤ |ZG(C(T\ZG(T ), α))|.
(3) ⇒ (1). Suppose that d(α) ≥ k + 1. Let R1, . . . , Rk+1 be k + 1 rays in α, and let S be the set
of the origins of the k + 1 rays. Let T be an arbitrary finite set with S ⊆ T ⊆ V (G). It follows that
C(T, α) contains a tail of every ray Ri, i = 1, . . . , k + 1. Let ui be the first vertex along Ri appearing
in C(T, α). Thus ui ∈ ZG(C(T, α)), implying that |ZG(C(T, α))| ≥ k + 1, a contradiction.
Lemma 3.4. If every end of G has degree at most 3, then every Hamiltonian curve of G is also a
Hamiltonian circle.
Proof. Let C be a Hamiltonian curve of G. It sufficient to show that C passes through each end exactly
once. Suppose that it passes through an end α at least twice. Let S be a set of two vertices that
separating two copies of α on C. For an arbitrary finite set T with S ⊆ T ⊆ V (G), T divide C in to |T |
intervals (maximal curves of C that is internally disjoint from T ). At least two of the intervals containing
a copy of α, say I1 = C[u1, v1], I2 = C[u2, v2], where u1, u2, v1, v2 ∈ T . Since |G| is compact, we have
that I1\{u1, v1}, I2\{u2, v2} are both contained in Ĉ(T, α). It follows that u1, u2, v1, v2 ∈ NG(C(T, α)),
implying that |NG(C(T, α))| ≥ 4. By Lemma 3.3, d(α) ≥ 4, a contradiction.
In [17], the authors obtained some necessary and sufficient conditions for a graph G to have a
Hamiltonian curve. We list one of the conditions which we will use in our proof.
Theorem 3.1 (Ku¨ndgen et al. [17]). An infinite locally finite graph G has a Hamiltonian curve if and
only if every finite set S ⊆ V (G) is contained in a cycle of G.
Now we give the proof Theorem 2.1.
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Proof. The assertion (2) ⇒ (3) is trivial and the assertion (3) ⇒ (1) was deduced by Lemmas 3.1 and
3.4. Now we show that (1) ⇒ (2). Let C be a Hamiltonian circle of G (with a given orientation).
Recall that there is a bijection between the end set of G and that of any faithful subgraph F of G.
Therefore if E(C) ⊆ E(F ), then we have a Hamiltonian circle of F by using each end of F instead
of the corresponding end of G. In this meaning, we may say C is a Hamiltonian circle of F without
ambiguity. Also note that if we remove finitely many of edges from G, then the resulting graph is
faithful to G.
For any finite subset S ⊆ V (G), S divides C into |S| arcs, called S-intervals. An edge uv ∈ E(G)
with u, v /∈ S is crossed with S if u, v are contained in two distinct S-intervals. We claim that G has
only finitely many of edges crossed with S. If there are infinitely many of edges between some two
S-intervals, then some end of G will appear in both S-intervals, a contradiction. Since there are only
finitely many of S-intervals, we have that there are only finitely many of edges crossed with S.
Set V (G) = {v1, v2, . . .}. Let C1 be a cycle of G containing v1, S1 = V (C1), and G1 be the
graph obtained from G by removing all edges crossed with S1. Clearly G1 is faithful to G and C is a
Hamiltonian circle of G1 as well. Now for i = 2, 3, . . ., let Ci be a cycle of Gi−1 containing Si−1 ∪ {vi},
Si = V (Ci) and Gi be the graph obtained from Gi−1 by removing all edges crossed with Si. Note that
for each i ≥ 2, Gi is faithful to Gi−1 and C is a Hamiltonian circle of Gi. By Theorem 3.1, the cycle
Ci+1 exists. Moreover, for any edge uv ∈ E(Gi) with u, v ∈ Si, uv ∈ E(Gj) for all j ≥ i.
Now let F be the spanning subgraph of G such that for any edge vivj ∈ E(G), vivj ∈ E(F ) if and
only if vivj ∈ E(Gmax{i,j}). It remained to show that F is faithful to G, F has a Hamiltonian curve
and every end of F has degree 2.
For any finite set S ⊆ V (G), let j = max{i : vi ∈ S}. Then Cj is a cycle of Gj containing S, and
clearly E(Cj) ⊆ E(F ). By Theorem 3.1, F has a Hamiltonian curve.
Let R1, R2 be two rays of F with R1 ≈G R2, and let S ⊆ V (G) be an arbitrary finite set. For
convenient we assume |S| ≥ 3. Let R′1, R
′
2 be the tails of R1, R2 contained in F − S. Set j = max{i :
vi ∈ S} (so S ⊆ Sj). Since E(G)\E(Gj ) is finite, Gj is faithful to G. Recall that C is a Hamiltonian
circle of Gj . Let α ∈ Ω(G), αj ∈ Ω(Gj) be such that {R1, R2} ⊆ αj ⊆ α. It follows that there is
a unique Sj-intervals, say Ij = C[a, b], that passes through αj . Let u1 ∈ V (R
′
1), u2 ∈ V (R
′
2), be two
vertices contained in Ij\{a, b}. By the definition of Gj , {a, b} is a cut of Gj separating {u1, u2} and
Sj\{a, b}. Let k be such that Sj∪{u1, u2} ⊆ Sk. Thus Ck is a cycle of Gk containing Sj∪{u1, u2}. Now
Ck contains a (u1, u2)-path that vertex-disjoint with Sj. Since E(Ck) ⊆ E(F ), u1, u2 are connected in
F − Sj, and then, in F − S. It follows that R1 ≈F R2. Thus F is faithful to G.
Let αF ∈ Ω(F ) and S ⊆ V (G) be an arbitrary finite set. Since F has a Hamiltonian curve, we have
d(αF ) ≥ 2. Let α ∈ Ω(G) with αF ⊆ α, and let Sj, Gj , αj and Ij be as above. Similarly as above,
we can prove that for any two vertices u1, u2 contained in Ij\{a, b}, u1, u2 are connected in F − Sj. It
follows that C(Sj, αF ) = F [V (I)\{a, b}]. Note that NF (V (I)\{a, b}) = {a, b}. By Lemma 3.3, we have
d(αF ) ≤ 2.
4 Properties of faithful subgraphs
Lemma 4.1. Suppose that D ≤ F ≤ G. Then any two of the following statements imply the third one:
(1) D is faithful to F ; (2) F is faithful to G; (3) D is faithful to G.
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Proof. (1)(2) ⇒ (3). Let αG be an arbitrary end of G. Since F is faithful to G, F has a ray RF ∈ αG.
Let αF be the end of F with RF ∈ αF . Since D is faithful to F , D has a ray RD ∈ αF . Thus
RD ≈F R
F , implying that RD ≈G R
F , that is, RD ∈ αG.
Now let RD1 , R
D
2 be two rays of D with R
D
1 ≈G R
D
2 . Therefore R
D
1 , R
D
2 are rays of F as well. Since
F is faithful to G, RD1 ≈F R
D
2 . Since D is faithful to F , R
D
1 ≈D R
D
2 . It follows that D is faithful to G.
(1)(3) ⇒ (2). Let αG be an end of G. Since D is faithful to G, D has a ray RD contained in αG,
which is also a ray of F since D ≤ F .
Now let RF1 , R
F
2 be two rays of F with R
F
1 ≈G R
F
2 . Let α
F
i be the end of F containing R
F
i , and let
RDi be a ray of D contained in α
F
i , i = 1, 2. It follows that R
F
i ≈F R
D
i . Since F ≤ G, R
F
i ≈G R
D
i .
Recall that RF1 ≈G R
F
2 . We have R
D
1 ≈G R
D
2 . Since D is faithful to G, R
D
1 ≈D R
D
2 . Since D is faithful
to F , RD1 ≈F R
D
2 . This implies that R
F
1 ≈F R
F
2 . Thus F is faithful to G.
(2)(3)⇒ (1). Let αF be an end of F . Since F is faithful to G, there is an end αG of G that including
αF . Since D is faithful to G, D has an ray RD contained in αG. Note that D ≤ F , RD is also a ray
of F . Let RF be any ray in αF . We have RF ∈ αG, and thus RD ≈G R
F . Since F is faithful to G,
RD ≈F R
F , and thus RD ∈ αF .
Now let RD1 , R
D
2 be two rays of D with R
D
1 ≈F R
D
2 . Since F is faithful to G, R
D
1 ≈G R
D
2 . Since D
is faithful to G, RD1 ≈D R
D
2 . Thus D is faithful to F .
A comb of G is the union of a ray R with infinitely many disjoint finite paths having precisely their
first vertex on R; the last vertices of the paths are the teeth of the comb; and the ray R is the spine of
the comb. We will use the following Star-Comb Lemma in our paper.
Lemma 4.2 (Diestel [7]). If U is an infinite set of vertices in a connected graph, then the graph contains
either a comb with all teeth in U or a subdivision of an infinite star with all leaves in U .
Since a locally finite graph G contains no infinite stars, Lemma 4.2 always yields a comb of G. If
F is a connected spanning subgraph of G, then for every ray R of G, the spine R′ of a comb of F with
all teeth in V (R) is a ray in F with R ≈G R
′. Therefore a connected spanning subgraph F is faithful
to G if and only if for any two rays R1, R2 of F , R1 ≈G R2 implies R1 ≈F R2.
Lemma 4.3. Suppose that D is a connected spanning subgraph of G, then for any graph F with
D ≤ F ≤ G, D is faithful to F and F is faithful to G.
Proof. Let RF1 , R
F
2 be two rays of F with R
F
1 ≈G R
F
2 . Let α
G be the end of G containing RF1 , R
F
2 , let
RD ∈ αG be a ray of D. By Lemma 4.2, D has a comb with all teeth in V (RF1 ). Let R
D
1 be the spine
of the comb. Thus RD1 is a ray of D and R
F
1 ≈F R
D
1 . Since F ≤ G, R
F
1 ≈G R
D
1 and then R
D ≈G R
D
1 .
Since D is faithful to G, RD ≈D R
D
1 . Since D ≤ F , R
D ≈F R
D
1 , and then R
D ≈F R
F
1 . By a similar
analysis, we have RD ≈F R
F
2 , and thus R
F
1 ≈F R
F
2 . This implies that F is faithful to G.
Now let RD1 , R
D
2 be two rays of D with R
D
1 ≈F R
D
2 . Since F is faithful to G, R
D
1 ≈G R
D
2 . Since D
is faithful to G, RD1 ≈D R
D
2 . It follows that D is faithful to F .
5 Prisms of 3-connected cubic graphs.
The prism of a graph G is the Cartesian product GK2. Prisms over 3-connected planar graphs
are examples of 4-polytopes. In 1973, Rosenfeld and Barnette [20] showed that every cubic planar
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3-connected graph has a Hamiltonian prism, under the assumption of the Four Color Conjecture, which
is open at that time. Fleischner [9] found in 1989 a proof avoiding the the Four Color Theorem.
Eventually, Paulraja [19] showed that planarity is inessential here.
Theorem 5.1 (Paulraja [19]). If G is a finite 3-connected cubic graph, then GK2 is Hamiltonian.
As an application of our main result, we show that Paulraja’s theorem can be extended to infinite
graphs.
Theorem 5.2. If G is an infinite 3-connected cubic graph, then GK2 has a Hamiltonian circle.
5.1 From 3-connected cubic graphs to 2-connected bipartite graphs
In this subsection, we will show that every 3-connected cubic graph has a faithful spanning 2-connected
bipartite subgraphs.
Let G be a graph and S ⊆ V (G). We say that S is k-connected in G if each two vertices in S are
connected by k internally disjoint paths of G; and S is k-edge-connected in G if each two vertices in
S are connected by k edge-disjoint paths of G. We remark that for the case of G being subcubic, S is
k-connected in G if and only if S is k-edge-connected in G, for k = 1, 2, 3.
Lemma 5.1. Let G be a subcubic graph, S be a finite subset of V (G) and D be a finite 2-connected
bipartite subgraph of G. If S ∩ V (D) 6= ∅ and S is 3-connected in G, then G has a finite 2-connected
bipartite subgraph F with D ≤ F and S ⊆ V (F ).
Proof. We let F be a finite 2-connected bipartite subgraph of G with D ≤ F and F contains vertices
of S as many as possible. We will show that F contains all vertices in S. Since S ∩ V (D) 6= ∅, we have
S∩V (F ) 6= ∅. Assume that S\V (F ) 6= ∅. Let u ∈ S∩V (F ) and v ∈ S\V (F ). Since S is 3-connected in
G, there are 3 internally disjoint paths between u and v. It follows that there are three paths P1, P2, P3
from v to F such that they have the only vertex v in common. Thus we can add two of the paths to
F to obtain a 2-connected bipartite graph containing more vertex in S than F , a contradiction.
Lemma 5.2. Let G be a subcubic graph, and U be a finite class of finite subsets of V (G). Suppose that
each U ∈ U is 3-connected in G. Then G has a finite subgraph F such that
(1) every subset U ∈ U is contained in one component of F ; and
(2) every component of F is either an isolated vertex or a 2-connected bipartite graph.
Proof. We first deal with the case that G is finite. Let G be a counterexample as small as possible. If
G has no even cycle, then each two vertices of G are not 3-connected in G, implying that all subset
U ∈ U are singleton. Thus we can take F as an empty graph on V (G). Now we assume that G contains
an even cycle.
Let D be a 2-connected bipartite subgraph of G with order as large as possible. By Lemma 5.1, for
every U ∈ U , if U ∩ V (D) 6= ∅, then U ⊆ V (D). Let H be an arbitrary component of G−D.
Since D is 2-connected, each vertex of D has at most one neighbor in H. If |EG(H,D)| ≥ 3, then
there are three paths from some vertex v ∈ V (H) toD such that they have the only vertex v in common.
Thus we can add two of the paths to D to obtain a 2-connected bipartite subgraph of G larger than
D, a contradiction. Thus we conclude that |EG(H,D)| ≤ 2. Specially, any set U ∈ U cannot contain
vertices from distinct components of G−D.
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Set UH = {U ∈ U : U ⊆ V (H)}. If |EG(H,D)| ≤ 1, then let H
′ = H; if |EG(H,D)| = 2, saying
EG(H,D) = {uu
′, vv′} with u, v ∈ V (H) and u′, v′ ∈ V (D), then let P be a path of D from u′ to v′,
and H ′ = H∪P ∪{uu′, vv′}. It follows that every subset in UH is 3-connected in H
′. By the minimality
of G, H ′ has a subgraph FH such that every subset in UH is contained in one component of FH , and
every component of FH is either an isolated vertex or a 2-connected bipartite graph. If |EG(H,D)| = 2
and P is contained in an even cycle of H ′, then we can get a 2-connected bipartite subgraph of G larger
than D, a contradiction. This implies that FH is contained in H (with possibly some isolated vertices
in V (P )). Now
F = D ∪
⋃
{FH : H is a component of G−D}
is a subgraph of G satisfying the requirement.
Now we consider the case that G is infinite. For each two vertices u, v that contained in a common
subset in U , we choose three paths P uv1 , P
uv
2 , P
uv
3 of G connecting u and v. Let G
′ be the graph consists
of all vertices in
⋃
U and all the chosen paths as above. Then G′ is finite and each U ∈ U is 3-connected
in G′ as well. Thus G′ contains a subgraph F satisfying the requirement.
Let U be a partition of the vertex set of a graph G. The quotient graph G/U is the multi-graph on
U such that for each U1, U2 ∈ U , U1U2 ∈ E(G/U) if and only if EG(U1, U2) 6= ∅, and the multiplicity of
U1U2 is the number of edges in EG(U1, U2). We call a subdivision of a K1,3 a Y -graph; and a Θ-graph
is a 2-connected (multi-)graph with two vertices of degree 3 and all other vertices of degree 2.
Lemma 5.3. Let G be a 3-connected cubic graph, and S be a finite subset of V (G). Then there is a
finite subset T of V (G) such that S ∪ NG(S) ⊆ T and for every component H of G − T , NG(H) is
3-connected in G− S.
Proof. Since G− S is subcubic, two vertices are connected by 3 edge-disjoint paths if and only if they
are connected by 3 internally-disjoint paths. We define an equivalence relation on V (G)\S such that
for any two vertices u, v ∈ V (G)\S, u ∼ v if and only if u, v are 3-connected in G−S (i.e., u, v can not
be separated by an edge-cut of size at most 2). Let U be the quotient set of V (G)\S by the equivalence
relation.
We claim that for each two equivalence classes U1, U2 ∈ U , G − S has an edge-cut of size at most
2 separating U1 and U2. Let u1 ∈ U1, u2 ∈ U2, and let M be an edge-cut of size at most 2 separating
u1 and u2. Suppose that there are u
′
1 ∈ U1, u
′
2 ∈ U2 that are not separated by M . Since ui, u
′
i are
3-connected in G−S, i = 1, 2, ui, u
′
i are connected in G−S−M , implying that u1, u2 are not separated
by M in G− S, a contradiction. Thus M is an edge-cut of G− S separating U1 and U2.
We now show that U is finite. Let G = (G− S)/U be the quotient graph. We have that G contains
no Θ-graph; otherwise the two equivalence classes corresponding the vertices of degree 3 in the Θ-graph
cannot be separated by an edge-cut of G− S of size at most 2. It follows that each block of G is a K1,
a K2 or a cycle. Specially, the multiplicity of every edge of G is at most 2.
Let H be a component of G. If H is infinite, then by Lemma 4.2, H has either an infinite star, or a
ray. If H has an infinite star, say with center U0 ∈ U . Then H−U0 has infinite number of components.
Since S is finite, there is a component L of H − U0 such that EG(S,
⋃
U∈V (L)U) = ∅. It follows that
S and
⋃
U∈V (L)U are separated by an edge-cut of G of size at most 2, a contradiction. If G has a ray,
say R = U1U2 . . ., then there is a tail T of R such that EG(S,
⋃
U∈V (T ) U) = ∅. It follows that S and
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⋃
U∈V (T ) U are separated by an edge-cut of G of size at most 2, also a contradiction. Thus we conclude
that H is finite. Clearly G has finite number of components, implies G is finite, and so is U = V (G).
For every equivalence class U ∈ U , U has at most 2 neighbors in each equivalence class U ′ ∈ U\{U},
and has finitely number of neighbors in S. This implies that ZG(U) is finite. Now let
T = S ∪
⋃
U∈U
ZG(U).
Clearly NG(S) ⊆ T and every component H of G− T is contained in IG(U) for some U ∈ U , implying
that NG(H) is 3-connected in G− S.
In the following, we write F EG if F is a spanning subgraph of G; write F ≤F G if F is a faithful
subgraph of G; and write F EF G if F is a faithful spanning subgraph of G.
Lemma 5.4. Let G be a 3-connected cubic graph, and D be a finite subgraph of G each component
of which is either an isolated vertex or a 2-connected bipartite graph. Then G has a finite 2-connected
bipartite subgraph F with D ≤ F .
Proof. We first deal with the case that for every component H of G−D, NG(H) is contained in a non-
trivial component of D. For this case we will show that G has a finite 2-connected bipartite subgraph
F with D E F .
Suppose that the assertion is not true, and that D is a counterexample with smallest number of
components. If D has only one component, then F = D satisfies the requirement. So we assume that
D has at least two components.
Let L be the set of components of D, U = {V (L) : L ∈ L}, and G = G[V (D)]/U . We have that G
is 3-edge-connected; otherwise and edge-cut of G of size at most 2 corresponding to an edge-cut of G.
It follows that G contains a Θ-graph H.
For every vertex U = V (L) of H: if dH(U) = 2, then we change it with a path of L; if dH(U) = 3,
then we change it with a Y -graph of L. Then we get a Θ-graph H of G. Let C be an even cycle of
H. It follows that if C passes through some component L of D, then C passes through L exactly once
(that is, C ∩ L is a path).
Let D′ = D∪C. Then D′ has less component number than D. Since C is an even cycle, we see that
D′ is bipartite. Note that the only new component of D′ is 2-connected. It follows that D′ is contained
in a 2-connected bipartite graph F of G, and D E F .
Now we consider the general case. By Lemma 5.3, there is a finite subset T ⊆ V (G) such that
V (D) ∪NG(D) ⊆ T and for every component H of G− T , NG(H) is 3-connected in G−D. It follows
that T\V (D) has a partition U such that each U ∈ U is 3-connected in G−D and for each component
H of G− T , NG(H) is contained in some U ∈ U . By Lemma 5.2, G−D has a subgraph D
′ such that
every subset U ∈ U is contained in a component of D′ and every component of D′ is either an isolated
vertex or a 2-connected bipartite graphs. Now D ∪D′ is a subgraph of G such that every component
of D ∪D′ is either an isolated vertex or a 2-connected bipartite graph, and for every component H of
G − (D ∪ D′), NG(H) is contained in a component of D ∪ D
′. By the analysis above, we can find a
finite 2-connected bipartite subgraph F of G such that D ≤ F .
Lemma 5.5. Let G be an infinite locally finite connected graph and F = (Fi)
∞
i=1 be a sequence of finite
connected subgraphs of G such that Fi ≤ Fi+1 and NG(Fi) ⊆ V (Fi+1). Set F =
⋃∞
i=1 Fi. Suppose that
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for every component H of G − Fi+1, there is a component D of Fi+1 − Fi such that NG(H) ⊆ V (D).
Then F EF G.
Proof. Clearly
⋃∞
i+1 V (Fi) = V (G) and thus F E G. Since each Fi is connected, we see that F is
connected. Suppose that F is not faithful to G. Let R1, R2 be two rays of F with R1 6≈F R2 and
R1 ≈G R2. Then there is a finite set S ⊆ V (G) such that R1 and R2 have tails contained in distinct
component of F − S (we take S that contains the origins of R1 and R2). Let Fi be a graph in F
such that S ⊆ V (Fi). For j = 1, 2, let uj be the last vertices in Rj that contained in Si+1, u
+
j be
the successor of uj on Rj, and R
′
j be the tail of Rj with origin u
+
j . It follows that R
′
j is contained in
G − Fi+1. Since R1 ≈G R2, R
′
1 and R
′
2 are contained in a common component H of G − Fi+1. By
assumption, there is a component D of Fi+1 − Fi with NG(H) ⊆ V (D). It follows that u1, u2 ∈ V (D)
and thus the component of F − Fi containing D contains both R
′
1 and R
′
2, a contradiction.
Theorem 5.3. Every infinite 3-connected cubic graph has a faithful spanning 2-connected bipartite
subgraph.
Proof. Let G be an infinite 3-connected cubic graph. We construct a sequence F = (Fi)
∞
i=1 of finite
2-connected bipartite subgraph of G such that for i ≥ 1,
(1) Fi ≤ Fi+1 and NG(Fi) ⊆ V (Fi+1);
(2) for every component H of G−Fi+1, there is a component D of Fi+1−Fi such that NG(H) ⊆ V (D).
Let F1 be an even cycle of G. Suppose we already have Fi, i ≥ 1. By Lemma 5.3, there is a
finite T ⊆ V (G) such that V (Fi) ∪ NG(Fi) ⊆ T and for every component H of G − T , NG(H) is 3-
connected in G−Fi. By Lemma 5.2, G−Fi has a finite subgraph Di such that every component of Di
is either an isolated vertex or a 2-connected bipartite graph, and for every component H of G−Fi−Di,
NG(H) is contained in a component of Di. By adding isolated vertices to Di, we can take Di such that
T\V (Fi) ⊆ V (Di). By Lemma 5.4, G has a 2-connected bipartite subgraph Fi+1 with Fi ∪Di E Fi+1.
It follows that Fi ≤ Fi+1, NG(Fi) ⊆ V (Fi+1), and for every component H of G − Fi+1, there is a
component D of Fi+1 − Fi such that NG(H) ⊆ V (D).
By Lemma 5.5, F =
⋃∞
i=1 Fi is a faithful spanning 2-connected bipartite subgraph of G.
5.2 From 2-connected subcubic graphs to cacti
A (finite or infinite) cactus is a subcubic graph G consists of a class C of cycles and a class P of paths,
such that
(1) each two cycles in C are vertex-disjoint;
(2) each two paths in P are vertex-disjoint; and
(3) the graph obtained from G by contracting all cycles in C is a tree.
The cactus is even if each cycle in C is even. We call a vertex v of G a c-vertex if it is a cut-vertex of
G; and a d-vertex otherwise. Clearly a d-vertex of a nontrivial cactus is either of degree 1 or of degree
2 and is contained in a cycle. We notice that if G1, G2 are two disjoint cacti and v1, v2 are d-vertices of
G1, G2, respectively, then the graph obtained from G1 ∪G2 by adding an edge v1v2 is a cactus.
Lemma 5.6 (Cˇada et al. [3]). If G is a finite even cactus, then GK2 is Hamiltonian.
Let G be a block-chain, and u, v be two vertices of G. We say G is a block-chain connecting u, v if
G is non-separable, or G is separable and u, v are two inner-vertices of the two distinct end-blocks of
G.
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Lemma 5.7. Let G be a subcubic block-chain connecting u, v and x be a vertex of G. Then G has a
finite cactus F with u, v, x ∈ V (F ) such that
(1) u, v are d-vertices of F ; and
(2) for every component H of G− F , NG(H) is contained in a cycle of F .
Proof. The assertion is trivial if G has only two vertices. So we assume that |V (G)| ≥ 3. Since G is
a block-chain connecting u, v, G has a path P connecting u, v and passing through x. Suppose the
assertion is not true. We take a counterexample such that the path P is as short as possible.
Suppose first that G is separable. Let B be an end-block of G such that x /∈ IG(B). Assume
without loss of generality that u ∈ IG(B) and let u
′ be the cut-vertex of G contained in B. It follows
that u′ ∈ V (P ). If B is 2-connected, then let C be a cycle of B containing u, u′; otherwise |V (B)| = 2,
let C = B. Set G′ = G − IG(B) and P
′ = P [u′, v]. Then G′ is a block-chain connecting u′, v and P ′
is a path connecting u′, v passing through x that is shorter than P . It follows that G′ has a cactus F ′
such that u′, v are d-vertices, and for every component H of G′ −F ′, NG′(H) is contained in a cycle of
F ′. It follows that F = C ∪ F ′ is a cactus of G satisfying the requirement.
Suppose now that G is 2-connected. If G has a cycle C with u, v, x ∈ V (C), then C is a cactus of
G satisfying the requirement. So we assume that u, v, x are not contained in any cycles of G. Let C
be a cycle containing u, v, let u′ be the first vertex on P [x, u] that contained in C, and v′ be the first
vertex on P [x, v] that contained in C (possibly u = u′ or v = v′ or both). We take the cycle C such
that P [u′, v′] is as short as possible. Let u′′ be the successor of u′, and v′′ be the predecessor of v′ on P .
We show that {u′, v′} is a cut of G separating x and V (C)\{u′, v′}. Otherwise there is a path P ′
between P [u′′, v′′] and C−{u′, v′}. Let w be the end-vertex of P ′ on C. It follows that two of the three
vertices u′, v′, w are contained in a common segments
−→
C [u, v] or
−→
C [v, u]. Thus there is a cycle C ′ with
u, v ∈ V (C) that contains some vertices appear before u′, v′ on P [x, u] and P [x, v], a contradiction.
This implies that {u′, v′} is a cut of G separating x and V (C)\{u′, v′}.
Let G′ be the component of G − {u′, v′} containing x. Since G is subcubic, we can see that
NG′(u
′) = {u′′} and NG′(v
′) = {v′′}. Let P ′ = P [u′′, v′′]. Then G′ is a block-chain connecting u′′, v′′
and P ′ is a path connecting u′′, v′′ passing through x that is shorter than P . It follows that G′ has
a cactus F ′ such that u′′, v′′ are d-vertices of F ′, and for every component H of G′ − F ′, NG′(H)
is contained in a cycle of F ′. It follows that F = C ∪ F ′ ∪ {u′u′′} is a cactus of G satisfying the
requirement.
Lemma 5.8. Let G be a 2-connected subcubic graph, C0 be a cycle, and x be a vertex of G. Then G
has a finite cactus F containing C0 and x such that for every component H of G− F , there is a cycle
C of F other than C0 such that G[V (H) ∪ V (C)] is 2-connected.
Proof. Suppose the assertion is not true. We take a counterexample such that NG(C0) is as small as
possible.
Suppose first that G − C0 has at least two components. Let D = {D1,D2, . . . ,Dk} be the set of
components ofG−C0. SinceG is subcubic, any two distinct components inD have disjoint neighborhood
in C0. For every component Di, let Gi = G[V (Di) ∪ V (C0)], and let xi be a vertex of Gi such that if
x ∈ V (Gi) then xi = x. Now Gi is 2-connected and NGi(C0) is smaller than NG(C0). It follows Gi has
a cactus Fi containing C0 and xi, and for every component H of Gi−Fi, there is a cycle C of Fi other
than C0 such that Gi[V (H) ∪ V (C)] is 2-connected. Thus F =
⋃k
i=1 Fi is a cactus of G satisfying the
requirement, a contradiction. So we assume that G− C0 has only one component. Let D = G− C0.
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If D is trivial, then the cactus consists of C0 and an edge in EG(C0,D) satisfying the requirement,
a contradiction. So we assume that D has at least two vertices.
Suppose now that |NG(C0)| = 2, say EG(C0,D) = {uu
′, vv′}. Since G is 2-connected, uu′ and vv′
are nonadjacent, and the graph G′ = D is a block-chain connecting u′ and v′. If x ∈ V (G′), then let
x′ = x; otherwise let x′ be an arbitrary vertex of G′. By Lemma 5.7, G′ has a cactus F ′ containing x′
such that u′, v′ are d-vertices of F ′, and for every component H of G′ − F ′, NG′(H) is contained in a
cycle of F ′. Thus F = C0 ∪ F
′ ∪ {uu′} is a cactus of G satisfying the requirement, a contradiction. So
we assume that |NG(C0)| ≥ 3.
Let B be the set of 2-connected blocks of D. Since G is subcubic, each two blocks in B are disjoint.
Let G be the graph obtained from G by contracting each block in B. We notice that G−C0 is a tree each
leaf of which has a neighbor in C0. It follows that G is 2-connected, and there is a vertex in G −C0 that
has degree at least 3 in G. Therefore G has a path P between a vertex u ∈ V (C0) and v ∈ V (G)\V (C0)
such that dG(v) ≥ 3 and all internal vertices of P has degree 2 in G. Thus each internal vertex of P
is either a vertex of G of degree 2, or obtained by contracting a block in B that contains exactly two
cut-vertices of G − C0. Let G
′ be the subgraph of G induced by the internal vertices of P and the
vertices of the blocks that corresponding to an internal vertex of P. It follows that G′ is a block-chain,
say connecting u′ and v′, where u′ ∈ NG(u), and v
′ ∈ NG(v). If x ∈ V (G
′) then let x′ = x, otherwise
let x′ be an arbitrary vertex of G′. By Lemma 5.7, G′ has a cactus F ′ containing u′, v′, x′ such that
u′, v′ are d-vertices of F ′, and for every component H of G′ −F ′, NG′(H) is contained in a cycle of F
′.
Let G′′ = G −G′. Clearly G′′ is 2-connected, and NG′′(C0) is smaller than NG(C0). If x ∈ V (G
′′)
then let x′′ = x, otherwise let x′′ be an arbitrary of G′′. It follows that G′′ has a cactus F ′′ containing
C0 and x
′′ such that for every component H of G′′ − F ′′, NG′′(H) is contained in a cycle of F
′′. Now
F = F ′ ∪ F ′′ ∪ {uu′} is a cactus of G satisfying the requirement, a contradiction.
Lemma 5.9. Let G be a connected graph and F = (Fi)
∞
i=1 be a sequence of finite connected subgraphs of
G such that Fi ≤ Fi+1. Set F =
⋃∞
i=1 Fi. Suppose that F EG, and for every component H of G−Fi+1,
there is a component L of Fi+1 − Fi such that NF (H) ⊆ V (L) (for i = 1, set L = F1). Then F E
F G.
Proof. We take a subsequence F ′ of F as follows: Let F ′1 = F1. Suppose we already have F
′
i = Fr, and
we will get F ′i+1. Since NG(Fr) is finite, there exists Fs such that NG(Fr) ⊆ V (Fs); and there is Ft
such that NG(Fs) ⊆ V (Ft). We let F
′
i+1 = Ft.
Let H be an arbitrary component of G−Ft. We will show that NG(H) is connected in Ft−Fr. Let
u, v be two vertices in NG(H). We have u, v ∈ V (Ft)\V (Fs). Let P
u, P v be two paths of Ft between
u, v, respectively, to Fs. Suppose that u
′, v′ are the termini of P u, P v, respectively. Clearly P u − u′,
P v−v′ and H are contained in the same component of G−Fs. By our assumption, u
′, v′ are connected,
say by a path P , in Fs − Fs−1. Now P
uu′Pv′P v is a path of Ft − Fr connecting u, v. It follows that
there is a component L of Ft − Fr such that NG(H) ⊆ V (L).
Clearly F =
⋃∞
i=1 F
′
i and N(F
′
i ) ⊆ V (F
′
i+1). By Lemma 5.5, F E
F G.
Theorem 5.4. Every infinite 2-connected subcubic graph has a faithful spanning cactus.
Proof. Let G be a 2-connected subcubic graph, with V (G) = {x1, x2, . . .}. We construct a sequence
F = (Fi)
∞
i=1 of finite cactus of G such that for i ≥ 1,
(1) xi ∈ V (Fi) and Fi ≤ Fi+1;
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(2) for every component H of G − Fi+1, there is a cycle C of Fi+1 − Fi such that G[V (H) ∪ V (C)] is
2-connected; and if an edge uv ∈ EG(Fi+1,H) is in E(Fi+2), then u ∈ V (C).
Let F1 be a cycle containing x1. Suppose we already have Fi. Let L be an arbitrary component of
G−Fi, and let CL be a cycle of Fi−Fi−1 such that GL = G[V (L)∪V (CL)] is 2-connected (if i = 1, then
set CL = F1). If xi ∈ V (L), then let xL = xi; otherwise let xL be an arbitrary vertex of L. By Lemma
5.8, GL has a finite cactus FL containing CL and xL such that for every component H of GL − FL,
there is a cycle C of FL other than CL such that GL[V (H) ∪ V (C)] is 2-connected. Now let
Fi+1 = Fi ∪
⋃
{FL : L is a component of G− Fi}.
It follows that xi ∈ V (Fi), Fi ≤ Fi+1, and for every component H of G − Fi+1, there is a cycle C of
Fi+1 − Fi such that G[V (H) ∪ V (C)] is 2-connected. Moreover, by the construction above, if an edge
uv ∈ EG(Fi+1,H) is in E(Fi+2), then u ∈ V (C).
Let F =
⋃∞
i=1 Fi. Clearly
⋃∞
i=1 V (Fi) = V (G) and thus F E G. By Lemma 5.9, F is a faithful
spanning cactus of G.
5.3 Proof of Theorem 5.2
We need some additional lemmas concerning the Cartesian product of graphs. In the following lemma,
we review the graph G as its first copy in the Cartesian product GD.
Lemma 5.10. Let G be an infinite locally finite graph and D be a finite connected graph. Then
G ≤F GD.
Proof. Let G′ = GD. For a vertex v ∈ V (G′), we use σ(v) to denote the corresponding vertex of G
(i.e., v is a copy of σ(v)). Let α′ ∈ Ω(G′) and R′ = u′1u
′
2 . . . be a ray of G
′ contained in α′. We will
find a ray R of G with R ∈ α′. Let u1 = σ(u
′
1). Suppose we already define ui. Let j be the maximum
integer with ui = σ(u
′
j), and let ui+1 = σ(u
′
j+1). It is easy to see that R = u1u2 . . . is a ray of G and
R ≈G′ R
′, and thus R ∈ α′.
Now let R1, R2 be two rays of G with R1 ≈G′ R2. We will show that R1 ≈G R2. Let S be a finite
subset of V (G), and S′ be union of the copies of S. Thus S′ ⊆ V (G′) is finite, and there is a component
H ′ of G′ − S′ such that R1, R2 have tails in H
′. It follows that H ′ = HD for some component H of
G− S. This implies that H contains tails of both R1, R2. Therefore R1 ≈G R2, and G ≤
F G′.
Lemma 5.11. Let G be an infinite locally finite graph, F ≤ G, and D be a finite connected graph. If
F ≤F G, then FD ≤F GD.
Proof. By Lemma 5.10, F ≤F FD and G ≤F GD. By Lemma 4.1 and the fact F ≤F G, F ≤F
GD. Again by Lemma 4.1, FD ≤F GD.
Lemma 5.12. Let G be an infinite locally finite graph, D be a finite connected graph, G′ = GD. Let
α be an end of G and α′ be an end of G′ with α ⊆ α′. Then d(α′) = d(α)|V (D)|.
Proof. Let k = d(α), n = |V (D)|, and let R be the set of k vertex-disjoint rays in α. It follows that
for each ray R ∈ R there are n copies of R in G′. Note that the copes of two vertex-disjoint rays are
vertex-disjoint. Thus α′ contains at least kn vertex-disjoint rays of G′, i.e., d(α′) ≥ kn.
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Suppose now that d(α′) > kn. By Lemma 3.3, there is a finite set S′ ⊆ V (G′) such that for every
finite set T ′ ⊆ V (G′) with S′ ⊆ T ′, |ZG′(C(T
′, α′))| > kn. Let S be the set of vertices in G that has
some copies in S′. Let T ⊆ V (G) be a finite set with S ⊆ T , and let T ′ be the set of vertices that are
copies of vertices in T . Thus |ZG′(C(T
′, α′))| > kn. Clearly C(T ′, α′) = C(T, α)D. It follows that
every edge in E(T ′, α′) is the copy of an edge in E(T, α). This implies |ZG(C(T, α))| > k. By Lemma
3.3, d(α) > k, a contradiction.
Lemma 5.13. Let G be an infinite even cactus. Then (1) GK2 has a Hamiltonian curve; and (2)
every end of GK2 has degree 2.
Proof. (1) Set G′ = GK2. For an arbitrary finite set S
′, let S be the set of vertices in G that have
some copies in S′. It follows that G has a finite sub-cactus F containing S. By Lemma 5.6, FK2 is
Hamiltonian, implying that S′ is contained in a finite cycle of G′. By Theorem 3.1, G′ has a Hamiltonian
curve.
(2) For every finite set S ⊆ V (G), G has a finite sub-cactus F with S ⊆ V (F ). Let D be the
subgraph of G induced by
V (F ) ∪ {v ∈ V (G) : v is contained in some cycle C of G such that V (C) ∩ V (F ) 6= ∅}.
Then for every component H of G−F , |NG(H)| = 1. By Lemma 3.3, every end of G has degree 1. By
Lemma 5.12, every end of GK2 has degree 2.
Now we prove Theorem 5.2.
Proof. Let G be an infinite 3-connected cubic graph. By Lemmas 4.1, 5.3 and 5.4, G has a faithful
spanning even cactus F . By Lemma 5.11, FK2 E
F GK2.
By Lemma 5.13, FK2 has a Hamiltonian curve and every end of FK2 has degree 2. By Theorem
2.1, GK2 has a Hamiltonian circle.
6 Prisms of squares of graphs
In [15], Kaiser et al. also proved the following theorems concerning the prisms of squares of graphs and
prisms of line graphs.
Theorem 6.1 (Kaiser et al. [15]). If G is a finite connected graph, then G2K2 is Hamiltonian.
Theorem 6.2 (Kaiser et al. [15]). If G is a finite 2-connected line graph, then GK2 is Hamiltonian.
In the following two sections, we will extend the two results to Hamiltonian circles. Before doing
this, we first introduce a concept semi-cactus.
A semi-cactus is a connected graph G such that
(1) the maximum degree ∆(G) ≤ 4;
(2) every block of G is either a cycle or a K2; and
(3) every vertex is contained in one or two blocks of G.
Similarly as the case of cactus, we can see that every d-vertex of a semi-cactus G is either of degree 1
or of degree 2 and contained in a cycle. If G1, G2 are two disjoint semi-cactus and v1, v2 are d-vertices
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of G1, G2, respectively, then the graph G obtained from G1 ∪G2 by identifying the two vertices v1, v2
is also a semi-cactus. The semi-cactus G is even if each cycle of G is even.
Let v be a vertex of G. The cleaving of u amounts to replacing the vertex u with two new vertices
u1, u2, making each edge incident with u incident with exactly one of u1, u2, and adding a new edge
eu = u1u2. Note that cleaving is the reverse of edge contraction.
Lemma 6.1. Let G be a finite even semi-cactus, then GK2 is Hamiltonian.
Proof. Let u be an arbitrary vertex with dG(u) = 4, let NG(u) = {v1, w1, v2, w2} such that vi, wi are
contained in a cycle, i = 1, 2. We cleave u such that ui is adjacent to vi, wi for i = 1, 2. Let G
′ be
the graph obtained from G by cleaving each vertex of G with degree 4 as above. Then G′ is an even
cactus. By Lemma 5.6, G′K2 has a Hamiltonian cycle C
′. For the edge eu obtained by cleaving a
vertex u with dG(u) = 4, the two copies of eu in G
′K2 form an edge-cut of G
′K2. This implies that
C ′ passing through both copies of eu. Now let C be the cycle obtained from C
′ by contracting the
copies of each added edge eu with dG(u) = 4. It follows that C is a Hamiltonian cycle of GK2.
Similarly as Lemma 5.13, we have the following properties of semi-cacti.
Lemma 6.2. Let G be an infinite even semi-cactus. Then (1) GK2 has a Hamiltonian curve; and
(2) every end of GK2 has degree 2.
A rooted spanning tree T of a graph G is normal if the two vertices of every edge in E(G) are
comparable in the tree-order of T . The normal rays of T are those starting at the root of T . From the
following lemma, one can see that a normal spanning tree of G is faithful to G.
Lemma 6.3 (Diestel [7]). If T is a normal spanning tree of G, then every end of G contains exactly
one normal ray of T .
One can see that the normal spanning tree has a nice property for the infinite graphs. From the
following theorem, we can always find a normal spanning tree in infinite locally finite connected graphs.
Theorem 6.3 (Jung [14]). Every infinite countable connected graph has a normal spanning tree.
Recall that the k-th power of a graph G is the graph obtained from G by adding an edge between
each two vertices with distance at most k in G.
Lemma 6.4. For any infinite locally finite connected graph G and an integer k ≥ 1, GEF Gk.
Proof. Clearly GEGk. Suppose that R1, R2 are two rays of G with R1 ≈Gk R2. Let S ⊆ V (G) be an
arbitrary finite set, and set S′ = S ∪NGk(S). Clearly S
′ is finite, and thus there is a component C ′ of
Gk − S′ that contains tails of both R1 and R2. For any two vertices u, v ∈ V (G)\S
′ with uv ∈ E(Gk),
G has a path P connecting u, v of length at most k. Since both u, v have distance more than k from
S, V (P ) ∩ S = ∅. It follows that u, v are connected in G − S. This implies that all vertices in V (C ′)
are contained in a common component C of G−S. Thus C contains tails of both R1 and R2, implying
that GEF Gk.
Lemma 6.5. Let G be an infinite locally finite connected graph, let {Di}
∞
i=1 be a sequence of finite sets
of finite connected subgraphs of G. Set D =
⋃∞
i=1Di and D =
⋃
D. Suppose that
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(1) V (G) =
⋃
D∈D V (D) (i.e., D EG);
(2) if j ≥ i+ 2, then
⋃
Di and
⋃
Dj are disjoint;
(3)
⋃
D1 is connected, and for every Dj+1 ∈ Dj+1, there is a unique Dj ∈ Dj such that V (Dj+1) ∩
V (Dj) 6= ∅;
(4) for every component H of G−
⋃
(
⋃j
i=1Di), there is a unique Dj+1 ∈ Dj+1 with V (Dj+1)∩V (H) 6= ∅.
Then D EF G.
Proof. We define a sequence of finite subgraphs F = {F1, F2, . . .} such that Fj =
⋃
(
⋃2j−1
i=1 Di). By
conditions we see that Fj is connected, Fj ≤ Fj+1 and
⋃
F = D.
Let H be a component of G − Fj . We will show that ND(H) is connected in Fj − Fj−1 (or F1 if
j = 1). Let D2j be the unique graph in D2j with V (D2j)∩V (H) 6= ∅, and let D2j−1 be the unique graph
in D2j−1 with V (D2j) ∩ V (D2j−1 6= ∅. It follows that ND(H) ⊆ V (D2j−1). Since Fj−1 =
⋃
(
⋃2j−3
i=1 Di),
V (D2j−1) ∩ V (Fi−1) = ∅, i.e., D2j−1 ≤ Fj − Fj−1. Since D2j−1 is connected, we see that ND(H) is
connected in Fj − Fj−1. By Lemma 5.9, D E
F G.
Theorem 6.4. If G an infinite locally finite connected graph, then G2K2 has a Hamiltonian circle.
Proof. By Theorem 6.3 and Lemma 6.3, G has a faithful spanning tree T . For every u ∈ V (G), let
N+(u) be the set of sons of u in T , and d+(u) = |N+(u)| (so d+(u) = dT (u) if u is the root, and
d+(u) = dT (u)− 1 otherwise). We will assign an order on N
+(u), and use θ(u) to denote the first son
of u.
For every u with d+(u) 6= 0, we define a finite subtree Tu of T rooted at u, and a spanning even
semi-cactus Du of T
2
u as follows. Set N
+(u) = {v1, v2, . . . , vd} and N
+(v1) = {w1, w2, . . . , wd1}, where
v1 = θ(u), d = d
+(u) and d1 = d
+(v1).
(a) If d = 1, then let Tu = T [{u, v1}] and Du = Tu.
(b) If d ≥ 3 is odd, then let Tu = T [{u} ∪N
+(u)], and Du be the cycle uv1v2 . . . vdu.
(c) If d = 2 and d1 = 0, then let Tu = T [{u} ∪N
+(u)], and Du be the path uv1v2.
(d) If d ≥ 4 is even and d1 = 0, then let Tu = T [{u} ∪N
+(u)], and Du consist of the edge uv1 and the
cycle v1v2 . . . vdv1.
(e) If d ≥ 2 is even and d1 ≥ 1 is odd, then let Tu = T [{u} ∪ N
+(u) ∪ N+(v1)] and Du be the cycle
uw1w2 . . . wd1v1v2 . . . vdu.
(f) If d = 2 and d1 ≥ 2 is even, then let Tu = T [{u} ∪ N
+(u) ∪ N+(v1)] and Du consist of the cycle
uw1w2 . . . wd1v1u and the edge v1v2.
(g) If d ≥ 4 is even and d1 ≥ 2 is even, then let Tu = T [{u} ∪N
+(u) ∪N+(v1)] and Du consist of the
two cycles uw1w2 . . . wd1v1u and v1v2 . . . vdv1.
Note that all vertices but θ(u) are d-vertices of Du, and if θ(u) is a c-vertex of Du, then N
+(θ(u)) ⊆
V (Tu). Let D1 = {Du1}, where u1 is the root of T , and for i = 1, 2, . . ., let
Di+1 = {Dv : d
+(v) 6= 0 and v is a leaf of Tu with Du ∈ Di}.
Set D =
⋃∞
i=1Di and D =
⋃
D. Note that every vertex is contained in at most two graphs in D, and
if a vertex v is contained in two graphs in D, then v is a d-vertex of them. We can see that D is a
spanning even semi-cactus of T 2.
Note that for every Dv ∈ Dj+1, there is a unique Du ∈ Dj with V (Dv) ∩ V (Du) 6= ∅, and for every
component H of T 2 −
⋃
(
⋃j
i=1Di), there is a unique Dv ∈ Dj+1 with V (Dv) ∩ V (H) 6= ∅. By Lemma
6.5, D EF T 2.
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By Lemma 6.4, T EF T 2 and GEF G2. Since T EF G, by Lemma 4.3, T EF G2, and by Lemma 4.1,
T 2 EF G2. Again by Lemma 4.1, D EF G2. By Lemma 5.11, DK2 E
F G2K2. By Lemmas 6.1, 6.2
and Theorem 2.1, G2K2 has a Hamiltonian circle.
7 Prisms of line graphs
In this section we extend Theorem 6.2 to infinite graphs. Let G be an infinite locally finite graph and
G = L(G) be the line graph of G (i.e., V (G) = E(G) and two edges of G are adjacent in G if and only if
they are adjacent in G). Let R be a ray of G, we set λ(R) = L(R). So λ(R) is an induced ray of G. Now
let R = e1e2 . . . be a ray of G, we define a ray λ
′(R) as follows: First let R′ = e′1e
′
2 . . . be an induced
ray of G such that e′1 = e1, and for i = 1, 2, . . ., let ej be the last vertex along R with e
′
iej ∈ E(G), and
let e′i+1 = ej+1. Now let R = λ
′(R) be the ray of G such that R′ = λ(R).
By definitions we can see that λ′(λ(R)) = R for every ray R of G, and λ(λ′(R)) ≈G R for every ray
R of G.
Lemma 7.1. Let G be an infinite locally finite connected graph and G = L(G).
(1) If R1, R2 are two rays of G, then R1 ≈G R2 if and only if λ(R1) ≈G λ(R2).
(2) If R1,R2 are two rays of G, then R1 ≈G R2 if and only if λ
′(R1) ≈G λ
′(R2).
Proof. (1) Suppose first that R1 ≈G R2. Let S ⊆ V (G) be arbitrary finite, and let S be the set of
vertices of G that incident to some edges in S. Then S is finite. It follows that there is a component
H of G− S that contains tails of R1, R2. Let R
′
1, R
′
2 be tails of R1, R2 contained in H. Clearly L(H)
is connected in G − S. Let H be the component of G − S containing L(H). It follows that H contains
both λ(R′1), λ(R
′
2), which are tails of λ(R1), λ(R2), respectively. Therefore λ(R1) ≈G λ(R2).
Suppose now that R1 6≈G R2. Let S ⊆ V (G) be finite such that R1, R2 has tails in distinct
components of G − S. Let Hi be the component of G − S containing a tail of Ri, i = 1, 2. Let S be
the set of edges that incident to some vertices in S. Then S is finite. Clearly L(H1) and L(H2) are not
connected in G − S. It follows that λ(R1), λ(R2) has tails in distinct components of G − S. Therefore
λ(R1) 6≈G λ(R2).
(2) The assertion can be deduced by (1) and the fact that λ′(λ(R)) = R for every ray R of G, and
λ(λ′(R)) ≈G R for every ray R of G.
When concerning more than one graph, we use a subscript to denote the associated graph of the
maps λ, λ′ (i.e., λG/λ
′
G for the maps between the sets of rays of G and L(G), and λF /λ
′
F for that of F
and L(F )).
Lemma 7.2. If F ≤F G, then L(F ) ≤F L(G).
Proof. Set G = L(G) and F = L(F ). Clearly F is an induced subgraph of G, λG(R) = λF (R) for every
ray R of F , and λ′G(R) = λ
′
F (R) for every ray R of F .
Let R be a ray of G (so λ′G(R) is a ray of G). Since F ≤
F G, F has a ray R with R ≈G λ
′
G(R).
Now λG(R) = λF (R) is a ray of F , and by Lemma 7.1, λG(R) ≈G λG(λ
′
G(R)). Since R ≈G λG(λ
′
G(R)),
we have λG(R) ≈G R.
Now let R1,R2 be two rays of F with R1 ≈G R2. By Lemma 7.1, λ
′
G(R1) ≈G λ
′
G(R2). Since
F ≤F G, and λ′G(R1) = λ
′
F (R1), λ
′
G(R2) = λ
′
F (R2) are two rays of F as well, we have λ
′
F (R1) ≈F
17
λ′F (R2). Again by Lemma 7.1, λF (λ
′
F (R1)) ≈F λF (λ
′
F (R2)). Recall that R1 ≈F λF (λ
′
F (R1)) and
R2 ≈F λF (λ
′
F (R2)). We have R1 ≈F R2. This implies that F ≤
F G.
Let G be a graph, let U be a partition of V (G) such that each set U ∈ U is finite, and let G = G/U
be the quotient graph. For every ray R = v1v2 . . . of G, we define a ray ρ(R) = U1U2 . . . as follows: Let
U1 be the set in U containing v1. For i = 1, 2, . . ., let vj be the last vertex along R that contained in
Ui, and let Ui+1 be the set in U containing vj+1.
Now for the case that G[U ] is finite connected for every U ∈ U , we define a ray ρ′(R) of G for
every ray R of G. We first assign every U ∈ U with a spanning tree TU of G[U ]. For every set U ∈ U ,
we choose one vertex in U as its representative; and for every edge U1U2 ∈ E(G), we choose one edge
in EG(U1, U2) as its representative. For a ray R = U1U2 . . . of G, let u1 be the representative of U1,
viui+1 be the representative of UiUi+1, and Pi be the unique path of TUi between ui and vi. Then
ρ′(R) = u1P1v1u2P2v2 . . . is a ray of G.
By definitions we can see that ρ′(ρ(R)) ≈G R for every ray R of G, and ρ(ρ
′(R)) = R for every ray
R of G. When concerning more than one graph, we use a subscript to denote the associated graph of
the maps ρ, ρ′.
Lemma 7.3. Let G be a graph, let U be a partition of V (G) such that G[U ] is finite connected for each
set U ∈ U , and let G = G/U .
(1) If R1, R2 are two rays of G, then R1 ≈G R2 if and only if ρ(R1) ≈G ρ(R2).
(2) If R1,R2 are two rays of G, then R1 ≈G R2 if and only if ρ
′(R1) ≈G ρ
′(R2).
Proof. (1) Suppose first that R1 ≈G R2. Let S ⊆ V (G) be arbitrary finite, and let S =
⋃
S. Then
S ⊆ V (G) is finite. It follows that there is a component H of G − S that contains tails of R1, R2.
Recall that each U ∈ U induces a finite connected subgraph of G. The subgraph H of G induced by
{U ∈ U : U ⊆ V (H)} is connected in G − S. Let R′1, R
′
2 be tails of R1, R2 contained in H. Since H
contains all U with U ∩ V (R′i) 6= ∅, H contains a tail of ρ(Ri), i = 1, 2. It follows that ρ(R1) ≈G ρ(R2).
Suppose now that R1 6≈G R2. Let S ⊆ V (G) be finite such that R1, R2 has tails in distinct
components of G − S. Let Hi be the component of G − S containing a tail of Ri, i = 1, 2. Set
S = {U ∈ U : U ∩ S 6= ∅}. So S is a finite subset of V (G). Clearly any two set U1 ⊆ V (H1) and
U2 ⊆ V (H2) are not connected in G − S. It follows that ρ(R1), ρ(R2) has tails in distinct components
of G − S. Therefore λ(R1) 6≈G λ(R2).
(2) The assertion can be deduced by (1) and the fact that ρ′(ρ(R)) ≈G R for every ray R of G, and
ρ(ρ′(R)) = R for every ray R of G.
Lemma 7.4. Let G be a graph, and let U be a partition of V (G) such that G[U ] is finite connected for
each set U ∈ U . Let F be a spanning subgraph of G, and V be a subdivision of U such that for each
V ∈ V, F [V ] is a component of G[U ] for some U ∈ U . Set G = G/U and F = F/V. If F EF G, then
L(F) ≤F L(G).
Proof. Let R be an arbitrary ray of L(G). Then λ′G(R) is a ray of G and ρ
′
G(λ
′
G(R)) is a ray of
G. Since F EF G, there is a ray R of F with R ≈G ρ
′
G(λ
′
G(R)). Clearly λG(ρG(R)) = λF (ρF (R)),
implying that λG(ρG(R)) is a ray of L(F). By Lemma 7.1 and 7.3, ρG(R) ≈G ρG(ρ
′
G(λ
′
G(R))), and
λG(ρG(R)) ≈L(G) λG(ρG(ρ
′
G(λ
′
G(R)))). SinceR ≈L(G) λG(ρG(ρ
′
G(λ
′
G(R)))), we have λG(ρG(R)) ≈L(G) R.
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Now let R1,R2 be two rays of L(F) with R1 ≈L(G) R2. We will show that R1 ≈L(F) R2. By
Lemmas 7.1 and 7.3, we have ρ′G(λ
′
G(R1)) ≈G ρ
′
G(λ
′
G(R2)). For i = 1, 2, set
Si = {v ∈ V (G) : there is an edge U1U2 of G with U1U2 ∈ V (Ri) such that v ∈ U1 ∪ U2}.
Clearly V (ρ′F (λ
′
F (Ri))) ⊆ Si, implying that V (λG(ρG(ρ
′
F (λ
′
F (Ri))))) ⊆ V (Ri) ∪ NL(G)(Ri). It fol-
lows that λG(ρG(ρ
′
F (λ
′
F (Ri)))) ≈L(G) Ri. Recall that λG(ρG(ρ
′
G(λ
′
G(Ri)))) ≈L(G) Ri. By Lem-
mas 7.1 and 7.3, ρ′F (λ
′
F (Ri)) ≈G ρ
′
G(λ
′
G(Ri)). Thus we have ρ
′
F (λ
′
F (R1)) ≈G ρ
′
F (λ
′
F (R2)). Since
F EF G, ρ′F (λ
′
F (R1)) ≈F ρ
′
F (λ
′
F (R2)). Again by Lemmas 7.1 and 7.3, λF (ρF (ρ
′
F (λ
′
F (R1)))) ≈L(F)
λF (ρF (ρ
′
F (λ
′
F (R2)))). Recall that Ri ≈L(F) λF (ρF (ρ
′
F (λ
′
F (Ri)))), i = 1, 2, we have R1 ≈L(F) R2.
Therefore L(F) ≤F L(G).
Lemma 7.5. Let G be an infinite locally finite graph, and F be the graph obtained from G by removing
some pendant vertices. Then F ≤F G.
Proof. The assertion is deduced by the fact that for every ray R of G, all but at most the first vertex
and edge of R are contained in F .
An essential cut-edge of graph G is one whose removal products at least two non-trivial components.
Note that L(G) is 2-connected if and only if G has no essential cut-edge.
Lemma 7.6. Let G be an infinite locally finite connected graph such that
(1) every block of G is either a cycle or a K2 (i.e., G contains no Θ-graph);
(2) if a vertex v is not contained in a cycle, then all but at most two neighbors of v are pendant.
Then L(G) has a faithful spanning even semi-cactus.
Proof. Suppose first that G has no K2-block. Choose an arbitrary edge uv ∈ E(G). We cleave u to
u1, u2 such that u1 adjacent to v and u2 is adjacent to all other neighbors of u. Let F be obtained
from the resulting graph by removing the edge u1u2. Then F satisfies the conditions (1)(2) and has a
K2-block. Moreover, by Lemma 7.4 (take U as one set {u1, u2} together will all singletons consist with
a vertex in V (G)\{u}), we see that L(F )EF L(G). Thus, it sufficiency to consider the case that G has
some K2-blocks.
Let B be the set of blocks of G and U be the set of c-vertices of G. We define a graph T on B ∪ U
such that for any B ∈ B and u ∈ U , Bu ∈ E(T ) if and only if u ∈ V (B). Clearly T is a tree, and we
take a K2-block as the root of T . We assign an orientation to each cycle of G, and for each u ∈ U ,
we assign an order to N+(u) (the set of sons of u in T ) in such a way that the cycle-blocks always
appear before the K2-blocks, and the K2-blocks which are essential cut-edges always appear before the
pendant edges.
Let B ∈ B which is not the root. We define some associated vertices uB , vB , wB , edges εB , ǫB , and
blocks ΦB, ΨB as follows. Let vB be the father of B in T . If B is the first son of vB , then let ΦB be
the father of vB ; otherwise let ΦB be the son of vB that exactly elder than B. If ΦB is a K2, then let
uB be the vertex of B other than vB ; if ΦB is a cycle, then let uB be the predecessor of vB on ΦB. Let
εB = uBvB . If B is a K2, then let wB be the vertex of B other than vB ; if B is a cycle, then let wB be
the successor of vB on B. Let ǫB = vBwB. If B is a cycle and wB is contained in a cycle other than
B, then let ΨB be the first son of wB (which is a cycle-block by our order on N
+(wB)); otherwise ΨB
is not defined.
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Note that the root of T is ΦB of at most two blocks B, and its edge is ǫB of at most two blocks
B. Apart from this, every block is ΦB of at most one block B, and is ΨB of at most one block B, and
every edge is εB of at most one block B, and is ǫB of at most one block B.
Now we define a finite subgraph GB of G and a spanning even semi-cactus DB of L(GB) as follows.
(a) If both B and ΦB are K2’s, then GB consists of B and all K2-blocks attached to vB .
(b) If B is a K2 and ΦB is a cycle, then GB consists of B and εB .
(c) If B is a cycle, ΦB is a K2 and ΨB does not exist, then GB consists of B and all K2-blocks attached
to some vertex in V (B).
(d) If both B and ΦB are cycles and ΨB does not exist, then GB consists of B, εB and all K2-blocks
attached to some vertex in V (B)\{vB}.
(e) If B is a cycle, ΦB is a K2 and ΨB exists, then GB consists of B, ΨB and all K2-blocks attached to
some vertex in V (B) ∪ V (ΨB).
(f) If both B and ΦB are cycles and ΨB exists, then GB consists of B, εB , ΨB and all K2-blocks attached
to some vertex in V (B) ∪ V (ΨB)\{vB}.
Note that εB is always contained in GB , and if an edge e 6= εB is contained in GB , then the block
containing e is also contained in GB .
If B is a K2, then GB is a star. For this case let DB be a Hamiltonian path of L(GB) between
εB and ǫB . For the case B is a cycle, noting that B ∪ ΨB (or B if ΨB does not exist) is a dominating
closed trail of GB , both L(GB) and L(GB)− εB are Hamiltonian. If |E(GB)| is even, then let DB be a
Hamiltonian cycle of L(GB); if |E(GB)| is odd, then let DB consists of εBǫB and a Hamiltonian cycle
of L(GB)− εB .
Let B1 = {B : εB is the root of T }; and for i = 1, 2, . . ., let
Bi+1 = {B : εB ∈ E(GB′) for some B
′ ∈ Bi and B is not contained in GB′′ for any B
′′ ∈ Bi}.
Set Gi = {GB : B ∈ Bi}, G =
⋃∞
i=1 Gi, Di = {DB : B ∈ Bi}, D =
⋃∞
i=1Di and D =
⋃
D. By definition
we see that every edge e of G is contained in at most two graphs in G, and if e is contained in two
graphs in G, say GBi ∈ Gi and GBi+1 ∈ Gi+1, then e = εBi+1 . Clearly D E L(G).
We can see that for every block Bi+1 ∈ Bi+1, there is a unique graph Bi ∈ Bi such that E(GBi+1)∩
E(GBi) 6= ∅. In fact GBi is the graph that containing ΦB, and E(GBi+1) ∩E(GBi) = {εB}.
Recall that the root of T is a c-vertex of graphs in D1. We claim that if an edge is contained in
two graphs in D, then it is a d-vertex of both graphs. Suppose e is a c-vertex of DB . Then either both
B and ΦB are K2’s, and e is in a K2-block attached to vB other than B and ΦB; or B is a cycle and
e = ǫB. If both B and ΦB are K2’s, and e is in a K2-block attached to vB other than B and ΦB, then
vB is not contained in a cycle; otherwise GB /∈ G. If e is a essential cut-edge of G, then so is ǫB by
our order on N+(vB), and vB has three neighbors which are c-vertices of G, a contradiction. Thus we
have that e is a pendant edge of G, implying that e 6= εB′ for any block B
′ ∈
⋃∞
i=1 Bi. Suppose now
that B is a cycle and e = ǫB . In this case ΨB is the only possible block B
′ with e = εB′ . But now B
′ is
contained in GB and GB′ /∈ G. In both case e is contained in exactly one graphs in D, as we claimed.
We can see that D is a spanning even semi-cactus of L(G).
Note that D1 consists of exactly one or two graphs, and if |D1| = 2, then they are common to the
root of T . For every DBi+1 ∈ Di+1, there is a unique DBi ∈ Di with V (DBi+1) ∩ V (DB1) 6= ∅, and for
every component H of L(G)−
⋃
(
⋃j
i=1Di), there is a unique DBi+1 ∈ Di+1 with V (DBi+1)∩V (H) 6= ∅.
By Lemma 6.5, D EF L(G).
20
Theorem 7.1. Let G be an infinite locally finite graph. If L(G) is 2-connected, then L(G)K2 has a
Hamiltonian circle.
Proof. By condition G has no essential cut-edge. Let V1 be the set of vertices of degree 1 in G,
and let G′ = G − V1. Thus G
′ is 2-edge-connected. By Lemma 7.5, G′ ≤F G, and by Lemma 7.2,
L(G′) ≤F L(G).
For a vertex u ∈ V (G′) with dG′(u) ≥ 4, we cleave u such that each of u1, u2 is adjacent to at least
two neighbors of u. Moreover, we can always do this in such way the the added edge u1u2 is not a
cut-edge. We repeatedly do this on every vertex of degree at least 4. So the resulting graph G′′ is a
2-edge-connected subcubic graph (and thus, is 2-connected). Every vertex u ∈ V (G′) is cleaved to a
tree Tu in G
′′ (Tu is trivial if dG′(u) ≤ 3). Set U = {V (Tu) : u ∈ V (G
′)}. Then G′ = G′′/U .
By Lemma 5.4, G′′ has a faithful spanning cactus F ′′. Let V be a subdivision of U such that for
each V ∈ V, F ′′[V ] is a component of G′′[U ] for some U ∈ U . Let F ′ = F ′′/V. By Lemma 7.4,
L(F ′) ≤F L(G′).
Note that every V ∈ V induces a tree of F ′′. For each two set V1, V2 ∈ V, V1, V2 are separable by
an edge-cut of size k in F ′′ if and only if they are separable by an edge-cut of size k in F ′. Moreover,
if V ∩ V (B) 6= ∅ for some cycle-block of F ′′, then V is contained in some cycle of F ′. It follows that
every block of F ′ is either a K2 or a cycle, and if a vertex V of F
′ is not contained in a cycle-block,
then dF ′(V ) ≤ 2.
Set UV = {{V ∈ V : V ⊆ U} : U ∈ U}. It follows that every set of UV is an independent set of F
′
and F ′/UV E G
′. Let e be an arbitrary vertex of G that not contained in F ′/UV . Then e is incident
to at least one vertex u ∈ V (G′). Let V be a vertex of F ′ with V ⊆ V (Tu). We attach the edge e
to V (i.e., e will be a pendant edge). Let F be the graph obtained from F ′ by attaching all edges in
E(G)\E(F ′/UV). Thus L(F ) E L(G), and all attached edges are pendant in F . By Lemma 7.5 and
Lemma 7.2, L(F ′) ≤F L(F ).
Recall that every block of F is either a K2 or a cycle. For any vertex V of F
′ that is not contained
in a cycle, V has at most two neighbors in F ′, and all vertices in NF (V )\NF ′(V ) is pendant in F . It
follows that all but at most two neighbors of V are c-vertices of F . By Lemma 7.6, there is an even
semi-cactus D with D EF L(F ).
By Lemma 4.1, and the fact L(G′) ≤F L(G), L(F ′) ≤F L(F ), L(F ′) ≤F L(G′), we have L(F ) ≤F
L(G). Since L(F )EL(G), L(F )EF L(G). By Lemma 4.1, and the fact DEF L(F ), we have DEF L(G).
By Lemma 6.2 and Theorem 2.1, G has a Hamiltonian circle.
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