In this work we look back into the proof of the PCP Theorem, with the goal of finding new proofs that are "more combinatorial" and arguably simpler. For that we introduce the notion of an assignment tester, which is a strengthening of the standard PCP verifier, in the following sense. Given a 2. Our second construction is a "standalone" combinatorial construction showing N P ⊆ P CP [polylog, 1]. This implies, for example, that approximating max-SAT is quasi-NP-hard. This construction relies on a transformation that makes an assignment tester "oblivious": so that the proof locations read are independent of the statement that is being proven. This eliminates, in a rather surprising manner, the need for aggregation in a crucial point in the proof.
statement and an alleged proof for it, while the PCP verifier checks correctness of the statement, the assignment-tester checks correctness of the statement and the proof. This notion enables composition that is truly modular, i.e., one can compose two assignment-testers without any assumptions on how they are constructed. A related notion was independently introduced in [Ben-Sasson et. al. STOC 04] .
We provide a toolkit of (non-trivial) generic transformations on assignment testers. These transformations may be interesting in their own right, and allow us to present the following two main results:
1. The first is a new proof of the PCP Theorem. This proof relies on a rather weak assignment tester given as a "black box". From this, we construct combinatorially the full PCP. An important component of this proof is a new combinatorial aggregation technique (i.e., a new transformation that allows the verifier to read fewer, though possibly longer, "pieces" of the proof). An implementation of the black-box tester can be obtained from the algebraic proof techniques that already appear in [4, 10] . Obtaining a combinatorial implementation of this tester would give a purely combinatorial proof for the PCP 
Introduction
The PCP Theorem is a characterization of the class NP that was discovered in the early 90's [2, 1] , following an exhilarating sequence of results, including [13, 3, 14, 19, 5, 4, 10] to list just a few. It has had tremendous impact, most notably it lies at the heart of virtually all inapproximability results, starting with the seminal work of [10] .
A language L is in NP if there is a polynomial-time algorithm (verifier) that can verify whether an input is in the language, with the assistance of a proof, called the NP witness. The PCP Theorem says that every NP witness can be rewritten in a "PCP" format that allows ultra-efficient (probabilistic) checking. Hence the name, Probabilistically Checkable Proofs.
More concretely, the PCP verifier is an algorithm that is given random access to a proof, and also a logarithmic number of random coins. The verifier reads the input, tosses the random coins, and then decides which (constant number of) bits to read from the proof. Based on the content of these bits, the verifier decides whether to accept or reject. The PCP Theorem asserts the existence of a polynomial-time verifier for any L ∈ N P such that:
• (Completeness) For every x ∈ L there is a proof that causes the verifier to always accept.
• (Soundness) For every x ∈ L, every proof causes the verifier to reject with probability 0.9 over its coin tosses.
Let us fix the NP-language L in our discussion to be (circuit) satisfiability (SAT). For every fixed outcome of the random coin tosses of the verifier, the verifier's action can be described by specifying which (constant number of) bits are read from the proof, along with the acceptance predicate over these bits. Enumerating over all possible random coin tosses, one gets a list of R = 2 O(log n) = n O (1) constantsize predicates (described, say, via circuits) over Boolean variables representing the bits in the proof. Thus, the verifier can be thought of as a deterministic polynomial-time reduction algorithm whose input is a Boolean circuit ϕ of size n (denoted |ϕ| = n), and whose output is a list of R = n O(1) circuits ψ 1 , . . . , ψ R over new variables, such that the following holds:
• (Completeness) If ϕ is satisfiable, then there is an assignment that satisfies all of ψ 1 , . . . , ψ R .
• (Soundness) If ϕ is unsatisfiable, then every assignment satisfies at most an 0.1 fraction of ψ 1 , . . . , ψ R .
This result is already non-trivial for |ψ i | = o(n), but in fact holds for |ψ i | = O (1) . Indeed, the discovery of this theorem was extremely surprising. The proof is not an easy one, and combines many beautiful and influential ideas.
Overall Goals
Acknowledging the importance of the PCP Theorem, we look back into its proof, with the goal of finding proofs that are substantially different and desirably also simpler. We note that while the statement of the PCP Theorem is purely "combinatorial", the original proof of [2, 1] is heavily based on algebra: low degree polynomials play a crucial role. Therefore, of particular interest to us is coming up with proofs of "combinatorial" nature. In that we were influenced by the view that such combinatorial proofs, albeit more messy, are sometimes more intuitive (or at least may shed new intuition). We also note that such new proofs and constructions have the potential of implying new results, unknown with previous techniques. A recent example is the combinatorial construction of expander graphs and the subsequent construction of the so called lossless expanders [17, 8] .
Composition and Recursion. We first tackle a major ingredient in the original proof, namely the use of composition. The idea is natural. A given verifier reduction may possibly be improved by applying another (inner) verifier reduction to each one of ψ 1 , . . . , ψ R , replacing each ψ i with a system Υ i of even smaller circuits.
Unfortunately, this simplistic composition has a consistency flaw. It is likely that the resulting system of circuits i Υ i be completely satisfiable, even if the original circuit ϕ is unsatisfiable. Indeed each one of the ψ i 's could be individually satisfiable, as it is only impossible to satisfy more than 0.1 of them by the same assignment. Since Υ 1 , . . . , Υ R are outcomes of independent runs of the second verifier reduction, they are defined over syntactically disjoint sets of variables. This makes it easy to combine inconsistent assignments (each satisfying one ψ i ) into an assignment that satisfies all of Υ i .
In the proof of [2, 1] , this difficulty was overcome by having the second verifier utilize the concrete structural details of the circuits ψ 1 , . . . , ψ R output by the first verifier, and relying on ingenious consistency mechanisms of algebraic nature.
In search of a simpler and more modular approach to composition, we introduce a natural strengthening of the PCP verifier that we call assignment tester. Intuitively, an assignment tester does not only verify satisfiability, but rather satisfiability by a specified assignment (given as oracle). This will provide an alternative and simple way of ensuring consistency in the context of PCP composition.
Assignment testers. An assignment tester is a polynomialtime reduction algorithm, whose input is a circuit ϕ over a set of variables X, and whose output is a list of polynomially many significantly-smaller circuits Ψ = {ψ 1 , . . . , ψ R } over both X and auxiliary variables Y . The guarantee of the reduction (for a complete definition see Definition 3.1) is that for every possible assignment a : X → {0, 1},
• (Completeness) If a satisfies ϕ, then there is an extension of a, namely an assignment b for Y , such that all of ψ 1 , . . . , ψ R are satisfied by a ∪ b.
• (Soundness) If a is far from any satisfying assignment for ϕ then every extension of a to Y can satisfy at most 10% of ψ 1 , . . . , ψ R .
Thus, even if ϕ is satisfiable, but not by anything close to a, then 90% of ψ 1 , . . . , ψ R must reject any extension of a. An intuitive way to understand the difference between a standard PCP verifier and an assignment-tester is the following. Given a statement (a predicate ϕ claimed to be satisfiable) and an alleged proof for it (an assignment for X), the verifier checks that the statement is correct. In contrast, the assignment-tester checks that the proof is correct. A related notion was independently introduced by Ben-Sasson et. al. [7] , see further discussion below.
With this notion, we proceed to (easily) prove a composition theorem that is truly modular. The main idea is the following: Previously, relations between ψ i and ψ j (for i = j) were lost upon reduction to Υ i and Υ j . Now, all of the R reductions (each reducing ψ i to the system Υ i ) are correlated through having to refer to the same assignment for X. To carry out this intuition, we give a generic transformation of any assignment-tester into a 'robust' one (we discuss this notion below). Once the first (outer) assignment-tester is robust, the naive composition is trivially sound.
Our Contributions
To be able to discuss our results, let us first briefly state the parameters of assignment testers. Let R be the number of circuits output by the assignment-tester, and let s upper bound their size. There are three additional parameters: the query complexity q (how many variables are queried by each circuit), the error-probability ε (what fraction of the circuits may erroneously accept on a "no" input; ε = 0.1 in the above discussion), and the distance parameter δ (what distance of the input assignment from a satisfying assignment should make the tester reject). For simplicity, we will ignore the three last parameters in most of the following discussion, with the implicit understanding that any mention of an assignment-tester means constant q, ε and δ.
New Proofs of Versions of the PCP Theorem
As we discuss below, this paper provides a variety of transformations on assignment testers, complementing the generic composition theorem already mentioned above. Armed with this "toolkit" of transformations, we consider various ways of composing assignment testers with the goal of reproving the PCP Theorem. We now elaborate on two results we obtain in this manner.
An assignment tester with s = n (recall that s is the size of the circuits produced by the assignment tester reduction) is completely trivial (letting the output equal the input). Nevertheless, we prove that given an assignment-tester with s = n 0.99 , we can get s all the way down to a constant. The idea of the construction is to use the given assignment-tester as a building-block, and to compose it with itself. The output circuits will have size n 0.99 , n (0.99) 2 , n (0.99) 3 , and so on, n (0.99) t after t compositions. So taking t = log log n results in a polynomially long list of constant size circuits. However, since the composition step roughly sums up the error probabilities of the two components, going beyond a constant number of composition steps requires an additional ingredient. This is where we incorporate several of the assignment-tester transformations mentioned above, to achieve error reduction. Particularly, we employ a new combinatorial aggregation technique (namely, introducing new 'aggregate' variables which represent -tuples of old variables).
To date, the only known way of constructing our building-block assignment tester is by using algebraic techniques (for example, such an assignment tester can be con-structed via techniques already present in [4, 10] 1 ). Coming up with a combinatorial construction for such an assignment tester would yield a completely combinatorial proof of the PCP Theorem. We view this as an interesting direction for further research.
Next, we present a combinatorial construction of an assignment tester, which is quasi-polynomial. It gives a combinatorial proof for N P ⊆ P CP [polylog, 1] and implies, for example, that approximating Max-3-SAT is quasi-NPhard.
Theorem 1.2 (Informal Statement)
There exists an explicit combinatorial construction of an assignment tester with R = n poly log n and s = O(1).
This construction does not rely on any algebraic techniques, rather it is based on recursive applications of our combinatorial transformations. In particular the construction relies on a transformation that makes an assignment tester "oblivious": so that the proof locations read are independent of the statement that is being proven. This eliminates, in a rather surprising manner, the need for aggregation in a crucial point in the proof.
The starting point is the previous construction, again relying on log log n steps of composition and recursion. However, to compensate for the lack of a powerful buildingblock, the main idea is to construct it ourselves, recursively. Thus the main step involves constructing an assignment tester with s = n α (for some constant α < 1) relying on recursion.
We note that this construction makes use of a constantsize assignment tester (i.e., an algorithm that is only required to work on inputs of size ≤ n 0 ) to facilitate the composition. As in a similar situation in [17] , such an object can be obtained via an exhaustive search over a constant range. However, the only proofs for its existence that we know of, rely on previous constructions of PCP verifiers. Instead, we can take the constant-size assignment tester needed by the construction to be an instantiation (for constant size inputs) of extremely inefficient constructions such as a Long-code based assignment-tester [6] .
Combinatorial Transformations on Assignment Testers
As the above description of our constructions indicates, our main technique is perhaps the most basic technique in computer-science, namely recursion. This is implemented through the basic composition of a relatively weak assignment-tester with a (strong) assignment tester of smaller size that is inductively constructed. Particularly, the composition theorem mentioned above gives a way for reducing the circuit size (s) of an assignment tester (from s 1 or s 2 to s 1 • s 2 ).
We study several generic transformations on assignment testers that serve to improve various other parameters. We describe combinatorial methods to reduce the error probability, the query complexity, and the distance parameter. While these transformations are required for our constructions to work, we believe they are interesting in their own right. In particular, they provide tradeoffs that allow us to focus our attention on the important parameters of an assignment tester (e.g., it allows us to focus on constructing assignment testers with constant error and constant distance parameter).
Robustness. We mentioned above that for our generic composition theorem to work, the first (outer) assignment-tester needs to be converted into a 'robust' one. This means that in the 'no' case, not only do 1 − ε fraction of the circuits ψ 1 , . . . , ψ R reject, but moreover they 'strongly' reject in that their input is at least δ-far from any satisfying input. We show a simple generic transformation taking every assignment tester into a robust one, where the robustness parameter is inversely related to the number of variables queried, q. Loosely, the transformation goes as follows: given the output ψ 1 , . . . , ψ R of the tester, construct a revised output ψ 1 , . . . , ψ R over new variables that are supposed to be the error corrected version of the old variables. Each ψ i simply decodes its input variables and applies ψ i on the decoded variables. Our transformation uses an off-the-shelf error-correcting code and its efficiency depends on standard parameters of the code (essentially on its distance, its rate and the complexity of decoding codewords).
We note in passing that [7] have the same notion of robustness. Rather than giving a generic transformation taking every assignment-tester into a robust one, they work with assignment-testers that are already robust (and indeed they name these objects 'Robust PCP of Proximity'). The rather subtle difference between our definitions is further discussed in Section 7.
Distance reduction. The only new parameter of assignment testers, not already used by PCP verifiers is their distance parameter. We provide a generic method for strengthening assignment-testers so that they identify smaller deviations from satisfying assignments. This transformation comes at a fair cost in other parameters. The main idea is the following: On input circuit ϕ, over Boolean variables X, encode X with amplified distance, and let ϕ be the corresponding circuit (that first decodes its input and then applies ϕ). Now, apply the original assignment tester on ϕ (instead of ϕ).
Error reduction with aggregation. It is easy to reduce the error probability of an assignment tester by repetition: replace Ψ = {ψ 1 , . . . , ψ R } by ANDs of all possible -tuples of circuits in Ψ. This reduces the error-probability from ε to ε but causes an -fold increase in the number of queried variables. We cannot afford such an increase, as it hurts the effective 'robustness' of the assignment tester, a crucial property for composition. We avoid this increase through aggregation (or alternatively, parallelization). That is, the introduction of new variables to represent -tuples of previous ones. Our new method of aggregation is purely combinatorial.
The original proof of the PCP theorem also contains an aggregation method, based on sophisticated algebraic techniques. One disadvantage of their method is that it causes a blowup in the domain of the variables, by a factor of at least log |X|, which cannot be afforded in our context. In contrast, our combinatorial aggregation increases the variables by a factor independent of |X|. On the other hand, our combinatorial aggregation introduces |X| new variables, even if we are only interested in the values of some t possible -tuples. This is much worse than the poly( , |X| , t) new variables and tests, introduced by the algebraic aggregation. Nevertheless, this blow-up is tolerable in our context as we only care about = O(1) (since we only plan on reducing error from one constant to another).
The main idea of our aggregation is the following: when reading -tuples of variables, to simulate the AND of circuits we are faced with the difficulty that the assignment to the -tuples may not be consistent with any assignment to the original variables. This problem is exactly what makes the proof of Raz's parallel repetition theorem [16] so challenging. Nevertheless, in our context, we can tolerate a more modest drop in the error probability than in [16] , and can afford adding a constant (independent of ) number of queries. So our main idea is the following: simply add a few queries directly aimed at testing the consistency of the -tuples of variables. This simple idea results in a significantly simpler analysis. In particular, a sufficiently good consistency test was already provided by Goldreich and Safra [11] . We give direct and simple analysis of essentially the same test.
Related Work
We have already mentioned that Ben-Sasson et. al. [7] independently introduced an object called "PCP of Proximity" which is essentially the same as our assignment tester. The work of [7] shows connections of these objects to locally testable codes and therefore the results of this paper seem relevant in this context as well. We further discuss this in Section 7.
The notion of assignment testers is very related to the area of property testing. In fact, both assignment testers and PCPs of Proximity can be viewed as a special case of more general definitions given by Ergun, Kumar and Rubinfeld [9] , in the context of proof-assisted testing. To the best of our knowledge, the connection to the construction of PCPs has not been explored in the past. The connection of assignment testers to property testing is elaborated upon in Section 7.
As we discussed above, the motivation for defining assignment testers lies in the desire to obtain simple and modular composition of PCPs. This goal was already explored in the past. In particular, Szegedy [20] derived a syntactic composition theorem for abstractions of PCPs based on many valued logics.
Preliminaries
As in the original proof of the PCP theorem [2, 1] , error correcting codes are a very useful tool for our proof. However, unlike the original proof, we do not rely on algebraic properties of the codes nor do we require the codes to be locally testable. The relevant parameters of the code in our case are rather generic: these are its rate, its distance, and the circuit complexity of verifying and decoding legitimate codewords. We call this last task, "codeword decoding". In the next lemma we give the parameters of the codes that will imply the most elegant version of our results. As we discuss in the full version, such codes are easy to come by (and have explicit combinatorial constructions based on the combinatorial construction of Expander Graphs in [17] ). We also note that much weaker codes still imply our main results.
Lemma 2.1 There exists a polynomial time computable family of codes
such that e w (·) generates a code with minimum distance w and such that Linear circuit size for codeword decoding For every w there exists a circuit C w of size O(w) that takes as input strings z in the range of e w and outputs y such that z = e w (y) if such a string y exists and ⊥ otherwise. Furthermore, the circuit C w can be uniformly constructed in time poly(w).
Assignment Testers and their Composition
In this section we introduce the assignment tester, which is an enhancement of the PCP verifier. As discussed in the introduction, the motivation for assignment testers is in the rather simple and natural way two assignment testers compose. This property is very appealing as composition is a major ingredient in the proof of the PCP Theorem.
Like the PCP verifier, an assignment tester reduces an input circuit ϕ over variables X into a list of output circuits ψ 1 , . . . , ψ R . The main difference is that the completeness and soundness conditions of an assignment tester are with respect to a specific assignment for X, rather than with respect to the general satisfiability of ϕ. Loosely, an assignment tester doesn't just check that the input is satisfiable, but rather that the input is satisfied by a specified assignment.
This simplifies composition by eliminating consistency issues altogether. Recall that the main idea of composition is to improve a given verifier reduction by applying another (inner) verifier reduction to each one of ψ 1 , . . . , ψ R , replacing each ψ i with a system Υ i of even smaller circuits. By feeding the same assignment to each of the parallel runs of the inner reduction, all of the systems Υ i directly refer to satisfiability by the same single assignment.
An important parameter, inherent to an assignment tester, is its distance parameter. In the soundness condition, it is unreasonable to require that in case the assignment for X is not satisfying, a sizeable fraction of ψ 1 , . . . , ψ R reject. If we wish each ψ i to read only a constant number of bits, most ψ i 's won't be sensitive to a single bit flip turning a satisfying assignment into an unsatisfying one. Thus, we only require that if the assignment is δ-far (i.e., of relative Hamming distance δ) from every satisfying assignment, then an 1 − ε fraction of ψ 1 , . . . , ψ R must reject. The parameter δ > 0 is the distance parameter of the assignment tester, and it should be at least inversely proportional to the number of variables (unless we are willing to compromise on the detection probability 1 − ε being subconstant).
In subsection 3.1 we give the formal definition of an assignment tester. In subsection 3.2 we state and prove a simple composition theorem of assignment testers. We consider additional transformations on assignment testers in Section 4. In Section 7, we shortly discuss the relation between PCP testers and property testers.
Defining Assignment-Testers
We denote Boolean circuits by ϕ, ψ, etc., and refer to the predicate computed by the circuit by the same name. We say that an assignment is δ-far from satisfying a circuit ϕ, if its relative Hamming distance from every satisfying assignment for ϕ is at least δ.
Definition 3.1 (Assignment-Tester) An
Assignment-Tester with parameters (R, s, q, ε, δ) is a reduction algorithm whose input is a Boolean circuit ϕ of size n over Boolean variables X. The algorithm outputs a system of R(n) Boolean circuits Ψ = {ψ 1 , . . . , ψ R } each of size ≤ s(n) over X and auxiliary variables Y such that,
• The running time of the algorithm is polynomial in n and R(n).
• Each ψ i depends on q(n) variables from X ∪ Y . The variables in Y take values in an alphabet Σ, and are accessible to ψ i as a tuple of w(n) = log |Σ| bits 2 . • For every a : X → {0, 1}, 
This definition should be compared to the standard notion of a PCP verifier. The PCP verifier can be defined as a reduction algorithm precisely as above, but there are two differences. One is superficial in that the PCP verifier produces circuits that only depend on (new) Y variables. The main difference is in the completeness and soundness conditions which in the case of the PCP verifier are defined as follows:
that satisfies all of ψ 1 , . . . , ψ R .
[Soundness:] If ϕ is unsatisfiable, then for every as-
Every assignment tester reduction is also a PCP verifer reduction. To see for example that the soundness condition carries over, observe that if the input ϕ is unsatisfiable, then any a : X → {0, 1} is (δ = 1)-far from all (non-existent) satisfying assignments. Thus it cannot be extended with b so as to satisfy more than ε of ψ 1 , . . . , ψ R .
The converse is not necessarily true since in an arbitrary PCP verifier reduction we have no control over the dependence of ψ 1 , . . . , ψ R on X. Interestingly, the original proof of the PCP theorem implicitly constructs assignment-testers rather than just PCP verifiers.
Composition of Assignment Testers
We now revisit the composition of PCPs, discussed earlier, in light of the new notion of assignment-testers. Let ϕ be a Boolean circuit over variables X. We apply an (outer) assignment-tester reduction on input ϕ, to obtain a list of circuits ψ 1 , . . . , ψ R1(n) over X and auxiliary variables Y . Next we would like to run R 1 (n) independent copies of another (inner) assignment-tester on each of the ψ i 's to replace it with a list Υ i of even smaller circuits (over X, Y and additional auxiliary variables Z i ). This simple composition works, provided that the outer assignment-tester has an additional, very natural, "robustness" property. We show a simple way to transform any assignment-tester (in fact, any PCP reduction) into a robust one. Therefore, we obtain a simple way of composing assignment-testers, which we describe in this section.
The robustness property needed for the outer assignment-tester guarantees that if the input is unsatisfiable, not only do γ = 1 − ε fraction of the output circuits reject, but in fact they are far from being satisfied. In other words, they 'strongly reject'. We show a generic way to transform an arbitrary assignment-tester into a robust one: Simply replace each variable in X, Y with a collection of bits that are supposed to be an encoding via some error correcting code e of the value of the variable. The circuits should be modified accordingly.
It is important to note that the error correcting code e we use to obtain the robustness property is not part of the definition of an assignment-tester but rather part of the proof of the composition theorem. Furthermore, a feature of this transformation is that e, defined in Lemma 2.1, is quite a generic error correcting code. We do not rely on algebraic properties of e nor require it to be locally testable.
Figure 1. Composing A 1 and A 2
Theorem 3.1 (Composition) There exists some constants c 1 , c 2 such that, let A 1 , A 2 be two assignment-testers with parameters (R 1 , s 1 , q 1 , ε 1 , δ 1 ) and (R 2 , s 2 , q 2 , ε 2 , δ 2 ) respectively. If δ 2 ≤ 1 c2·q1 then one can construct an assignment tester A 3 with parameters (R 3 , s 3 , q 3 , ε 3 , δ 3 ) such that: (Let n = c 1 · s 1 (n) denote the size of the input of A 2 )
The parameters of A 3 in Theorem 3.1 are essentially the best one could hope for when using composition of the sort discussed above.
Due to lack of space we omit the proof. The only nontrivial step in the proof is a "robustness" transformation, as briefly discussed above.
Transformations on Assignment Testers
As discussed in the introduction, part of our contribution is providing several transformations on assignment testers. For lack of space in this version we omit all details on these transformations, and only provide the formal statement of two of these transformations. The first transformation, reduces the distance of an assignment tester, Lemma 4.1 (Distance Reduction) There exists a positive constantδ such that for every 0 < δ ≤ δ ≤δ, given an assignment-tester A with parameters (R, s, q, ε, δ) we can construct an assignment-tester A with the same ε, with distance parameter δ , and such that,
Note that both the size of the new circuits s and the number of queries q contain an additive term of O( 1 δ log 1 ε ). This seems acceptable as it is not hard to show that both s and q must be Ω( 1 δ log 1 ε ) by the definition of assignment testers and lower bounds on the query complexity of hitters.
The second, more involved, transformation simultaneously reduces two parameters: the error-probability, and the query complexity. This is natural due to the tradeoff between error and query-complexity: One can easily reduce the error by adding more queries, and vice versa. 
The PCP Theorem -An Alternate Proof
In this section we give a new proof for the PCP theorem [2, 1] . Our proof involves composition, and a combination of the combinatorial transformations of Section 4, applied on a 'weak' assignment-tester, that is assumed to be given: Theorem 5.1 (Weak Tester) For some constants β > 0, c 1 and q β , there exists an assignment tester A β with the following parameters (R(n) = n c1 , s(n) = O(n 1−β ), q(n) = q β , ε(n) = 0.1, δ(n) = 0.1).
Such an assignment tester (and even stronger) can be constructed, for example, by relying on algebraic techniques already present in [4, 10] . In particular, by taking a low-degree-extension with a constant number of dimensions (as done in one step of [15] ). It is interesting to note that although an assignment-tester seems stronger than just a verifier, all known constructions give the stronger object.
Our main theorem in this section follows, The PCP theorem now follows as an immediate corollary. The naive approach for proving Theorem 1.1 is to compose A β with itself log log n times. Starting with an input circuit of size n, the output circuits have size n 1−β , (n 1−β ) 1−β = n (1−β) 2 , and so on n (1−β) i at step i. Therefore, the circuit size of the output circuits is constant for i = O(log log n). While already achieving non-trivial parameters, this construction does not quite give the PCP Theorem. The reason has to do with the error probability, or its complement the detection probability (γ = 1 − ε). The detection probability becomes γ 1 γ 2 · · · γ i = (γ β ) log log n = O(1/ log n), rather than constant as we would like. Our proof of Theorem 1.1 will have the same general structure as in the naive approach but with a more elaborate recursive step. With each composition (which, as discussed above, increases the error of the assignment tester), we will reduce back the error using three operations: error and distance reductions and a composition with a constant size assignment tester (this last assignment tester can also be obtained form Theorem 5.1). For lack of space in this version, we are only able to give a high level sketch of the proof:
Building-block testers and their parameters. The proof considers three testers: (1) The tester A itself (that is constructed recursively), (2) A α which is essentially the assignment tester we assume as a black box (A α can be obtained by applying our generic transformations to A β ), and finally (3) A 0 -a constant size assignment tester, namely an assignment tester that is only guaranteed to work when applied to inputs smaller than some constant n 0 (it is essentially obtained by instantiating A α ). The parameters of these testers are summarized by the following table:
Name system-size (R) circuit-size (s) q
With these building blocks the recursive construction of A proceeds as follows: If |ϕ| ≤ n 0 , A just runs A 0 . Otherwise, we describe the algorithm A via several 'intermediate' transformations (A I ⇒ A IIa ⇒ A IIb ⇒ A IIc = A): A will run A IIc on ϕ.
A Combinatorial Construction
In this section we describe a fully combinatorial construction of assignment testers with parameters R = n poly log n and s = O(1). This implies a combinatorial proof for N P ⊆ P CP [polylog, 1]. Although not as strong as the PCP-Theorem, such a result still implies quite powerful results, for example that approximating Max-3-SAT is quasi-NP-hard.
In the construction of the assignment tester A, we follow the recursion style of Section 5. Namely, we compose an assignment tester A α that produces circuits of size n O(α) , with a recursive call to A itself on circuits of this size. We then reduce the error of the resulting tester to maintain the induction hypothesis. The main difference, is that here we can no longer assume the existence of A α as a black box that is given to the construction. We will therefore have to construct A α ourselves and this will also be done using a recursive call to A. The quasi-polynomial size is the result of the two recursive calls, one with inputs of size n 1−α and the other with inputs of size n 3α , and in addition the costs of the error-reduction steps. All of these imply a recursion formula, essentially of the form, R(n) = (R(n 1−α ) · R(n 3α )) O(1) which solves to 2 poly log n .
We note that, for the base of the induction, we rely on a given constant-size tester (playing the same role as A 0 of Section 5). For that we can rely even on extremely inefficient constructions of PCPs like the one based on the Longcode [6] . (As mentioned earlier, the constant-size assign-ment tester can also be found via exhaustive search but its existence is only guaranteed through some explicit proof.)
We now give a more detailed overview of the construction through an analogous construction of error correcting codes. This will also allow us to introduce a new desired property of assignment testers that lies at the heart of our new construction, namely we discuss the notion of oblivious assignment testers.
Sketch of Construction
Consider the following recursive construction of (the encoding transformation of an) error correcting codes with polynomial rate and relative distance 1/3, based on tensor-product of codes: At the base of the induction use a simple and inefficient code such as the Hadamard code. For longer, n-bit inputs, first put the input in a √ n× √ n matrix. Now, recursively encode each row, the result is a skewed matrix (with longer rows). Then, by additional recursive calls, encode each column of the new matrix. Finally, as the relative distance has slightly deteriorated by this process (and is now 1/9), one can use simple transformations, to amplify the relative distance back to 1/3.
In the context of assignment testers, the construction will be more delicate as follows: At the base case, use the inefficient assignment tester. On a larger input ϕ of size n, the first step will be to decompose ϕ into the disjunction of n 3α smaller circuits i ϕ i . (This is analogous to decomposing the input of the error correcting codes into √ n rows). Now we would like to apply the assignment tester A recursively on each one of the ϕ i 's. As we have seen in the proof of Theorem 3.1, composing assignment testers in this form only works if the first (outer) assignment-tester is robust. We will therefore convert the sequence {ϕ i } into a robust one {ϕ i }. Next, apply A recursively on each of ϕ i , denoting the output by ψ i,1 , . . . , ψ i,R1 , where each ψ i,k has constant size. Think of this sequence as the i's row of a new very skewed matrix (just as in the case of the error correcting codes). At this point, we will turn each column k into a new circuit ψ k = i ψ i,k . These circuits have size O(n 3α ), as they are composed of n 3α circuits of size O (1) .
Let us fix our attention on the transformation ϕ ⇒ {ψ k }. This transformation defines our desired "black-box assignment tester" A α from Section 5 as it indeed produces circuits of size n O(α) . It is also not hard to intuitively argue why A α is sound, say as a PCP verifier: in the case that ϕ is not satisfiable then any assignment will be far from satisfying one of the ϕ i 's, which means that for some i, many of the ψ i,k 's will not be satisfied, which finally implies that many of the ψ k 's will not be satisfied. To complete the construction we compose A α , with another recursive call to A (analogous to applying the recursion again on the columns). Finally, we reduce the error of the resulting tester (analogous to increasing the relative distance in the case of codes).
In the informal description above, we have ignored one delicate point, which we now want to draw attention to: It is true that the tester A α above produces circuits ψ k , of size n O(α) as desired. However, in the general case, the query complexity of A α is also n O(α) . This means that the "effective robustness" of A α is extremely low and the composition with the recursive call to A will fail miserably. Nevertheless, we will argue that in a special case where A is "oblivious" the inputs of all the ψ i,k 's can be clustered into larger, n O(α) -bit long, variables, such that each ψ k depends only on a constant number of those larger variables. This is a crucial idea for the construction to work. Definition 6.1 An assignment tester A transforming a circuit ϕ to circuits ψ 1 , . . . , ψ R(n) , is called oblivious if the variables read by ψ k depend on |ϕ| but not on ϕ.
Note that the predicate evaluated by each ψ k may certainly depend on ϕ and not only on |ϕ|.
What if A is not oblivious? Luckily, it is not hard to turn every assignment tester into an oblivious one: Lemma 6.1 There exists some constant c 1 > 0, such that any assignment tester A can be made into an oblivious assignment tester A , and the parameters of A are equal to A's parameters computed on input size n = n · (log n) c1 . Furthermore, on an n-bit input, A only needs to invoke A on one n -bit input.
Discussion and Further Research
We have introduced the notion of assignment testers and provided a simple and truly modular composition theorem for testers. We feel that it is beneficial to state even the original proof of the PCP Theorem via assignment testers, as their composition seems to us simpler and more natural. In addition, we provided various generic transformations for assignment testers: (1) Making assignment testers "robust" (implicit in the proof of the composition theorem). (2) Reducing the distance parameter. (3) Error reduction via a new method of combinatorial aggregation.
Our first construction of assignment testers (given in Section 5) provides a new proof of the PCP theorem. It relies on the existence of a relatively weak assignment tester which is provided as a black-box. One advantage of this construction over the original proof of the PCP-Theorem is that the algebraic building block requires only the algebraic techniques which are already present in [4, 10] (in particular, it only needs a weak form of the low-degree test, and it does not use aggregation via low-degree curves). More importantly, the algebraic techniques are confined to the construction of the black-box. The way the black-box was constructed can then be forgotten and we only care about its parameters. Finally, we only use a building-block PCP of one particular kind (as opposed to the original proof which also used Hadamard-based PCP). This is made possible through using a non-constant number of composition steps (to which our composition theorem readily yields itself). On the other hand, one may also consider the super-constant number of recursive steps to be a disadvantage. It is indeed harder to know "what's going on" by such a construction and particularly to track how the final variables relate to the original ones.
Our second construction is fully combinatorial, and it only relies on standard objects such as expander graphs (apart of the constant-size tester, which is also not hard to construct). In this respect the construction is even simpler (even though the combinatorial part of the construction is somewhat more complicated). The major disadvantage is of course the quasi-polynomial size. We note however that such a result has similar applications to those of the PCP Theorem (basing hardness of approximation on the still highly conservative assumption that NP is not contained in quasi polynomial time).
On the Robustness Property We mentioned above that a very related notion to assignment testers was independently introduced by Ben-Sasson et. al. [7] , where it was named 'Robust PCPs of Proximity'. Interestingly, their motivation was completely different, namely constructing efficient PCPs and locally testable codes, yet they came up with essentially the same object. The one difference between the two definitions is that the notion of [7] , includes as part of the definition the robustness property that we implicitly consider as part of our composition theorem. In [7] , this choice is indeed necessary for their construction. Although, this could have been a valid choice in our case as well, we decided to opt for a definition which is closer to a standard PCP. This way, the importance of the query complexity as the effective measure of robustness is emphasized. In particular, it seems more natural to state and prove the aggregation theorem, a central ingredient of our work, in terms of query complexity. Nevertheless, as [7] demonstrates the usefulness of having the robustness property as an explicit parameter, it could be interesting to study how our transformations on assignment testers (and related ones), behave in terms of this parameter.
On PCP-Testers and Property Testing
The notion of assignment testers is very related to the area of property testing [18, 12] , and we were most likely inspired by property testing in coming up with this notion. The output circuits of an assignment tester defines a test that an assignment is close to being a satisfying assignment of a circuit ϕ. Thus the object being tested is the assignment (hence the name 'assignment tester'), and ϕ is a description of the tested property (usually, in property testing this is a fixed property such as graph connectivity). Of course, the main difference from standard property testing is that assignment testers also rely on a proof (the assignment of the new variables) in order to perform the testing. This is a special case of the notion of proof-assisted-testing of Ergun, Kumar and Rubinfeld [9] .
Adding proofs to property testing allows extremely efficient testing of any property computable in polynomial time (as observed in [7] , this easily extends to properties in NP). Every such property can be tested by reading only O(1) bits of an object X and a proof Y . This can loosely be interpreted as saying that every property has a highly-testable representation. While being a very powerful statement, it is also a flat one as it does not distinguish between different properties. In some sense, it reemphasizes that the richness of property testing is as a study of specific representations. 3
Locally Testable-Codes An interesting aspect of our construction, especially of the fully combinatorial one, is that we do not make any real use of locally-testable codes (apart of the constant size tester). Nevertheless, as was shown in [7] , assignment testers easily imply locally-testable codes (and also a weak form of locally-decodable codes). The focus of [7] was to get short locally-testable codes. Our Theorem 1.2 implies the first combinatorial construction of locally testable codes with subexponential (in fact even quasipolynomial) rate.
Further Research
The most obvious problem left open by this work, is coming up with a combinatorial proof of the PCP theorem. This would be the ultimate goal of this line of research. By the results of this paper, the problem reduces to constructing assignment testers with q = O(1), s = n α and R = poly(n). One may also hope to give an elementary construction for the constant-size testers used by the combinatorial constructions. Nevertheless, the known constructions based on Hadamard or Long codes are already rather simple (especially comapared to other parts of the proof of the PCP-Theorem). Finally, one may hope to further simplify our constructions, possibly by unfolding the recursive arguments and focusing on the new way of encoding the assignment, implicit in the constructions.
