Optical microscopy is a simple, yet essential, imaging technology. Conventional laboratory-grade optical microscopes are bulky and costly, confining their use to within laboratory settings and restricting their accessibility in regions of limited resources. With the aim of overcoming these limitations, we have realized a portable, low-cost, and highly automated optical microscope that integrates mass-manufactured components, including light-emitting diodes, a web camera, optical disk drives, and a microcontroller. Our implementation is capable of bright-field and fluorescence imaging with micrometer-scale resolution and controlled mechanical actuation of both the lens and sample. We interface the lighting, image capture, and mechanical actuators of the microscope into a single software environment, enabling automation of common microscope operations, such as image focusing and large-area sample visualization. Combination of mechanical actuation and software automation into a compact, low-cost microscope system is an important initial step toward the goal of making optical microscopy universally accessible, portable, and easy to use. © 2012 Optical Society of America OCIS codes: 180.5810, 180.2520.
Optical microscopy is a centuries-old imaging technology that is now indispensable for a wide range of fields, including medical diagnostics, biological sciences, and materials research. The basic components of an optical microscope include a light source, a series of lenses, a mechanical stage to hold and move a sample, and viewing ports, either for direct visual inspection through an eyepiece or image capture using a camera. Conventional laboratory-grade microscopes also incorporate a large support base, a precision mechanical stage with a wide range of motion, and a turret of high-end objective lenses to permit variable magnification. These additional features enable versatile, high-quality imaging in a stable environment, but also yield microscope systems that are bulky and costly. Lack of portability confines their use to within centralized laboratories and high cost limits their accessibility in areas of limited resources, such as rural regions or developing countries.
One way to realize low-cost and portable microscope systems is to use inexpensive light-emitting diodes (LEDs) and lenses in a streamlined, simplistic design that enables basic sample visualization by a user [1] [2] [3] . With the wide availability of cameras integrated onto cell phones, it is also possible to build compact microscopes directly on mobile devices. This was first demonstrated by attaching a large objective lens and LEDs onto a cell phone camera, which was then used to perform bright-field and fluorescence imaging of microbacterial samples [4] . Lens-free computational microscopy, an imaging technique capable of micrometer-scale resolution over a wide, millimeter-scale field of view (FOV), has also been shown to be amenable to low-cost, portable architectures and has been implemented both on a cell phone [5] [6] [7] and as a stand-alone field-portable unit [8, 9] . A common feature of microscope implementations that strive for low-cost and portability is the absence of a precision mechanical stage, meaning that a user must manually position a sample both along the axial direction to obtain a focused image and in the transverse plane to find a region of interest. While manual actuation of samples is feasible for microscope systems that possess large, millimeter-scale FOV, it becomes challenging for systems that possess high magnification and small, micrometer-scale FOV.
Our goal is to integrate inexpensive lighting and digital imaging capabilities with optical disk drive technology to create a high-resolution microscope system that is low-cost, portable, and capable of controlled mechanical movements. We exploit two components common to all optical disk drives: a highaperture lens mounted on an electrically controlled, two-dimensional coil actuator and a linear onedimensional translation stage driven by an electrically controlled stepper motor. By using the highaperture lens as a movable objective lens and reconfiguring two linear translation stages into a two-dimensional mechanical stage, components of a microscope system are realized that enable controlled movement of both the lens and sample. We combine these components with LED illumination and a web camera to create a highly versatile microscope system capable of bright-field and fluorescence imaging, using either reflection or transmission modes. To fully exploit the electrical addressability of the coil actuator and stepper motors, we use an inexpensive microcontroller to interface the actuator and motors into a software environment, which then enables fully automated focusing and FOV translation. We develop an algorithm to automatically perform sequential image focusing, image capture, and FOV translation, yielding a collection of partially overlapped images that are subsequently stitched together to generate a high-resolution composite image over a large region of interest. While the concept of automatic focusing and image stitching is not new [10] , this is the first implementation of such a concept in a low-cost and portable microscope system, to the best of our knowledge. By integrating controlled mechanical actuation and software automation into a compact microscope unit constructed entirely from mass-manufactured components, we believe we are taking the first steps toward truly ubiquitous, fully automated, and highly functional optical microscopy.
The central component of the microscope system is an optical pickup unit extracted from a compact-disk optical disk drive (ASUS S400). The optical pickup unit consists of a plastic, light-tight enclosure containing a laser diode, a beam splitter, a high-aperture lens mounted on a two-dimensional electrically addressable coil actuator, and a photodiode. Under normal operational conditions, light from the laser diode is re-directed by the beam-splitter and focused by the lens onto a disk. Light reflected from the disk is collimated by the lens, passes through the beam splitter, and is measured by the photodiode. Optimal focusing of the lens is achieved by fine, micrometerscale adjustments of the vertical and horizontal lens position using the coil actuator. In recent years, there has been increasing interest in using the optical and mechanical components integrated into optical pickup units for imaging and sensing applications [11] [12] [13] [14] [15] [16] . Here, we adapt an optical pickup unit by replacing the laser diode with an LED and the photodiode with a standard web camera (Logitech Webcam C160) that interfaces with a computer through a USB connection. The camera has a pixel resolution of ≃4.5 μm∕pixel and is positioned approximately 3 cm above the lens. LEDs are a particularly suitable illumination source due to their low cost, robustness, mechanical stability, long operational lifetimes, and availability in a wide range of emission wavelengths spanning the UV, visible, and infrared. The LED is held by a self-aligning compression fit and can be easily interchanged with another LED to provide tailored illumination conditions for a particular sample. Bright-field imaging is achieved by illuminating a sample using a white LED, and fluorescence imaging is achieved by using a UV LED and a fluorescence filter. To enable transmission imaging, we create an armature attachment to the optical pickup unit holding a condenser lens and a LED below the sample holder, aligned to the optical axis of the optical pickup unit. Similar to the LED mount in the optical pickup unit, the attachment holds a LED by a compression fit and can be easily interchanged with another LED. The adapted, compact optical pickup unit, as shown in Fig. 1(a) , now constitutes the optical components of a microscope system, where the objective lens is controllable along the z and x directions with a minimum spatial resolution of approximately 0.2 μm, the LED illumination sources can be easily interchanged, and the configuration is amenable for both transmission-and reflection-mode imaging. Microscopic imaging is achieved by positioning a sample at the focal plane of the objective lens. The focal length and working distance of the lens are approximately 2.7 and 0.1 mm, respectively, and the lens has a numerical aperture of 0.45.
We next create a two-dimensional mechanical stage, as shown in Fig. 1(b) , using two linear translation stages extracted from optical disk drives. Each linear translation stage consists of an electrically addressable stepper motor, motor attachments, sliding rails, and a support frame. We mount one of the translation stages above and perpendicular to the other stage, spacing the stages by posts attached to the support frames. The adapted optical pickup unit is mounted onto the upper translation stage, and a custom-machined sample holder is mounted onto the lower translation stage. The stepper motors of the translation stages are capable of 20 steps per revolution and a 150 μm linear increment for each step, enabling coarse, submillimeter translations of the optical pickup unit along the x direction and the sample along the y direction, over a range of approximately 3 cm.
Interfacing the lighting, motion, and image capture components of the microscope into a single software environment enables automated, hands-free operation and intercommunication between the different functions of the microscope through software. The web camera is directly connected to a computer using a USB connection. Both the operation of the camera and analysis of the captured images are performed using software written in the MATLAB programming language. We use an inexpensive, commonly available microcontroller board (Arduino MEGA 2560 with ATMEL ATmega 2560 MCU) to interface the coil actuator, stepper motors, and LEDs with a computer. The circuit driving the coil actuator consists of a 12 bit high-precision four-channel digital-to-analog converter (Burr-Brown, DAC7624P) and two high current amplifiers (Burr-Brown, OPA547T), enabling the microcontroller to drive the coil actuator simultaneously along two directions. The circuit driving the stepper motors consists of two integrated circuits (Texas Instruments, L293D) mounted on a motor shield (ladyada.net motor shield), enabling the microcontroller to drive the two stepper motors. The LEDs are driven by a digital-to-analog converter, which is controlled by the microcontroller. The microcontroller is then connected to a computer using a USB connection, enabling all the components driven by the microcontroller to be controlled using software written in MATLAB. Altogether, the degree of illumination, relative position of the lens and sample, and image capture functions are all controlled via a computer using a software script written in a single programming language.
The complete microscope system, shown in Fig. 2 , possesses three-dimensional control of the relative position of the lens and sample. The lens has fine position control along the z and x directions, the optical pickup unit has coarse position control along the x direction, and the sample has coarse position control along the y direction. The entire microscope system has a weight of <1 kg and volume footprint of 12 cm × 12 cm × 12 cm. The major components of ) , and a motor shield (≃20 USD∕ unit). The total cost of the hardware used to create the prototype is <150 USD. It should be noted that the operation of the microscope requires a computing device with software (either in the form of a computer, laptop, or possibly, a smart phone), which drives up the cost of implementation and affects the portability of the overall system.
The FOV of the microscope system is characterized by imaging a calibration slide consisting of rulings spaced by 10 μm. Images of the calibration slide using white-light illumination in either transmission [ Fig. 3(a) ] or reflection [ Fig. 3(b) ] mode reveal an FOV ≃ 180 μm × 140 μm. The FOV is smaller than that achieved by laboratory-grade microscopes and can be augmented by using a larger objective lens with an increased aperture size. Based on a webcamera complementary metal-oxide semiconductor sensor size of 2.8 mm × 2.3 mm, the optical magnification of the system is estimated to be 16×. Because the microscope system consists of just a single lens element, it can operate only at this single magnification. We characterize the resolution of the microscope system by imaging the smallest resolvable pattern of the USAF 1951 resolution test pattern (Thorlabs) and by measuring the width of the edge blur in the image of the rulings of the calibration slide. Both methods yield a minimum resolution of approximately 1.4 μm. We next demonstrate the versatile imaging capabilities of our system using a test sample consisting of 10 μm diameter fluorescent microbeads (Phosphorex Inc.) dispensed in solution onto a microscope slide and then dried. The beads have an excitation/emission peak at 460∕500 nm. Figure 3 (c) shows a bright-field transmission image of dispersed microbeads under white-light illumination provided by an LED mounted below the sample, highlighting distortion-free visualization of isolated and attached microbeads. Slight blurriness of the image at the outer edges is due to spherical aberrations, which can be mitigated either by using an aperture or by adding a lens to compensate for the aberrations. Figure 3(d) shows a microscope image of a region of dispersed microbeads under UV (460 nm) illumination provided by an LED mounted above the sample and captured through a bandpass fluorescence filter centered at the emission wavelength of the microbeads. Although the shape of the individual beads are not well defined, distinct fluorescent signatures from each of the microbeads can be easily identified, suggesting that this microscope system can potentially be used, for example, to identify fluorescence signatures from stained microbacteria. Bright-field transmission images captured using our portable microscope system have comparable resolution and sharpness to images captured using a conventional, laboratory-grade microscope. Image focusing using conventional microscopes requires a user to move a sample until the sharpest image is obtained. This procedure is inherently subjective and can be tedious in application where many images are required, such as lengthy time-lapse visualization of biological specimen. One of the advantages of our microscope implementation is the centralization of the microscope functions into a single software environment, which allows facile automation. To demonstrate this capability, we implement an autofocusing algorithm that searches for the vertical lens position that yields the maximum image sharpness. The sharpness of a captured image is quantified by applying the Sobel operator to the image to produce a two-dimensional function, approximating the intensity gradient of the image, and then integrating the function over two dimensions to compute a single sharpness metric. The sharpness of an image is first measured and stored at five equidistant vertical lens positions spanning the full vertical range of the lens motion (≃1 mm). Returning to the lens position of highest sharpness, the sharpness is again measured at five equidistant positions spaced about the current position, where the spacing between the positions is reduced by a factor of 2 from that used in the previous search. This procedure is iteratively repeated until the spacing between sampling positions reaches the resolution limit (≃0.2 μm) of the digital control circuit driving the coil actuator. The search algorithm will automatically cease when an image has insufficient features, which is the case, for instance, when viewing a bare region of a glass slide. Figure 5 illustrates a sequence of images corresponding to the best lens position after five successive searches, where, notably, the sharpness of the image improves after each search pass. The autofocusing algorithm typically requires 2-4 s to complete.
Many microscopy applications require screening large sample areas at high magnification, an exhaustive process that requires a user to view and capture upward of 100 or more FOVs. Using our platform, we develop an algorithm to fully automate large-area visualization by focusing, capturing, and storing a collection of images as the FOV of the microscope is incremented along two dimensions over a large region of interest. Figure 6 illustrates the implementation of this procedure using a sample consisting of The images are color matched and cropped to match their FOVs, but are otherwise unprocessed. Stained human red blood cells viewed using (a) our portable microscope and (b) the conventional microscope using a 50× objective lens. Small intestine cross section viewed using (c) our portable microscope and (d) the conventional microscope using a 20× objective lens. Spinal cord cross section viewed using (e) our portable microscope and (f) the conventional microscope using a 20× objective lens.
polydisperse glass beads with diameters ranging from 10 to 50 μm, viewed under white-light illumination in transmission mode. The microscope captures a collection of focused, partially overlapped images as the FOV is translated in a stepwise fashion by the lens coil actuator along the x direction and the sample stage along the y direction. The images are then blended together using graphics software to create a high-resolution composite image. The composite image possesses a cross grid of tell-tale darkened regions due to nonuniform illumination of the FOV, which can be reduced by including a diffusing element in front of the light source. Hysteresis of the stepper motor causes irregularity in the image spacing along the horizontal direction, which is absent in the vertical direction due to the higher precision motion control provided by the coil actuator. We apply this technique to generate composite images over millimeter-scale regions of interest, using different imaging modes. Figure 7 (a) illustrates a brightfield transmission composite image of the calibration slide generated by blending 30 images encompassing a 0.25 mm × 0.83 mm region. Figures 7(b) and 7(c) illustrate bright-field transmission and fluorescence composite images, respectively, of dispersed 10 μm diameter fluorescent beads generated by blending 90 images encompassing a 1.0 mm × 0.6 mm region. Composite images generated using our portable microscope system in bright-field transmission mode have comparable quality to images obtained using a conventional, laboratory-grade microscope. Figure 8 compares a composite image of a Penicillium fungi sample created by stitching multiple images over a 0.53 mm × 0.50 mm region with an image captured of the same sample using a Zeiss Axio Imager with 20× objective lens.
The low cost of implementation of our microscope yields several performance limitations compared to conventional laboratory-grade microscopes. Our microscope does not have an eyepiece and requires a computing device for operation. In addition, the lens in our microscope, when compared with standard microscope objective lenses, has both poorer resolution and smaller FOV. Although the lack of a large microscope base enables portability, it also results in poorer mechanical stability. Finally, the use of just a single lens element means that the microscope operates at a fixed magnification.
We have demonstrated cost-effective translation of microscopy technology into a portable and highly functional form using LEDs, a web camera, optical disk drive components, and a microcontroller. The microscope system is capable of bright-field and fluorescence imaging using transmission-mode or reflection-mode illumination. Integration of the lighting, image capture, and motion control components of the microscope into a single software environment enables automation of routine functions, such as image focusing and FOV translation. We develop an algorithm to automatically perform sequential focusing, image capture, and FOV translation, yielding a collection of images that are subsequently combined to generate high-resolution composite image over sample regions far exceeding the FOV of the microscope. The primary advantage of our implementation is that the system is constructed entirely from readily available, mass-manufactured components, meaning that this technology is potentially highly sustainable and universally accessible. a) created by stitching multiple images taken using our portable microscope and (b) captured using a conventional laboratory-grade microscope (Zeiss Axio Imager) using a 20× objective lens. The images are color matched, but are otherwise unprocessed. Note that the fungi sample shifted slightly in the time between the acquisition of the two images.
