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ABSTRACT
In the recent years, passivity theory has gained renewed attention because of its advan-
tages and practicality in modeling of multi-domain systems and constructive control
techniques. Unlike Lyapunov theory, passivity theory takes a behavioral approach in its
control design methodologies. Hence, it provides solutions, which not only achieve the
control objectives, but are also easily interpretable in the standard engineering parlance.
The fundamental idea in passivity based control (PBC) methodologies is to find a con-
troller that renders the closed-loop system passive. It is well known that, the PBC
methodologies that rely on power-conjugate port-variables do not work for control ob-
jectives that require bounded power and unbounded energy. This is commonly known
as the dissipation obstacle. One possible alternative that has been well explored, in the
case of finite dimensional systems, is Brayton-Moser formulation. However, designing
controllers in this framework leads to various difficulties, such as, solving for partial
differential equations and finding storage functions satisfying a gradient structure.
In this thesis, we first show that the output port-variable derived from Brayton-Moser
formulation is integrable, under the assumption that the input matrix is integrable. The
integrated output port-variable is then used to construct a desired closed-loop storage
function for the closed-loop system. Secondly, we show that a class of Brayton-Moser
systems are contracting. This results in a new passivity property with “differentiation at
both port-variables”. We extend this to a class of contracting nonlinear systems using
dynamic feedback and Krasovskii-type storage functions.
Systems represented in Brayton-Moser framework possess a pseudo-gradient structure.
Another class of problems where pseudo-gradient form naturally appears, is in the
primal-dual gradient-methods of convex optimization. This observation motivates us
to present passivity based converge analysis for the primal-dual gradient dynamics.
Brayton-Moser formulation is not a well-established topic in infinite-dimensional sys-
tems, albeit dissipation obstacle is more prevalent in these systems. In this thesis, we
present modeling and control aspects of infinite-dimensional port-Hamiltonian systems
(defined by a Stokes-Dirac structure) in Brayton-Moser framework. We illustrate these
methods using (i) stability analysis of Maxwell’s equations in R3, (ii) boundary control
of transmission line system modeled using Telegrapher’s equations.
ii
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CHAPTER 1
Introduction
The notion of passivity, originating from electrical networks, has been very useful in
analyzing stability of a class of nonlinear systems. A system is passive if its energy is
bounded from below, and is inherently stable at its natural equilibrium. In the context
of state-space representation of nonlinear systems, this allows for a Lyapunov function
interpretation of quantities such as allowable, stored and dissipated energy and thus
provides a direct relationship between passivity and stability [1]. In the passivity-based
control-by-interconnection methodologies, the controller can be understood as a dy-
namical system interconnected to the physical system that renders the closed-loop sys-
tem passive [2]. Power conserving interconnection of passive systems is again passive.
This has resulted in techniques called control-by-interconnection [3], in which we as-
sume that controller is a passive system interconnected to the physical system, resulting
in system’s desired control objective and/or performance. Additionally, passivity-based
controllers include sensing, actuation and do not usually require an external power
source. Consequently, these are more robust and insensitive to measurements. Classical
examples include lead-lag compensators, the gain-setting circuit of feedback amplifiers
for voltage/current control and fly-ball governor in speed controller for windmills and
steam engines which pre-dates back to 16th century [4].
Energy is an intellectually deep but a simple concept, that eluded the best minds
for centuries. In physics, energy represents the ability to do work, that exist in various
forms such as mechanical, electrical, thermal and chemical. The behavior of a complex
system can be described by analyzing the energy transfer among its subsystems. In
this regard, the controller can be understood as an energy exchanging device (typically
implemented on a computing system) that modifies the behavior of the plant. Energy-
based methods for modeling and control of complex physical systems has been an ac-
tive area of research for the past two decades. In particular, the port-Hamiltonian based
formulation has proven to be effective in modeling and control of complex physical sys-
tems from several domains, both finite- and infinite-dimensional [5]. Port- Hamiltonian
systems are inherently passive with the Hamiltonian (as the total energy), which is as-
sumed to be bounded from below, serving as the storage function and the port variables
being power-conjugate (force and velocity or voltage and current). This resulted in the
development of so-called “Energy Shaping” methods for control of physical systems.
The fundamental idea in energy shaping is to find a controller that renders the closed-
loop system passive. The term ‘shaping’ refers to ‘assigning a desired energy function
to the closed-loop system through control’. This often requires one to solve partial dif-
ferential equations. In this context, the controller can be interpreted as a system that
bridges the gap between the given open-loop and desired closed-loop energy.
To analyze passivity of a general nonlinear system, one needs to be crafty in con-
structing the storage function. To that end, recasting the dynamics into a known frame-
work, such as port-Hamiltonian formulation has lead to passive maps with power-
conjugate port-variables (such as voltage and current, Force and velocity). But the
standard control by interconnection methodologies, where we assume that both plant
and controller are passive, fails for the control-objectives that require bounded power
but unbounded energy. In the case of resistive, inductive and capacitive (RLC) circuits,
this phenomenon is usually called as dissipation obstacle. This motivated researchers
to search for passive maps that are not necessarily power-conjugate. One possible alter-
native that has been explored extensively in the finite-dimensional case is the Brayton-
Moser framework for modeling electrical networks [6, 7, 8], which has been success-
fully adapted towards analyzing passivity of RLC circuits and for control of physical
systems by “power shaping”.
Physical systems in BM framework are modeled as pseudo-gradient systems with
respect to a pseudo-Riemannian metric A and a “mixed-potential” function P which
has units of power [9].
Ax˙ = ∇xP +Bu
where x ∈ Rn denotes the state variable, B ∈ Rn×m and u ∈ Rm denotes input and in-
put matrix respectively. In the case of RLC circuits, the mixed-potential function is the
sum of the content of the current carrying resistors, co-content of the voltage controlled
resistors and instantaneous power transfer between storage elements. Unlike energy in
the port-Hamiltonian formulation, the mixed-potential function in Brayton-Moser for-
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mulation is sign-indefinite. Hence, we cannot use this directly as a storage/Lyapunov
function to infer any kind of passivity/stability properties. The key step to derive pas-
sivity in this framework is to find an equivalent gradient formulation with respect to
a matrix A˜ (whose symmetric part is negative-definite) and a positive-definite mixed-
potential function P˜ .
A˜x˙ = ∇xP˜ +Bu
In literature, the new mixed-potential function P˜ and matrix A˜ are together called as
“admissible-pairs”. The passive maps derived from Brayton-Moser framework directly
follow from the inherent properties of these admissible-pairs. In the context of electrical
networks, the passivity is now achieved with respect to ‘controlled voltages and deriva-
tives of currents’ or ‘controlled currents and derivatives of the voltages’. These new pas-
sive maps lay the groundwork for control by power-shaping methodology. Analogous
to the energy-shaping, the idea is to make the closed-loop system passive by assigning
a desired power-like function through control. This method has natural advantages over
practical drawbacks of energy shaping methods like speeding up the transient response
(as derivatives of currents and voltages are used as outputs) and also help overcome
the “dissipation obstacle”. For complete details on various energy and power-based
modeling techniques, we refer to [10].
Motivation and Contributions
For systems formulated in the Brayton Moser framework, we aim to explore alternative
passive maps and study their impact on control and optimization of dynamical system.
Further, the research objectives gave rise to several publications, and are classified into
three themes:
(i) Finite dimensional systems: Energy shaping methods for designing controllers of-
ten suffer from dissipation obstacle. The Brayton-Moser formulation was a possible
alternative to circumvent this problem. However, even in this framework, design-
ing controllers leads to two chief difficulties. The first one involves solving partial
differential equations, which might be a herculean task. We provide an alternate
methodology for passive systems with an integrable output port-variable, which
does not involve solving for partial differential equations. These results have been
published in [11]. The second difficulty lies in the fact that the methodology requir-
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(i)
es one to find storage functions satisfying the gradient structure. This has led to
serious restrictions on the scope of problems that can be solved. In [12] we have
shown that, for systems in Brayton-Moser framework, storage functions that are
constructed using Krasovskii’s Lyapunov functions yields passive maps that have
“differentiation on both the port variables”. This solves the dissipation obstacle
problem and avoids the need to find admissible pairs. To establish the result, we
extended the property that, a class of dynamical systems in Brayton-Moser formu-
lations are contracting. We further extended this to class of contracting nonlinear
systems via dynamic state feedback [13].
(ii) Infinite-dimensional systems: Similar to finite dimensional systems, infinite dimen-
sional systems also suffer from dissipation obstacle. The existing literature on
boundary control of infinite dimensional systems by energy shaping, deals with
either lossless systems [14] or partially lossless systems [15], and thus avoid dissi-
pation obstacle issues. The Brayton-Moser formulation that helped us solve these
issues in finite dimensional systems is not a very established topic in infinite dimen-
sional systems. For instance, the authors in [8] studied the stability of transmission
line system with constant input and nonlinear load elements at boundary. Further, in
[16], the authors provided Brayton-Moser formulation of Maxwell’s equations with
zero boundary energy flows. However, both the papers are limited to stability anal-
ysis and commonly avoids the boundary control problem. The basic building block
to overcome dissipation obstacle is to write the equations in the Brayton-Moser
form, which was not fully extended to infinite dimensional systems. However, to
effectively use the method, we need to construct admissible pairs, which aids in
stability analysis. In case of infinite-dimensional systems with nonzero boundary
energy flows, we need to find these admissible pairs for all individual subsystems,
that is, spatial domain and boundary, while preserving the interconnection structure
between these subsystems. These results are published in [17], [18], [19] and [20]
and illustrated using ‘stability of Maxwell’s equations’ and ‘boundary control of
transmission line system modeled by Telegraphers equations’.
4
(iii) Convex optimization: Another set of problems where the pseudo-gradient formula-
tion naturally arises is in gradient methods for convex optimization. Gradient-based
methods are a well-known class of mathematical routines for solving convex op-
timization problems. These gradient algorithms have much to gain from a control
and dynamical systems perspective, to have a better understanding of the under-
lying system theoretic properties (such as stability, convergence rates, and robust-
ness). The convergence of gradient-based methods and Lyapunov stability, relate
the solution of the optimization problem to the equilibrium point of a dynamical
system. Specifically, the primal-dual methods closely resemble the pseudo-gradient
structure. Moreover, Brayton-Moser formulation is inherently a pseudo-gradient
formulation. This observation motivates us to look for connections between con-
vex optimization and Brayton-Moser formulation. These results are published in
[21].
Outline of thesis This thesis is subdivided into six chapters which are structured as
follows:
(i) Chapter 2 accommodates most of the prerequisite and background information. It
contains a brief outline on modeling and control aspects in port-Hamiltonian and
Brayton-Moser formulations.
(ii) In Chapter 3, we show that the output port-variable, derived from systems modeled
in Brayton Moser framework, are integrable; under the assumption that the input
matrix is integrable. The integrated output port-variable is then used to construct a
desired storage function for the closed-loop system. Further, we show that a class
of Brayton Moser systems are contracting, resulting in a new passivity property
with “differentiation at both port-variables”. We extended this methodology to a
class of nonlinear systems using dynamic feedback and Krasovskii’s method.
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(iii) In Chapter 4, we establish that infinite-dimensional systems are prone to dissi-
pation obstacle. Thereafter, we begin with Brayton-Moser formulation of port-
Hamiltonian system defined using Stokes’ Dirac structure. In the process, we
present its Dirac formulation with a non-canonical bilinear form. Analogous to
the finite-dimensional system, identifying the underlying gradient structure of the
system is crucial in analyzing the stability. We illustrate this with two examples, (i)
stability analysis of Maxwell’s equations in R3 with zero boundary energy flows,
(ii) boundary control of transmission line system modeled by Telegraphers equa-
tions. Towards the end, we extend the results presented in chapter 3 to infinite-
dimensional systems.
(iv) In Chapter 5, we deal with stability of continuous time primal-dual gradient dynam-
ics of convex optimization problem. Primarily, the convex optimization problem
with only affine equality constraints admits a Brayton Moser formulation. Sec-
ondly, the inequality constraints are modeled as a state dependent switching sys-
tem. Finally, the two systems are shown as passive systems and are interconnected
in a power conserving way. This results in a new passive system whose dynamics
represents the primal-dual gradient equations of the overall optimization problem.
The aforementioned methodology is applied to an support vector machine problem
and simulations are provided for corroboration.
(v) In Chapter 6, we give concluding remarks and present some future directions.
6
CHAPTER 2
System theoretic Prerequisites
In this chapter, we review few important results from the literature on port-Hamiltonian
systems, Brayton Moser formulation, and their geometric properties and limitations.
The list contains results that have directly shaped our work that we present in this the-
sis. The list is by no means complete. We start with a input-output port-Hamiltonian
system and its Dirac formulation, subsequently we present control by interconnection
methodology and its drawback, ‘dissipation obstacle’. Later on, we introduce Bray-
ton Moser formulation of finite-dimensional topologically complete RLC circuits and
presents some results on stability and control in this framework. Throughout the chap-
ter, we illustrate these concepts using a parallel RLC circuit as an example. Towards the
end, we advance to infinite-dimensional port-Hamiltonian systems and conclude with
some general stability definitions for infinite dimensional systems.
2.1 Port-Hamiltonian (pH) system and Dirac structures
A port-Hamiltonian system with dissipation evolving on an n-dimensional state space
manifoldX with input space U = Rm and output spaceY = Rm (m ≤ n) is represented
as
x˙ = [J(x)−R(x)] ∂H
∂x
+ g(x)u
y = g>(x)
∂H
∂x
(2.1)
where x ∈ X is the energy variable and the smooth function H(x) : X → R represents
the total stored energy, otherwise called as Hamiltonian. u ∈ U and y ∈ Y are called
input and output port-variables respectively. The n×nmatrices J(x) andR(x) satisfies
J(x) = −J>(x) and R(x) = R>(x) ≥ 0. The input matrix g(x) ∈ Rn×m and skew-
symmetric matrix J(x) capture the system’s interconnection structure, where as, the
positive semi-definite matrix R(x) captures the dissipation (or resistive) structure in the
system. By the properties of J(x) and R(x), it immediately follows that
d
dt
H(x) = x˙>
∂H
∂x
=
(
[J(x)−R(x)] ∂H
∂x
+ g(x)u
)>
∂H
∂x
= −∂H
∂x
>
R(x)
∂H
∂x
+ u>g>
∂H
∂x
≤ u>y
(2.2)
This implies that the pH system (2.1) is passive with port-variables u and y. As the
HamiltonianH represents the total energy stored in the system, H˙ represents the instan-
taneous power transfer. Moreover, u and y are called power-conjugate port-variables,
meaning, their product u>y represents the power flow between the environment and the
system. Well-known examples of such pairs are voltage-current in electrical circuits
and force-velocity in mechanical systems. Consequently, the equation (2.2) gives the
dissipative inequality
H(x(t1))−H(x(t0))︸ ︷︷ ︸
Stored energy
= −
∫ t1
t0
(
∂H
∂x
>
R(x)
∂H
∂x
)
dt︸ ︷︷ ︸
Dissipated energy
+
∫ t1
t0
u>ydt︸ ︷︷ ︸
Supplied energy
(2.3)
where t0 ≤ t1 and H , u>y represent the storage function and the supply rate respec-
tively.
Dirac Structures: In network theory, the Tellegen’s theorem states that the summa-
tion of instantaneous power in all the branches of the network is zero. Dirac structure
generalizes the underlying geometric structure of Tellegen’s theorem (power conserva-
tion). Let F × E be the space of these power variables, where the linear space F is
called flow space and E = F∗ is the dual space of F , called as effort space. In the case
of network theory, these spaces can be interpreted as spaces of branch voltages and cur-
rents, vice-versa (in the case of mechanical systems, they represent generalized forces
and generalized velocities). Let f ∈ F and e ∈ E denotes the flow and effort variables
respectively. The power in the total space of port variables (F × E) can be defined as
P = 〈e|f〉 , (f, e) ∈ F × E (2.4)
where 〈e|f〉 denotes the duality product, that is, the linear functional e ∈ E acting on
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F . In the case of F = Rm
〈e|f〉 = e>f
that is, the duality product can be identified with the inner-product defined on Rm.
Definition 2.1. [22] Consider a finite-dimensional linear space F with E = F∗. A
subspace D ⊂ F × E is a (constant) Dirac structure if
1. 〈e|f〉 = 0, for all (f, e) ∈ D (Power conservation)
2. dim D = dim F (maximal dimension of subspace D )
Next, we present an equivalent definition for the Dirac structure, which will be useful
in presenting the Dirac formulation of infinite dimensional systems in Chapter 5.
Lemma 2.1. A (constant) Dirac structure on F ×E is a subspaceD ⊂ F ×E such that
D = D⊥ (2.5)
where ⊥ denotes the orthogonal complement with respect to the bilinear form 〈〈 , 〉〉
given as
〈〈
(fa, ea), (f b, eb)
〉〉
=
〈
ea|f b〉+ 〈eb|fa〉 , (fa, ea), (f b, eb) ∈ F × E (2.6)
or equivalently
D⊥ := {(fa, ea) | 〈〈(fa, ea), (f, e)〉〉 = 0, (f, e) ∈ D} (2.7)
For further exposition on Dirac structures and their alternate representation see [22, 1,
23, 24, 25].
2.2 Control by interconnection
The typical approach in control of physical systems is about choosing a controller that
constraints the time derivative of the Lyapunov function candidate to be a negative
(semi-) definite function. The form of the controller has very little to do with model or
9
the physics of the plant, but more on the choice of the Lyapunov function candidate.
Control objective with a performance criterion cannot be easily incorporated using this
methodology. In the passivity-based control (PBC) methodologies, the controller can be
understood as an aggregation of proportional, derivative and integral actions, thus pro-
viding a direct relation to the performance criteria. Further, the storage function, which
acts as a Lyapunov function for stability analysis, is derived from the physics of the
plant. The fundamental idea in PBC methodologies is to find a controller that renders
the closed-loop system passive. In this section we briefly present a PBC methodology
called control by interconnection [26, 27, 28, 29] and study its limitations.
In control by interconnection, we assume that the controller is a port-Hamiltonian
system with dissipation (a passive dynamical system usually implemented on a com-
puter)
x˙c = [J(xc)−R(xc)] ∂Hc
∂xc
+ gc(xc)uc
yc = g
>
c (xc)
∂Hc
∂xc
(2.8)
interconnected to the physical system (2.1) using a standard feedback interconnection
u = −yc + v uc = y + vc
such that the closed loop system x˙
x˙c
 =
J(x)−R(x) −g(x)g>c (xc)
gc(xc)g
>(x) J(xc)−R(xc)
 ∂H∂x
∂Hc
∂xc
+
g(x) 0
0 gc(xc)
 v
vc

 y
yc
 =
g(x) 0
0 gc(xc)
>  ∂H∂x
∂Hc
∂xc

(2.9)
is again a port Hamiltonian system with dissipation. Next, we find the invariant func-
tions, called Casimirs C(x, xc), that are independent of the closed-loop Hamiltonian
H(x) +Hc(xc), using
 ∂C∂x
∂C
∂xc
> J(x)−R(x) −g(x)g>c (xc)
gc(xc)g
>(x) J(xc)−R(xc)
 = 0. (2.10)
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These Casimirs, that relate the plant state to controller state, are used to shape the
closed-loop Hamiltonian at the desired operating point by replacing H(x) + Hc(xc)
by H(x) +Hc(xc) +Ha(C). Further, if the Casimirs are of the form
C(x, xc) = xc − C(x) (2.11)
then we can eliminate xc from (2.9) by restricting the closed-loop dynamics to the level
set L = {(x, xc)|xc = C(x) + c}, where c ∈ R is a constant. Thereby, we can use
H(x) +Hc(C(x) + c) as the new storage function.
There are mainly two disadvantages in using this methodology. The first one being,
the need for solving partial differential equations given in (2.10) to find the Casimir
functionals. This often turns out to be a herculean task. The second disadvantage lies in
the existence of the Casimir functional itself. The partial differential equations in (2.10)
can be simplified (using (2.11)) to the following set of necessary conditions.
∂C
∂x
>
J(x)
∂C
∂x
= Jc(xc) (2.12)
R(x)
∂C
∂x
= 0 (2.13)
Rc(xc) = 0 (2.14)
∂C
∂x
>
J(x) = gc(xc)g(x)
>. (2.15)
In the necessary conditions given above, one that hinders us most often isR(x)
∂C
∂x
= 0.
Let us consider a scenario where the ith coordinate xi of state vector x needs to be
controlled. Further assume that the resistive structure of the system imposesR(xi) 6= 0.
Then from equation (2.13), we have
R(xi)
∂C
∂xi
= 0 =⇒ ∂C
∂xi
= 0.
This implies that the achievable Casimirs are independent of xi. Hence, xi cannot
be controlled by this methodology. In the case of RLC circuits this is usually called
as the dissipation obstacle. In the next subsection, we present an equivalent physical
interpretation of the dissipation obstacle.
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2.3 Dissipation Obstacle
In standard control by interconnection methodologies [29], we assume that both plant
and controller are passive. Plants that extract unbounded energy (but bounded power)
at nonzero equilibrium, cannot be stabilized under this assumption. The following ex-
ample better illustrates this limitation of control by interconnection methodology.
Example 2.1. (Parallel RLC circuit). Consider the parallel RLC circuit (as shown in
L
R
C
i
E
+
-
v
G
Figure 2.1: Parallel RLC circuit
Figure 2.1) with charge q across the capacitor C and flux φ through the inductor L as
the state variables. The dynamics of this system in port-Hamiltonian formulation (2.1)
with state variables (q, φ) is
q˙
φ˙
 =
0 −1
1 0
 −
R 0
0 G

 qCφ
L
+
0
1
Vs (2.16)
where R is the series resistance of the inductor L, G is the conductance of the capacitor
C and Vs is the voltage source. It can be shown that this system is passive with total
energy
H(q, φ) =
q2
2C
+
φ2
2L
, (2.17)
as storage function and port variables being input Vs and output i =
φ
L
, that is,
H˙ ≤ Vsi. (2.18)
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We now have the following dissipation inequality
H(t1)−H(t0)︸ ︷︷ ︸
stored energy
= −
∫ t1
t0
(
Ri(τ)2 +Gv(τ)2
)
dτ︸ ︷︷ ︸
dissipated energy
+
∫ t1
t0
Vs(τ)i(τ)dτ︸ ︷︷ ︸
supplied energy
(2.19)
where i denotes the current through the inductor L, and v denotes the voltage across
the capacitor C. Further, at a non-zero operating point (v∗, i∗), we have a non-zero
supply rate V ∗s i
∗ 6= 0. This implies that the energy supplied through the controller at
the operating point is non-zero, given by
∫ t1
t0
V ∗s (τ)i
∗(τ)dτ︸ ︷︷ ︸
supplied energy
=
∫ t1
t0
(
Ri∗(τ)2 +Gv∗(τ)2
)
dτ︸ ︷︷ ︸
dissipated energy
. (2.20)
This further indicates that the controller should have an unbounded energy to stabilize
the system, violating the assumption that the controller is a passive dynamical system.
Remark 2.1. From a physics point of view, regulating the current in the inductor L
to i∗ is equivalent to storing
1
2
L(i∗)2 energy. Similarly, for the capacitor C, regulating
voltage to v∗ is equivalent to storing
1
2
C(v∗)2 energy. For instance, let us assume that
we have pumped enough energy through the controller to a point where the capacitor
and inductor have stored the desired energy, and disconnected the controller. Due to
the existence of the resistive elements R and G in the circuit, the energy stored in
the circuit dissipates through them. We therefore need to compensate the dissipated
energy by supplying it through the controller (given in (2.20)). This analysis indicates
that the limitations in control by interconnection methodology is predicated by resistive
structure in the plant. We can now corroborate this from necessary conditions presented
in (2.13) for the existence of closed-loop Casimir functional, that is,R 0
0 G
∂C∂q
∂C
∂φ
 = 0
which implies C should be independent of the state variable (q, φ).
Remark 2.2. Equation (2.20) points that, at the operating point, the controller is sup-
plying unbounded energy to the plant but a constant power (V ∗s i
∗). This motivated
researchers to look for passive maps with power as storage function. Brayton-Moser is
one such framework that provides storage functions related to power. In the next sec-
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tion, we briefly outline the modeling and control aspects of finite-dimensional systems
in Brayton Moser formulation.
2.4 Brayton-Moser formulation
It is well-known that port-Hamiltonian formulation naturally arises as a modeling frame-
work for larger class of physical systems, such as mechanical, electrical and electro-
mechanical systems. Another important modeling methodology that has been widely
used for RLC networks is Brayton-Moser framework. In this framework, we model
the system in pseudo-gradient form using a function, called mixed potential function,
which has units of power. The advantage of modeling systems in this framework is that,
it presents us a new family of storage functions (derived from mixed-potential function),
that can be used to obtain new passive maps. In this section, we present modeling and
control of finite dimensional systems in Brayton-Moser framework. The exposition pre-
sented here is extracted from [5, 30, 22, 31, 32, 33], will be helpful in presenting the
Brayton-Moser formulation of infinite dimensional systems in Chapter 5.
2.4.1 Energy to co-energy formulation
In port-Hamiltonian modeling, the dynamics are derived using energy variables; where
as in Brayton Moser framework, we model the system using co-energy variables. In the
case of network theory, generalized flux and charge represent energy variables; where
as, generalized voltages and currents denote the co-energy variables. In this aspect,
Brayton-Moser formulation is usually called as co-energy formulation [10]. Given a
port-Hamiltonian system (2.1) with energy variable x and HamiltonianH(x), we define
the co-energy variable
z :=
∂H
∂x
. (2.21)
Suppose that the mapping between energy variable x and co-energy variables z is in-
vertible, such that
x =
∂H∗
∂z
(z) (2.22)
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where H∗(z) represents the co-Hamiltonian, defined through the Legendre transforma-
tion of H(x), given by
H∗(z) = z>x−H(x).
Differentiating (2.22) and using (2.1), we get
∂2H∗
∂z2
(z)z˙ = [J(x)−R(x)]z + g(x)u
y = g>(x)z
(2.23)
Assume that there exist coordinates x1 and x2 (x = (x1, x2)), such that the Hamiltonian
H(x) can be split as H1(x1) + H2(x2). Consequently the co-Hamiltonian can also be
split as H∗1 (z1) +H
∗
2 (z2) (where z = (z1, z2)). Further, assume that
J(x) =
 0 −B(x)
B>(x) 0
 , R(x) =
R1(x) 0
0 R2(x)
 , g(x) =
g1(x)
0

and there exist functions P1(z1) and P2(z2) such that
R1(x)z1 =
∂P1
∂z1
(z1),
−R2(x)z2 = ∂P2
∂z2
(z2).
Then the system of equations (2.23) can be written in the pseudo-gradient form
−∂2H∗1∂z21 (z) 0
0
∂2H∗2
∂z22
(z)
z˙1
z˙2
 =
 ∂P∂z1
∂P
∂z2
+
−g1(x)
0
u
y = g>1 (x)z1
(2.24)
where P (z) = P1(z1) + P2(z2) + z>1 B(x)z2. If g1(x) and B(x) are constant, then the
equations (2.24) are independent of the energy variable. In this case, the above system
of equations closely represents a pseudo-gradient structure.
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2.4.2 Topologically complete RLC circuits
In this section, we briefly outline the Brayton-Moser formulation of topologically com-
plete RLC circuits and present the underlying geometric structures. The word ‘topo-
logically complete’, indicates that the state space representation of the RLC circuit is
completely determined by inductor currents and capacitor voltages. Brayton and Moser
in the early sixties [6, 7] showed that the dynamics of a class (topologically complete)
of nonlinear RLC-circuits can be written as
A(iL, vC)
diLdt
dvc
dt
 =
 ∂P∂iL
∂P
∂vC
+
 B>EcEc
−B>JcJC
 (2.25)
where iL ∈ RnL and vC ∈ RnC represent vectors of currents through inductors and
voltages across capacitors respectively. nL and nC denote the number of inductors
and capacitors in the network. EC , JC are respectively the controlled voltage and cur-
rent sources respectively. A(iL, vC) = diag{L(iL),−C(vC)} where L(iL) ∈ RnL×nL
and C(vC) ∈ RnC×nC denote inductance and capacitance matrices respectively (both
are positive definite matrices). The input matrices BEc ∈ RnE×nL , BJc ∈ RnJ×nC
(containing elements from the set {−1, 0, 1}) are given by Kirchoff’s voltage and cur-
rent laws. nJ and nE denote the number of current and voltage sources in the net-
work respectively. EC , JC are respectively the controlled voltage and current sources.
P (iL, vC) : RnL×nC → R is called the mixed potential function, defined by
P (iL, vC) = F (iL)−G(vC) + i>Lγ vc
Here, F denotes the content of all the current controlled resistors, G denotes the co-
content of all voltage controlled resistors and γ is a skew-symmetric matrix containing
elements from {−1, 0, 1}, and represents the network topology. As an example, we next
present the Brayton-Moser formulation of parallel RLC circuit given in Figure 2.1.
Example 2.2. (Parallel RLC circuit cont’d). Consider the parallel RLC circuit of
Figure 2.1. Let i denote the current through the inductor L and v denote the voltage
across the capacitor. The pair (i, v) denotes the co-energy variables. The kirchhoff
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voltage and current laws
−Ldi
dt
= Ri+ v − Vs
C
dv
dt
= i−Gv
(2.26)
can be written in Brayton Moser form (2.25) as
A
 didt
dv
dt
 =
∂P∂i
∂P
∂v
+
−1
0
Vs (2.27)
with A = diag {−L,C} and P (i, v) as the mixed potential function (power function)
given by
P (i, v) = −1
2
Gv2 + vi+
1
2
Ri2.
where
1
2
Ri2 denotes the content of the current controller resistor R,
1
2
Gv2 denotes the
co-content of the voltage controlled resistor
1
G
, and vi represents the instantaneous
power transfer between the capacitor and the inductor.
2.4.3 Dirac formulation
We now present the equivalent Dirac formulation of Brayton-Moser equations of finite-
dimensional RLC circuits given in (2.25) [30, 34]. Denote by f ∈ F ∈ RnL+nC the
space of flows, e ∈ E := F∗ the space of efforts, u ∈ U the space of input port-variables
and y ∈ Y := U∗ the space of output port-variables. Consider the following subspace
D = {(f, u, e, y) ∈ F × U × E × Y : −Af = e+Bu, y = −B>f} (2.28)
where A = diag{L(iL),−C(vC)}, B = diag{B>Ec ,−B>Jc}. The above defined sub-
space constitutes a noncanonical Dirac structure, that is D = D⊥, D⊥ is the orthogonal
complement of D with respect to the noncanonical bilinear form
<< (f 1, u1, e1, y1), (f 2, u2, e2, y2) >>
= 〈e1|f 2〉+ 〈e2|f 1〉+ 〈f 1|(A+ A>)f 2〉+ 〈u1|y2〉+ 〈u2|y1〉 (2.29)
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for i = 1, 2 ; f i ∈ F , ui ∈ U , ei ∈ E , yi ∈ Y .
The Brayton-Moser equations (2.25) can be equivalently described as a dynamical
system with respect to the noncanonical Dirac structure D in (2.28) by setting
f = −
diLdt
dvc
dt
 , u =
Ec
Jc
 , e =
 ∂P∂iL
∂P
∂vC
 and y =
−diEcdt
dvJc
dt
 (2.30)
where iEc denotes the current through the voltage sourcesEc and vJc denotes the voltage
across the current sources Jc. Since the bilinear form (2.29) is non-degenerate,D = D⊥
implies
<< (f, u, e, y), (f, u, e, y) >> = 0, ∀(f, u, e, y) ∈ D. (2.31)
The bilinear form can further be simplified as
〈e|f〉+ 〈e|f〉+ 〈f |(A+ A>)f〉+ 〈u|y〉+ 〈u|y〉 = 0
〈e|f〉+ 1
2
〈
f |(A+ A>)f〉+ 〈u|y〉 = 0. (2.32)
Further, using (2.30) in (2.32) gives us the “balance equation”
−
 ∂P∂iL
∂P
∂vC
> diLdt
dvc
dt
+ 1
2
diLdt
dvc
dt
> (A+ A>)
diLdt
dvc
dt
+
Ec
Jc
> −diEcdt
dvJc
dt
 = 0
i.e.,
P˙ =
1
2
x˙>(A(x) + A>(x))x˙+ u>y (2.33)
where x = (iL, vC).
Remark 2.3. In the case of parallel RLC circuit considered in Example 2.2, the time
derivative of the mixed potential function yields
P˙ = −Ldi
dt
2
+ C
dv
dt
2
− Vsdi
dt
.
One can note that this is not a conserved quantity, not even for R = G = 0 and u = 0.
That is, mixed potential functional is not conserved, even with zero dissipation and zero
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power supply.
2.4.4 Admissible pairs and stability
In general, systems in Brayton-Moser framework are modeled as pseudo-gradient sys-
tems. The standard representation of a pseudo-gradient system is
A(x)x˙ = ∇xP + g(x)u (2.34)
where x denotes the state vector, A(x) ∈ Rn×n denotes a pseudo-Riemannian metric
(indefinite), P (x) : Rn → R, the matrix g(x) ∈ Rn×m denotes the input matrix and
u ∈ Rm. If A(x) is positive definite, we call the system (2.34) a gradient system. One
can note that the topologically complete RLC circuits given in (2.25) take the pseudo-
gradient structure (2.34) with x = (iL, vC), g(x) = B and u = (Ec, Jc). The benefit
of modeling a system in pseudo-gradient form is that the function P can be used as a
Lyapunov candidate. The time-derivative of P along the trajectories of (2.34) is
d
dt
P (x) = ∇xP>x˙
= (A(x)x˙− g(x)u)> x˙
= x˙>A(x)x˙+ u>y (2.35)
where y = −g>(x)x˙. From equation (2.35), we can conclude that the system is passive
if P ≥ 0 and (A(x)+A>(x)) ≤ 0, with P as the storage function and u>y as the supply
rate. In case, (A(x) + A>(x)) ≤ 0 is not satisfied (see P and A in parallel RLC circuit
Example 2.2), then it is possible to find new (A˜, P˜ ), called an “admissible pair", (refer
[35]) satisfying (A˜(x) + A˜>(x)) ≤ 0. The dynamics (2.34) can then be equivalently be
written as
A˜x˙ = ∇xP˜ + g˜(x)u (2.36)
The authors in [6, 7, 35] have shown that
P˜ = λP +
1
2
∇xP>M∇xP (2.37)
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and
A˜ =
(
λI +∇2xPM
)
A (2.38)
satisfy the gradient structures (2.36). Further, λ ∈ R and M ∈ Rn×n are chosen such
that P˜ ≥ 0 and A˜ + A˜> ≤ 0. We now present results on control by power shaping, by
finding admissible pairs for the parallel RLC circuit in Example 2.2 [5].
Example 2.3. (Parallel RLC circuit cont’d). In the Brayton-Moser formulation of
parallel RLC circuit presented in Example 2.2, P and A are both indefinite. To deduce
the new passivity property (with respect to Vs and didt ), we need to find admissible pairs
A˜ and P˜ such that
A˜
 didt
dv
dt
 =
∂P˜∂i
∂P˜
∂v
+
−1
0
Vs. (2.39)
As shown in [32], the following choice of λ = 1 and M = diag{0, 2C
G
} results in
A˜ =
−L 2CG
0 −C
 and P˜ = 1
2G
(Gv − i)2 + 1
2
(
R +
1
G
)
i2.
This yields the desired dissipation inequality ˙˜P ≤ di
dt
Vs. Further, we can achieve the
required stabilization via the control voltage [5, 32]
Vs = −K(i− i∗) + (R + 1
G
)i∗L (2.40)
with K ≥ 0 as a tuning parameter. This controller globally stabilizes the system with
Lyapunov function
P˜d =
1
2G
(Gv − i)2 + 1
2
(R +
1
G
+K)(i− i∗)2. (2.41)
Remark 2.4. Note that the symmetric part of A˜ is negative definite if and only ifG2L ≥
C. Hence, any passivity/stability properties derived using this pair holds only under
these constraints. In Chapter 3, we present an alternate methodology that avoids finding
admissible pairs, thus eliminating these parameter constraints.
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2.5 Infinite-dimensional port-Hamiltonian systems
In this section, we present the Hamiltonian formulation of a distributed parameter sys-
tem that includes the boundary energy flows. The basic concept needed in the formula-
tion of a port-Hamiltonian system is that of a Dirac structure, which is a geometric ob-
ject formalizing general power conserving interconnections. To incorporate the power
exchanges through boundary, the authors in [36] make use of Stokes’ theorem along
with the properties of exterior derivatives in defining the Dirac structures. Hence the
name Stokes-Dirac structure. We start by presenting notation and some key properties
in exterior algebra that also help us present our results in Chapter 5.
Notation: Let Z be an n dimensional Riemannian manifold with a smooth (n− 1)
dimensional boundary ∂Z. Ωk(Z), k = 0, 1, . . ., n denotes the space of all exterior
k-forms on Z. The dual space
(
Ωk(Z)
)∗ of Ωk(Z) can be identified with Ωn−k(Z) with
a pairing between α ∈ Ωk(Z) and β ∈ (Ωk(Z))∗ given by 〈β|α〉 = ∫
Z
β ∧ α. Here, ∧
is the usual wedge product of differential forms, resulting in the n-form β ∧ α. Similar
pairings can be established between the boundary variables. Further, we denote α|∂Z to
be the k-form α evaluated at boundary ∂Z. Let α = (α1, α2) ∈ F := Ωk(Z)×Ωl(∂Z)
and β = (β1, β2) ∈ F∗ = Ωn−k(Z) × Ωn−1−l(∂Z). Then, we define the following
pairing between F and F∗
∫
(Z+∂Z)
α ∧ β :=
∫
Z
α1 ∧ β1 +
∫
∂Z
α2 ∧ β2 (2.42)
The operator ‘d’ denotes the exterior derivative and maps k forms on Z to k + 1 forms
on Z. The Hodge star operator ∗ (corresponding to Riemannian metric on Z) converts
p forms to (n − p) forms. Given α, β ∈ Ωk(Z) and γ ∈ Ωl(Z), the wedge product
α ∧ γ ∈ Ωk+l(Z). We additionally have the following properties:
α ∧ γ = (−1)klγ ∧ α , ∗ ∗α = (−1)k(n−k)α, (2.43)∫
z
α ∧ ∗β =
∫
z
β ∧ ∗α, (2.44)
d (α ∧ γ) = dα ∧ γ + (−1)kα ∧ dγ. (2.45)
For details on the theory of differential forms we refer to [37]. Given a functional
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H(αp, αq), we compute its variation as
∂H = H(αp + ∂αp, αq + ∂αq)−H(αp, αq) (2.46)
=
∫
z
(δpH ∧ ∂αp + δqH ∧ ∂αq) +
∫
∂z
(
δαp|∂zH ∧ ∂αp + δαq |∂zH ∧ ∂αq
)
,
where αp, ∂αp ∈ Ωp(Z) and αq, ∂αq ∈ Ωq(Z); and
δpH ∈ Ωn−p(Z), δqH ∈ Ωn−q(Z) are variational derivative of H(αp, αq) with respect
to αp and αq; and δαp|∂zH ∈ Ωn−p−1(∂Z), δαq |∂zH ∈ Ωn−q−1(∂Z) constitute variations
at boundary. Further, the time derivatives of H(αp, αq) is
dH
dt
=
∫
Z
(
δpH ∧ ∂αp
∂t
+ δqH ∧ ∂αq
∂t
)
+
∫
∂Z
(
δαp|∂zH ∧
∂αp
∂t
+ δαq |∂zH ∧
∂αq
∂t
)
.
Let G : Ωn−p(Z) → Ωn−p(Z) and R : Ωn−q(Z) → Ωn−q(Z). We call G ≥ 0, if and
only if ∀αp ∈ Ωp(Z)∫
Z
(αp ∧ ∗Gαp) =
∫
Z
〈αp, Gαp〉Vol ≥ 0 (2.47)
where the inner product is induced by the Riemmanian metric on Z and Vol ∈ Ωn(Z)
such that
∫
Z
(Vol ∧ ∗Vol) = 1. G is said to be symmetric if 〈αp|Gαp〉 = 〈Gαp|αp〉.
Given u(z, t) : Z × R → R, we denote ∂u
∂t
(z, t) as ut, similarly ∂u∂z (z, t) as uz and
u∗(z) represents the value of u(z, t) at equilibrium. Furthermore, for P (z, u, uz) :
Z × R× Rn → R, we denote ∂P
∂uz
as Puz .
Stokes-Dirac structure: Define the linear spaceFp,q = Ωp(Z)×Ωq(Z)×Ωn−p(∂Z)
called the space of flows and Ep,q = Ωn−p(Z) × Ωn−q(Z) × Ωn−q(∂Z), the space
of efforts, with integers p, q satisfying p + q = n + 1. Let (fp, fq, fb) ∈ Fp,q and
(ep, eq, eb) ∈ Ep,q. Then, the linear subspace D ⊂ Fp,q × Ep,q
D =
{
(fp, fq, fb, ep, eq, eb) ∈ Fp,q × Ep,q
∣∣∣∣
fp
fq
 =
0 (−1)rd
d 0
ep
eq
, (2.48)
fb
eb
 =
1 0
0 −(−1)n−q
ep|∂Z
eq|∂Z
 ,
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with r = pq + 1, is a Stokes-Dirac structure, [36] with respect to the bilinear form
〈〈(
f 1p , f
1
q , f
1
b , e
1
p, e
1
q, e
1
b
)
,
(
f 2p , f
2
q , f
2
b , e
2
p, e
2
q, e
2
b
)〉〉
=〈
e2p|f 1p
〉
+
〈
e1p|f 2p
〉
+
〈
e2q|f 1q
〉
+
〈
e1q|f 2q
〉
+
〈
e2b |f 1b
〉
+
〈
e1b |f 2b
〉
where (f ip, f
i
q, f
i
b) ∈ Fp,q and (eip, eiq, eib) ∈ Ep,q for i = 1, 2.
Infinite-Dimensional Port-Hamiltonian Systems: Consider a distributed-parameter
port-Hamiltonian system on Ωp(Z)×Ωq(Z)×Ωn−p(∂Z), with energy variables (αp, αq) ∈
Ωp(Z) × Ωq(Z) representing two different physical energy domains interacting with
each other. The total stored energy is defined as
H :=
∫
Z
H ∈ R,
where H is the Hamiltonian density (energy per volume element). Let G ≥ 0 and
R ≥ 0 (satisfying (2.47)) represent the dissipative terms in the system. Then, setting
fp = −(αp)t, fq = −(αq)t, and ep = δpH , eq = δqH , the system
− ∂
∂t
αp
αq
 =
∗G (−1)rd
d ∗R
δpH
δqH
 ,
fb
eb
 =
1 0
0 −(−1)n−q
δpH|∂Z
δqH|∂Z
 ,(2.49)
with r = pq + 1, represents an infinite-dimensional port-Hamiltonian system with dis-
sipation. The time-derivative of the Hamiltonian is computed as
dH
dt
≤
∫
∂Z
eb ∧ fb. (2.50)
Remark 2.5. Equation (2.50) means that the increase in energy in the spatial domain
is less than or equal to power supplied to the system through its boundary. This implies
that the system is passive with respect to the boundary variables eb, fb and storage
function H (where H is assumed to be bounded from below).
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2.6 Stability of Infinite dimensional systems
In the case of infinite dimensional systems, it is not sufficient enough to show the posi-
tive definiteness of the Lyapuov function and the negative definiteness of its time deriva-
tive (as in the case of finite dimensional systems), to prove Lyapunov stability. In infi-
nite dimensional systems, one must specify the norm associated with stability argument
because stability with respect to a norm does not imply that it is stable with respect to
another norm. Let U∞ be the configuration space of a distributed parameter system, and
‖ · ‖ be a norm on U∞.
Definition 2.2. Denote by U∗ ∈ U∞ an equilibrium configuration for a distributed
parameter system on U∞. Then, U∗ is said to be stable in the sense of Lyapunov with
respect to the norm ‖ · ‖ if, for every  ≥ 0 there exist δ ≥ 0 such that,
‖U(0)− U∗‖ ≤ δ =⇒ ‖U(t)− U∗‖ ≤ 
for all t ≥ 0, where U(0) ∈ U∞ is the initial configuration of the system. We state the
following stability theorem for infinite-dimensional systems, which is also referred to
as Arnold’s theorem for stability of infinite-dimensional systems.
Theorem 2.1. (Stability of an infinite-dimensional system [38]): Consider a dynamical
system U˙ = f(U) on a linear space U∞, where U∗ ∈ U∞ is an equilibrium. Assume
there exists a solution to the system and suppose there exists function Pd : U∞ → R
such that
δUPd(U
∗) = 0 and
∂Pd
∂t
≤ 0. (2.51)
Denote ∆U = U − U∗ and N (∆U) = Pd(U∗ + ∆U) − Pd(U∗). Suppose that there
exists a positive triplet α, γ1 and γ2 satisfying
γ1‖∆U‖2 ≤ N (∆U) ≤ γ2‖∆U‖α. (2.52)
Then U∗ is a stable equilibrium.
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2.7 Notes on Chapter 2
(i) Port-Hamiltonian formulation presented in (2.3) is called as ‘Input-State-Output
port-Hamiltonian system’. For a general overview see [1, Chapter 6].
(ii) Brayton-Moser formulation is one alternative framework that gives port-variables,
that are not power-conjugates. Regarding more information on these alternate pas-
sive maps, see [39, 40].
(iii) The analysis presented in the first part of Section 2.4, Brayton-Moser formulation,
is extracted from [22, Chaper 11].
(iv) Brayton-Moser formulation of topologically complete RLC circuits and their Dirac
formulation can be found in [30]. For more on control by power shaping method-
ology see [32, 41].
(v) For more on distributed-parameter port-Hamiltonian systems defined using Stokes-
Dirac structure, see [36].
(vi) Infinite dimensional stability theorem presented in Theorem 2.1 is taken from [42].
For LaSalle’s invariance principle for infinite-dimensional systems see [43, Theo-
rem 5.19].
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CHAPTER 3
Control of finite dimensional system
Energy shaping methods for designing controllers often suffer from dissipation obsta-
cle. The Brayton-Moser formulation is a possible alternative to get around this problem.
However, even in this framework, designing controllers leads to two chief difficulties.
The first one involves solving partial differential equations, which might be a herculean
task. Particularly, with regard to energy shaping methods, the authors of [44] demon-
strated that the need for solving these can be eliminated by finding new passive maps
whose output port-variable is integrable. This idea motivates us to look for power based
passive maps whose output port variable is integrable; we show that the output port-
variable derived from Brayton-Moser formulation is integrable under the assumption
that the co-vectors corresponding to the columns of the input matrix are all closed. It
is worth noting that this methodology eventually leads to a PI-type controller. The sec-
ond difficulty lies in the fact that the power shaping methodology requires one to find
storage functions satisfying the gradient structure. This difficulty is again alleviated by
finding novel passive maps using Karsovskii type storage functions. Precisely, we show
that for a class of systems modeled in Brayton-Moser form, this idea leads to a passivity
property with “differentiation at both the ports”. In addition, we also generalize these
results to a larger class of non-linear systems. The details of the aforementioned issues,
and their resolutions, will form the body of this chapter.
3.1 Power Shaping
Power shaping stabilization is a method where the storage function is derived from
power of the system instead of the total stored energy. The first step in this framework is
to prove that the plant is passive, which requires finding admissible pairs. In the context
of electrical networks, the passivity property is now established with respect to voltage
and derivative of current, or current and derivative of voltage (see Example 2.2). The
next key step in control by power shaping is to ‘assign a desired power-like function’
to the closed-loop system through control, such that the closed-loop system is passive.
Similar to the case of energy shaping, this often requires solving of partial differential
equations. However, this method has natural advantages over practical drawbacks of en-
ergy shaping methods like speeding up the transient response (as derivatives of currents
and voltages are used as outputs) and also help overcome the “dissipation obstacle”.
3.1.1 Brayton-Moser formulation
Physical systems in Brayton-Moser framework are modeled as pseudo-gradient systems
using a function called mixed potential function which has units of power. In the case
of RLC networks, the mixed potential function is the sum of the content of the cur-
rent carrying resistors, co-content of the voltage controlled resistors and instantaneous
power transfer between storage elements [10]. Consider the standard representation of
a system in Brayton-Moser formulation
Q(x)x˙ = ∇xP (x) +G(x)u (3.1)
where x ∈ Rn denotes the system state vector and u ∈ Rm denotes the input vector
(m ≤ n). P : Rn → R is a scalar function of the state, which has the units of power
also referred to as mixed potential function, Q(x) : Rn → Rn × Rn and G(x) : Rn →
Rn × Rm. The time derivative of the mixed potential functional is
d
dt
P (x) = ∇xP (x) · x˙
= (Q(x)x˙−G(x)u) · x˙
= x˙>Q(x)x˙− u>G(x)>x˙
This suggests that if P (x) ≥ 0 and Q(x) ≤ 0, the system (3.1) is passive with storage
function P (x) and power variables are u, y = −G(x)>x˙. But, in general P (x) andQ(x)
can be indefinite [41]. In that case one needs to find a new (P˜ , Q˜) called “admissible
pair”, satisfying the pseudo-gradient structure (3.1).
We state this formally in the following assumption. Towards the end of the chapter,
we aim to relax this by finding new passive maps.
Assumption 3.1. For the given system in Brayton-Moser form (3.1), there exists P˜ (x) ≥
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0 and Q˜(x) ≤ 0 such that
Q˜(x)x˙ = ∇xP˜ (x) + G˜(x)u. (3.2)
Such pairs of P˜ and Q˜ are called admissible pairs for (3.1).
This assumption leads to the following passivity property, which also helps us avoid the
dissipation obstacle problem.
Proposition 3.1. Consider the system in Brayton-Moser form (3.1) satisfying Assump-
tion 3.1. Then the system is passive with input u, output given by yPB = −G˜(x)T x˙ and
storage function P˜ .
Proof. Time differential of P˜ is given by
˙˜P = (∇xP˜ )T x˙ = x˙T Q˜x˙+ uTyPB
≤ uTyPB, (3.3)
where yPB is given by
yPB = −G˜(x)T x˙ (3.4)
which is referred as power balancing (shaping) output [41].
In the next subsection, we present a different approach for power shaping by utilizing
the “differentiation” on output port-variable.
3.1.2 Control methodology using integral outputs
The word ‘shaping’ in ‘energy shaping’ and ‘power shaping’ methods, which fall under
passivity based control (PBC) methodologies, refers to the modification of closed-loop
storage function through control. There are several ways to achieve this shaping and
one among them is called control by interconnection (CBI). To begin with, in CBI,
it is assumed that the controller is a passive dynamical system interconnected to the
physical system. Then, closed-loop invariant functions called Casimirs are determined
which relate the system and controller state variables. The closed-loop Hamiltonian is
thus restricted to the level-sets given by Casimir functionals. Now, one seeks a Casimir
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functional such that the minima of the closed-loop Hamiltonian coincides with the de-
sired operating point of the system. Finding such Casimir functionals is yet another hin-
drance, apart from the dissipation obstacle drawback mentioned earlier, as it involves
solving a system of partial differential equations. We would also like to point out that
other PBC methodologies, such as ‘energy/power balancing’ and ‘interconnection and
damping assignment’, are also plagued by similar difficulties.
Definition 3.1. (Integrable) Consider x ∈ Rn and g(x) ∈ Rn×m. Let gk(x) be the kth
column of g(x) and gkl(x) denotes the lth element of vector gk(x) where, k ∈ {1 · · ·n}
and l ∈ {1 · · ·m}. Denote gk(x) 4= ∑ml=1 gkldxl, k ∈ {1 · · ·n}. We call the matrix
g(x) integrable if 1− forms gk(x), ∀k ∈ {1 · · ·n} are closed. This is equivalent to the
following: the matrix g(x) is integrable if∇xgk(x) = (∇xgk(x))>, ∀k ∈ {1 · · ·n}.
In this subsection, we make use of a method which was proposed for energy shap-
ing in [44, 45, 46, 47, 48]. The authors of these papers overcome technical difficulties,
essentially similar to the ones just mentioned in the last paragraph, resulting from In-
terconnection and Damping Assignment-Passivity based Control (IDA-PBC) method-
ology. This is accomplished in two steps; as a first step, the authors find new passive
maps whose output port variable is integrable and secondly, they relax the assumption
that the closed-loop system adheres to port-Hamiltonian structure. Adopting this idea
to the case of power shaping, we first show that the output port-variable yPB, derived in
Proposition 3.1, is integrable under the assumption that the input matrix G˜ is integrable.
Secondly, we do not constrain the closed-loop storage function to the gradient equation
(3.2). We begin by restating the following assumption:
Assumption 3.2. The new input matrix G˜(x) is Integrable.
Lemma 3.1. Consider the system in Brayton-Moser form (3.1) satisfying Assumption
3.2. The power balancing output yPB given in equation (3.4) is integrable.
Proof. From Assumption 3.2, we have that G˜(x) is integrable. From Definition 3.1,
the 1 − forms’s corresponding to column vectors of G˜(x) are closed. Therefore,
Poincare´’s Lemma ensures the existence of a function Γ(x) : Rn → Rm such that
G˜(x) = −∇xΓ(x). The time derivative of Γ(x) is
Γ˙ = ∇xΓ>x˙ = −G˜(x)>x˙ = yPB. (3.5)
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Using equation (3.4) we conclude the proof.
Control Objective 3.1. The objective is to stabilize the system (3.2) at the equilibrium
point (x∗, u∗) satisfying
∇xP˜ (x∗) + G˜(x∗)u∗ = 0. (3.6)
The usual methodology to achieve this objective involves finding a new storage function
Pd for the closed loop system satisfying
Q˜x˙ = ∇xPd and x∗ = arg minxPd (3.7)
where closed loop potential function Pd is the difference of power function P˜ and power
supplied by the controller. This was employed in [32], where the power supplied by
controller is found by solving PDE’s. As stated earlier, we adopt a similar procedure
given in [44, 45, 46, 47], in which, the authors have utilized the integrability of the
output port-variable in energy shaping of mechanical systems. Also recently in [48]
similar idea is used for systems in the port-Hamiltonian form. As mentioned earlier, we
do not restrain the closed-loop system to satisfy the gradient structure (3.7). Instead,
we desire to find a closed loop storage function Pd satisfying
P˙d ≤ 0 and x∗ = arg minxPd. (3.8)
Remark 3.1. A remark on equations (3.7) and (3.8). In (3.8), we are looking for a
Lyapunov function that helps us prove stability. Where as in (3.7), we want a Lyapunov
function that satisfies the gradient structure. Note that, having the closed-loop system
withholding this gradient structure automatically leads to stability, but this may results
in solving for partial differential equations and hence not desirable.
In lemma 3.1 we have proved that the power balancing output is integrable. Using
this, the desired closed loop potential function Pd is constructed in the following way
Pd = kP˜ +
1
2
||Γ(x) + a||2kI (3.9)
where k > 0, a ∈ Rm, kI ∈ Rm×m with kI > 0. Further a is chosen such that (3.8) is
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satisfied, which implies
∇xPd(x∗) = 0 ∇2xPd(x∗) ≥ 0 (3.10)
which upon solving gives
a := kk−1I G˜
†(x∗)∇xP˜ (x∗)− Γ(x∗) (3.11)
where G˜† represents pseudoinverse of G˜.
Proposition 3.2. Consider the system (3.1) satisfying the Assumptions 3.1 and 3.2. We
define the mapping u : Rn → Rm
u :=
1
k
(
v + αG˜>x˙− kI(Γ(x) + a)
)
(3.12)
where α > 0, ∇Γ(x) := −G˜(x) and v ∈ Rm. Then system (3.1) in closed loop
is passive with storage function Pd (3.9) satisfying (3.10), input v and output yPB.
Further with v = 0 the system (3.1) is stable with Lyapunov function Pd(x) and x∗ as
stable equilibrium point. Furthermore, if yPB = 0 =⇒ lim
t→∞
x(t) → x∗, then x∗ is
asymptotically stable.
Proof. The time derivative of closed loop potential function (3.9) along the trajectories
of (3.1) is
P˙d = k
˙˜P + yTPBkI(Γ(x) + a)
≤ yTPB[ku+ kI(Γ(x) + a)]
= yTPB(v − αyPB)
= yTPBv − αyTPByPB
≤ yTPBv,
where we used equations (3.3), (3.4), (3.12) in arriving at the result. This proves that the
closed loop is passive with storage function Pd (3.9), input v and output yPB. Further
for v = 0 we have
P˙d ≤ −αyTPByPB
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and at equilibrium
u∗ = −kI
k
(Γ(x∗) + a) . (3.13)
Finally from (3.11) and (3.13) we can show that (x∗, u∗) satisfy (3.6). This concludes
the system (3.1) is stable with Lyapunov function Pd and x∗ as equilibrium point [49].
Furthermore, if P˙d = 0 =⇒ yPB = 0 =⇒ lim
t→∞
x(t)→ x∗. Finally, we conclude the
proof by invoking LaSalle’s invariance principle.
Remark 3.2. The choice of closed loop potential function is obviously not unique.
Instead of (3.8) we can have Pd in the following way:
Pd(x) = kP˜ (x) + f(Γ) (3.14)
where f(Γ) : Rm → R has to be chosen such that (3.10) is satisfied. One such choice
for f(Γ) is 1
2
||Γ(x) + a||2kI . For general Pd of the form (3.14), the control u in (3.12)
will take the form
u =
1
k
(
v + αG˜>x˙−∇Γf(Γ)
)
. (3.15)
Further one can choose f(Γ) such that the controller gives the desired performance.
We now present a physical example and demonstrate the control methodology devel-
oped in this subsection .
Example 3.1. (Building Temperature control.) Thermal zone is an important com-
ponent of HVAC subsystem. Although, there are different zone modeling strategies, for
control purpose, lumped parameter models are commonly used [50]. Lumped parame-
ter models have resistance-capacitance (RC) interconnected network which represents
interaction between zones and between zone and ambient. The capacitances represent
the total thermal capacity of the wall and zone. The resistances are used to represent
the total resistance that the wall offers to the flow of heat from one side to other. To
illustrate the proposed approach, we consider a simple two-zone case separated by a
wall, where the surface is modeled as a 3R2C [51] network as shown in Fig. 3.1. The
33
Figure 3.1: Lumped RC network model: Two zone case
nonlinear thermal model for the two zone case is given by [11]
C1T˙1 =
T3 − T1
R31
+
(T∞ − T1)
R10
+ u1cp(Ts − T1)
C2T˙2 =
T4 − T2
R42
+
(T∞ − T2)
R10
+ u2cp(Ts − T2)
C3T˙3 =
T1 − T3
R13
+
(T4 − T3)
R34
(3.16)
C4T˙4 =
T2 − T4
R42
+
(T3 − T4)
R34
In the above model, the inputs u1 and u2 denotes the mass flow rates. T∞, Ts are
ambient and supply air temperatures. Note that the inputs are coupled with the states
(Temperatures T1,T2).
The above system of equations (3.16) can be written in the Brayton-Moser form (3.2)
with x =
[
T1, T2, T3, T4
]>
, and
P (x) =
(T3 − T1)2
2R31
+
(T4 − T2)2
2R42
+
(T3 − T4)2
2R34
+
(T∞ − T1)2
2R10
+
(T∞ − T2)2
2R20
. (3.17)
Q(x) = diag[−C1,−C2,−C3,−C4] and
G(x) =
−cp(Ts − T1) 0 0 0
0 −cp(Ts − T2) 0 0
> .
It is easily verified P (x), Q(x) and G(x) defined in (3.17) satisfy Assumption 3.1 and
3.2. From Proposition 3.1, system (3.16) is passive with input u = [u1, u2]> and power
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balancing output
y =
[
cp(Ts1 − T1)T˙1 cp(Ts2 − T2)T˙2
]>
,
further from lemma 3.1 we have
Γi = −cp
2
(Tsi − Ti)2 for i = 1,2.
Control Objective 3.2. The control objective is to stabilize a given equilibrium point
[T ∗1 , T
∗
2 ] satisfying (3.6) where
u∗1 = − 1cp(Ts1−T ∗1 )
(
(T ∗3−T ∗1 )
R31
+
(T∞−T ∗1 )
R10
)
u∗2 = − 1cp(Ts2−T ∗2 )
(
(T ∗4−T ∗2 )
R42
+
(T∞−T ∗2 )
R20
)
.
(3.18)
From Proposition 3.2, we can show that for a = −kk−1I u∗−Γ(x∗) the control input
(3.12) takes the form
u1 = −αk cp(Ts1 − T1)T˙1 − k1k
(
Γ1 − Γ∗1 − kk1u∗1
)
u2 = −αk cp(Ts2 − T2)T˙2 − k2k
(
Γ2 − Γ∗2 − kk2u∗2
) (3.19)
and asymptotically stabilizes the system (3.16) to equilibrium [T ∗1 , T
∗
2 ] using Pd (3.9) as
lyapunov function.
Remark 3.3. To achieve the results presented in this section, we principally made two
assumptions, (i) Admissible pairs (P˜ , A˜) satisfying equation (3.2) exist, (ii) the new
input matrix G˜ is integrable. In the following section, we aim to relax the former as-
sumption by finding new passive maps.
3.2 Differential passivity like properties
Finding admissible pairs is not always a feasible task. Existence needs sufficient dissi-
pation at all storage elements. (For example: Admissible pairs for series RLC circuits
do not exist as there is no dissipation across capacitor [52].) Higher the number of
storage elements, the more difficult it is to find the admissible pairs. Additionally, the
results thus obtained would be conservative in light of the restrictions they put on the
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elements of the system (eg: L ≥ R2C [52] and G2L ≥ C in Example 2.2). These re-
strictions are mainly due to imposing ‘gradient structure’ when all we need is passivity
with differentiation at at least one of the port variables (see Example 2.2). This has led
us to search for new storage functions. In any stabilization problem, whether it is to
stabilize a system to equilibrium point or to an operating point, the velocities have to go
to zero. This has motivated us to look for storage functions in terms of velocities, with
its minimum at zero. A good candidate would be a quadratic function (sum of squared
velocities). In this section, we will show that such kind of storage functions ultimately
leads to a new passivity property with differentiation at both the ports variables. Us-
ing these new passive map, a PI like controller is constructed to solve the stabilization
problem. To begin with, we start with the parallel RLC circuit presented in Example
2.1.
Example 3.2. (Parallel RLC circuit cont’d). Consider the following storage function
for parallel RLC circuit in Example 2.1
S(it, vt) =
1
2
pi2t +
1
2
qv2t
where p, q ≥ 0, it = di
dt
and vt =
dv
dt
. The time differential of S(it, vt) along the
trajectories of (2.26) is
d
dt
S(it, vt) = pititt + qvtvtt
= − p
L
Ri2t −
q
C
Gv2t +
( q
C
− p
L
)
itvt + Etit
In first equality we substituted for
d2i
dt2
4
= itt and
d2v
dt2
4
= vtt from (2.26). In second we
just rearranged the terms. It can now be easily seen that for the choice q = C and p = L
we can write S˙ as
d
dt
S(it, vt) = −Ri2t −Gv2t + it
d
dt
Vs ≤ dVs
dt
di
dt
, (3.20)
with the above choice of p, q we can rewrite the storage function S(it, vt) as
S(it, vt) =
1
2
Li2t +
1
2
Cv2t (3.21)
We now have the following proposition.
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Proposition 3.3. The parallel RLC circuit with dynamics (2.26) is passive with storage
function S(it, vt) (3.21) and port variables dVsdt and
di
dt
.
Proof. The proof of the proposition directly follows from (3.20) and (3.21).
Remark 3.4. It is noteworthy to mention that, S(it, vt) is defined on the tangent space
of (2.26) and has units Power/Time. Where as the mixed potential function in equation
(3.1) has units of Power.
Systems with ‘dissipation obstacle’[3] can be stabilized using the Brayton Moser
framework, where passivity is obtained by differentiating one of the port variables.
This has led to power shaping methods for control, but the solutions (if exists) obtained
impose constraints on the physical parameters of the system (as shown in Example
2.2). The passivity property presented in Proposition 3.3 have differentiation at both
the port variables, does not impose any constraints on system parameters. Using this
new passive map (in Proposition 3.3), we present a control methodology for solving the
stabilization problem.
Control Objective 3.3. Regulate the voltage across the capacitor of the parallel RLC
circuit (2.26) to v∗. At this operating point we have:
v∗ +Ri∗ = V ∗s i
∗ = Gv∗. (3.22)
Proposition 3.4. The state feed back controller of the form
Vs = −KP (i(t)− i∗)︸ ︷︷ ︸
Proportional
−KI
∫ t
0
(i(τ)− i∗) dτ︸ ︷︷ ︸
Integral
+Ri∗ + v∗, KP , KI ≥ 0.(3.23)
asymptotically stabilizes the system (2.26) at equilibrium (3.22).
Sd =
1
2
Li2t +
1
2
Cv2t +
KI
2
(i− i∗)2, KI ≥ 0.
as Lyapunov function.
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Proof. The time derivative of Sd along the trajectories of (2.26) is
d
dt
Sd =
d
dt
S +KI(i− i∗)it
= −Ri2t −Gv2t + it
d
dt
Vs +KI(i− i∗)it (3.24)
≤
(
d
dt
Vs +KI(i− i∗)
)
it
=
(
d
dt
Vs +KI(i− i∗)
)
it.
Choosing Vs of the form (3.23) gives in
d
dt
Vs = −KI(i− i∗)−KP it, (3.25)
and using this in
d
dt
Sd results in
d
dt
Sd ≤ −KP i2t . (3.26)
Further from (3.24), we can say that ∃α > 0 satisfying
d
dt
Sd ≤ −α
(
i2t + v
2
t
)
. (3.27)
Which implies
d
dt
Sd = 0 =⇒ i(t) = ic and v(t) = vc (where ic and vc are constant),
from (2.26) Vs(t) = Ric + vc is a constant. Substituting this in (3.25), we get ic = i∗,
=⇒ vc = v∗ and Vs = V ∗s .
3.2.1 Topologically complete RLC circuits
We now present the new passivity property for a larger class of RLC circuits called
Topologically complete RLC circuits [35]. Let the column vectors i and v denote the
currents passing though all the inductors and voltage across all the capacitors respec-
tively. The dynamics of a complete RLC circuit with regulated voltage sources in series
with inductors is described by
−Ldi
dt
=
∂P
∂i
−BsVs
C
dv
dt
=
∂P
∂v
(3.28)
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where the mixed potential function P (i, v) is given by
P (i, v) = i>Γv +G(i)− J(v) (3.29)
where G(i) ≥ 0, J(v) ≥ 0 represent (possibly) non linear dissipative elements and
Γ + Γ> = 0. Note that L and C are assumed to be constant. Consider the following
storage function
S(it, vt) =
1
2
di
dt
>
L
di
dt
+
1
2
dv
dt
>
C
dv
dt
(3.30)
Proposition 3.5. Let ∇2iG,∇2vJ be positive semidefinite, then we have the following.
The system of equations (3.28) representing the dynamics of a complete RLC circuit,
is passive with respective to the storage function S(it, vt) defined in (3.30) and ports
B>s
di
dt
and
dVs
dt
.
Proof. The time derivative of S(it, vt) can be simplified as
d
dt
S = i>t
(
−∇2iPit −∇2viPvt +Bs
dVs
dt
)
+ v>t
(∇2ivPit +∇2vPvt)
= −i>t ∇2iPit + v>t ∇2vPvt + i>t Bs
dVs
dt
From (3.29) we get
d
dt
S(it, vt) = −i>t ∇2iGit − v>t ∇2vJvt + i>t Bs
dVs
dt
(3.31)
From (3.28), (3.30), (3.29) and (3.31), we have
d
dt
S(it, vt) ≤ i>t Bs
dVs
dt
. (3.32)
Remark 3.5. In the Proposition 3.5: The nonlinear dynamical system given by (3.28)
with input Vs = 0 is contracting with metric diag{L,C} [53, 54]. In the next section,
we will utilize this for generalizing this passivity property to a class of contracting
nonlinear systems.
Remark 3.6. In deriving the result of Proposition 3.5, we assumed that the input matrix
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Bs as constant. The result is not obvious for a system with a state dependent input
matrix Bs. That is the system represented by equations (3.28) is not passive with port
variables Bs(x)> didt and
dVs
dt
.
3.3 A class of nonlinear system
So far we were looking at systems that have been modeled in Brayton-Moser formula-
tion. A different, but related, class of systems are contracting systems (a term coined
in the seminal paper [53]). The analysis in these systems pertains to, study the con-
vergence between two trajectories rather than a trajectory to a particular solution. This
notion of convergence/stability has given rise to a new passivity concept called as differ-
ential passivity [55, 56, 57], which is similar to the passive maps derived in Proposition
3.3 and 3.5. Consider a nonlinear system of the form
x˙ = f(x) + g(x)u (3.33)
where x ∈ Rn is the state vector , u ∈ Rm (m < n) is the control input. f(x) : Rn →
Rn and g(x) : Rn → Rm are smooth functions. In this subsection, we aim to derive
the passive maps presented in Proposition 3.3 and 3.5 to a class of nonlinear systems
characterized by the following assumptions.
Assumption 3.3. For a given f(x), there exist a symmetric positive definite matrix
M ∈ Rn×n satisfying
M
∂f
∂x
+
∂f
∂x
>
M < 0 (3.34)
This implies the dynamical system x˙ = f(x) is contracting.
Assumption 3.4. The full-rank left annihilator of input matrix also left annihilates its
Jacobian. If g⊥ denotes left annihilator of the input matrix g(x), that is, g⊥g = 0 then
g⊥
∂g
∂x
= 0 (3.35)
Assumption 3.5. Mg(x) is Integrable.
The second method of Lyapunov has been widely used for stability analysis of dynam-
ical systems [49]. This method revolves around finding a suitable Lyapunov function
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that decreases along the system trajectories. Further, positive definite quadratic func-
tions of state variables are usually a good candidates. The classical Krasovskii’s method
[58] of generating Lyapunov functions also bears a similar form in terms of velocities
(instead of states) and forms a candidate function for stability analysis. In the following
proposition, we show that the nonlinear systems with u = 0 satisfying Assumption 3.3
is contracting with a Krasovskii-type Lyapunov function [53, 54].
Proposition 3.6. [53] Consider system (3.33) with input u = 0 satisfying Assumption
3.3. Then the resulting dynamical system is contracting.
Proof. Consider the Krasovskii Lyapunov function
V (x, x˙) =
1
2
x˙>Mx˙. (3.36)
Then the time derivative of (3.36) along the trajectories of (3.33) with u = 0 is
d
dt
V = x˙>Mx¨ = x˙>M
(
∂f
∂x
x˙
)
= x˙>
(
M
∂f
∂x
+
∂f
∂x
>
M
)
x˙ ≤ 0
This implies the dynamical system x˙ = f(x) is contracting in Rn with respect to the
metric M .
Remark 3.7. In Assumption 3.3, one can consider a state dependent Riemannian metric
M(x), and replace equation (3.34) with
M
∂f
∂x
+
∂f
∂x
>
M + M˙ < 0.
Static and dynamic feedback techniques [1, 59] are well-known methodologies that
are widely used in deriving passivity properties. For a class of nonlinear systems (3.33),
we use this dynamic feedback techniques and storage functions of Krasovskii-type
(3.36) to achieve passive maps similar to the ones derived in Proposition (3.5). The
following lemma will be instrumental in formulating our result .
Lemma 3.2. Consider an input matrix g(x) satisfying Assumption 3.4 and an α ∈
Rm×m. Then
g˙ + gα = 0 (3.37)
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_x = f(x) + g(x)u_u = αu + β + _v
x
_v u
Figure 3.2: Interconnection of dynamic state feedback (3.39) to system (3.33).
if and only if α satisfies
α = − (g>g)−1 g>g˙. (3.38)
Proof. The only if part of the proof: consider the following full rank matrix
g⊥
g>
. Now
left multiplying (g˙ + gα) in (3.37) by
g⊥
g>
 yields
g⊥
g>
 (g˙ + gα) =
g⊥ (g˙ + gα)
g> (g˙ + gα)
 =
 g⊥g˙
g>
(
g˙ − g (g>g)−1 g>g˙)

=
 g⊥ ∂g∂xx˙(
g>g˙ − g>g (g>g)−1 g>g˙)

=
 0(
g>g˙ − g>g˙)

= 0
By construction
g⊥
g>
 is full rank matrix, hence g˙ + gα = 0.
The if part of the proof:
g˙ + gα = 0 =⇒ g>gα = g>g˙ =⇒ α = −(g>g)>g>g˙.
hence α = −(g>g)>g>g˙ ⇐⇒ g˙ + gα = 0.
Consider the following dynamic state feedback [59] for system (3.33) (see Fig. 3.2)
u˙ = αu+ β + v˙ (3.39)
with α defined as in lemma 3.2, β = −g>Mx˙ and v ∈ Rm. The use of v˙ in (3.39) rather
than v as new port variable will evident in the later part of the subsection. We now have
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the following passivity property for the nonlinear system (3.33).
Theorem 3.1. Let the Assumptions 3.3 and 3.4 are satisfied. Then the system (3.33)
together with (3.39) is passive with input v˙ and output y = g>Mx˙.
Proof. Consider storage function of the form (3.36). The time derivative of (3.36) along
the trajectories of (3.33) and (3.39) is
d
dt
V = x˙>Mx¨
= x˙>M
(
∂f
∂x
x˙+ g˙u+ gu˙
)
= x˙>M
(
∂f
∂x
x˙+ g˙u+ g (αu+ β + v˙)
)
= x˙>
(
M
∂f
∂x
+
∂f
∂x
>
M
)
x˙+ x˙>M ((g˙ + gα))u+ gβ + gv˙)
≤ v˙>y
where y = g>Mx˙ is also referred to as power shaping output. In step 1 and 2 we use
system dynamics (3.33) and controller dynamics (3.39) respectively. In step 4 and 5 we
used Proposition 3.6 and lemma 3.2 respectively.
Lemma 3.3. The output y = g>Mx˙ given in Theorem (3.1) is integrable.
Proof. From Assumption 3.5, we have that Mg(x) is integrable. From Definition 3.1,
the 1− forms’s corresponding to column vectors of matrix Mg(x) are closed. There-
fore, Poincare´’s Lemma ensures the existence of a function Γ(x) : Rn → Rn such
that
∇xΓ(x) = Mg(x).
This implies,
Γ˙ = ∇xΓ(x)>x˙ = (Mg)>x˙ = g>Mx˙ = y
This implies y in Theorem 3.1 is integrable.
Remark 3.8. From Theorem 3.1 and lemma 3.3, we can say that nonlinear systems
(3.33) satisfying Assumptions 3.3-3.5 are passive with port variables u˙ and Γ˙. Simi-
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x˙ = f(x) + g(x)uu˙ = αu + β + v˙
xv˙ u
v˙ := 1k1 (
˙¯v − kdy − ki (Γ(x) − Γ(x∗)))
˙¯v
Figure 3.3: Interconnecting the controller (3.43) to dynamic state feedback system in
Fig. 3.2.
lar kind passivity properties exists in literature, namely differential passivity [56] and
incremental passivity [1].
Control Objective 3.4. To stabilize the system (3.33) at an non-trivial operating point
(x∗, u∗) satisfying
f(x∗) + g(x∗)u∗ = 0 (3.40)
To achieve this control objective we follow a similar methodology proposed in
Proposition 3.2. That is, we start with finding a closed-loop storage function Vd sat-
isfying
V˙d ≤ 0 and x∗ = arg minxVd (3.41)
and one relevant choice would be
Vd(x) =
1
2
k1x˙
>Mx˙+
1
2
||Γ(x)− Γ(x∗)||2ki . (3.42)
Proposition 3.7. Suppose the system (3.33) together with (3.39) satisfies Assumptions
3.3-3.5. We define the mapping v˙ : Rn → Rm
v˙ :=
1
k1
( ˙¯v − kdy − ki (Γ(x)− Γ(x∗))) (3.43)
where y = g>Mx˙ and v¯ ∈ Rm. Then the system of equation (3.33) and (3.39) are pas-
sive with port variables ˙¯v and Γ˙(x) (see Fig. 3.3). Further for ˙¯v = 0, the system is stable
and x∗ as the stable equilibrium point. Furthermore if y = 0 =⇒ limt→∞ x(t)→ x∗,
then x∗ is asymptotically stable.
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Proof. The time derivative of the closed loop storage function (3.42) is
d
dt
Vd = k1V˙ + y
>ki(Γ(x)− Γ(x∗))
≤ y> (k1v˙ + ki(Γ(x)− Γ(x∗)))
≤ y> ˙¯v
This proves that the closed loop system is passive with storage function Vd, input ˙¯v and
output y. Further for ˙¯v = 0 we have
V˙d ≤ −kdy>y
and at equilibrium x = x∗ we have v˙ = 0, further using this in (3.39) we can show
that u˙ = 0. This implies (x∗, u∗) satisfy the control objective (3.40), further concluding
that system (3.33) is asymptotically stable with Lyapunov function Vd and x∗ as the
equilibrium point.
Remark 3.9. At the desired operating point one can show that u˙−αu−β = 0. Hence,
we have considered u˙ = αu+ β + v˙, instead of u˙ = αu+ β + v in equation (3.39).
Remark 3.10. Systems that are contracting always forget their initial conditions. That
is, their final behaviour is always independent of the initial conditions. Hence, one need
not worry about the initial conditions of the control input u while implementing the
control law (3.39) together with (3.43).
We now illustrate this methodology using building HVAC system in Example 3.1.
Proposition 3.8. The systems of equations (3.16) and (3.39), with α and β defined as
α =
 T˙1(Ts−T1) 0
0 T˙2
(Ts−T2)
 and β =
cp(T1 − Ts)T˙1
cp(T2 − Ts)T˙2
 (3.44)
respectively, are passive with port variables v˙ and y. where
y(T ) = cp
(Ts − T1) T˙1
(Ts − T1) T˙2
 . (3.45)
Proof. Let C = diag {C1, C2, C3, C4}. One can prove that the system (3.16) satisfies
Assumption 3.3 given in equation (3.34) by choosing M = diag {C1, C2, C3, C4}.
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The input matrix of (3.16) is g(T ) = [g1(T ), g2(T )], where
g1(T ) =
[
cp
C1
(Ts − T1) 0 0 0
]>
, g2(T ) =
[
0
cp
C2
(Ts − T2) 0 0
]>
.
Using left annihilator of g(T ), that is
g⊥(T ) =
0 0 1 0
0 0 0 1

one can show that
g⊥
∂g1
∂T
= 0 g⊥
∂g2
∂T
= 0 (3.46)
Hence the input matrix g(T ) satisfies Assumption 3.4. Now, we can use lemma 3.2 and
show that α takes the same form, given in (3.44). Finally from Theorem 3.1, using
V (T ) =
1
2
T˙>MT˙ (3.47)
=
1
2
(
C1T˙
2
1 + C2T˙
2
2 + C3T˙
2
3 + C4T˙
2
4
)
as storage function, the system of equations (3.16), together with input dynamics (3.39)
given by
u˙1 =
(
u1
(Ts − T1) − cp(Ts − T1)
)
T˙1 + v˙1
u˙2 =
(
u2
(Ts − T2) − cp(Ts − T1)
)
T˙1 + v˙2
(3.48)
are passive with port variables v˙ and y.
Now we can consider v = [v1, v2]> as input for the combined equations (3.16),
(3.48) and provide a control strategy using Proposition (3.7). Consider a1 = (T ∗1 −Ts)2,
a2 = (T
∗
2 − Ts)2, kd ≥ 0 and ki > 0.
Proposition 3.9. The state feedback controller
v˙1 =−kdcp (Ts − T1) T˙1 + 1
2
kicp
(
(Ts − T1)2 − a1
)
v˙2 =−kdcp (Ts − T1) T˙2 + 1
2
kicp
(
(Ts − T2)2 − a2
) (3.49)
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asymptotically stabilizes the system of equations (3.16) and (3.48) to the operating point
(T ∗, u∗) satisfying (3.40).
Proof. With M = diag{C1, C2, C3, C4} and input matrix g(T ) in (3.46), one can verify
Assumption 3.5. Hence from lemma 3.3, we can show that
Γ(T ) = −1
2
cp
(T1 − Ts)2
(T2 − Ts)2
 (3.50)
satisfies Γ˙(T ) = y(T ). Further proof directly follows from Proposition 3.7 using Γ(T )
in (3.50). It can also be proved by taking the time derivative of Lyapunov function
(3.42) along the trajectories of (3.16) and (3.48) as shown below
V˙d = k1T˙
>MT¨ + ki(Γ(T )− a)>Γ˙(T )
= − k1
R13
(
T˙1 − T˙3
)2
− k1
R24
(
T˙2 − T˙4
)2
− k1
R34
(
T˙3 − T˙4
)2
− k1
R10
(
T˙ 21 + T˙
2
2
)
+T˙>M
d
dt
(g(T )u) + ki(Γ(T )− a)>y(T )
≤ T˙> (g˙u+ gu˙) + ki(Γ− a)>y
= T˙>M (g˙u+ g(αu+ β + v)) + ki(Γ− a)>y
≤ T˙>M ((g˙ + gα)u+ gv) + ki(Γ− a)>y
= T˙>Mgv + ki(Γ− a)>y
= y> (v + ki(Γ− a))
= −kdy>y.
In step 2 and 4 we use system dynamics (3.16) and controller dynamics respectively. In
step 5 we used g˙ + gα = 0 given in Proposition 3.37. Finally in step 6 we have used
the control strategy (3.49). Now one can infer that there exist an α > 0, such that
V˙d ≤ −α
((
T˙1 − T˙3
)2
+
(
T˙2 − T˙4
)2
+
(
T˙3 − T˙4
)2
+T˙ 21 + T˙
2
2
)
.
V˙d = 0 implies T˙1, T˙2, T˙3 and T˙4 are identically zero. Using this in (3.16), we get u1
and u2 as constant. From (3.48) we get v = 0, substituting this in (3.49) we get that
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T1 = T
∗
1 , and T2 = T
∗
2 . Finally, we conclude the proof by invoking LaSalle’s invariance
principle.
Simulation results: The parameter values used for the simulation study are given in
[51]. The trajectories of zone temperatures for the two zone case is shown in Fig. 3.4
and the effectiveness of controller is shown by zone temperatures reach their respective
reference temperature values. The control inputs to the zones and the time evolution of
port variables is shown in Fig. 3.5 and Fig. 3.6. Zone 2 needs higher control effort to
reach reference temperature compared to zone 1 due to the higher difference in initial
and reference values.
3.4 Final Remarks
In this chapter, we discuss the issues of finding closed-loop storage function and ad-
missible pairs in control by power shaping. Firstly, we present a methodology for con-
structing closed-loop storage function by utilizing the assumption that input matrix is
integrable. Secondly, the need for finding admissible pairs is addressed by introduc-
ing storage functions similar to Krasovskii-type Lyapunov functions. The use of such
storage functions has led to new passive maps, which are used for controller design.
These passive maps have differentiation on both the port variables, hence the controller
resulted also helped us avoid dissipation obstacle problem.
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Figure 3.6: Time evolution of port variable v˙ .
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CHAPTER 4
Infinite dimensional system
Modeling electrical networks in Brayton-Moser framework is a well-established theory
[6, 7] and has proven useful in studying the Lyapunov stability of RLC networks. The
formulation was extended in [8], to the infinite-dimensional case where the authors
developed a pseudo gradient framework to analyze the stability of a transmission line
with non-zero boundary conditions. Later control theorists borrowed this framework to
generate new passive maps [35, 41, 60, 61, 62] when usual passive maps with energy as
storage function render ineffective due to pervasive dissipation [32]. Even though BM
formulation is well established in finite dimensional systems, it is not fully extended
to the infinite dimensional case. The existing literature on boundary control of infinite
dimensional systems by energy shaping (in the Hamiltonian case), deals with either
lossless systems [14] or partially lossless systems as in [15], and thus avoids dissipation
obstacle issues. Recently in [16], the authors presented Brayton-Moser formulation of
Maxwell’s equations with zero boundary energy flows. However, the admissible pairs
given impose restrictions on their spatial domain (such as ‖ ∂
∂z
‖ ≤ 1).
The main contributions of this chapter are as follows:
(i) BM formulation: In this chapter, we first motivate the need for BM formulation by
proving the existence of dissipation obstacle in infinite-dimensional systems using
transmission line system as an example. Thereafter, we begin with Brayton-Moser
formulation of port-Hamiltonian system defined using Stokes’ Dirac structure. In
the process, we present its Dirac formulation with a non-canonical bilinear form,
similar to the finite dimensional case [30].
(ii) Zero boundary energy flows: Analogous to the finite-dimensional system, identi-
fying the underlying gradient structure of the system is crucial in analyzing the
stability. Therefore we identify alternative Brayton-Moser formulations called ad-
missible pairs, that helps in the stability analysis, with Maxwell’s equations as an
example.
(iii) Non-zero boundary energy flows and passivity: In case of infinite-dimensional sys-
tems with nonzero boundary energy flows, to find admissible pairs for the overall
interconnected system, we have to find these admissible pairs for all individual sub-
systems, that is, spatial domain and boundary, while preserving the interconnection
between these subsystems. To illustrate this, we use the transmission line system
(modeled by Telegrapher’s equations) where the boundary is connected to a finite
dimensional circuit at both ends. This ultimately leads to a new passive map with
controlled current and derivatives of the voltage at boundary as port variables.
(iv) Boundary control: Using the new passive map, a passivity based controller is con-
structed to solve a boundary control problem (employing control by interconnec-
tion), where the original passive maps derived using energy as storage function
does not work due to the existence of pervasive dissipation. The control objective
is achieved by generating Casimir functions of the overall systems.
(v) Alternative passive maps: The passive maps obtained from Brayton Moser formu-
lation, as we have seen earlier in finite-dimensional systems (presented in Chapter
3), impose constraints on systems parameters. We therefore extend the alternative
maps methodology developed in Chapter 3.2 (for infinite dimensional systems),
and present boundary control methodology using Maxwell’s equations.
4.1 Motivation/Examples
In this section we show the existence of dissipation obstacle in infinite-dimensional
systems, using transmission line system (with non-zero boundary conditions) as an il-
lustrating example.
Example 4.1. Let 0 < z < 1 represent the spatial domain of the transmission line with
L, C, R, and G denoting the specific inductance, capacitance, resistance, and conduc-
tance respectively. We further assume that these are independent of the spatial variable
z. Denote by i(z, t) and v(z, t) the line current and line voltage of the transmission line
system. Consider the transmission line system (modeled using telegraphers equations)
interconnected to the boundary as shown in Figure 4.1. The dynamics of this system
are
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Figure 4.1: Transmission line system
−Lit = vz +Ri
Cvt = −Gv − iz
0 < z < 1 (4.1)
I0 = C0v0t + i0
v0 = vC0 − i0R0
z = 0 (4.2)
i1 = C1vC1t
v1 = R1i1 + vC1
z = 1. (4.3)
where vC0 and vC1 denote voltages across the capacitors C0 and C1 respectively and I0
represents the current source at z = 0. Additionally, the boundary voltages and currents
are denoted by v0 = v(0, t), i0 = i(0, t), v1 = v(1, t) and i1 = i(1, t).
Proposition 4.1. The transmission line system described by (4.1-4.3) cannot be stabi-
lized at any non-trivial equilibrium point with passive maps obtained by using the total
energy
E =
1
2
∫ 1
0
(
Li2 + Cv2
)
dz +
1
2
C0v
2
c0
+
1
2
C1v
2
c1
(4.4)
as the storage function.
Proof. Differentiating (4.4) along the trajectories of (4.1-4.3), we arrive at the following
inequality
E˙ ≤ I0vC0 . (4.5)
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Equilibrium points: At equilibrium, equations (4.1-4.3) evaluate to
i∗z +Gv
∗ = 0, Ri∗ + v∗z = 0 0 < z < 1 (4.6)
I∗0 = i
∗
0, v
∗
0 = v
∗
C0
− i∗0R0 z = 0 (4.7)
i∗1 = 0, v
∗
1 = v
∗
C1
z = 1. (4.8)
Finally, solving the partial differential equations in (4.6), and using the boundary con-
ditions (4.7) and (4.8), the solution for i∗(z), v∗(z) takes the form
i∗(z) =
G
ω
v∗C1 sinh(ω(1− z)), v∗(z) = v∗C1 cosh(ω(1− z) (4.9)
where ω =
√
RG. Using equations (4.7-4.9) it can be shown that the supply rate
I∗0v
∗
C0
6= 0 at equilibrium. This implies that at the equilibrium, the system extracts
infinite energy from the controller, thus proving the existence of dissipation obstacle
[3].
This problem can be circumvented either by relaxing the assumption that controller
has to be passive [63] or by finding new passive maps [32, 39, 40]. In this chapter,
we use the latter approach. It can be seen from (4.5) that “adding a differentiation" on
the output port variable obviates the dissipation obstacle. Recall from Chapter 3, that
the port-variables realized from Brayton-Moser framework has this property. We hence
start with Brayton-Moser formulation of an infinite-dimensional port-Hamiltonian sys-
tem and derive their admissible pairs, which aids in establishing stability.
4.2 The Brayton-Moser formulation
In this section1, we present Brayton-Moser formulation of infinite-dimensional port-
Hamiltonian system (2.49) defined using Stokes’ Dirac structure (2.48), thereby giving
its Dirac formulation with a non-canonical bilinear form (refer [30] for the finite di-
mensional equivalent). To begin with, we assume that the mapping from the energy
variables (αp, αq) to the co-energy variables (ep, eq) = (δpH, δqH) is invertible. This
means the inverse transformation from the co-energy variables to the energy variables
1The notation used in this section, is introduced in Chapter 2.5.
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can be written as (αp, αq) = (δepH∗, δeqH∗). H∗ is the co-energy of H obtained by
H∗(ep, eq) =
∫
Z
(ep ∧ αp + eq ∧ αq) − H(αp, αq). Further, assume that the Hamilto-
nian H splits as H(αp, αq) = Hp(αp) + Hq(αq), with the co-energy variables given
by ep = δpHp, eq = δqHq. Consequently the co-Hamiltonian can also be split as
H∗(ep, eq) = H∗p (ep)+H
∗
q (eq). We can now rewrite the spatial dynamics of the infinite-
dimensional port-Hamiltonian system, in terms of the co-energy variables as∗δ2epH∗ 0
0 ∗δ2eqH∗
−∂ep∂t
−∂eq
∂t
 =
∗G (−1)rd
d ∗R
ep
eq
 . (4.10)
For simplicity, we assume that the relation between the energy and co-energy variables
is linear and is given as
αp = ∗ ep and αq = ∗µ eq (4.11)
where µ(= δ2eqH
∗), (= δ2epH
∗) ∈ R. Applying the Hodge star operator to both sides
of (4.10) and arranging terms using (4.11), we get
−e˙p = ∗ ((−1)rdeq +G ∗ ep) (−1)(n−p)×p,
−µe˙q = ∗ (dep +R ∗ eq) (−1)(n−q)×q. (4.12)
Next, we find a mixed-potential function P =
∫
Z
P(ep, eq) such that (4.12) can take the
pseudo-gradient structure [16].
The lossless case: We first consider the case of a system that is lossless, that is, when
R and G are identically equal to zero in (2.49). To begin with, we also neglect the
boundary terms by setting them to zero. Define P to be a functional of the form P =∫
Z
P(ep, eq), where
P(ep, eq) := eq ∧ dep. (4.13)
Its variation is given as
δP =
∫
Z
(P(ep + ∂ep, eq + ∂eq)− P(ep, eq)) =
∫
Z
(eq ∧ d∂ep + ∂eq ∧ dep + · · · ) .
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Using the relation eq∧d∂ep = (−1)pq∂ep∧deq +(−1)n−qd (eq ∧ ∂ep), and the identity
(2.47), we have
δeqP = dep(−1)(n−q)×q, δepP = (−1)pqdeq(−1)(n−p)×p.
Finally, utilizing the above equation; (4.10) can be rewritten in the BM-type as−µ 0
0 
 ∂
∂t
eq
ep
 =
∗δeqP
∗δepP
 . (4.14)
Including dissipation: One may allow for dissipation by defining the content and co-
content functions as follows. Consider instead a functional P =
∫
Z
P defined as
P(ep, eq) = eq ∧ dep + F(eq)Vol︸ ︷︷ ︸
content
−G(ep)Vol︸ ︷︷ ︸
co-content
(4.15)
where Vol ∈ Ωn(Z) such that ∫
Z
Vol ∧ ∗Vol = 1, the content F(eq) and the co-content
G(ep) functions are defined respectively as
F(eq) =
∫ eq
0
〈
eˆp(e
′
q), de
′
q
〉
, G(ep) =
∫ ep
0
〈
eˆq(e
′
p), de
′
p
〉
(4.16)
where the inner product 〈·, ·〉 is induced by the Riemannian metric defined on Z. In the
case of linear dissipation (2.49), that is eˆp(eq) = Req and eˆq(ep) = Gep we have
P(ep, eq) = eq ∧ dep +
∫ eq
0
〈
Re
′
q, de
′
q
〉
Vol−
∫ ep
0
〈
Ge
′
p, de
′
p
〉
Vol
= eq ∧ dep + 1
2
〈Req, eq〉Vol− 1
2
〈Gep, ep〉Vol
= eq ∧ dep + 1
2
Req ∧ ∗eq︸ ︷︷ ︸
content
− 1
2
Gep ∧ ∗ep︸ ︷︷ ︸
co-content
(4.17)
58
where in the third step we have used (2.47). The variation in P is computed as
δP =
∫
Z
(
eq ∧ d∂ep + ∂eq ∧ dep + 1
2
(eq ∧R ∗ ∂eq + ∂eq ∧ ∗eq)
− 1
2
(ep ∧G ∗ ∂ep + ∂ep ∧ ∗ep
)
=
∫
Z
(
∂eq ∧ dep + ∂ep ∧ (−1)pqdeq + 1
2
(eq ∧R ∗ ∂eq+∂eq ∧ ∗eq)
−1
2
(ep ∧G ∗ ∂ep+∂ep ∧ ∗ep) + (−1)n−qd (eq ∧ ∂ep)
)
=
∫
Z
∂eq ∧ (dep +R ∗ eq) + ∂ep ∧ ((−1)pqdeq −G ∗ ep)
+(−1)n−q
∫
∂Z
(eq ∧ ∂ep)
where we have used the relation eq ∧ d∂ep = (−1)pq∂ep ∧ deq + (−1)n−qd (eq ∧ ∂ep),
together with properties of the wedge and the Hodge star operator defined in (2.44) and
(2.45). Finally, by making use of (2.47) we can write
δepP
δeqP
δep|∂zP
δeq |∂zP
 =

((−1)pqdeq −G ∗ ep) (−1)(n−p)×p
(dep +R ∗ eq)(−1)(n−q)×q
(−1)n−qeq|∂z
0
 . (4.18)
The system of equations (4.10) can be written in a concise way, similar to (4.14) as
Aut = ∗δuP (4.19)
where u = [ep, eq]> and A = diag(,−µ). Note that if the linearity between energy and
co-energy variables is not assumed (4.11) then A takes the form diag(−δ2eqH∗, δ2epH∗).
Including boundary energy flow: The system of equations (2.49) together with bound-
ary terms can be rewritten as
AUt = ∗δUP +B ∗ eb
f˙b = B
>Ut (= e˙p|∂z)
(4.20)
where U = [u;u|∂z], B = [O1 I O2]> and A = diag{A,O3} with O1, O2, O3
denoting zero matrices of order (n + 1 × n − q), (n − p × n − q), (n + 1 × n + 1)
respectively and I identity matrix of order (n− q).
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4.2.1 The Dirac formulation
In this section, we aim to find an equivalent Dirac structure formalism of the Brayton-
Moser equations of the infinite-dimensional system (4.20), (for an overview of Dirac
structure of infinite dimensional systems we refer to [64]). As we shall see such a
formulation would result in a noncanonical Dirac structure. Denote by f ∈ F :=
Ωn−p(Z)×Ωn−q(Z)×Ωn−p(∂Z)×Ωn−q(∂Z) as the space of flows and e ∈ E := F∗,
as the space of effort variables.
Theorem 4.1. Consider the following subspace
D = {(f, fy, e, eu) ∈ F × Y × E × S : −Af = ∗e+Beu, fy = ∗B>f} (4.21)
where S, Y represents space of port variables eu and fy respectively defined on ∂Z.
The subspace D constitutes a noncanonical Dirac structure, that is D = D⊥, D⊥ is the
orthogonal complement of D with respect to the bilinear form
<< (f 1, f 1y , e
1, e1u), (f
2, f 2y , e
2, e2u) >>
= 〈e1|f 2〉+ 〈e2|f 1〉+ ∫
(Z+∂Z)
(f 1 ∧ ∗Af 2 + f 2 ∧ ∗Af 1) + 〈e1u|f 2y 〉+ 〈e2u|f 1y 〉 (4.22)
where A : F → F , for i = 1, 2 ; f i ∈ F , f iy ∈ Y , ei ∈ E , eiu ∈ S.
Proof. We follow a similar procedure as in [36]. We first show that D ⊂ D⊥, and
secondly D⊥ ⊂ D.
Case (i) D ⊂ D⊥ :
Consider (f 1, f 1y , e
1, e1u) ∈ D, it suffices to show (f 1, f 1y , e1, e1u) ∈ D⊥ then D ⊂ D⊥.
Now consider any (f 2, f 2y , e
2, e2u) ∈ D i.e. satisfying (4.21), substituting in the bilinear
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form (4.22) gives << (f 1, f 1y , e
1, e1u), (f
2, f 2y , e
2, e2u) >>
=
〈
e1|f 2〉+ 〈e2|f 1〉+ ∫
(Z+∂Z)
(
f 1 ∧ ∗Af 2 + f 2 ∧ ∗Af 1)+ 〈e1u|f 2y 〉+ 〈e2u|f 1y 〉
=
〈
e1|f 2〉+ 〈e2|f 1〉− ∫
(Z+∂Z)
(
f 1 ∧ ∗ (∗e2 +Be2u)+ f 2 ∧ ∗ (∗e1 +Be1u))
+
〈
e1u| ∗B>f 2
〉
+
〈
e2u| ∗B>f 1
〉
=
〈
e1|f 2〉+ 〈e2|f 1〉− 〈e1|f 2〉− 〈e2|f 1〉− 〈e1u ∗B>f 2〉− 〈e2u| ∗B>f 1〉
+
〈
e1u| ∗B>f 2
〉
+
〈
e2u| ∗B>f 1
〉
= 0
where in step 2 we used the properties of wedge product (2.43) and (2.45), that is,
f 1 ∧ ∗ ∗ e2 = e2 ∧ f 1
f 2 ∧ ∗ ∗ e1 = e1 ∧ f 2
f 1 ∧ ∗Be2u = Be2u ∧ ∗f 1 = e2u ∧ ∗B>f 1
f 2 ∧ ∗Be1u = Be1u ∧ ∗f 2 = e1u ∧ ∗B>f 2
(4.23)
This implies (f 1, f 1y , e
1, e1u) ∈ D⊥ implying D ⊂ D⊥.
Case (ii) D⊥ ⊂ D :
Consider (f 1, f 1y , e
1, e1u) ∈ D⊥ and if we show that (f 1, f 1y , e1, e1u) ∈ D then we are
through. Now consider any (f 2, f 2y , e
2, e2u) ∈ D, implies
<< (f 1, f 1y , e
1, e1u), (f
2, f 2y , e
2, e2u) >>= 0 (4.24)
which upon simplifying the left hand side of (4.24) we get
=
〈
e1|f 2〉+ 〈e2|f 1〉+ ∫
(Z+∂Z)
(
f 1 ∧ ∗Af 2 + f 2 ∧ ∗Af 1)+ 〈e1u|f 2y 〉+ 〈e2u|f 1y 〉
=
〈
e1|f 2〉+ 〈e2|f 1〉− ∫
(Z+∂Z)
(
f 1 ∧ ∗ (∗e2 +Be2u))+ ∫
(Z+∂Z)
(
f 2 ∧ ∗Af 1)
+
〈
e1u| ∗B>f 2
〉
+
〈
e2u|f 1y
〉
=
∫
(Z+∂Z)
(
f 2 ∧ ∗ (Af 1 + ∗e1 +Be1u))+ 〈e2u| (f 1y − ∗B>f 1)〉
where in step 2 we used the fact that (f 2, f 2y , e
2, e2u) ∈ D, and in step 3 we used the
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wedge operator properties in (4.23). From (4.24), for all f 2, e2u∫
(Z+∂Z)
(
f 2 ∧ ∗ (Af 1 + ∗e1 +Be1u))+ 〈e2u| (f 1y − ∗B>f 1)〉 = 0. (4.25)
This clearly implies
Af 1 + ∗e1 +Be1u = 0
f 1y − ∗B>f 1 = 0
proving that (f 1, f 1y , e
1, e1u) ∈ D.
Proposition 4.2. The port-Hamiltonian system (2.49) or Brayton-Moser equations (4.20)
can be equivalently written as a dynamical system with respect to the noncanonical
Dirac structure D in Theorem 4.1 by setting
(f, fy, e, eu) =
(
−Ut, − ∗f˙b, δUP, ∗ eb
)
. (4.26)
Moreover, the noncanonical bilinear form (4.22) evaluates to the “power balance equa-
tion”
∂
∂t
P =
∫
Z
ut ∧ ∗Aut −
∫
∂Z
(
eb ∧ f˙b
)
. (4.27)
Proof. The first part of the Proposition can be verified by using (4.26) in the Dirac
structure (4.21). For the second part, consider the following. The bilinear form (4.22)
is assumed to be non-degenerate, hence D = D⊥ implies
<< (f, fy, e, eu), (f, fy, e, eu) >>= 0, ∀ (f, fy, e, eu) ∈ D
and can be simplified to
〈e|f〉+
∫
(Z+∂Z)
(f ∧ ∗Af) + 〈eu|fy〉 = 0 (4.28)
finally using (4.26) we arrive at the power balance equation [30, 31], given in (4.27).
We can now interconnect (4.20) to other BM systems defined at the boundary ∂Z using
these new port variables eb and −f˙b.
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4.2.2 A Passivity argument
Once we have written down the equations in the BM framework (sometimes also re-
ferred to as the pseudo gradient form [16]) we can pose the following question; does
the mixed potential function serve as a storage function (or a Lyapunov function) to
infer passivity (or equivalently stability) properties of the system? A first look at the
balance equation (4.27) might suggest that the system in the BM form (4.20) is passive
with P serving as the storage function and port variables −f˙b and eb. Similar to the
exposition presented in Chapter 3 for finite-dimensional systems and also see [8, 16]
for infinite-dimensional systems, this is not the case, as the mixed potential function P ,
and its time derivative (4.27) are sign in-definite and hence does not serve as a storage
function. This motivates our quest for finding a new P ≥ 0 andA ≤ 0, called as admis-
sible pairs, enabling us to derive certain new passivity/stability properties (analogous to
the ones presented in Equation (3.2) for finite-dimensional systems). This work aims to
answer these issues.
4.3 Systems without boundary interaction
To infer stability properties of the system (4.19), let us begin with the case of zero
energy flow through the boundary of the system. The mixed-potential function (4.17)
is not positive definite. Hence, we cannot use it as a Lyapunov or storage functional.
Moreover, the rate of change of this function is computed as
P˙ =
∫
Z
(−µe˙p ∧ ∗e˙p + e˙q ∧ ∗e˙q) ,
which clearly is not sign-definite. We thus need to look for other admissible pairs
(A˜, P˜ ) like in the case of finite-dimensional systems (3.2) [35] that can be used to
prove stability of the system while preserving the dynamics of (4.19). Moreover, the
admissible pair should be such that the symmetric part of A˜ is negative semi-definite.
This can be achieved in the following way [8, 16].
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4.3.1 Admissible pairs
Consider the functional P˜ =
∫
Z
P˜ of the form
P˜ = λP +
1
2
∫
Z
(
δepP ∧M1 ∗ δepP + δeqP ∧M2 ∗ δeqP
)
, (4.29)
with λ ∈ R is an arbitrary constant and the symmetric mappings M1 : Ωp(Z)→ Ωp(Z)
and M2 : Ωq(Z)→ Ωq(Z) are linear. Here, the aim is to find λ, M1 and M2 such that
˙˜P = u>t A˜ut ≤ −K||ut||2 ≤ 0, (4.30)
where K ≥ 0 represents the magnitude of smallest eigenvalue of A˜. If we can find
such a pair (P˜ , A˜), which satisfies (4.30), then we can conclude stability of the system
(4.19).
Theorem 4.2. The system of equations (4.19) have the alternative BM representation
A˜ut = ∗δuP˜ with P˜ defined as in (4.29) and
A˜
4
=
−µ (λI +R>M1) M2 ∗ d(−1)(n−p)×p
−µ(−1)qM1 ∗ d 
(
λI −G>M2
)
 . (4.31)
The new mixed potential function satisfies, P˜ ≥ 0 for −‖M1R‖s < λ < ‖M2G‖s,
where ‖ · ‖s denotes the spectral norm. Additionally, for systems with p = q and
M2 = µM1; symmetric part of A˜ is negative definite.
Proof. We start with finding the variational derivative of P˜ . Consider the term δepP ∧
M1 ∗ δepP
= ((−1)pqdeq − ∗Gep) ∧M2 ∗ ((−1)pqdeq − ∗Gep)
= deq ∧M2 ∗ deq − (−1)pqdeq ∧M2 ∗ ∗Gep − (−1)pq ∗Gep ∧M2 ∗ deq
+ ∗Gep ∧M2 ∗ ∗Gep
= deq ∧M2 ∗ deq − (−1)pdeq ∧M2Gep + ep ∧ ∗G>M2Gep.
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The variation in first term deq ∧M2 ∗ deq is
d(eq + ∂eq) ∧ ∗M2d(eq + ∂eq)− deq ∧M2 ∗ deq
= d∂eq ∧ ∗M2deq + deq ∧ ∗M2d∂eq + · · ·
= 2d∂eq ∧ ∗M2deq + · · ·
the variation in the second term deq ∧M2Gep is
d(eq + ∂eq) ∧M2G(ep + ∂ep)− deq ∧M2Gep
= deq ∧M2G∂ep + d∂eq ∧M2Gep + · · ·
= ∂ep ∧G>M2deq(−1)(n−p)×p + d∂eq ∧M2Gep + · · ·
and finally the variation in the last term ep ∧ ∗G>M2Gep is given by
(ep + ∂ep) ∧ ∗G>M2G(ep + ∂ep)− ep ∧ ∗G>M2Gep = ∂ep ∧ 2 ∗G>M2Gep.
By the properties of the exterior derivative,
d(∂eq ∧ ∗M2deq) = d∂eq ∧ ∗M2deq + ∂eq ∧ (−1)(n−q)d ∗ dM2eq
d(∂eq ∧M2Gep) = d∂eq ∧M2Gep + (−1)n−q∂eq ∧M2Gdep
the variation in δepP ∧M1 ∗ δepP can be simplified to as
∂eq ∧ 2 ((−1)pd ∗ dM2eq −M2Gdep) + ∂ep ∧ 2
(
(−1)pq+1G>M2deq + ∗G>M2Gep
)
= ∂eq ∧ 2(−1)(n−p)×pM2d ∗ ((−1)pqdeq − ∗Gep)
+ ∂ep ∧ −2G>M2 ((−1)pqdeq − ∗Gep) .
Similarly the variation in δeqP ∧M1 ∗ δeqP is calculated as
∂eq ∧ 2
(
R>M1dep + ∗R>M1Req
)
+ ∂ep ∧ 2 ((−1)qd ∗ dM1ep + (−1)pqM1Rdeq)
= ∂eq ∧ 2R>M1 (dep + ∗Req) + ∂ep ∧ 2(−1)qM1d ∗ (dep + ∗Rdeq) .
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Together the variational derivative of P˜ can be computed as
δP˜
4
=
λI +R>M1 M2d ∗ (−1)(n−p)×p
(−1)qM1d∗ λI −G>M2
δepP
δeqP
 .
Further
∗δP˜ =
λI +R>M1 M2 ∗ d(−1)(n−p)×p
(−1)qM1 ∗ d λI −G>M2
∗
δepP
δeqP

=
λI +R>M1 M2 ∗ d(−1)(n−p)×p
(−1)qM1 ∗ d λI −G>M2
−µ 0
0 
e˙q
e˙p

=
−µ (λI +R>M1) M2 ∗ d(−1)(n−p)×p
−µ(−1)qM1 ∗ d 
(
λI −G>M2
)
e˙q
e˙p
 = A˜ut.
This concludes the first part of the proof. We next to show the positive definiteness of
P˜ . Before that we simplify P in (4.17) as follows:
P(ep, eq) = eq ∧ dep + 1
2
Req ∧ ∗eq − 1
2
Gep ∧ ∗ep
=
R−1
2
(∗Req ∧ ∗ ∗Req + dep ∧ ∗ ∗Req + ∗Req ∧ ∗dep
+dep ∧ ∗dep − dep ∧ ∗dep)− 1
2
Gep ∧ ∗ep
=
R−1
2
(
δepP ∧ ∗δepP
)− R−1
2
dep ∧ ∗dep − 1
2
Gep ∧ ∗ep
for −‖M1R‖s < λ < 0 we have
P˜ =
λR−1 +M1
2
(
δepP ∧ ∗δepP
)− λR−1
2
dep ∧ ∗dep − λI
2
Gep ∧ ∗ep
+
M2
2
(
δeqP ∧ ∗δeqP
)
> 0.
In a similar way we can show that
P(ep, eq) = −G
−1
2
(
δeqP ∧ ∗δeqP
)
+
G−1
2
deq ∧ ∗deq + 1
2
Req ∧ ∗eq (4.32)
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hence for 0 < λ < ‖M2G‖s we have
P˜ = −λG
−1 −M2
2
(
δeqP ∧ ∗δeqP
)
+
λG−1
2
deq ∧ ∗deq + λ
2
Req ∧ ∗eq
+
M1
2
(
δepP ∧ ∗δepP
)
> 0
concluding that P˜ is positive definite for−‖M1R‖s < λ < ‖M2G‖s. Furthermore, with
p = q and M2 = µM1 one can prove that symmetric part of A˜ is negative definite.
Remark 4.1. Note that, if we do not restrict M1 and M2 such that M2 = µM1 in
Theorem 4.2, then for the symmetric part of A˜ ≤ 0 will lead to constraints on spatial
domain like σ−1
√
µ−1‖ ∗ d‖ < 1, as given in [16].
4.3.2 Stability of Maxwell’s equations
Example 4.2 (Maxwell’s equations). Consider an electromagnetic medium with spatial
domain Z ⊂ R3 with a smooth two-dimensional boundary ∂Z. The energy variables
(2-forms on Z) are the electric field induction D = 1
2
Dijzi ∧ zj and the magnetic
field induction B = 1
2
Bijzi ∧ zj on Z. The associated co-energy variables are electric
field intensity E and magnetic field intensity H. These co-energy variables (1-forms)
are linearly related to the energy variables through the constitutive relationships of the
medium as
∗D = E , ∗B = µH, (4.33)
where (z, t) and µ(z, t) denote the electric permittivity and the magnetic permeability,
respectively.
Hamiltonian formulation: The Hamiltonian H can be written as
H(D,B) =
∫
Z
1
2
(E ∧ D +H ∧ B) . (4.34)
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Therefore, δDH = E and δBH = H. Taking into account dissipation in the system, the
dynamics can be written in the port-Hamiltonian form as
− ∂
∂t
D
B
 =
0 −d
d 0
δDH
δBH
+
Jd
0
 =
∗σ −d
d 0
δDH
δBH
 (4.35)
where ∗Jd = σE , Jd denotes the current density and σ(z, t) is the specific conductivity
of the material. In addition, we define the boundary variables as fb = δDH|∂Z and
eb = δBH|∂Z . Hence, we obtain ddtH ≤
∫
∂Z
H ∧ E . For n = 3, p = q = 2, and
αp = D, αq = B with H given in (4.34), Maxwell’s equations given in (4.35) forms a
Stokes-Dirac structure.
The Brayton-Moser form of Maxwell’s equations: In order to write the Maxwell’s equa-
tions in BM form, we proceed with defining the corresponding mixed-potential func-
tional
P =
∫
Z
H ∧ dE − 1
2
σE ∧ ∗E , (4.36)
which yields the following BM form−µI3 0
0 I3
Ht
Et
 =
 ∗dE
−σE + ∗dH
 =
∗δHP
∗δEP
 . (4.37)
Next, we present the stability analysis of Maxwell’s equations (4.37), using the admis-
sible pairs provided in Section 4.3.1.
Proposition 4.3. The system of equations (4.37) constitute alternate Brayton Moser
formulation A˜x˙ = ∗δuP˜ , where P˜ is as defined in (4.29) and A˜ is defined as
A˜ =
 −µλI M2 ∗ d
−µM1 ∗ d  (λI − σM2)
 . (4.38)
Additionally, (4.37) is stable if λ, M1 > 0, and M2 > 0 are selected such that M2 =
µM1 and 0 < λ < σ‖M2‖s.
Proof. The first part of the proof is straight forward from Theorem 4.2. The positive
definiteness of P˜ can be seen by rewriting it as
P˜ =
∫
z
δEP ∧ σM2 − λI
2σ
∗ δEP + 1
2σ
dH ∧ ∗dH + 1
2
(δHP ∧M1 ∗ δHP ) ≥ 0.
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Under the condition 0 < λ < σ‖M2‖s, the time-derivative of P˜ is
˙˜P = −
∫
Z
(µλHt ∧ ∗Ht + Et ∧ ∗(σM2 − λI)Et) ≤ 0.
Denote U = (H, E), ∆U = (∆H,∆E) and consider the norm
‖∆U‖2 =
∫
Z
((∆E − ∗d∆H) ∧ ∗(∆E − ∗d∆H) + d∆H ∧ ∗d∆H (4.39)
+d∆E ∧ ∗d∆E) .
One can easily show that the system of equations (4.37) are stable at equilibrium U∗ =
(0, 0) by invoking Theorem 2.1 with respect to the above defined norm (4.39), for α = 2
and
γ1 = min{ 1
2σ
, λmin1 , λ
min
2 }, γ2 = max{
1
2σ
, λmax1 , λ
max
2 }
where λmin1 , λ
max
1 are the minimum and maximum eigen values of
σM2−λI
2σ
respectively
and similarly λmin2 , λ
max
2 for
1
2
M1.
4.4 Systems with boundary interaction: Example of a
transmission line system
Boundary control of infinite dimensional systems is a well-studied topic. A signifi-
cant advance in the port-Hamiltonian setting was presented in [36], where the authors
extended the classical Hamiltonian formulation of infinite dimensional systems to in-
corporate boundary energy flow. Most infinite dimensional systems interact with the
environment through its boundary, and hence such a formulation has an immediate im-
pact on boundary control of infinite dimensional systems by energy shaping [43]. In this
section, we present the Brayton Moser formulation of infinite dimensional port Hamil-
tonian systems that interact through boundary. We derive admissible pairs and present
a new passivity property for the transmission line system described in Example 4.1.
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4.4.1 The Brayton Moser form:
Spatial domain dynamics: The dynamics of the transmission line (4.1) can be written in
an equivalent Brayton Moser form as follows: define a functional P a =
∫ 1
0
Padz where
Pa = −1
2
Ri ∧ ∗i+ 1
2
Gv ∧ ∗v − i ∧ dv =
(
−1
2
Ri2 +
1
2
Gv2 − ivz
)
dz. (4.40)
In order to simplify the notation, we avoid using the differential geometric notation2.
Using the line voltage and current as the state variables, we can rewrite the dynamics of
the spatial domain as follows−L 0
0 C
it
vt
 =
δiP a
δvP
a
 =
−Ri− vz
Gv + iz
 . (4.41)
The above equations, with A diag {−L,C}, and u = (i(z, t) v(z, t))>, can be written
in a gradient form
Aut = δuP
a. (4.42)
Boundary dynamics: The spatial domain of the transmission line system is represented
by a 1-D manifold Z = (0, 1) ∈ R with point boundaries ∂Z = {0, 1}. In order
to incorporate boundary conditions, we consider the interconnection of the infinite-
dimensional system with finite-dimensional systems, via each of the boundary ports.
This type of interconnected system is usually referred to as a mixed finite and infinite-
dimensional system. Next, we aim to represent the overall system in BM formulation
given in equation (4.20). Consider now a mixed potential function of the form
P(U) = P a(u) + P 0(u0) + P 1(u1) (4.43)
where U = [u u0 u1]>, P 0 and P 1 are the contributions to the mixed potential function
arising form the boundary dynamics at z = 0 and z = 1 respectively. Similar to (4.20),
we represent the overall dynamics of mixed finite and infinite-dimensional system in
Brayton Moser form. The dynamics evolving on the spatial domain (for 0 < z < 1) are
2Note that the Transmision line system (4.1) can be written in infinite dimensional port Hamiltonian
formulation (2.49) with n = p = q = 1, this give rise to real valued (0 − forms) coenergy variable
i(z, t) and v(z, t), which are just functions.
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given by (4.41) (equivalently (4.42)). At z = 0 the dynamics are
A0u0t =
(
∂P 0
∂u0
− Pauz
)∣∣∣∣
z=0
+B0I0 (4.44)
where
u0 = [i0, v0, vC0]
>, P 0(u0) = (vC0 − v0)i0 − 12R0i20, A0 = diag {0, 0,−C0},
with B0 = [0, 0,−1]> as the input matrix, I0 as input, Pauz =
∂Pa
∂uz
and u0t =
du0
dt
.
The dynamics at boundary z = 1 are
A1u1t =
(
∂P 1
∂u1
+ Pauz
)∣∣∣∣
z=1
(4.45)
where u1 = [i1, v1, vC1]>, P 1 = (v1 − vC1)i1 − 12R1i21 and A1 = diag{0, 0,−C1}.
Together they can be written compactly in the Brayton Moser form as
AUt = δUP +BI0 (4.46)
A = diag{A,A0, A1}, B =
[
0 0 B>0 O3
]>
andO3 = [0 0 0].
δUP =
[
δuP
(
∂P 0
∂u0
− Puz
)∣∣∣∣
z=0
(
∂P 1
∂u1
+ Puz
)∣∣∣∣
z=1
]>
.
Remark 4.2. Note that the mixed potential functional is not unique. Another choice is
P b =
∫ 1
0
Pbdz where
Pb = −1
2
Ri2 +
1
2
Gv2 + izv. (4.47)
This choice of P a or P b does not have any effect on spatial domain since it preserve the
dynamics (4.41) and (4.42), as δuP a = δuP b. If we use P b as mixed potential function
instead of P a, then we need to change P 0 and P 1 to vC0i0− 12R0i20 and−12R1i21− vC1i1
respectively in (4.44), (4.45).
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4.4.2 Dirac formulation
The transmission line system in Brayton-Moser equations (4.46) can be equivalently
written as
(
(−ut,−u0t,−u1t) , B>0 u0t,
(
δuP, P 0u0 − Puz |z=0, P 1u1 + Puz |z=1
)
, − I0
) ∈ D
with subspace D defined in Section 4.2.1. This gives us the “power balance equation"
d
dt
P =
∫ 1
0
(Aut · ut) dz + A0u0t · u0t + A1u1t · u1t + f>u0y0
=
∫ 1
0
(
u>t
A+ A>
2
ut
)
dz + u>0t
A0 + A
>
0
2
u0t + u1t
A1 + A
>
1
2
u1t + f
>y
=
∫ 1
0
(−Li2t + Cv2t ) dz − C0(dvC0dt
)2
− C1
(
dvC1
dt
)2
+ I0
dvC0
dt
.
4.4.3 Admissible pairs
To find admissible pairs for transmission line system with non zero boundary condi-
tions, we need to define A˜ as the following, which will be clear in the subsequent
section. In general, new A˜ may contain ∂/∂z in its entries (similar to ∗d in (4.31) and
Remark 4.2). In this case there will be an additional contribution to the terms in the
boundary from A˜, which will be clear in Proposition 4.4. To account this contribution
we split such A˜ as A˜nd + A˜d ∂∂z .
Definition 4.1. Admissible Pairs. Denote P˜ = ∫
Z
P˜a+P˜ 0+P˜ 1 and A˜ = diag {A˜, A˜0, A˜1},
further A˜ is A˜nd+ A˜d ∂∂z . We call P˜ and A˜ admissible pairs if they satisfy the following:
(a) P˜ a ≥ 0, A˜>d = A˜d and u>t A˜ndut ≤ 0 such that
A˜ut = δuP˜a (4.48)
(b) P˜ 0 ≥ 0 and u>0tA˜0u0t ≤ 0 such that(
A˜0 +
1
2
A˜d
)
u0t =
(
∂P˜
∂u0
− P˜auz
)∣∣∣∣∣
z=0
+ B˜0I0 (4.49)
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(c) P˜ 1 ≥ 0 and u>1tA˜1u1t ≤ 0 such that(
A˜1 − 1
2
A˜d
)
u1t =
(
∂P˜
∂u1
+ P˜
a
uz
)∣∣∣∣∣
z=1
(4.50)
(d) Together we can write them as
A˜Ut = δU P˜ + B˜I0, y0 = −B˜>0 u0t. (4.51)
We now have the following Proposition.
Proposition 4.4. If P˜ = ∫
Z
P˜a + P˜ 0 + P˜ 1 and A˜ = diag {A˜, A˜0, A˜1} satisfy the
Definition 4.1 then ˙˜P ≤ I>0 y0, that is the system is passive with port variables I0 and
y0.
Proof. The time derivative of P˜d ≥ 0 along the trajectories of (4.48-4.50) is
˙˜P =
∫ 1
0
(
δuP˜ a.ut
)
dz +
(
∂P˜
∂u0
− P˜auz
)∣∣∣∣∣
z=0
· u0t +
(
∂P˜
∂u1
+ P˜auz
)∣∣∣∣∣
z=1
· u1t
=
∫ 1
0
(
A˜ut.ut
)
dz + u>01
(
A˜0 +
1
2
A˜d
)
u0t + u
>
1t
(
A˜1 − 1
2
A˜d
)
u1t + I
>
0 y0
=
∫ 1
0
u>t
(
A˜nd + A˜d
∂
∂z
)
utdz + I
>
0 y0 + u
>
01
(
A˜0 +
1
2
A˜d
)
u0t
+u>1t
(
A˜1 − 1
2
A˜d
)
u1t
=
∫ 1
0
(
u>t A˜ndut
)
dz +
∫ 1
0
(
u>t A˜d
∂
∂z
ut
)
dz + I>0 y0 + u
>
01
(
A˜0 +
1
2
A˜d
)
u0t
+u>1t
(
A˜1 − 1
2
A˜d
)
u1t
=
∫ 1
0
(
u>t A˜ndut
)
dz +
1
2
∫ 1
0
∂
∂z
(
u>t A˜dut
)
dz + I>0 y0 + u
>
0t
(
A˜0 +
1
2
A˜d
)
u0t
+u>1t
(
A˜1 − 1
2
A˜d
)
u1t
=
∫ 1
0
(
u>t A˜ndut
)
dz + u>01A˜0u0t + u
>
1tA˜1u1t + I
>
0 y0
≤ I>0 y0.
Admissible pairs for the spatial domain: First we derive admissible pairs for spatial
domain of the transmission line, that is we find (P˜ a, A˜) satisfying Definition (4.48).
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Next, we find suitable (P˜ 0, A˜0) and (P˜ 1, A˜1) satisfying (4.49) and (4.50) respectively
so that we achieve the passivity as stated in Proposition 4.4.
We construct a new mixed potential P˜ (for spatial domain) in a similar procedure as
followed in [7]
P˜ a = λP a +
1
2
∫ 1
0
δuP
a>MδuP adz. (4.52)
We choose M =
 αR m2
m2
β
G
 where α, β,m2 are positive constants satisfying αLR =
β C
G
and λ is a dimensionless constant. Such a choice will be clear in the following
discussions, which will eventually lead to a stability criterion. Note that P˜ still have
units of power. To simplify the calculations we define new positive constants θ, γ and
ζ as follows:
θ
4
= αL
R
= β C
G
, m2
4
= 2γ
CR+LG
, ζ
4
= 2γ√
LC(α+β)
=⇒ m2 = ζθ√LC . (4.53)
To show that P˜ a ≥ 0 we start by simplifying the right hand side of (4.52) in the follow-
ing way. Define
∆
4
=
(
ζ
√
C
2
(Ri+ vz)−
√
L
2
(Gv + iz)
)
. (4.54)
Using (4.53),(4.54), and after some calculations, we can show that
1
2
〈δuP,MδuP 〉 = ∆2 + α
2R
(1− ζ2)(Ri+ vz)2.
With P a as the mixed potential functional for transmission line, we calculate P˜ a using
(4.52) as follows
P˜
a
= λPa + ∆2 +
α
2R
(1− ζ2)(Ri+ vz)2
= λ
(
− 1
2R
[
(Ri+ vz)
2 − v2z
]
+
1
2
Gv2
)
+ ∆22 +
α
2R
(1− ζ2)(Ri+ vz)2
=
α(1− ζ2)− λ
2R
(Ri+ vz)
2 + ∆2 +
λ
2R
v2z +
λ
2
Gv2.
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This means P˜ a =
∫ 1
0
Padz ≥ 0, for
0 ≤ λ ≤ α(1− ζ2), 0 ≤ ζ2 ≤ 1. (4.55)
Further, if we choose A˜ as
A˜ =
L(λ− α−m2 ∂∂z ) C(Rm2 + βG ∂∂z )
L(Gm2 +
α
R
∂
∂z
) −C(λ+ β +m2 ∂∂z )
 (4.56)
then, this A˜ together with P˜ a will satisfy the gradient form (4.48). Next we can decom-
pose A˜ = A˜nd + Ad ∂∂z with
A˜nd =
L(λ− α) CRm2
LGm2 −C(λ+ β)
 , A˜d =
−m2L β CG
αL
R
−m2C
 (4.57)
and A˜nd is negative semi definite as long as
−β ≤ λ ≤ α, and (λ− α)(λ+ β) + (α + β)
2
4
ζ2 ≤ 0 (4.58)
and noting that αL
R
= β C
G
from (4.53), we can show that A˜d is symmetric.
Proposition 4.5. If there exist non zero constants α, β, λ and ζ satisfying (4.53), (4.55),
and (4.58) then (P˜ a, A˜) is an admissible pair for the transmission line. The transmis-
sion line system with zero boundary energy flow is thus stable.
Proof. From (4.53) we define τ 4=
α
β
=
RC
LG
. Given a transmission line, R,C, L and G
are fixed. τ ≥ 0 is now related to system parameters and thus can be treated as one. Let
λ
′
=
λ
β
. Using this in (4.55) and (4.58) we get
0 ≤ λ′ ≤ τ(1− ζ2) (4.59)
(λ
′ − τ)(λ′ + 1) + (τ + 1)
2
4
ζ2 ≤ 0. (4.60)
Now we have to show that for all τ ≥ 0, there exists a pair of λ′ and ζ that satisfies
equation (4.59) and (4.60). Given a ζ ∈ (0, 1), we obtain λ′ ∈ [0, τ(1 − ζ2)] (using
equation (4.59)). Showing that (4.60) has one positive and one negative root concludes
the proof. Using the fact that a quadratic equation with roots r1 and r2 have opposite
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signs iff r1r2 ≤ 0, equation (4.60) leads to
(τ + 1)2
4
ζ2 − τ ≤ 0⇒ ζ2 ≤ 4τ
(1 + τ)2
.
Note that this is a valid condition on ζ since ∀ τ ≥ 0, 4τ
(1 + τ)2
≤ 1. Therefore ∀ ζ ∈
[0, 4τ
(1+τ)2
] there exists a λ′ which satisfies (4.59) and (4.60). Consequently, (P˜ a, A˜)
satisfies the admissible pair’s Definition 4.1a. This implies stability of transmission line
system with zero boundary conditions [8].
Admissible pairs for boundary dynamics: Assume that m2 and θ satisfy m2 =
C1R21
L
= C1
C
and θ = C1R1 = C0R0. Next we show that (P˜ a, A˜), together with
P˜ 0 = 1
2R0
(v0 − vC0)2 P˜ 1 = 12R1 (v1 − vC1)2
A˜0 =

−(m2L+R20C0) 0 R0C0
0 −(C0 +m2C) C0
−R0C0 −C0 0
 , A˜1 =

0 0 −C1R1
0 0 C1
C1R1 −C1 0

satisfy Definition 4.1. Now considering the left hand side of (4.50) with λ = 1
(
∂P˜ 1
∂u1
+ P˜
a
uz
)∣∣∣∣∣
z=1
=

m2Li1t − θv1t
m2Cv1t − θi1t
−i1
 =

m2Li1t − θv1t
m2Cv1t − θi1t
−C1vC1t
 =

−C1R1vC1t
C1vC1t
−C1vt + C1R1it

=

0 0 −C1R1
0 0 C1
C1R1 −C1 0


i1t
v1t
vC1t
 .
We can see that A˜1 is skew symmetric. Similarly we can show that P˜ 0 and A˜0 preserves
boundary and satisfies (4.49).
4.4.4 Passivity
Proposition 4.6. Transmission line system defined by (4.1-4.3) is passive with storage
function P˜ = P˜ a + P˜ 0 + P˜ 1 and port variables I0 and
dvC0
dt
.
Proof. From definition (4.1) the time derivative of P˜ along the trajectories of (4.1-4.3)
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gives
˙˜P ≤ I0dvC0
dt
(4.61)
which concludes the proof.
4.5 Casimirs and conservation laws
We obtain conservation laws which are independent from the mixed potential function,
as follows: For simplicity, we consider the case of systems without dissipation. We fur-
ther assume that the energy and the co-energy variables are related via a linear relation,
given by
αp = ∗ ep and αq = ∗µ eq (4.62)
we can write (4.10) in the following way−µ 0
0 
e˙q
e˙p
 =
∗δeqP
∗δepP
 . (4.63)
Consider a function C : Ωn−p(Z)× Ωn−q(Z)× Z → R, which satisfies
d(∗δepC) = 0, d(∗δeqC) = 0. (4.64)
The time derivative of C(ep, eq) =
∫
Z
C(ep, eq) along the trajectories of (4.63) is
d
dt
C(eq, ep) =
∫
Z
(
δeqC ∧ e˙q + δepC ∧ e˙p
)
=
∫
Z
(
−δeqC ∧ ∗
1
µ
dep(−1)(n−q)×q + δepC ∧ ∗
1

(−1)pqdeq(−1)(n−p)×p
)
=
∫
Z
(
(−1)(n−q).q+1 1
µ
dep ∧ ∗δeqC + (−1)p
1

deq ∧ ∗δepC
)
=
∫
Z
(
(−1)(n−q).q+1 1
µ
[d(ep ∧ ∗δeqC) + (−1)qep ∧ d(∗δeqC)]
+(−1)p1

[d(eq ∧ ∗δepC) + (−1)pep ∧ d(∗δepC)]
)
=
∫
∂Z
(
eq ∧ ∗δepC) |∂Z +(ep ∧ ∗δeqC) |∂Z
)
.
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This implies that C˙ is function of boundary elements, representing a conservation law.
Additionally, if ∗δepC = ∗δeqC = 0, then dC/dt = 0. C is then called a Casimir
function.
4.5.1 Example: Transmission Line
In case of the lossless transmission line, the total current and voltage
CI =
∫ 1
0
i(t, z)dz Cv =
∫ 1
0
v(t, z)dz (4.65)
are the systems conservation laws. This can easily be inferred by the following
d
dt
CI = −
∫ 1
0
1
L
∂v
∂z
=
v
L
∣∣∣
0
− v
L
∣∣∣
1
d
dt
Cv = −
∫ 1
0
1
C
∂i
∂z
=
i
C
∣∣∣∣
0
− i
C
∣∣∣∣
1
.
Lossy Transmission line(R 6= 0, G 6= 0):
Consider a functional C =
∫ 1
0
C¯(i, v)dz, where C¯(i, v) satisfies
R
L
δiC =
1
C
∂
∂z
δvC,
G
C
δvC =
1
L
∂
∂z
δiC (4.66)
such as:
C(i, v) =
∫ 1
0
(√
G
C
cosh(ωz)i+
√
R
L
cosh(ωz)v
)
dz
where ω =
√
RG. It can be shown that the above functional satisfying (4.66) is a
conservation law for lossy transmission line system (R 6= 0, G 6= 0) by evaluating the
time derivative of C , that is
d
dt
C(i, v) = − (δiCv + δvCi)|10 .
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4.5.2 Example: Maxwell’s equations
In case of Maxwell’s equations with no dissipation terms, it can easily be checked that
that the magnetic field intensity
∫
Z
H and the electric field intensity ∫
Z
B constitute the
conserved quantities. This can be seen via the following expressions:
∫
Z
d
dt
H = −
∫
∂Z
1
µ
E∫
Z
d
dt
E =
∫
∂Z
1

H.
Another class of conserved quantities can be identified in the following way: Using
(4.14), the system of equations can be rewritten as (when R = 0, G = 0)−µ 0
0 
e˙q
e˙p
 =
 ∗dep(−1)(n−q)×q
∗(−1)pqdeq(−1)(n−p)×p
 . (4.67)
Note that
d (µ ∗ e˙q) = d(∗ ∗ dep)(−1)(n−q)×q = 0
d (µ ∗ e˙p) = d(∗ ∗ deq)(−1)(n−p)×p+pq = 0.
This means that d(µ ∗ eq), d( ∗ ep) are differential forms which do not vary with time.
In terms of Maxwells Equations this would mean d(µ ∗ H) is a constant three-form
representing the charge density and d(∗E) is actually zero. In standard electromagnetic
texts these would mean∇·D = J , and∇·B = 0, representing respectively the Gauss’
electric and magnetic law.
4.6 Boundary control of transmission line system
In this section we consider the stabilization problem of transmission line system in Ex-
ample 4.1 at a nontrivial equilibrium point via boundary control. The control objective
is to regulate the voltage at the capacitorC1 to v∗C1 using the current source I0 connected
at z = 0. We use the new passivity property (4.61) derived in Proposition 4.5, that is
d
dt
P˜ ≤ I0dvC0
dt
(4.68)
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in achieving the boundary control objective.
Boundary control: The argument used here is same as that presented in [17, 14], where
the authors have presented a boundary control law for a mixed finite and infinite-
dimensional system via energy shaping methods. But in this case, the passive maps
I0 and vC0 (obtained using energy as storage function) do not work due to dissipation
obstacle as shown in Proposition 4.1. Therefore we propose a boundary control law
via shaping the power of the infinite-dimensional system. Towards achieving this, we
adopt control by interconnection methodology using the passivity property (4.61). As
in the finite dimensional case, the method relies on finding Casimir functions for the
closed-loop system [65]. Consider the controller of the form:
η˙ = uc, yc =
∂Hc(η)
∂η
(4.69)
where η, uc and yc are respectively the state, input and output of the controller. Hc(η)
denotes the power function of the controller. The interconnection between the system
and controller is given by
I0
uc
 =
 0 1
−1 0
dvC0dt
yc
 . (4.70)
Casimirs: It can be easily shown that functions C(η, vC0) = η + vC0 is Casimir for the
closed loop system. Time differential of C(η, vC0) is (along (4.69) and (4.70))
C˙ = η˙ +
dvC0
dt
= 0
Now the plant state and controller state are related by η = −vC0 + c, c is a constant(we
can take it to be zero if the initial condition of the plant is known). Using this we choose
the Hamiltonian of the controller to be
Hc(η) = −vC0i∗0 +
1
2
KI(vC0 − v∗C0)2
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where KI ≥ 0 is tuning parameter. We further modify this in the following way (such
modification will be useful in power shaping)
Hc(η) = −vC0i∗0 ± v0i∗0 ± v1i∗1 +
1
2
KI(vC0 − v∗C0)2
= (v0 − vC0)i∗0 + (v1i∗1 − v0i∗0)− v1i∗1 +
1
2
KI(vC0 − v∗C0)2
= −i0i∗0R0 +
∫ 1
0
∂
∂z
(vi∗) dz − v1i∗1 +
1
2
KI(i0 − i∗0)2
= −i0i∗0R0 +
∫ 1
0
(vzi
∗ + vi∗z) dz − v1i∗1 +
1
2
KI(vC0 − v∗C0)2.
Using this controller Hamiltonian, we will shape the closed-loop mixed mixed potential
functional. Let c ∈ R be a constant. Consider
Pd = P˜
a + P˜ 0 + P˜ 1 +Hc(η) + c
=
∫ 1
0
(
α(1− ζ2)− 1
2R
(Ri+ vz)
2 + ∆22 +
1
2R
v2z +
1
2
Gv2
)
dz +
1
2R0
(v0 − vC0)2
+
1
2R1
(v1 − vC1)2 − i0i∗0R0 +
∫ 1
0
(vzi
∗ + vi∗z) dz +
1
2
KI(i0 − i∗0)2 + c
=
∫ 1
0
(
α(1− ζ2)− 1
2R
(Ri+ vz)
2 + ∆2 +
1
2R
v2z + vzi
∗ +
1
2
Gv2 + vi∗z
)
dz
+
1
2
R0i
2
0 +
1
2
R1i
2
1 − i0i∗0R0 + c±
∫ 1
0
(
Ri∗2 +
i∗2z
2G
)
dz ± 1
2
R0i
∗2
0
+
1
2
KI(vC0 − v∗C0)2
=
∫ 1
0
(
α(1− ζ2)− 1
2R
(Ri+ vz)
2 + ∆2 +
1
2R
(
v2z + 2vzRi
∗ +R2i∗2
)
+
1
2G
(Gv + i∗z)
2
)
dz +
1
2
R0
(
i20 − 2i0i∗0 + i∗20
)
+
1
2
R1i
2
1 − i0i∗0R0 + c
−
∫ 1
0
(
Ri∗2 +
i∗2z
2G
)
dz − 1
2
R0i
∗2
0 +
1
2
KI(vC0 − v∗C0)2.
=
∫ 1
0
(
α(1− ζ2)− 1
2R
(Ri+ vz)
2 + ∆2 +
1
2R
(vz +Ri
∗)2 +
1
2G
(Gv + i∗z)
2
)
dz
+
1
2
R0 (i0 − i∗0)2 +
1
2
R1i
2
1.
By choosing c =
∫ 1
0
(
Ri∗2 +
i∗2z
2G
)
dz +
1
2
R0i
∗2
0 , we can see that
Pd=
∫ 1
0
(
α(1− ζ2)− 1
2R
(Ri+ vz)
2 + ∆2 +
1
2R
(vz +Ri
∗)2 +
1
2G
(Gv + i∗z)
2
)
dz
+
1
2
R0 (i0 − i∗0)2 +
1
2
R1i
2
1 +
1
2
KI(vC0 − v∗C0)2 (4.71)
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has a minimum at equilibrium of (4.6), (4.7) and (4.8). The time derivative of Pd along
(4.1-4.3), (4.69) and (4.70) is
d
dt
Pd ≤
(
Is +KI(vC0 − v∗C0)− i∗0
) dvC0
dt
(4.72)
Stability analysis
Denote ∆U = (∆i,∆v,∆i0,∆v0,∆vC0 ,∆i1, ∆v1,∆vC1). Consider the following
norm
‖∆U‖2 =
∫ 1
0
(
(R∆i+ ∆vz)
2 + ∆v2z + ∆v
2
)
dz + ∆i20 + ∆i
2
1 + ∆v
2
C0
(4.73)
Proposition 4.7. The transmission line system (4.46) in closed-loop with control
I0 = i
∗
0 −KP
dvC0
dt
−KI(vC0 − v∗C0), KP , KI ≥ 0 (4.74)
is asymptotically stable at the operating point U∗ = (i∗, v∗, i∗0, v
∗
0, v
∗
C0
, i∗1, v
∗
1, v
∗
C1
) as
defined in (4.6), (4.7) and (4.8).
Proof. From (4.71), we can show that
Pd(U) > 0,∀ U 6= U∗, Pd(U) = 0 if and onlyif U = U∗,and δUPd(U∗) = 0. (4.75)
Moreover, N (∆U) = Pd(U∗ + ∆U)− Pd(U∗)
=
∫ 1
0
(
α(1− ζ2)− 1
2R
(R∆i+ ∆vz)
2 +
1
2R
∆v2z +
1
2
G∆v2
)
dz
+
1
2
R0∆i
2
0 +
1
2
R1∆i
2
1 +
1
2
KI∆v
2
C0
.
For
γ1 = min
{
α(1−ζ2)−1
2R
, 1
2R
, 1
2
G, 1
2
R0,
1
2
R1,
1
2
KI
}
,
γ2 = max
{
α(1−ζ2)−1
2R
, 1
2R
, 1
2
G, 1
2
R0,
1
2
R1,
1
2
KI
}
,
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we have the following
γ1‖∆U‖2 ≤ Pd(U∗ + ∆U)− Pd(U∗) ≤ γ2‖∆U‖2. (4.76)
Finally, using (4.72) and (4.74) the time derivative P˙d is
P˙d =
∫ 1
0
(
u>t A˜ndut
)
dz + u>01A˜0u0t + u
>
1tA˜1u1t +
(
I0 +KI(vC0 − v∗C0)− i∗0
) dvC0
dt
= −K
(∫ 1
0
(
i2t + v
2
t
)
dz + i20t + v
2
C0t
)
≤ 0. (4.77)
Arnold’s first stability theorem (Theorem 2.1) can be proved using (4.75), (4.76) and
(4.77). Hence, the transmission line system (4.46) in closed-loop is Lyapunov stable at
U∗ with respect to the norm ‖ · ‖ defined in (4.73) . Further from (4.6), (4.7) and (4.8),
one can show that P˙d = 0 iff U = U∗. Thereby, we conclude the proof by invoking
LaSalle′s invariance principle [43, see Theorem 5.19].
4.7 Alternative passive maps
In Chapter 2.4.4, we have seen that admissible pairs for finite-dimensional systems lead
to new constraints on system parameters. In the case of infinite-dimensional systems,
the interconnected boundary elements give additional constraints on the system, which
makes the problem of finding admissible pairs even more difficult. As we argued in
finite dimensional case, that these restrictions are mainly due to imposing ‘gradient
structure’. Motivated by this, we now extend the framework developed in Chapter 3.2
to infinite-dimensional systems. We present our result for a general infinite dimensional
port-Hamiltonian system defined using Stokes Dirac structure [36]. As an example, we
present Maxwell’s equations in R3 with non-zero boundary energy flows. Consider the
following storage function
S(ep, eq) =
1
2
∫
Z
(e˙q ∧ ∗µe˙q + e˙p ∧ ∗e˙p) . (4.78)
Proposition 4.8. The infinite dimensional port Hamiltonian system defined in (2.49) is
passive with storage function (4.78) and port variables f˙b and −e˙b.
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Proof. We can now rewrite the spatial dynamics of the infinite-dimensional port-Hamiltonian
system, in terms of the co-energy variables as [18]
− ∗ e˙p = ∗Gep + (−1)rdeq
− ∗ µe˙q = dep + ∗Req.
(4.79)
Using (4.79), the time derivative of the storage function S(ep, eq) (4.78) can be simpli-
fied as follows
S˙(ep, eq) =
1
2
∫
Z
(e˙q ∧ ∗µe¨q + e˙p ∧ ∗e¨p)
= −
∫
Z
(e˙q ∧ (de˙p + ∗Re˙q) +e˙p ∧ (∗Ge˙p + (−1)rde˙q))
= −
∫
Z
(e˙q ∧ ∗Re˙q + e˙p ∧ ∗Ge˙p) + (−1)(n−q)×q
∫
Z
(d(e˙p ∧ e˙q))
≤ (−1)(n−q)
∫
∂Z
(e˙q ∧ e˙p)
= −
∫
∂Z
e˙b ∧ f˙b.
This implies that the system (2.49) is passive with port variables f˙b and −e˙b.
Next using Maxwell’s equations as examples we will derive new passive maps for
systems non zero boundary conditions.
4.7.1 Example: Maxwell’s equations
Example 4.3 (Maxwell’s equations). Consider Maxwell’s equations presented in Ex-
ample 4.2 with boundary interaction, defined by
−µHt = ∗dE
Et = −σE + ∗dH
0 = −(H + ∗σdE)|∂Z + Js
(4.80)
where σd is specific conductance at boundary and Js is the source connected at bound-
ary.
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Proposition 4.9. Consider the following functional
S(Ht, Et) = 1
2
∫
Z
(Ht ∧ ∗µHt + Et ∧ ∗Et) (4.81)
The system of equations (4.80) are passive with storage function (4.81) and port vari-
able
d
dt
Js and Et|∂Z .
Proof. The time derivative of the S(Ht, Et) (4.81) along (4.80) is
d
dt
S(Ht, Et) = −
∫
Z
(Et ∧ ∗σEt) +
∫
∂Z
(Ht ∧ Et)
But at boundary ∂Z we have (H + ∗σdE)|∂Z = Js using this we get
d
dt
S(Ht, Et) ≤
∫
∂Z
(Ht ∧ Et)
=
∫
∂Z
((
d
dt
Js − ∗σdEt
)
∧ Et
)
≤
∫
∂Z
(
d
dt
Js ∧ Et
)
,
concludes the proof.
Control Objective 4.1. The control objective is to stabilize the system at E|∂Z = E∗.
At equilibrium we have
Js∗ = H∗ + ∗σdE∗.
In Section 5.6, we have used energy-Casimir methodology for boundary control of
transmission line system. Instead, we now use the control methodology presented in
Chapter 3, by noting that the output port variable Et is integrable with time. Consider
the closed-loop storage function of the form
Sd = S(Ht, Et) + f(E)
where the functional f(E) : Ω1(Z) → R, is chosen such that Sd has a minimum at the
desired operating point. One possible choice is
Sd = S(Ht, Et) + K
2
∫
∂Z
((E − E∗) ∧ (E − E∗))
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where K ≥ 0. The time derivative of Sd along the trajectories of (4.80) is
d
dt
Sd =
d
dt
S(Ht, Et) +K
∫
∂Z
((E − E∗) ∧ Et)
≤
∫
∂Z
((
d
dt
Js +K(E − E∗)
)
∧ Et
)
Now choosing
Js = −K
∫ t
0
(E(z, τ)− E∗)dτ − α(E(z, t)− E∗)
+H∗ + ∗σdE∗
where α ≥ 0 and we get S˙d ≤ 0 and Sd has a minimum at E = E∗ and Et = 0, Ht = 0
further at this equilibrium we have J∗ = H∗ + ∗σdE∗. Finally using a similar argument
presented in Proposition 4.7 we can conclude the stability.
4.8 Conclusions
In this Chapter, we presented a methodology to overcome the dissipation obstacles in
the case of infinite-dimensional systems, thus paving a way for passivity based control
techniques. The basic building block was to write the system equations in the Brayton-
Moser form. However, to effectively use the method, we need to construct admissible
pairs for a given system, which aids in stability analysis and also in deriving new pas-
sivity properties. We presented a systematic way to derive these admissible pairs and
prove the stability of Maxwell’s equations. In the case of non-zero boundary energy
flows, we used the transmission line system (as an example) and identified its admissi-
ble pair conditions. This resulted in a new passivity property with current and derivative
of voltage as input and output port variables respectively, at the boundary. Using the
new passive map, a PI controller was constructed to solve the boundary control prob-
lem. Moreover, we extended the differential-passivity like passive maps presented in
Chapter 3.2 to infinite dimensional systems.
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CHAPTER 5
Primal-dual dynamics of constrained optimization
The applications of convex optimization are ubiquitous in various fields of research [66]
such as, resource allocation [67], utility maximization [68], etc. Numerous methods are
proposed to solve these optimization problems [69]. Solution techniques in a distributed
setting have gained importance in recent times [70]. One of the standard tools for de-
signing algorithms to solve such optimization problems is through primal-dual gradient
method [71, 72]. Gradient-based methods are a well-known class of mathematical rou-
tines for solving convex optimization problems. These gradient algorithms have much
to gain from a control and dynamical systems perspective, to have a better understand-
ing of the underlying system theoretic properties (such as stability, convergence rates,
and robustness). The convergence of gradient-based methods and Lyapunov stability,
relate the solution of the optimization problem to the equilibrium point of a dynamical
system.
The Krasovskii-Lyapunov function [58] is particularly suited for establishing sta-
bility of the continuous time gradient laws, as the equilibrium point (or solution of
the optimization problem) is not known apriori. In [73], the authors use Krasovskii-
Lyapunov function and hybrid Lasalle’s invariance principle [74] to prove asymptotic
stability of a network optimization problem. The gradient structure of the primal-dual
equations characterizing the optima of a convex optimization with only equality con-
straint admit a Brayton Moser (BM) form [10]. Further, using the duality between
energy and co-energy the BM form is partially transformed into a port-Hamiltonian
(pH) form [75]. These transformations pave the way for passivity/stability analysis us-
ing (i) the invariance principle for discontinuous Caratheodory systems [76] and (ii) an
incremental passivity property for the misfit dynamics. Using the input/output dissi-
pative properties [1], the authors in [77] provided robustness analysis for primal-dual
dynamics of convex optimization problems with equality constraint.
The contents in this chapter are organized as follows: We start by presenting the
necessary and sufficient conditions for optimality of convex optimization problems.
Next, we show that the primal-dual dynamics of optimization problem with only equal-
ity constraint can be written in Brayton-Moser formulation. Consequently, we use the
passive maps derived in Chapter 3. The primal-dual dynamics of inequality constraints
are modeled as a state dependent switching system. We first show that each switching
mode is passive and the passivity of the system is preserved under arbitrary switching
using hybrid passivity tools, a methodology similar to switched Lyapunov functions for
stability analysis of switch system. Finally, the two systems, (i) one derived from the
Brayton Moser formulation and (ii) the state dependent switching system, are intercon-
nected in a manner such that the equilibrium is the solution of the convex optimization
problem. The proposed methodology is demonstrated by finding the optimal separating
hyperplane using support vector machine methodology.
5.1 Convex optimization
In this section, we present a brief overview of mathematical tools in convex optimiza-
tion, that will be useful in the subsequent sections. The standard form of a convex
optimization problem contains three parts:
(i) A continuously differentiable convex function f(x) : Rn → R to be minimized
over x,
(ii) affine equality contraints hi(x) = 0, i = 1, . . . ,m,
(iii) continuously differentiable convex inequality constraints of the form gi(x) ≤ 0,
i = 1, . . . , p.
This can be written in the following form, commonly known as the primal formulation:
minimize
x∈Rn
f(x)
subject to hi(x) = 0 i = 1, . . . ,m
gi(x) ≤ 0 i = 1, . . . , p
(5.1)
Karush-Kuhn-Tucker (KKT) conditions: If the solution x∗ is optimal to the convex
optimization problem (5.1) then these exists λi ∈ R, i = 1, . . . ,m and µi ≥ 0, i =
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1, . . . , p satisfying the following KKT conditions
∇xf(x∗) +
m∑
i=1
λi∇xhi(x∗) +
m∑
i=1
µi∇xgi(x∗) = 0,
hi(x
∗) = 0 ∀i ∈ {1, . . . ,m}, (5.2)
gj(x
∗) ≤ 0, µj ≥ 0, µjgj(x∗) = 0 ∀j ∈ {1, . . . , p}.
Remark 5.1. Note that the KKT conditions presented above in equation (5.2) are only
necessary conditions. We next present the requirements under which KKT conditions
becomes sufficient.
We now define the Lagrangian of the convex optimization (5.1) as
L(x, λ, µ) = f(x) +
m∑
i=1
λihi(x) +
m∑
i=1
µigi(x) (5.3)
and the Lagrange dual function as
Ld(λ, µ) = minimize
x∈Rn
L(x, λ, µ) (5.4)
giving us the following dual problem (correspnding to the primal problem (5.1))
maximize
λ∈Rm, µ∈Rp
Ld(λ, µ)
subject to µi ≥ 0 i = 1, . . . , p.
(5.5)
Remark 5.2. Dual problem is always convex, because Ld is always a concave function
even when the primal (5.1) is not convex. If f ∗ and L∗d denotes the optimal values of
primal and dual problems respectively, then L∗d ≤ f ∗. Therefore dual formulations are
used to find the best lower bound of the optimization problem [69, 66]. Further, the
negative number L∗d − f ∗ denotes the duality gap. In the case of zero duality gap, we
say that the problem (5.1) satisfies strong duality.
Definition 5.1. Slater’s conditions. We call the convex optimization problem (5.1)
satisfies Slater’s conditions if there exists an x such that hi(x) = 0 i = 1, . . . ,m and
gi(x) < 0 i = 1, . . . , p. This implies that inequality constraints are strictly feasible.
Remark 5.3. If a convex optimization problems (5.1) satisfies Slater’s conditions then
the optimal values of primal and dual problems are equal, that is, (5.1) satisfies strong
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duality. Further, in this case the KKT conditions becomes necessary and sufficient.
5.2 The BM formulation: For equality constraint
In this section, we consider a convex optimization problem with only equality con-
straints. We show that the primal-dual gradient equations pertaining to this, have a
naturally existing Brayton-Moser formulation. Thereafter, we leverage the analysis pre-
sented in Chapter 3 to find new passive maps associated with the primal-dual dynamics.
Consider the following constrained optimization problem
minimize
x∈Rn
f(x)
subject to hi(x) = 0 i = 1, . . . ,m
(5.6)
where f : Rn → R is twice continuously differentiable (C2) and strictly convex and
hi(∈ C2) : Rn → R is affine. Assume (i) that the objective function has a positive def-
inite Hessian ∇2xf(x) and (ii) that the problem (5.6) has a finite optimum, and Slater’s
condition is satisfied (i.e., the constraints are feasible) and strong duality holds [69].
The solution x∗ is an optimal solution to (5.6) if there exists λ∗ ∈ Rm such that the
following KKT conditions are satisfied:
∇xf(x∗) +
m∑
i=1
λi∇xhi(x∗) = 0
hi(x
∗) = 0 ∀i ∈ {1, . . . ,m}
(5.7)
The Lagrangian of (5.6) is given by
L(x, λ) = f(x) +
m∑
i=1
λihi(x) (5.8)
Since strong duality holds for (5.6), (x∗, λ∗) is a saddle point of the Lagrangian L, that
is,
(x∗, λ∗) = argmax
λ
(
argmin
x
L(x, λ)
)
, (5.9)
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if and only if x∗ is an optimal solution to primal problem (5.6) and λ∗ is optimal solution
to its dual problem. Now, consider the dynamics given by
−τxx˙ = ∇xL(x, u) + u
τλiλ˙i = ∇λL(x, u), y = −x,
(5.10)
or equivalently,
−τxx˙ = ∇xf(x) +
m∑
i=1
λi∇xhi(x) + u
τλiλ˙i = hi(x), y = −x,
(5.11)
where τx, τλ
4
= diag{τλi , . . . , τλm} are positive definite matrices and u, y ∈ Rn. The
unforced system of equations, obtained by setting u = 0 in (5.11), represent primal-
dual dynamics corresponding to (5.8). Moreover, the equilibrium point corresponds to
the solution of the KKT conditions (5.7).
Remark 5.4. The discrete time primal-dual gradient descent equations of convex opti-
mization problem (5.6) are
x(tk+1) = x(tk)− ηx∇xL(x, u)
λ(tk+1) = λ(tk) + ηλ∇λL(x, u), k ∈ Z+.
where ηx > 0 and ηλ > 0 represents the step size. Further these are equivalent to
the continuous time equations (5.10), if the step sizes are chosen as ηx = ∆Tτ−1x and
ηλ = ∆Tτ
−1
λ , where ∆T = tk+1 − tk.
Note that the primal-dual equations, expressed in (5.10), closely resemble a pseudo-
gradient structure. The pseudo-gradient structure in turn constitutes the basic skeleton
of the Brayton-Moser itself. This key observation motivated us to look for connections
between convex optimization and Brayton-Moser formulation. The following example
better illustrates the idea we wish to outline here. Consider the unforced parallel RLC
circuit with Vs = 0 in Example 2.2. The equations governing the dynamics of the
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circuit, in BM formulation, is given by
−Li˙ = ∇iP
Cv˙ = ∇vP
Note that these equations can also be interpreted as the continuous time gradient descent
dynamics for finding the quantity given by
max
v
(
min
i
P (i, v)
)
,
where P essentially acts as a Lagrangian. This example immediately points out that
replacing P with L would allow us to study the stability aspects of the primal-dual
dynamics, under the same lens of the results derived in the earlier chapters. To do this,
we start with BM formulation of convex optimization problem (5.6).
Let z = (x, λ). The continuous time gradient laws (5.11), associated with (5.6),
naturally admit a Brayton-Moser (BM) formulation
Q(z)z˙ = ∇zP (z) + u (5.12)
with Q(z) = diag{−τx, τλ} and P (z) = f(x)+λ>h(x) is a scalar function of the state.
We next utilize this BM formulation to present a passivity property similar to the one
derived in Proposition 3.4.
Proposition 5.1. Let z¯ = (x¯, λ¯) satisfy (5.7). Assume h(x) is convex and f(x) strictly
convex. Then the system of equations (5.11) are passive with port variables (u˙, y˙) [12].
Further every solution of the unforced version (u = 0) of (5.11) asymptotically con-
verges to z¯.
Proof. We can now consider storage function P˜ of the form (3.36) withM = diag{τx, τλ},
resulting in
P˜ =
1
2
z˙TMz˙ =
1
2
x˙T τxx˙+
1
2
λ˙T τλλ˙ (5.13)
The time derivative of the storage function (5.13) along the system of equations (5.11)
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can be computed as
˙˜P = −x˙>∇2xf(x)x˙− x˙>u˙ ≤ −x˙>u˙ = u˙>y˙
which implies that the system (5.11) is passive. Further for u = 0 we have ˙˜P = 0 =⇒
x˙ = 0 ( x is some constant). Using this in the first equation of (5.11) we get that λ is a
constant, proving asymptotic stability of z¯.
Remark 5.5. The second method of Lyapunov method hinges on finding a suitable Lya-
punov function that decreases along the system trajectories. Knowing the equilibrium
point of a dynamical system is not necessary, but definitely helps in constructing the
Lyapunov function. Krasovskii-type Lyapunov functions [49] [58] is one such function
which does not require the information about the equilibrium point of the dynamical
system explicitly. Proving stability using Krasovskii-type Lyapunov implies that the
distance between the trajectories is decreasing, which is essentially the fundamental
idea in contraction analysis. Utilizing Lyapunov analysis, we can show that trajectories
converge to a limit set. However the limit set is not known apriori. Hence the use of
Krasovskii-type storage function (5.13) in Proposition 5.1 is particularly suited, as the
solution of the optimization problem (or the equilibrium point) is not known a priori.
5.3 Switch system formulation: For inequality constraint
We now define the inequality constraint gi(u˜) ≤ 0 as the following hybrid dynamics
τµiµ˙i = (gi(u˜))
+
µi
(5.14)
where u˜ ∈ Rn and i ∈ {1 · · · p}. The positive projection of gi(u˜) can be written as
(gi(u˜))
+
µi
=
 gi(u˜) µi > 0max{0, gi(u˜)} µi = 0 (5.15)
This is introduced in [71], where the authors construct a dynamical system which con-
verges to the stationary solution of saddle value problems. These equations are proposed
in such a way that, if the initial condition of µ(t) is non-negative, then the trajectories
µ(t) always stay inside positive orthant R+. Note that the discontinuity in the above
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equations (5.15) occurs when gi(u˜) < 0 and µi = 0, the value of (gi(u˜))+µi switches
from gi(u˜) to 0. This ensures that the µi’s does not go below zero. To make this more
visible, we redefine these equations equivalently as follows;
(gi(u˜))
+
µi
=
gi(u˜) (µi > 0 or gi(u˜) > 0)0 otherwise (5.16)
The projection is said to be active in the second case. Let P represent the power set of
{1 · · · p}, then we define the function σ : [0, ∞)→ P as follows
σ(t) = {i | µi(t) = 0 and gi(u˜) ≤ 0 ∀i ∈ {1, ..., p}} (5.17)
where the projection is active. With σ(t) representing the switching signal, equation
(5.14) now takes the form of a switched system
τµiµ˙i = gi(u˜, σ) =
gi(u˜); i /∈ σ(t)0; i ∈ σ(t) (5.18)
The overall dynamics of the p inequality constraints gi(u˜) ≤ 0 ∀i ∈ {1 · · · p} can be
written in a compact form as:
τµµ˙ = g(u˜, σ) (5.19)
where µi and gi(u˜, σ) are ith components of µ and g(u˜, σ) respectively. It is well known
that a sufficient condition for a switched system to be passive system is that the storage
function should be common for all the individual subsystems [78]. In general it is
not easy to find such storage functions. Here we use passivity property defined with
‘switched storage functions’[79]. Consider the following storage function(s)
Sσq(µ) =
1
2
∑
i/∈σq
µ˙2i τµi ∀σq ∈ P (5.20)
Proposition 5.2. The switched system (5.19) is passive with switched storage functions
Sσq (defined one for each switching state σq ∈ P ), input port us = ˙˜u and output port
ys = ˙˜y where y˜ =
∑
∀i µi∇u˜gi(u˜). That is, for each σp ∈ P with the property that
for every pair of switching times (ti, tj), i < j such that σ(ti) = σ(tj) = σp ∈ P and
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σ(tk) 6= σp for ti < tk < tj , we have
Sσp(µ(tj))− Sσp(µ(ti)) ≤
∫ tj
ti
u>s ysdt. (5.21)
Proof. We start with analyzing the passivity property for a time interval say [0, τσ)
with fixed σ(t). The time derivative of the storage function Sσ(µ) is
S˙σ =
∑
i/∈σ
µ˙iµ¨iτµi =
∑
i/∈σ
µ˙i∇u˜g>i ˙˜u
= ˙˜u>
(
d
dt
∑
i/∈σ
µi∇u˜gi −
∑
i/∈σ
µi∇2u˜gi ˙˜u
)
= ˙˜u>
(
˙˜y −
∑
∀i
µi∇2u˜gi ˙˜u
)
≤ ˙˜u> ˙˜y = u>s ys.
In step two we use
∑
i/∈σ µi∇ugi =
∑
∀i µi∇ugi (which is true since µi = 0, if i ∈ σ)
and in step three we use the convexity of g and non-negativity of the µi. The above
inequality can be equivalently written as
Sσ(µ(τσ))− Sσ(µ(0)) ≤
∫ τσ
0
˙˜u> ˙˜ydt (5.22)
Hence, the system of equation (5.19) represent a finite family of passive systems and
(5.20) represents their corresponding storage functions. Note that in the above inequal-
ity, supply rate in the right hand side is independent of σ (discrete state), where as the
storage functions are dependent on σ. Since this is not sufficient to prove the passivity
property of (5.19), we further need to analyse the behaviour of the storage functions at
all switching times. Let σ(t) ∈ P denotes current active projection set as defined in
(5.17), then we have the following scenarios:
(i) For some i /∈ σ(t−), let the projection of ith constraint (gi(u˜) ≤ 0) become active
(i.e µi reaches 0 when gi(u˜) < 0) at time t. This implies a new element i is added
to the projection set, i ∈ σ(t). The storage function (5.20) decreases by loosing the
term τµiµ˙
2
i from the summation. The term in the storage function corresponding to
this i will not appear in (5.20) as i ∈ σ(t). This happens discontinuously because
gi(u˜, σ) switches from gi(u˜) < 0 to 0. Hence
Sσ(t)(µ(t)) < Sσ(t−)(µ(t
−)) (5.23)
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Figure 5.1: Example for time evolution of storage function with two inequality con-
straints (p = 2). Note that case (i) appears at switching time t2, t4 and case
(ii) at t1, t3.
(ii) In the case when the projection of an active constraint i ∈ σ(t−) becomes inactive
i.e i /∈ σ(t), a new term τµiµ˙2i is added to the summation of the storage function
(5.20). But this happens in a continuous way because gi(u˜, σ) has to increase from
gi(u˜) < 0 to gi(u˜) > 0 by crossing 0. By continuity argument we have
Sσ(t)(µ(t)) = Sσ(t−)(µ(t
−)). (5.24)
These situations are depicted in Fig. 5.1. Now consider a σp ∈ P as given in the Propo-
sition 4.2. We assume that there are N switching times between ti and tj . Noting that
the storage function is not increasing at switching times we have,
Sσ(tj) ≤ Sσ(t−j ) ≤ Sσ(ti+N ) +
∫ tj
ti+N
˙˜u> ˙˜ydt
≤ Sσ(t−i+N ) +
∫ tj
ti+N
˙˜u> ˙˜ydt
≤ Sσ(ti+N−1) +
∫ ti+N
ti+N−1
˙˜u> ˙˜ydt+
∫ tj
ti+N
˙˜u> ˙˜ydt
≤ Sσ(ti) +
∫ ti+1
ti
˙˜u> ˙˜ydt+ · · ·+
∫ tj
ti+N
˙˜u> ˙˜ydt
= Sσ(ti) +
∫ tj
ti
˙˜u> ˙˜ydt.
Above we used (5.22), (5.23) and (5.24). We thus conclude the system is passive with
port variables ( ˙˜u, ˙˜y).
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Proposition 5.3. The equilibrium set Ωe defined by constant control input u˜ = u˜∗ of
(5.14)
Ωe = {(µ¯, u˜∗) |gi(u˜∗) ≤ 0, µ¯igi(u˜∗) = 0 ∀i ∈ {1, . . . , p}}
is asymptotically stable.
Proof. From (5.22), (5.23) and (5.24) in Proposition 5.2, we can infer that the Lyapunov
function (5.20) is non-increasing for a constant u˜ = u˜∗, concluding Lyapunov stability.
Now we use hybrid Lasalle’s theorem condition [74] to show that Ωe is the maximal
positively invariant set, defined by
(i) S˙σ(µ(t)) = 0 for fixed σ. This is can be verified by substituting u˜ = u˜∗ a constant
in (5.22).
(ii) Sσ(t−)(µ(t−)) = Sσ(t)(µ(t)) if σ switches between σ(t−) to σ(t) at time t. In (5.14),
if gi(u˜∗) < 0 and the corresponding µ∗i > 0 then µi linearly converges to zero, causing a
discontinuity in the Lyapunov function Sσ(µ(t)) ( case-i of Proposition 5.2). This does
not happen if either
gi(u˜
∗) < 0 and µ∗i = 0 or gi(u˜
∗) = 0 and µ∗i ≥ 0 (5.25)
because both conditions imply µ˙i = 0. We now prove that the trajectories of (5.14)
are bounded for u˜ = u˜∗. Consider the quadratic norm V (µ) = 1
2
(µ − µ¯)>τµ(µ − µ¯).
Next, using (8), (9) and (17) together with g+i (u˜)µi ≤ gi(u˜), we show that the V (µ) is
non-increasing
V˙ = (µ− µ¯)>g+(u˜∗)µ
≤ (µ− µ¯)>g(u˜∗)
=
∑
∀i/∈σ(t)
(µi − µ¯i)>gi(u˜∗) +
∑
∀i∈σ(t)
(µi − µ¯i)>gi(u˜∗)
=
∑
∀i/∈σ(t)
(µi − µ¯i)>gi(u˜∗)
=
∑
∀i/∈σ(t)
µ>i gi(u˜
∗)−
∑
∀i/∈σ(t)
µ¯>i gi(u˜
∗)
=
∑
∀i/∈σ(t)
µ>i gi(u˜
∗)
≤ 0
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In step one we used (5.14), in step two we used the fact that g+i (u˜) ≤ gi(u˜), in step
three and four we used (5.18) , in step six we used (5.25) and finally in step seven we
again used (5.18). This implies that the trajectories of (5.14) are bounded for u˜ = u˜∗. If
gi(u˜
∗) > 0, µi increases linearly, contradicting the boundedness of the trajectories. The
proof follows by noting that conditions in (5.25) represent Ωe set.
The most interesting property of passive systems is their modular nature. One can
define power conserving interconnections (such as Newton law’s or Kirchoff’s cur-
rent/voltage laws) between these systems, and show that the overall system is passive
and there by stable. In the next section we make use of this property, to include inequal-
ity constraint (5.14) in the optimization problem (5.6).
5.4 The overall optimization problem
We now define a power conserving interconnection between passive systems associ-
ated with optimization problem with an equality constraint (5.11) and an inequality
constraint (5.14) (see Fig. 5.2).
v yu
~u
~y
+
+
−
+
minimize f(x)
x 2 Rn
subject to hi(x) = 0 i 2 f1 · · ·mg
i 2 f1 · · · pggi(x) ≤ 0
Figure 5.2: Interconnected optimization
Proposition 5.4. Consider the interconnection of passive systems (5.11) and (5.14),
via the following interconnection constraints u = y˜ + v and u˜ = −y + v˜, v ∈
Rp, v˜ ∈ Rn. For v˜ = 0, the interconnected system is then passive with port variables
v˙, −x˙. Moreover for v = 0 and v˜ = 0 the interconnected system represents the primal-
dual gradient dynamics of the optimization problem (5.1) and the trajectories converge
asymptotically to the optimal solution of (5.1).
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Proof. Define the storage function S˜σ(x, λ, µ) = P˜ (x, λ)+Sσ(µ). The time differential
of S˜σ(x, λ, µ) with v˜ = 0 is
˙˜Sσ(x, λ, µ) = −u˙>x˙+ ˙˜u> ˙˜y ≤ −v˙>x˙
The interconnection of (5.11) and (5.14) (see Fig. 5.3), with v = 0 and v˜ = 0, gives
−τxx˙ =
(
∇xf(x) +
m∑
i=1
λi∇xhi(x) +
p∑
i=1
µi∇xgi(x)
)
τλiλ˙i = hi(x)
τµiµ˙i =
gi(x) if µi > 0 ∀i ∈ {1, . . . , p}max(0, gi(x)) if µi = 0 (5.26)
which represent the primal-dual gradient dynamics of (5.1). Hence the overall system
takes the form of primal-dual gradient dynamics representing optimization problem
with both equality and in-equality constraints (5.1).
When v = 0 and v˜ = 0, ˙˜Sσ(x, λ, µ) ≤ 0, for the interconnected system. Stability can
thus be concluded using the relation between passivity and stability [1] and Propositions
5.2, 5.3.
−τx _x = rxf(x) +
P
m
i=1
λirxhi(x) + u
τλi
_λi = hi(x)
v yu
~u
~y
τµ _µi =
if
if µi = 0
µi > 0fmaxf0; gi(~u)g
gi(~u)
+
+
−
+
i 2 f1 · · ·mg
i 2 f1 · · ·mg
~y =
P
8i
µir~ugi(~u)
y = −x
Figure 5.3: Interconnected primal dual dynamics
The new port variables v˙, −x˙ can be used to change the convergence rate by damp-
ing injection methodology [1]. One possible choice would be v = k∇xh(x)h(x) (note
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that equality constraint is affine) and v˜ = 0. The resulting dynamics
−τxx˙ = ∇xf(x) + λ∇xh+∇xg>µ+ kh(x)∇xh(x)
τλiλ˙i = hi(x), (5.27)
τµiµ˙i = (gi(x))
+
µi
, y = −x
represents the primal-dual equations of augmented optimization problem
minimize
x∈Rn
f(x) +
1
2
k(h(x))2
subject to h(x) = 0, gi(x) ≤ 0 i = 1, . . . , p.
(5.28)
Remark 5.6. Damping injection increases the convexity of the cost function (in this
case we have k(∇xh(x)2)−strong convex function), and the resulting dynamics repre-
sents the primal-dual gradient laws of augmented Lagrangian.
In the next section, we demonstrate the continuous-time primal-dual algorithm, on the
convex optimization formulation of Support Vector Machines (SVM) technique [80].
5.5 Support Vector Machine (SVM)
Support Vector Machines [80] are a class of supervised machine learning algorithms
which are commonly used for data classification. In this methodology, each data item
is a point in n-dimensional space that is mapped to a category (or a class). Here the aim
is to find an optimal separating hyperplane (OSH) which separates both the classes and
maximizes the distance to the closest point from either class (as shown in Figure 5.4).
These closest points are usually called support vectors (SV). The lines passing through
support vectors and parallel to the optimal separating hyperplane are called supporting
hyperplanes (SH).
Problem formulation: Consider two linearly separable classes, where each class
(say class-a, class-b) contains a set of N unique data points in R2. Let Xa and Xb
denote the set of points in class-a and class-b respectively. In this methodology we
find a hyperplane that separates the classes while maximizing the distance to the closest
point from either class. Let L be an affine set that characterizes such a hyperplane,
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Class-b
X-axis
SH
SH
OSH
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SV SV
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Figure 5.4: Description of a linear support vector machine.
defined as follows
L =
{
x ∈ R2|x>β + β0 = 0
}
(5.29)
where β = (β1, β2) ∈ R2 and β0 ∈ R. Define the map l : R2 → R by l(x) = x>β+ β0.
Note the following, for any x0 ∈ L, l(x0) = 0 =⇒ x>0 β = −β0. This implies l(x) can
be rewritten as l(x) = β>(x − x0), which further implies the unit vector βˆ = β||β|| is
orthogonal to the line defined by the set L, that is, x>β+β0 = 0 ⇐⇒ (x−x0)>β = 0.
The distance between the point xa ∈ Xa and line L is |AC| = (xa − x0)>βˆ (see
Fig. 5.5). Similarly the distance between the point xb ∈ Xb and line L is |BC| =
(xb − x0)>(−βˆ). We want to find an optimal separating hyperplane that is at least M
units away from all the points. This implies
∀xa ∈ Xa, (xa − x0)>βˆ ≥ M,
∀xb ∈ Xb, −(xb − x0)>βˆ ≥ M.
(5.30)
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Oxa
xb
β^
−β^
A
B
Cx0
β>x + β0 = 0
Figure 5.5: Mathematical formulation of a linear support vector machine, xa ∈ Xa
(class-a) and xb ∈ Xb (class-b).
DefineX 4= Xa∪Xb, and Y 4= Ya∪Yb where Ya = {1, . . . , 1}︸ ︷︷ ︸
n times
and Yb = {−1, . . . ,−1}︸ ︷︷ ︸
n times
.
The inequality constraints (5.30) can be rewritten as
1
||β||yi(β
>xi + β0) ≥M (5.31)
where yi = 1 if xi ∈ Xa (class-a), yi = −1 if xi ∈ Xb (class-b). Finally, finding the
optimal separating hyperplane can be proposed as the following optimization problem,
maximize
β,β0
M
subject to
1
||β||yi(β
>xi + β0) ≥M, ∀xi ∈ X, yi ∈ Y.
(5.32)
Since M is arbitrary, choosing M =
2
||β|| converts (5.32) into a convex optimization
problem
minimize
β,β0
1
2
||β||
subject to yi(β>xi + β0) ≥ 1, ∀xi ∈ X, yi ∈ Y.
(5.33)
In order to use the primal-dual gradient method proposed in Section 5.4, we need the
cost function to be twice differentiable. But, the cost function 1
2
||β|| /∈ C2. The optimal
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solution (β∗, β∗0) of (5.33), is further equivalent to the optimal solution of
minimize
β,β0
1
2
||β||2
subject to yi(β>xi + β0) ≥ 1, ∀xi ∈ X, yi ∈ Y.
(5.34)
We now use this convex optimization formulation for support vector machines, and de-
rive its primal-dual gradient dynamics.
Continuous time primal-dual gradient dynamics: Comparing with the convex optimiza-
tion formulation given in (5.1), the cost function is f(β) =
1
2
||β||2 and inequality con-
straints are gi(β, β0) = 1 − yi(β>xi + β0), i ∈ {1, · · · , 2N}. The Lagrangian can be
written as
L(β, µ) =
1
2
||β||2 +
2N∑
i=1
gi(β, β0)µi (5.35)
where µ = (µ1, · · · , µ2N) denotes the Lagrange variable corresponding to the inequal-
ity constraints g = (g1, · · · , g2N). The primal dual gradient laws given in (5.26) for the
convex optimization problem (5.34) are
−τββ˙ = ∂L
∂β
−τβ0 β˙0 =
∂L
∂β0
τµiµ˙i = (gi(β, β0))
+
µi
∀i ∈ {1, . . . , 2N}
equivalently ,
−τββ˙ = β −
2N∑
i=1
µiyixi
−τβ0 β˙0 = −
2N∑
i=1
µiyi (5.36)
τµiµ˙i =
gi(β, β0) if µi > 0 ∀i ∈ {1, . . . , 2N}max{0, gi(β, β0)} if µi = 0.
We now have the following result.
Proposition 5.5. The primal-dual dynamics (5.36) converges asymptotically to the op-
timal solution of (5.34).
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Proof. Since the optimization problem (5.34) has a strictly convex cost function and
convex inequality constraints, the result follows from Propositions 5.1 - 5.4.
5.5.1 Simulation Results
A simulation study is conducted by generating two sets of linearly separable classes
having 300 points each, using Normal distribution (see Table 5.1 for distribution pa-
rameters). Figure 5.8 present the evolution of β, β0. At equilibrium, the primal-dual
Table 5.1: Distribution parameters
mean Variance No. of data points
Class-a
[
0 0
] [ 1 1.5
1.5 3
]
300
Class-b
[
0 6
] [ 1 1.5
1.5 3
]
300
dynamics in equation (5.36) results in
β∗ =
2N∑
i=1
µ∗i yixi.
The results depicted in Figure 5.6 show that the value the Lagrange variables, except
(µ81, µ208, µ577) are identically equal to zero at equilibrium. Hence
β∗ = µ∗81x81 + µ
∗
208x208 − µ∗577x577
where the data points (x81, x208, x577) corresponding to these non zero Lagrange vari-
ables are support vectors. This implies that the support vectors completely determines
the optimal separating hyperplane β>x+ β0 = 0 that separates class-a and class-b (see
Fig. 5.7). However, note that one needs to solve the optimization problem, to find these
support vectors.
Remark 5.7. Remark on Figure 5.7. In the case study we have 600 inequality con-
straints. Whenever, an inequality constraint becomes feasible (i.e. gi(β, β0) ≤ 0 ) and
its corresponding Lagrange variable µi converges to zero, then the closed loop stor-
age function switches to a new storage function that is strictly less than the current
one, causing a discontinuity. This is coherent with the Proposition 5.2, where passivity
property is defined with ‘multiple storage functions’.
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Remark 5.8. Remark on Figure 5.8. One can see that, all the Lagrange variables except
µ81, µ208 and µ577 converged to zero. Moreover, the data points corresponding to these
non-zero Lagrange variables are called support vectors, can be seen in Fig. 5.9
Remark 5.9. Remark on Figure 5.9. The three points denoted by x81, x208 and x577 are
usually called as support vectors, and the Lagrange variables corresponding to their in-
equality constraints are non-zero (can be seen in Figure 5.8). The lines passing through
these point and parallel to the separating hyperplane are called supporting hyperplanes.
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Figure 5.6: Time evolution of β and β0
5.6 Conclusions
Starting from an optimization problem with equality constraint we have shown that their
primal-dual equations have a naturally existing Brayton Moser representation. Using
the interconnection properties of passive systems we extended the optimization problem
to include inequality constraints. The overall convergence is guaranteed by proving
the asymptotic stability of individual subsystems, whose Lyapunov functions derived
from BM formulation have their roots in Krasovskii method. As an example, we have
demonstrated the primal-dual algorithm using the convex optimization formulation of
SVM technique.
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Figure 5.7: Time evolution of closed-loop storage function.
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Figure 5.8: Time evolution of Lagrange variables µi, i ∈ {1 · · · 600}.
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Figure 5.9: Classification using Support Vector Machine
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CHAPTER 6
Concluding remarks
In this book, we have presented various passivity based methodologies for control and
optimization in Brayton-Moser framework. Each chapter has its own concluding re-
marks with some of the highlights and the limitations of the proposed work. We now
discuss the remaining issues and propose some possible directions for future work.
In the Chapter 3, we have addressed two major limitations in using Brayton-Moser
framework for control by power shaping.
(i) The first one involves finding of the closed-loop storage function using the ad-
missible pairs. One constructive methodology for finding the closed-loop storage
function, that does not requires solving partial differential equations, involves in
finding passive maps with integrable output port-variable. We presented a solution
for this impediment under the assumption that the 1-forms corresponding to the
columns of the input matrix are all closed.
(ii) The second limitation concerns to the existence of admissible pairs. This has been
addressed by introducing Krasovskii-type storage functions, which resulted in a
new passivity property with integrable port-variables. Towards the end we have
extended these results to a class of nonlinear systems characterized by Assumptions
3.3, 3.4 and 3.5. Similar kind of studies have been carried out in order to extract new
passivity properties of systems, namely differential passivity [56] and incremental
passivity [1].
Relations to differential and incremental passivity: Consider the prolonged system [81,
57], that is the original non-linear system (3.33) together with its variational system.
x˙ = f(x) + g(x)u
˙δx =
(
∂f
∂x
+
∂g
∂x
u
)
· δx+ g(x)δu (6.1)
where δx ∈ Rn, δu ∈ Rm denotes the variation in x and u respectively. The follow-
ing theorem shows that the prolonged nonlinear system is differentially passive, under
Assumptions 3.3, 3.4 and 3.5.
Theorem 6.1. Let the Assumptions 3.3, 3.4 and 3.5 are satisfied. Then the system of
equations (6.1) are passive with port variable δΓ = g>Mδx and δv = δu − αu − β.
Where α = − (g>g)−1 g> ∂g
∂x
δx and β = −g>Mδx.
The proof of the theorem follows on the similar lines of Theorem 3.1 with storage
function in equation (3.36) replaced by V (x, δx) =
1
2
δx>Mδx. Also note that from
Assumption 3.5, Mg(x) is integrable. This indicates the existence of of Γ(x) such that
∂Γ
∂x
= Mg(x) leading to δΓ =
∂Γ
∂x
>
δx = g>Mδx.
Remark 6.1. In the above Theorem 6.1, if we consider g(x) = B, and Γ(x) = Cx,
whereB ∈ Rn×m andC ∈ Rm×n are constant, then we recover the conditions presented
from incremental passivity in [82].
Relation with Integral Quadratic Constraints (IQC) [83]: Consider the linear system
defined by
x˙ = Ax+Bu
y = Cx+Du,
where x ∈ Rn, u, y ∈ Rm and A,B,C,D are of appropriate dimensions. Then, one can
write the following equivalence
y = H(u) ⇐⇒ Y (s)
U(s)
= G(s) = C(sI − A)−1B +D,
where H is a bounded operator and Y (s) & U(s) are Laplace’s transforms of y(t) and
u(t), respectively. Let Π be a bounded and self adjoint operator. Then u satisfies the
IQC defined by Π if
〈u
y
 ,Π
u
y
〉 ≥ 0 ∀u ∈ H. (6.2)
In transfer function domain this translate to
∫ ∞
−∞
U(jω)
Y (jω)
∗Π(jω)
U(jω)
Y (jω)
 ≥ 0 ∀u ∈ H. (6.3)
We list a few relevant passivity conditions and their equivalent conditions in frequency
domain and with respect to IQC operators. A system is passive
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(i) with port variables u and y, if
< y, u >T≥ 0 ∀T ≥ 0, ∀u ∈ He‘ (6.4)
whereHe denotes the extended Hilbert’s space. This is equivalent to
G(jω) +G(jω)∗ ≥ 0 ∀ω. (6.5)
It also implies that the real part of G(jω) should be positive, which is well
known as the Positive Real condition. Further the IQC operator Π takes the form[
O I
I O
]
, where O, I are zero and identity matrix of dimension m.
(ii) with u and y˙, as in Brayton Moser framework, if
< y˙, u >T≥ 0 ∀T ≥ 0, ∀u ∈ He (6.6)
This can be simplified and expressed in frequency domain as
−jω(G(jω)−G(jω)∗) ≥ 0 ∀ω. (6.7)
This implies that the imaginary part of the transfer function should be negative,
which is termed here as the Negative Imaginary condition. In this case, IQC
operator takes the form Π =
[
O jωI
−jωI O
]
.
(iii) with u˙ and y˙, if,
< y˙, u˙ >T≥ 0 ∀T ≥ 0, ∀u ∈ He. (6.8)
This results in Positive Real condition (6.5). This is not surprising, since it is
well-known that if a linear system is passive with respect to port-variables u and
y, then is passive w.r.t port-variables u˙ and y˙. Further, in the case of u˙ and y˙,
IQC operator Π again takes the same form
[
O I
I O
]
, as in the case of u and y as
port-variables.
The following are the important directions for future work:
(i) Finding integrable passive maps with out relying on the assumptions that the input
matrix is integrable.
(ii) Exploring connections between dynamic feedback passivation and differential pas-
sivity.
In Chapter 4, the primal-dual algorithm is treated as interconnected passive systems,
(i) convex optimization problem with only equality constraint, (ii) a state dependent
switching system for inequality constraint. Recall that in Proposition 4.4, we intercon-
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nected these systems usingu
u˜
 =
 0 1
−1 0
y
y˜
+
v
v˜
 (6.9)
where v and v˜ are considered as new input port-variables of the interconnected system.
We can use these new port-variables to analyze and improve the primal-dual gradient
laws. The following are some of the important ideas that can be leveraged for future
work.
(i) Robustness: To analyze uncertainties in parameters or disturbances such as the
numerical error accumulated in the primal and dual variables, one can rewrite in-
terconnection as
u = y˜ + ∆y˜ and u˜ = x+ ∆x (6.10)
where ∆x and ∆y˜ denotes the numerical error in x (primal variable) and y˜ (a func-
tion of dual variable) respectively. These can be treated as external disturbances
creeping in through the interconnected port variables. We can provide robustness
analysis quantitatively (on sensitivity of the algorithm due to numerical errors),
using input/output dissipative properties [1] of these systems.
(ii) In SVM simulation we have seen that there are 600 inequality constraints (each cor-
responds to a data-point). Usually, real world examples may contain many more
data-points. Each data-points gives rise to an inequality constraint, and further leads
to a gradient-law. In situations involving large data, it is computationally ineffective
to run gradient-descent algorithm using all the data-points. In general this obstacle
is circumvented using a variation in gradient descent method called stochastic gra-
dient descent. Can we propose a passivity based convergence analysis for stocastic
gradient descent?
(iii) Controller: Using these new port variables one can interconnect the primal-dual
dynamics to a plant, such that the closed-loop system is again a passive dynamical
system [75]. Moreover, one can explore the idea of Barrier functions [69] to de-
rive a bounded controller. Gradient methods are inherently distributed computing
methods. Hence the controllers derived from these may inherit this property.
In chapter 5, we have discussed modeling and control aspects of infinite-dimensional
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port-Hamiltonian systems in Brayton-Moser framework. In retrospection, we first showed
the existence of dissipation obstacle and motivated the need for the new class of power-
based storage functions. Next, we presented the Brayton-Moser formulation of an
infinite-dimensional port-Hamiltonian system defined by Stokes-Dirac structure. Con-
sequently, we had shown that these Brayton-Moser equations can be written as a dis-
tributed parameter dynamical system with respect to a noncanonical Dirac structure.
Similar to finite-dimensional systems, the mixed-potential function obtained from Bray-
ton -Moser formulation was indefinite, hence cannot be used to infer any stability or
passivity properties. This resulted in the quest for finding new gradient structures called
admissible pairs. We then presented a systematic way of finding these admissible pairs.
Further, these admissible pairs were used to derive (i) the stability analysis of Maxwell’s
equations in R3 with zero energy flows through boundary and (ii) the passive maps for
boundary controlled transmission line system modeled by Telegraphers equations. By
adopting the new passive maps, we presented a boundary control methodology for trans-
mission line system using control by interconnection. The following are some of the
important future directions:
(i) Extending Brayton-Moser formulation to a general class of infinite-dimensional
systems from various physical domains.
(ii) In Chapter 4, we have seen that Brayton-Moser formulation for finite-dimensional
systems helped us analyze optimization problems. Can we present a similar for-
mulation for optimal control using the Brayton-Moser framework developed for
infinite-dimensional systems?
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