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INNER AMENABLE GROUPOIDS AND CENTRAL SEQUENCES
YOSHIKATA KIDA AND ROBIN TUCKER-DROB
Abstract. We introduce inner amenability for discrete p.m.p. groupoids and investigate
its basic properties, examples, and connection with central sequences in the full group
of the groupoid or central sequences in the von Neumann algebra associated with the
groupoid.
Among other things, we show that every free ergodic p.m.p. compact action of an
inner amenable group gives rise to an inner amenable orbit equivalence relation. We also
obtain an analogous result for compact extensions of equivalence relations which either
are stable or have a non-trivial central sequence in their full group.
1. Introduction
A discrete countable group G is called inner amenable if there exists a sequence (ξn)n
of non-negative unit vectors in ℓ1(G) such that ‖ξgn − ξn‖1 → 0 and ξn(g) → 0 for any
g ∈ G, where the function ξgn is defined by ξ
g
n(h) = ξn(ghg
−1) for h ∈ G. This notion
was introduced by Effros [Ef] who first observed its connection with property Gamma of
the group von Neumann algebra. This connection has since become a common theme:
inner amenability of a group G can often be deduced from the existence of certain central
sequences, either in the von Neumann algebra associated with G, or in the full group of a
probability-measure-preserving (p.m.p.) action of G (e.g., [Ch] and [JS]).
In this paper, we introduce inner amenability for discrete p.m.p. groupoids. We inves-
tigate its basic properties and examine its connection with central sequences, both in the
full group of the groupoid and in the von Neumann algebra associated with the groupoid,
highlighting many examples along the way. We expect results in this paper to accelerate
the understanding of free ergodic p.m.p. actions of inner amenable groups and their orbit
equivalence relations. We refer to [DV], [IS], [Ki1]–[Ki4], [M], [PV], [TD] and [V] for recent
progress on related topics.
We briefly outline some results in this paper. Inner amenability of a discrete p.m.p.
groupoid G is defined in §3 (Definition 3.1), generalizing the definition given above for
groups; if the groupoid G is ergodic, then inner amenability is equivalent to the existence of
a sequence (ξn)n of non-negative unit vectors in L
1(G) which is asymptotically conjugation-
invariant and diffuse (see Theorem 3.6 for various equivalent characterizations).
One motivating example of an inner amenable groupoid is an ergodic discrete p.m.p.
equivalence relation R which is Schmidt, i.e., admits a non-trivial central sequence in its
full group [R]. However there also exist inner amenable equivalence relations which are
not Schmidt. We will obtain examples of equivalence relations R which are either not
inner amenable, or not Schmidt, by imposing various spectral gap and mixing properties
on actions which generate R. For example, the Bernoulli shift action of any non-amenable
group gives rise to an orbit equivalence relation that is not inner amenable. In fact, the
product of such a Bernoulli shift action with any other p.m.p. action also gives rise to a
non inner amenable orbit equivalence relation.
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We observe permanence of inner amenability under several groupoid constructions (e.g.,
inflations, restrictions, ergodic decompositions and inverse limits). Of particular interest
is that we establish permanence of inner amenability under compact extensions. This
implies that inner amenability passes to finite-index Borel subgroupoids, and that any
compact free p.m.p. action of an inner amenable group gives rise to an orbit equivalence
relation which is inner amenable.
We also show that both the Schmidt property and stability of a discrete p.m.p. equiva-
lence relation are preserved under compact extension, where a discrete p.m.p. equivalence
relation is called stable if it absorbs the ergodic hyperfinite p.m.p. equivalence relation
on a non-atomic probability space, under direct product. Those two properties therefore
pass to a finite-index subrelation. However for a finite-index inclusion S < R of ergodic
discrete p.m.p. equivalence relations, while inner amenability of S implies that of R, the
Schmidt property and stability of S does not necessarily imply those of R. We show this
by giving examples, and also give a sufficient condition for this implication to hold, in
terms of the algebra of asymptotically invariant sequences for S and the action of F on it
when R is written as R = S ⋊ F for some finite group F acting on S by automorphisms.
These results on finite-index inclusions should be compared with Pimsner-Popa’s result
[PP, Proposition 1.11] on property Gamma and the McDuff stability for inclusions of II1
factors.
In [Sc2], Schmidt asked whether every inner amenable group admits a free ergodic
p.m.p. action whose orbit equivalence relation is Schmidt. Let us say that a group has the
Schmidt property if it admits such an action. Schmidt’s question remains open and is one
of the questions motivating the present work. We call a group orbitally inner amenable if it
admits a free ergodic p.m.p. action whose orbit equivalence relation is inner amenable. As
we shall see, every group with the Schmidt property is orbitally inner amenable, and every
group which is orbitally inner amenable is inner amenable. While we do not know whether
every inner amenable group is orbitally inner amenable, it follows from our aforementioned
result on compact actions that this implication holds under the additional assumption that
the group in question is residually finite. It also follows from [TD], using different methods,
that every inner amenable linear group has the Schmidt property, and hence is orbitally
inner amenable.
We say that a countable group is stable if it admits a free ergodic p.m.p. action whose
orbit equivalence relation is stable. Since, as we mentioned above, stability passes to
finite-index subrelations, it follows that stability of a countable group passes to finite-
index subgroups as well. Combining this with the first author’s result [Ki4], we obtain
the corollary that stability of a countable group is invariant under virtual isomorphism.
Although we can also ask the same question for the Schmidt property and orbital inner
amenability of a countable group, it remains unsolved. More precisely, we do not know if
those two properties are invariant under central group-extension with finite central group.
The paper is organized as follows: In Section 2, we fix the notation and terminology
on discrete p.m.p. groupoids. In Section 3, we define inner amenability of discrete p.m.p.
groupoids and state several conditions equivalent to it. We also discuss basic facts around
inner amenability and some permanence properties, and discuss its relationship with prop-
erty Gamma of the groupoid von Neumann algebra in the case when the groupoid is prin-
cipal. In Section 4, we show that inner amenability is preserved under compact extension.
In Section 5, we show that stability and the Schmidt property are also preserved under
compact extension. In Section 6, we use spectral gap properties to obtain constraints,
either on sequences witnessing inner amenability, or on central sequences in full groups.
This allows us to provide many examples in which such sequences do not exist. In Section
7, for a finite-index inclusion S < R of ergodic discrete p.m.p. equivalence relations, we
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address the question of whether stability or the Schmidt property of S implies the corre-
sponding property of R. In Section 8, we collect miscellaneous examples of orbitally inner
amenable groups and free ergodic p.m.p. actions such that central sequences in the full
group are well controlled.
Throughout the paper, unless otherwise mentioned, all relations among Borel sets and
maps are understood to hold up to sets of measure zero.
We thank Adrian Ioana for his valuable remarks on the first author’s earlier note and
for kindly allowing us to incorporate them into Lemma 6.9 and Corollary 6.10 (ii) of the
present paper. The second author would like to thank Andrew Marks for a suggestion
which helped to simplify the proof of Theorem 3.6.
2. Groupoid preliminaries and notation
For a groupoid G, we denote the unit space of G by G0, and denote the source and
range maps of G by s and r, respectively. For a subset D ⊂ G and x, y ∈ G0, we set
Dx = D ∩ s
−1(x), Dy = D ∩ r−1(y) and Dyx = Dx ∩D
y, and we say that D is bounded if
there is some N ∈ N with |Dx| ≤ N and |D
x| ≤ N for all x ∈ G0. For subsets A,B ⊂ G0,
we set GA = r
−1(A)∩ s−1(A) and GA,B = r
−1(A)∩ s−1(B). The set GA is then a groupoid
with unit space A, with respect to the product inherited from G. For x ∈ G0, we set
G(x) = Gxx and call it the isotropy group of G at x.
A discrete Borel groupoid is a groupoid G such that G is a standard Borel space, G0
is a Borel subset of G, the maps s, r : G → G0 are Borel and countable to one, and the
multiplication map { (γ, δ) ∈ G × G | s(γ) = r(δ) } → G, (γ, δ) 7→ γδ and the inverse map
γ 7→ γ−1 are both Borel maps. A cocycle α : G → L into a standard Borel group L is a
Borel homomorphism, i.e., a Borel map satisfying α(γδ) = α(γ)α(δ) whenever s(γ) = r(δ).
A discrete p.m.p. groupoid is a pair (G, µ), where G is a discrete Borel groupoid, and µ
is a Borel probability measure on G0 satisfying
∫
G0 c
s
x dµ(x) =
∫
G0 c
r
x dµ(x), where c
s
x and
crx denote the counting measures on Gx and G
x, respectively. We will write µ1 for this
common measure: µ1 =
∫
G0 c
s
x dµ(x) =
∫
G0 c
r
x dµ(x).
Let (G, µ) be a discrete p.m.p. groupoid. We say that (G, µ) is aperiodic if Gx is infinite
for µ-almost every x ∈ G0. A Borel subset A ⊂ G0 is called G-invariant if r(Gx) ⊂ A for
µ-almost every x ∈ A. We say that (G, µ) is ergodic if for any G-invariant Borel subset
A ⊂ G0, we have µ(A) = 0 or 1. A local section of G is a Borel map φ : dom(φ) → G,
where dom(φ) ⊂ G0 is a Borel subset, such that
• φ(x) ∈ Gx for every x ∈ dom(φ), and
• the associated map φ0 : dom(φ)→ G0, defined by φ0(x) = r(φ(x)), is injective.
We identify two local sections if their domains and values agree up to a µ-null set. The
composition of the local section ψ : B → G with the local section φ : A → G is the local
section ψ ◦ φ : (φ0)−1(φ0(A) ∩B)→ G defined by (ψ ◦ φ)(x) = ψ(φ0(x))φ(x). The inverse
of the local section φ : A → G is the local section φ−1 : φ0(A) → G defined by φ−1(x) =
φ((φ0)−1(x))−1. Let [G] denote the group of all local sections φ of G with dom(φ) = G0
and call [G] the full group of G. There is a natural complete separable metric d on [G]
given by d(φ,ψ) = µ({x ∈ G0 | φ(x) 6= ψ(x) }).
Let φ be a local section of G, and set ran(φ0) = φ0(dom(φ)). For γ ∈ Gran(φ0), we set
γφ = φ−1(r(γ))γφ−1(s(γ))−1 ∈ Gdom(φ).
For a subset D ⊂ G, we set
Dφ = { γφ | γ ∈ D ∩ Gran(φ0) }.
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For a function f : G → C, we define fφ : G → C by
fφ(γ) =
{
f(γ(φ
−1)) = f(φ(r(γ))γφ(s(γ))−1) if γ ∈ Gdom(φ),
0 otherwise.
If ψ is another local section of G, then (γφ)ψ = γφ◦ψ and (fφ)ψ = fφ◦ψ.
A discrete p.m.p. equivalence relation is a discrete p.m.p. groupoid which is principal,
i.e., for which the map γ 7→ (r(γ), s(γ)) is injective. Let R be a p.m.p. countable Borel
equivalence relation on a standard probability space (X,µ). Then the pair (R, µ) is nat-
urally a principal discrete p.m.p. groupoid with unit space R0 := { (x, x) | x ∈ X }, which
we will simply identify with X itself when there is no cause for confusion. The source and
range maps are given by s(y, x) = x and r(y, x) = y, respectively, and the multiplication
and inverse operations are given by (z, y)(y, x) = (z, x) and (y, x)−1 = (x, y), respectively.
In this setting, each local section φ of R is completely determined by its associated unit
map φ0, and we will abuse notation and identify φ with φ0 when there is no cause for
confusion. Under this identification, the group [R] is also called the full group of R. For
each (y, x) ∈ R and φ ∈ [R], we then have (y, x)φ = (φ−1(y), φ−1(x)).
The translation groupoid associated to a p.m.p. action Gy (X,µ) of a countable group
G is the groupoid G ⋉ (X,µ) = (G, µ) defined as follows. The set of groupoid elements
is G := G × X with unit space G0 := {1G} × X, which we will once again identify with
X itself when there is no cause for confusion. The source and range maps s, r : G → G0
are given by s(g, x) = x and r(g, x) = gx, respectively, and the multiplication and inverse
operations are given by (g, hx)(h, x) = (gh, x) and (g, x)−1 = (g−1, gx), respectively. Let
p : G × X → G be the projection onto G. In this setting, each local section φ of G is
completely determined by the associated map p ◦ φ : dom(φ) → G, and we will abuse
notation and identify φ with p ◦ φ when there is no cause for confusion. The group G
embeds into [G] via the map g 7→ φg, where φg : X → G is the constant map φg(x) = g.
Then for any (h, x) ∈ G ×X and g ∈ G, we have (h, x)φg = (g−1hg, g−1x). If the action
Gy (X,µ) is essentially free, i.e., the stabilizer of almost every point of X is trivial, then
the groupoid G⋉ (X,µ) is isomorphic to the orbit equivalence relation
R(Gy (X,µ)) := { (gx, x) | g ∈ G, x ∈ X }
associated with the action.
3. Inner amenable groupoids
3.1. Definition and equivalent conditions. We define inner amenability for discrete
p.m.p. groupoids and state several conditions equivalent to it. The proof of their equiva-
lence is postponed to subsection 3.4, following the preliminary subsections 3.2 and 3.3.
Definition 3.1. A discrete p.m.p. groupoid (G, µ) is inner amenable if there exists a
sequence (ξi)i∈N of non-negative unit vectors in L
1(G, µ1) such that
(i) ‖1GAξi‖1 → µ(A) for every Borel subset A ⊂ G
0;
(ii) ‖ξφi − ξi‖1 → 0 for every φ ∈ [G];
(iii) ‖1Dξi‖1 → 0 for every Borel subset D ⊂ G with µ
1(D) <∞; and
(iv)
∑
γ∈Gx ξi(γ) = 1 =
∑
γ∈Gx
ξi(γ) for almost every x ∈ G
0 and every i.
Such a sequence (ξi)i∈N is called an inner amenability sequence for (G, µ).
Remark 3.2. A discrete countable group G is inner amenable in the above sense if there
exists a sequence (ξi)i∈N of non-negative unit vectors in ℓ
1(G) such that for every g ∈ G,
we have ‖ξgi − ξi‖1 → 0 and ξi(g) → 0, where the function ξ
g
i on G is given by ξ
g
i (h) =
ξi(ghg
−1).
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Remark 3.3. We will see in Lemma 3.13 that if (G, µ) is ergodic and non-amenable, then
any sequence (ξi) of non-negative unit vectors in L
1(G, µ1) satisfying condition (ii) au-
tomatically satisfies condition (i). Sequences (ξi) satisfying condition (i) are said to be
balanced.
Definition 3.4. A mean on a discrete p.m.p. groupoid (G, µ) is a finitely additive, prob-
ability measure m on G which is defined on the algebra of all µ1-measurable subsets of G
and is absolutely continuous with respect to µ1. Equivalently, a mean on G is a state on
L∞(G, µ1). A mean m on (G, µ) is called
• balanced if m(GA) = µ(A) for every Borel subset A ⊂ G
0;
• conjugation-invariant if m(Dφ) = m(D) for every φ ∈ [G] and every Borel subset
D ⊂ G;
• diffuse if m(D) = 0 for every Borel subset D ⊂ G with µ1(D) <∞; and
• symmetric if m(D) = m(D−1) for every Borel subset D ⊂ G.
Remark 3.5. Let m be a balanced mean on a discrete p.m.p. groupoid (G, µ). Then
for any Borel subset A ⊂ G0 and any countable Borel partition A =
⊔
nAn of A, we
have m(GA) = µ(A) =
∑
n µ(An) =
∑
nm(GAn). This implies that given Borel subsets
Dn ⊂ GAn , for each n, we have m(
⊔
nDn) =
∑
nm(Dn).
Theorem 3.6. Let (G, µ) be a discrete p.m.p. groupoid. If (G, µ) is ergodic, then the
following conditions (1)–(6) are equivalent:
(1) The groupoid (G, µ) is inner amenable.
(2) There exists a net (ξi) (as opposed to a sequence) of non-negative unit vectors in
L1(G, µ1) satisfying conditions (i)–(iv) of Definition 3.1.
(3) There exists a net (ξi) of non-negative unit vectors in L
1(G, µ1) satisfying condi-
tions (ii) and (iii) of Definition 3.1.
(4) There exists a diffuse, conjugation-invariant mean on (G, µ).
(5) There exists a diffuse, conjugation-invariant mean on (G, µ) which is symmetric
and balanced.
(6) There exists a positive linear map P : L∞(G, µ1)→ L∞(G0, µ) such that
• P (1GA) = 1A for every Borel subset A ⊂ G
0;
• P (F ) = P (F−1) and P (Fφ) = P (F ) ◦ φ0 for every F ∈ L∞(G, µ1) and every
φ ∈ [G], where the function F−1 is defined by F−1(γ) = F (γ−1) for γ ∈ G;
and
• P (F ) = 0 for every F ∈ L1(G, µ1) ∩ L∞(G, µ1).
In general, even without assuming that (G, µ) is ergodic, conditions (1), (2), (5) and (6)
are all equivalent.
Remark 3.7. In general, in the absence of ergodicity, condition (4) does not imply condition
(5), since any groupoid (G, µ) := (G0 ⊔ G1, µ0/2 + µ1/2), with (G0, µ0) ergodic and inner
amenable, and (G1, µ1) ergodic and not inner amenable, satisfies condition (4) but not
condition (5).
Remark 3.8. Condition (ii) of Definition 3.1 immediately implies its own strengthening
that ‖ξφi − 1Gdom(φ)ξi‖1 → 0 for every local section φ of G since every local section φ of G
can be extended to a local section with conull domain. Likewise, any conjugation-invariant
mean m on (G, µ) satisfies m(Dφ) = m(D) for every local section φ of G and every Borel
subset D ⊂ Gran(φ0). It follows that if a discrete p.m.p. groupoid (G, µ) is inner amenable,
then so is (GA, µA) for every Borel subset A ⊂ G
0 with positive measure, where µA is the
normalized restriction of µ to A. For the converse, see Proposition 3.19.
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Remark 3.9. Suppose that (G, µ) = G ⋉ (X,µ) is the translation groupoid associated to
a p.m.p. action G y (X,µ) of a countable group G. For g ∈ G, let φg ∈ [G] be the local
section defined by φg(x) = g. Suppose that m is a balanced mean on (G, µ). Suppose
in addition that m is invariant under conjugation by {φg}g∈G, i.e., m(Dφg) = m(D) for
every Borel subset D ⊂ G and every g ∈ G. Then m is in fact invariant under conjugation
by every element of [G]. Indeed, for any φ ∈ [G] and any Borel subset D ⊂ G, if for g ∈ G,
we set Ag = {x ∈ X | φ
−1(x) = g−1 }, then X =
⊔
g∈GAg =
⊔
g∈G g
−1Ag, and by Remark
3.5, we have
m(Dφ) = m
(⊔
g∈G
Dφ ∩ Gg−1Ag
)
=
∑
g∈G
m(Dφ ∩ Gg−1Ag) =
∑
g∈G
m((D ∩ GAg)
φg )
=
∑
g∈G
m(D ∩ GAg) = m(D).
3.2. Conjugation-invariant means. Before proving Theorem 3.6, we prepare several
lemmas saying that under mild assumption, any conjugation-invariant mean is automati-
cally balanced or diffuse. We will use the following characterization of amenability of an
ergodic discrete p.m.p. groupoid.
Lemma 3.10. An ergodic discrete p.m.p. groupoid (G, µ) is amenable if and only if there
exists a mean m on (G, µ) which is right-invariant, i.e., satisfies m(Rφf) = m(f) for ev-
ery φ ∈ [G] and f ∈ L∞(G, µ1), where Rφ : L
∞(G, µ1)→ L∞(G, µ1) is the right translation
map defined by (Rφf)(γ) = f(γφ(s(γ))
−1).
Proof. See [KL, Remark 4.67] for the case of principal groupoids. The extension to the
general case is routine. 
Lemma 3.11. Let (G, µ) be an ergodic discrete p.m.p. groupoid which is non-amenable,
and let m be a conjugation-invariant mean on (G, µ). If A ⊂ G0 is a Borel subset with
positive measure, then m(GG0\A,A) = 0.
Proof. Suppose toward a contradiction that m(GG0\A,A) > 0, and let m0 denote the
normalized restriction of m to GG0\A,A. For φ ∈ [GA], let φ˜ ∈ [G] denote the extension of
φ defined by φ˜(y) = y for y ∈ G0 \A (and φ˜(x) = φ(x) for x ∈ A). Then for any φ ∈ [GA],
both left and right translation by φ˜ fixes the set GG0\A,A, and for any f ∈ L
∞(G, µ1) that
vanishes outside GG0\A,A, we have f
φ = Rφ˜f and hence
m0(Rφ˜f) = m0(f).(3.1)
Since (G, µ) is ergodic, we can find a Borel map x 7→ T (x) ∈ Gx with r(T (x)) ∈ A for
almost every x ∈ G0. For f ∈ L∞(GA, µ
1
A), we define LT f ∈ L
∞(G, µ1) by
(LT f)(γ) =
{
f(T (r(γ))γ) if γ ∈ GG0\A,A,
0 otherwise.
Then LTRφf = Rφ˜LTf for every φ ∈ [GA] and every f ∈ L
∞(GA, µ
1
A). Define a mean m1
on (GA, µA) by m1(f) = m0(LT f). Then for any φ ∈ [GA] and any f ∈ L
∞(GA, µ
1
A), by
equation (3.1), we have
m1(Rφf) = m0(LTRφf) = m0(Rφ˜LT f) = m0(LT f) = m1(f).
Thusm1 is a right-invariant mean on (GA, µA), and hence (GA, µA) is amenable by Lemma
3.10. Since A has positive measure and (G, µ) is ergodic, this implies (G, µ) is amenable,
a contradiction. 
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Remark 3.12. In Lemma 3.11, the condition that (G, µ) is non-amenable is necessary: Let
the direct sum G =
⊕
N
Z/2Z act on the compact group X =
∏
N
Z/2Z by translation,
and let R denote the associated orbit equivalence relation, where X is equipped with the
normalized Haar measure. For n ∈ N, define the subgroup Fn :=
⊕n
k=1 Z/2Z of G and
let Rn be the subrelation of R generated by Fn. Define the non-negative unit vector
ξn := 1Rn/2
n ∈ L1(R, µ1), and let m be a weak∗-cluster point of the sequence (ξn) in
L∞(R, µ1)∗. The mean m is then left and right-invariant and hence conjugation-invariant.
However, if A := { (xk)k ∈ X | x1 = 0 }, then
∫
R ξn1RA,X\A dµ
1 = µ(A)(2n−1/2n) = 1/4
for every n, and therefore m(RA,X\A) = 1/4 6= 0.
Lemma 3.13. Let (G, µ) be an ergodic discrete p.m.p. groupoid which is non-amenable.
Then every conjugation-invariant mean on (G, µ) is balanced.
It follows that if (ξi) is any net of non-negative unit vectors in L
1(G, µ1) satisfying
‖ξφi − ξi‖1 → 0 for all φ ∈ [G], then (ξi) is balanced.
Proof. Let m be a conjugation-invariant mean on (G, µ). Since (G, µ) is ergodic, if A,B ⊂
G0 are Borel subsets with µ(A) = µ(B), then we can find some φ ∈ [G] with φ0(A) = B
and hence
m(GA) = m(G(φ0)−1(B)) = m((GB)
φ) = m(GB).
Therefore there is some function θ : [0, 1] → [0, 1] such that m(GA) = θ(µ(A)) for every
Borel subset A ⊂ G0. Given n ∈ N, we can find a Borel partition A1, . . . , An of G
0 with
µ(A1) = · · · = µ(An) = 1/n, and Lemma 3.11 implies that 1 =
∑n
i=1m(GAi) = nθ(1/n),
so that θ(1/n) = 1/n and
θ(k/n) = m(G⊔k
i=1Ai
) =
k∑
i=1
m(GAi) = kθ(1/n) = k/n
for any k ∈ {1, . . . , n}. Therefore θ(q) = q for every rational q ∈ [0, 1]. Since θ is monotone
increasing, this implies that θ(r) = r for every r ∈ [0, 1], and hence m(GA) = µ(A) for
every Borel subset A ⊂ G0, i.e., m is balanced. 
Lemma 3.14. Let (G, µ) be a discrete p.m.p. groupoid and set
Gisot = { γ ∈ G | s(γ) = r(γ) }.
Suppose that m is a balanced mean on (G, µ) satisfying m(D) = 0 for every bounded Borel
subset D of Gisot. Then m is diffuse.
It follows that if R is a discrete p.m.p. equivalence relation on (X,µ), and if m is a
balanced mean on (R, µ) satisfying m({ (x, x) | x ∈ X }) = 0, then m is diffuse.
Proof. Suppose toward a contradiction that m is not diffuse. Then there is some Borel
D ⊂ G with m(D) > 0 and µ1(D) < ∞. Since µ1(D) < ∞, we have both |Dx| < ∞ and
|Dx| <∞ for µ-almost every x ∈ G
0. Then the sets
An,m := {x ∈ G
0 | |Dx| = n and |D
x| = m } with n,m ∈ N ∪ {0},
partition G0. Since m is balanced, we have 0 < m(D) =
∑
n,m∈N∪{0}m(GAn,m ∩ D).
Thus, after replacing D by one of the sets GAn,m ∩D if necessary, we may assume without
loss of generality that D is bounded. Then, by hypothesis, m(D ∩ Gisot) = 0, so we may
also assume without loss of generality that D ∩ Gisot = ∅.
Since D is bounded, it can be covered by the images of finitely many local sections of
G, and hence we can find a local section φ : A → φ(A) ⊂ D of G with m(φ(A)) > 0.
Since D ∩ Gisot = ∅, we have φ
0(x) 6= x for each x ∈ A. We can then partition A into
three Borel subsets, A0, A1 and A2, such that φ
0(Ai) ∩ Ai = ∅ (modulo µ) for each
i ∈ {0, 1, 2}. Indeed, take A0 to be an arbitrary maximal (modulo µ) Borel subset of A
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with φ0(A0) ∩ A0 = ∅, and set A1 = φ
0(A0) ∩ A and A2 = A \ (A0 ∪ A1). This works
since then φ0(A1)∩A1 ⊂ φ
0(A \A0)∩φ
0(A0) = ∅, and µ(φ
0(A2)∩A2) = 0 by maximality
of A0. For each i ∈ {0, 1, 2}, we have φ(Ai) ⊂ GG0\Ai,Ai , and hence m(φ(Ai)) = 0
since m is balanced. Therefore m(φ(A)) = m(φ(A0)) + m(φ(A1)) + m(φ(A2)) = 0, a
contradiction. 
3.3. Amenability and inner amenability. Any discrete, countably infinite, amenable
group is inner amenable. We extend this to a discrete p.m.p. groupoid.
Proposition 3.15. Let (G, µ) be a discrete p.m.p. groupoid. Suppose that (Gisot, µ) is
inner amenable, where Gisot := { γ ∈ G | s(γ) = r(γ) }, and that the equivalence relation
RG := { (r(γ), s(γ)) ∈ G
0 × G0 | γ ∈ G }
associated to G is hyperfinite. Then (G, µ) is inner amenable, and moreover there exists
an inner amenability sequence (ξn)n for G which vanishes outside Gisot.
We note that by Proposition 3.22 shown below, the groupoid (Gisot, µ) being inner
amenable is equivalent to the the isotropy group G(x), of G at x, being inner amenable for
µ-almost every x ∈ G0.
Proof of Proposition 3.15. By hypothesis, we can write RG =
⋃
nRn, where R0 ⊂ R1 ⊂
· · · is an increasing sequence of Borel equivalence relations on G0 with finite classes. Fix a
countable collection {φn}n∈N ⊂ [G] which is dense in [G] and with (x, φ
0
i (x)) ∈ Rn for any
i ≤ n and any x ∈ G0. For each n, we can find a Borel transversal Xn ⊂ G
0 for Rn, i.e.,
a Borel subset of G0 which meets each Rn-equivalence class in exactly one point. Fix a
Borel map Tn : G
0 → G with (r(Tn(y)), s(Tn(y))) ∈ Rn, s(Tn(y)) ∈ Xn, and r(Tn(y)) = y
for any y ∈ G0. For x ∈ G0, let G(x) denote the isotropy group of G at x, and let [x]Rn
denote the Rn-equivalence class of x. Since (Gisot, µ) is inner amenable, for each n ∈ N,
we can find a Borel family (ηxn)x∈Xn of non-negative unit vectors η
x
n ∈ ℓ
1(G(x)) such that∫
Xn
∑
γ∈G(x) η
x
n(γ)1D(γ) dµ(x)→ 0 for any bounded Borel subset D ⊂ Gisot and such that
‖(ηxn)
δ − ηxn‖1 < 1/n for any x ∈ Xn and any δ ∈ G(x) belonging to the finite set
Fnx := {Tn(φ
0
i (y))
−1φi(y)Tn(y) ∈ G(x) | y ∈ [x]Rn and i ≤ n }.
Then define ξn : G → [0, 1] by ξn(γ) = 0 for γ 6∈ Gisot, and
ξn(γ) = η
s(Tn(y))
n (Tn(y)
−1γTn(y))
for γ ∈ G(y) with y ∈ G0. It is clear that (ξn) satisfies conditions (i), (iii) and (iv) in
Definition 3.1. To verify condition (ii), it is enough to show that ‖ξφin − ξn‖1 → 0 for each
i ∈ N. For any i ≤ n, x ∈ Xn, y ∈ [x]Rn and γ ∈ G(y), we have φi(y)γφi(y)
−1 ∈ G(φ0i (y))
and hence, setting δ = Tn(φ
0
i (y))
−1φi(y)Tn(y) ∈ F
n
x , we have
ξφin (γ) = ξn(φi(y)γφi(y)
−1) = ηxn(Tn(φ
0
i (y))
−1φi(y)γφi(y)
−1Tn(φ
0
i (y)))
= (ηxn)
δ(Tn(y)
−1γTn(y)),
and thus ∑
γ∈G(y)
|ξφin (γ)− ξn(γ)| =
∑
γ∈G(x)
|(ηxn)
δ(γ)− (ηxn)(γ)| < 1/n.
It follows that ‖ξφin − ξn‖1 < 1/n→ 0. 
Proposition 3.16. Let (G, µ) be an amenable discrete p.m.p. groupoid which is aperiodic.
Then (G, µ) is inner amenable.
INNER AMENABLE GROUPOIDS AND CENTRAL SEQUENCES 9
Proof. By [ADR, Corollary 5.3.33], the groupoid (Gisot, µ) is amenable, and the equivalence
relation RG := { (r(γ), s(γ)) ∈ G
0 × G0 | γ ∈ G } is amenable and hence is hyperfinite by
[CFW]. By restricting G to a G-invariant Borel subset of G0, we may assume that there
exists an M ∈ N ∪ {∞} such that |G(x)| = M for almost every x ∈ G0. If M = ∞ then
we are done by Proposition 3.15 because infinite amenable groups are inner amenable.
Suppose now that M ∈ N. Since G is aperiodic and almost every G(x) is finite, the
equivalence relation RG is aperiodic and hyperfinite. Hence [RG ] admits a central sequence
(Tn)n∈N with Tnx 6= x for any x ∈ G
0 and any n ∈ N. For each n ∈ N, let ηn ∈ L
1(RG , µ
1)
be the indicator function of the graph { (Tnx, x) ∈ RG | x ∈ G
0 }. Then (ηn) is an inner
amenability sequence for (RG , µ). Define ξn : G → [0, 1] by ξn(γ) = ηn(r(γ), s(γ))/M .
Then (ξn) is an inner amenability sequence for (G, µ). 
3.4. Proof of Theorem 3.6. The only place where we use ergodicity is in the proof of
the implication (4)⇒(5): Assume that (G, µ) is ergodic and that condition (4) holds, and
let m be a diffuse, conjugation-invariant mean on (G, µ). Let mˇ be the mean defined by
mˇ(D) = m(D−1). After replacing m by (m+ mˇ)/2 if necessary, we may assume without
loss of generality that m is symmetric. Since m is diffuse, (G, µ) must be aperiodic. Thus
if (G, µ) is amenable, then condition (1) holds by Proposition 3.16 and hence condition
(5) holds, where the implication (1)⇒(5) will be proved for a general (G, µ) in the next
paragraph. If (G, µ) is non-amenable, then m is balanced by Lemma 3.13, and hence
condition (5) holds in this case as well.
For the rest of the proof, we no longer assume that (G, µ) is ergodic. The implications
(1)⇒(2)⇒(3) are clear. The implication (2)⇒(1) follows from separability of [G] and of
L1(G0, µ). The implication (3)⇒(4) follows from weak∗-compactness of the set of means on
G, by identifying both L1(G, µ1) and the set of means on (G, µ1) with subsets of L∞(G, µ1)∗:
If (ξi) is a net as in condition (3), then any weak
∗-cluster point of (ξi) in L
∞(G, µ1)∗ is
a diffuse, conjugation-invariant mean on (G, µ). The implication (2)⇒(5) is analogous:
If (ξi) is a net as in condition (2), then after replacing ξi by ξ
′
i := (ξi + ξˇi)/2, where
ξˇi(γ) := ξi(γ
−1), we can assume that each ξi is symmetric, and hence any weak
∗-cluster
point of (ξi) is a mean on (G, µ) satisfying condition (5).
(5)⇔(6): If m is a mean on (G, µ) as in condition (5), then for any F ∈ L∞(G, µ1), we
can define a (countably additive!) finite, complex Borel measure µF on G
0 by µF (A) =∫
1GAF dm, which is absolutely continuous with respect to µ. Countable additivity of
µF follows from m being balanced. Then the map P : L
∞(G, µ1) → L∞(G0, µ) defined
by P (F ) = dµF/dµ verifies condition (6). Conversely, if P is as in condition (6), then
m(D) =
∫
G0 P (1D) dµ defines a mean on (G, µ) as in condition (5).
It remains to prove the implication (5)⇒(2). For each η ∈ L1(G, µ1), we define ηˇ by
ηˇ(γ) = η(γ−1), and call η symmetric if ηˇ = η. In what follows, we denote by L1(G, µ1)+,1
the set of all non-negative unit vectors in L1(G, µ1). The next lemma (with D = ∅) will
complete the proof.
Lemma 3.17. Let (G, µ) be a discrete p.m.p. groupoid and let m be a diffuse, conjugation-
invariant mean on (G, µ) which is symmetric and balanced. Let D ⊂ G be a Borel sub-
set with m(D) = 0. Then m is the weak∗-limit of a net (ξi) of symmetric vectors in
L1(G, µ1)+,1 which vanish on D and satisfy conditions (i)–(iv) in Definition 3.1.
Proof. Since m is symmetric, by replacing D by D ∪ D−1, we may assume that D is
symmetric as well. For each η ∈ L1(G, µ1), define rη, sη ∈ L
1(G0, µ) by rη(x) =
∑
γ∈Gx η(γ)
and sη(x) =
∑
γ∈Gx
η(γ). If η is a vector in L1(G, µ1)+,1, then rη and sη are non-negative
unit vectors in L1(G0, µ), and if η is symmetric, then rη = sη.
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Claim 3.18. Let η ∈ L1(G, µ1)+,1 be a symmetric vector which vanishes on D. Then there
exists a symmetric vector ξ ∈ L1(G, µ1)+,1 which vanishes on D and satisfies sξ = 1G0 and
‖η − ξ‖1 = ‖sη − 1G0‖1.
Proof. Let η0 = η. We proceed by transfinite induction on countable ordinals α to define
a symmetric vector ηα ∈ L
1(G, µ1)+,1 vanishing on D and satisfying, for any β < α:
(i) ‖ηβ − ηα‖1 = ‖sηβ − sηα‖1.
(ii) For almost every x ∈ G0, if sηβ (x) ≤ 1, then sηβ (x) ≤ sηα(x) ≤ 1.
(iii) For almost every x ∈ G0, if sηβ (x) ≥ 1, then sηβ (x) ≥ sηα(x) ≥ 1.
(iv) If ‖sηβ − 1G0‖1 > 0, then ‖sηα − 1G0‖1 < ‖sηβ − 1G0‖1, and if sηβ = 1G0 , then
ηα = ηβ.
Assume that {ηβ}β<α has already been defined, and we show how to define ηα. If α is a
limit ordinal, say α = supn∈N βn, where β1 < β2 < · · · , then, by the induction hypothesis
(namely, properties (ii) and (iii)), the sequence (sηβn )n∈N is Cauchy in L
1(G0, µ). Hence
property (i) implies that the sequence (ηβn)n∈N is Cauchy in L
1(G, µ1), so we define ηα to
be its limit in L1(G, µ1). If α is a successor, then we define ηα from ηα−1 as follows: If
sηα−1 = 1G0 , then we put ηα = ηα−1. Otherwise, i.e., if sηα−1 6= 1G0 , then for some ε > 0,
both the sets
A0 := {x ∈ G
0 | sηα−1(x) < 1− ε } and A1 := {x ∈ G
0 | sηα−1(x) > 1 + ε }
have positive measure. Since m(GAi \ D) = µ(Ai) > 0 for each i ∈ {0, 1}, we may find
symmetric Borel subsets, C0 ⊂ GA0 \D and C1 ⊂ GA1 \D, with µ
1(C0) = µ
1(C1) > 0 and
|Ci∩Gx| ≤ 1 for any x ∈ G
0. Then the function ηα := ηα−1+ε(1C0 −1C1) has the required
properties, and the induction is complete.
By property (iv), there is some countable ordinal α0 such that sηα0 = 1G0 , so letting
ξ := ηα0 works. 
Return to the proof of Lemma 3.17. By the Hahn-Banach theorem, the set L1(G, µ1)+,1
is weak∗-dense in the set of all means on (G, µ). Since m is symmetric and m(D) = 0, m
belongs to the weak∗-closure of the set of all symmetric vectors in L1(G, µ1)+,1 that vanish
on D. Let (ηi) be a net weak
∗-converging to m and consisting of symmetric vectors in
L1(G, µ1)+,1 that vanish on D. Then sηi converges weakly to 1G0 in L
1(G0, µ), and ηφi − ηi
converges weakly to 0 in L1(G0, µ) for any φ ∈ [G]. Thus, by the Hahn-Banach theorem,
after taking convex sums, we may assume without loss of generality that ‖sηi − 1G0‖1 → 0
and ‖ηφi −ηi‖1 → 0 for any φ ∈ [G]. Applying Claim 3.18 to each ηi, we obtain the required
net (ξi). 
3.5. Permanence of inner amenability. We discuss permanence of inner amenability
under inflations and restrictions, finite-index inclusions, measure-preserving extensions,
ergodic decompositions, and inverse limits.
3.5.1. Inflations and restrictions.
Proposition 3.19. Let (G, µ) be an ergodic discrete p.m.p. groupoid and let A ⊂ G0 be a
Borel subset with positive measure. Then (G, µ) is inner amenable if and only if (GA, µA)
is inner amenable, where µA is the normalized restriction of µ to A.
Proof. As seen in Remark 3.8, if (G, µ) is inner amenable then so is (GA, µA). Conversely,
assume (GA, µA) is inner amenable and let mA be a mean on (GA, µA) as in condition (5)
of Theorem 3.6. After shrinking A, we may assume that µ(A) = 1/n for some n ∈ N.
Since (G, µ) is ergodic, we can find some φ ∈ [G] with {(φi)0A}n−1i=0 partitioning G
0 and
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(φn)0(x) = x for any x ∈ G0, where φi ∈ [G] is the i-th iterate of φ. For each i ∈
{0, 1, . . . , n − 1}, let Ai := (φ
i)0A. Define a mean m on (G, µ) by
m(D) =
1
n
n−1∑
i=0
mA((GAi ∩D)
φi).
Then it is clear that m is diffuse and balanced. Fix ψ ∈ [G] and a Borel subset D ⊂ G
toward verifying conjugation-invariance of m. Since m is balanced, we have
m(D) =
n−1∑
i,j=0
m(GAi∩ψ0Aj ∩D) and
m(Dψ) =
n−1∑
i,j=0
m(G(ψ0)−1Ai∩Aj ∩D
ψ) =
n−1∑
i,j=0
m((GAi∩ψ0Aj ∩D)
ψ),
so it suffices to show that if D ⊂ GAi∩ψ0Aj , then m(D) = m(D
ψ). Let χ be the restriction
of (φi)−1 ◦ψ ◦ φj to (φ0)−j((ψ0)−1Ai ∩Aj) ⊂ A. Then ran(χ
0) = (φ0)−i(Ai ∩ ψ
0Aj) ⊂ A,
so χ is a local section of (GA, µA). Since D ⊂ GAi∩ψ0Aj , we have D
φi ⊂ Gran(χ0) and
m(D) = mA(D
φi)/n = mA(D
φi◦χ)/n = mA(D
ψ◦φj )/n = m(Dψ).
Thus m is conjugation-invariant, and by Theorem 3.6, (G, µ) is inner amenable. 
3.5.2. Finite-index inclusions. Let G be a discrete p.m.p. groupoid and let H be a Borel
subgroupoid of G. For each x ∈ G0, we have the equivalence relation on Gx such that
two elements γ, δ ∈ Gx are equivalent if and only if γδ
−1 ∈ H. The function assigning to
each x ∈ G0 the number of equivalence classes in G0 is Borel and G-invariant, and hence
constant on a conull set if G is ergodic. If G is ergodic, this constant value is called the
index of H in G. This definition extends the index of a subrelation of a discrete p.m.p.
equivalence relation given in [FSZ, Section 1].
Proposition 3.20. Let G be an ergodic discrete p.m.p. groupoid and let H be a finite-index
Borel subgroupoid of G. If H is inner amenable, then G is also inner amenable.
Proof. Assume first that H is ergodic. By assumption, we have a conjugation-invariant,
balanced, diffuse mean m0 on H. By setting m0(G \ H) = 0, we regard m0 as a mean
on G. Then m0 is a balanced mean on G, and is conjugation-invariant under H, i.e., we
have m0(D
φ) = m0(D) for any Borel subset D ⊂ G and any φ ∈ [H]. Let N be the index
of H in G. Since H is ergodic, we may choose N elements ψ1, . . . , ψN ∈ [G] as in [FSZ,
Lemma 1.3], such that for any x ∈ G0 the sets {hψi(x) | h ∈ Hr(ψi(x)) } with i = 1, . . . , N ,
partition Gx. We define a mean m on G by m(D) = N
−1
∑N
i=1m0(D
ψi). Pick a Borel
subset D ⊂ G and φ ∈ [G]. Let Aij be the Borel subset of all points x ∈ G
0 such that
(φ ◦ψi)(x)ψj(x)
−1 belongs to H. Then the sets Aij with i, j = 1, . . . , N partition G
0, and
we have
m(Dφ) =
1
N
N∑
i=1
m0(D
φ◦ψi) =
1
N
N∑
i,j=1
m0(D
φ◦ψi ∩ GAij)
=
1
N
N∑
i,j=1
m0(D
ψj ∩ GAij ) =
1
N
N∑
i=1
m0(D
ψj ) = m(D),
where the second and fourth equations hold becausem0 is balanced, and the third equation
holds becausem0 is conjugation-invariant underH. The mean m is therefore conjugation-
invariant under G. Since m is diffuse, G is inner amenable by Theorem 3.6.
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In general, since G is ergodic and H has finite index in G, there is some positive measure
H-invariant Borel subset A of G0 such that HA is ergodic. By ergodicity of G, we may
find a Borel map T : G0 → G, with T (x) ∈ Gx, such that T (x) = x for all x ∈ A, and
r(T (x)) ∈ A for all x ∈ G0. Then the Borel map cT : G → GA, cT (γ) := T (r(γ))γT (s(γ))
−1,
is a groupoid homomorphism, and the groupoid K := c−1T (HA) is an ergodic finite index
subgroupoid of G with KA = HA. Since H is inner amenable, HA is inner amenable by
Remark 3.8, and hence K is inner amenable by Proposition 3.19. The ergodic case proved
above therefore implies that G is inner amenable. 
The converse of Proposition 3.20 also holds (see Corollary 4.6).
3.5.3. Measure-preserving extensions. Let (G, µ) be a discrete p.m.p. groupoid. Let (Z, ζ)
be a standard probability space and let α : G → Aut(Z, ζ) be a cocycle. The associated
extension groupoid (G, µ) ⋉α (Z, ζ) = (G˜, µ˜) is the discrete p.m.p. groupoid defined as
follows: The set of groupoid elements is G˜ := G × Z, with unit space G˜0 := G0 × Z
and measure µ˜ := µ × ζ on G˜0. The source and range maps are defined by s˜(γ, z) =
(s(γ), z) and r˜(γ, z) = (r(γ), α(γ)z), respectively, with groupoid operations defined by
(γ1, α(γ0)z)(γ0, z) = (γ1γ0, z) and (γ, z)
−1 = (γ−1, α(γ)z).
Proposition 3.21. Let (G, µ) be a discrete p.m.p. groupoid, let (Z, ζ) be a standard prob-
ability space, and let α : G → Aut(Z, ζ) be a cocycle. Suppose that the extension groupoid
(G, µ) ⋉α (Z, ζ) is inner amenable. Then (G, µ) is inner amenable.
In particular, if a countable group G admits a p.m.p. action G y (Z, ζ) such that the
associated translation groupoid G⋉ (Z, ζ) is inner amenable, then G is inner amenable.
Proof. Suppose that the groupoid (G˜, µ˜) := (G, µ) ⋉α (Z, ζ) is inner amenable, and let m˜
be a mean on (G˜, µ˜) as in condition (5) of Theorem 3.6. Then the mean m on (G, µ)
defined by m(D) = m˜(D × Z) witnesses that (G, µ) is inner amenable. 
While the converse of Proposition 3.21 does not hold in general (e.g., Corollary 6.3), it
does hold for compact extensions (Corollary 4.7), and more generally it holds for distal
extensions (Corollary 4.8).
3.5.4. Ergodic decompositions. We refer to [Hh] for the ergodic decomposition of discrete
p.m.p. groupoids.
Proposition 3.22. Let (G, µ) be a discrete p.m.p. groupoid with ergodic decomposition
map π : (G0, µ)→ (Z, ζ) and disintegration (G, µ) =
∫
Z(Gz, µz) dζ(z). Then (G, µ) is inner
amenable if and only if (Gz , µz) is inner amenable for ζ-almost every z ∈ Z.
Proof. Assume first that (Gz , µz) admits an inner amenability sequence for ζ-almost every
z ∈ Z. The groupoid (Gz , µz), being inner amenable, is aperiodic for ζ-almost every z ∈ Z,
and hence (G, µ) is aperiodic as well. Let µN denote counting measure on the natural
numbers N. Since s : G → G0 is a countably infinite-to-one Borel map, by the Lusin-
Novikov Uniformization Theorem ([Ke1, Theorem 18.10]), we may find an isomorphism of
measure spaces
ϕ : (N× G0, µN × µ)→ (G, µ
1)
satisfying ϕ(0, x) = x ∈ G0 and s(ϕ(i, x)) = x for any i ∈ N and µ-almost every x ∈ G0. We
may therefore assume without loss of generality that there is some standard probability
space (X,µX) such that, as measure spaces we have (G, µ
1) = (N × X,µN × µX) and
(G0, µ) = ({0}×X, δ0×µX), with the source map s : G → G
0 being given by s(i, x) = (0, x)
for µ1-almost every (i, x) ∈ G.
Let Z0 consist of all z ∈ Z for which the measure µz on G
0
z is atomless, and for each
integer n ≥ 1, let Zn consist of all z ∈ Z for which the measure µz is uniformly distributed
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on n points. Then Z0, Z1, . . . partition Z, and π
−1(Z0), π
−1(Z1), . . . partition G
0 into G-
invariant sets, so it is enough to show that, for each n with µ(π−1(Zn)) > 0, the groupoid
(Gpi−1(Zn), µpi−1(Zn)) admits an inner amenability sequence. We may therefore assume
without loss of generality that Z = Zn for some n, and hence (arguing as in the proof of
[G, Theorem 3.18]) we may also assume that (X,µX) = (Y ×Z, ν × ζ) for some standard
probability space (Y, ν), with π : G0 → Z being the projection map to the Z-coordinate,
π(0, (y, z)) = z. Then for each z ∈ Z, the measures µz on G
0
z = {0} × Y × {z} and µ
1
z on
Gz = N× Y × {z} are respectively given by µz = δ0 × ν × δz and µ
1
z = µN × ν × δz.
Fix ε > 0, along with a finite subset Φ ⊂ [G], finite Borel partitions B and C of Y and Z,
respectively, and a Borel subset D ⊂ G with µ1(D) <∞. It is enough to find a symmetric,
non-negative unit vector ξ ∈ L1(G, µ1) = L1(N× Y × Z, µN × ν × ζ) satisfying
(1) |‖1G{0}×B×C ξ‖1 − (ν × ζ)(B × C)| < ε for any B ∈ B and any C ∈ C,
(2) ‖ξφ − ξ‖1 < ε for any φ ∈ Φ,
(3) ‖1Dξ‖1 < ε, and
(4)
∑
i∈N ξ(i, (y, z)) = 1 for (ν × ζ)-almost every (y, z) ∈ Y × Z.
For z ∈ Z and ξ ∈ L1(N× Y, µN× ν), let ξ
(z) ∈ L1(Gz, µ
1
z) = L
1(N× Y ×{z}, µN × ν × δz)
be given by ξ(z)(i, y, z) = ξ(i, y). For almost every z ∈ Z, the groupoid (Gz , µz) is inner
amenable and µ1z(D) < ∞, so we may find some ξ ∈ L
1(N × Y, µN × ν) such that ξ
(z) ∈
L1(Gz , µ1z) is a symmetric, non-negative unit vector satisfying
(1.z) |‖1G{0}×B×C ξ
(z)‖L1(µ1z) − ν(B)1C(z)| < ε for any B ∈ B and any C ∈ C,
(2.z) ‖(ξ(z))φ − ξ(z)‖L1(µ1z) < ε for any φ ∈ Φ,
(3.z) ‖1Dξ
(z)‖L1(µ1z) < ε, and
(4.z)
∑
i∈N ξ(i, y) = 1 for ν-almost every y ∈ Y .
Let Ω be the set of all such pairs (z, ξ), i.e., all pairs (z, ξ) ∈ Z × L1(N × Y, µN × ν)
such that ξ(z) ∈ L1(Gz, µ
1
z) is a symmetric, non-negative unit vector satisfying conditions
(1.z)–(4.z). Then Ω is a Borel subset of Z × L1(N × Y, µN × ν), where the reason (2.z)
defines a Borel property is because all the groupoid operations are by assumption Borel
and each φ ∈ Φ is Borel. By applying the Jankov-von Neumann Uniformization Theorem
([Ke1, Theorem 18.1]) and Lusin’s theorem that analytic sets are universally measurable
([Ke1, Theorem 21.10]), after discarding a ζ-null set from Z, we may find a Borel map
Z → L1(N × Y, µN × ν), z 7→ ξz, such that (z, ξz) ∈ Ω for almost every z ∈ Z. Define
ξ ∈ L1(G, µ1) by ξ(i, y, z) = ξz(i, y). Then ξ is a symmetric, non-negative unit vector in
L1(G, µ1) satisfying conditions (1)–(4).
Conversely, assume that (ξn)n∈N is an inner amenability sequence for (G, µ). By prop-
erties (i) and (iv) of Definition 3.1, for any Borel subset B ⊂ G0, we have∫
Z
∣∣∣∣µz(B)−
∫
(Gz)B
ξn dµ
1
z
∣∣∣∣ dζ(z) =
∫
Z
∣∣∣∣
∫
B
1−
∑
γ∈(GB)x
ξn(γ) dµz(x)
∣∣∣∣ dζ(z)
=
∫
Z
∫
B
(
1−
∑
γ∈(GB)x
ξn(γ)
)
dµz(x) dζ(z) = µ(B)−
∫
GB
ξn dµ
1 → 0.
Likewise, for any φ ∈ [G], we have
∫
Z ‖ξ
φ
n−ξn‖L1(µ1z) dζ(z)→ 0, and for any bounded Borel
subset D ⊂ G, we have
∫
Z ‖1Dξn‖L1(µ1z) dζ(z)→ 0. Therefore, by separability of L
1(G0, µ)
and of [G], we can find a single subsequence (ξni) such that for ζ-almost every z ∈ Z, (ξni)
is an inner amenability sequence for (Gz, µz). 
3.5.5. Inverse limits. Let (G1, µ1) be a discrete p.m.p. groupoid. A locally bijective ex-
tension of (G1, µ1) is a measure-preserving groupoid homomorphism ϕ : (G, µ)→ (G1, µ1),
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from a discrete p.m.p. groupoid (G, µ) to (G1, µ1), such that for almost every x ∈ G
0, its re-
striction ϕ : Gx → (G1)ϕ(x) is bijective. Clearly, compositions of locally bijective extensions
are locally bijective.
Suppose that I is a countable directed set and we have a directed family (ϕi,j : (Gj , µj)→
(Gi, µi))i,j∈I,i<j of locally bijective extensions of groupoids, that is, ϕi,j is a measure-
preserving groupoid homomorphism such that ϕi,j ◦ϕj,k = ϕi,k whenever i < j < k. Then
the inverse limit of this family is the discrete p.m.p. groupoid (G, µ) defined by
G =
{
(γi)i∈I ∈
∏
i∈I
Gi
∣∣∣∣∣ ϕi,j(γj) = γi for any i < j
}
and
G0 =
{
(xi)i∈I ∈
∏
i∈I
G0i
∣∣∣∣∣ ϕi,j(xj) = xi for any i < j
}
,
with (G0, µ) the inverse limit of the measure spaces (G0i , µ
0
i ), and with source and range
maps defined by s((γi)i∈I) = (s(γi))i∈I and r((γi)i∈I) = (r(γi))i∈I , respectively. For each
i ∈ I, the projection map ϕi : (G, µ)→ (Gi, µi) is a locally bijective extension of groupoids,
and if i < j, then ϕi,j ◦ ϕj = ϕi.
Proposition 3.23. Let (ϕi,j : (Gj, µj)→ (Gi, µi))i,j∈I,i<j be a countable directed family of
locally bijective extensions of groupoids, and let (G, µ) be its inverse limit. If each of the
groupoids (Gi, µi) is inner amenable, then (G, µ) is inner amenable.
Proof. Since (Gi, µi) is inner amenable, we may find a positive linear map Pi : L
∞(Gi, µ
1
i )→
L∞(G0i , µi) as in condition (6) of Theorem 3.6, so that the mean ni on (Gi, µi) defined
by ni(D) =
∫
G0i
Pi(1D) dµi is a balanced, diffuse, conjugation-invariant mean on (Gi, µi).
Let µ =
∫
G0i
µzi dµi(z) be the disintegration of µ via ϕi. For µ
1
i -almost every δ ∈ Gi, there
is the bijection γϕi,δ : ϕ
−1
i (s(δ)) → ϕ
−1
i (δ) that sends each x ∈ ϕ
−1
i (s(δ)) to the unique
element γ = γϕi,δ(x) in Gx with ϕi(γ) = δ. We then obtain the conditional expectation
Ei : L
∞(G, µ1)→ L∞(Gi, µ
1
i ) given by
Ei(F )(δ) =
∫
ϕ−1i (s(δ))
F (γϕi,δ(x)) dµ
s(δ)
i (x)
for F ∈ L∞(G, µ1) and δ ∈ Gi. Then we have the mean mi on (G, µ) defined by mi(D) =∫
G0i
Pi(Ei(1D)) dµi, which projects via ϕi to ni. Let m be any weak
∗-cluster point of the
net (mi)i∈I . Then m is a balanced, diffuse, conjugation-invariant mean on (G, µ). By
Theorem 3.6, (G, µ) is inner amenable. 
3.6. Central sequences in the full group. Let R be an ergodic discrete p.m.p. equiv-
alence relation on a standard probability space (X,µ). A sequence (Tn)n∈N of elements
of [R] is called central if µ({x ∈ X | STnx = TnSx }) → 1 for any S ∈ [R]. A central
sequence (Tn)n∈N in [R] is called non-trivial if lim infn µ({x ∈ X | Tnx 6= x }) > 0. We
recall that a sequence (An)n∈N of Borel subsets of X is called asymptotically invariant for
R if µ(TAn △An)→ 0 for any T ∈ [R].
Lemma 3.24. For any asymptotically invariant sequence (An)n for R with µ(An) → r
for some number r, for any Borel subset B ⊂ X, we have µ(An ∩B)→ rµ(B).
Proof. This is observed in the proof of [JS, Lemma 2.3]. Since it will frequently be applied
throughout the paper, we give a proof here. By compactness, it is enough to show that the
convergence holds for a subsequence of (An)n. Passing to a subsequence, we may assume
that the sequence (1An)n in L
∞(X) converges to some f ∈ L∞(X) in the weak∗-topology.
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Since (An)n is asymptotically invariant for R, the limit f is invariant under R. By
ergodicity of R, the function f is constant, and since µ(An)→ r, this constant must be r.
For any Borel subset B ⊂ X, we have µ(An ∩B) =
∫
1An1B dµ→
∫
r1B dµ = rµ(B). 
Proposition 3.25. Let R be an ergodic discrete p.m.p. equivalence relation on a standard
probability space (X,µ), and suppose that [R] admits a non-trivial central sequence. Then
R is inner amenable.
Proof. Let (Tn)n∈N be a non-trivial central sequence in [R]. For each n, let An := {x ∈
X | Tnx 6= x }. After passing to a subsequence, we may assume that µ(An) converges to
some r > 0. Since (Tn)n∈N is central, the sequence (An)n∈N is asymptotically invariant.
By Lemma 3.24, µ(An∩A)→ rµ(A) for any Borel subset A ⊂ X. Let ω be a non-principal
ultrafilter on N and define a mean m on (R, µ) by
m(D) = lim
n→ω
µ({x ∈ An | (Tnx, x) ∈ D })
µ(An)
for a Borel subset D ⊂ R. Given a Borel subset A ⊂ X, since µ(TnA△A)→ 0, we have
m(RA) = lim
n→ω
µ(An)
−1µ(T−1n A ∩A ∩An) = r
−1µ(A)r = µ(A).
This shows that m is balanced. For S ∈ [R] and a Borel subset D ⊂ R, we have
|m(DS)−m(D)| ≤ lim
n→ω
µ(An)
−1(µ(SAn △An) + µ({x ∈ X | STnx 6= TnSx })) = 0
since (Tn)n∈N is central in [R] and (An)n∈N is asymptotically invariant with limn µ(An) =
r > 0. Thus m is conjugation-invariant. By definition, we have m({ (x, x) | x ∈ X }) = 0
and hence m is diffuse by Lemma 3.14. By Theorem 3.6, R is inner amenable. 
Schmidt raises the following problem, which remains open.
Question 3.26 ([Sc2, Problem 4.6]). Does every countable inner amenable group G admit
a free ergodic p.m.p. action Gy (X,µ) such that the full group [R(Gy (X,µ))] admits
a non-trivial central sequence?
Let us say that an ergodic discrete p.m.p. equivalence relation R is Schmidt if [R] admits
a non-trivial central sequence. We also say that a free ergodic p.m.p. action Gy (X,µ) of
a countable group is Schmidt if the orbit equivalence relation R(Gy (X,µ)) is Schmidt,
and that a countable group has the Schmidt property if it admits a free ergodic p.m.p.
action which is Schmidt. Question 3.26 turns out to have an affirmative answer when
G is linear ([TD, Theorem 15]). In general though, there is much more evidence for an
affirmative answer to the following question:
Question 3.27. Does every countable inner amenable group admit a free ergodic p.m.p.
action whose orbit equivalence relation is inner amenable?
We call a countable group orbitally inner amenable if it admits an action as in Question
3.27. Observe that by Proposition 3.25, any group with the Schmidt property is orbitally
inner amenable, and by Proposition 3.21, any orbitally inner amenable group is inner
amenable. In Corollary 4.7, we will show that any residually finite, inner amenable group
is orbitally inner amenable. See Propositions 8.1 and 8.2 for other classes of orbitally inner
amenable groups.
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3.7. Property Gamma. LetM be a II1-factor with the tracial state τ . Let L
2(M) be the
Hilbert space obtained as the completion ofM with respect to the norm ‖x‖2 = τ(x
∗x)1/2.
We say that M has property Gamma if there exists a sequence (un)n of unitaries of M
such that τ(un) = 0 and ‖[x, un]‖2 → 0 for any x ∈ M . For an ICC countable group G,
if the group factor LG has property Gamma, then G is inner amenable ([Ef]), but the
converse is not true ([V]).
Choda [Ch] shows that for a free ergodic p.m.p. action Gy (X,µ) of a countable group
G, if the associated factor G ⋉ L∞(X) has property Gamma and the action G y (X,µ)
is strongly ergodic, then G is inner amenable. Under the same assumption, we obtain
the stronger conclusion that the groupoid G ⋉ (X,µ) is inner amenable. Recall that a
free ergodic p.m.p. action G y (X,µ) is called strongly ergodic if every asymptotically
invariant sequence (An)n for the action (i.e., sequence with µ(gAn△An)→ 0 for all g ∈ G)
satisfies µ(An)(1−µ(An))→ 0. We note that strong ergodicity is an invariant under orbit
equivalence.
Proposition 3.28. Let R be an ergodic discrete p.m.p. equivalence relation on a standard
probability space (X,µ). Suppose that the factor M associated to R has property Gamma,
and let (un) be a sequence of unitaries of M such that τ(un) = 0 and ‖[x, un]‖2 → 0 for
any x ∈M . Choose a family (φk)k∈N of local sections of R such that
R =
⊔
k∈N
{ (φk(x), x) | x ∈ dom(φk) }
and φ1 = id with dom(φ1) = X. Expand un =
∑
k uφkf
n
k with f
n
k ∈ L
∞(X) supported on
dom(φk), where for a local section φ of R, we let uφ denote the associated partial isometry
of M . Define ξn ∈ L
1(R, µ1) by
ξn(φk(x), x) = |f
n
k (x)|
2
for k ∈ N and x ∈ dom(φk). Then
(i) each ξn is a non-negative unit vector of L
1(R, µ1), we have ‖ξφn − ξn‖1 → 0 for
every φ ∈ [R], and we have
∑
y∈[x]R
ξn(y, x) = 1 =
∑
y∈[x]R
ξn(x, y) for µ-almost
every x ∈ X, where [x]R is the equivalence class of x in R.
(ii) If R is strongly ergodic, then (ξn)n is an inner amenability sequence for R.
Proof. Since un is a unitary, we have
∑
k ‖f
n
k ‖
2
2 = 1 and hence ξn is a non-negative unit
vector of L1(R, µ1). Pick φ ∈ [R], and we show ‖ξφn − ξn‖1 → 0. For k, l ∈ N, set
Dlk = {x ∈ X | φ(x) ∈ dom(φk), x ∈ dom(φl) and φ
−1φkφ(x) = φl(x) }.
Then D11 = X and we have the Borel partitions, φ
−1(dom(φk)) =
⊔
lD
l
k and dom(φl) =⊔
kD
l
k. We also have
u∗φunuφ =
∑
k
uφ−1φkφ(φ
−1 · fnk ) =
∑
k
∑
l
uφl1Dlk
(φ−1 · fnk ),
where we set φ−1 · fnk = f
n
k ◦ φ, and thus
‖u∗φunuφ − un‖
2
2 =
∑
l
∥∥∥∥∑
k
1Dlk
(φ−1 · fnk )− f
n
l
∥∥∥∥
2
2
=
∑
k,l
∫
Dlk
|fnk ◦ φ− f
n
l |
2 dµ.
For any x ∈ Dlk, we have
ξφn(φl(x), x) = ξn(φφl(x), φ(x)) = ξn(φkφ(x), φ(x)) = |f
n
k (φ(x))|
2.
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We therefore have
‖ξφn − ξn‖1 =
∑
k,l
∫
Dlk
|ξφn(φl(x), x)− ξn(φl(x), x)| dµ(x) =
∑
k,l
∫
Dlk
∣∣|fnk ◦ φ|2 − |fnl |2∣∣ dµ
≤
(∑
k,l
∫
Dlk
∣∣|fnk ◦ φ| − |fnl |∣∣2 dµ
)1/2(∑
k,l
∫
Dlk
(|fnk ◦ φ|+ |f
n
l |)
2 dµ
)1/2
≤ ‖u∗φunuφ − un‖2
((∑
k,l
∫
Dlk
|fnk ◦ φ|
2 dµ
)1/2
+
(∑
k,l
∫
Dlk
|fnl |
2 dµ
)1/2)
= 2‖u∗φunuφ − un‖2 → 0
as n→∞.
We show the last equation in assertion (i). For a Borel subset A ⊂ X, let ∆A := { (x, x) |
x ∈ A } be the diagonal set. Then its indicator function 1∆A is a vector in L
2(R, µ1). Since
un is a unitary, we have ‖un1∆A‖
2
2 = ‖1∆A‖
2
2 = µ(A). By definition of the operator uφ on
L2(R, µ1) for a local section φ of R, we have ‖un1∆A‖
2
2 =
∫
A
∑
y∈[x]R
ξn(y, x) dµ(x). This
is equal to µ(A) for any Borel subset A ⊂ X, and therefore we obtain
∑
y∈[x]R
ξn(y, x) = 1
for µ-almost every x ∈ X. Similarly the other equation follows if un is replaced by u
∗
n.
Assertion (i) was proved.
Suppose now that R is strongly ergodic. The space (X,µ) is atomless (since M has
property Gamma), so strong ergodicity implies that R is not amenable, and hence (ξn)n is
balanced by Lemma 3.13. Suppose toward a contradiction that (ξn) is not asymptotically
diffuse, i.e., for some Borel subset D ⊂ R with µ1(D) < ∞, the norm ‖1Dξn‖1 does not
converge to 0. Then by Lemma 3.14, after passing to a subsequence of (ξn), the ξn-measure
of the diagonal in R is uniformly positive, and hence ‖fn1 ‖2 is uniformly positive. It follows
from τ(un) = 0 that f
n
1 belongs to L
2
0(X), the orthogonal complement of the constants in
L2(X), and further belongs to L∞(X). By assertion (i), (fn1 )n is asymptotically invariant
for R and therefore R is not strongly ergodic, thanks to [Co2, I.1], a contradiction.
Thus (ξn)n is an inner amenability sequence for R. Assertion (ii) was proved. 
Corollary 3.29. Let R be a strongly ergodic, discrete p.m.p. equivalence relation. If the
von Neumann algebra associated to R has property Gamma, then R is inner amenable.
Example 3.30. The converse of Corollary 3.29 is not true. A counterexample is obtained
via the Vaes group ([V]), which is defined as follows. Let (pn)
∞
n=0 be a sequence of mutually
distinct prime numbers. We set
Hn = (Z/pnZ)
3, K =
∞⊕
n=0
Hn and Λ = SL3(Z).
Let Λ act on Hn by automorphisms and act on K diagonally. For a non-negative integer
N , we define the subgroup KN =
⊕∞
n=N Hn of K. We set G0 = Λ ⋉K and inductively
define the amalgamated free product
GN+1 = GN ∗KN (KN × Z).
Let GN include in GN+1 as the first factor subgroup, and let G be the union
⋃
N GN . The
group G is called the Vaes group, and remarkably it is ICC and inner amenable, and the
group factor LG does not have property Gamma ([V]).
Let Z =
∏∞
n=0Hn be the compact group, equip Z with the normalized Haar measure,
and regard K as a subgroup of Z naturally. Let K act on Z by translation and then
co-induce the action G y X =
∏
G/K Z. After choosing a section s : G/K → G, this
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action of G is defined by (gf)(b) = k−1f(g−1b) for f ∈ X, g ∈ G and b ∈ G/K, where the
element k ∈ K is determined by s(g−1b)k = g−1s(b). We have the probability measure µ
on X that is the product of the Haar measure on Z, and let R be the orbit equivalence
relation associated with the action Gy (X,µ).
We show that R is inner amenable. Define a non-negative unit vector ξn ∈ L
1(R, µ1)
by ξn(gx, x) = 1Hn(g)/|Hn| for g ∈ G and x ∈ X. We claim that (ξn)n is an inner
amenability sequence for R. For any g ∈ G, since g normalizes Hn, the equation ξ
g
n = ξn
holds. By Remark 3.9, it suffices to show suph∈Hn µ(hA△ A) → 0 for any Borel subset
A ⊂ X. For h ∈ Hn, f ∈ X and b ∈ G/K, if n is chosen to be large enough, depending
only on b and being independent of f , then hb = b and the action of h is given by
(hf)(b) = (s(b)−1hs(b))f(b). The element s(b)−1hs(b) belongs to Hn and does not change
the coordinates Hk in Z =
∏∞
k=0Hk if k < n. It turns out that suph∈Hn µ(hA△ A) → 0
if A is a cyrindrical subset of X =
∏
G/K Z =
∏
G/K
∏∞
k=0Hk, and the claim follows.
We next show that the von Neumann algebraM associated to R does not have property
Gamma. Suppose toward a contradiction that M has property Gamma, and let (un)n be
a sequence of unitaries of M such that τ(un) = 0 and ‖[x, un]‖2 → 0 for any x ∈M . The
action Gy (X,µ) has stable spectral gap because its restriction to Λ = SL3(Z) is mixing.
Therefore if P : L2(M)→ ℓ2(G) ⊗ C1 denotes the orthogonal projection, where L2(M) is
naturally identified with ℓ2(G)⊗L2(X), then ‖P (un)−un‖2 → 0 and ‖P (un)‖2 → 1. Since
P is G-equivariant, where G acts on M by conjugation, the sequence (P (un))n asymp-
totically commutes with any element of G. The restriction of P to M is the conditional
expectation onto the factor LG, and hence the operator norm of P (un) is at most 1 and
approaches to 1 because ‖P (un)‖2 → 1. We also have τ(P (un)) = τ(un) = 0, and it fol-
lows from [Co1, Corollary 3.8] that LG has property Gamma. This contradicts the result
of Vaes [V].
4. Compact extensions and inner amenability
As observed by Giordano-de la Harpe [GdlH], if a countable group G is inner amenable,
then any finite index subgroup H of G is inner amenable as well. We can rephrase their
argument as follows: let m be a conjugation-invariant, diffuse mean on G. We define a
mean mˇ on G by mˇ(D) = m(D−1) for a subset D ⊂ G. Let mˇ ∗m be the convolution
defined by (mˇ∗m)(D) =
∫
Gm(g
−1D) dmˇ(g) for a subset D ⊂ G, which is a conjugation-
invariant, diffuse mean on G. Since H is of finite index in G, we have m(g0H) > 0 for
some g0 ∈ G. Then
(mˇ ∗m)(H) =
∫
G
m(gH) dm(g) ≥
∫
g0H
m(gH) dm(g) = m(g0H)
2 > 0.
Thus the normalization of the restriction (mˇ ∗m)|H is a conjugation-invariant, diffuse
mean on H, and H is inner amenable.
In this section, we generalize a version of this convolution argument to show that inner
amenability is preserved under compact extension of ergodic p.m.p. groupoids.
Let (G, µ) be a discrete p.m.p. groupoid. Let η, ξ ∈ L1(G, µ1). The convolution of η and
ξ, denoted η ∗ ξ, is defined by
(η ∗ ξ)(γ) =
∑
δ∈Gs(γ)
η(γδ)ξ(δ−1) =
∑
δ∈Gr(γ)
η(δ)ξ(δ−1γ) =
∑
δ1,δ0∈G
δ1δ0=γ
η(δ1)ξ(δ0).
For ξ ∈ L1(G, µ1), we define ξˇ ∈ L1(G, µ1) by ξˇ(γ) = ξ(γ−1). We then have ‖ξˇ‖1 = ‖ξ‖1
and (η ∗ ξ)∨ = ξˇ ∗ ηˇ.
Lemma 4.1. Let η, ξ ∈ L1(G, µ1). Then
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(i) if η is non-negative and there is some c > 0 such that
∑
γ∈Gx
η(γ) ≤ c and∑
γ∈Gx η(γ) ≤ c for almost every x ∈ G
0, then ‖η ∗ ξ‖1 = ‖ξ ∗ η‖1 ≤ c‖η‖1.
(ii) For any φ ∈ [G], we have (η ∗ ξ)φ = ηφ ∗ ξφ.
Proof. Assertion (i) follows from
‖η ∗ ξ‖1 ≤
∫
X
∑
γ∈Gx
∑
δ∈Gx
η(γδ)|ξ(δ−1)| dµ(x) =
∫
X
∑
δ∈Gx
∑
γ∈Gs(δ)
η(γ)|ξ(δ−1)| dµ(x)
≤ c
∫
X
∑
δ∈G
|ξ(δ−1)| dµ(x) = c‖ξ‖1
and ‖ξ ∗ η‖1 = ‖(ξ ∗ η)
∨‖1 = ‖ηˇ ∗ ξˇ‖1 ≤ c‖ξˇ‖1. Putting ψ = φ
−1, we obtain assertion (ii)
from:
(η ∗ ξ)φ(γ) = (η ∗ ξ)(γψ) =
∑
δ∈Gφ
0(s(γ))
η(γψδ)ξ(δ−1) =
∑
δ∈(Gφ
0(s(γ)))φ
η((γδ)ψ)ξ((δ−1)ψ)
=
∑
δ∈Gs(γ)
ηφ(γδ)ξφ(δ−1) = (ηφ ∗ ξφ)(γ),
where we use (γδ)ψ = γψδψ and (δ−1)ψ = (δψ)−1 in the third equation. 
Lemma 4.2. Let (ηn)n∈N and (ξn)n∈N be inner amenability sequences for (G, µ). Then
there exists a increasing sequence m1 < m2 < · · · of positive integers such that (ηn ∗ ξˇmn)n
is also an inner amenability sequence for (G, µ).
Proof. We first show that any sequence of the form (ηn ∗ ξˇmn)n satisfies conditions (i), (ii)
and (iv) of Definition 3.1. Condition (iv) follows from direct computation. Condition (ii)
follows from
‖(ηn ∗ ξˇmn)
φ − ηn ∗ ξˇmn‖1 ≤ ‖η
φ
n − ηn‖1 + ‖ξˇ
φ
mn − ξˇmn‖1,
where Lemma 4.1 is applied. To check condition (i), we set ηA := 1GAη for η ∈ L
1(G, µ1)
and a Borel subset A ⊂ G0. For ε > 0 and a Borel subset A ⊂ G0, let Eε,A be the set
of non-negative unit vectors η in L1(G, µ1) such that
∑
γ∈Gx
η(γ) = 1 =
∑
γ∈Gx η(γ) for
almost every x ∈ G0, |‖ηA‖1 − µ(A)| < ε, and |‖ηX\A‖1 − µ(X \ A)| < ε.
Let η, ξ ∈ Eε,A. We show that |‖1GA(η ∗ ξ)‖1 − µ(A)| < 5ε + 3ε
1/2. This is enough to
imply condition (i) for any sequence of the form (ηn∗ξˇmn)n. We have ‖η−ηA−ηX\A‖1 < 2ε
and the similar inequality for ξ. Therefore
η ∗ ξ ≈4ε (ηA + ηX\A) ∗ (ξA + ξX\A) = ηA ∗ ξA + ηX\A ∗ ξX\A,
where f ≈c g means ‖f − g‖1 < c for f, g ∈ L
1(G, µ1). Then 1GA(η ∗ ξ) ≈4ε ηA ∗ ξA. We
also have ‖ηA‖1 =
∫
A
∑
γ∈Gx∩GA
η(γ) dµ(x), and since this is more than µ(A)− ε and the
integrand in the right hand side is non-negative and at most 1 almost everywhere, there
exists a Borel subset B ⊂ A such that µ(A \B) < ε1/2 and
∑
γ∈Gx∩GA
η(γ) > 1− ε1/2 for
any x ∈ B. Therefore
‖ηA ∗ ξA‖1 =
∫
A
∑
γ∈Gx
∑
δ∈Gx∩GA
ηA(γδ)ξ(δ
−1) dµ(x)
≈ε1/2
∫
B
∑
γ∈Gx
∑
δ∈Gx∩GA
ηA(γδ)ξ(δ
−1) dµ(x) ≈ε1/2
∫
B
∑
δ∈Gx∩GA
ξ(δ−1) dµ(x)
≈ε1/2
∫
A
∑
δ∈Gx∩GA
ξ(δ−1) dµ(x) = ‖ξA‖1 ≈ε µ(A),
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where a ≈c b means |a− b| < c for real numbers a, b. Thus ‖1GA(η ∗ ξ)‖1 ≈5ε+3ε1/2 µ(A).
For condition (iii), we will need to choose mn more carefully. Let D0 ⊂ D1 ⊂ · · · be a
sequence of bounded Borel subsets of G with G =
⋃
nDn. For each n, let Fn : G → R be
defined by Fn(δ) =
∑
γ∈Dn∩Gr(δ)
ηn(γδ). Then ‖1Dn(ηn ∗ ξˇm)‖1 = ‖Fnξm‖1 and condition
(iv) of (ηn) implies that ‖Fn‖1 = µ
1(Dn) < ∞. Therefore, condition (iii) of (ξn) implies
that for any large enoughm, we have ‖1Dn(ηn∗ξˇm)‖1 = ‖Fnξm‖1 < 1/n. Thus, by choosing
a sufficiently fast growing sequence of positive integers, m1 < m2 < · · · , we can ensure
that for any Borel subset D ⊂ G with µ1(D) <∞, we have ‖1D(ηn ∗ ξˇmn)‖1 → 0. 
Lemma 4.3. Let (X,µ) be a standard probability space, and let (Cn)n be a sequence of
Borel subsets of X having uniformly positive measure. Then after passing to a subsequence,
there exists an r > 0 such that for any n,m ∈ N, we have µ(Cn ∩Cm) > r.
Proof. By assumption, there exists a c > 0 such that µ(Cn) > c for any n. After moving
to a subsequence, we may assume that 1Cn converges in the weak
∗-topology to some
f ∈ L∞(X,µ). We have f ≥ 0, and
∫
f dµ ≥ c > 0, so we may find some r > 0 with∫
f2 dµ > r > 0. By the convergence
∫
1Cnf dµ →
∫
f2 dµ > r, we may assume after
moving to a subsequence that
∫
1Cnf dµ > r for all n.
It follows that for any n, as m → ∞ the convergence
∫
1Cn1Cm dµ →
∫
1Cnf dµ > r
holds, and hence for all large enough m we have µ(Cn ∩ Cm) > r. We may therefore
inductively find n0 < n1 < n2 < · · · with µ(Cni ∩ Cnj) > r for all i < j. 
Theorem 4.4. Let (G, µ) be an ergodic discrete p.m.p. groupoid which is inner amenable.
Let (Z, ζ) be a standard probability space, let α : G → Aut(Z, ζ) be a cocycle, and assume
that the image α(G) is contained in a compact subgroup K of Aut(Z, ζ). Then for any
decreasing sequence V1 ⊃ V2 ⊃ · · · of neighborhoods of the identity in K, there exists an
inner amenability sequence (ξn) for (G, µ) such that for any n, the function ξn vanishes
outside α−1(Vn).
Proof. Fix a bi-invariant metric on K. For each ε > 0, let Vε denote the open ε-ball about
the identity element in K. By Lemma 3.17, it is enough to show that for any ε > 0, we can
find a mean m on (G, µ) as in condition (5) of Theorem 3.6 such that m(α−1(Vε)) = 1.
Toward this goal, fix ε > 0 and find 0 < ε2 < ε1 < ε such that V
2
ε2 ⊂ Vε1 . Since K is
compact, we may find c1, . . . , cN ∈ K such that K =
⋃N
i=1 Vε2ci. Let (ηn)n∈N be an inner
amenability sequence for (G, µ). For each non-negative unit vector η ∈ L1(G, µ1), let νη be
the probability measure on K given by νη(B) =
∫
α−1(B) η dµ
1 for a Borel subset B ⊂ K.
After passing to a subsequence of (ηn), we may assume that for some i ∈ {1, . . . , N} and
r > 0, we have infn∈N νηn(Vε2ci) > r. We put c = ci and define a function fn on G
0 by
fn(x) =
∑
δ∈α−1(Vε2c)x
ηn(δ).
Then
∫
G0 fn dµ = νηn(Vε2c) > r and 0 ≤ fn ≤ 1, and hence the sets Cn for n ∈ N defined
by Cn = {x ∈ G
0 | fn(x) > r
2 } have uniformly positive measure. By Lemma 4.3, after
passing to a subsequence of (ηn), we may assume without loss of generality that the sets
Cn ∩Cm for n,m ∈ N have uniformly positive measure, and infn,m∈N
∫
G0 fnfm dµ > r0 for
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some r0 > 0. Therefore
νηn∗ηˇm(Vε1) =
∫
G0
∑
δ1,δ0∈Gx
α(δ1δ
−1
0 )∈Vε1
ηn(δ1)ηm(δ0) dµ(x)
≥
∫
G0
∑
δ1∈α−1(Vε2c)x
ηn(δ1)
∑
δ0∈α−1(Vε2c)x
ηm(δ0) dµ(x) =
∫
G0
fn(x)fm(x) dµ(x) > r0.
Thus, by Lemma 4.2, by choosing an appropriate subsequence m1 < m2 < · · · , we obtain
an inner amenability sequence ξn := ηn ∗ ηˇmn satisfying infn∈N νξn(Vε1) > r0 > 0.
We may therefore assume without loss of generality that our original sequence (ηn)
already satisfies infn∈N νηn(Vε1) > r0 > 0. Since Vε1 is symmetric, after replacing ηn by
(ηn+ ηˇn)/2, we may assume that each ηn is symmetric as well. We may also assume, after
passing to a subsequence, that the sequence (νηn) converges to some probability measure
ν∞ in the compact space of Borel probability measures on K. Then for any number ε0
with ε1 < ε0 < ε, we have ν∞(Vε0) ≥ lim supn νηn(Vε1) ≥ r0 > 0. Since, as ε0 varies, the
boundaries ∂Vε0 are pairwise disjoint, we may find some ε0 with ε1 < ε0 < ε such that
ν∞(∂Vε0) = 0. Let U := Vε0 so that U ⊂ Vε, ν∞(U) > 0 and ν∞(∂U) = 0.
Since ν∞(∂U) = 0, it follows that νηn(U)→ ν∞(U). Let ω be a non-principal ultrafilter
on N and let m1 be the weak
∗-limit m1 = limn→ω ηn in L
∞(G, µ1)∗, so that m1 is a mean
on (G, µ) as in condition (5) of Theorem 3.6 with m1(α
−1(K)) = 1 and m1(α
−1(U)) =
limn→ω νηn(U) = ν∞(U) > 0.
Claim 4.5. Let φ ∈ [G]. Then m1(α
−1(U) \ α−1(U)φ) = 0.
Proof. Let W be an open neighborhood of the identity in K. Let W1 be a symmetric open
neighborhood of the identity in K with W 21 ⊂ W , and let b1, . . . , bM ∈ K be such that
K =
⋃M
i=1W1bi. For each i ∈ {1, . . . ,M}, we set Yi = {x ∈ G
0 | α(φx) ∈ W1bi } so that
G0 =
⋃M
i=1 Yi. Then m1(
⋃M
i=1 GYi) = 1. If γ ∈ (
⋃M
i=1 GYi)∩ (α
−1(U)\α−1(U)φ), then there
is some i ∈ {1, . . . ,M} such that α(φr(γ)), α(φs(γ)) ∈W1bi, and hence
α(γ(φ
−1)) = α(φr(γ))α(γ)α(φs(γ))−1
= α(φr(γ))α(φs(γ))−1α(φs(γ))α(γ)α(φs(γ))−1 ∈W1bib
−1
i W
−1
1 U ⊂WU,
and so γ(φ
−1) ∈ α−1(WU \ U). This shows that(
M⋃
i=1
GYi
)
∩ (α−1(U) \ α−1(U)φ) ⊂ α−1(WU \ U)φ,
and therefore
m1(α
−1(U) \ α−1(U)φ) ≤m1(α
−1(WU \ U)) = lim
n→ω
νηn(WU \ U) ≤ ν∞(WU \ U).
Since ν∞(∂U) = 0, we can make ν∞(WU\U) as small as we like by choosing an appropriate
neighborhood W of the identity in K. This proves the claim. 
Consider now the (countably additive, finite Borel) measure µU on G
0 given by µU (A) =
m1(GA ∩ α
−1(U)). The measure µU is absolutely continuous with respect to µ, and for
any φ ∈ [G] and any Borel subset A ⊂ G0, by Claim 4.5, we have
µU((φ
0)−1A) = m1(G(φ0)−1A ∩ α
−1(U)) = m1((GA ∩ α
−1(U))φ) = m1(GA ∩ α
−1(U))
= µU (A).
Therefore, the Radon-Nikodym derivative dµU/dµmust be constant by ergodicity of (G, µ),
and hence m1(GA ∩α
−1(U)) = µ(A)m1(α
−1(U)) for any Borel subset A ⊂ G0. Define the
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mean m on (G, µ) by m(D) = m1(D ∩ α
−1(U))/m1(α
−1(U)). It is now clear that m is
a mean on (G, µ) satisfying condition (5) of Theorem 3.6, and moreover m(α−1(Vε)) ≥
m(α−1(U)) = 1. 
Corollary 4.6. Let (G, µ) be an ergodic discrete p.m.p. groupoid, and let H be a finite-
index Borel subgroupoid of G. If G is inner amenable, then H is also inner amenable.
Proof. Let N be the index of H in G and let σ : G → Σ be the index cocycle, where Σ is
the symmetric group of N letters. This cocycle is constructed in [FSZ, Section 1] when
G is principal, and it is defined for general G as well. Then H = ker σ and the corollary
follows from Theorem 4.4. 
Corollary 4.7. Let (G, µ) be an ergodic discrete p.m.p. groupoid which is inner amenable.
Let (Z, ζ) be a standard probability space, let α : G → Aut(Z, ζ) be a cocycle, and assume
that the image α(G) is contained in a compact subgroup of Aut(Z, ζ). Then the extension
groupoid (G, µ) ⋉α (Z, ζ) is inner amenable.
In particular, if G is a countable inner amenable group which is a subgroup of a compact
group K, L is a closed subgroup of K, and we let G act on (K/L, µ) by left multiplication,
where µ is the K-invariant probability measure on K/L, then the associated translation
groupoid G⋉ (K/L, µ) is inner amenable.
Proof. An inner amenability sequence (ξn) for (G, µ) as in Theorem 4.4 lifts to an inner
amenability sequence (ηn) for (G, µ) ⋉α (Z, ζ) just by taking ηn(γ, z) := ξn(γ). 
By Corollary 4.7, if G is countable, residually finite, inner amenable group, then the
translation groupoid associated with any profinite free action of G is inner amenable and
therefore G is orbitally inner amenable.
Corollary 4.8. Let G be a countable inner amenable group. Let Gy (X,µ) be an ergodic
p.m.p. action of G which is measure distal. Then the translation groupoid G ⋉ (X,µ) is
inner amenable.
Proof. We proceed by transfinite induction on the length of the distal tower associated to
the action Γ y (X,µ). At successor stages we apply Corollary 4.7, and at limit stages
the translation groupoid G⋉ (X,µ) is the inverse limit of the translation groupoids of the
tower, so Proposition 3.23 applies. 
5. Compact extensions and central sequences
Following the previous section, we investigate central sequences in the full group and
stability sequences under compact extensions. Main results of this section are found in
Subsections 5.3 and 5.4. Throughout this section, (X,µ) is a standard probability space
and B denotes the algebra of Borel subsets of X, where two Borel subsets are identified
when their symmetric difference is µ-null.
5.1. Stability sequences. Let R be an ergodic discrete p.m.p. equivalence relation on
(X,µ). Let (Tn, An)n be a sequence of a pair of Tn ∈ [R] and An ∈ B. We call (Tn, An)n
a stability sequence for R if the following three conditions hold:
(1) For every B ∈ B, we have µ(TnB △B)→ 0.
(2) For every g ∈ [R], we have µ({gTn 6= Tng})→ 0.
(3) The sequence (An)n is asymptotically invariant for R, T
2
n = id and TnAn△An =
X for any n, and TnTm = TmTn and TnAm = Am for any distinct n and m.
We call R stable if R is isomorphic to the direct product R×R0, where R0 is the ergodic
p.m.p. aperiodic hyperfinite equivalence relation. By [JS, Theorem 3.4], R is stable if and
only if it admits a stability sequence. The theorem also says that for R to be stable, it
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is enough to find a sequence (Tn, An)n satisfying conditions (1) and (2) and the following
condition weaker than condition (3):
(4) The sequence (An)n is asymptotically invariant for R, and µ(TnAn \ An) is uni-
formly positive.
We call a sequence (Tn, An)n satisfying conditions (1), (2) and (4) a pre-stability sequence
for R.
5.2. Preliminary lemmas. Throughout this subsection, let R be an ergodic discrete
p.m.p. equivalence relation on (X,µ).
Lemma 5.1. If (Dn)n is an asymptotically invariant sequence for R such that µ(Dn) is
uniformly positive, then
⋃
nDn = X.
Proof. Passing to a subsequence, we may assume that µ(Dn)→ d for some d > 0 and also
µ(Dn) > d/2 for all n. By Lemma 3.24, passing to a subsequence further, we may assume
that for any n, the two values µ(
⋂n
k=1D
c
k) and µ(D
c
1) · · · µ(D
c
n) are close. The latter value
is less than (1− d/2)n and hence µ(
⋂
nD
c
n) = 0. 
Lemma 5.2. For any A,A′, B,B′ ∈ B, the following inequality holds:
µ(A \B) ≤ 2µ(A△A′) + µ(B △B′) + µ(A′ \B′).
Proof. Let ‖ · ‖1 denote the norm on L
1(X,µ). The inequality follows from:
µ(A \B) = ‖1A − 1A1B‖1
≤ ‖1A − 1A′‖1 + ‖1A′ − 1A′1B′‖1 + ‖(1A′ − 1A)1B′‖1 + ‖1A(1B′ − 1B)‖1
≤ µ(A△A′) + µ(A′ \B′) + µ(A△A′) + µ(B △B′). 
Lemma 5.3. Let (Tn,Dn)n be a sequence of a pair of Tn ∈ [R] and Dn ∈ B such that
• (Tn)n is a central sequence in [R] and T
2
n = id for every n,
• (Dn)n is an asymptotically invariant sequence for R such that µ(Dn) is uniformly
positive, and
• TnDn = Dn for every n.
Then for any ε > 0 and any finite subset Q ⊂ [R], we can find an S ∈ [R] such that
(i) the map S is obtained by patching together pieces of the restrictions Tn|Dn , n ∈ N,
along with a piece of the identity map such that the latter piece is small. More
precisely: for all x ∈ X outside a subset of measure less than ε, there exists an
index n with x ∈ Dn and Sx = Tnx, and for every point y in the excluded subset
we have Sy = y;
(ii) µ({gS 6= Sg}) < ε for every g ∈ Q.
If (An)n is further an asymptotically invariant sequence for R with µ(TnAn△An) = 1 for
every n, then after replacing An by X \An if necessary, we may assume that µ(An∩Dn) ≥
µ(Dn)/2 for every n, and we can find a Z ∈ B such that
(iii) µ(SZ \ Z) > 1/10, and
(iv) µ(gZ △ Z) < ε for every g ∈ Q.
As a consequence of the former assertion of the lemma, varying ε and Q, we obtain a
central sequence (Sm)m in [R] such that for each m, the map Sm is obtained by patching
together pieces of the maps Tn|Dn , n ∈ N, along with a piece of the identity map such that
the latter piece is small. The central sequence (Sm)m is hence non-trivial as long as Tnx 6= x
for every n and every x ∈ X. Under the assumption in the latter assertion of the lemma,
we further obtain a pre-stability sequence (Sm, Zm)m for R with µ(SmZm \ Zm) > 1/10
for all m. In the proof of Theorem 5.7 below, it will be significant that this lower bound
“1/10” can be taken independently of the uniform lower bound of µ(Dn).
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Proof of Lemma 5.3. Passing to a subsequence of (Tn,Dn)n, we may assume that the
following three conditions hold:
(1)
∑
n µ(gDn △Dn) < ε for every g ∈ Q.
(2)
∑
n µ({gTn 6= Tng}) < ε for every g ∈ Q.
(3)
∑
n
∑
k<n µ(TnDk △Dk) < ε.
These conditions follow from the sequence (Dn)n being asymptotically invariant for R,
and the sequence (Tn)n being central in [R]. Under the assumption in the latter assertion
of the lemma, we may further assume that µ(Dn) → d1 and µ(An ∩Dn) → d2 for some
d1 > 0 and d2 > 0 and that the following three conditions hold:
(4) For each n, setting Cn =
⋃
k<nDk, we have µ(Dn)µ(C
c
n) ≥ (2/3)µ(Dn \ Cn).
(5) For each n, setting En = (An∩Dn)\Cn, we have µ(En) ≥ (2/3)µ(An∩Dn)µ(C
c
n).
(6)
∑
n µ(gEn △ En) < ε for every g ∈ Q.
Indeed, condition (4) is obtained as follows: If D1, . . . ,Dn−1 are chosen, then by Lemma
3.24, we have µ(Dm ∩ C
c
n) → d1µ(C
c
n) as m → ∞. For all large m, µ(Dm) and d1 are
close and hence µ(Dm ∩ C
c
n) = µ(Dm \ Cn) and µ(Dm)µ(C
c
n) are close. Condition (4)
therefore holds after relabeling Dm for a sufficiently large m as Dn. Condition (5) is
similarly obtained from Lemma 3.24 and the convergence µ(An ∩ Dn) → d2. Condition
(6) is obtained from asymptotic invariance of the sequences (Dn)n and (An)n.
We set
Y1 = D1, Yn = Dn \ (Cn ∪ T
−1
n Cn) for n ≥ 2, and Y =
∞⋃
n=1
Yn.
Note that the last union is a disjoint union. For each n, we have TnYn = Yn because Tn is an
involution and TnDn = Dn. The inclusion Yn ⊂ Dn \Cn holds. By condition (3), we have∑
n µ(TnCn△Cn) < ε. Therefore
∑
n µ((Dn \Cn) \Yn) < ε, and µ(
⋃
n(Dn \Cn) \Y ) < ε.
By the definition of Cn, the equation
⋃
n(Dn \Cn) =
⋃
nDn holds, and this is equal to X
by Lemma 5.1. It follows that
(7) µ(X \ Y ) < ε.
We pick g ∈ Q and estimate
∑
n µ(gYn △ Yn). Pick y ∈ Yn \ gYn. Since g
−1y 6∈ Yn,
either g−1y 6∈ Dn or g
−1y ∈ Cn ∪ T
−1
n Cn. In the former case, we have y ∈ Dn \ gDn. In
the latter case, we have
y ∈ (g(Cn ∪ T
−1
n Cn) \ (Cn ∪ T
−1
n Cn)) ∩ Yn
⊂
( ⋃
k<n
(gDk \Dk) ∩ Yn
)
∪
( ⋃
k<n
(gT−1n Dk \ T
−1
n Dk) ∩ Yn
)
.
Let N be a positive integer. We have
N∑
n=1
µ(Yn \ gYn) ≤
N∑
n=1
µ(Dn \ gDn)
+
N∑
n=1
n−1∑
k=1
µ((gDk \Dk) ∩ Yn) +
N∑
n=1
n−1∑
k=1
µ((gT−1n Dk \ T
−1
n Dk) ∩ Yn).
By condition (1), in the right hand side, the first term is less than ε, and the second term
is at most
N∑
n=1
N−1∑
k=1
µ((gDk \Dk) ∩ Yn) ≤
N−1∑
k=1
µ(gDk \Dk) < ε.
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The third term is
N∑
n=1
n−1∑
k=1
µ((gT−1n Dk ∩ Yn) \ (T
−1
n Dk ∩ Yn))
≤
N∑
n=1
n−1∑
k=1
(µ((gDk ∩ Yn) \ (Dk ∩ Yn)) + 3µ(T
−1
n Dk △Dk))
<
N∑
n=1
n−1∑
k=1
µ((gDk \Dk) ∩ Yn) + 3ε < 4ε,
where Lemma 5.2 and condition (3) are applied in the first inequality and the second one,
respectively. It follows that
∑N
n=1 µ(Yn \ gYn) < 6ε and therefore
(8)
∑
n µ(gYn △ Yn) < 12ε for any g ∈ Q.
We define S ∈ [R] as follows: For each n, we set S = Tn on Yn and define S on X \ Y
to be the identity map. This map S is an automorphism of X because Tn preserves Yn,
and by condition (7), it satisfies condition (i). To check condition (ii), pick g ∈ Q. We
have the inclusions
{gS 6= Sg} ⊂
⋃
n
({gS 6= Sg} ∩ Yn) ∪ (X \ Y ),
{gS 6= Sg} ∩ Yn ⊂ ({gS 6= Sg} ∩ (Yn ∩ g
−1Yn)) ∪ (Yn \ g
−1Yn) and
{gS 6= Sg} ∩ (Yn ∩ g
−1Yn) ⊂ {gTn 6= Tng} ∩ (Yn ∩ g
−1Yn).
It follows from conditions (2), (8) and (7) that
µ({gS 6= Sg}) ≤
∑
n
(µ({gTn 6= Tng}) + µ(Yn \ g
−1Yn)) + µ(X \ Y ) < ε+ 12ε + ε.
Condition (ii) follows after scaling ε appropriately. The proof of the former assertion of
the lemma is completed.
We prove the latter assertion of the lemma. By conditions (4) and (5) and the inequality
µ(An ∩Dn) ≥ µ(Dn)/2, for any n, we have
(9) µ(En) ≥ (2/9)µ(Dn \ Cn).
We set
Z =
⋃
n
(An ∩ Yn).
We check condition (iii). Since the set En is defined as En = (An ∩Dn) \Cn, we have the
inclusions An ∩ Yn ⊂ En and En \ (An ∩ Yn) ⊂ T
−1
n Cn \ Cn. It follows that
0 ≤
∑
n
µ(En)− µ(Z) =
∑
n
µ(En \ (An ∩ Yn)) ≤
∑
n
∑
k<n
µ(T−1n Dk \Dk) < ε,
where the last inequality follows from condition (3). On the other hand, by condition (9),
we have
∑
n µ(En) ≥ (2/9)
∑
n µ(Dn \ Cn), and by condition (7),∑
n
µ(Dn \ Cn) ≥
∑
n
µ(Yn) = µ(Y ) > 1− ε.
It follows that
∑
n µ(En) > 2/9−2ε/9 and µ(Z) >
∑
n µ(En)− ε > 2/9−11ε/9. The sets
SZ and Z are disjoint because TnAn and An are disjoint and S is equal to Tn on Yn. We
therefore have µ(SZ \ Z) = µ(SZ) = µ(Z) > 1/10, where the last inequality holds if ε is
taken to be small enough. Condition (iii) follows.
Finally we check condition (iv). Pick g ∈ Q. By Lemma 5.2,
µ(g(An ∩ Yn) \ (An ∩ Yn)) ≤ 3µ(En △ (An ∩ Yn)) + µ(gEn \ En).
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Summing over n, we obtain
µ(gZ \ Z) ≤
∑
n
µ(g(An ∩ Yn) \ (An ∩ Yn)) ≤
∑
n
(3µ(En △ (An ∩ Yn)) + µ(gEn \ En))
< 3ε+ ε,
where the last inequality follows from the inclusion An ∩ Yn ⊂ En, the inequality shown
in the previous paragraph, and condition (6). Condition (iv) follows. 
Without assuming that Tn is an involution and that Dn is invariant under Tn, we prove
the following lemma in which conclusion (i) is slightly milder than that in Lemma 5.3.
This will be used in the proof of Lemma 5.5 and Theorem 5.13.
Lemma 5.4. Let (Tn,Dn)n be a sequence of a pair of Tn ∈ [R] and Dn ∈ B such that
• (Tn)n is a central sequence in [R],
• (Dn)n is an asymptotically invariant sequence for R such that µ(Dn) is uniformly
positive, and
• µ(TnDn △Dn)→ 0 as n→∞.
Then for any ε > 0 and any finite subset Q ⊂ [R], we can find an S ∈ [R] such that
(i) a large piece of the map S is obtained by patching together pieces of the restrictions
Tn|Dn , n ∈ N. More precisely, for every x ∈ X outside a subset of measure less
than ε, there exists an index n with x ∈ Dn and Sx = Tnx, and
(ii) µ({gS 6= Sg}) < ε for every g ∈ Q.
Proof. As in the proof of Lemma 5.3, after passing to a subsequence of (Tn,Dn)n, we may
assume that conditions (1)–(3) in that proof hold. By the third assumption in the present
lemma, we may further assume that
(10)
∑
n µ(TnDn △Dn) < ε.
We set Cn =
⋃
k<nDk, Y1 = D1, Yn = Dn \ (Cn ∪ T
−1
n Cn) for n ≥ 2, and Y =
⋃∞
n=1 Yn
in the same way. As in the proof of Lemma 5.3, condition (3) implies µ(X \ Y ) < ε, and
conditions (1) and (3) imply
∑
n(gYn △ Yn) < 12ε for any g ∈ Q. We set
Y ′1 = D1 ∩ T
−1
1 D1, Y
′
n = (Dn ∩ T
−1
n Dn) \ (Cn ∪ T
−1
n Cn) for n ≥ 2, and Y
′ =
∞⋃
n=1
Y ′n.
For any n, the inclusions Y ′n ⊂ Yn and Yn \ Y
′
n ⊂ Dn \ T
−1
n Dn hold, and hence∑
n
µ(Yn \ Y
′
n) ≤
∑
n
µ(Dn \ T
−1
n Dn) < ε/2
by condition (10). Hence µ(Y \ Y ′) < ε/2 and µ(X \ Y ′) < 2ε. For any g ∈ Q, we have∑
n
µ(gY ′n △ Y
′
n) <
∑
n
(µ(gY ′n △ gYn) + µ(gYn △ Yn) + µ(Yn △ Y
′
n)) < ε+ 12ε+ ε.
We define S ∈ [R] as follows: We first define it on Y ′ such that S = Tn on Y
′
n for each
n. This map S : Y ′ → X is injective. Indeed, if k < n and Tkx = Tny with x ∈ Y
′
k and
y ∈ Y ′n, then it follows from TkY
′
k ⊂ Dk that Tkx ∈ Dk and thus y ∈ T
−1
n Dk ⊂ T
−1
n Cn.
This contradicts y ∈ Y ′n. It turns out that the measures of the sets Y
′ and SY ′ are equal.
Pick a Borel isomorphism between X \ Y ′ and X \ SY ′ which is a local section of R. We
define the map S on X \ Y ′ to be that isomorphism. The obtained map S : X → X is
then an automorphism of X and belongs to [R]. Condition (i) then follows. Along the
proof in Lemma 5.3, condition (ii) also follows from the estimates for Y ′n and Y
′ obtained
in the previous paragraph, after scaling ε appropriately. 
As a simple application of the last lemma, we obtain the following:
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Lemma 5.5. If R is Schmidt, then there exists a central sequence (Tn)n in [R] such that
Tnx 6= x for every n and every x ∈ X.
Proof. Let (Tn)n be a non-trivial central sequence in [R]. Set Dn = {x ∈ X | Tnx 6= x }.
The measure µ(Dn) is uniformly positive, and TnDn = Dn for every n. We claim that
(Dn)n is an asymptotically invariant sequence for R. Indeed, for any g ∈ [R], if n is large,
then for every x ∈ X outside a subset of small measure, we have gTnx = Tngx, and if
furthermore x ∈ X \Dn, then gx = Tngx, that is, gx ∈ X \Dn. The sequence (X \Dn)n
is therefore asymptotically invariant for R and the claim follows.
Pick ε > 0 and a finite subset Q ⊂ [R]. By Lemma 5.4, we can find an S ∈ [R] with
µ({gS 6= Sg}) < ε for any g ∈ Q and Sx 6= x for any x ∈ Y , where Y is a Borel subset
of X with µ(X \ Y ) < ε. There exists an isomorphism from X \ Y onto S(X \ Y ) which
fixes no point and is a local section of R. We define R ∈ [R] as the map equal to S on Y
and equal to that isomorphism on X \ Y . It turns out that µ({gR 6= Rg}) < 3ε for any
g ∈ Q and Rx 6= x for any x ∈ X. 
The next lemma will be used in the proof of Theorem 5.13.
Lemma 5.6. Let (Tn)n be a sequence in [R] such that µ(TnA△ A) → 0 for every Borel
subset A ⊂ X. Then µ({x ∈ X | Tnx = Sx 6= x })→ 0 for every S ∈ [R].
Proof. Suppose that the conclusion does not hold true. We set Y = {x ∈ X | Sx 6= x }.
Passing to a subsequence we may assume that µ({x ∈ Y | Tnx = Sx }) → s for some
s > 0. Fix a non-principal ultrafilter ω on N and let m be the mean on R defined by
m(D) = lim
n→ω
µ({x ∈ X | (Tnx, x) ∈ D}).
The mean m is balanced since m(RA) = limn→ω µ(T
−1
n A ∩ A) = µ(A). Therefore, by
Lemma 3.14 we have m({(Sx, x) | x ∈ Y }) = 0. Hence
0 = m({(Sx, x) | x ∈ Y }) = lim
n→ω
µ({x ∈ Y | Tnx = Sx}) = s,
a contradiction. 
5.3. Stability under compact extensions. The following is the main technical result
of this subsection:
Theorem 5.7. Let R be an ergodic discrete p.m.p. equivalence relation on (X,µ) and let
α : R → K be a cocycle into a compact group K. If R is stable, then for any decreasing
sequence V1 ⊃ V2 ⊃ · · · of open neighborhoods of the identity in K, there exists a pre-
stability sequence (Tn, An)n for R such that α(Tnx, x) ∈ Vn for every n and almost every
x ∈ X.
Proof. Throughout this proof, for T ∈ [R] and x ∈ X, we denote α(Tx, x) by α(T, x) for
the ease of symbols. Fix a bi-invariant metric on K. For ε > 0, let Vε denote the open
ball of radius ε about the identity in K. Pick ε > 0. We will find a pre-stability sequence
(Tn, An)n of R such that α(Tn, x) ∈ V for any n and any x ∈ X.
Let (Tn, An)n be a stability sequence for R. Find 0 < ε2 < ε1 < ε such that V
2
ε2 ⊂
Vε1 . Since K is compact, there exist finitely many elements c1, . . . , cN ∈ K with K =⋃N
i=1 Vε2ci. Passing to a subsequence of (Tn, An)n, we can find an i ∈ {1, . . . , N} such that
the set
Cn = {x ∈ X | α(Tn, x) ∈ Vε2ci }
has uniformly positive measure. Let c denote this ci. By Lemma 4.3, passing to a sub-
sequence, we may assume that for any n,m ∈ N, the intersection Cn ∩ Cm has uniformly
positive measure. If x ∈ Cn ∩ Cm, then
α(TmT
−1
n , Tnx) = α(Tm, x)α(Tn, x)
−1 ∈ Vε2c(Vε2c)
−1 = V 2ε2 ⊂ Vε1
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and therefore
Tn(Cn ∩ Cm) ⊂ {x ∈ X | α(TmT
−1
n , x) ∈ Vε1 }.
It follows that the set in the right hand side has uniformly positive measure. Replacing
the pair (Tn, An) into the pair (TmT
−1
n , Am) with sufficiently large m > n, we may assume
that the stability sequence (Tn, An)n satisfies that the set
En = {x ∈ X | α(Tn, x) ∈ Vε1 }.
has uniformly positive measure. We should note that TmT
−1
n is involutive thanks to the
condition, TnTm = TmTn and TnAm = Am for any distinct n and m, that is required for
a stability sequence, while not being required for a pre-stability sequence.
Let νn denote the probability measure on K that is the image of µ under the map
sending each x ∈ X to α(Tn, x). Let ν∞ be a weak
∗-cluster point of νn. We may assume
that νn converges to ν∞ in the weak
∗-topology. Since µ(En) is uniformly positive, we have
ν∞(Vε1) > 0. For any ε0 with ε1 < ε0 < ε, we have ν∞(Vε0) > 0. Since, as ε0 varies, the
boundaries ∂Vε0 are mutually disjoint, we may find some ε0 with ε1 < ε0 < ε such that
ν∞(∂Vε0) = 0. We set U = Vε0 and set
Dn = {x ∈ X | α(Tn, x) ∈ U }.
Since En ⊂ Dn, the set Dn has uniformly positive measure. The equation TnDn = Dn
follows from that Tn is an involution and U
−1 = U . Indeed, for any x ∈ Dn,
α(Tn, Tnx) = α(T
−1
n , Tnx) = α(Tn, x)
−1 ∈ U−1 = U
and hence Tnx ∈ Dn. Using ν∞(∂U) = 0, we show the following:
Claim 5.8. The sequence (Dn)n is asymptotically invariant for R.
Proof. Pick g ∈ [R] and ε > 0. Since ν∞(∂U) = 0, there exists an open ballW in K about
the identity with ν∞(WU \ U) < ε. We claim that for any sufficiently large n,
µ({x ∈ X | α(g, Tnx)α(g, x)
−1 6∈W }) < ε.
In fact, choosing an open ball W1 in K centered at the identity with W
2
1 ⊂W and finitely
many elements b1, . . . , bM ∈ K with K =
⋃M
i=1W1bi, we set
Yi = {x ∈ X | α(g, x) ∈W1bi }
for i ∈ {1, . . . ,M}. The set X is covered by the sets Y1, . . . , YM . If n is sufficiently large,
then for any i, we have µ(TnYi△ Yi) < ε/M and for any x ∈ T
−1
n Yi ∩ Yi,
α(g, Tnx)α(g, x)
−1 ∈W1bi(W1bi)
−1 =W 21 ⊂W.
The claim follows.
If n is sufficiently large, then for any x ∈ Dn outside a subset of small measure, we have
gTnx = Tngx and α(g, Tnx)α(g, x)
−1 ∈W , and therefore
α(Tn, gx) = α(Tng, x)α(g, x)
−1 = α(gTn, x)α(g, x)
−1
= α(g, Tnx)α(Tn, x)α(g, x)
−1
= α(g, Tnx)α(g, x)
−1α(g, x)α(Tn, x)α(g, x)
−1
∈Wα(g, x)Uα(g, x)−1 =WU.
Since the inequality lim supn νn(WU \U) ≤ ν∞(WU \U) holds and the measure ν∞(WU \
U) is small, for any x ∈ Dn outside a subset of small measure, we have α(Tn, gx) ∈ U ,
that is, gx ∈ Dn. It turns out that the measure of Dn \ g
−1Dn is small if n is sufficiently
large. 
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By Lemma 5.3, there exists a pre-stability sequence (Sm, Zm)m of R such that for any
m, the map Sm is obtained by patching together pieces of the restrictions Tn|En , n ∈ N,
along with a piece of the identity map, and µ(SmZm \Zm) > 1/10. The former condition
implies that for any x ∈ X, the element α(Sm, x) belongs to U and hence Vε. This is the
claim in the beginning of this subsection.
To obtain the conclusion of Theorem 5.7, we vary ε. Let V1 ⊃ V2 ⊃ · · · be a decreasing
sequence of open balls in K about the identity. Applying the claim shown above to each
Vn, we obtain a pre-stability sequence (Rn, Yn)n of R such that α(Rn, x) ∈ Vn for any n
and any x ∈ X. We note that µ(RnYn \ Yn) is uniformly positive because µ(SmZm \ Zm)
is uniformly positive independently of Vn. This completes the proof of Theorem 5.7. 
We recall fundamental facts on compact extensions of equivalence relations. Let R be
an ergodic discrete p.m.p. equivalence relation on (X,µ). Let α : R→ K be a cocycle into
a compact group K and L a closed subgroup of K. We equip the space X × K/L with
the product measure of µ and the K-invariant probability measure on K/L. We define
an equivalence relation Rα,L on X × K/L such that for any (y, x) ∈ R and any k ∈ K,
the two points (x, kL) and (y, α(y, x)kL) are equivalent. This Rα,L is a p.m.p. discrete
measured equivalence relation. We call the equivalence relation Rα,L obtained through
this procedure a compact extension of R. When L is trivial, the extension Rα,L is simply
denoted by Rα.
For any cocycle α : R → K into a compact group K, there exist a closed subgroup K0
of K and a cocycle α0 equivalent to α such that values of α0 are in K0 and there is no
cocycle equivalent to α0 with values in a proper closed subgroup of K0. The subgroup
K0 is uniquely determined up to conjugacy in K, and it is called the Mackey range of the
cocycle α. The extension Rα0 is then ergodic. We refer to [Z, Corollary 3.8] for details.
Corollary 5.9. Let R be an ergodic discrete p.m.p. equivalence relation on (X,µ). Let
α : R → K be a cocycle into a compact group K such that there is no cocycle equivalent
to α with values in a proper closed subgroup of K. Let L be a closed subgroup of K. If R
is stable, then the extension Rα,L is stable.
Proof. Pick a decreasing sequence V1 ⊃ V2 ⊃ · · · of open neighborhoods of the identity in
K such that their intersection consists of only the identity. By Theorem 5.7, there exists
a pre-stability sequence (Tn, An)n of R such that α(Tn, x) ∈ Vn for any n and any x ∈ X.
We note that to each element T of [R], the element T˜ of [Rα,L] is associated through the
formula T˜ (x, kL) = (Tx, α(T, x)kL) for x ∈ X and k ∈ K. The sequence (T˜n, An×K/L)n
is then a pre-stability sequence for Rα,L. 
Remark 5.10. Let R be an ergodic discrete p.m.p. equivalence relation on (X,µ) and let
α : R → K be a cocycle into a compact groupK. Even if α does not satisfy the assumption
in Corollary 5.9, we can show that if R is stable, then almost every ergodic component of
Rα,L is stable. Indeed, take a closed subgroupK0 and a cocycle β equivalent to α such that
there is no cocycle equivalent to β with values in a proper closed subgroup of K0. Since α
and β are equivalent, we have an isomorphism between Rα,L and Rβ,L. Let β0 : R → K0
be the cocycle obtained by simply replacing the range of the cocycle β : R → K into K0.
Let θ : X × K/L → K0\K/L be the projection of the second coordinate. The map θ
gives rise to the decomposition into ergodic components of Rβ,L. For almost every c ∈ K,
we have an isomorphism between the ergodic component (Rβ,L)|θ−1(c) and the extension
Rβ0,K0 ∩ cLc−1. If R is stable, then Rβ0,K0 ∩ cLc−1 is stable by Corollary 5.9, and therefore
almost every ergodic component of Rα,L is stable.
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Corollary 5.11. Let R be an ergodic discrete p.m.p. equivalence relation on (X,µ). Let
S be a finite index subrelation of R. If R is stable, then each ergodic component of S is
stable.
Proof. Let N be the index of S in R and let σ : R → Σ be the index cocycle, where Σ is
the symmetric group of N letters ([FSZ, Section 1]). Then S = ker σ, and the restriction
of Rσ to X × {e} is identified with S. The corollary follows from Remark 5.10. We note
that in general, for an ergodic discrete p.m.p. equivalence relation on (X,µ) and a Borel
subset A ⊂ X of positive measure, the equivalence relation is stable if and only if its
restriction to A is stable. 
We say that a free ergodic p.m.p. action of a countable group is stable if the associated
orbit equivalence relation is stable, and that a countable group is stable if it admits a
free ergodic p.m.p. action which is stable. Combining a result from [Ki4], we obtain the
following:
Corollary 5.12. Let G be a countable group. Then
(i) for any finite index subgroup H of G, H is stable if and only if G is stable.
(ii) For any finite normal subgroup N of G, G/N is stable if and only if G is stable.
Proof. Let H be a finite index subgroup of G. If H has a free ergodic p.m.p. action
H y (X,µ) which is stable, then the action of G induced from it is stable. Conversely, if
G is stable, then H is stable by Corollary 5.11. Assertion (i) follows.
To prove assertion (ii), let N be a finite normal subgroup of G. If G has a free ergodic
p.m.p. action Gy (X,µ) which is stable, then the action of the quotient, G/N y X/N ,
is also stable and hence G/N is stable. Conversely, suppose that G/N is stable. Let H
denote the centralizer of N in G, which is of finite index in G because N is finite. Let Z
denote the center of N . The quotient H/Z is then a finite index subgroup of G/N and
hence stable by assertion (i). Since Z is central in H, by [Ki4, Corollary 1.2], H is stable.
By assertion (i) again, G is stable. 
5.4. The Schmidt property under compact extensions. Following Theorem 5.7, we
obtain a similar result for non-trivial central sequences in the full group, in place of pre-
stability sequences, while the conclusion of the following theorem is slightly weaker than
that of Theorem 5.7.
Theorem 5.13. Let R be an ergodic discrete p.m.p. equivalence relation on (X,µ) and
let α : R → K be a cocycle into a compact group K. If R is Schmidt, then for any
decreasing sequence V1 ⊃ V2 ⊃ · · · of open neighborhoods of the identity in K, there exists
a non-trivial central sequence (Tn)n in [R] such that µ({x ∈ X | α(Tn, x) 6∈ Vn })→ 0.
Proof. We basically follow the proof of Theorem 5.7, while not a few modifications will be
performed. Fix a bi-invariant metric on K. For ε > 0, let Vε denote the open ball of radius
ε about the identity in K. Pick ε > 0 and a finite subset Q ⊂ [R]. To prove the theorem,
it suffices to find an S ∈ [R] such that µ({x ∈ X | Sx = x }) < ε, µ({gS 6= Sg}) < ε for
any g ∈ Q, and µ({x ∈ X | α(S, x) 6∈ Vε }) < ε.
Let (Tn)n be a non-trivial central sequence in [R]. Find 0 < ε2 < ε1 < ε such that
V 2ε2 ⊂ Vε1 . Since K is compact, there exist finitely many elements c1, . . . , cN ∈ K with
K =
⋃N
i=1 Vε2ci. Passing to a subsequence of (Tn)n, we can find an i ∈ {1, . . . , N} such
that the set
Cn = {x ∈ X | Tnx 6= x, α(Tn, x) ∈ Vε2ci }
has uniformly positive measure. Let c denote this ci. By Lemma 4.3, passing to a subse-
quence, we may assume that there exists an r > 0 such that for any n,m ∈ N, we have
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µ(Cn ∩ Cm) > r. We have the inclusion
Tn(Cn ∩ Cm) ⊂ {x ∈ X | T
−1
n x 6= x, α(TmT
−1
n , x) ∈ Vε1 },
as shown in the proof of Theorem 5.7, and hence the set in the right hand side has measure
more than r. By Lemma 5.6, if we fix n and let m be large, then the measure of the set
{x ∈ X | T−1m x = T
−1
n x 6= x } converges to 0. Therefore for any n, for any sufficiently
large m > n, the set
{x ∈ X | TmT
−1
n x 6= x, α(TmT
−1
n , x) ∈ Vε1 }
has measure more than r/2. As a result, relabeling TmT
−1
n as Sn, we obtain a central
sequence (Sn)n in [R] such that the set
En = {x ∈ X | Snx 6= x, α(Sn, x) ∈ Vε1 }
has uniformly positive measure.
For each n, let µn be the restriction of µ to the set {x ∈ X | Snx 6= x }, whose total
measure is uniformly positive. Let νn denote the measure on K that is the image of µn
under the map sending a point x to α(Sn, x). Let ν∞ be a weak
∗-cluster point of νn. We
may assume that νn converges to ν∞ in the weak
∗-topology. Since µ(En) is uniformly
positive, we have ν∞(Vε1) > 0. For any ε0 with ε1 < ε0 < ε, we have ν∞(Vε0) > 0.
Since, as ε0 varies, the boundaries ∂Vε0 are mutually disjoint, we may find some ε0 with
ε1 < ε0 < ε such that ν∞(∂Vε0) = 0. We set U = Vε0 and set
Dn = {x ∈ X | Snx 6= x, α(Sn, x) ∈ U }.
Since En ⊂ Dn, the set Dn has uniformly positive measure. Using that the sequence of
the set {x ∈ X | Snx 6= x } is asymptotically invariant for R and following the proof
of Claim 5.8, we can show that the sequence (Dn)n is asymptotically invariant for R. If
µ(SnDn△Dn) does not converge to 0, then after passing to a subsequence of (Sn,Dn)n, we
obtain a pre-stability sequence for R. The proof then reduces to Theorem 5.7. Otherwise,
by Lemma 5.4, there exists an S ∈ [R] such that a large part of the map S is obtained
by patching together pieces of the restrictions Sn|Dn , n ∈ N, and µ({gS 6= Sg}) < ε for
any g ∈ Q. The former condition means that for any x ∈ X outside a subset of measure
less than ε, there is an n such that x ∈ Dn and Sx = Snx. For any such x ∈ X, we have
Sx 6= x and α(S, x) ∈ U ⊂ Vε. 
Corollary 5.14. Let R be an ergodic discrete p.m.p. equivalence relation on (X,µ). Let
α : R → K be a cocycle into a compact group K such that there is no cocycle equivalent
to α with values in a proper closed subgroup of K. Let L be a closed subgroup of K. If R
is Schmidt, then the extension Rα,L is Schmidt.
Proof. Pick a decreasing sequence V1 ⊃ V2 ⊃ · · · of open neighborhoods of the identity in
K such that their intersection consists of only the identity. By Theorem 5.13, there exists
a non-trivial central sequence (Tn)n in [R] such that µ({x ∈ X | α(Tn, x) 6∈ Vn }) → 0.
As shown in the proof of Corollary 5.9, to each Tn, the element T˜n of [Rα,L] is associated,
and the sequence (T˜n)n is then a non-trivial central sequence in [Rα,L]. 
The same proof as that of Corollary 5.11 works to obtain the following:
Corollary 5.15. Let R be an ergodic discrete p.m.p. equivalence relation on (X,µ) and
let S be a finite index subrelation of R. If R is Schmidt, then each ergodic component of
S is Schmidt.
We may ask whether the same result as Corollary 5.12 holds for the Schmidt property of
groups in place of stability. Corollary 5.15 immediately implies that the Schmidt property
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passes from a group to each of its finite index subgroups. However the following remains
unsolved:
Question 5.16. Let G be a countable group with a finite central subgroup C. If G/C
has the Schmidt property, then does G have the Schmidt property as well?
We note that if C is an infinite central subgroup of G, then G automatically has the
Schmidt property (see Example 8.8).
6. Consequences under spectral-gap assumptions
6.1. Stable spectral gap. Recall that a unitary representation of a countable group G
has spectral gap if it does not contain the trivial representation of G weakly. We say that a
p.m.p. action Gy (X,µ) has spectral gap if the Koopman representation Gy L20(X) has
spectral gap, and that a p.m.p. action Gy (X,µ) has stable spectral gap if for any unitary
representation of G on a Hilbert space H, the diagonal representation Gy L20(X)⊗H has
spectral gap. If a free p.m.p. action Gy (X,µ) has stable spectral gap and the groupoid
G⋉ (X,µ) is inner amenable, then we can find the following remarkable Følner sequence
for the conjugating action of G:
Proposition 6.1. Let Gy (X,µ) be a free p.m.p. action with stable spectral gap, and let
R be the associated orbit equivalence relation. If R is inner amenable, then there exists a
sequence (Fn)n of finite subsets of G such that
(i) |F gn △ Fn|/|Fn| → 0 for each g ∈ G.
(ii) 1Fn(g)→ 0 for each g ∈ G.
(iii) supg∈Fn µ(gA△A)→ 0 for each Borel subset A ⊂ X.
Thus, if (gn)n is a sequence in G with gn ∈ Fn for all n, then gn converges to the identity
transformation in Aut(X,µ). In particular, the image of G in Aut(X,µ) is not discrete.
Before the proof, we prepare the following:
Lemma 6.2. Let Gy (X,µ) be a p.m.p. action with stable spectral gap. For each g ∈ G
let φg ∈ [G ⋉ (X,µ)] denote the section φg(x) = g. Then for any ε > 0, there exist a
finite subset S ⊂ G and δ > 0 such that if ξ ∈ L1(G×X) is any non-negative unit vector
satisfying supg∈S ‖ξ
φg − ξ‖1 < δ, then ‖ξ − Pξ‖1 < ε, where P : L
1(G×X)→ L1(G×X)
is the projection defined by integrating functions along X:
(Pξ)(g, x) =
∫
X
ξ(g, t) dµ(t)
for ξ ∈ L1(G×X), g ∈ G and x ∈ X.
Proof. The action G y G ×X defined by g(h, x) = (h, x)φ
−1
g = (ghg−1, gx) gives rise to
a unitary representation π : Gy L2(G ×X) which is naturally identified with the tensor
product of the conjugation representation of G on ℓ2(G) with the Koopman representation
of G on L2(X). The projection P is also defined on L2(G×X) by the same formula, and
it is exactly the orthogonal projection onto the subspace ℓ2(G) ⊗ C1.
Let ε > 0 be given and choose ε0 > 0 so that 2ε
1/2
0 + ε0 < ε. Since the representation
π : G y ℓ2(G) ⊗ L20(X) has spectral gap, there exist a finite subset S ⊂ G and δ >
0 such that if η ∈ L2(G × X) is any unit vector satisfying supg∈S ‖π(g)η − η‖
2
2 < δ,
then ‖η − Pη‖22 < ε0. Let ξ ∈ L
1(G × X) be any non-negative unit vector satisfying
supg∈S ‖ξ
φg − ξ‖1 < δ, and let η := ξ
1/2. Then η is a unit vector in L2(G×X), and
sup
g∈S
‖π(g)η − η‖22 ≤ sup
g∈S
‖ξφg − ξ‖1 < δ,
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where the first inequality follows from the inequality |a− b|2 ≤ |a2− b2| for all a, b ≥ 0. By
our choice of δ, we then have ‖η − Pη‖22 < ε0. It follows that ‖Pη‖
2
2 > 1− ε0 and hence
‖Pξ − (Pη)2‖1 =
∑
g∈G
(∫
X
ξ(g, x) dµ(x) −
(∫
X
ξ(g, x)1/2 dµ(x)
)2)
= 1− ‖Pη‖22 < ε0,
where we use Jensen’s inequality in the first equation. By the Cauchy-Schwarz inequality,
we have
‖ξ − (Pη)2‖1 = ‖(η + Pη)(η − Pη)‖1 ≤ ‖η + Pη‖2‖η − Pη‖2 ≤ 2ε
1/2
0 ,
and therefore ‖ξ − Pξ‖1 < 2ε
1/2
0 + ε0 < ε. 
Proof of Proposition 6.1. Let α : R→ G be the cocycle defined by the equation α(y, x)x =
y. Let (ξn)n∈N be an inner amenability sequence for R. For each n ∈ N, we define
pn ∈ ℓ
1(G) by pn(g) =
∫
X ξn(gx, x) dµ(x). Then each pn is a probability measure on G,
and by Lemma 6.2, we have ‖ξn − pn ◦ α‖1 → 0. Therefore, for each g ∈ G, we have
‖pgn − pn‖1 → 0, and pn(g)→ 0. For any Borel subset A ⊂ X, we have∑
g∈G
pn(g)µ(g
−1A ∩A) =
∫
RA
pn(α(y, x)) dµ
1(y, x)
=
∫
RA
ξn dµ
1 +
∫
RA
(pn ◦ α− ξn) dµ
1 → µ(A),
where the last convergence follows because (ξn)n is balanced. Therefore, for every ε > 0,
we have pn(DA,ε)→ 1, where we set
DA,ε = { g ∈ G | µ(gA△A) < ε }.
Let {Ai}i∈N be a countable collection of sets which are dense in the measure algebra of
µ. After passing to a subsequence of (pn)n∈N, we may assume without loss of generality
that pn(
⋂
i<nDAi,1/n) > 1 − 1/n for every n ∈ N. Let Q1 ⊂ Q2 ⊂ · · · be an increasing
exhaustion of G by finite subsets. Since pn(g) → 0 for each g ∈ G, after passing to a
further subsequence, we can assume without loss of generality that pn(Qn) < 1/n for
every n ∈ N. Let qn be the normalized restriction of pn to (
⋂
i<nDAi,1/n) \ Qn. Then
‖qn − pn‖1 → 0, so ‖q
g
n − qn‖1 → 0 for each g ∈ G. Therefore, by the Namioka trick,
we may find a sequence of finite subsets Fn ⊂ (
⋂
i<nDAi,1/n) \Qn such that condition (i)
holds. Condition (ii) holds since Fn ∩Qn = ∅. Given any Borel subset A ⊂ X and ε > 0,
we can find some i ∈ N with µ(A△ Ai) < ε/3. Then for any n > i with 1/n < ε/3, for
any g ∈ Fn ⊂ DAi,1/n, we have µ(gA△ A) ≤ µ(gAi △Ai) + 2µ(A△Ai) < ε. This shows
that condition (iii) holds. 
Corollary 6.3. The orbit equivalence relation associated to any Bernoulli shift action of
a non-amenable group is not inner amenable.
Proof. Let Gy (X,µ) be a Bernoulli shift action of a non-amenable group G. This action
is mixing, so the image of G in Aut(X,µ) is discrete. Since G is non-amenable, the action
Gy (X,µ) has stable spectral gap. Thus the corollary follows from Proposition 6.1. 
We will use the following lemma and corollary, which impose constraints on central
sequences in a full group, in order to construct interesting examples in Sections 7 and 8.
Lemma 6.4. Let G y (X,µ) and G y (Y, ν) be p.m.p. actions and suppose that the
action G y (X,µ) has stable spectral gap. We set (Z, ζ) = (X × Y, µ × ν) and let G act
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on (Z, ζ) diagonally. For any ε > 0, there exist a finite subset S ⊂ G and δ > 0 such that
if φ is any element of [G⋉ (Z, ζ)] satisfying
(6.1) inf
g∈S
ζ({ z ∈ Z | (φ ◦ φg)z = (φg ◦ φ)z }) > 1− δ,
then there exists a Borel subset Y ′ ⊂ Y , its partition Y ′ =
⊔m
i=1 Yi into finitely many Borel
subsets, and elements g1, . . . , gm ∈ G such that ν(Y
′) > 1− ε and for any y ∈ Yi, we have
µ({x ∈ X | φ(x, y) = gi }) > 1− ε.
Proof. We may assume that ε < 1/2. Let π : Gy ℓ2(G)⊗ L20(X)⊗ L
2(Y ) be the subrep-
resentation of the tensor product of the conjugation representation G y ℓ2(G) with the
Koopman representation G y L2(Z). Let P : L2(G × Z) → ℓ2(G) ⊗ C1 ⊗ L2(Y ) be the
orthogonal projection. Since π has spectral gap, there exist a finite subset S ⊂ G and
δ > 0 such that if η ∈ L2(G×Z) is any unit vector satisfying infg∈S Re〈π(g)η, η〉 > 1− δ,
then ‖η − Pη‖22 < ε
2.
Assume that φ ∈ [G⋉ (Z, ζ)] satisfies condition (6.1). We set D = { (φ(z), z) ∈ G×Z |
z ∈ Z }. Then 1D is a unit vector in L
2(G× Z), and for any g ∈ S, we have
〈π(g)1D , 1D〉 = ζ({ z ∈ Z | (φ ◦ φg)z = (φg ◦ φ)z }) > 1− δ.
It follows from our choice of S and δ that ‖1D−P (1D)‖
2
2 < ε
2 and hence ‖P (1D)‖
2
2 > 1−ε
2.
For g ∈ G and y ∈ Y , we set Ag,y = {x ∈ X | φ(x, y) = g }, so that P (1D)(g, (x, y)) =
µ(Ag,y) for any g ∈ G and almost every (x, y) ∈ X × Y . Then we have
1− ε2 < ‖P (1D)‖
2
2 =
∫
Y
∑
g∈G
µ(Ag,y)
2 dν(y) ≤
∫
Y
(
sup
g∈G
µ(Ag,y)
)∑
g∈G
µ(Ag,y) dν(y)
=
∫
Y
sup
g∈G
µ(Ag,y) dν(y),
and therefore there exists a Borel subset Y ′ ⊂ Y such that ν(Y ′) > 1 − ε and for almost
every y ∈ Y ′, we have supg∈G µ(Ag,y) > 1 − ε. Since ε < 1/2, for almost every y ∈ Y
′,
there exists a unique g ∈ G such that µ(Ag,y) > 1 − ε. If Y
′ is replaced with its slightly
smaller subset, there exist finitely many elements g1, . . . , gm ∈ G and a Borel partition
Y ′ =
⊔m
i=1 Yi such that for almost every y ∈ Yi, we have µ(Agi,y) > 1− ε. 
Corollary 6.5. Let Gy (X,µ) be a p.m.p. action with stable spectral gap. For any ε > 0
and any finite subset F ⊂ G, there exist a finite subset S ⊂ G and δ > 0 such that if φ is
any element of [G⋉ (X,µ)] satisfying
inf
g∈S
µ({x ∈ X | (φ ◦ φg)x = (φg ◦ φ)x }) > 1− δ,
then there exists an element g0 ∈ G which commutes with every element of F and satisfies
µ({x ∈ X | φ(x) = φg0(x) }) > 1− ε.
Proof. Pick 0 < ε < 1/2 and a finite subset F ⊂ G. In the proof of Lemma 6.1, suppose
that Y is a singleton. We may assume that δ < 1/4 for the number δ obtained from the
assumption that the action Gy (X,µ) has stable spectral gap. We may also assume that
the obtained finite subset S ⊂ G contains F . We set D = { (φ(x), x) ∈ G ×X | x ∈ X }.
Following the proof of Lemma 6.1, we obtain 1 − ε2 < ‖P (1D)‖
2
2 ≤ supg∈G µ(Ag), where
we set Ag = {x ∈ X | φ(x) = g } for g ∈ G. Hence there exists some g0 ∈ G such that
µ(Ag0) > 1−ε
2. It remains to show that g0 commutes with every element of S (and hence
of F ). Fix g ∈ S. Since µ(Ag0) > 1− ε
2 > 3/4 and µ({x ∈ X | (φ ◦ φg)x = (φg ◦ φ)x }) >
1− δ > 3/4, the set
g−1Ag0 ∩Ag0 ∩ {x ∈ X | (φ ◦ φg)x = (φg ◦ φ)x }
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is non-null, so fix some element x in this set. Then g0g = (φ ◦ φg)x = (φg ◦ φ)x = gg0 and
hence g0 commutes with g. 
6.2. Product actions. In this subsection, we show that if a free p.m.p. action Gy (X,µ)
satisfies both a spectral gap property and a mixing property, then its product with an
arbitrary p.m.p. action of G gives rise to the orbit equivalence relation which is not inner
amenable, and moreover the associated von Neumann algebra often does not have property
Gamma. This is already known for the Bernoulli shift action of a non-amenable group ([I,
Lemma 2.3]).
Proposition 6.6. Let G y (X,µ) be a free, p.m.p., mildly mixing action of an infinite
countable group G. Suppose that either
(1) the action Gy (X,µ) has stable spectral gap, or
(2) there is an infinite subgroup H of G such that the pair (G,H) has property (T).
Let G y (Y, ν) be an ergodic p.m.p. action and let G act on (X × Y, µ × ν) diagonally.
Then the translation groupoid G⋉ (X × Y, µ× ν) is not inner amenable.
If the action G y (Y, ν) is further strongly ergodic, then the von Neumann algebra
associated to the action Gy (X × Y, µ× ν) does not have property Gamma.
Recall that a p.m.p. action G y (X,µ) is called mildly mixing if for any Borel subset
A ⊂ X with 0 < µ(A) < 1, we have lim infg→∞ µ(gA△A) > 0 ([Sc1]). Any mildly mixing
action is weakly mixing, and hence the diagonal action Gy (X ×Y, µ× ν) in Proposition
6.6 is ergodic.
We will actually prove Proposition 6.6 in a slightly more general setting.
Assumption 6.7. Let Gy (X,µ) be a free p.m.p. action of an infinite countable group
G satisfying the following condition:
(A) There exist a finite subset K ⊂ G and a Borel subset D ⊂ X such that
inf
g∈G\K
µ(gD△D) > 0.
Let G y (Y, ν) be a p.m.p. action and set (Z, ζ) = (X × Y, µ × ν). Let G act on (Z, ζ)
diagonally and suppose that the action G y (Z, ζ) is ergodic. Let G act on G × Z by
g(h, z) = (ghg−1, gz), and then we have the Koopman representation π : Gy L2(G×Z).
Suppose also the following condition:
(B) The representation of G on ℓ2(G)⊗L20(X)⊗L
2(Y ) that is a subrepresentation of
π has spectral gap.
We fix the notation. Let M be the von Neumann algebra associated with the action
Gy (Z, ζ). Let τ be the tracial state on M , and let L2(M) be the completion of M with
respect to the norm ‖x‖2 = τ(x
∗x)1/2. The Hilbert space L2(M) is naturally identified
with ℓ2(G) ⊗ L2(X) ⊗ L2(Y ). Let Q : L2(M) → ℓ2({e}) ⊗ C1 ⊗ L2(Y ) be the orthogonal
projection.
Remark 6.8. The diagonal action Gy (X×Y, µ×ν) in Proposition 6.6 satisfies conditions
(A) and (B) in Assumption 6.7. Indeed, condition (A) follows since the action Gy (X,µ)
is mildly mixing. If condition (1) holds, then condition (B) obviously follows. If condition
(2) holds, then the restriction H y (X,µ) is mildly mixing and hence weakly mixing ([Sc1,
Section 2]). Since the representation H y L20(X) is weakly mixing, there is noH-invariant
unit vector in ℓ2(G)⊗L20(X)⊗L
2(Y ), and condition (B) follows from property (T) of the
pair (G,H).
The following is a remark due to Adrian Ioana on the first author’s earlier note.
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Lemma 6.9 (A. Ioana). Under Assumption 6.7, if (ηn)n is a sequence of unit vectors in
L2(M) such that ‖π(g)ηn − ηn‖2 → 0 for any g ∈ G and ‖ηn1A − 1Aηn‖2 → 0 for any
Borel subset A ⊂ Z, then ‖ηn −Qηn‖2 → 0.
Note that ηn1A is the vector in L
2(M) obtained by multiplying ηn by 1A ∈M from the
right, which is identified with the function 1GZ,Aηn ∈ L
2(G × Z), where G := G ⋉ (Z, ζ).
Similarly 1Aηn is the vector in L
2(M) which is identified with the function 1GA,Zηn.
Proof of Lemma 6.9. We first find a Borel subset E ⊂ X such that
inf
g∈G\{e}
µ(gE △ E) > 0.
Let K0 be the subgroup of elements g ∈ G with gD = D, which is contained in K and
hence finite. By condition (A), the number c := infg∈G\K0 µ(gD△D) is positive. Since the
action Gy X is free, there exists a Borel subset D1 ⊂ X \D such that µ(D1) < c/3 and
µ(gD1 △D1) > 0 for any g ∈ K0 \ {e}. The set E = D ∪D1 is a desired one. Indeed, for
any g ∈ G\K0, we have µ(gE△E) ≥ µ(gD△D)−2µ(D1) ≥ c/3, and for any g ∈ K0\{e},
we have µ(gE △ E) = µ(gD1 △D1) > 0. We set d = infg∈G\{e} µ(gE △ E) > 0.
For g ∈ G, let ug be the unitary of M associated to g. The representation π is given
by π(g)x = ugxu
∗
g for x ∈ M . Let P : L
2(M) → ℓ2(G) ⊗ C1 ⊗ L2(Y ) be the orthogonal
projection. By condition (B), we have
‖ηn − Pηn‖2 → 0.(6.2)
For each n, write Pηn =
∑
g∈G ug(1 ⊗ bn,g) where bn,g ∈ L
2(Y ). Let F := E × Y and let
1F be the indicator function of F . We have ‖ηn1F − 1F ηn‖2 → 0, and hence condition
(6.2) implies that ‖P (ηn)1F − 1FP (ηn)‖2 → 0. It follows that
‖P (ηn)1F − 1FP (ηn)‖
2
2 =
∑
g∈G
µ(E △ g−1E)‖bn,g‖
2
2 ≥ d
∑
g∈G\{e}
‖bn,g‖
2
2.
By the definition of P and Q, we have
∑
g∈G\{e} ‖bn,g‖
2
2 = ‖Pηn − Qηn‖
2
2 and hence
‖Pηn −Qηn‖2 → 0. By condition (6.2) again, ‖ηn −Qηn‖2 → 0. 
Corollary 6.10. Under Assumption 6.7, the following two assertions hold:
(i) The translation groupoid G⋉ (Z, ζ) is not inner amenable.
(ii) (A. Ioana) If the action G y (Y, ν) is strongly ergodic, then M does not have
property Gamma.
Proof. To prove assertion (i), suppose toward a contradiction that there exists an inner
amenability sequence (ξn) for the groupoid G ⋉ (Z, ζ). Let ηn := ξ
1/2
n . Then ηn is a unit
vector in L2(G × Z) and satisfies the assumption in Lemma 6.9. Indeed, for any g ∈ G,
we have ‖π(g)ηn − ηn‖
2
2 ≤ ‖(ξn)
φg−1 − ξn‖1 → 0, and setting G = G⋉ (Z, ζ), for any Borel
subset A ⊂ Z, we have ‖ηn1A−1Aηn‖
2
2 ≤ ‖1GZ,Aξn−1GA,Zξn‖1 → 0 since (ξn) is balanced.
By Lemma 6.9, we have ‖ηn−Qηn‖2 → 0. The projection Q is also defined on L
1(G×Z):
For ξ ∈ L1(G× Z), g ∈ G, x ∈ X and y ∈ Y , we set
(Qξ)(g, x, y) =
{∫
X ξ(e, t, y) dµ(t) if g = e,
0 if g 6= e.
As in the proof of Lemma 6.2, by Jensen’s inequality, we have
‖Qξn − (Qηn)
2‖1 =
∫
X×Y
ξn(e, x, y) dµ(x)dν(y) − ‖Qηn‖
2
2 ≤ ‖ηn‖
2
2 − ‖Qηn‖
2
2 → 0.
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By the Cauchy-Schwarz inequality, we have
‖ξn − (Qηn)
2‖1 ≤ ‖ηn +Qηn‖2‖ηn −Qηn‖2 ≤ 2‖ηn −Qηn‖2 → 0.
Therefore ‖ξn − Qξn‖1 → 0 and ξn is almost concentrated on the set {e} × Z. This
contradicts that (ξn)n is diffuse. Assertion (i) follows.
Suppose the action G y (Y, ν) is strongly ergodic. If M had property Gamma, then
we would have a central sequence (un)n of unitaries of M such that τ(un) = 0 for any n.
Since Q is G-equivariant, (Q(un))n is asymptotically G-invariant. By strong ergodicity of
the action G y (Y, ν), we have ‖Q(un)‖2 = ‖Q(un) − τ(Q(un))‖2 → 0. This contradicts
Lemma 6.9 and assertion (ii) follows. 
Proposition 6.6 follows from Corollary 6.10 and Remark 6.8.
7. Finite-index inclusions and central sequences
For a finite-index inclusion S < R of ergodic discrete p.m.p. equivalence relations, in
Corollaries 5.11 and 5.15, we showed that if R is stable or Schmidt, then so is S. In this
section, we discuss whether the converse holds. In Subsection 7.1, we give a sufficient
condition for the converse to hold. In Subsections 7.2 and 7.3, we give examples for which
the converse does not hold. Throughout this section, let (X,µ) be a standard probability
space and B denote the algebra of Borel subsets ofX, where two elements of B are identified
when their symmetric difference is µ-null.
7.1. The algebra of asymptotically invariant sequences. Let S < R be a finite-
index inclusion of ergodic discrete p.m.p. equivalence relations on (X,µ). It follows from
[Hm, Theorem 2.11] or [Su, Theorem 2] that we have an ergodic finite-index subrelation
S0 < S and a finite group F acting on S0 by automorphisms such that R = S0⋊F . Under
the assumption that S is stable or Schmidt, since these properties pass to S0, we may
assume that R is written as R = S ⋊ F for some finite group F acting on S.
Fix a non-principal ultrafilter ω on N and form the ultraproduct (Bω, µω) of the measure
algebra (B, µ). The full group [S] naturally acts on Bω, preserving µω. Let A denote the
fixed point algebra for this action. The group F also acts on Bω and on A.
Proposition 7.1. Suppose that F acts on A faithfully. Then
(i) if S is stable, then R is also stable.
(ii) If S is Schmidt, then R is also Schmidt.
Proof. We first find a non-zero B¯ ∈ A such that α(B¯) ∩ B¯ = 0 for any non-trivial α ∈ F .
Such a B¯ is obtained by applying the following repeatedly: For any non-trivial α ∈ F , if
C¯ ∈ A is non-zero, then there exists a non-zero B¯ ∈ A such that B¯ ⊂ C¯ and α(B¯)∩B¯ = 0.
Although this is proved in [CK, Lemma 2.3], we give a proof for completeness: Otherwise
we would have α(B¯) = B¯ for any B¯ ∈ A with B¯ ⊂ C¯, and since α acts on A non-trivially,
there exists a non-zero D¯ ⊂ 1− C¯ such that α(D¯)∩ D¯ = 0. If (Cn)n and (Dn)n represent
C¯ and D¯, respectively, then by Lemma 3.24, there exists a subsequence (Dkn)n of (Dn)n
such that µ(D′n) is uniformly positive, where D
′
n := Cn ∩Dkn . Let D¯
′ ∈ A be represented
by the sequence (D′n)n. Then D¯
′ is non-zero, but we have α(D¯′) = D¯′ since D¯′ ⊂ C¯, and
we have α(D¯′) ∩ D¯′ = 0 since α(D¯) ∩ D¯ = 0. This is a contradiction.
Let (Bn)n∈N be a sequence representing B¯ such that α(Bn)∩Bn = ∅ for any n and any
non-trivial α ∈ F . Take a decreasing sequence εn ց 0 of positive numbers, a sequence
(Ek)k∈N of elements of B which is dense in B, and a sequence (gk)k∈N of elements of [S]
which is dense in [S]. Passing to a subsequence of (Bn), we may assume that
(1) µ(gkα(Bn)△ α(Bn)) < εn/|F | for any k ≤ n and any α ∈ F .
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To prove assertion (i), assume that S is stable, and let (Tn, An)n∈N be a stability sequence
for S. Passing to a subsequence of (Tn, An), we may assume that for each n, for any k ≤ n
and any α ∈ F , we have
(2) µ(TnBn △Bn) < εn/|F |,
(3) |µ(An ∩Bn)− µ(Bn)/2| < εn,
(4) µ(Tn(α
−1(Ek ∩ α(Bn)))△ α
−1(Ek ∩ α(Bn)) < εn/|F |, and
(5) µ({α−1gkαTn 6= Tnα
−1gkα}) < εn/|F |.
We define Sn ∈ [S] such that for each α ∈ F , we have Sn = αTnα
−1 on α(Bn) outside
the set α(Bn \ T
−1
n Bn), which has measure less than εn/(2|F |) by condition (2), and also
have Sn(α(Bn)) = α(Bn), and Sn is the identity outside
⋃
α∈F α(Bn). By condition (4),
we have
µ(Sn(Ek ∩ α(Bn))△ (Ek ∩ α(Bn))) < 2εn/|F | and µ(SnEk △ Ek) < 2εn
for any k ≤ n. Therefore µ(SnE △ E)→ 0 for any E ∈ B. By construction, we also have
µ({αSn 6= Snα}) < εn for any α ∈ F .
Fix k ≤ n. We claim that µ({gkSn 6= Sngk}) < 5εn. This claim together with the facts
proved in the last paragaraph implies that the sequence (Sn) is central in [R]. By the
definition of Sn, for each α ∈ F , we have gkSn = gkαTnα
−1 on α(Bn) outside a subset of
measure less than εn/|F |. By condition (5), outside a subset of measure less than εn/|F |,
we have gkαTnα
−1 = α(α−1gkα)Tnα
−1 = αTnα
−1gk, and the right hand side is equal to
Sngk on α(Bn) outside a subset of measure less than 2εn/|F | by condition (1) and the
definition of Sn. As a result, µ({gkSn 6= Sngk} ∩ α(Bn)) < 4εn/|F | for each α ∈ F . Our
claim then follows from condition (1).
We set Cn = F (An ∩ Bn). The sequence (An ∩ Bn) is asymptotically invariant for S,
and the sequence (Cn) is thus asymptotically invariant for R. Since Sn preserves α(Bn)
for each α ∈ F , we have Sn(An ∩Bn) \ (An ∩Bn) ⊂ SnCn \Cn. Up to a subset of measure
less than εn/|F |, the left hand side is equal to Tn(An ∩Bn) \ (An ∩Bn), which is equal to
Tn(An ∩Bn) because TnAn is disjoint from An. By condition (3), the measure of the set
Tn(An ∩Bn) is equal to µ(Bn)/2 up to εn. Therefore µ(SnCn \Cn) is uniformly positive,
and (Sn, Cn) is a pre-stability sequence for R. Assertion (i) follows.
We prove assertion (ii) and assume that S is Schmidt. In the beginning of the proof of
this proposition, we found a sequence (Bn)n∈N of elements of B representing a non-zero
element of A and satisfying α(Bn) ∩ Bn = ∅ for any n and any non-trivial α ∈ F . Let
(Tn) be a central sequence in [S] such that Tnx 6= x for any n and any x ∈ X. Such a
sequence exists by Lemma 5.5. Take a sequence (Ek)k∈N of elements of B which is dense in
B. Passing to a subsequence of (Tn), we may assume that for each n, Tn almost fixes the
set Bn, and that for any k ≤ n and any α ∈ F , Tn almost fixes the set α
−1(Ek ∩ α(Bn)).
Define Sn ∈ [S] such that Sn = αTnα
−1 on the set α(Bn) outside its some subset of small
measure, Sn preserves α(Bn) for each α ∈ F , and Sn is the identity outside
⋃
α∈F α(Bn).
In the same manner as in the proof of assertion (i), we can show that (Sn) is central in [R].
Since Sn is equal to Tn on most part of Bn, the measure of the set {x ∈ X | Snx 6= x } is
uniformly positive. Assertion (ii) follows. 
7.2. An example for the Schmidt property. The following is a slight refinement of
[Ke2, Theorem 29.10]:
Proposition 7.2. Let G be a countably infinite, discrete group with property (T) and let
Gy (X,µ) a free ergodic p.m.p. action. Suppose the following two conditions:
• For any non-trivial element of G, its conjugacy class in G consists of at least two
elements.
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• For any g ∈ G whose conjugacy class in G is finite, the centralizer of g in G acts
on (X,µ) ergodically.
Then the action Gy (X,µ) is not Schmidt.
Proof. Let R := R(Gy (X,µ)). Suppose toward a contradiction that there exists a non-
trivial central sequence (Tn)n in [R]. By Lemma 5.5, we may assume that Tnx 6= x for
any n and any x ∈ X. We set G∗ = G \ {e}. Let G act on the space G∗ ×X by g(h, x) =
(ghg−1, gx) for g ∈ G, h ∈ G∗ and x ∈ X. We then have the unitary representation of G
on the Hilbert space H = ℓ2(G∗) ⊗ L2(X). Let P : H → H be the orthogonal projection
onto the subspace of G-invariant vectors. Let Ω denote the set of finite conjugacy classes
in G∗. Each vector ξ of H is uniquely written as ξ =
∑
g∈G∗ δg ⊗ ξg, where δg is the Dirac
function on g and ξg ∈ L
2(X). For ω ∈ Ω, we set cω(ξ) = |ω|
−1
∑
h∈ω µ(ξh) and identify
it with the constant function on X of that value. By our second assumption, the equation
Pξ =
∑
ω∈Ω
∑
g∈ω δg ⊗ cω(ξ) holds.
Claim 7.3. Any element T ∈ [R] with Tx 6= x for any x ∈ X gives rise to the unit vector
of H, ξT =
∑
g∈G∗ δg ⊗ ξT,g, where ξT,g is the indicator function of the set {T = g}, and
this vector satisfies the inequality ‖ξT − PξT ‖
2 ≥ (1/2)‖PξT ‖
2.
Proof. For simplicity, we set ξ = ξT and ξg = ξT,g. For any ω ∈ Ω, we have 0 ≤ cω(ξ) ≤
|ω|−1 ≤ 1/2 by the first assumption in Proposition 7.2. The desired inequality is obtained
as follows:
‖ξ − Pξ‖2 ≥
∑
ω∈Ω
∑
g∈ω
‖ξg − cω(ξ)‖
2 =
∑
ω∈Ω
∑
g∈ω
(µ(ξg)− 2cω(ξ)µ(ξg) + cω(ξ)
2)
=
∑
ω∈Ω
|ω|cω(ξ)(1− cω(ξ)) ≥
1
2
∑
ω∈Ω
|ω|cω(ξ) ≥
1
2
‖Pξ‖2. 
Let ξn denote the unit vector to which the automorphism Tn gives rise as in Claim 7.3.
Since (Tn)n is a central sequence in [R], the sequence (ξn)n is asymptotically G-invariant,
that is, for any g ∈ G, we have ‖gξn − ξn‖ → 0 as n → ∞. It follows from property (T)
of G that ‖ξn − Pξn‖ → 0. This contradicts the inequality in Claim 7.3. 
Proposition 7.4. Let G be a countable discrete group with property (T) and H a finite
index, normal subgroup of G. Let C be an infinite central subgroup of H which is normal in
G. Suppose that for any non-trivial element of G, its conjugacy class in G either contains
an element of C and at least two elements or is infinite. Then there exists a free ergodic
p.m.p. action Gy (X,µ) which is not Schmidt and such that the restriction H y (X,µ)
is ergodic and Schmidt.
Proof. Embed the group C into an abelian compact groupK, equipK with the normalized
Haar measure, and let C act on K by translation. Choose a section s0 : H/C → H of
the quotient map. Pick representatives g1, . . . , gN of left cosets of H in G, where N is
the index of H in G. We then have the section s : G/C → G defined by s(gib) = gis0(b)
for i ∈ {1, . . . , N} and b ∈ H/C. Let G act on the product space X :=
∏
G/C K by the
action co-induced from the action C y K. This is defined by (gf)(b) = c−1f(g−1b) for
g ∈ G, f ∈ X and b ∈ G/C, where the element c ∈ C is determined by the equation
s(g−1b)c = g−1s(b). Let µ be the probability measure on X that is the product of the
Haar measure on K. SinceH/C is infinite, the restriction H y (X,µ) is ergodic. Choose a
sequence (cn)n of non-trivial elements of C such that for any i ∈ {1, . . . , N}, the sequence
(g−1i cngi)n converges to the identity in K. It follows from the definition of the co-induced
action that (cn)n is central as a sequence in the full group [R(H y (X,µ))]. Indeed, for
40 YOSHIKATA KIDA AND ROBIN TUCKER-DROB
any b ∈ H/C, c ∈ C and i ∈ {1, . . . , N}, the equation
c−1s(gib) = c
−1gis0(b) = gig
−1
i c
−1gis0(b) = gis0(b)g
−1
i c
−1gi = s(gib)g
−1
i c
−1gi
holds, where the third equation holds since C is normal in G and thus g−1i c
−1gi ∈ C. This
implies that c acts on the coordinate of X whose index is gib by adding g
−1
i cgi. On the
other hand, by Proposition 7.2, the action Gy (X,µ) is not Schmidt. 
In the notation of Proposition 7.4, we set R = R(G y (X,µ)) and define a cocycle
α : R → G/H by α(gx, x) = gH for g ∈ G and x ∈ X. The extension Rα is an equivalence
relation onX×G/H and its restriction to the subsetX×{e} is exactly the orbit equivalence
relation R(H y (X,µ)). The conclusion of Proposition 7.4 says that Rα is Schmidt, while
R is not. Thus the converse of Corollary 5.14 does not hold.
Example 7.5. We give an example of groups G, H satisfying the assumption in Proposition
7.4. We define H as the subgroup of SL5(Z) consisting of matrices of the form
1 ∗ ∗0 h ∗
0 0 1

 ,
where h runs through all elements of SL3(Z). This kind of groups appears in [dC], and
as mentioned in [dC, Proposition 2.7], the group H has property (T). The center of H,
denoted by C, consists of matrices such that any diagonal entry is one and the (1, 5)-entry
is the only off-diagonal entry that is possibly non-zero. We set
u =

−1 0 00 I3 0
0 0 1

 ,
where I3 is the 3-by-3 identity matrix, and define G as the subgroup of GL5(Z) generated
by H and u. The element u normalizes H, and the index of H in G is 2.
We claim that these groups G, H satisfy the assumption of Proposition 7.4, that is,
for any non-trivial element of G, its conjugacy class in G either contains an element of
C and at least two elements or is infinite. For any non-trivial element c ∈ C, we have
ucu−1 = c−1, and the conjugacy class of c in G consists of the two distinct elements, c
and c−1.
We show that the other conjugacy class except for {e} is infinite. Pick g, h ∈ H and
write them as
g =

1 g12 g130 g22 g23
0 0 1

 , h =

1 h12 h130 h22 h23
0 0 1

 .
We first show that the centralizer of gu in H is of infinite index. Otherwise, for any matrix
h such that h22 belongs to some finite index subgroup of SL3(Z) and the other hij is zero,
gu and h would commute. It follows from
guh =

−1 g12 g130 g22 g23
0 0 1



1 0 00 h22 0
0 0 1

 =

−1 g12h22 g130 g22h22 g23
0 0 1

 and
hgu =

1 0 00 h22 0
0 0 1



−1 g12 g130 g22 g23
0 0 1

 =

−1 g12 g130 h22g22 h22g23
0 0 1


that g22 = I3 and that g12 and g23 are zero. For any h in some finite index subgroup of
the center of H, gu and h also commute. The (1, 5)-entries of guh and hgu are g13 − h13
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and g13+h13. This is impossible. It turns out that the centralizer of gu in H is of infinite
index in H, and the conjugacy class of gu in G is therefore infinite.
Similarly, comparing gh and hg for the matrix h such that h22 belongs to some finite
index subgroup of SL3(Z) and the other hij are zero, we can show that if the centralizer
of g in H is of finite index in H, then g belongs to the center of H. The conjugacy class
of any non-central element of H in G is therefore infinite. The proof that G and H satisfy
the assumption of Proposition 7.4 is completed.
7.3. An example for stability. We construct an ergodic p.m.p. equivalence relation
R and its finite-index subrelation S such that S is stable, but R is not stable. Let
X0 =
∏
N
Z/2Z be the compact group equipped with the normalized Haar measure µ0.
Let H0 =
⊕
N
Z/2Z be the subgroup of X0, let H0 act on X0 by translation, and set
R0 = R(H0 y (X0, µ0)). Choose a non-amenable group Γ arbitrarily. We set Y =
∏
ΓX0
and equip Y with the product measure of µ0, denoted by ν. Let H1 := Γ×H0 act on Y
such that Γ × {e} acts on Y by the Bernoulli shift and {e} × H0 acts on Y diagonally.
We set R1 = R(H1 y (Y, ν)) and set S = R0 × R1, which is an equivalence relation
on the product space (Z, ζ) := (X0 × Y, µ0 × ν) and is also the orbit equivalence relation
associated with the coordinatewise action G := H0 ×H1 y (Z, ζ).
We define an automorphism σ of (Z, ζ) by
σ(x, (yγ)γ∈Γ) = (x, (xyγ)γ∈Γ)
for x ∈ X0 and (yγ)γ ∈ Y . We claim that σ is an automorphism of S. We first show that
σ is equivariant under the action of H1, where H1 is identified with the subgroup {e}×H1
of G. Indeed, for any (x, (yγ)γ) ∈ Z and (δ, h) ∈ H1 = Γ × H0, we have (δ, h)(yγ )γ =
(hyδ−1γ)γ . We also have σ((δ, h)(x, (yγ )γ)) = (x, (xhyδ−1γ)γ) = (δ, h)σ(x, (yγ )γ). We
therefore obtain the desired equivariance of σ and then σ(I0 ×R1) = I0 ×R1, where I0
denotes the trivial equivalence relation on (X0, µ0). We next show that σ(R0 × I1) ⊂ S,
where I1 denotes the trivial equivalence relation on (Y, ν). For any (x, (yγ)γ) ∈ Z and
h ∈ H0, we have σ(x, (yγ)γ) = (x, (xyγ)γ), which is S-equivalent to (hx, (hxyγ)γ) =
σ(hx, (yγ)γ). The claim follows.
Since any non-trivial element of X0 is of order 2, the automorphism σ is also of order
2. Let R := S ⋊ 〈σ〉 be the equivalence relation generated by S and σ, which contains S
as a subrelation of index 2.
The equivalence relation S = R0 ×R1 is clearly stable. We show that R is not stable.
Otherwise, by Theorem 5.7, there would exist a pre-stability sequence (Tn, An) for R with
Tn ∈ [S]. Since the action Gy (Y, ν) has stable spectral gap, the unitary representation
Gy L2(X0)⊗ L
2
0(Y ) has spectral gap. We may therefore assume that An is of the form
An = A¯n × Y for some Borel subset A¯n ⊂ X0. Furthermore by Lemma 6.4, passing
to a subsequence of (Tn, An), we may assume that for any n, there exist finitely many
g1, . . . , gm ∈ G, a Borel subset X
′ ⊂ X0 and its Borel partition X
′ =
⊔m
i=1Xi such that
µ0(X
′) > 1−1/n and ν(Agi,x) > 1−1/n for any x ∈ Xi and any i ∈ {1, . . . ,m}, where we
set Ag,x = { y ∈ Y | Tn(x, y) = g(x, y) } for g ∈ G and x ∈ X0. Passing to a subsequence
of (Tn, An), we may assume that ζ(W ) > 1− 1/n, where we set
W = { z ∈ Z | (σ ◦ Tn)(z) = (Tn ◦ σ)(z) }.
Let I be the set of all i ∈ {1, . . . ,m} such that the set W ∩ Agi ∩ σAgi ∩ (Xi × Y )
has positive measure, where we set Ag = { z ∈ Z | Tn(z) = gz } for g ∈ G. Then
ζ(
⊔
i∈I(Agi ∩ σAgi ∩ (Xi × Y ))) > 1 − 4/n. If i ∈ I, then gi belongs to {e} × H1.
Indeed, setting gi = (hi, (γi, h
′
i)) ∈ H0 × H1 and taking a point (x, (yγ)γ) from the set
W ∩Agi ∩ σAgi ∩ (Xi × Y ), we have
(σ ◦ Tn)(x, y) = σ(hix, (h
′
iyγ−1i γ
)γ) = (hix, (hixh
′
iyγ−1i γ
)γ)
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and
(Tn ◦ σ)(x, y) = Tn(x, (xyγ)γ) = (hix, (h
′
ixyγ−1i γ
)γ).
Since these two elements are equal, we have hi = e. Since H1 acts on X0 trivially and the
set An is of the form An = A¯n×Y , the transformation Tn sends An∩Agi∩σAgi∩ (Xi×Y )
into An. Hence An \ T
−1
n An ⊂ Z \ (
⊔
i∈I(Agi ∩ σAgi ∩ (Xi × Y ))), and the measure of the
set in the right hand side is less than 4/n. This contradicts that (Tn, An) is a stability
sequence.
Remark 7.6. We note that G and σ generate the semi-direct product G ⋊ 〈σ〉 such that
σ acts on G by σ(h, (γ, h′)) = (h, (γ, hh′)) for h ∈ H0 and (γ, h
′) ∈ H1 = Γ ×H0. Then
R is the orbit equivalence relation generated by the action of G⋊ 〈σ〉. We also note that
R is not stable, but is Schmidt because the subgroup {e} × ({e} ×H0) of G is central in
G ⋊ 〈σ〉 and the elements hn ∈ H0 =
⊕
N
Z/2Z such that the coordinate indexed by n is
1 and the other coordinates are 0 form a central sequence in the full group of R.
8. Miscellaneous examples
8.1. Orbitally inner amenable groups. Recall that a countable group is said to be
orbitally inner amenable if it admits a free ergodic p.m.p. action whose orbit equivalence
relation is inner amenable (Subsection 3.6). We provide several examples of such groups
and free ergodic p.m.p. actions whose orbit equivalence relations are inner amenable, but
not Schmidt. By Corollary 4.7, any countable, residually finite, inner amenable group is
orbitally inner amenable. More generally, we obtain the following:
Proposition 8.1. Let G be a countable group with normal subgroup N . Assume that there
exists a chain N = N0 > N1 > · · · of finite index subgroups of N with
⋂
iNi = {e}, and
with each Ni normal in G. Assume furthermore that there exists a diffuse conjugation
invariant mean m on G with m(N) = 1. Then G is orbitally inner amenable.
Proof. Let mˇ be the mean on G defined by mˇ(D) = m(D−1) for D ⊂ G. Then the
convolution n0 := mˇ ∗m is also diffuse and conjugation-invariant with n0(N) = 1. For
any finite index subgroup L of N , by finite additivity, we have
∑
hL∈N/Lm(hL) = 1 and
hence
n0(L) =
∫
N
m(k−1L) dmˇ(k) =
∑
hL∈N/L
∫
hL
m(kL) dm(k) =
∑
hL∈N/L
m(hL)2 > 0.
For each i ∈ N, since Ni is normal in G, the normalized restriction of n0 to Ni, denoted by
ni, is a diffuse, conjugation-invariant mean on G with ni(Ni) = 1. Let n be any weak
∗-
cluster point of (ni)i∈N in the space of means on G. Then n is a diffuse, conjugation-
invariant mean on G with n(Ni) = 1 for any i ∈ N. Let N y (K,µK) be the profinite
action associated to the chain (Ni)i∈N, i.e., the inverse limit of the finite actions N y
(N/Ni, µN/Ni) with each µN/Ni normalized counting measure on N/Ni. We naturally view
N as a subgroup of the profinite group K. Observe that for any open neighborhood U of
the identity of K, we have n(N ∩ U) = 1. Therefore, for any Borel subset B ⊂ K, we
have ∫
N
µK(hB △B) dn(h) = 0.(8.1)
Let G y (X,µ) be the action co-induced from the action N y (K,µK). This is a free
ergodic p.m.p. action of G. We set R = R(Gy (X,µ)). Since each Ni is normal in G, the
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action N y (X,µ) is isomorphic to the product of countably many copies of the action
N y (K,µK). Therefore, (8.1) implies that for any Borel subset A ⊂ X, we have∫
N
µ(hA△A) dn(h) = 0.(8.2)
Define a mean nR on (R, µ) by
nR(D) =
∫
N
µ({x ∈ X | (hx, x) ∈ D }) dn(h)
for a Borel subset D ⊂ R. The mean nR is diffuse since n is diffuse, and nR is balanced
by (8.2). Since n is invariant under conjugation by G, and µ is G-invariant, we have
nR(D
φg ) = nR(D) for any Borel subset D ⊂ R and any g ∈ G. By Remark 3.9, nR is a
mean witnessing that R is inner amenable. 
Proposition 8.2. Let H be a non-trivial countable group, let K be a countable group
acting on a countable set V , and assume that there exists a diffuse K-invariant mean on
V . Then the generalized wreath product G := H ≀V K is orbitally inner amenable.
Proof. By assumption, there exists a sequence (Qn)n∈N of finite subsets of V satisfying
(i) |k ·Qn △Qn|/|Qn| → 0 for any k ∈ K, and
(ii) 1Qn(v)→ 0 for any v ∈ V .
We set N =
⊕
V H and view each element of N as a function z : V → H whose support
supp (z) = { v ∈ V | z(v) 6= eH } is finite. Let K act on N by (k · z)(v) = z(k
−1 · v),
and identify N and K with subgroups of G, so that G = NK is the internal semi-direct
product of N with K and kzk−1 = k · z for k ∈ K and z ∈ Z.
Let H yα0 (Y0, ν0) be a free ergodic p.m.p. action. We set (Y, ν) = (Y
V
0 , ν
V
0 ) and let
N yα (Y, ν) be the componentwise action given by (zαy)(v) = z(v)α0y(v) for z ∈ N , y ∈ Y
and v ∈ V . The action N yα (Y, ν) is free and ergodic, and naturally extends to an action
of G, but this extension may not be free in general. Instead, we set (X,µ) = (Y K , νK)
and let Gyβ (X,µ) be the action co-induced from the action N yα (Y, ν). Explicitly,
((zk)βx)(k0) = (k
−1
0 · z)
αx(k−1k0)
for k, k0 ∈ K, z ∈ N and x ∈ X. This is a free ergodic p.m.p. action of G. Since N is
normal in G, the action N yβ (X,µ) is isomorphic to the product of countably many
copies of the action N yα (Y, ν).
For v ∈ V and h ∈ H, let zv,h ∈ N be the element determined by supp (zv,h) = {v} and
zv,h(v) = h. Fix any non-trivial h0 ∈ H, and for each n ∈ N, set Fn = { zv,h0 | v ∈ Qn }.
Then conditions (i) and (ii) imply that |F gn △ Fn|/|Fn| → 0 and 1Fn(g) → 0 for any
g ∈ G. Moreover, condition (ii) implies that if C is any subset of Y = Y V0 that depends
on only finitely many V -coordinates, then for any large enough n, C is independent of the
coordinates in Qn, and hence for every z ∈ Fn, we have z
αC = C. It follows that for any
Borel subset B ⊂ Y , we have limn→∞ supz∈Fn ν(z
αB △ B) = 0. Since the action N yβ
(X,µ) is isomorphic to the product of countably many copies of the action N yα (Y, ν),
it follows that for any Borel subset A ⊂ X, we have
(8.3) lim
n→∞
sup
z∈Fn
µ(zβA△A) = 0.
Let R denote the orbit equivalence relation of the action Gyβ (X,µ). For each n ∈ N,
define a function ξn on R by ξn(g
βx, x) = 1Fn(g)/|Fn| for g ∈ G and x ∈ X. Then the
sequence (ξn)n∈N is balanced by (8.3). Moreover, the sequence (ξn) inherits from (Fn) the
properties of being asymptotically diffuse and asymptotically invariant under conjugation
by elements of G. Therefore, by Remark 3.9, any weak∗-cluster point of (ξn)n∈N will be a
mean witnessing that R is inner amenable. 
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Remark 8.3. In the proof of Proposition 8.2, observe that, sinceK yβ (X,µ) is a Bernoulli
shift, if K is non-amenable, then the action Gyβ (X,µ) has stable spectral gap. Thus, if
in addition K is finitely generated and center-less, and K acts on V with infinite orbits,
then the centralizer of K in G is trivial, and hence Corollary 6.5 shows that the equivalence
relation R(Gyβ (X,µ)) is not Schmidt. Examples of K and V satisfying those conditions
are found in [GM], and for such K and V , R(G yβ (X,µ)) is inner amenable, but not
Schmidt.
8.2. Product groups. Let L be a non-amenable group and let H be a countable group.
We set G = L×H and identify L and H with their respective images, L×{e} and {e}×H,
in G. Let H y (X0, µ0) be a free ergodic p.m.p. action, and let G y (X,µ) := (X
L
0 , µ
L
0 )
be the action such that H acts diagonally and L acts by Bernoulli shift. Explicitly the
action Gy X is given by (lh · x)(k) = h · x(l−1k) for l, k ∈ L, h ∈ H and x ∈ X. This is
a free ergodic action and set R = R(G y (X,µ)). We discuss inner amenability and the
Schmidt property of R. This kind of an example is considered in [CJ] in another context.
Proposition 8.4. In the above notation,
(i) if H is inner amenable and the action H y (X0, µ0) is profinite, then R is inner
amenable.
(ii) If H is finitely generated and the center of H is trivial, then the action Gy (X,µ)
is not Schmidt.
(iii) If the action H y (X0, µ0) is mildly mixing, then for any ergodic p.m.p. action
Gy (Y, ν), the diagonal action Gy (X × Y, µ × ν) is not inner amenable.
Remark 8.5. In particular, if we let the group H and the action H y (X0, µ0) satisfy the
assumptions in assertions (i) and (ii) simultaneously, then the action Gy (X,µ) is inner
amenable, but not Schmidt. For example, let H be the lamplighter group H = (Z/2Z) ≀Z.
ThenH is finitely generated, residually finite, inner amenable group whose center is trivial.
Proof of Proposition 8.4. The action G y (X,µ) is isomorphic to the action co-induced
from the action H y (X0, µ0). The proof of Proposition 8.1 (with H playing the role of
N) therefore shows that R is inner amenable under the assumption in assertion (i).
We prove assertion (ii). The action Ly (X,µ) is isomorphic to a Bernoulli shift. Since
L is non-amenable, the equivalence relation RL := R(Ly (X,µ)) is not inner amenable,
and the action Ly (X,µ) has stable spectral gap. Therefore, the action Gy (X,µ) has
stable spectral gap as well. Since H is finitely generated and the center of H is trivial,
Corollary 6.5 shows that if (φn) is any central sequence in [R], then there exists a sequence
(ln) in L such that µ({x ∈ X | φn(x) = lnx })→ 1. Since [RL] has no non-trivial central
sequence, we must have ln = e for any large enough n, and hence the sequence (φn) is
asymptotically trivial.
Assertion (iii) is a direct consequence of Proposition 6.6. 
Remark 8.6. We keep the notation in the beginning of this subsection. The assumption
in Proposition 8.4 (ii) on the center of H is necessary. Indeed, let H = Z and let X0 =
Z2, the group of 2-adic integers, with the normalized Haar measure µ0. Let the action
H y (X0, µ0) be given by translation. Then the action Gy (X,µ) is not stable (since it
has stable spectral gap), but is Schmidt. Indeed, the element 2n of Z for n ∈ N forms a
central sequence in [R] (see also [Ke2, Section 29 (C)]).
The assumption in Proposition 8.4 (iii) is also necessary. Indeed, keeping the notation in
the last paragraph, we set (Y, ν) = (X0, µ0) and let G act on (Y, ν) through the projection
from G onto Z and the translation by Z on Z2. The diagonal action Gy
α (X × Y, µ× ν)
is then stable: Let Rα denote the orbit equivalence relation of this action. For n ∈ N, let
Tn ∈ [Rα] be the element 2
n of Z < G, and let An be the subset of X ×Y consisting of all
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(x, y) ∈ X × Y with yn = 0 when y is written as y =
∑∞
k=0 2
kyk ∈ Z2. Then the sequence
(Tn, An)n is a pre-stability sequence for Rα.
We construct the following interesting examples through actions of product groups:
Proposition 8.7. There exists an ergodic discrete p.m.p. equivalence relation whose full
group admits a non-trivial central sequence, but admits no non-trivial central sequence
consisting of periodic transformations with uniformly bounded periods.
Furthermore there exists an ergodic discrete p.m.p. equivalence relation whose full group
admits a non-trivial central sequence, but admits no non-trivial central sequence consisting
of aperiodic transformations.
Proof. In what follows, for a group G, its center is denoted by Z(G). Let L0 and L1 be
a finitely generated, non-amenable group with trivial center. Let H0 and H1 be finitely
generated groups, and suppose that Z(H0) is torsion-free and infinite (e.g., take H0 = Z)
and that Z(H1) is isomorphic to the direct sum of infinitely many copies of Z/2Z (e.g.,
by [Hl, Theorem 6], any countable abelian group is isomorphic to the center of some
2-generated central-by-metabelian group). For each i = 0, 1, we set Gi = Li × Hi, so
that Z(Gi) = {e} × Z(Hi). Since Z(Hi) is infinite, we have a free ergodic p.m.p. action
Hi y (Yi, νi) such that the image of Z(Hi) in Aut(Yi, νi) is precompact (see the proof
of [TD, Theorem 15] or Example 8.8 below). Set (Xi, µi) = (Y
Li
i , ν
Li
i ) and let Gi act on
(Xi, µi) via ((l, h) · x)(k) = h · x(l
−1k) for l, k ∈ Li, h ∈ Hi and x ∈ Xi. Let RGi denote
the orbit equivalence relation of this action Gi y (Xi, µi).
The image of Z(Gi) = {e} × Z(Hi) in Aut(Xi, µi) is precompact, so the full group
[RGi ] admits a non-trivial central sequence consisting of non-trivial elements of Z(Gi)
which converge to the identity transformation in Aut(Xi, µi). The action Gi y (Xi, µi) is
free and has stable spectral gap since Li is non-amenable and Li × {e} acts by Bernoulli
shift on (Xi, µi). If (Tn,i)n∈N is any central sequence of elements in [RGi ], then, since Gi
is finitely generated, Corollary 6.5 shows that there exists a sequence e 6= ci,n ∈ Z(G0),
n ∈ N, such that µi({x ∈ Xi | Tn,i(x) = cn,i · x })→ 1. Therefore, since Z(G0) is torsion-
free, the sequence (Tn,0) cannot consist of involutions, or even of periodic transformations
with uniformly bounded periods. Likewise, since every non-trivial element of Z(G1) has
order 2, the sequence (Tn,1) cannot consist of aperiodic transformations. 
8.3. Groups with Schmidt or stable actions. Some inner amenable groups considered
in various contexts are shown to admit a Schmidt or stable action.
Example 8.8. Let G be a countable group with an infinite central subgroup C. A Schmidt
action of G is constructed in the proof of [TD, Theorem 15] and Proposition 7.4, obtained
as follows: Embed C into a compact abelian group K, equip K with the normalized Haar
measure, and let C act on K by translation. Let G y X =
∏
G/C K be the action co-
induced from the action C y K. Then C acts on the product X =
∏
G/C K diagonally
since C is central. Therefore if (cn)n is any sequence of non-trivial elements of C converging
to the identity in K, we have µ(cnA△ A) → 0 for any cylindrical set A of X, where µ
is the probability measure on X that is the product of the Haar measure on K, and this
also holds for any Borel subset A of X.
Example 8.9. Let H be a countable group with property (T) and suppose that H has a
central element a of infinite order. For non-zero integers p, q with |p| 6= |q|, define G to be
the HNN extension G = 〈H, t | tapt−1 = aq 〉. The group G is ICC, inner amenable and
not stable ([Ki1]).
We construct a Schmidt action of G. Let C be the group generated by a. Embed C
into a compact abelian group K and construct the co-induced action Gy X =
∏
G/C K,
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with the probability measure µ on X, as in Example 8.8. Let N be the kernel of the
homomorphism from G onto Z sending each element of H to 0 and t to 1. We set
an = a
pnqn . The sequence (an)n is asymptotically central in N , i.e., for any g ∈ N , for
any sufficiently large n, we have ang = gan. Therefore the sequence of elements ama
−1
n
running through somem > n converges to the identity in K and is central in the full group
[N y (X,µ)]. Take a free ergodic p.m.p. action G/N y (Y, ν) and let G act on X × Y
diagonally. As noted in [TD, Remark 7.4], using the above non-trivial central sequence
in [N y (X,µ)] and the hyperfiniteness of the equivalence relation R(G/N y (Y, ν)), we
can construct a non-trivial central sequence in [Gy (X × Y, µ× ν)].
Example 8.10. For a group G, its FC-radical R is defined as the set of elements whose
centralizer in G is of finite index in G, or equivalently, whose conjugacy class in G is finite.
Then R is a normal subgroup of G. Popa-Vaes [PV, Theorem 6.4] show that any countable,
residually finite group G whose FC-radical is not virtually abelian isMcDuff, i.e., G admits
a free ergodic p.m.p. action such that the associated von Neumann algebra tensorially
absorbs the hyperfinite II1 factor. A property (T) group satisfying that assumption does
exist ([Er]). It provides an example of a non-stable McDuff group. Based on this group,
Deprez-Vaes [DV, Section 3] constructed an ICC, non-stable and McDuff group.
Popa-Vaes’ construction in [PV, Theorem 6.4] shows that any residually finite group
whose FC-radical is infinite has the Schmidt property. In fact, in the proof in those papers,
it is shown that the sequence (vh)h in the symbol of that proof, with h running through
some elements of G, is a non-trivial central sequence in the full group. We note that in
[PV, Theorem 6.4], while the FC-radical of the group G is assumed to be not virtually
abelian, this condition is required for the action to be McDuff. For the action to have a
non-trivial central sequence in its full group, it suffices to assume that the FC-radical of
G is infinite.
Similarly the group G of Deprez-Vaes [DV, Section 3] also has the Schmidt property.
In fact, the action of G they constructed admits the central sequence (vh)h in the symbol
of their proof.
Example 8.11. Let A be a countably infinite, amenable group. Let H be a countable group
acting on A by automorphisms and suppose that any H-orbit in A is finite. This condition
is satisfied if A is an increasing union of its finite subgroups invariant under the action
of H (e.g., the group SLn(Z) naturally acts on
⊕
N
(Z/2Z)n and on (Z[1/2]/Z)n with this
condition satisfied). Let G = H ⋉ A be the semi-direct product. Then the FC-radical
of G contains A and is hence infinite. We present two constructions of a free ergodic
p.m.p. action of G which is stable. It is remarkable that for the first stable action of G, its
restriction to A is ergodic (or rather mixing), while it is not ergodic for the second one.
The first construction. We set X = [0, 1]A and let µ be the probability measure on X
that is the product of the Lebesgue measure on [0, 1]. The group G acts on A by affine
transformations: (h, a) · b = h(ab) for h ∈ H and a, b ∈ A. This action induces the action
Gy (X,µ), which is p.m.p. and ergodic, but is not necessarily free (e.g., if the action of
H on A is not faithful). We show that the groupoid G ⋉ (X,µ) is stable, i.e., it absorbs
the ergodic p.m.p. hyperfinite equivalence relation on a non-atomic probability measure
space under the direct product of groupoids. This is enough for G to admit a free ergodic
p.m.p. action which is stable, thanks to [Ki3, Theorem 1.4].
Let K be the closure of the image of H in the automorphism group of A, Aut(A), where
Aut(A) is equipped with the compact-open topology. By the assumption that any H-orbit
in A is finite, the group K is compact. We also have the p.m.p. action K ⋉ A y (X,µ)
induced by the affine action of K ⋉A on A.
Claim 8.12. The action K ⋉Ay (X,µ) is essentially free.
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Proof. Suppose that we have x ∈ X, k ∈ K and a ∈ A such that (k, a)x = x, which means
that x((k, a)−1b) = x(b) for any b ∈ A. Letting b = e, we have x(a−1) = x(e), and the set
of all x satisfying this equation is null unless a = e. We may therefore assume that a = e,
and then we have x(k−1b) = x(b) for any b ∈ A. Since the set {x ∈ X | x(b1) = x(b2) } is
null for any distinct b1, b2 ∈ A, the equation x(k
−1b) = x(b) for any b ∈ A does not hold
for almost every x ∈ X unless k = e. 
Let Y = X/K be the quotient space by the action of K on X, which is a standard Borel
space since K is compact. Let p : X → Y be the projection, which is injective on almost
every A-orbit in X. Indeed, if a ∈ A and x ∈ X satisfy p(ax) = p(x), then (k, a)x = x for
some k ∈ K, but by Claim 8.12, this does not occur for any point x in a conull set unless
a = e.
Let R be the orbit equivalence relation generated by the action K ⋉Ay (X,µ). Then
the measured equivalence relation S on (Y, ν) is induced, where we set ν = p∗µ. In fact,
this is given by the quotient of the coordinatewise action of K × K on R. We have the
induced map p : R → S and set R1 = R(Ay (X,µ)). The restriction p : R1 → S induces
a bijection from (R1)x onto Sp(x) for almost every x ∈ X. Since A is amenable, the
equivalence relation R1 is amenable, and so is S, which follows by the characterization of
amenability in terms of the fixed point property for affine actions ([ADR, Theorem 4.2.7])
or existence of invariant states ([ADR, Definition 3.2.8], [KL, Definition 4.57 (i)]).
We have an action of S on the fibered space X with respect to p: For (y2, y1) ∈ S and
x ∈ X with p(x) = y1, we define a point (y2, y1) · x as the unique point of p
−1(y2) that is
R1-equivalent to x. Then this action of S and the action of K commute in the sense that
for any (y2, y1) ∈ S, k ∈ K and x ∈ X, we have k((y2, y1) · x) = (y2, y1) · (kx). This holds
because K normalizes A.
We construct a cocycle α : S → K. Choose a Borel section q : Y → X of the quotient
map p : X → Y ([Ke1, Theorem 12.16]). For (y2, y1) ∈ S, setting x2 = (y2, y1) · q(y1), we
define an element α(y2, y1) of K by the equation α(y2, y1)x2 = q(y2). Then the map α is
a cocycle. Indeed, for (y3, y2), (y2, y1) ∈ S, setting x3 = (y3, y1) · q(y1), we have
α(y3, y2)α(y2, y1)x3 = α(y3, y2)α(y2, y1)(y3, y1) · q(y1) = α(y3, y2)(y3, y2) · q(y2) = q(y3).
By the definition of α, this implies that α(y3, y2)α(y2, y1) = α(y3, y1).
Since S is amenable and hence stable, by Theorem 5.7, after choosing a decreasing
sequence V1 ⊃ V2 ⊃ · · · of open neighborhoods of the identity in K, there exists a pre-
stability sequence (Tn, Bn) for S such that α(Tny, y) ∈ Vn for any n and almost every
y ∈ Y . We define the lift T˜n ∈ [R1] of Tn by T˜nx = (Tnp(x), p(x)) · x for x ∈ X. Then T˜n
commutes with any element of K, asymptotically commutes with the lift of any element of
[S], and satisfies µ(T˜nB △ B)→ 0 for any Borel subset B ⊂ X. The equivalence relation
R1 is naturally identified with the subgroupoid A⋉(X,µ), and we regard T˜n as an element
of [A⋉ (X,µ)]. Then T˜n commutes with any element of [H ⋉ (X,µ)], and H ⋉ (X,µ) and
the lifts of elements in [S] generate G⋉ (X,µ). Therefore the sequence (T˜n, p
−1(Bn)) is a
pre-stability sequence for G⋉ (X,µ), and G⋉ (X,µ) is stable by [Ki3, Theorem 3.1].
The second construction. Let K be the closure of the image of H in Aut(A) again. We
set D = H×A and let K act on D by automorphisms such that K acts on H×{e} trivially
and acts on {e} × A as elements of Aut(A) under the identification of {e} × A with A.
Then L := K ⋉D is a locally compact second countable group, and clearly D is a lattice
in L. Furthermore we have the embedding ı : G→ L defined by ı(h, a) = ((h), (h, a)) for
h ∈ H and a ∈ A, where  : H → Aut(A) is the homomorphism arising from the action
of H on A. The image of ı is then a lattice in L. Therefore L is a measure-equivalence
coupling of D and G with respect to the left and right multiplications.
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We have the p.m.p. action D y L/ı(G), and its restriction to {e}×A is trivial. Indeed,
for any a, a′ ∈ A, k ∈ K and h′ ∈ H, we have
(eK , (eH , a))(k, (h
′, a′)) = (k, (h′, (k−1 · a)a′))
= (k, (h′, a′))(eK , (eH , (a
′)−1(k−1 · a)a′)) ∈ (k, (h′, a′))ı(G).
Choose a free ergodic p.m.p. action Ay (X,µ) arbitrarily. Let D ×G act on L×X by
((h, a), g)(l, x) = ((h, a)lı(g)−1 , ax)
for h ∈ H, a ∈ A, g ∈ G, l ∈ L and x ∈ X. Then L×X is a measure-equivalence coupling
of D and G such that the groupoid D⋉ ((L×X)/ı(G)) is stable. Therefore the groupoid
G⋉ ((L×X)/D) is also stable, and G is stable by [Ki3, Theorem 1.4].
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