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For the class of parametric Sturm-Liouville problems U(t)&x, t)= -,iW(x) 
4(x, t) on (a <x < b) x (0 < t < 00) c 2 with Y(t) = (d/dx) D(x)(d/dx) + Z(x, t), 
there is a possible continuum in the eigenvalue spectrum. We establish in this work 
functional bounds for this continuum, study its existence and uniqueness, and prove 
that the associated eigenfunctions satisfy a certain nonlinear integral equation of the 
lirst kind. :o 1991 Academic Press. Inc 
1. INTRODUCTION 
DiNusional processes in composite slabs [2, 33 lead to eigenvalue 
problems with separated boundary conditions of the form 
Wt) 4(x, 1) = -iWx) 4(x, 1) (1) 
U(t)=-&x)-$+Z(x, I) (2) 
A&a, t)=oo&a, I)-%((n, f)l,=.=O (3) 
..Y&h, t)=a,&b, 1)+-$(x, l)lx=h=O. (4) 
In the one-parameter P’(r) family of differential operators for such 
systems both D(x), which is the diffusion coefficient, and the weight func- 
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tion W(X), that could be a constant independent of x like the inverse 
neutron speed (l/o), are positive quantities; D(x)>0 and W(x) > 0, 
x E [a, h]. Furthermore, in order for U(t) to be a family of Sturm- 
Liouville operators, it is sufficient but not necessary that not only D(x) but 
also (d/dx) D(x) and Z(x, I) should all be continuous functions in the .Y 
variable. 
As for the potential C(.r, 1) which may vary in sign over XE [a, h] and 
IE [0, z), i.e., Z(x, t)sO, it has been established (see, e.g., [4, 5]), 
however, that if Z(x, 1) becomes unbounded in the infinite rectangle 
(a <.x < b) x (0 6 t < ,x) c .9, then the eigensolutions of the problem may 
become unbounded as well. We shall refer therefore to the situation when 
U(r) are strict Sturm-Liouville operators with a bounded Z(.w, r) potential 
as the regular case; in distinction from the otherwise singular selfadjoint 
case. 
Consider then Eqs. (l)-(4) in which ,?I(.\-, f) is a function of two variables 
with f, the “time” variable, being a parameter which when changed, 
changes Z(x, 1) to another function. Hence, for each time moment 1, 
(j= 1, 2, 3, . . . . r)) or with each Z(x, 1,) one may have a standard regular 
Sturm-Liouville problem with a strictly increasing infinite sequence of real 
eigenvalues 
j.,., -c i.),? -c i.,., , . -c i.,,, < . 
such that 
lim i,,,, + .x., 
k ., 
v,. 
Moreover, it has been indicated by Bielak [6] and Cope [7] that the same 
structure of the eigenvalue spectrum may also occur even in Sturm- 
Liouville problems with coeflicients having step discontinuities. 
Since in regular Sturm-Liouville problems the condition ,X(x, f,) > 
Z(x, f, I) implies [S, 93 that 
/-,.k < 5 I,k> vk 
while some of the ij.k’s may tend to some of the i, ,.k’s or even coincide 
with them, then one should always expect the i-eigenvalue spectrum 
associated with Z(x, 1) to contain a continuum, i.e., 
2 = i(f), (5) 
where ).(O) is a set representing the discrete part or the base of such a 
composite spectrum. 
An obvious sufficient but not necessary condition for filling up the gaps 
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between adjacent discrete eigenvalues, i.e., for forming a continuum of 
eigenvalues would be that the potential C(x, r) should either be monotoni- 
cally increasing or monotonically decreasing in time. This is also equivalent 
to demanding that Z(x, t) should be differentiable in 2. Recently the author 
[l] used these arguments when extremising a sampled form of the 
equivalent to (l)-(4) Roussopoulos functional to prove the lemma that 
follows. 
LEMMA (Haidar [ 11). In the boundary-oalue problem (l)-(4) let 
L’(x, t) 2 0, D(x) > 0, and W(x) > 0, VXE [a, b] and ussume that they all 
may exhibit step discontinuities in x while Z(x, t) remains continuous in 
t c [0, 30 ). Zf 1 satisfies 
-$ i(t) =f(r, %); 40) (6) 
f(t, i) = - 
$; D”‘(x)[Z(x, r) + W(x) %(t)] -l’* (c?/dt) L(x, t) dx 
l; D’!‘(x)[L(x, t) + W(x) %(I)] - ‘:* W(x) dx 
(7) 
then it should be an eigenvulue of ( l)-(4) with G = a - a; ’ and h = b + a; ’ . 
In this communication we establish some additional analytical results 
relevant to the posing boundary-value problem. In Section 2 we outline the 
lower and upper bounds for its continuum of eigenvalues and prove its 
existence and uniqueness theorem. Section 3 is devoted to an analysis, 
relying on the above-stated lemma, of the eigenfunctions associated with 
such a continuum. 
2. EXISTENCE AND UNIQUENESS 
It is well known that regardless of the actual sign of Z(x), the eigen- 
values of a nonparametric Sturn-Liouville problem are all real and can be 
arranged to form an enumerable set that possesses at most (see, e.g., 
[4,5]) a finite number of negative eigenvalues with a lower bound equal 
to a, where 
a=min{ -C(X):XE [a, b]}. 
Therefore, if Z(X) < 0, then negative eigenvalues can never exist for the 
associated Sturm-Liouville problem. 
As for the present parametric Sturm-Liouville problem, the previous 
Lemma turns out to lead to a straight forward derivation of functional 
upper and lower bounds for J.(r) which are given explicitly in terms of the 
Z(x, r) and W(x) coelhcients and are independent of D(x). 
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THEOREM 2.1. If A(f) is an eigenuafue of (I) (4), rhen if accepts the 
lower bound p(t) defined h-v 
i.(r)-%(O) > -2.(O)-Z(x, r)/W(x)=p(t). (8) 
ProoJ Since i(r) # -Z-(x, t)/W(x), otherwise (d/d.\-) 41) tends 
according to (7) to an uncertainty. Then by taking into consideration that 
i.(f) cannot be less than -Z(x, r)/W(x). 
THEOREM 2.2. Procided that 11 W/l 2 I, if j.( r) is an eigenoalue of (I )-(4), 
then it accepts the upper bound q(t) defined hi 
(9) 
Prooj: Apply Hiilder’s inequality to the numerator of the absolute 
value of the right hand side of (7). If 
P”*(x. t) W(x) d-y , 
where 
P”*(x, t) = D’;2(~)[L(x, f) + W(x) i.(r)] ‘.2 
then 
(IO) 
Application next of Hiilder’s inequality to the right hand side of (IO) yields 





and this turns out to be a necessary condition for the validity of (I I ). The 
required upper bound follows by direct integration of (I I ). 
THEOREM 2.3. rf in a sufficient (bur not necessary) sense II WI/ > I and 
I\(a/Zr) .?J(x, ~)ll <M, then there exists at least one eigenvalue E.(t) .fir 
(I k(4) which is defined Vr E [0, ccl). 
Proof: By virtue of both relations (I I ) and (9). 
THEOREM 2.4. If in a sufficient (hut nor necessary) sense II WI1 > I. 
1) (c?/dr ) .?J x, t ) II -C M and ,?I( x, I ) E ‘i [ 0 < r < 5 ) then the purametric 
24 NASSAR H. S.HAIDAR 
Sturm-Liouville problem ( l)-(4) h as a unique eigenvalue A(t) which is 
defined Vt E [ 0, co ). 
Proof Consider (11) and the fact that f(t, 2) of (7) accepts a Lipschitz 
condition in Iz for all Z(x, t) E %Z [0 d t < cg ) and n(t) satisfying 
[At) + W)l <n(t) < C?(t) + W)l. 
3. THE EIGENFUNCTIONS 
We treat here the remaining part of the posing eigenproblem, namely the 
determination of the associated eigenfunctions. 
As regards the discrete eigenvalues in a Sturm-Liouville problem, there 
exists a number of well established methods (see, e.g., [4, 51) for the 
evaluation of their eigenfunctions and the subject is rather fully trodden. 
The situation has so far been entirely different [lo], however, for eigen- 
functions associated with a continuum of eigenvalues, like the one 
described in Eq. (6). Its rigorous mathematical analysis has to be based on 
the theory of Stieltjes integrals [ll, 13-J; a topic to be avoided in the 
present paper. We shall try instead to resolve this standing problem by 
resorting to a variational approach that may eventually utilise the 
previously stated Lemma. To achieve this goal, a similar procedure to 
the one suggested in the work of Scott et al. [14] for transforming a 
boundary-value problem into an equivalent initial-value one, shall be 
applied ending up with the theorem that follows. 
THEOREM 3.1. The eigenfunction d(x, t) associated with the continuum 
A(t) of (l)-(4) satisfies the parametric nonlinear integral equation 
g(r) j+” d2(x, t) W(x) dx + i” b2(x, t) ; Z(x, t) dx = 0, (12) 
cl a 
where g(t) = (d/dt) A(t), as given by the solution of (6)-(7). 
Proof. Differentiate (1) with respect to t to obtain 
Y(t)q5+2z(t)qi’= -n’wq4-nwqY, (13) 
where 9’(t) = (d/at) 2(x, t). Define next the inner product over [a, b] of 
two functions g(x, t) and h(x, t), 
(g> h > = !‘” Ax, t) h*(x, t) dx, 0 
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where h*(x, I) stands for the complex conjugate of h(.u, t). Take then the 
inner product of (13) with 4, 
(~‘(~M 4) + (=wtM’t 4) 
= -i.‘( Wq5, f$) - i.( Wq5’, 4). (14) 
Consideration subsequently of the selfadjointness property of the family of 
U(r) operators, of (1) and of the fact that eigenvalues of selfadjoint 
operators are real, makes it possible to write 
<mrw, 4) = (6, atb$> 
= (qS, -E.Wf$) = -).(I$‘, WI++). (15) 
Equation (14) reduces obviously thence to 
d. (-wlM 4) 
).‘=-p= - (w4,d) (16) 
which when compared with (6) yields the required relation ( 12). 
This theorem, which agrees qualitatively with results common in spectral 
theory [12], is a manifestation of the power of Haidar’s Lemma [ 11. It 
should be pointed out moreover here that a number of different approaches 
do exist for approximating the solution to ill-posed nonlinear integral 
equations (see, e.g., (15)) like (12). Their practical implementation however 
is often associated with substantial difficulties as illustrated in what follows. 
LEMMA 3.1. u Z(x, t) is a separable function 
q.r, 1) = 4x1 p(r) (17) 
then an eigenfuncrion $(x, t ) of ( l)-(4) can be separable, i.e., 
4k t) = q4.v) Ii/(r) (18) 
if and only if 
(19) 
otherwise it is not separable. 
Proof: Assume the contrary to be true, i.e., 4(x, r)= q(x) 1//(r), where 
a”‘q and W”‘q E L2[a, b], then substitute this &.r, r) in (12) to obtain 
II W”2v412g(~) ll/‘(f) + lla”2vll2 p’(r) $‘(t) =O 
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$(r)#O if and only if 11 W”*~ll*g(t)+ Ila”*~ll* p’(t)=0 (whose solution 
leads to (19)), otherwise $(t) = 0 and 4(x, r) - 0. Therefore, apart from the 
situation in which p(r) satisfies (19) the original assumption is false and a 
nontrivial solution of (12) can only be nonseparable. 
Note finally that since g(t) + 3.(O) when (a/at) ,?Y(x, 1) =O; Eq. (12) 
becomes then merely a statement that 11~~11 = 0. Moreover, seeking the 
solution of (12) even in the following class of normalized functions 
I 14*(x, r) W(x) dx= :/i(r) 
reduces to a problem of solving the semi-linear parametric integral 
equation of the first kind 
with a (alar) Z(x, 1) kernel and a parametric 4(x, t) solution. 
Therefore, the subject of uniqueness of the nonseparable Q(x, 1) eigen- 
function of (l)-(4) certainly deserves a further thorough investigation. 
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