An isoperimetric optimal control problem with non-convex cost is considered for a class of nonlinear control systems with periodic boundary conditions. This problem arises in chemical engineering as the maximization of the product of nonisothermal reactions by consuming a fixed amount of input reactants. It follows from the Pontryagin maximum principle that the optimal controls are piecewise constant in the considered case. We focus on a parametrization of optimal controls in terms of switching times in order to estimate the cost under different switching strategies. We exploit the Chen-Fliess functional expansion of solutions to the considered nonlinear system with bang-bang controls to satisfy the boundary conditions and evaluate the cost analytically for small periods. In contrast to the previous results in this area, the system under consideration is not control-affine, and the integrand of the cost depends on the state. This approach is applied to non-isothermal chemical reactions with simultaneous modulation of the input concentration and the volumetric flowrate.
Introduction
Strategies for the dynamic optimization of chemical reaction models have been studied in the mathematical literature by using the Pontryagin maximum principle [1, 13] , vibrational control technique [2] , frequency-domain methods [9] [10] [11] , center manifold theory [7] , .
As maximizing the conversion of A to the product over a given time period t ∈ [0, τ ] can be treated in the sense of minimizing the remaning mass of A in the outgoing stream, our goal is to minimize the cost
We also assume that the consumption of A over the period is fixed as 1 τ τ 0 u 1 (t)dt =ū 1 , which yields the following isoperimetric optimal control problem.
Problem 2.1. [14] Given τ > 0,ū 1 ∈ R, and x 0 ∈ R 2 , the goal is to find an admissible controlû ∈ L ∞ [0, τ ]; U that minimizes the cost J along the trajectories of (3)
Ifû(t) (0 ≤ t ≤ τ ) is an optimal control for Problem 2.1, then it follows from the results of [14] thatû(t) ∈ U b almost everywhere on [0, τ ], and the switching times of u(t) are related to zeros of the following functions: I 1 (t) I 2 (t),
, where I 1 (t) and I 2 (t) are defined by solutions of the associated Hamiltonian system. It should be noted that I 1 (t) and I 2 (t) are parameterized by initial values of the adjoint variables. In this paper, we will not use any information on the behavior of adjoint variables and define the switching parameters directly from (5) . Then the cost (4) will be approximated analytically to estimate the performance improvement for the considered class of bang-bang controllers.
Computation of the switching controls
Assuming that a bang-bang controlû(t) ∈ U b (0 ≤ t ≤ τ ) has a finite number of switchings, we enumerate the switching times 0 = t 0 < t 1 < ... < t N = τ with some N ∈ N
and denote
Our goal is to analyse the cost J on the trajectories of system (3) with piecewiseconstant controls of the form (7) depending on the parameters (t 1 , ..., t N ) and (u 1 , ..., u N ). A straightforward computation of τ 0û 1 (t)dt for the piecewise-constant control (7) shows that the isoperimetric constraint in (5) is equivalent to
In order to satisfy the periodic boundary condition x(0) = x(τ ) and estimate the cost (4) analytically for small τ , we exploit the Chen-Fliess expansion of solutions to system (3) with the initial value x(0) = x 0 and control u =û(t) (see, e.g., [3] ):
where we assume that
, and
The remainder of formula (9) is of order O(t 4 ) for small t > 0 if the vector fields g j (x) are of class C 3 in a neighborhood of x 0 . As in [3] , we will restrict our analysis to the cases N ≤ 4, motivated by the estimate of the number of switchings in isoperimetric problems proposed in [13] . The main analytical result of our study is summarized as follows.
Proposition 3.1. Letû(t), t ∈ [0, τ ] be a bang-bang control represented by (7) with the parameters 0 < t 1 ≤ t 2 ≤ t 3 ≤ t 4 = τ and u 1 , u 2 , u 3 , u 4 ∈ U b , and let x(t), t ∈ [0, τ ] be the corresponding solution of (3) such that
and the periodic boundary condition x(0) = x(τ ) reduces to
where
Moreover, the cost (4) evaluated for x(t) admits the representation J =ū 2 + X 1 , wherē
and X 1 is the first component of the vector X ∈ R 2 :
The vector fields f i (x) and their directional derivatives in (11), (13) are evaluated at x = x 0 . The assertion of Proposition 3.1 is obtained from the Chen-Fliess expansion (9) for the solution x(t) of system (3) with u =û(t).
Note that the cases with N < 4 can be considered as particular cases of N = 4 with some of the α j being zero. In particular, the case N = 2 is treated by assuming α 3 = α 4 = 0 in (8) . In this case, the equations (10), (11) , and (12) are reduced, respectively, to
Simulation results
We take the following parameters for numerical simulations for the first-order (n = 1) adiabatic reaction considered in [3] :
The above dimensionless parameters are computed with the gas constant and the steady-state temperatureT = 300.17 K. In contrast to the previous works [3, 13] , we consider the case of variable flow-rate in this paper. Namely, we assume that the flow-rate and the inlet concentration can be controlled around their steady-state valuesF = 7.17 · 10 
In the sequel, we impose the isoperimetric constraint (5) withū 1 = 1. The constraint u 1 = 1 is satisfied, in particular, by the constant controls u 1 = u 2 = 1 for system (3) (or, equivalently, v 1 = v 2 = 1 for system (1)). As it was already mentioned, system (3) admits the equilibrium x 1 = x 2 = 0 with u 1 = u 2 = 1, and this equilibrium corresponds to the costJ = 1 in (4). In this section, we will compare the steady-state valueJ with the values of J for the periodic trajectories corresponding to controls (7) . As the goal of Problem 2.1 is to minimize the cost J, we will treat the periodic trajectories with J <J as improving the reactor performance in comparison with its steady-state operation.
The results of numerical simulations with controls of the form (7) are summarized in Table 1 and Figs. 1-2 for the following switching strategies:
Note that we only keep the switching strategies compatible with the constraintū 1 = 1 in formulas (18)-(25), given the numerical values of controls in (17). These formulas also allow the analysis of strategies obtained by cyclic permutations of (u 1 , u 2 , u 3 , u 4 ) because of the periodic nature of the considered control problem. In Table I , the switching parameters α j = t j −t j−1 τ are chosen according to the initial value x 0 of system (3) by solving the algebraic equations (10), (11) in Proposition 3.1.
Conclusions
The presented simulation results confirm that the best performance improvement in the sense of the cost (4) is achieved by bang-bang controls of the form (7) in the case (19) (up to a permutation of u 1 and u 2 ). Note that the periodic trajectories in Figs. 1 and 2 are obtained as numerical solutions of system (3), (7) , and their orbital stability (or partial stability [12] ) remains to be verified in future work to justify the practical relevance of the proposed discontinuous control strategies.
