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§ 1 Introduction. 
The work in this paper arose, in part, from an attempt to understand 
a phenomenon observed in Freedman and Peters (1982, 1983). Here is the prob-
n k lem. In a linear regression model y =XS+ e: with y ER , SER and X a known 
n x k matrix of rank k, suppose one is interested in estimating a linear 
combination of the S's, say c ... S with c€Rk and obtaining some idea of the 
variance of this estimate. Assuming Ee:= 0 and Cov(e:) = E, the variance of 
the Gauss-Markov estimator of c .. S is a2 = c .. (X .. E-1X)-1c - assuming E and X 
have full rank. In the models of interest to Freedman and Peters (econo-
metric type models), Eis not known, but is often assumed to be known up 
to a few unknown parameters. These parameters are estimated from the data 
(perhaps by an iterative procedure) to yield E as an estimate of E. Then, 
pretending that E = E, one calculates the "pretend" Gauss-Markov estimator, 
- .. - .. -2 --1 -1 say S, of s. This gives c f3 as an estimate of c B and a = c ... (X .. E X) c 
2 ... -as an estimate of a 0 = var(c f3). In many situations, there is an asymptotic 
justification for this procedure (see Arnold (1981), Chapter 10 and Williams 
(1975)) H th i id t t that ~a2 d im • owever, ere s some ev ence o sugges un erest ates 
2 
a 0 by a lot, even in situations where one believes the asymptotics should 
be valid (Freedman and Peters (1983)). 
In an attempt to understand this "underestimation problem" in the 
generality of econometric models, there are some immediate technical problems. 
The design matrix Xis often singular and a number of linear side conditions 
on S are ordinarily imposed. Thus, the description "y =XS+ e:" isn't quite 
right. But the side conditions can be added to the model description, and 
generalized inverses can be used to give formulas for Gauss-Markov and 
"pretend" Gauss-Markov estimators. A more serious technical problem is that 
E can depend on the data in a very complicated way. Of course, r ~ppears in 
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all of the formulas (including generalized inverses) for the "pretend" 
Gauss-Markov estimators. All in all, working directly with the explicit 
matrix formulas seemed quite hopeless. 
An alternate approach which sometimes yields useful information 
concerning linear model problems is the so called coordinate-free approach 
described in Kruskal (1961, 1968). The setting for this approach is a 
finite dimensional inner product space. However, the "proper" inner 
product depends on r. When r is unknown and has to be estimated, the inner 
product appears to be more of a hindrance than a help. Extending the 
Kruskal work, it was shown (Eaton (1972, 1978)) that linear model theory 
could be done in vector spaces without inner products. Essentially, the 
present paper modifies and extends results in Eaton (1978) and gives an 
application to the "underestimation problem". This vector space approach 
led to an understanding of the linear model problems described above which 
I was unable to get from either matrix methods or inner product space methods. 
This is not to say that the latter methods would not yield solutions to these 
problems, but rather that the former appears to shed some new light on 
certain linear model problems. 
In what follows, it is assumed that the reader is familiar with finite 
dimensional vector space theory as can be found in Halmos (1958). In Section 
2, we set notation and briefly describe means and covariances for random 
vectors. What we mean by a linear model is set down in Section 3. 
A formulation and proof of our version of the G.M. Theorem is given 
in Section 4. This version shows quite clearly that: (i) the geometry of 
linear models is determined by the underlying covariance and not by some 
"external" coordinate system or inner product and (ii) best linear unbiased 
estimators do not depend on the quadratic measure of loss one uses. These 
claims are made precise in Theorem 4.1. 
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The application of the theory to the "underestimation problem" begins 
in Section 6. Here, a wide class of estimators of r is defined. Ifµ 
d~notes a "pretend" Gauss-Markov estimator ofµ based on one of these 
estimators, then conditions under whichµ is an unbiased estimate ofµ 
are given in Proposition 6.1. In Section 7, conditions are given so that 
2 2 
a 0 = a + t where t' > 0 (in the notation of the first paragraph above). This 
result is also extended to the prediction problem. 
Finally, in Section 8 the "underestimation problem" is treated explicitly. 
Two sources of bias are pinpointed, even if E happens to be a good estimate of 
r. In particular, it is shown that if Eis an unbiased estimator of r, then 
Ea2 ~a2, with a strict inequality in most cases. Thus, when ~2 is used to 
2 -2 2 2 estimate a 0, one has that Ea ~ a = a0 - t where t > O. In effect, the positive 
quantity tis being estimated to be zero. 
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§2 Preliminaries 
Vector spaces are denoted by V, w, •.. and their dual spaces by V',W', •••• 
All vector spaces are finite dimensional and the canonical identification of 
V with V'.- is always made. For E; € V' and x € V, the value of E; at x is denoted 
by [E;,x] - see Halmos (1958, p. 21) for a discussion. If Mis a subspace 
of v, r..f'c.v' is the annihilator of M. The vector space of linear transfor-
mations from V to W is L(V,W) and for A€ L(V,W), R(A) is the range of A and 
N(A) is the null space of A. Also, A' denotes the adjoint A so A' is the 
unique linear transformation in L(W' ,V') which satisfies 
[f; ,Ax] = [A'E; ,x] 
for all E; € W' and x € V. The basic relations 
(R(A) )0 = N(A') 
(N(A) ) 0 = R(A") 
will be used without mention (see Halmos (1958, p. 88)). 
(2.1) 
(2.2) 
If V is the direct sum of subspaces M and N, we write V= M~N. Each 
direct sum decomposition of V yields a projection Pon M along Nanda pro-
2 jection I - P on N along M. Such projections satisfy P = P, R(P) = M and 
N(P) =N. Conversely, if A€ L(V,V) satisfies A2 =A, then A is the projection 
on R(A) along N(A) - see Halmos (1958, p. 73). 
For A€ L(V ,W), the function H(E; ,x) = [E; ,Ax] is bilinear on W' x V. Con-
versely, if a1 is bilinear on W' x V, then there is a unique ~ € L (V, W) such 
that I\ ( E;, x) = [ E; ,A1 x] • In the particular case that V = W"", a bilinear 
function H is called symmetric if H(E;, n) = H(E;, n), E;, n € W'. For symmetric 
H's, if H(E;,E;) ~ O for all E;, then H is non-negative definite (written H~O) 
and H is positive definite (written H > O) if H(E;, E;) > 0 for all E; i: O. If 
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AE L(W',W) corresponds to a symmetric H, then A is called symmetric and we 
write A~ 0 (A> 0) whenever H ~ 0 (H > 0). 
Suppose H is non-negative definite on W' x W' and H corresponds to 
A E L (W .. , W) via the equation H (;, n) = [;,An] • Here are two useful facts 
which are easy to prove. 
Lemma 2.1: Let Hand A be non-negative definite as above. Then 
(i) N(A) = {~ j [;,A;]= 0} 
(ii) For any subspace Mc:W, Mn A(M°) = {O}. 
Now, suppose Y is a random vector taking values in a vector space V. 
The sigma algebra of Vis generated by the obvious family of open sets on 
v. If El [;,Y] I <+00 for all ~EV"', then the function , ~E[t;,Y] is a well 
defined linear function on V". Hence there exists a unique µEV such that 
E[~,Y] = [~,µ], t;EV' (2.3) 
The vector µ is the mean vector of Y and is denoted by EY = µ. If A E L(V, W) 
and w0 E W, then E(AY +w0) =Aµ+ w0 . 
To define the covariance of a random vector YE V, first assume that 
var([t;,Y]}<+00 for all ~EV"' where var denotes variance. Thus, the function 
is well defined on V"' x V', is bilinear, symmetric and non-negative definite. 
Thus there is a unique symmetric l: E L (V', V) with E ~ 0 which satsif ies 
(2.5) 
for all ~l't2 EV"'. The linear transformation l: is called the covariance of Y 
and we write E = Cov(Y). It is easy to show that 
Cov(AY + w0) = A Cov(Y) A"' 
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(2.6) 
for A€ L(V,W) and w0 e: W. A bit more generally, consider Yi€ Vi such that 
var([~i,Yi]) <+co for E;i € Vi, i= 1,2. Then the bilinear function 
H (; 1, ; 2) a cov ( [ ~ 1 , y 1] ' [; 2 , y 2] ) (2.7) 
is well defined and is given by a linear transformation r12 € L(V2, v1 ) 
satisfying 
(2.8) 
for all ;i € v1, i = 1,2. Also, r12 € L(Vi, v2 ) is denoted by i: 21 and satisfies 
(2.9) 
for E;i € Vi, i = 1,2. The transformation r12 is sometimes called the cross 
covariance between Y1 and Y2 (in that order). 
Definition 2.1: The random vectors Y1 and Y2 are uncorrelated if for all 
;i €Vi, i = 1, 2, 
Obviously, Y1 and Y2 are uncorrelated iff r12 = 0. The following result 
will be used in the sequel. 
Proposition 2.1: Suppose Y1 € v1 and Y2 € v2 are uncorrelated and let H1 be 
any bilinear function on V 1 x V 2 • Then, 
(2.11) 
Proof: Let t1 , ••• ,;m be a basis for v1 and n1 , ••• ,nn be a basis for v2. 
For ; € v1 and n € v2, let E;@n be the bilinear function on v1 x v2 defined by 
( E;G) r,) (xl'x2) = [; ,x1 ] [ n ,x2] • Standard arguments now show that the collection 
- 6 -
{~ix nj Ii= 1, ••• ,m,j = 1, ••• ,m} is a basis for the vector space of all 
bilinear functions on v1 x v2• Thus, 
(2.12) 
where the cij are real numbers. Because both sides of (2.11) are linear in 
Hl' it suffices to verify (2.11) for H1 = E;@ri. Since Y1 and Y2 are uncorre-
lated, (2.11) holds for H1 's of the form E;G)n. • 
Corollary 2.1: When Y1 and Y2 are uncorrelated, if EY1 = 0 or EY2 = O, then 
EH1 (Yl' Y2 ) = O. 
The following result is used in the discussion of the prediction 
problem. 
Proposition 2.2: Consider Yi€ Vi, i = 1,2 with Cov(Yi) = I:ii' i = 1,2 and let 
r21 be the cross covariance between Y2 and Y1• Then 
(i) the equation (in C€L(V1 ,v2)) CE11 =E21 has a solution c0 
(ii) for any solution c0, the random vectors Y2 - c0Y1 and Y1 are 
uncorrelated. 
Proof: The proof is a minor variation of Proposition 3.33 in Eaton (1972). • 
For any random vector Y, L(Y) denotes the distributional law of Yin 
V. A random vector Y € V is normal if [E;, Y] is univariate normal for all 
_ f; € v--. The existence and uniqueness (up to indexing by a mean vector and a 
covariance) of normal distributions on V can be demonstrated as in the inner 
product space case (for example, see Eaton (1983), Chapter 3). 
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§3 Linear Models 
Suppose Y is a random vector in V which has a covariance. Essentially, 
a linear model for Y specifies two things: 
(i) A linear subspace M of V (called the regression subspace) 
in which the mean vector of Y is assumed to lie. 
(ii) A set y which consists of the possible covariances for Y. 
In these two specifications, an implicit assumption is that Mandy are 
not larger than they need be - consistent with a given experimental situation. 
At this point, the set y is arbitrary, but further assumptions concerning 
y will be made later. 
It is customary in the literature to write a linear model as 
Y=µ+e: (3 .1) 
where µEM is the mean vector of Y and e: is the error vector which satisfies 
Ee: = 0 and Cov( e:) E y. Thus, the regression subspace M and the covariance 
structure of e: (as given by the set y} specify the first and second moment 
structure of Y. This is what we mean by a linear model for the observation 
vector Y. 
Let r0 be a fixed known covariance in L(V',V). When 
y={cE0 1c>0}, (3.2) 
the linear model for Y is often called a univariate linear model, no matter 
what the subspace M. This model is treated in detail in Scheffe (1957). 
To give one description of the classical multivariate linear model, take V 
to be the vector space L of all n x p real matrices and let X: n x k be p,n 
a fixed known matrix of rank k. Define M by 
M={µlµEL , µ=XB, BEL k} p,n p, (3.3) 
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where B is a k x p matrix of unknown parameters. One coDDDOn choice for y is 
y = {l: I I:= I €)r, r: p x p is positive definite} 
n (3.4) 
Here, I is the n x n identity matrix, G) denotes the Kronecker product and n 
r is an unknown p x p positive definite matrix. A discussion of this model 
can be found in many multivariate texts - for example, see Anderson (1958), 
Rao (1973) or Eaton (1983). The notation used here is consistent with that 
in Eaton (1983). 
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§4 The Gauss-Markov Theorem 
The Gauss-Markov (GM) Theorem has to do with the linear unbiased estima-
tion of µ E M~V when Y = µ + E is a linear model for Y with regression subspace 
M. To be precise, let 
A= {A I A E L (V, V), Ax= x for x E M}. (4.1) 
Then, a linear estimator of µ, say AY with A E L(V, V), is unbiased iff A€ A 
since EAY = Aµ when EY = µ. Let H be any non-negative definite bilinear function 
on V x V and set 
1¥ (A) = EH(AY - µ ,AY - µ), A€ A. (4.2) 
The expectation in (4.2) is computed under the assumption that EY=µ. 
The problem is to choose A€ A to minimize '¥, but, of course, 'l'(A) depends on 
I:= Cov(Y). Basically, the G.M. Theorem tells us how to choose A to minimize 
(4.2) when I: is fixed. Here is the G.M. Theorem in the present context. 
Theorem 4.1 (G.M. Theorem): Let I:= Cov(Y) be fixed and let A1 € A satisfy 
N(~) ::I:(M0 ). Then for any Hin (4.2) and A€ A, 
(4.3) 
so A1 minimizes 1¥. If Eis non-singular and His positive definite, the 
unique minimizer is the projection on M along I:(M°). 
Remark 4.1: Such an A1 always exists since Mn I:(M°) = { 0} by Lemma 2. 1. 
In fact, the usual choice of a minimizer is any projection Pon M along N 
where N = I: Of'). When I: is non-singular, then such a specification uniquely 
determines P. 
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Proof: Set B = A - ~ for A€ A so N(B) ~M. Hence R(B .. ) = (N{B) )0 ~Mo which 
entails R(EB~) = E(M0 ). Therefore, A1EB~ = 0 since N(A1) ~ E(M
0 ) by assumption. 
This implies that A1 Y and BY are uncorrelated. Since EBY = 0, Corollary 2 .1 
yields 
EH("i_ Y - µ, BY) = 0 
for all µ € M. Therefore 
EH(A1 Y - µ, A1 Y - µ) + 2EH(A1 Y - µ, BY)+ EH(BY ,BY) = 
'l' (A1 ) + EH(BY ,BY) 
(4·. 4) 
so (4.3) holds and Ai minimizes 'l'. Clearly A1 is the unique minimizer of 
'l' if the equation 
EH (BY, BY) = 0 (4.5) 
implies B = O. But (4.5) implies H(BY ,BY) = 0 a.e. which implies BY= 0 a.e. 
when H is positive definite. Thus Cov(BY) = BEB'" = 0 which entails B = 0 
when Eis non-singular. • 
Remark 4.2: The minimizing~ depends on~ but not on the quadratic loss 
defined by H. 
Henceforth, P without a subscript will denote a projection on M along 
N with N=I:(M°). The dependence of P on E is suppressed notationally, but 
should be remembered by the reader. Any such P minimizes 'l' in (4.2). The 
proof of Theorem 4.1 shows that if T € L(V, W) satisfies N(T) =M, then PY and 
TY are uncorrelated and the equation 
EH1 (PY, TY) = 0 (4.6) 
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holds for any bilinear function H1 • In particular
, Q a I - P is such a T so 
PY and QY are uncorrelated 
and (4.6) holds 
(4. 7) 
In fact, (4.7) suggests the following very useful sufficient condition that 
A1 e: A minimize 'i'. 
Theorem 4.2: Suppose A1 e: A is a projection on M along N. If A1Y and 
(I - A1 )Y are uncorrelated, then A1 minimizes 'i'. 
Proof: To say that A1Y and (I -A1)Y are uncorrelated is to say that 
(4.8) 
But, N(I - A1) = M so R( (I - A1) "') = Mo which entails R(E (I - A1) ... ) = 
E (M°). 
This and (4.8) show that N(A1) ~E(M°). Now, apply Theorem 4.1. • 
Remark 4.3: Here is a partial converse to Theorem 4.2. If A1 minimizes 
'i' for all non-negative H, then A1 Y and (I - A1)Y are uncorrelated. The 
proof of this is not hard and is omitted (see Kruskal (1968) for an inner 
product version). 
,. 
In what follows, the estimator µ = PY is called the Gauss-Markov 
,. 
estimator of µ. Also, Y - µ = QY is called the residual vector and as 
noted above,µ and QY are uncorrelated. Before discussing the dependence 
,. 
of P, and hence µ, on E = Cov(Y), we first make a remark concerning the 
estimation of linear transfor~tions ofµ. 
Remark 4.4: In some cases one desires to estimate Bµ rather thanµ where 
Bis a known linear transformation on V to W. In this instance, one 
considers estimators of the form CY, Ce: L(V, W) where C satisfies Cµ = Bµ 
for all µ e: M; thus, CY is an unbiased estimator of Bµ. Let C be this set 
of C's. Let a1 be any non-neg
ative definite bilinear function on W x W and 
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set 
'1'1 (C) = EH1 (CY- Bµ,CY- Bµ) (4.9) 
for C € C. Consider any A1 given in Theorem 4. 1. That c1 = BA1 minimizes 
f 1 is proved in the same way Theorem 4.1 is proved. For this reason, 
A 
Bµ = BPY is called the Gauss-Markov estimator of Bµ. 
Now, consider a linear model Y = µ + E with a known regression subspace 
Mc V and a known set y of possible covariances for Y (and hence E). Although 
the following result ij an easy consequence of Theorem 4.1, it is a useful 
and important tool for dealing with linear models which have non-trivial 
covariance sets y. 
Theorem 4. 3: Assume there exists a subspace N ~ V such that Mn N = { 0}, and 
for all E € y. (4.10) 
Then any A2 € A which satisfies N(A2) ~N minimizes 'l' in (4.2) for all E € y. 
Proof: Just apply Theorem 4 .1 for each E € y. • 
In most applications of Theorem 4. 3, each E € y is non-singular and 
the A2 of this Theorem is the projection on M along E(M°). When each Eis 
non-singular, then the assumption of Theorem 4.3 is that 
( 4 .11) 
That (4.11) holds for the multivariate linear model of Section 3 is well 
known and easily verified (for example, see Eaton (1970)). When (4.11) 
A 
holds, then µ=PY can be calculated under any fixed E € y as all E € y give 
A 
the same value forµ. However, the value of 
- 13 -
T 
Cov(~) = Pl:P"' (4.12) 
does depend on r even when (4.11) holds. 
Remark 4.5: When all the r's in Y are non-singular, (4.11) is basically 
the well known necessary and sufficient condition that G.M. estimate and 
least squares estimates be the same. For coordinate space versions, see 
Rao (1967) and Zyskind (1967), and for an inner product space version, 
see Kruskal (1968). 
Remark 4.6: One consequence of Theorem 4.1 is that for any AEA, Cov(AY) 
~ Cov(PY) in the sense of positive definiteness (the Loewner ordering). 
In other words, 
(4.13) 
for all ~ € V' and all A€ A. 
Remark 4. 7: Consider the case when µ = FS where F is a known non-singular 
linear transformation on W to V. Thus, M = {µI µ = FS, B € W}. Assume that 
r is non-singular. It is easily verified that 
(4.14) 
A 
is the projection on M along r (M°). Hence µ=PY in this case. For the 
case when r is singular, see Rao (1973) or Takeuchi, Yanai, and Mukherjee 
(1982). 
Again consider a linear model Y = µ + e: with a regression subspace M 
and a covariance set y. There are many interesting and useful situations 
where µ = PY depends on r € y in a way that precludes the calculation of µ. 
In other words,µ can not be calculated since r is unknown, even though 
the set y is known. This situation will be discussed further in Section 6. 
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§5 Prediction 
Consider Yi e: Vi with fyi::: vi and Cov(Yi) a I:ii' i = 1,2. Also, let r 12 
be the cross covariance between Y1 and Y2 (see (2.8)). Assume that vi and 
rij are known, i,j == 1,2. If we observe Y1 , the following result tells us 
how to predict Y2 on the basis of affine functions of Y1 - no matter what 
the quadratic measure of error. In what follows, the linear transformation 
c0 will be as in Proposition 2.2. The following is well known. 
Proposition 5.1: Let H be any non-negative definite bilinear function on 
v2 x v2 and for A€ L(Vl' v2), be: v2, let 
(5.1) 
With b = v2 - c0 v1 , we have 
'l'(A,b) = 'l'(C0,b) +H(v2 -Av1 - b,v2 -Av1 -b) 
+ EH((A- Co) (Yl - "1), (A - Co) (Yl - "1)). 
Hence (c0,b) minimizes 'I' over all (A,b). 
Proof: The proof is similar to the proof of Theorem 4.1. The key is to 
observe that Y2 - c0Y1 and Y1 are uncorrelated; then use Proposition 2. 2
 
and Proposition 2.1. • 
Proposition 5.1 is similar to Theorem 4.1 in at least two respects: 
(i) the solution to the minimization does not depend on H; 
(ii) the proof of each depends on Proposition 2.1 for uncorrelated 
random vectors. 
To combine Proposition 5 .1 and Theorem 4 .1, now assume that EY 1 = u e: M 
as in Section 4 and assume that EY2 = Tu, µ e: M where T:V1 -+V2 is a known linear 
transformation. Here, µ is unknown but rij is known for i,j = 1,2. The 
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traditional approach to the problem of predicting Y2 from Y1 is to consider 
unbiased linear predictors - that is, predictors AY1 with A mapping v1 
to v2 such that 
Aµ = EAY l = EY 2 = Tµ, µ EM. 
Thus, we look at the class 
(5. 2) 
Again, let H be a non-negative definite bilinear function on V 2 x V 2 and 
set 
(5.3). 
One version of the following appeared in Goldberger (1962). 
Proposition 5.2: The linear transformation 
(5.4) 
minimizes 'l' over A. Here, Pis the projection on M along N where 
N ~ r 11 (M°) ( see Remark 4 .1) • 
Proof: First, set z1 =Y1 -µ and z2 =Y2 -Tµ. Since AEA, 
Using the fact that z2 -c0z1 and z1 are uncorrelated and have mean 0, 
it follows that 
'l' (A) = EH(z2 - c0z1 ,z2 - c0z1) + 
EH(Co - A) zl, (Co - A) Zl) 
= EH(z2 - c 0z1 ,z2 - c 0z1 ) + 
EH((Co-A)Yl - (Co-T)µ,(Co-A)Yl - (Co-T)µ) 
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where the last equality uses the assumption that Aµ= Tµ. Since (c0 - T) 
is known, Remark 4.4 shows that the final expression in (5.5) is minimized 
by choosing (c0 - A) to be (c0 - T)P. Hence choosing A= A0 yields a minimum 
for (5. 3) since A0 EA. • 
The predictor of Y2 given by 
is often called the Gauss-Markov predictor of Y2• In some situations, 
Y1 and Y2 are uncorrelated in which case the Gauss-Markov predictor is 
"" just Tµ since c0 = O. To calculate Y2, both r11 · and E12 need to be known 
up to a common scalar. The case when r11 and r12 are estimated from data 
(i.e. Y1) is taken up in Section 6. 
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§6 Estimated Covariances 
In this section, we consider a linear model Y = µ + E:, µ € M where 
1: = Cov(Y) € y. The set y is arbitrary so µ = PY cannot be calculated as 
p depends on the unknown 1: € y. In such situations, it is common statistical 
practice to use Y to estimate E and then use the estimated 1:, say E, to 
estimate P by P where Pis the projection on M along E(M°). One typical 
procedure is iteratively reweighted least squares which can be described 
as follows: Make an initial guess r0 for 1: to get P0 (projection on M along 
No= r0 (M
0 )) and then calculate ii0 = P 0y. Based on the residual Y - u0 , calcu-
- -
... 0 late a new estimate E1 of E to get P1 (projection on M along N1 =E1 (M )) 
and µl =Pl Y. Then, based on the new residual Y - u1 , calculate a new estimate 
r2 of E to get P 2 and µ2 = P 2Y. This process is iterated a certain number of 
times to yield final estimates t P and u =PY. Naturally, the estimate 
-E will depend on the assumed form of E E y. 
Rather than focus attention on any particular estimation procedure, we 
will establish some results which hold for a wide class of estimators of 
E which include all of the covariance estimates of which I am aware. 
Definition 6.1: A function E:V-+y is a residual tyPe estimator if 
(i) E(y+x) = ~(y), for yE V, xE M 
(ii) E(y) = E(-y), for yEV. 
Throughout the remainder of this paper, E denotes a residual type 
estimator for E. In most cases, the argument of the function Eis suppressed, 
but at times Eis written E(Y) to· emphasize the randomness of E. In the 
same vein, P denotes the projection on M along any subspace N such that 
N=> E(M°}, and µ is defined by 
µepy (6.1). 
In most cases of interest, N = E (M°) since E is usually non-singular. 
The dependence (usually non-linear) of P and u on Y is ordinarily suppressed. 
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In the following Proposit:lc:n, the reader may find the notation slightly 
confusing. The expression P (Y) Y, which is the same as PY = µ, appears 
below. First, P(Y)x means the random projection P(Y) (which is a function 
of Y) evaluated (as a linear transformation) at x € V. Taking x = Y, we 
obtain P(Y)Y and other similar expressions. Also, any function f defined 
on V which satisfies 
f (y+x) = f (y), y € V, x € M 
is called a residual function. 
Proposition 6.1: In the linear model Y = µ + e:, µ € M, Ee:= 0 and Cov(y) = E € y, 
assume that L(e:) = L(-e:) and EP(Y)Y exists. Then Eµ = µ so u is an unbiased 
estimate ofµ. 
Proof: First note that P(Y) = P(Y- µ) since E(Y) = E(Y-u) and P is a function 
of E. Hence P(Y) = P(e:). For the same reason, P(e:) = P(-e:). Thus, to show 
that EPY = lJ, it suffices to show that 
EP (e:) e: = 0 (6.2) 
since Px=x for all x€M. However, using the assumption that L(e:)=L(-e:) 
we have 
EP ( e:) e: = - EP ( - e:) e: = -EP ( e:) e: 
so EP(e:) e: = o. • 
To compare the Gauss-Markov estimator of µ, namely µ = PY, and µ = PY, 
the following decomposition is useful. 
- 19 -
,. ., 
Proposition 6.2: In the notation above, 
µ = µ +PQY (6.3) 
where Q = I - P. 
Proof: Since Pis the identity on M, we have 
µ = PY = ppy + PQY = PY+ PQY = ii + PQY. • 
Here is a version of Proposition 6.1 for the prediction problem. 
In the notation of Section 5, consider the Gauss-Markov predictor of Y2 
given by Y2 = A0Y1 where A0 is given in (5.4). When r11 and r12 are unknown, 
let r11 and f12 denote residual type estimators (both satisfying (i) and (ii) 
of Definition 6.1) of r11 and r12• Then f11 and r12 determine P and c0, and 
hence A0 = c0 - (c0 - T)P which satisfies (i) and (ii) of Definition 6. 1. 
Proposition 6.3: In the notation above, if L(Y1 - µ) = L(-(Y1 - µ)), then 
EA0Y1 = Tµ for µ € M. 
Proof: The proof is essentially the same as that for Propsotion 6.1. • 
At this point, a version of Proposition 6.2 for the prediction problem 
would look rather artificial. The results of the next section which compare 
covariances forµ andµ will provide the motiviation for decomposing i 0Y1 
into A0Y1 and another vector. 
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§7 Variance Comparisons 
In a linear model context, a common statistical problem is to estimate 
some linear function of regression coefficients and obtain an estimate of the 
standard error of the estimator. For our linear model Y = µ + e; with µ E M, 
Ee:= 0 and Cov(Y) = 2: E y, the first part of the above problem translates into 
one of estimating [t, µ] for a known t EV'. Of course, when y has the right 
structure (see Theorem 4.3), one would use the best linear unbiased estimator, 
[;,~],of[~,µ]. This estimator has variance given by 
var ( [ E;, u]) = [ F;, P 2:P 'E; 1 (7 .1) 
where Cov(Y) = E and µ=PY. When Theorem 4. 3 is not applicable and 2: is 
estimated by a residual type estimator, r, it is common practice to use 
[~,µ] as an estimator for[~,µ]. Under the assumptions of Proposition 6.1 
(which are to hold through this section), [F;,µ] is unbiased, but one would 
suspect that var[,,µ] is larger than (7.1) because 2: has been estimated. 
This is not true in general (see Freedman and Peters (1982)), but is true 
in some generality. Below, E(•IQY) denotes conditional expectation given QY. 
Proposition 7.1: Assume that 
E (P (Y - JJ) I QY) = 0 (7. 2) 
for each µEM and I: E y. Then 
* A ~ 2 
var([~,µ])= var([~,u]) + E[F;,PQY] (7.3) 
for each 2: E y. 
Proof: From Proposition 6.2, we have 
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var ( [ E;, µ] ) = var ( [;, µ] ) + var ( [ E;, PQY] ) 
+ 2 cov ( [; , µ 1 , [ ; , PQY 1 ) • 
The equalities u = PY and Eu ::2 µ yield 
cov([f;,µ], [E;,PQY]) = E([E;,P(Y- µ)] [E;,PQY]). 
Since Pis a residual function, 
P(Y) = P(Y - µ) = P(QY). 
Conditioning on QY yields, 
cov([E;,µ],[E;,PQY]) = 
E{ [E;, P (QY)QY] E( [ E; ,P (Y-µ)] I QY)} = 0 
since (7.2) is assumed. Also, the unbiasedness of [E;,~] and [E;,µ] implies 
E[;,PQY] = 0, which entails 
2 
var ( [ E;, PQY]) = E[ E; ,PQY] • 
Thus, (7.3) holds. • 
Remark 7.1: If the distribution of the error vector Eis normal, then (7.2) 
always holds. This follows since PY and QY are are uncorrelated and hence 
A 
independent in the normal case. Of course, this argument shows thatµ and 
-PQY are independent when e is normal. See Khatri and Shah (1981) for a 
comparable argument. 
Remark 7. 2: Since Y - µ = e: and QY = Qe:, condition (7. 2) is a condition concerning 
the distribution of the error vector - namely, E(PE IQE) = O. To describe 
distributions other than normals for which (7.2) holds, first, let Ube a 
random vector in V with EU= 0 and Cov(U) = E. Call U linear in conditional 
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expectation (1.c.e.) if for each vector space W and each A€ L(V,W) 
E(UIAU) = BAU (7.4) 
where B € L(W, V) is any solution to the equation 
BAI:A ... = I:A... • ( 7 • 5) 
By Proposition 2.2, there is a solution to (7.5). Notice that if U is 
normal, then U is 1. c. e. since U - BAU and AU are uncorrelated and hence 
independent. Also, not that if U is l.c.e., then any linear transformation 
of U from V into w1 is also l.c.e. To see that (7.4) implies (7.2), take 
A= Q and take B to be the identity. That this B satisfies (7. 5) follows 
from the equations PI: Q"' = 0 and P = I - Q. 
As an example of a U which is non-normal and l.c.e., first take V=Rn 
with the usual inner product. Suppose that the distribution of U is 
orthogonally invariant and Cov(U) exists. Necessarily, EU= 0 and Cov(U) = cI 
n 
for some c ~ 0 where I is the n x n identity matrix. That (7 .4) holds for 
n 
such distributions can be established using arguments similar to those in 
Cambanis, Hwang, and Simons (1981). Thus, if 
U1 =GU (7.6) 
for some n x n matrix G, then u1 is also 1. c. e. Such distributions are 
sometimes called elliptical distributions. The above arguments show that 
for any such elliptical distribution for the error vector£, equation (7.4) 
holds and hence 
E(Pe: I Qe:) = 0 (7. 7) 
holds for any subspace M. Thus Proposition 7.1 holds for elliptical error 
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distributions. This completes Remark 7.2. 
Remark 7.3: The results of Remark 7.2 provide an alternative proof of some 
recent results of Kariya and Toyooka (1983) on elliptical error distributions. 
Remark 7.4: The obvious weakest condition for (7.3) to hold is that 
µ=PY and PQY be uncorrelated. However, since P is more or less an arbitrary 
residual function· (hence a function of QY), a sufficient condition for (7.3) 
which is conditional on QY is desirable. This is the reason for the form 
of (7.2). There are undoubtedly interesting linear models where (7.3) 
holds but (7.2) does not. 
Remark 7.5: An alternative way to state (7.3) is 
Cov(µ) = Cov(µ) + Cov{PQY). 
This shows that Cov(µ) is smaller than Cov(µ) in the positive semi-definite 
ordering of Loewner. 
We now want to establish a version of Proposition 7.1 for the prediction 
problem discussed in Section 5. In that notation, 
(7.8) 
is the Gauss-Markov prediction for Y2• As discussed in Section 6, residual 
type estimators r11 and r12 for r11 and r12 determine P, c0 and 
A = C - (C - T)P = C Q + TP 0 0 0 0 (7.9) 
This in turn determines the predictor 
(7.10). 
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The conditions of Proposition 6.3 are assumed to hold so EY2 = EY2 = EY2• 
The following result allows a comparison of Cov(Y2 - Y2) and Cov(Y2 -Y2). 
Proposition 7.2: Assume that 
(7.11) 
for each 1-1 € M and 1:11 , 1:12 and 1:22 in the linear model for Y1 and Y2 • 
Then, for each E; € v2, 
where 
,. 
Proof: First, write Y2 - Y2 = Y2 -Y2 + Y2 - Y2 and note that 
-
Y2 -Yz = (Ao -Io>Y1 = (Ao -Ao)PY1 + (Ao -Ao)QY1 
= <Ao -Ao)QY1 
= COQYl -AOQYl 
= z. 
(7 .12) 
(7.13) 
Since AO is a residual function, it follows that Z is a function of QY1 
(with 1:11 , 1:12 fixed). Thus, 
,. ,. 
var([;,Y2 -Y2]) +var([E;,Z]) +2 cov([E;, Y2 -Y2],[E;,Z]). 
,. 
Since E(Y2 -Y2)=O and Z is a function of QY1 , we have 
,. ,. 
cov([E;,Y2 -Y2],[E;,Z]) =E([E;,Y2-Yz],[f;,z]) 
= E ( [ E;, Z l E ( [; , Y 2 - Y 21 I QY 1 )) 
=O 
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since (7 .11) is assumed. Noting that EZ = O, (7 .12) follows. • 
Remark 7.6: When Y1 and Y2 are jointly normal, then (7.11) holds. To see 
this, write 
A 
y 2 - y 2 = y 2 - C Oy l - (CO - T) PY 1. 
Observe that Y2 - c0Y1 and Y1 are uncorrelated and hence independent. 
Now, decompose Y1 into PY1 and QY1 which are uncorrelated and thus inde-
A 
A pendent. This implies that Y2 -Y2 and QY1 are independent. Since E(Y2 -Y2 ) = O, 
(7.11) holds in the normal case. 
Remark 7.7: To obtain a result for the present case similar to that given in 
Remark 7. 2, first write the model for Y1 E v1 and Y2 E v1 as 
(7 .14) 
where µ E M~V 1 , fa;i = 0, Cov e:i = Eii, i = 1, 2 and the cross covariance is r12 • 
In the direct sum space v1@v2 with elements written as {v1,v2}, it is easy 
to show that 
Condition (7.11) can be written 
E(e:2 - c0e:1 + cc0 - T)Pe:1 IQe:1) = o. 
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(7 .15) 
(7.16) 
Conditions so that E(PE1 I Qe1) = 0 have been given in Remark (7. 2) so we focus 
attention on conditions so that 
(7 .17) 
However, a sufficient condition that (7.17) hold is that 
(7.18) 
since the left side of (7.17) is equal to 
P* . * { }r.'\ so 1.s a projection with range M = 0 \X/v2 • From the definition of c0, 
it follows that 
* * Set Q = I - P so 
Hence, condition (7.18) is equivalent to 
(7.19) 
* since El and Q {E1 ,E2} are functions of each other. However, Remark 7.2 
gives conditions for (7.19) to hold expressed in terms of the error vector 
{E1 ,E2}. Using this argument, one can give a proof of the Kariya-Toyooka 
(1983) result on prediction in the generality above. 
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,; t1· • 
Remark 7.8: An alternative way to write (7.12) is 
(7 .20) 
"' Thus, Cov(Y2 -Y2 ) is greater than or equal to Cov(Y2 -Y2 ) in the Loewner 
ordering when (7.20) holds. 
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§ 8 Discussion 
In the linear model Y = µ + £ with µ e: M, E£ = 0 and Cov(£) = I:, it was noted 
earlier that 
... 
Cov( µ) = PI:P"' (8.1) 
so 
var[E;,µ] 3 [;,PEP"';] (8.2) 
Recall that P depends on I:, but the dependence is suppressed notationally. 
When Theorem 4.3 cannot be applied and l is a residual type estimator of 
I:, then [f;,µ] is commonly used to estimate[;,µ]. There are a number of 
asymptotic results which justify this practice as well as the approximation 
2 - e [ A cr =var[E;,JJ] =var~,µ] (8.3) 
(see Cox and Hinkley (1974), p. 308 or Amold (1980), Chapter 10 for a 
discussion). In fact, it is common to see 
(8.4) 
used as an estimate for a2 • 
In some practical situations (see Freedman and Peters (1982), (1983)) 
-2 2 
a seems to underestimate a significantly. When£ has a normal distribution, 
-2 2 Freedman and Peters (1982) show that in many models, Ea < a • The discussion 
below extends this result to other models and weakens the normality assump-
tion. 
Let S be the set of non-negative definite covariances on V' to V. 
Proposition 8.1: For each ~ € V', the function I:-+- [f;,PI:P""E;] is concave on 
S to R. 
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Proof: Let A be given by (4.1) and set 
Since A EA, AY - µ = A(Y - µ) so 
'I' (A, E) = { E; , AEA' t;] • 
This shows that 'l'(A,•) is an affine function defined on the convex set S for 
each A E A, so 'I' (A, •) is concave on S. Applying Theorem 4 .1 with 
H(x, y) = [ ;,x] [ ;,y] yields 
inf 'I' (A, E) = [ t; , PEP .. ; ] 
AEA 
for each t; EV'. Since the inf of a family of concave functions is concave, 
the proof is complete. • 
Corollary 8.1: Suppose E is an unbiased estimate of r E y. Then 
EEcr2 ~[t;,PEP'E;] for each t; EV .... 
Proof: Apply Jensen's inequality. • 
Remark 8.1: The result of Proposition 8.1 shows that when Eis non-singular 
(so P is uniquely defined), the map r ~ PEP' is concave in the Loewner ordering. 
If one represents everything in terms of matrices, this result is given in 
Ylvisaker (1964), but the usual proofs are quite different than the one given 
here (for example, see Marshall and Olkin (1979), p. 469-472). 
When equation (7.3) holds (as in the normal case), the discussion above 
-2 2 shows that there are two sources of bias when one uses a to estimate a 
(assuming Eis unbiased for E). First, (7.3) states that 
(8.5) 
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Q > • 
-2 2 
-2 If a is used to estimate a, Corollary 8.1 shows that Ea ~[~,PEP'~]. 
Of course, Jensen's inequality is ordinarily strict, so one source of bias is 
that a2 tends to be less than [~,PEP';]. However, the term E[;,PQY] 2 is being 
-
-- 2 estimated by O - namely, if we substitute Q for Q, then [~,PQY] = 0. This is 
a second source of bias. Unfortunately, the above analysis is so crude that 
one does not obtain any idea of the magnitude of either source of bias. It 
seems that particular models will have to be studied in detail to obtain 
exact information about the bias. However, the work of Freedman and Peters 
(1983) suggests that the bias is substantial even in situations where one 
might believe the asymptotics are valid. 
An analysis similar to that above is valid in the prediction problem. 
Here is a brief outline of the details for the situation treated in Proposi-
tion 5.2 and Proposition 7 .2. For ~ € v2, observe that 
where A0 is given by (5.4). As in Remark 7.7 let 
Proposition 8. 2: For E non-negative definite and ~ € v2, the map 
E -+var[~, Y2 -A0Y1 ] is concave. 
Proof: With A given by (5. 2), for A€ A, the function 
(8.6) 
is an affine and hence concave function of E. By Proposition 5.2, the inf 
over A of f(A,E) is (8.6). Now repeat the proof of Proposition 8.1. • 
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Q •. ~ 
The estimation of T2 is more problematic than the estimation of a2 
2 
since T depends on r22 • Even though residual type estimators can often be 
constructed for r11 and E12, it is only in special circumstances that such 
estimators can be constructed for t 22 • However, when such estimators are 
at hand and are unbiased, the obvious plug-in type estimates of T2 will 
N2 have the same type of bias that a has. In particular, when (7.12) holds, 
there will be two sources of bias - one from Jensen's inequality and one 
2 from estimating E[,,Z] to be zero. 
It is not clear what to do about the bias problem. In many situations, 
an asymptotic argument shows that the lowest order term in var([,,µ]) is 
[,,PEP~,], but the evidence suggests that the higher order terms matter 
even for moderate samples. Furthermore, µ=PY is often a very complicated 
function of E and this precludes the usual Taylor series arguments to pick 
up the higher order terms in var([t,µ]). One possibility is the bootstrap, 
but at present, there is very little theoretical justification for its use 
except in the simplest situations (see Freedman (1981)). 
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