Kernel method is a powerful tool in multi-instance learning. However, many typical kernel methods for multi-instance learning ignore the correspondence information of instances between two bags or co-occurrence information, and result in poor performance. Additionally, most current multiinstance kernels unreasonably assign all instances in each bag an equal weight, which neglects the significance of some "key" instances in multi-instance learning. Last but not least, almost all the multi-instance kernels encounter a heavy computation load, which may fail in large datasets. To cope with these shortcomings, we propose a FAst kernel for MultiinstancE leaRning named as FAMER. FAMER constructs a Locally Sensitive Hashing (LSH) based similarity measure for multi-instance framework, and represents each bag as a histogram by embedding instances within the bag into an auxiliary space, which captures the correspondence information between two bags. By designing a bin-dependent weighting scheme, we not only impose different weights on instances according to their discriminative powers, but also exploit co-occurrence relations according to the joint statistics of instances. Without directly computing in a pairwise manner, the time complexity of FAMER is much smaller compared to other typical multi-instance kernels. The experiments demonstrate the effectiveness and efficiency of the proposed method.
Introduction
Multi-instance learning originated from investigating drug activity prediction [1] . In multi-instance learning, training examples are bags containing many instances. A bag is positive if it contains at least one positive instance; otherwise it is labeled as negative bag. The labels of bags in training set are known. However, we do not know the exact labels of instances in the bags. The framework of multi-instance has attracted much attention in various application domains such as object detection [2] , information retrieval [3] , image classification [4] , biomedical informatics [5] and so on.
Due to the fact that the labels of instances are implicit, traditional supervised learning algorithms or semi-supervised learning algorithms can not be used directly. On the other hand, unsupervised learning algorithms that simply ignore the labels of bags are not suitable to this framework as well. During the past several years, many algorithms [6] [7] [8] [9] [10] [11] [12] [13] have been proposed for multiinstance framework, among which kernel method is a powerful class to deal with the multi-instance learning problem.
However, current kernel methods for multi-instance learning have several shortcomings. Firstly, most of such methods neglect the significance of correspondence relations or the co-occurrence relations among instances. The implicit exponent matching scheme explored in [9] and the label consistency of instance pair based weighting scheme used in [12] indicate that a high correspondence of instances in two bags implies high similarity, which is important when computing kernel values. A vivid example is Fig. 1 . Both of the two image bags (an image is segmented into several regions/instances as [2] ) contain coast, sea and sky. The correspondence relation implies that the two image bags have a high similarity. If the correspondence information between two images can be taken advantage of, the computed kernel value will be more accurate. [13] demonstrates that the co-occurrence of instances is able to disclose the non-i.i.d. information conveyed by instances, which is helpful to make the multi-instance learning tasks easier to cope with. (Here, non-i.i.d. means non-independently identically distributed.) Take Fig. 2 [14] for example. In this object detection problem, we aim at detecting monkeys. As indicated in Fig. 2 , monkeys are very likely to live in the trees. It means in an image bag, the instances that contain monkeys are very likely to co-occur with the instances that contain trees. Such co-occurrence information among instances is helpful to the object detection applications [2] . Therefore, simply ignoring the correspondence or co-occurrence information is very likely to undermine the accuracy of the computed kernel value. Secondly, typical multi-instance kernels take it for granted that each instance in a bag plays an equal role when considering the similarity of two bags. However, as indicated in [9] and [15] , some "key" instances are critical under multi-instance learning framework. The LASSO procedure [16] employed by [11] dictates that a weighting scheme benefits multi-instance learning because instances within a bag usually have different discriminabilities. Thus it is more desirable to impose higher weight on those "key" instances. Specially, [17] proposed a algorithm to obtain the salience of each instance in each bag with respect to the bag's label. Last but not least, these multi-instance kernel algorithms suffer from heavy computation load, especially when the number of instances in each bag is large.
To cope with the above problems of current multiinstance kernel algorithms, we propose a FAst kernel for Multi-instancE leaRning named as FAMER. In our work, we reveal the importance of correspondence for multi-instance learning for the first time, and design a Locally Sensitive Hashing (LSH) [18] based similarity measure to detect the correspondence relationship of instances between two bags. For the purpose of efficient computing, we embed each bag into an auxiliary space and represent the bag as a histogram. Here, a histogram is a high dimensional vector, and each dimension records the number of instances that have been mapped into the corresponding bin. This histogram scheme guarantees that similar instances are very likely to be mapped into the same bins. Another contribution of FAMER is that, we design a weighting scheme for each bin to reflect their discriminative ability. In this way, we implicitly weight instances within each bag according to their discriminative powers thus no longer treat each instance in the bag equally when computing the kernel value. Moreover, the co-occurrence information represented by the instance joint statistics [19] can be captured by this weighting scheme. The third contribution of our work is the time complexity. Avoid using pairwise relations among instances, FAMER has a low computing overhead compared with most current multi-instance kernel algorithms, particularly when the number of instances in each bag is large.
We organize the rest of this paper as follows. In section 2, we briefly introduce some related works. In section 3, we present the preliminaries and notations. FAMER is proposed in section 4 in detail. In section 5, we report on experimental results. Finally in Section 6, we conclude the paper.
Related Work
Multi-instance learning has been investigated for several years, and many algorithms have been proposed, such as Diverse Density [6] , Bayesian-KNN [7] , MI Kernel (NSK and STK) [8] , MI SVMs [9] , MI Ensembles [10] , MI Instance Selection [11] , Marginalized Kernels [12] , MIL for Sparse Positive Bags [20] , PPMM kernel [21] , MIGraph, miGraph [13] etc, among which kernel method plays an important role.
Normalized Set Kernel (NSK) [8] is the first ker-nel method under multi-instance learning framework, which applies pairwise scheme to compute the kernel between two bags. On one hand, the pairwise computing scheme simply assumes the instances within each bag are independent of each other, which ignores the cooccurrence information; it also implicitly assumes that all instances within a bag are equally important, which leads to unsatisfactory performance. On the other hand, the pair-wise computing procedure results in quadratic time complexity with the average number of instances in each bag, which is intolerable if this number is large. Statistic Kernel (STK) is another kernel method proposed in [8] , which only considers the minimum and maximum of all features across each instance within a bag. To the best of our knowledge, STK is the only reported fast kernel whose time complexity is linear with the average number of instances in each bag. However, due to the simple heuristics it used, STK ignores correspondence and co-occurrence information, and is easy to fail under the condition that the number of instances in each bag is large, which undermines its advantage. Marginalized Kernel (MG-ACC Kernel) [12] considers the pairwise relations of instances between two bags and weights every pair of instances by the consistency of their probabilistic instance labels to acquire correspondence information. However, the co-occurrence information among instances is overlooked. Moreover, [12] suffers from heavy computing load for both inferring the probabilistic instance labels and pair-wise computing. P-Posterior Mixture-Model Kernel (PPMM Kernel) [21] aims at detecting adaptive mechanisms of how instances decide bag labels for various applications. It trains a Gaussian Mixed Model (GMM) for instances in each bag and summarizes the frequencies when computing the kernel value between two bags. In this way, the correspondence information between two bags is captured. Nevertheless, the co-occurrence information is ignored, and training the GMM suffers a heavy computation load. MIGraph Kernel and miGraph Kernel [13] are two recent works that employ an −graph scheme to capture the co-occurrence information conveyed by instances within each bag. However, the correspondence information is ignored and the −graph scheme costs a lot of computing time as well. As far as we know, there are few if any multi-instance kernels that consider both correspondence and co-occurrence information. Therefore, it is desirable to propose a fast multi-instance kernel method which can effectively incorporate both correspondence information and co-occurrence information. Our work also relates to Locally Sensitive Hashing (LSH) which is originally proposed to tackle nearest search approximation in high dimensionality [22] . As [23] summarized, several LSH families [24] [25] [18] have been proposed in the context of nearest search approximation. From another point of view, LSH method is a powerful family of embedding techniques, which constructs short similarity-preserving sketches for object in database [24] [18] . This technique has been widely used in information retrieval [26] [27] and computer vision [28] . For example, [26] adopts it to solve the similarity search tasks. [28] employs LSH to execute efficiently matching between sets of features. However, as far as we know, hash embedding techniques including LSH remain untouched in multi-instance learning framework.
Preliminaries
In this section we give the formal description of multiinstance learning and the technique, LSH, which is used to implement the hashing embedding.
3.1 Multi-Instance Learning. The original description of multi-instance learning [1] is as follows. Denote X as the instance space. Given a data set is a positive instance, then X i is a positive bag and thus L i = +1, but the concrete value of the index p is usually unknown; otherwise L i = −1. The goal is to learn some concept from the training set for correctly labeling unseen bags.
With several years development in different applications, the above unambiguous mechanism(e.g. a bag is positive if and only if at least one instance is positive) is generalized to many forms [29] [30] . These generalizations are necessary for some applications. For example, as indicated in [11] , in object recognition, if a positive instance label indicates that the instance appears to be part of the object(due to the hardness to perform perfect segmentation), a negative bag may contain positive instances as well. However, as pointed out by [21] , even the explicit mechanism of how the instances within the bag determine the bag labels can hardly benefit a MIL algorithm deterministically due to the unknown instance labels. Moreover, this mechanism is implicit for some applications. As a result, the general kernel methods, which do not explicitly take advantage of the specific mechanism, usually achieve superior results in the real world applications.
Locally Sensitive
Hashing. There are two equivalent formal definitions for LSH, which can be found respectively in [22] and [18] . The definition in [22] is under the context of nearest neighbor search approximation. We adopt the way in [18] which fits our purpose better: Locality Sensitive Hashing scheme is a random distribution on a family H of hash functions operating on a collection of objects, such that the probability of two object being mapped to the same value reflects the similarity between them. Formally, given a feature space X , if for ∀ x, y ∈ X , the following equation satisfies,
then, H is a LSH family. Therein, h is the hash function sampled from H, and s H is a similarity measure of X , which is induced by LSH family H. Given an arbitrary locally sensitive hash function h∈ H, we define the corresponding induced similarity measure as
2), we can easily achieve the following equation,
There are several LSH families which have been devised for various distance or similarity measures. For example, bit sampling for hamming distance [22] , minwise independent permutation for set similarity (Jaccard index) [24] , random projection for L 2 distance in Euclidean space [25] and random hyperplane for cosine similarity [18] . As summarized in the previous work [23] , the choice of LSH families depends on the background of applications. For example, in text document retrieval, the LSH family of random hyperplane for cosine similarity will be a preferable choice. In our implementation, we apply the random projection for L 2 distance due to its generality. (Actually, users can adopt other LSH families according to various requirements.)
To complete the detailed description of FAMER afterwards, we will give a brief introduction of the LSH families for L 2 distance as follows [23] : pick a random projection of R d onto a 1-dimensional line, shifted by a random value b ∈ [0, W ), and chop the line into segments of length W. Formally, for ∀x ∈ R d ,
Therein, the projection vector r ∈ R d subjects to a d−dimensional standard Gaussian distribution, and b ∈ R is sampled from the uniform distribution U [0, W ). W is called window size, which controls the distance range that the mapping is sensitive to. A statistical analysis in [27] reveals that, the following relation holds:
Therein, φ is the probability density function of the standard Gaussian distribution, and j ∈ Z is an arbitrary integer.
It should be noted that h r,b (x) in Eq.(3.4) is usually called atomic hash function. In practice, these atomic functions are usually concatenated to form final hash function in order to enhance local sensitiveness.
The Proposed FAMER
In this section, we propose a fast kernel for multiinstance learning. At first, we present a case study to reveal the importance of correspondence scheme in multi-instance kernel, and design a LSH based similarity measure to capture the correspondence information between two bags. For the purpose of practical computing, we construct a histogram and map every bag into it. In order to fully take advantage of the "key" instances within each bag, we design an weighting scheme to implicitly weight each instances. This weighting scheme for occurrence histogram respects co-occurrence relations according to the instance's joint statistics.
In the rest of this section, we give the detailed description of FAMER. In section 4.1, we design a LSH based metric and an efficient computing scheme, which captures the correspondence information. Then in section 4.2, we propose an weighting scheme based on entropy. At last, we summarize the algorithm and analyze the time complexity in section 4.3.
Construct Similarity
Metric with Correspondence. Many typical multi-instance kernels easily neglect the important correspondence information between two bags, which undermines the accuracy of computed kernel values. Therefore, in our work, we aim at detecting the correspondence using LSH based technique.
LSH based Similarity Metrics for MIL.
Previous works [8] [31] [20] indicate that the Normalized Set Kernels(NSK) between two bags in Eq. (4.6) usually gets decent results for most of real-world datasets, 2 ) is RBF kernel between instances, and n i and n j are number of instances inside bag X i and X j respectively. This observation can be explained in two ways: the preferable relaxed optimization constraint indicated in [20] , and the implicit correspondence scheme obtained from RBF kernel between instances, which is first pointed out in our work. As demonstrated by Figure 3 , the value of RBF kernel between similar instance pair x ia and y jb makes significant contributions to the summation by exponential amplification, which can capture the correspondence information to some degree. The effectiveness of this soft correspondence can be empirically validated in Table 1 . The detailed description of these data sets used for this case study can be referred in Section 5. We can see that NSK employing RBF kernel as instance kernel has significant improvement of classification accuracy compared with it employing linear kernel.
The above case study indicates that the exponential amplification characteristic of RBF kernel captures the implicit correspondence of similar pair instances between two bags. Therefore, in order to exploit the desirable correspondence information as N SK rbf , we define an LSH based similarity metrics between bags for multiinstance learning as follows, given an arbitrary locally sensitive hash function h∈ H, we also define the corresponding similarity measure similar with Eq.(4.7) as follows,
The below Lemma will disclose the statistical connection between (4.7) and (4.8).
Lemma 1.
Proof. The expectation of S M I,h (X i , X j ) can be rewritten as follows by linearity of expectation,
Note that s h (x ia , y jb ) is a binary random variable that equals to 0 or 1, and f (z) = exp(−γ (1 − z) ) is convex function under z∈ [0, 1]. According to Jensen's inequality, we obtain that,
which completes the proof.
can be used as a biased approximation of S M I,H (X i , X j ).
Practical Computing.
A disadvantage of Eq. (4.8) is that it applies a pairwise manner as other typical multi-instance kernels, which is time consuming, especially under the condition that the average number of instances within each bag is large. Therefore, to solve this problem, we propose an efficient way to compute
At first, to enhance the local sensitiveness, we need to build the practically used LSH families in our method from 0/1 valued atomic LSH families. Let A be the atomic LSH family defined in (3.4), we concatenate B independent atomic hash functions to make a B-bit hash function: Figure 4 shows the relation between B and hash functions: the larger the B is, the more sensitive the hash function becomes. In other words, as B increases, only the most similar pair of instances between two bags can make significant contribution to the bag similarity under the context of multi-instance learning.
Then, for practical computing, we set up several independent histograms for each bag based on the Bbit hash function, and estimate E h∈H [S M I,h (X i , X j )] using these histograms. Now, we formalize how to embed a bag of instances into one histogram. According to the description, let X be the instance space, H be the B-bit hash functions family mapping from X to D = {0, 1 
items whose s h (x ia , x jb ) = 0 inside the summarization. Therefore, Eq.(4.8) can be rewritten as follows,
According to Eq. (4.10), S M I,h (X i , X j ) can be calculated directly using the embedding histogram. The above equation only needs to scan all the instances within each bag once and avoids considering the pairwise relations between instances, which saves a lot of computational overhead.
In implementation, we maintain several independent embedding histograms to estimate
Specifically, we choose M hash functions H M = (h 1 , h 2 , . . . , h M ) independently, then the expectation is approached by the average of
According to the linearity of expectation, it can be easily verified that the expectation of S M I,H M (X i , X j ):
However, the variance of
Therefore, by replacing
, the expectation remains same but the variance is lowered by a factor of 1/M, which means a more stable estimation.
If we define the super-histogram
, Eq.(4.11) can be rewritten as follows,
2 Entropy based Weighting Scheme. Most multi-instance kernels unreasonably impose an equal weight on all instances within a bag, which ignores the significance of "key" instances [15] , and undermines the learning performance. Some investigations have been made in imposing weights on instances according to their discriminative abilities. For example, Marginalized Kernel [12] employs DD framework [6] to generate a weight for every instance which reflects the probabilistic label of the instance. Lasso process [16] , where L 1 Norm SVM is usually used, is another scheme to weight instances [11] . AP-Salience algorithm [17] , obtains the salience of each instance in each bag with respect to the bag's label. However, most of these weighting schemes suffer from heavy computing load. To cope with this problem, we propose an efficient weighting scheme for histogram bins in this subsection, which not only implicitly weights the instances within each bags, but also respect the co-occurrence relations. According to properties of locally sensitive hashing, the instances, which have been mapped into same bin, can be viewed as similar instances (the distance between them is small) under some specific probabilities. From another point of view, each bin in the histogram corresponds to a probabilistic region in the original instance space X . As revealed in DD framework [6] , those regions containing large number of "positive" instances(from positive bag) and few negative instances have much discriminative information for positive bag, while the other regions containing few "positive" instances and large number of negative instances have much discriminative information for negative bag. Therefore, it is reasonable to employ entropy, which reflects the concept of purity, to quantify the discriminative power of each bin.
The probability of "positive" instance in specific bin [i] is estimated as, is a small constant used for smoothing. Similarly, the probability of negative instance in bin [i] is estimated as, (4.14)
Every bin is empty initially, and the prior probabilities of positive and negative are both 1/2, which is consistent with Eq.(4.13) and (4.14). It deserves noting that although we regard all instances in positive bags as "positive" when estimating the probability, the influence of those "false positive" instances in positive bags can be offset by the negative instances from corresponding negative regions in negative bags.
Through the above definitions, the weight for bin [i] is defined as the variation of entropy through embedding, which is named as information gain. The initial entropy for bin [ 
After embedding, the probability for "positive" instances is P + [i], and the probability for negative instances is P − [i], then
where C is a system parameter used to both control the impact of information gain weight and smooth the estimation. In this way, all instances inside each bin are implicitly weighted by the weights of the corresponding bins.
Another point deserves mentioning is that, the histogram naturally records the co-occurrence information of "positive"/negative instances. Therefore, the designed weighting scheme employs the information to generate weights for histogram, which also respects the co-occurrence relations to some degree: instead of calculating the similarity between pair of instances individually (e.g. NSK [8] ), it takes advantage of the joint statistics of instances to calculate the similarity [19] .
Let W be the learned weight vector for superhistogram, then we can finally present the fast kernel for multi-instance learning as follows,
where • is the Hadamard product for entry wise product.
As we know, only positive semi-definite kernels guarantee an optimal solution to kernel method based on convex optimization(e.g. SVMs). The following Lemma will prove that the proposed FAMER (4.16) indeed satisfies mercer's condition.
Lemma 2.
Proof. (4.16) can be rewritten as,
Given that Mercer kernels are closed under both addition and scaling operations (due to the closure properties of valid Mercer kernel), we only need to prove
We construct a explicit mapping Φ such that,
Therein, √ W represents entry wise square root of W.
is positive semidefinite kernel according to Mercer's theorem, which completes the proof. 
Algorithm 2: Test Procedure for FAMER

Summary of Algorithm and Complexity
Analysis. According to the above descriptions, the detailed training procedure for FAMER is summarized in Algorithm 1. First, we need to initialize all the superhistograms for every bag with zero. Then, we map every instance within each bag into the corresponding histogram and count the occurrence of positive instances and negative instances inside every specific bin, from which we can compute the weight vector as using Eq. (4.15). Finally, we compute the whole kernel matrix, and employ the normal training process of SVM. After training, we get the weight vector and support vectors (represented by super-histograms).
The detailed test procedure for FAMER is summarized in Algorithm 2. First, we also need to initialize all the super-histograms for every test bag with zero. Then, we map every instance in each bag into the corresponding histogram. Finally, we compute kernel value between support vector and the super-histogram of the test bag using Eq. (4.16), and employ the normal predicting process of SVM.
The time complexity of the proposed FAMER(both training and test procedure) includes two parts: gener-ating embedding histograms and computing kernel values. Denote d as dimensionality of instance space X , n as average bag size, and N as the whole number of bags in data set S. The embedding part involves calculating hash values and adding them to the histogram bins. We adopt dense representation for every histogram, so that the initialization time of single super-histogram for each bag is O(2 B M ). Computing hash values and adding them to the histogram bins for a bag cost O(dBM n). As a result, the time complexity of embedding part for the whole dataset is O (N ·(dBM n+2  B M ) ). Computing kernel values depends entirely on the histogram size, and takes O(2 B M ) for every pair of bags and O(2 B M N 2 ) for an N × N symmetric kernel matrix. This part does not explicitly depend on the dimensionality d and the bag size n, which leads to the potentiality for being fast.
Most typical multi-instance kernels such as NSK, MIGraph, miGraph, MG-ACC kernel, and PPMM kernel adopt a pairwise manner to compute kernel value. Therefore, their time complexity is at least quadratic with the bag size n, which is very slow as n increases.
Experiment
In this section, we focus on evaluating the effectiveness and efficiency of the proposed FAMER on three application domains. Several typical multi-instance kernels are compared with FAMER: Normalized Set Kernels (N SK rbf ) [8] , Stat-Kernel (STK) [8] , MIGraph Kernel [13] , miGraph Kernel [13] , MG-ACC Kernel [12] , and PPMM Kernel [21] . Besides these typical kernels, we also compare the proposed FAMER with some other well-known multi-instance classification algorithms.
Experimental Methodology and Parameter
Setting. In this experiments, we learn a kernel using FAMER and other typical kernel methods under some well-known Multi-Instance learning applications. Then LIBSVM [32] is employed to obtain the corresponding classification accuracy for each learned kernel. During training, 10-fold cross validation scheme is applied to tune the parameters for each method. In testing procedure, we repeat the experiments for serval times to achieve an average classification accuracy. To fairly validate the efficiency of the proposed method, we implement FAMER, N SK rbf , MIGraph Kernel, and miGraph Kernel in C++ programs. All these programs are compiled in Microsoft Visual Studio 2005 and executed on the PC with Intel Core 2 Duo CPU (2.10GHz).
M is the number of random hash functions we use. According to the Law of Large Numbers, the larger M is, the more accuracy we can achieve for estimating the expectation value E h∈H [S M I,h (X i , X j )]. In all the experiments, we simply set M = 400, which already guarantees a stable estimation of expectation in practical use. Intuitively, as the parameter B increases, only the most similar pair of instances corresponds to each other and contributes to the bag kernel. Therefore, B is an application dependent parameters, which reflects the degree of tolerating correspondence. In our experiments, we simply set B = 4 for most datasets(e.g. Musk1, Elephant, Fox, and Tiger), B = 5 for Musk2 and B = 6 for Protein, both of which have larger average instances number in the bag. Window size W in Eq. (3.4) is an important parameter. During the experiments, we follow the suggestion of [28] that W is set up as a portion of average r · x in Eq.(3.4).
5.2 Drug Activity Prediction. Drug activity was the motivating application for the multiple instance representation [1] . In this subsection, we evaluate the proposed FAMER on the well-known datasets Musk1 and Musk2. More detailed information about the datasets can be available in [1] or Table 5 .
Under the datasets of Musk1 and Musk2, we use FAMER along with other typical kernel methods to learn a kernel respectively, and then apply LIBSVM to test the classification performance. The results are achieved by using a ten times 10-fold cross validation policy and listed in the top half of Table 2 . To further validate the effectiveness of the proposed FAMER, we list the results of some other classification algorithms for multi-instance learning in the bottom half of Table  2 . The best performances are highlighted with figures in bold typeface. Although a little lower than PPMM [21] under Musk1, the proposed FAMER is better than other methods, including most typical kernels for multiinstance framework. As for Musk2, the classification accuracy is the best.
Automatic Image Annotation.
In this subsection, we evaluate the proposed FAMER under three image annotation datasets: Elephant, Fox, and Tiger. The tasks proposed in [9] aims at detecting three categories of animals, Tiger, Elephant, and Fox from background images. In this representation, an image(bag) consists of a set of segments (instances), each of which is characterized by color, texture and shape descriptors. Each of the three datasets has 100 positive and 100 negative bags. More details can be found in [9] or Table 5 .
As in last subsection, we use FAMER, along with other kernel methods to learn a kernel respectively under Elephant, Fox and Tiger. A ten times 10-fold cross validation policy is used to achieve the average classification results, which are listed in Table 3 . Some other classification algorithms for multi-instance learning are shown in the bottom half of Table 3 as well. [8] 88.0% 89.3% 88.7% STK [8] 91.6% 86.3% 89.0% MIGraph Kernel [13] [9] 77.9% 84.3% 81.1% mi-SVM [9] 87.4% 83.6% 85.5% MissSVM [33] 87.6% 80.0% 83.8% DD [6] 88.0% 84.0% 86.0% EM-DD [34] 84.8% 84.9% 84.9% APR [1] 92.4% 89.2% 90.8% MI-Box [30] 91.2% 90.3% 90.8%
The best performances are highlighted with figures in bold typeface. The results show that the proposed FAMER achieves the best classification performance under all the three datasets and has significant improvement compared with other methods. It is mainly because FAMER not only captures the valuable correspondence and co-occurrence information when computing the kernel value, but also imposes relatively high weights on those "key" instances with strong discriminability. be found in [35] . Due to the serious imbalance between positive and negative bags under the Protein data set, simply adopting a 10-fold cross validation scheme will lead to extreme high True Negative rate and very low True Positive rate, which is meaningless because True Positive rate is more important in this protein identification task. (Actually, simply classifying every bag as negative can obtain a trivial result: an average classification accuracy 88.9%, a high TN 100%, but a low TP 0%.) Therefore, we adopt the same leave-one-out scheme used by Wang et al. [35] : in every turn, we hold out one positive bag for testing, and use the rest of 19 positive bags for training. As for negative data, the whole set of negative bags is split into 8 equal-sized subsets(each contains 20 bags). In other words, we train our algorithms on 19 positive bags plus one subset of negative bags, and then test using the held-out positive bag plus the remaining 7 subsets of negative bags. We repeat this procedure for 20 × 8 = 160 times when learning each kernel respectively. Table 4 best True Positive rate, which is very critical to this application. As for TN and average rate, FAMER is a little lower than N SK rbf , , but much better than other methods.
Identifying
Efficiency.
As we known, the time complexity of kernel methods reside in two parts: the time duration to compute the complete kernel matrix, and the duration to perform convex optimization. We only focus on the first part because the second part mainly depends on the adopted specific optimization techniques, which is out of the scope of this paper. The detailed descriptions of various datasets used for evaluating efficiency are listed in Table 5 . These data sets roughly fall into two categories according to the average number of instances per bag: the category containing small number of instances(e.g. Musk1, Elephant, Fox, and Tiger) and the category containing large number of instances(e.g. Musk2 and Protein). We record the execution times of FAMER, N SK rbf , MIGraph and miGraph Kernel to compute complete kernel matrix under these datasets and list them in Table 6 . We don't compare FAMER with STK because as previous experiments indicated, the classification performance of STK is rather poor especially under databases that contain a large number of instances per bag.
It should be pointed out that the execution time of FAMER include two parts, offline part for embedding and online part for computing kernel value. The proposed FAMER runs much faster than other kernels. As the average number of instances per bag increases, the efficiency superiority of FAMER becomes more and more significant. For example, FAMER runs only twice faster than N SK rbf and miGraph under small databases such as Elephant, Fox and Tiger. However, when it comes to large datasets, it runs about 7 times faster than N SK rbf and miGraph under Musk2, and even 20 times faster under Protein. MIGraph is really slow, because the computational complexity of it is O(dn 4 N 2 ). Another key point worth mentioning is that FAMER gains a high efficiency without at the cost of losing effectiveness. It achieves the best classification accuracy under most tasks.
Conclusion
In this paper, we propose a fast kernel for multi-instance learning named as FAMER. By designing a LSH based similarity metric and and representing each bag as a histogram, FAMER is able to detect the correspondence information between two bags when computing the kernel value. Unlike many other typical kernels, FAMER designs a weighting scheme to not only implicitly weight instances according to their discriminative abilities, but also capture the co-occurrence information. Last but not least, without computing the pairwise relations of instances between two bags, FAMER achieves a low computing load compared with many other multi-instance kernels. The experiments dictate that the proposed FAMER achieves superior classification performance and high efficiency.
