In this paper we show that the index of a 1-reducible subgroup of the di erential Galois group of an ordinary homogeneous linear di erential equation L(y) = 0 yields the best possible bound for the degree of the minimal polynomial of an algebraic solution of the Riccati equation associated to L(y) = 0. For an irreducible third order equation we show that this degree belongs to f3;6;9;21;36g. When the Galois group is a nite primitive group, we reformulate and generalize work of L. Fuchs to show how to compute the minimal polynomial of a solution instead of the minimal polynomial of the logarithmic derivative of a solution. These results lead to an e ective algorithm to compute Liouvillian solutions of second and third order linear di erential equations.
Introduction
The computation of the algebraic solutions of a linear di erential equation L(y) = 0 over the eld of rational functions was a problem of great interest of the end of last century. P. Pepin, H. Schwarz, L. Fuchs, F. Klein, C. Jordan and others worked on this problem and gave a solution for second order equations (cf. (Baldassarri and Dwork (1979) ), the intoduction of Boulanger (1898) , and Gray (1986) ). Many of the earliest contributions to the representation theory of nite groups have been made in connection with di erential equation (e.g. Jordan's Theorem) and it was the starting point for the classi cation of the nite primitive groups. In this paper we will focus on the ideas of Fuchs. In Fuchs (1878) , Fuchs showed how the (then new) tools of invariant theory could be used to construct, in many cases, the minimal polynomial of an algebraic solution of a second order linear di erential equation.
The more general question of nding the liouvillian solutions of a linear di erential equation, in which case the di erential Galois group can be in nite, leads to the theory of linear algebraic groups. But for a primitive unimodular Galois group, all liouvillian solutions are algebraic (cf. Ulmer (1992) ) and in this case the approach of Fuchs can y Partially supported by NSF Grant 90-24624 z Partially supported by Deutsche Forschungsgemeinschaft,while on leave from Universit at Karlsruhe. The second author would like to thank North Carolina State University for its hospitality and partial support during the preparation of this paper. 0747{7171/90/000000 + 00 $03.00/0 c 1998 Academic Press Limited be used. This leads to an e ective method for computing the minimal polynomial of a solution in this case. This computation is much more linear than the computation of the minimal polynomial of the logarithmic derivative of a solution which is performed in the algorithm proposed by Kovacic for second order equations y and in the general algorithm proposed by the rst author (cf. Kovacic (1986) and Singer (1981) ). In the direct computation of a minimal polynomial of a solution, the knowledge of the nitely many possibilities for the di erential Galois group can be used not only to bound the degree of the minimal polynomial, but also to compute the coe cients of this polynomial.
In this paper we propose the following method for the computation of liouvillian solutions:
i) Case 1: If the di erential Galois group is a reducible linear group, then a factorisation of the di erential equation is used to reduce the problem to a linear di erential equation of lower order. In this paper we show how this can be done for third order equations.
ii) Case 2: If the di erential Galois group is an imprimitive linear group, then the algorithm proposed in Singer (1981) by the rst author is used. For second (resp. third) order equations, this leads to the computation of a solution whose logarithmic derivative is algebraic of degree 2 (resp. 3), in which case this general algorithm is still practicable.
iii) Case 3: If the di erential Galois group is a primitive nite linear group, then we show how the method of Fuchs can be extended to compute the minimal polynomial of an algebraic solution in a very e cient way.
In our approach, we assume that, over the di erential eld k of coe cients of L(y) = 0, algorithms computing a factorisation, a solution whose logarithmic derivative is in k (for case 2) and a solution which is in k (for case 3) of a of linear di erential equation exist (see Section 1 for a discussion and references).
In this paper we discuss explicitely second and third order di erential equation, but the extension of the method of Fuchs for case 3 to higher order equations is now straightfoward.
The paper is organized as follow: in the rst section we derive some results from di erential Galois theory. In the second section we show how, using factorisation, case 1 of a reducible third order linear di erential equation can be be reduced to the problem of nding liouvillian solutions of a second order equation. In the next section we derive exact possible algebraic degrees of the logarithmic derivative of a second or third order equation. We then brie y discuss the algorithm given by the rst author which is used in case 2, where the Galois group is an imprimitive linear group. In the last and main section we focus on di erential equations with primitive di erential Galois groups. We rst compute a bound for the algebraic degree of a solution and then use the semiinvariants of the Galois group to compute the coe cients of the minimal polynomial of an algebraic solution. We also apply the method to a second and a third order linear di erential equation with primitive Galois group and compute the minimal polynomial of a solution in both cases.
y In fact, an algorithm (with some mistakes) to nd the minimal polynomial of the logarithmic derivatives of a solution of a second order linear di erential equation was rst given by Pepin one hundred years before Kovacic (1986) and Singer (1981) (cf. P epin (1881) ). Furthermore, in P epin (1881), P epin is able to use his method to verify the Schwarz list of hypergeometric equations with algebraic solutions (cf. Boulanger (1898))
Di erential Galois Theory
In this section we rst brie y review some facts about di erential algebra and the existing algorithms for computing liouvillian solutions of linear di erential equations. For a more complete exposition we refer to Kaplansky (1957) , Kovacic (1986) , Singer (1981) or Singer (1990) . In the following we will use the same notation as in Ulmer (1992) or Singer and Ulmer (1992) .
A di erential eld (k; ) is a eld k together with a derivation on k. A di erential eld extension of (k; ) is a di erential eld (K; ) such that K is a eld extension of k and is an extension of the derivation to a derivation on K. In this paper we always assume that k is a eld of characteristic 0 and that the eld C = ker k ( ) of constants of in k is algebraically closed (e.g. (Q(x); d dx )). We also write y (n) instead of n (y) and y 0 ; y 00 ; : : : for (y); + + a 1 y 0 + a 0 y = 0 (a i 2 k): In the following we will have to compute rational solutions z of L(y) = 0 (i.e. z 2 k), and solutions of L(y) = 0 whose logarithmic derivative is rational (i.e. z 0 =z 2 k). Algorithms computing such solutions for various coe cient elds are described in Bronstein. (1992) , Liouville (1833) , Schlesinger (1895) (volume II, x177) and Singer (1991) (cf. Proposition (2:3)). In the following we always assume that k is a di erential eld over which such solutions can be computed (e.g. C(x); d dx )). The computation of a solution whose logarithmic derivative is rational is usually much more di cult than the computation of a rational solution. Definition 1.1. A di erential eld extension (K; ) of (k; ) is a liouvillian extension if there is a tower of elds k = K 0 K 1 K m = K; where K i+1 is a simple eld extension K i ( i ) of K i , such that one of the following holds: i) i is algebraic over K i , or ii) ( i ) 2 K i (extension by an integral), or iii) ( i ) = i 2 K i (extension by the exponential of an integral).
A function contained in a liouvillian extension of k is called a liouvillian function over k.
In Kovacic (1986) an algorithm is given to nd a basis of the liouvillian solutions of a second order linear di erential equation with coe cients in k 0 (x), where k 0 is a nite algebraic extension of Q. In Singer (1981) the rst author gives a procedure to nd a basis of the liouvillian solutions of a linear di erential equation L(y) = 0 of arbitrary degree n with coe cients belonging to a nite algebraic extension of Q(x).
We refer to Kaplansky (1957) , Kovacic (1986) , Singer (1981) , Singer (1990) , Ulmer (1992) or Singer and Ulmer (1992) for the de nition of a Picard Vessiot extension (PVE) K associated with L(y) = 0, which can be viewed as a splitting eld of L(y) = 0, and of the di erential Galois group G(L) of L(y) = 0, which consists of the automorphisms of a PVE K of k that commute with .
If we choose a fundamental set of solutions fy 1 ; y 2 ; : : :; y n g of the equation L(y) = 0, then for each 2 G(L) we get (y i ) = P n j=1 c ij y j , where c ij 2 C. This gives a faithful representation of G(L) as a subgroup of GL(n; C). Di erent choices of bases fy 1 ; y 2 ; : : :; y n g give equivalent representations. This equivalence class of representations is fundamental to our approach. In the sequel we always consider this representation as the representation of G(L). The following theorem will enable us to always assume that the di erential Galois group G(L) GL(n; C) of a di erential equation L(y) = 0 of degree n is unimodular. Using the variable transformation y = z exp ?
R a n?1 n it is always possible to transform a given di erential equation L(y) into an equation L SL (y) of the form: L(y) = y (n) + a n?2 y (n?2) + + a 1 y 0 + a 0 y = 0 (a i 2 k):
(1.2) For L(y) = y 000 + a 2 y 00 + a 1 y 0 + a 0 y we get: Proof. Let y 0 =y = u 2 k and y n + a n?1 y n?1 + : : : + a 0 = 0 be the minimal polynomial of y over k. Di erentiating we have: nuy n + (a 0 n?1 + (n ? 1)ua n?1 )y n?1 + : : : + a 0 0 = 0:
Comparing coe cients we have nua i = a 0 i + iua i (i = 1; : : :; n ? 1): If for some i, 0 < i < n, a i 6 = 0, we have that (n ? i)u = a 0 i a i ; we then have (y n?i a ?1 i ) 0 y n?i a ?1 i = 0: Therefore y n?i a ?1 i is a constant (in k). This further implies that y would satisfy a polynomial of degree less than n, a contradiction. Therefore, for each i, 0 < i < n, we have ii) The extension k(y)=k(y 0 =y) is a normal extension. If H is the maximal subgroup of the Galois group G of K=k with the property that 8h 2 H; h(y 0 =y) = y 0 =y, then there is a normal subgroup N of H such that H=N is a cyclic group of order i. ii) To the tower of elds k k(y 0 =y) k(y) K corresponds the tower of groups G H N fidg. Since k contains all the i-th roots of unity, the polynomial y i ? a = 0 splits over k(y 0 =y) and thus k(y) is a normal extension of k(y 0 =y). Thus N is a normal subgroup of H and the Galois group of k(y)=k(y 0 =y) is isomorphic to H=N and is a cyclic group. iii) Since y i is left xed by the elements of H, we can use a set of left coset representatives T of H in G to write the minimal polynomial of y i is the following way:
This gives the following polynomial for y:
Comparing degrees as above, we get that P(Y ) is the minimal polynomial of y.
2
In the following we will need some di erential equations associated to L(y) = 0: Theorem 1.5. (cf. Singer (1980) ) Let L 1 (y) = 0 and L 2 (y) = 0 be linear di erential equations of degrees respectively n 1 and n 2 and fundamental systems respectively S 1 = fu 1 ; ; u n1 g und S 2 = fv 1 ; ; v n2 g. Then one can construct a di erential equation:
i) L(y) = L 1 (y) s L 2 (y) = 0 of degree n 3 n 1 n 2 , whose solution space is spanned by S = fu 1 v 1 ; ; u n1 v 1 ; ; u n1 v n2 g.
ii) L (y) = 0 of degree n n 1 , whose solution space is spanned by the set S = f (u 1 ) ; ; (u n1 )g.
In Singer (1980) and Singer and Ulmer (1992) Kolchin (1948) ). The factorisation of a di erential operator is not unique (see e.g. Singer and Ulmer (1992) , section 3:2:1), but an algorithm for computing a factorisation of a di erential operator with coe cients in Q(x) is well known (see e.g. Grigor'ev (1990) and Schlesinger (1895) ). For third order equations a factorisation can be found by computing the rational solutions of the Riccati equation of both L(y) = 0 and of its adjoint. In this section we show how, for a third order di erential equation, one can use only one factorisation of L(y) in order to nd all liouvillian solutions of L(y) = 0.
We will use the well known reduction method of d'Alembert, which allows one to reduce the order of a linear di erential equation L(y) = P n i=0 a i y If a second order equation is reducible, then after computing a solution whose logarithmic derivative is rational, one gets a second linearly independent liouvillian solution using the above. Thus, for second order equations, either none or all solutions are liouvillian. This is no longer true for higher order reducible equations: In this section we will rst derive the exact degrees of the minimal polynomial P(u) of an algebraic solution of R(u) = 0 for a third order di erential equation and then present the general method given in Singer (1981) to compute the coe cients of P(u). If L(y) = 0 has a liouvillian solution, this, of course, allows us to nd a liouvillian solution of the form y = e R u . When G(L) is an imprimitive linear group, we show that the minimal degree of P(u) is 3 and we o er no alternative to the general method of Singer (1981) . On the other hand, when G(L) is a nite primitive linear group (in which case the minimal degree of P(u) is much larger), we shall show in the next section how to determine directly the minimal polynomial of a solution of L(y) = 0. Nonetheless, we shall need the information found in this section.
The degree of an algebraic logarithmic derivative of a solution
In this section we assume the reader familiar with the notion of a reducible, imprimitive or primitive linear group and with the notion of a projective representation (see e.g. Huppert (1983) , (Curtis and Reiner, I. (1962) ), Issacs (1976) or Ulmer (1992) ).
Since a normal abelian subgroup of a primitive group G is contained in the center Z(G) of G, we get from Jordan's Theorem (see Jordan (1878) and (Curtis and Reiner (1962) )) that for a nite primitive group G, there are only nitely many possible groups G=Z(G). If a group e G PGL(n; C) is the image (under the canonical map) of a primitive subgroup of GL(n; C), we call e G a primitive subgroup of PGL(n; C). P n P D where P n : GL(n; C) 7 ?! PGL(n; C) = GL(n; C)=Z(GL(n;C)) denotes the canonical homomorphism.
A Schur represention group is usually not uniquely de ned, but for our purposes, the knowledge of only one Schur representation group (which by a theorem of I. Schur exists for any nite group G) is necessary (see Ulmer (1992) ). There is a routine to construct a Schur representation group of a nite group in the group theory system Cayley, see Cannon (1984) . We make the following de nition: Definition 3.2. We denote by F a function whose value F(n) gives the minimal value, such that for each nite primitive subgroup G PGL(n; C), any primitive representation of degree n of a Schur representation group of G has a 1-reducible subgroup of index F(n).
In Ulmer (1992) it is shown that the above function F(n) is well de ned. The following result of Ulmer (1992) shows that the bound in the imprimitive case is always small compared to the bound in the primitive case: Theorem 3.2. If an irreducible di erential equation L(y) = 0 of degree n with coecients in a di erential eld k, whose eld of constants is algebraic closed, has a liouvillian solution over k, then L(y) = 0 has a solution z such that i) if G(L) GL(n; C) is an imprimitive group, then u = z 0 =z is algebraic over k of degree at most max djn;d>1 fd! F(n=d)g. ii) if G(L) GL(n; C) is a primitive group, then u = z 0 =z is algebraic over k of degree at most F(n).
We note that if n is prime, one can get a better bound in the imprimitive case (Ulmer (1992) , Lemma 4.2). In this case u = z 0 =z can be chosen to be algebraic of degree n.
In order to compute the bound F(n) one needs a list of the nite primitive subgroups of PGL(n; C). For n = 3 such a list is given for example in Blichfeld (1917): (i) A 6 , the alternating permutation group of 6 letters.
(ii) G 168 , the simple group of order 168. (iii) A 5 , the alternating permutation group of 5 letters. (iv) H 216 , the Hessian group of order 216, which is isomorphic to the permutation group of 9 letters generated by the permutations (4; 5; 6)(7; 9; 8) and (1; 2; 4)(5; 6; 8)(3; 9;7). (v) H 72 , the normal subgroup of order 72 of the group H 216 . (vi) F 36 , a normal subgroup of order 36 of the group H 72 (there are 3 such groups, which are all isomorphic).
From such a ( nite) list of the nite primitive subgroups of PGL(n; C) the bound F(n)
can always be computed using the characters of the subgroups of corresponding Schur representation groups. Let G be a nite primitive subgroup of PGL(n; C), ? G a Schur representation group of G and (? G ) an irreducible representation of degree n of ? G with character . The restriction of (? G ) to a subgroup H is 1-reducible if and only if there is a one dimensional character of H such that the scalar product ( ; jH) 6 = 0, where jH denotes the restriction of to H (cf. Curtis and Reiner (1962) , x38). Considering the nitely many primitive groups G and the nitely many subgroups H of ? G will give F(n).
For n = 3 the computation is simpli ed by the fact that a 1-reducible subgroup (H) of a irreducible nite group (? G ) GL(3; C) is either abelian or C 3 is a direct sum of an irreducible one dimensional representation of H and an irreducible two dimensional represention of H. Let be the character of (? G ). If (H) is 1-reducible, then either jH is the sum of 3 characters of degree 1, or jH is the sum of two characters 1 and 2 of H, where 1 (1) = 1 and 2 (1) = 2. We note also that, if a subgroup H of ? has no irreducible character of degree 3, then (H) must be 1-reducible.
We now look at a Schur representation group ? of the above groups, constructed using Cayley (for the non simple groups these groups are not all isomorphic, so we will only give the generators and relations of the groups which have been used). Using character tables (also computed in Cayley) we performed the following case-by-case study (In the appendix the character tables of the subgroups of index 6 of the Schur representation group of A 5 are given):
(i) ?=Z(?) = A 6 . All subgroups of index 36 have no irreducible character of degree 3 and thus are 1-reducible. In order to see that 36 is the smallest index of a 1-reducible subgroup of (?) we need to look at all subgroups whose index is less than 36 (We note that the kernel of an irreducible representation of degree 3 of ? is always of order 2 and thus elements of order 3 have trace 6 = 3): (a) Any subgroup H of index 30 contains an element g of order 4. If is an irreducible character of degree 3 of ?, then (g) = ?1. But for any irreducible character 1 of degree 1 of H we get 1 (g) = 1, and for any irreducible character 2 of degree 2 of H we get 2 (g) = 0. Thus jH can not be the sum of 3 character of degree 1 and since 1 (g) + 2 (g) = 1, we have 1 + 2 6 = jH.
Thus (H) can not be a 1-reducible subgroup of (?). (b) Any subgroup H of index 20 contains an element g of order 3 with the property that for any irreducible character 1 of degree 1 of H we get 1 (g) = 1, and for any irreducible character 2 of degree 2 of H we get 2 (g) = 2. But for any irreducible character of ?, we have (g) 6 = 3. Since jH can not be the sum of 3 character of degree 1 and 1 + 2 6 = jH, (H) can not be a 1-reducible subgroup of (?).
(c) Any subgroup H of index 18 contains an element g of order 4. If is an irreducible character of degree 3 of ?, then (g) = ?1. But for any irreducible character 1 of degree 1 of H we get 1 (g) = 1, and for any irreducible character 2 of degree 2 of H we get 2 (g) = 0. Since jH can not be the sum of 3 character of degree 1 and 1 + 2 6 = jH, (H) can not be a 1-reducible subgroup of (?). (d) Any subgroup H of index 15 contains an element g of order 4. If is an irreducible character of degree 3 of ?, then (g) = ?1. But for any irreducible character 1 of degree 1 of H we get 1 (g) = 1, and for any irreducible character 2 of degree 2 of H we get 2 (g) = 0 or 2 (g) = 2. Since jH can not be the sum of 3 character of degree 1 and 1 + 2 6 = jH, (H) can not be a 1-reducible subgroup of (?). (e) Any subgroup H of index 10 has no irreducible character of degree 2. For an element of order 3 of H and any irreducible character 1 of degree 1 of H we get 1 (g) = 1 and jH can not be the sum of 3 character of degree 1. Thus (H) can not be a 1-reducible subgroup of (?). (f) Any subgroup H of index 6 contains an element g of order 4. If is an irreducible character of degree 3 of ?, then (g) = ?1. But for any irreducible character 3, and thus are 1-reducible. In order to see that 6 is the smallest index of a 1-reducible subgroup of ? we need to look at all subgroups whose index is less than 6. These non abelian groups are all conjugate and of index 5. A subgroup H of index 5 contains an element g of order 4. If is an irreducible character of degree 3 of ?, then (g) = ?1. But for any irreducible character 1 of degree 1 of H we get 1 (g) = 1, and for any irreducible character 2 of degree 2 of H we get 2 (g) = 0.
Since jH can not be the sum of 3 character of degree 1 and 1 + 2 6 = jH, (H) can not be a 1-reducible subgroup of (?). We will only considere the faithfull representation of degree 3, since the non faithfull represenation of degree 3 of ? has non central elements in its kernel. Any subgroup H of index 9 has an element g of order 4. If is a faithfull irreducible character of degree 3 of ?, then (g) = 1. But for any irreducible character 0 of degree 3 of H we must have 0 (g) = ?1. Thus 0 6 = jH and H must be a 1-reducible subgroup of ?. In order to see that 9 is the smallest index of a 1-reducible subgroup of ? we need to look at all subgroups whose index is less than 9. Since those groups are all non abelian and the irreducible representation (?) of degree 3 is assumed faithfull, jH can not be the sum of 3 character of degree 1. All subgroups of index 9 of ? have no irreducible character of degree 3, and thus are 1-reducible. In order to see that 9 is the smallest index of a 1-reducible subgroup of ? we need to look at all subgroups whose index is less than 9. Since those groups are all non abelian and all irreducible representations (?) of degree 3 are faithfull, jH can not be the sum of 3 character of degree 1.
(a) The subgroups of index 8 are all conjugate and have no irreducible character of degree 2. Thus no subgroup of index 8 can be a 1-reducible subgroup of (?). (b) Any subgroup H of index 4 contains an element g of order 3 whose conjugacy class contains one element. If is an irreducible character of degree 3 of ?, then (g) 6 = 3. But for any irreducible character 1 of degree 1 of H we get 1 (g) = 1, and for any irreducible character 2 of degree 2 of H we get 2 (g) = 2. Thus 1 + 2 6 = and (H) can not be a 1-reducible subgroup of (?).
(c) Any subgroup of index 2 has no irreducible character of degree 2. Thus no subgroup of index 2 can be a 1-reducible subgroup of (?). All subgroups of index 6 of ? have no irreducible character of degree 3, and thus are 1-reducible. In order to see that 6 is the smallest index of a 1-reducible subgroup of ? we need to look at all subgroups whose index is less than 9. Since those groups are all non abelian and all irreducible representations (?) of degree 3 are faithfull, jH can not be the sum of 3 character of degree 1. ?, then (g) 6 = 3. But for any irreducible character 1 of degree 1 of H we get 1 (g) = 1, and for any irreducible character 2 of degree 2 of H we get 2 (g) = 2. Thus 1 + 2 6 = jH and (H) can not be a 1-reducible subgroup of (?).
Since, as noted above, any imprimitive subgroup of GL(3; C) has a 1-reducible subgroup of index 3 (Ulmer (1992), Lemma 4:2) we get: v) u is algebraic of degree 3 over k and G(L) GL(3; C) is an imprimitive group.
For each group G(L) GL(3; C) the numbers given above are best possible.
Proof. That there exists a solution whose logarithmic derivative is of the given degree follows from Theorem 3.4 of Ulmer (1992) and the previous discussion. From Lemma 3.1 we know that the degree k(u) : k] is precisely the index of a 1-reducible subgoup of G(L).
Since the above numbers are the minimal index of a 1-reducible subgroup of G(L), they are best possible. 2
A similar calculation can be done to show that for second order equations, the best Ulmer (1992) ). This gives an alternative proof of theorem 1 of Kovacic (1986) . We point out that the above result is derived without explicitely determining the possible nite primitive unimodular Galois groups of L(y) = 0 but follows just from the knowledge of the list of the nite primitive subgroups of PGL(3; C). Since we have just produced the exact minimal degrees of an algebraic solution u of the Riccati equation, we now brie y review the method given in Singer (1981) to computes the coe cients of the minimal polynomial of u. This method is the only known method which can be used in the case of an imprimitive di erential Galois group of order n 3.
We start by describing an algorithm for nding all solutions y of L(y) = 0 such that can be bounded in terms of the 1c . A method for determining the sets P c is given in (Schlesinger (1895) , Vol. II.1 Section 177). A modern presentation using Newton polygons and emphasizing computational aspects and an implementation in DESIRE is given in Grigor'ev (1990) and Tournier (1987) . This reduces the problem of nding such solutions to the problem of determining the coe cients of the possible P(x), a problem in linear algebra. A related method is given in Singer (1991) . Therefore, v i is the solution of a linear di erential equation (that we can construct) and the logarithmic derivative of v i is rational. We can describe all such solutions. Simillarly, y 1 y 2 : : :y n is also a solution of a linear di erential equation and its logarithmic derivative is also rational. Since c i = v i =(y 1 y 2 : : :y n ), we can determine the degrees of the numerator and denominator of c i using the algorithm described at the beginning of this section to determine the possible candidates for v i and (y 1 y 2 : : :y n ).
We therefore are able to determine bounds on the degrees of the numerators and denominators of the coe cients of a minimal polynomial. To determine the actual numbers that can appear as coe cients of these numerators and denominators, one must di erentiate P(u) = 0 repeatedly, solve for the higher derivatives of u, and reduce the Riccati equation R(u) = 0 mod P(u). This will give algebraic conditions on the numbers appearing in the coe cients of P(u) (a similar method is used in the last section).
We note that for second order linear di erential equations, R(u) has order 1. In this case , it is showed in Kovacic (1986) that for 0 i n ? 2 a simple recursion gives each c i in terms of the c j with j > i. Therefore in the second order case it su ces to just nd the possible c m?1 . We do not know a similar statement for higher order equations.
Case 3: a primitive unimodular Galois group
In this section we show that in this case, where the bound for the algebraic degree of an algebraic solution of the Riccati is large compared to the imprimitive case (cf. Theorem 3.2 and 3.3), the di cult computation of a rational solution of some Riccati can be avoided. We will reduce the problem to the computation of a rational solution of some symmetric power and a Gr obner basis computation. In contrast to the previous section where only a projective representation of G(L) was used, a list of the possible Galois groups will be needed. We start by giving this list (taken from Blichfeld (1917) and (Miller, Blichfeld and Dickson (1938) ) ) for second and third order equations. Then the groups are the following:
(i) The Valentiner group A SL3 6 of order 1080 is generated by E 1 , E 2 , E 3 and E 4 . We have A SL3 6 = < Z > is isomorphic to the alternating group A 6 of 6 letters.
(ii) The alternating group A 5 of ve letters generated by E 1 , E 2 and E 3 . (iii) The direct product A 5 C 3 , of A 5 and the cyclic group C 3 of three elements, generated by E 1 , E 2 , E 3 and Z. (iv) The simple group G 168 of order 168 generated by S, T and R. (v) The direct product G 168 C 3 , of G 168 and the cyclic group C 3 of three elements, generated by S, T, R and Z. (vi) The group H SL3 216 of order 648 generated by S 1 , T, V and U, whose projective representation is the Hessian group of order 216. As in the previous case, all non equivalent representations of these groups in SL(3; C) can be obtained using the Galois group of the eld to which the coe cients of the matrices belong. The group H SL3 72 has two faithfull non conjugate representations in SL(3; C) which y The matrix T used here corresponds to the inverse of the matrix T used in Miller, Blichfeld and Dickson (1938) and the de nition of A SL 3 6 and A 5 correspond to the de nitions given in exercise 3 and 4 p. 252 of Miller, Blichfeld and Dickson (1938) are sent to each other by the automorphism : " 7 ! " We point out that the above groups do not in general correspond to the Schur representation groups used in the previous section. For example, the group A SL3 6 is of order 1080 while the Schur representation group of A 6 is of order 2160.
Algebraic degree of a solution
From Theorem 3.3 and Theorem 3:8 of Ulmer (1992) we see that for the computation of an algebraic logarithmic derivative u = y 0 =y of a solution y, the most di cult cases, where the algebraic degree of u is large, are those of a nite primitive unimodular di erential Galois group. In this case all solutions will be algebraic and we shall show how to compute the minimal polynomial of such a solution. From Corollary 1.4 we get that the number of coe cients of the minimal polynomials of y and y 0 =y are the same. In this section we will derive a bound for the algebraic degree of a solution y of L(y) = 0. We note that from k(y 0 =y) k(y) the index of a 1 reducible subgroup of G(L) is a lower bound for the degree of a solution (cf. Lemma 3.1).
For a second order di erential equation L(y) = 0 an old result of P. Pepin and L. Fuchs (see Fuchs (1875) and the introduction in Boulanger (1898) If y 1 and y 2 are algebraic over k, then the integral on the right hand side must be algebraic and thus a rational function in y 1 over k. Since any solution can be used as y 1 , we get that for any solution y 1 of L(y) = 0 the eld k(y 1 ) is the full Picard-Vessiot extension K associated to L(y) = 0 . Thus any solution is a primitive element of K and must be of degree G(L).
The following Theorem shows that the above result of Pepin and Fuchs no longer holds for third order di erential equations: of degree 6 j (6 6), j must be 18, 27 or 36.
For each possible j above, we construct all transitive permutation representations of the corresponding di erential Galois group G(L) (note that it is enougth to let G(L) act on the cosets of one representant of each set of conjugate subgroups) and compute the corresponding permutation representation P with character P of degree j. If for all irreducible characters of degree 3 of G, the scalar product and P is 0, then from Lemma 4.2 we get that G(L) cannot permute the j solutions according to P. If this is the case for all transitive permutation respresentations of degree j, then we can exclude the possibility j.
For the groups A SL3 the values 27 and 6 6 are still possible. We will show by examining the matrices de ning the three dimensional representations that in both cases there is always a solution of degree 27 which will then be the minimal degree. Galois group of Q(")=Q and that the given eigenvector and eigenvalues of the elements of H belong to Q("), it follows that for the representation (G) the group (F) will have the above properties of F. This shows that a di erential equation whose Galois group is isomorphic to F SL3 36 will always have a solution of degree 27. On the other hand, since 6 6 is the only possibility left of the form 6 i, there will also always exists a solution of degree 6 6. This completes the proof of Theorem 4.1. We also note that the result of Fuchs and Pepin, which states that for second order equations the degree of an algebraic solution always corresponds to the order of the primitive unimodular group G(L) (i.e. any solution is a primitive element of the PVE) can also be proven using the method above.
Decomposition of the coefficients in terms of (semi-)invariants
In this section as in the previous one we deal with the case of a di erential equation L(y) = 0 whose Galois group G(L) is a nite primitive unimodular group. We show how the coe cients of the minimal polynomial of a solution of L(y) = 0 can be computed using a basis of the ring of invariants of G(L) (see e.g. Cox, Little and O'Shea (1992) , Chapter 7). This approach is not new and has been successfully used in Fuchs (1875) for the case of second order di erential equation. In this section we will describe this procedure and show how it can be generalized to higher order equations.
Let L(y) = 0 be a di erential equation of degree n with nite primitive di erential Galois group G(L) SL(n; C). Let H=F is a cyclic group. v) Using the Gr obner basis algorithm, express i (y 1 ; : : :; y n ) in terms of polynomials in the invariants fb 1 (y 1 ; : : :; y n ); : : :b j (y 1 ; : : :; y n )g (cf. Cox, Little and O'Shea (1992) , Chapter 7, x3, Prop. 7. In practice an Ansatz turned out to be more e ective).
The above computation has to be done once for the nitely many primitive nite subgroups of SL(n; C).
In the following we will use semi-invariants of G(L) to represent the coe cients of P(Y ), since they are usually of lower degree. . In the following we show that the result for second order equations can be obtained by our approach and restate Fuchs' results.
The second order case is simpli ed by the following facts:
i) According to the result of Pepin and Fuchs, we must have d m = jG(L)j (i.e. any solution is a primitive element of the PVE associated to L(y) = 0).
ii) Any one reducible subgroup is abelian and (assuming G(L) unimodular) is a cyclic group, so that a common eigenvector is just an eigenvector of a generator.
We have to deal with each group separetely.
The tetrahedral group A SL2 is generated by the matrices S and T of section 4.1.1 which are de ned in Q(!).
We denote fy 1 ; y 2 g the basis corresponding to the above representation. In this representation, the ring of semi-invariants of A SL2 4 is generated by (see Miller, Blichfeld and Dickson (1938) The above representation shows that the semi-invariant I 2 is a rational function and thus an invariant, and that I 1 is the cube root of a rational function. This last fact can also be derived using the one dimensional characters of A SL2 4 (cf. Lemma 1.6), since in the decomposition of the character of the sixth symmetric product of a two dimensional character of A SL2 4 there is exactly 1 one dimensional character which is of order 3 (i.e. 3 = 1, 6 = 1). This also shows that, up to a constant, there is exactly one solution of L s 6 (y) = 0 which is the cube root of a rational function.
We note that there are other minimal polynomials of solutions that can be derived using either another representation of the group, another eigenvector of a cyclic subgroup of order 4 or another cyclic subgroup of order 4. In Fuchs (1878) is generated by the matrices S and U of section 4.1.1.
We denote fy 1 ; y 2 g the basis corresponding to the above representation. In this representation, the ring of semi-invariants of S SL2 4 is generated by (see Miller, Blichfeld and Dickson (1938) The above representation shows that I 2 is a rational function and that I 1 is the fourth root of a rational function. Since in the decomposition of the character of the sixth symmetric product of a faithfull two dimensional character of S SL3 4 there is exactly 1 one dimensional character which is of order 2 (i.e. 2 = 1, 6 = 1), we get that I 1 is the square root of a rational function (cf. Lemma 1.6). This is also derived by L. Fuchs (cf. Fuchs (1878) p. 13) . The decomposition of the characters also shows that there will be, up to a constant, exactly one rational solution of L s 6 (y) = 0 and exactly one solution of L s 6 (y) = 0 which is the square root of a rational function, and thus, up to a constant, exactly one choice for I 1 and I 2 .
The above polynomial was obtained using only one representation of S SL2 We again note that there are other minimal polynomials of solutions that can be derived using either another representation of the group, another eigenvector of a cyclic subgroup of order 6 or another cyclic subgroup of order 6. In Fuchs (1878) We denote fy 1 ; y 2 g the basis corresponding to the above representation. In this representation, the ring of invariants of S SL2 4 is generated by (see Miller, Blichfeld and Dickson (1938) there is an element of the Galois group of Q( )=Q sending the above representation in a non equivalent representation. Thus (P(Y )) would be the minimal polynomial of a solution for this representation. Since the above decomposition of P(Y ) contains only rational coe cients, any representation of A SL2 5 in SL(2; C) will lead to a solution whose minimal polynomial is of the above form.
In Fuchs (1878) (cf. p. 16) no explicit decomposition of a polynomial P(Y ) is given.
Third order equations
For third order equations it is not the case that any solution of L(y) = 0 is a primitive element of the PVE extension associated to L(y) = 0. For G(L) = H SL3 216 the order of the minimal polynomial of a primitive element (which always exists) is 648, while from Corollary 4.1 there is a solution whose monic minimal polynomial is of order 81 where at most 9 non zero coe cients have to be computed.
In this section we present results involving groups, so that only the decomposition of the coe cients in terms of the fundamental invariants remains to be done. To illustrate the procedure for third order di erential equations, we perform the decomposition of the minimal polynomial in the case G(L) = A 5 .
We consider each group separetely:
The Valentiner group A SL3 6 :
The group A SL3 1 and the minimal polynomial of z is given by:
The simple group A 5 :
The group A 5 is generated by the matrices E 1 , E 2 and E 3 given in section 4.1.2. The 1-reducible subgroups of index 6 are all conjugate. Such a 1-reducible group H is generated by E 1 and E 2 . If we denote fy 1 ; y 2 ; y 3 g the basis of the solution space corresponding to the above representation, then the solution z = y 1 spanns a one dimensional invariant subspace of H.
A set of left coset representatives T of H in A 5 is id; E 3 ; E 1 E 3 ; E 3 E 1 E 3 ; E ?2 1 E 3 ; E 2 1 E 3 and the minimal polynomial of z is given by:
In the given representation (cf. reference to F. Klein in Miller, Blichfeld and Dickson (1938) , p. 254), the ring of invariants of A 5 SL(3; C) is generated by: The group A 5 C 3 :
This group is the direct product of the previous group with the center of SL(3; C) generated by Z. The 1-reducible subgroups of index 6 are all conjugate. From the previous case we get a 1-reducible group H C 3 generated by E 1 , E 2 and Z which has the same set of left coset representatives T in A 5 C 3 has H in A 5 . Since C 3 consists of scalar multiplications, the common eigenvector z = y 1 of H given in the previous case will be a common eigenvector for H C 3 . The function z 3 of the PVE is left invariant by the normal subgroup C 3 , which shows that k(z The simple group G 168 :
The group G 168 is generated by the matrices S, T and R given in section 4. The group G 168 C 3 :
This group is the direct product of the previous group with the center of SL(3; C) generated by Z. The 1-reducible subgroups of index 21 are not all conjugate. From the previous case we get a 1-reducible group H C 3 generated by S ?2 RS, RS ?1 RTS and Z which has the same set of left coset representatives T has H in G 168 . Since C 3 consists of scalar multiplications, the common eigenvector z of H given in the previous case will be a common eigenvector for H C 3 . As in the case A 5 C 3 we get the following minimal polynomial for z over k.
The group H SL3 216 :
The group H SL3 216 is generated by the matrices S 1 , T, V and UV given in section 4.1.2. The 1-reducible subgroups of index 9 are all conjugate. Such a 1-reducible group H is generated by U The group H SL3 72 :
The group H SL3 72 is generated by the matrices S 1 , T, V and UV U ?1 given in section 4.1.2. The 1-reducible subgroups of index 9 are all conjugate. Such a 1-reducible group H is generated by The group F SL3 36 :
The group F SL3 36 is generated by S 1 , T and V of section 4.1.2. A 1-reducible group H is generated by S ?1 T, STS and V ) and test if the resuling polynomial is square free. Another possibility would be to use the method given in Singer and Ulmer (1992) to determine the di erential Galois group of L(y) = 0 and make sure that the assumption on G(L) is correct. which is also studied in Kovacic (1986), p. 23 and Ulmer (1991) , p 452. From the result of Kovacic (1986) we know that G(L) = A SL2 4 . This could also be computed using the result of Singer and Ulmer (1992) by showing that L s 2 (y) is irreducible and L s 3 (y) is reducible.
In Section 4:3:1 we decomposed the coe cients of P(Y ) and noted that the only semiinvariants present are I 1 , a semi-invariant of degree 4, and I 2 , a semi-invariant of degree 6. Furthermore, one can see from the form of the coe cients of P(Y ) (or from the orders of the associated characters) that the logarithmic derivative of a solution of the above second order equation (which is used as an example in Kovacic (1986) ) using the implementation in MAPLE of the Kovacic algorithm on a SUN 4 with 20MB of main memory did not give any result within 10 CPU hours.
We note, that the above computations can always be done in an algebraic extension Q( ) of Q containing the nite singular points of L(y) = 0, the entries of the matrices in the transversal T , the coordinates of the common eigenvector of the choosen 1-reducible subgroup H and the coe cients of the invariants of G(L). Thus no additional algebraic extension is needed at runtime. However, as show in both examples, the coe cients of P where J = e 2 i=3 . The subgroups of index 6 are all congugate and the table of the irreducible characters of degree 3 of of such a group produced by Cayley is:
