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Introduction
0.1 Wavelet Density Estimation
Let X;X1;X2; :::;Xn, n 2 N be i.i.d random variables in R with common Lebesgue
density f . There are severalways to estimate f . Compared to the traditional parametric
approach, the nonparametric approach is much more flexible since it does not assume
the underlying density has any specific structure. There are several nonparametric
estimators in use, among them are the histograms, the kernel density estimator (KDE),
the splines, to name a few. The convolution kernel density estimators and orthogonal
projection density estimators are perhaps the most common ways. Wavelet density
estimators (WDE) fall into this second category. Theywere first introduced inDoukhan
and Leo´n (1990) and Kerkyacharian and Picard (1992).
The wavelet theory aims to approximate functions using orthonormal bases consisting
of small waves. In particular, the sequence of spaces fV jg1j= 1 form a multiresolution
analysis of R if V j  V j+1 and that S jV j is dense in L2(R). (x) and  (x) are its
scaling function and the wavelet function, respectively. The translations and dilations,
which are defined by 0k := (x   k) and  jk := 2 j=2 (2 jx   k), form a complete
orthonormal system in L2(R). Ha¨rdle, Kerkyacharian, Picard and Tsybakov (HKPT,
1998) orDaubechies (1992) give good references for thewavelet theory. Wewill assume
in what follows that the functions  and  are bounded and have bounded support
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(e.g., Daubechies wavelets).
Functions f 2 Lp(R) have formal expansions
f =
X
k
0k0k(x) +
1X
j=0
X
k
 jk jk(x): (0.1.1)
The orthogonal projection onto the subspace V jn , jn 2N, is then
X
k2Z
0k0k(x) +
jn 1X
j=0
X
k2Z
 jk jk(x) =
X
k2Z
 jnk jnk(x):
The linear wavelet density estimator an approximation to the above projection. It is
defined by
fˆn(x) =
X
k
ˆ0k0k(x) +
jn 1X
j=0
X
k
ˆ jk jk(x); (0.1.2)
where jn is a sequence of positive integers. ˆ jk and ˆ jk are the empirical coecients
constructed by the plug-in method.
ˆ jk = Pn( jk) =
1
n
nX
i=1
2 j=2(2 jXi   k); (0.1.3)
ˆ jk = Pn( jk) =
1
n
nX
i=1
2 j=2 (2 jXi   k); (0.1.4)
where Pn = 1n
Pn
i=1 Xi is the empirical measure corresponding to the sample fXigni=1; n 2
N. They are unbiased estimators of  jk and  jk.
It is interesting to compare the kernel density estimator and the linear wavelet density
estimator since they enjoy many similarities. In fact, if  is bounded and compactly
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supported, the estimator fˆn(x) in (0.1.2) can be written as
fn;K(x) := fˆn(x) =
2 jn
n
nX
i=1
K(2 jnt; 2 jnXi); (0.1.5)
where the kernel K(x; y) is given by
K(x; y) =
X
k2Z
(x   k)(y   k): (0.1.6)
f2  jng is playing the role of the bandwidth in the classical kernel density estimation.
And by Lemma 8.6, HKPT (1998), K(x; y) is majorized by a convolution kernel(x  y),
that is
jK(x; y)j  (x   y); (0.1.7)
where  : R! R+ is a bounded, compactly supported and symmetric function.
If we apply thresholding to the wavelet coecients ˆ jk and ˆ jk, then we obtain nonlin-
ear wavelet density estimators. Compared to the kernel density estimators, they are
spatially adaptive and even accomodates discontinuities (Donoho, Johnstone, Kerky-
acharian and Picard, 1995). As a first step to understand their asymptotic properties,
we will restrict our attention to the linear ones in this thesis.
Given an estimator fˆn, there are several risk measures to assess the performance of
it. For example, we study the pointwise error, e.g. j fˆn(x)   f (x)j or the sup norm,
e.g., I1 = k fˆn   f k1, uniformly over the whole or part of the domain of f . For the
wavelet density estimator described above, Massiani (2002, 2003) proved a pointwise
law of the iterated logarithm (LIL) and a LIL for the supremum norm over a compact
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interval. Varron (2008) extended the latter result to multivariate densities. Gine´ and
Nickl (2009) obtained the almost sure rate of convergence of supx2R j fˆn(x)  f (x)j using
methods from the theory of empirical processes over general classes of functions.
In this thesis, we study the asymptotic properties under the integrated squared error,
e.g. I2 :=
R j fˆn  f j2. It is a natural measure since the estimator fˆn should be constructed
in such a way that the mean integrated squared error is minimized (Bowman, 1985).
Hall (1984) proved a central limit theorem for I2   EI2 in the case of a kernel density
estimator. Gine´ and Mason (2004) established the law of the iterated logarithm for the
L2 error of a kernel density estimator. While the former gives rate of approximation
in probability, the latter deals with a.s. rate of convergence. Zhang and Zheng (1999)
studied the asymptotic normality of the integrated squared error of a wavelet density
estimator and the LIL for WDE is done here. The proof here for the most part follows
the same pattern as in Gine´ and Mason (2004), including U-statistics theory, the Kom-
lo´s-Major-Tusna´dy (KMT) approximation and a refinedmoderate deviations result for
weighted chi-squared variables. But the variance computation in the wavelet case is
dierent. It requires nontrivial variance computations based on wavelet approxima-
tion. For this purpose, we adapted the proof of Proposition 1 in Zhang and Zheng
(1999).
As a complement to Zhang and Zheng’s result, we also obtain an upper bound for the
rate of convergence in their central limit theorem. Doukhan and Leo´n (1993) obtained
the rate of convergence in the CLT for generalized density projection estimates with
respect to Prohorov’s metric. However, the optimal window width was not attained
in that case.
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More specifically, we will prove a LIL and a bound on the rate of convergence in CLT
for the statistic
Jn := k fn;K   f k22   Ek fn;K   f k22: (0.1.8)
The results are stated in Theorems 1:4:1 and 2:0:1, respectively. Both LIL and CLT also
appear in the author’s published work (Lu, 2013). As was observed by Zhang and
Zheng (1999), a dierence from the kernel density estimator is that, by orthogonality
of the wavelet bases, Jn is equal to J¯n, where
J¯n := k fn;K   E fn;Kk22   Ek fn;K   E fn;Kk22: (0.1.9)
Although it requires more stringent conditions on f to study the stochastic part, there
is no need to study the bias part. Therefore it is not necessary to impose the second
order dierentiability on the density f , which is required in the kernel case.
It is natural to ask what the order of the mean integrated squared error (MISE) EI2 is.
Hall and Patil (1995) obtained the MISE of the linear wavelet density estimator on a
compact interval in R under some smoothness conditions on f . Theorem 10.1, HKPT
(1998) gives a bound on theMISE onR. Wewill show that, the bound on the stochastic
part of MISE cannot be improved for a large class of density functions. That is, it is of
the order 2 jn=n. Thus MISE must be at least of the order 2 jn=n. This is strictly larger
than the order of Jn = I2   EI2, which is 2 jn=2
p
log logn=n. It makes sense since the
MISE gives a first-order approximation of I2 and the rates in LIL and CLT tell us how
well the approximation works.
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0.2 Bernstein Density Estimation
Given a sequence of i.i.d. random variables fXigni=1 with the Lebesgue density f on
R that has a compact support, we may assume that f lives on [0; 1] without loss of
generality. Let F denote the corresponding distribution function. The kernel density
estimator treats the density as if it is onR, and thus gives a positive estimate to regions
outside [0; 1]. This is the well-known boundary eects of the kernel density estimator.
It behaves poorly in the boundary region especially when the density is nonzero at the
boundary. Several methods of correcting the boundary eects have been proposed. A
review of these techniques was given by Jones (1993).
Recently, there have been researches on the Bernstein density estimator, which was
originally introduced by Vitale (1975). It is expected to have better boundary behavior
than KDE. The definition is motivated by the fact that the Bernstein polynomials of a
distribution function F converge to F uniformly on [0; 1]. Let Fn(x) := 1n
Pn
i=1 1(Xi  x)
be the empirical distribution function. For x 2 [0; 1], m 2 Z, k = 0; :::;m, let
bk;m(x) :=
 
m
k
!
xk(1   x)m k: (0.2.1)
For n observations, the Bernstein estimator of F is given by
Fˆm;n(x) :=
mX
k=0
Fn
 
k
m
!
bk;m(x): (0.2.2)
Taking derivative of Fˆm;n(x) leads to the Bernstein density estimator. That is
fˆm;n(x) =
d
dx
Fˆm;n(x) = m
m 1X
k=0
"
Fn
 
k + 1
m
!
  Fn
 
k
m
!#
bk;m 1(x): (0.2.3)
6
fˆm;n(x) is a polynomial approximation to the density f , and it is itself a genuine density
function that is infinitely dierentiable. It collects histogram values on the intervals
[k=m; (k + 1)=m], k = 0; :::;m   1. m is a function of n and m ! 1 as n ! 1. Thus it
is natural to think of 1=m as the bandwidth of the estimator. At a fixed point x, the
weights bk;m 1(x) are large for those k’s for which x and k=m are close. The number
of observations in [k=m; (k + 1)=m] for the corresponding k’s contribute more to fˆm;n(x)
than those in the intervals where the distances between x and k=m are large.
It can also be written as a linear combination of beta densities with random weights.
Indeed, let k;m(x) =
 (k+m)
 (k) (m)x
k 1(1   x)m 1 for x 2 [0; 1] and 0 otherwise. Then
fˆm;n(x) =
m 1X
k=0
"
Fn
 
k + 1
m
!
  Fn
 
k
m
!#
k+1;m k(x): (0.2.4)
We also note that, through transformations, the estimator can be used to estimate a
density on any compact interval in R and on the whole real line as well.
Several dierent measures have been used to study the performance of the estimator.
Vitale (1975) studied the pointwise mean squared error (MSE) E[ fˆm;n(x)   f (x)]2 and
obtained the asymptotic bias and variance. Under certain smoothness conditions on f ,
for x 2 (0; 1), fˆm;n(x) is optimal when m  n2=5. MSE is of the order n 4=5. Babu, Canty,
Chaubey (2002) considered the supremum norm and showed that supx2[0;1] j fˆm;n(x)  
E fˆm;n(x)j is Oa:s:(
p
m log n=n). The mean integrated squared error has been studied by
Leblanc (2010). It has been shown that the optimal bandwidth, in this case, 1=m, is
of the order n 2=5. It is dierent from KDE and WDE since the bias is larger but the
variance is smaller.
Tenbusch (1994) and Babu and Chaubey (2006) considered extensions to multivariate
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densities. There is also some literature on the Bayesian approach, such as Ghosal
(2001), Kruijer and van der Vaart(2008), Petrone (1999), Petrone andWasserman (2002).
Lorentz (1986) gives a good reference on the properties of Bernstein polynomials.
We study the convergence rate of the stochastic error under the sup norm over a
compact interval [a; b], where 0 < a < b < 1, i.e., supx2[a;b] j fˆm;n(x)   E fˆm;n(x)j. It is
shown in Theorem 3:2:4 that the order is strictly smaller than that on [0; 1]. We employ
techniques from empirical processes which have also been successful in showing such
upper bounds for KDE and WDE (Gine´ and Guillou, 2002; Gine´ and Nickl, 2009).
Moreover, we also derive a lower bound result on [a; b] in Theorem 3:3:2. It implies
that the upper bound result is optimal. This suggests that the Bernstein estimator
does experience some boundary eects. It also coincides with the conclusion by
Leblanc (2012), where the boundary properties of the Bernstein estimator have been
studied under the pointwise error. It would be interesting to extend the upper and
lower bounds derived here to [an; bn], where an ! 0, bn ! 1 and obtain the uniform
convergence rate of the bias.
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Chapter 1
Law of the Iterated Logarithm for the Wavelet Density
Estimation
1.1 Setup and notations
In order to study the the integrated squared error for the wavelet density estimator,
we shall impose the following conditions:
(f): f 2(x) is bounded and Riemann integrable on R.
(S1): The scaling function  is bounded and compactly supported.
Then, in (0.1.7), we can assume  is supported on [ A;A] for some A > 0. Set
(x) =
P
k j(x   k)j. (S1) also guarantees that (see section 8.5, HKPT, 1998),
ess sup
x
(x) < 1: (1.1.1)
(S2): kkv < 1, where k  kv denotes the total variation norm of .
The bandwidth f2  jng satisfies the conditions
(B1):
jn !1; 2  jn  n  for some  2 (0; 1=3); (1.1.2)
where an  bn means 0 < lim inf an=bn < lim sup an=bn < 1.
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(B2): There exists an increasing sequence of positive constants fkgk1 satisfying
k+1=k ! 1; log logk= log k ! 1; k+1   k !1 (1.1.3)
as k !1, such that
2  jn is constant for n 2 [k; k+1); k 2N: (1.1.4)
For instance, the sequence k = exp(k= log(e + k)) satisfies these conditions.
Next we set up some notations.
Kn(t; x) = K(2 jnt; 2 jnx) and K¯n(t; x) = Kn(t; x)   EKn(t;X):
Then
J¯n =
Z
j fn;K   E fn;Kj2   E
Z
j fn;K   E fn;Kj2
=
22 jn
n2
26666664
Z
R
0BBBBB@ nX
i=1
K¯(2 jnt; 2 jnXi)
1CCCCCA
2
dt   E
Z
R
0BBBBB@ nX
i=1
K¯(2 jnt; 2 jnXi)
1CCCCCA
2
dt
37777775
=
22 jn
n2
Wn(R);
(1.1.5)
where
Wn(F) =
Z
F
0BBBBB@ nX
i=1
K¯(2 jnt; 2 jnXi)
1CCCCCA
2
dt   E
Z
F
0BBBBB@ nX
i=1
K¯(2 jnt; 2 jnXi)
1CCCCCA
2
dt
=
Z
F
0BBBBB@ nX
i=1
K¯n(t;Xi)
1CCCCCA
2
dt   E
Z
F
0BBBBB@ nX
i=1
K¯n(t;Xi)
1CCCCCA
2
dt
=: Un(F) + Ln(F);
(1.1.6)
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Un(F) :=
X
1i, jn
Z
F
K¯n(t;Xi)K¯n(t;X j)dt (1.1.7)
and
Ln(F) :=
nX
i=1
Z
F

K¯2n(t;Xi)   EK¯2n(t;X)

dt: (1.1.8)
The measurable set Fwill be
R; [ M;M] or [ M;M]C; M > 0; with
Z
F
f (x)dx > 0: (1.1.9)
The main property for F is
(fx + y : x 2 F; jyj < "g \ Fc) ! 0 as "! 0: (1.1.10)
To motivate the computations for tail estimations and moderate deviations, let’s ex-
plain the idea in the proof of the LIL. Since J¯n can be decomposed into Wn([ M;M])
and Wn([ M;M]C), we need to control statistics of these forms. Wn([ M;M]C) is the
sum of a degenerate U-statistic and a diagonal term. It can be handled with an expo-
nential inequality in Gine´, Latała and Zinn (2000). The bound for the diagonal term
inWn([ M;M]C) is obtained using the Berstein inequality. These tools are very useful
in proving the blocking for the upper bound in LIL. Wn([ M;M]) is approximated by
a Gaussian chaos. The moderate deviation result in Gine´ and Mason (2004) is used
to obtain the bound on the Gaussian chaos. It was originally proved using Pinsky’s
method (Pinsky, 1966). We also prove a rate of convergence in the CLT of the wavelet
density estimator as a complement to Zhang and Zheng’s result (1999). In order to get
this, we need to assumemore conditions on f . J¯n is composed of Ln(R) andUn(R). The
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Bernstein inequality is used to show Ln(R) is negligible. Then Un(R) is approximated
by a martingale and the rate of convergence was obtained using Erickson, Quine and
Weber (1979)’s result. As was pointed out by Gine´ and Mason (2004), the methods
used here do not apply to Lp norm if p , 2. This is because Un(F) can be written as a
U-statistic under the L2 norm whereas it is dicult to handle if p , 2.
1.2 Tail Estimation
The goal of this section is to obtain exponential inequalities forWn(F), where F satisfies
(1.1.9) and also for Wn(R)   Wn;m(R), where Wn;m(R) is defined below. We assume
throughout this section that  satisfies (S1), and K is associated with  as in (0.1.6).
Set, for m < n,
Wn;m(R) :=
Z
R
26666664
0BBBBB@ X
m<in
K¯n(t;Xi)
1CCCCCA
2
  E
0BBBBB@ X
m<in
K¯n(t;Xi)
1CCCCCA
237777775 dt (1.2.1)
and
Hn(x; y) =
Z
R
K¯n(t; x)K¯n(t; y)dt; (1.2.2)
Hn;F(x; y) =
Z
F
K¯n(t; x)K¯n(t; y)dt: (1.2.3)
With this notation,
Un(F) =
X
1i, jn
Hn;F(Xi;X j); Ln(F) =
nX
i=1
 
Hn;F(Xi;Xi)   EHn;F(Xi;Xi) ; (1.2.4)
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and
Wn(R)  Wn;m(R)
= 2
mX
i=1
nX
j=m+1
Hn(Xi;X j) +
X
1i, jm
Hn(Xi;X j) +
mX
i=1
(Hn(Xi;Xi)   EHn(Xi;Xi)) :
(1.2.5)
Consider the 3 terms on the right-hand side. Bernstein’s inequality (e.g., de la Pen˜a
and Gine´ 1999) says that for centered, i.i.d. variables i, if kik1  c  1 and 2 = E2i ,
then
Pr
8>><>>: mX
i=1
i > t
9>>=>>;  exp
0BBBB@  t22m2 + 23ct
1CCCCA : (1.2.6)
Applying it to the 3rd term in (1.2.5), given Corollary A:0:1, and inequality (A.0.5),
noting that c = 8  2  jnkk22 and 2  4  2 2 jnkk42, we get, for all m 2N and n 2N,
Pr
8>><>>:

mX
i=1
(Hn(Xi;Xi)   EHn(Xi;Xi))
 > n2  32 jn
9>>=>>;
 2 exp
0BBBBB@  2n22 3 jn8m2 2 jnkk42 + 163 n2  52 jnkk22
1CCCCCA :
(1.2.7)
The first two terms in (1.2.5) are ofU-statistics type. They can be controlled by using the
following exponential inequality for canonical U-statistics. We recall that a U-statistic
of order two,
P
1i, jk hi; j(Xi;X j) is canonical (or degenerate) for the probability law of
X if Ehi; j(X; y) = Ehi; j(x;X) = 0 for all i , j and x; y 2 R. Likewise, a decoupled U-
statistic
P
1i; jn hi; j(X
(1)
i ;X
(2)
j ) where the 2n random variables are independent and not
necessarily identically distributed, is canonical if for all i; j and x; y 2 R, Ehi; j(X(1)i ; y) =
Ehi; j(x;X
(2)
j ) = 0.
1.2.1 Theorem. (Gine´, Latała, Zinn, 2000) There exists a universal constant L < 1 such
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that, if hi; j are bounded canonical kernels of two variables for the independent random
variables (X(1)i , X
(2)
j ), i; j = 1; 2; :::; n, and if A;B;C;D are as defined below, then
Pr
8>>><>>>:

X
1i; jn
hi; j(X
(1)
i ;X
(2)
j )
  x
9>>>=>>>;  L exp
"
 1
L
min
 
x2
C2
;
x
D
;
x2=3
B2=3
;
x1=2
A1=2
!#
(1.2.8)
for all x > 0, where
D = k(hi; j)kL2!L2
: = sup
8>>><>>>:E
X
i; j
hi; j(X
(1)
i ;X
(2)
j ) fi(X
(1)
i )g j(X
(2)
j ) : E
X
i
f 2i (X
(1)
i )  1;E
X
j
g2j (X
(2)
j )  1
9>>>=>>>; ;
(1.2.9)
C2 =
X
i; j
Eh2i; j(Xi;X j); (1.2.10)
B2 = max
i; j
26666664
Xi Eh2i; j(X(1)i ; y)
1 ;

X
j
Eh2i; j(x;X
(2)
j )
1
37777775 (1.2.11)
and
A = max
i; j
khi; jk1: (1.2.12)
1.2.2 Remark. Theorem 1:2:1 holds if the decoupled U-statistic
P
1i; jn hi; j(X
(1)
i ;X
(2)
j )
is replaced by the undecoupled one
P
i, jn hi; j(Xi;X j). This can be proved by setting
hi;i = 0 so that
P
1i, jn hi; j(Xi;X j) =
P
1i; jn hi; j(Xi;X j), and using the decoupling result
in Theorem 3.4.1, de la Pen˜a and Gine´ (1999).
Due to the remark, to deal with the 2nd term in (1.2.5), we can take hi; j = Hn;F;i; j = Hn;F
14
and apply Theorem 1:2:1 to
P
1i, jmHn;F(Xi;X j). Next, we show the calculations on
the bounds for A;B;C and D.
Inequality (A.0.6) immediately gives the following two bounds.
A = max
i; j
khi; jk1 = max
i; j
kHn;Fk1
= max
i; j
Z
F
K¯n(t; x)K¯n(t; y)dt
1
 4  2  jnkk22;
(1.2.13)
and
B2 = max
i; j
26666664
Xi Eh2i; j(X(1)i ; y)
1 ;

X
j
Eh2i; j(x;X
(2)
j )
1
37777775
 16m  2 2 jnkk42:
(1.2.14)
Next we consider
C2 =
X
i; j
EH2n;F(Xi;X j) =
X
i; j
E
 Z
F
K¯n(t;X1)K¯n(t;X2)dt
!2
: (1.2.15)
By (A.0.6),
E
 Z
F
jK¯n(t;X1)K¯n(t;X2)jdt
!2
 (4  2  jnkk22)2 < 1: (1.2.16)
So we can apply Fubini’s theorem to the eect that
E
 Z
F
K¯n(t;X1)K¯n(t;X2)dt
!2
=
Z
F2
E[K¯n(t;X1)K¯n(s;X1)]E[K¯n(t;X2)K¯n(s;X2)]dsdt
= 2 2 jn
Z
F2
2 jnE[K¯n(t;X1)K¯n(s;X1)]2 jnE[K¯n(t;X2)K¯n(s;X2)]dsdt
= 2 2 jn
Z
F2
(2 jnE[K¯n(t;X)K¯n(s;X)])2dsdt
15
= 2 2 jn
Z
F2
R2n(t; s)dsdt; (1.2.17)
where
Rn(t; s) := 2 jn
Z
R
K¯n(t; x)K¯n(s; x) f (x)dx: (1.2.18)
By the above calculations and Lemmas A:0:2, A:0:3, for n large enough depending on
F,
EH2n;F(X1;X2) = 2
 3 jn2 jn
Z
F2
R2n(t; s)dsdt
 2 3 jn  2
Z
F
f 2(x)dx
Z
R
 Z
R
(w + u)(w)dw
!2
du
 2 3 jn  2kk21kk22
Z
F
f 2(x)dx:
(1.2.19)
Thus we have proved that, for all n large enough depending on F,
C2  2m2  2 3 jnkk21kk22
Z
F
f 2(x)dx: (1.2.20)
Finally, we estimate D.
1.2.3 Lemma. If f satisfies condition (f) and  satisfies condition (S1),
D  4m2 2 jnk f k1kk21: (1.2.21)
Proof. Since hi; j = Hn;F for all i; j, claim that
D = m sup
n
EHn;F(X1;X2)l(X1)g(X2) : El2(X1)  1;Eg2(X2)  1
o
: (1.2.22)
To see this, if in (1.2.9), we take fi = l=
p
m for each i and g j = g=
p
m for each j with l
16
and g satisfying El2(X1)  1;Eg2(X2)  1, it is easy to see that
m sup
n
EHn;F(X1;X2)l(X1)g(X2) : El2(X1)  1;Eg2(X2)  1
o
 D:
On the other hand, taking l =
1p
m
P
i fi and g =
1p
m
P
j g j with E
P
i f 2i (X1)  1 and
E
P
j g2j (X2)  1, we see that
D  m sup
n
EHn;F(X1;X2)l(X1)g(X2) : El2(X1)  1;Eg2(X2)  1
o
:
So (1.2.22) holds. In fact, D can be further simplified. Using the definition of Hn;F in
(1.2.3), we get
D = m sup
n
EHn;F(X1;X2)l(X1)g(X2) : El2(X1)  1;Eg2(X2)  1
o
= m sup
(
E
Z
F
K¯n(t;X1)K¯n(t;X2)l(X1)g(X2)dt : El2(X1)  1;Eg2(X2)  1
)
= m sup
(Z
F

E(K¯n(t;X)'(X))
2 dt : E'2(X)  1) :
(1.2.23)
By Cauchy-Schwarz,
Z
R

EjK¯n(t;X)'(X)j2 dt = Z
R
 Z
R
jK¯n(t; x)'(x)j f (x)dx
!2
dt

Z
R
 Z
R
jK¯n(t; x)j f (x)dx
Z
R
jK¯n(t; y)j'2(y) f (y)dy
!
dt:
(1.2.24)
Let n(x) := (2 jnx). Using (0.1.7) and that f is bounded, for all t 2 R,
Z
R
jK¯n(t; x)j f (x)dx =
Z
R
jKn(t; x)   EKn(t;X)j f (x)dx

Z
R
jKn(t; x)j f (x)dx +
Z
R
EjKn(t;X)j f (x)dx

Z
R
jn(t   x)j f (x)dx + EjKn(t;X)j
17
 2knk1k f k1:
For all  such that E2(X)  1, we also have
Z
R
Z
R
jK¯n(t; y)j'2(y) f (y)dydt
=
Z
R
Z
R
jKn(t; y)   EKn(t;X)j'2(y) f (y)dydt

Z
R
Z
R
(jKn(t; y)j + EjKn(t;X)j)'2(y) f (y)dydt (1.2.25)

Z
R
Z
R
n(t   y)'2(y) f (y)dydt
+
Z
R
Z
R
EjKn(t;X)j'2(y) f (y)dydt
 knk1 +
Z
R
En(t   X)dt
= 2knk1:
Then combining (1.2.23)   (1.2.25), we obtain D  4mk f k1knk21. Since knk1 =R
R
(2 jnx)dx = 2  jnkk1; we get
D  4m2 2 jnk f k1kk21: (1.2.26)

1.2.4 Proposition. Let Xi be i.i.d. with density f satisfying condition (f). Let F be
a measurable subset of R satisfying condition (1.1.9).  satisfies (S1) and K is the
projection kernel associatedwith. 2  jn ! 0. Then there exist constants 0 (depending
on f and ) and n0 (depending on F; f ,  and the sequence f jng) such that, for all  > 0
18
and for all n  n0, 0  m < n,
Pr
8>>><>>>:

X
1i, jm
Hn;F(Xi;X j)
  n2  32 jn
9>>>=>>>;
 0 exp
0BBBBB@  10 min
2666664 2n2m2 RF f 2(x)dx ;
n
m2  jn=2
;
2=3n2=32 
jn
3
m1=3
; 1=2n1=22 
jn
4
3777775
1CCCCCA
(1.2.27)
and
Pr
8>>><>>>:

mX
i=1
nX
j=m+1
Hn;F(Xi;X j)
  n2  32 jn
9>>>=>>>;
 0 exp
0BBBBB@  10 min
2666664 2n2m(n  m) RF f 2(x)dx ;
np
m(n  m)2  jn=2 ;
2=3n2=32 
jn
3
(m _ (n  m))1=3 ; 
1=2n1=22 
jn
4
3777775
1CCCCCA :
(1.2.28)
Proof. Gathering Theorem 1:2:1, (1.2.13), (1.2.14), (1.2.20) and (1.2.21), we get (1.2.27).
(1.2.28) can be obtained in a similar way. 
1.2.5 Proposition. Under the same hypotheses of Proposition 1:2:4 on f ,  and f jng,
there exist constants 0 (depending on  and f ) and n0 (depending on F; f ,  and the
sequence f jng) such that, for all  > 0 and for all n  n0,
Pr
n
jWn(F)j  n2  32 jn
o
 0 exp
0BBBBB@  10 min
2666664 2R
F f
2(x)dx
; 2 jn=2; 2=3n1=32 
jn
3 ; 1=2n1=22 
jn
4 ; 2n2  jn ; n2 
jn
2
3777775
1CCCCCA :
(1.2.29)
In particular, if the sequence 2 jn satisfies condition (B1) and  = 
p
log log n, the first
19
term dominates. For every  > 0 there exist 0 and n0 as above such that
Pr
n
jWn(F)j  n2  32 jn
p
log logn
o
 0 exp
0BBBBB@  2 log log n0 RF f 2(x)dx
1CCCCCA (1.2.30)
for all n  n0.
Proof. Clearly,
Pr
n
jWn(F)j  2n2  32 jn
o
 Pr
n
jLn(F)j  n2  32 jn
o
+ Pr
n
jUn(F)j  n2  32 jn
o
: (1.2.31)
By Bernstein’s inequality for Ln(F) (see (1.2.7)), for all the measurable sets F and all n,
we have
Pr
n
jLn(F)j  n2  32 jn
o
 2 exp
0BBBBB@  2n22 3 jn8n2 2 jnkk42 + 163 n2  52 jnkk22
1CCCCCA
 C exp
 
  1
C
2n22 3 jn
n2 2 jn + n2  52 jn
!
 C exp

  1
C
min

2n2  jn ; n2 
1
2 jn

;
(1.2.32)
where C depends on the scaling function  through . By inequality (1.2.27) there is a
constant 00, such that
Pr
n
jUn(F)j  n2  32 jn
o
= Pr
8>>><>>>:

X
1i, jn
Hn;F(Xi;X j)
  n2  32 jn
9>>>=>>>;
 00 exp
0BBBBB@  100 min
0BBBBB@ 2R
F f
2(x)dx
; 2 jn=2; 2=3n1=32 
1
3 jn ; 1=2n1=22 
1
4 jn
1CCCCCA
1CCCCCA :
(1.2.33)
for all n large enough. These two inequalities give (1.2.29). 
Nowthe three terms in thedecomposition ofWn(R) Wn;m(R) in (1.2.5) can be bounded.
The first two are of the U-statistics type, so Proposition 1:2:4 is used to obtain the
20
estimation. The last one is a sum of mean zero i.i.d. r.v.’s and can be dealt with by
(1.2.7).
1.2.6 Lemma. Under the same hypotheses of Proposition 1:2:4 on f ,  and f jng, there
exist a constant 0 (depending on f and ) and  > 0 such that, for all  > 0,  > 0, if n
is large enough (depending on f ,  and f jng), and m is fixed such that 0  m < n,
Pr
n
jWn(R)  Wn;m(R)j  n2 3 jn=2
p
2 log log n
o
 0 exp
 
 
2n
0
!
: (1.2.34)
Proof. By the decomposition (1.2.5),Wn(R)  Wn;m(R) is split into three terms.
Pr
n
jWn(R)  Wn;m(R)j  n2 3 jn=2
p
2 log log n
o
= Pr
8>>><>>>:
2
mX
i=1
nX
j=m+1
Hn(Xi;X j) +
X
1i, jm
Hn(Xi;X j) +
mX
i=1
(Hn(Xi;Xi)   EHn(Xi;Xi))

 n2 3 jn=2p2 log log n9>>=>>;
 Pr
8>>><>>>:
2
mX
i=1
nX
j=m+1
Hn(Xi;X j)
  13n2 3 jn=2p2 log log n
9>>>=>>>;
+ Pr
8>>><>>>:

X
1i, jm
Hn(Xi;X j)
  13n2 3 jn=2p2 log log n
9>>>=>>>;
+ Pr
8>><>>:

mX
i=1
(Hn(Xi;Xi)   EHn(Xi;Xi))
  13n2 3 jn=2p2 log log n
9>>=>>; : (1.2.35)
By (1.2.7), for all n and fixed m < n,
Pr
8>><>>:

mX
i=1
(Hn(Xi;Xi)   EHn(Xi;Xi))
  13n2 3 jn=2p2 log log n
9>>=>>;
 2 exp
0BBBBB@  2922n22 3 jn log log n8m2 2 jnkk42 + 163  13n2 5 jn=2kk22p2 log log n
1CCCCCA
 c1 exp

  1
c1
min

2n22  jn log logn; n2  jn=2
p
log logn

;
(1.2.36)
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where c1 is a constant that depends onm;  and . Then by condition (B1), there exists
1 > 0 such that the last term is dominated by c01 exp
 
  1
c01
2n1
!
.
Take  = 13
p
2 log log n and F = R in (1.2.27), for all n large enough depending on f ,
 and f jng,
Pr
8>>><>>>:

X
1i, jm
Hn(Xi;X j)
  13n2 3 jn=2p2 log log n
9>>>=>>>;
 c2 exp
0BBBBB@  1c2 min
2666664 2922n2 log log nm2 R
R
f 2(x)dx
;
1
3n2
jn=2
p
2 log log n
m
;
( 29
22n22  jn log log n)1=3
m1=3
;
1
3
n2  jn=2
p
2 log log n
1=23777751CCCCA
= c02 exp
0BBBB@  1c02 min
2666642n2 log log nm2 ; n2 jn=2
p
log log n
m
;
(2n22  jn log log n)1=3
m1=3
;
1=2n1=22  jn=4(log log n)1=4
#!
; (1.2.37)
where c2 and c02 depends on f ,  and . Since 2
  jn  n ; for some  2 (0; 1=3), and for
every fixed m such that 0  m < n, this is
 c002 exp
 
  1
c002
min
h
2n2 log logn; n1+=2
p
log log n; 2=3n2=3 =3(log log n)1=3;
1=2n1=2 =4(log log n)1=4
i !
 c002 exp
 
  1
c002
2n2
!
(1.2.38)
for some 2 > 0. For the first summand in (1.2.35), by (1.2.28), through similar calcula-
tions, we have
Pr
8>>><>>>:

mX
i=1
nX
j=m+1
Hn(Xi;X j)
  16n2 3 jn=2p2 log log n
9>>>=>>>;  c3 exp
 
  1
c03
2n3
!
(1.2.39)
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for some 3 > 0. Gathering the bounds for the three summands in (1.2.35), we conclude
that there exists  > 0 and 0 < 1, such that for all 0 <  < 1 and all n large enough,
Pr
n
jWn(R)  Wn;m(R)j  n2 3 jn=2
p
2 log log n
o
 0 exp
 
 
2n
0
!
: (1.2.40)

1.3 Moderate Deviations
In this section, we’ll prove a moderate deviation result for Wn([ M;M]), M > 0. This
statistic can be approximated by a Gaussian chaos due to the Komlo´s-Major-Tusna´dy
(KMT) theorem and the Dvoretzky-Kiefer-Wolfowitz (DKW) inequalities. Then a
moderate deviation result in Gine´ and Mason (2004) is used for the Gaussian chaos.
We assume throughout this section that  satisfies both (S1) and (S2).
Given a sequence of i.i.d. random variables X;X1; :::;Xn, n 2Nwith Lebesgue density
f . Let F(t) be the distribution function. Let Fn(t) be the empirical distribution function,
that is
Fn(t) :=
1
n
nX
i=1
1(Xi  t) (1.3.1)
For all x 2 R, set
En(x) : =
p
n2  jn[ fn;K(x)   E fn;K(x)] =
r
2 jn
n
nX
i=1
[K(2 jnx; 2 jnXi)   EK(2 jnx; 2 jnX)]
=
p
n2 jn
Z
R
K(2 jnx; 2 jnt)d[Fn(t)   F(t)]:
(1.3.2)
DefineKn;x(t) := K(2 jnx; 2 jnt) and let Kn;x(t) be the Borelmeasure associatedwithKn;x(t).
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Define the Gaussian process
 n(x) := 2 jn=2
Z
R
[Bn(F(x))   Bn(F(t))]dKn;x(t); (1.3.3)
where Bn is a sequence of Brownian bridges. By definition of Wn([ M;M]), we may
write
23 jn=2
n
Wn([ M;M]) = 2 jn=2
Z M
 M
h
(En(t))2   E(En(t))2)
i
dt: (1.3.4)
We want to approximate it by the Gaussian chaos:
2 jn=2
Z M
 M
h
( n(t))2   E(( n(t))2)
i
dt: (1.3.5)
In order to apply the KMT theorem (to be stated below) to control the dierence of
the two statistics, we need an integration by parts formula for En(x). We check two
conditions first (Exercise 3.34, Folland, 1999): (i)Fn(t)   F(t) and Kn;x(t) are in the space
NBV, where NBV is defined by
NBV = fG is o f bounded variation; G is right continuous and G( 1) = 0g: (1.3.6)
(ii) For fixed N > 0 and all t 2 [ N;N], the probability that Fn(t)   F(t) and Kn;x(t) are
both discontinuous is 0.
It’s obvious that,withprobability one, Fn(t) F(t) is right continuous and limt! 1(Fn(t) 
F(t)) = 0. Fn(t) and F(t) are both bounded and increasing, so Fn(t)   F(t) is of bounded
24
variation. Kn;x(t) is also right continuous.
lim
t! 1Kn;x(t) = limt! 1
X
k


2 jnx   k



2 jnt   k

: (1.3.7)
For fixed x, this is a finite sum of functions with compact support. So,
lim
t! 1Kn;x(t) = 0: (1.3.8)
Similarly,
lim
t!1Kn;x(t) = 0: (1.3.9)
To see that Kn;x(t) is of bounded variation, let TK;n;x(t) := supfPml=1 jKn;x(tl)   Kn;x(tl 1)j :
m 2N; 1 < t0 < ::: < tm = tg. For any m 2N and any partition over ( 1; t),
mX
l=1
jKn;x(tl)   Kn;x(tl 1)j =
mX
l=1
Xk (2 jnx   k)(2 jntl   k)  
X
k
(2 jnx   k)(2 jntl 1   k)


X
k
j(2 jnx   k)j
mX
l=1
j(2 jntl   k)   (2 jntl 1   k)j

X
k
j(2 jnx   k)jk(2 jn   k)kv: (1.3.10)
Now if t0 < ::: < tm is a partition, so is 2 jnt0   k < ::: < 2 jntm   k. Also recall  satisfies
(1.1.1) and (S2), then we have, for almost every x,
kKn;xkv = lim
t!1TK;n;x(t) 
X
k
j(2 jnx   k)jkkv := C; (1.3.11)
where C is a constant that depends only on the scaling function .
Now we check (ii). Kn;x(t) could only have discontinuities at countably many points,
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say, fe jg; j 2N. Fn(t)   F(t) could only have discontinuities at Xi; i = 1; :::; n.
Pr
n
Fn(t)   F(t) is discontinuous at e j; j 2N
o
= Pr
n
Xi = e j; 1  i  n; j 2N
o
 nPr
n
X = e j; j 2N
o
= 0:
(1.3.12)
Thus with probability one, for fixed N > 0, there are no points in [ N;N] where
Fn(t)   F(t) and Kn;x(t) are both discontinuous.
Let F0 be the signed Borel measure associatedwith Fn(t) F(t). We then apply the inte-
grationbyparts formula (Exercise 3.34, Folland, 1999) to the integral
R N
 N K(2
jnx; 2 jnt)d[Fn(t) 
F(t)]. With probability one,
Z
[ N;N]
Kn;x(t)d[Fn(t)   F(t)] +
Z
[ N;N]
(Fn(t)   F(t))dKn;x(t)
= Kn;x(N) (Fn(N)   F(N))   Kn;x (( N) ) (Fn(( N) )   F(( N) )) :
(1.3.13)
Due to (1.3.8) and (1.3.9), the right hand side of (1.3.13) approaches zero as N ! 1.
For the left hand side, we notice
Kn;x(t)1[ N;N]  (2 jn(x   t)); (1.3.14)
Z
(2 jn(x   t))djF0 j  CkFn   Fkv < 1; (1.3.15)
and
jFn(t)   F(t)j1[ N;N]  2: (1.3.16)
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Applying Lebesgue dominated convergence,
Z
2djKn;x j(t) = 2kKn;xkv < 1: (1.3.17)
The left hand side converges to
R
R
Kn;x(t)d[Fn(t) F(t)]+
R
R
(Fn(t) F(t))dKn;x(t). Letting
N !1 on both sides of (1.3.13), we have shown that
Z
R
Kn;x(t)d[Fn(t)   F(t)] =  
Z
R
(Fn(t)   F(t))dKn;x(t): (1.3.18)
Thus in (1.3.2), with probability one,
En(x) =
p
n2 jn
Z
R
[F(t)   Fn(t)]dKn;x(t)
=
p
n2 jn
Z
R
[F(t)   Fn(t)   (F(x)   Fn(x))]dKn;x(t):
(1.3.19)
The last equality follows since by (1.3.8) and (1.3.9),
Z
R
[F(x)   Fn(x)]dKn;x(t) = (F(x)   Fn(x))
Z
R
dKn;x(t)
= (F(x)   Fn(x)) lim
N!1 jKn;x(N)   Kn;x( N)j
= 0:
(1.3.20)
Let n(t) :=
p
n [Fn(t)   F(t)] andDn := sup 1<t<1 jn(t) Bn(F(t))j. By the definition of
 n(x), (1.3.19) and (1.3.11),
jEn(x)    n(x)j
=
2 jn=2 Z
R
[n(x)   n(t)]dKn;x(t)   2 jn=2
Z
R
[Bn(F(x))   Bn(F(t))]dKn;x(t)

 2 jn=22Dn
Z
R
djKn;x j  2 jn=22DnC < 1:
(1.3.21)
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Similar to the above,
ess sup
x
(jEn(x)j + j n(x)j)  2 jn=2  2C(knk1 + kBnk1): (1.3.22)
Next we’ll prove a bound on the size of the dierence between (1.3.4) and (1.3.5). With
probability one,
Dn(M) : =
23 jn=2n Wn([ M;M])   2 jn=2
Z M
 M

( n(t))2   E(( n(t))2)

dt

= 2 jn=2

Z M
 M

(En(t))2   E((En(t))2)

dt  
Z M
 M

( n(t))2   E(( n(t))2)

dt

= 2 jn=2

Z M
 M
h
(En(t))2   ( n(t))2
i
dt

 2 jn=2 ess sup
x
(jEn(x)j + j n(x)j)
Z M
 M
jEn(t)    n(t)jdt: (1.3.23)
Using the bounds in (1.3.21) and (1.3.22), we then have
Dn(M)  2 jn=2 ess sup
x
(jEn(x)j + j n(x)j)2 jn=2  2DnC2M
 23 jn=28MDn(knk1 + kBnk1)C2:
(1.3.24)
We use the KMT theorem forDn and the Dvoretzky-Kiefer-Wolfowitz (DKW) inequal-
ities for knk1 and kBnk1.
1.3.1Theorem. (Komlo´s,Major, Tusna´dy, 1975)There exists aprobability space (
;A;P)
with i.i.d random variables X1;X2; :::, with density f and a sequence of Brownian
bridges B1;B2; :::, such that, for all n  1 and x 2 R,
Pr
n
Dn  n 1=2(a log n + x)
o
 b exp( cx); (1.3.25)
where a; b and c are positive constants that do not depend on n; x or f .
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The DKW (Dvoretzky et al., 1956; or see Shorack and Wellner, 1986) inequalities give
that, for every z > 0,
Pr fknk1 > zg  2 exp( 2z2); Pr fkBnk1 > zg  2 exp( 2z2): (1.3.26)
These inequalities lead to the following proposition.
1.3.2 Proposition. Assuming the scaling function  satisfies (S1), (S2) and jn satisfies
(B1), for any  > 0 there exists CM; > 0 such that
Pr
8>><>>:Dn(M)  CM;(logn)22 3 jn=2pn
9>>=>>;  n  (1.3.27)
for all n > n0().
Proof. For  > 0, take x = 2 log n=c in (1.3.25), where c is the constant in (1.3.25). For
n large enough depending on ,
2 log n   logn + log 2b: (1.3.28)
Then by (1.3.25) in the KMT theorem,
Pr
(
Dn  1p
n
 
a +
2
c
!
log n
)
 b exp   2 logn  1
2
n : (1.3.29)
From DKW inequalities (1.3.26), it is easy to see that for n large enough,
Pr
(
knk1 + kBnk1 > logna + 2=c
)
 4 exp
0BBBBBBB@  (log n)22 a + 2c 2
1CCCCCCCA
 1
2
n :
(1.3.30)
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Using (1.3.24),
Pr
8>><>>:Dn(M)  8MC
2
(logn)
2
2 3 jn=2
p
n
9>>=>>;
 Pr
(
Dn (knk1 + kBnk1)  (logn)
2
p
n
)
 Pr
(
Dn  1p
n
 
a +
2
c
!
log n
)
+ Pr
(
knk1 + kBnk1 > log na + 2=c
)
 n :
(1.3.31)
Now take CM; = 8MC2 to prove (1.3.27). 
Next we derive a moderate deviation result for the Gaussian chaos 2 jn=2
R M
 M[( n(t))
2  
E(( n(t))2))]dt. It is easier to obtain a moderate deviation result for this than for
23 jn=2Wn([ M;M])=n. We first justify that it can be written as a sum of independent
random variables. We have,
E n(x) = 2 jn=2
Z
R
E[Bn(F(x))   Bn(F(t))]dKn;x(t) = 0: (1.3.32)
Recall the definition of Rn in (1.2.18). Using (1.3.2), we can verify that
E [En(s)En(t)] = Rn(s; t): (1.3.33)
Comparing (1.3.3) and (1.3.19), and using
nE [F(t)   Fn(t)] [F(s)   Fn(s)] = E[Bn(F(t))Bn(F(s))] = F(t ^ s)   F(s)F(t); (1.3.34)
we get
E [ n(s) n(t)] = E [En(s)En(t)] = Rn(s; t): (1.3.35)
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By Fubini and (A.0.4), for any subset F satisfying conditions (1.1.9),
E
 Z
F
 2n(s)ds
!
=
Z
F
Rn(s; s)ds  2 jn
Z
R
Z
R
K¯2n(s;u) f (u)duds
 4kk22:
(1.3.36)
Define the operator Rn;F for ' 2 L2(F),
Rn;F'(s) =
Z
F
Rn(s; t)'(t)dt: (1.3.37)
The following well-known proposition shows that the Gaussian chaos can be written
as a sum of weighted, centered chi-squared random variables, e.g.,
1.3.3 Proposition. (Gine´ and Mason, 2004) A centered non-degenerate Gaussian pro-
cess f (t), t 2 Fg, for F a Borel subset of R, with covariance function
R(s; t) = E( (t) (s)); s; t 2 F (1.3.38)
has a version with all of its sample paths in L2(F) if and only if
0 <
Z
F
R(s; s)ds < 1: (1.3.39)
If this is the case, then
0 <
Z
F2
R2(s; t)dsdt < 1; (1.3.40)
and the spectrum of the operator
R'(s) =
Z
F
R(s; t)'(t)dt; ' 2 L2(F) (1.3.41)
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consists of a sequence of non-negative eigenvalues 1  2  :::  0 in `1, corre-
sponding to eigenvectors e1; e2; :::, that can be taken to be orthonormal, in which case
R(s; t) =
P
i iei(s)ei(t) in the L2(F F) sense; moreover, for this sequence of eigenvalues
and eigenvectors,
 (t) d=
1X
k=1
1=2k ek(t)Zk; (1.3.42)
Z
F
h
( (t))2   E( (t))2
i
dt =
1X
k=1
k(Z2k   1); (1.3.43)
where Z1;Z2; :::, are i.i.d N(0; 1) random variables and
1X
k=1
k =
Z
F
R(s; s)ds; (1.3.44)
and
1X
k=1
2k =
Z
F2
R2(s; t)dsdt: (1.3.45)
According to Proposition 1:3:3, f n(t); t 2 [ M;M]g has a version with all of its sample
paths in L2([ M;M]). It also follows from the proposition that,
Z M
 M
h
( n(t))2   E( n(t))2)
i
dt =
1X
k=1
n;k(Z2k   1); (1.3.46)
where n;1  n;2  : : :  0 are the eigenvalues of the operator Rn;F where F = [ M;M].
For some 0 <   1,EjZ2k  1j2+  1. We calculate the limiting variance of the Gaussian
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chaos by Lemmas A:0:3 and A:0:4,
lim
n!1 2
jnE
"Z M
 M

( n(t))2   E( n(t))2

dt
#2
= lim
n!1 2
jnE
2666664 1X
k=1
n;k(Z2k   1)
3777775
2
(1.3.47)
= lim
n!1 2  2
jn
1X
k=1
2n;k as the partial sums are Cauchy in L
2(P)
= lim
n!1 2  2
jn
Z M
 M
Z M
 M
R2n(s; t)dsdt
= 2
Z M
 M
f 2(x)dx
=: 2(M):
Set bn :=
 
n;1=n
, where 2n := P1k=1 2n;k. Also define
Vn :=
1p
2n
1X
k=1
n;k(Z2k   1): (1.3.48)
Corollary 4.6 in Gine´ and Mason (2004) gives a moderate deviation result for Vn. It
was proved using Pinsky’s method (Pinsky, 1966). For any sequence an converging to
infinity at the rate a2n + log bn !  1, for all 0 <  < 1,
exp
 
 a
2
n
2
(1 + )
!
 PrfVn  ang  exp
 
 a
2
n
2
(1   )
!
(1.3.49)
if n is large enough depending on . In order to apply the Corollary, we first check the
condition bn ! 0. By Lemma A:0:9,
n;1  supfkRn;[ M;M]'k2 : k'k2 = 1; ' 2 L2([ M;M])g
 2  jnC1=2(; f ):
(1.3.50)
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And by (1.3.47),
n;1q
2
P1
k=1 
2
n;k
 2
  jnC1=2(; f )q
2
P1
k=1 
2
n;k
 2
  jnC1=2(; f )
2  jn=2(M)
 2  jn=2
! 0:
(1.3.51)
This gives that bn ! 0. The above calculation also estimates the order of bn, which
determines the size of the moderate deviation an. Set
Vn(M) :=
2 jn=2
(M)
Z M
 M

( n(t))2   E( n(t))2

dt: (1.3.52)
Comparing the definitions of Vn and Vn(M) in (1.3.46) and (1.3.48), we see that
Vn = cn;MVn(M); (1.3.53)
where cn;M =
2  jn=2(M)p
2n
, and by the calculation in (1.3.47), cn;M ! 1 as n !1.
PrfVn(M)  ang = PrfVn  ancn;Mg: (1.3.54)
Take an = C
p
2 log log n, with 0 < C < 1. Then a2nc2n;M = C(1 + o(1)) log log n. By
condition (B1), bn is dominated by Cn =2. So
a2nc
2
n;M + log bn  (C + o(1)) log log n + logCn =2: (1.3.55)
Since (log n)C+o(1)=n=2 ! 0, the sequence ancn;M satisfies that a2nc2n;M + log bn !  1.
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Take ancn;M instead of an in (1.3.49), we have
exp
0BBBBB@ a2nc2n;M2 (1 + )
1CCCCCA  PrfVn  ancn;Mg  exp
0BBBBB@ a2nc2n;M2 (1   )
1CCCCCA (1.3.56)
for all 0 <  < 1 if n is suciently large depending on . Now if given 0 <  < 1, choose
N so that cn;M >
p
1    for all n  N. Then there exists some 0 < 0 < 1 satisfying
c2n;M(1   0)  1   . Then choosing n  N large enough and using (1.3.50) and (1.3.53),
we get
PrfVn(M)  ang  exp
0BBBBB@ a2nc2n;M2 (1   0)
1CCCCCA  exp   a2n2 (1   )
!
: (1.3.57)
Similarly, we also have the inequality in the other direction. So we may replace Vn by
Vn(M) in (1.3.49) and obtain, for an = C
p
2 log log n, 0 < C < 1,
exp
 
 a
2
n(1 + )
2
!
 Pr fVn(M)  ang  exp
 
 a
2
n(1   )
2
!
(1.3.58)
for all n large enough depending on .
We can use this result, the triangle inequality and Proposition 1:3:2 to obtain the
following proposition.
1.3.4 Proposition. Let an = C
p
2 log log n; 0 < C < 1. Under the hypotheses of Propo-
sition 1:3:2, and further assuming that f satisfies condition (f) and that
R M
 M f
2(x)dx > 0,
then
exp
 
 a
2
n(1 + )
2
!
  1
n2
 Pr
(
 2
3 jn=2
(M)n
Wn([ M;M])  an
)
 exp
 
 a
2
n(1   )
2
!
+
1
n2
(1.3.59)
for all 0 <  < 1 and n large enough (depending onM and ).
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Proof. Using the definition of Dn(M) in (1.3.23), we write
Dn(M) =
23 jnn Wn ([ M;M])   Vn(M)(M)
 : (1.3.60)
Consider the right-side inequality in (1.3.59) first. By Proposition 1:3:2, there exists a
constant CM; > 0 so that, for n suciently large,
Pr
8>><>>: 1(M)Dn(M)  CM;(log n)2(M)2 3 jn=2pn
9>>=>>;  1n2 : (1.3.61)
Let dn;M =:
CM;(log n)2
(M)2 3 jn=2
p
n
,
Pr
(
 2
3 jn=2
(M)n
Wn([ M;M])  an
)
 Pr
(
1
(M)
Dn(M)  dn;M
)
+ Pr
Vn(M)  an   dn;M	 : (1.3.62)
For  2 (0; 1=3),
dn;M 
CM;(log n)2
(M)n(1 3)=2
! 0; and dn;M
an
 CM;n
3=2(logn)2
(M)
p
n log log n
! 0: (1.3.63)
Thus given  > 0, we can choose n large enough so that 0 < dn;M=an < 1 
p
1   . And
there exists 0 < 0 < 1 with
 
an   dn;M
an
!2
(1   0)  1   : (1.3.64)
Since (an   dn;M)2 = a2n(1 + o(1)), (an   dn;M)2   log bn !  1. Thus (1.3.58) gives,
Pr
Vn(M)  an   dn;M	  exp    (an   dn;M)2(1   0)2
!
 exp
 
 a
2
n(1   )
2
!
: (1.3.65)
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(1.3.61), (1.3.62) and (1.3.65) yield that, for n suciently large depending on  andM,
Pr
(
 2
3 jn=2
(M)n
Wn([ M;M])  an
)
 exp
 
 a
2
n(1   )
2
!
+
1
n2
: (1.3.66)
The left-side inequality in (1.3.59) can be obtained in a similar way. 
1.4 LIL for the wavelet density estimator
In this section, we prove the law of the iterated logarithm for the wavelet density
estimator using the tools established in the previous sections. Recall the definition of
Jn in (0.1.8). Set 2 =: 2(1) = 2
R
R
f 2(x)dx.
1.4.1 Theorem. Let f ;  and f jng satisfy hypotheses (f), (S1), (S2), (B1) and (B2). Then,
lim sup
n!1
 n2
  jn=2

p
2 log log n
Jn = 1; a:s: (1.4.1)
1.4.2 Remark. Theorem 1:4:1 includes the case when 2  jn  n 1=5, where the mean
integrated squared error attains its minimum under certain conditions. This is in
contrast to kernel density estimators, where it has been proved that (see section 6,
Gine´ and Mason, 2004),
lim sup
n!1
 n2
  jn=2

p
2 log log n
Jn = C; a:s: (1.4.2)
when the bandwidth is of the order n 1=5. But the constant C has not been determined.
Proof. We will first show that Jn = J¯n, where
J¯n = k fn;K   E fn;Kk22   Ek fn;K   E fn;Kk22: (1.4.3)
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Since we have that,
Jn =
Z
R
f 2n;K   E f 2n;K   2 fn;K f + 2 fE fn;K; (1.4.4)
and
J¯n =
Z
R
f 2n;K   2 fn;KE fn;K   E f 2n;K + 2
 
E fn;K
2 : (1.4.5)
It remains to show that the dierence
Jn   J¯n = 2
Z
R
( f   E fn;K)(E fn;K   fn;K) = 0: (1.4.6)
E fn;K   fn;K is a linear combination of f0kg and f jkg, 0  j  jn 1, whereas f  E fn;K is
a linear combination of f jkg, j  jn. By orthogonality of f0k;  jkg, we have Jn   J¯n = 0.
Thus it is equivalent to proving that
lim sup
n!1
 n2
  jn=2

p
2 log log n
J¯n = 1; a:s: (1.4.7)
i) lower bound
By (1.1.5), it suces to prove that
lim sup
n!1
 2
3 jn=2Wn(R)
n
p
2 log log n
 1 a:s: (1.4.8)
By Lemma 1:2:6 and Borel-Cantelli, for every 0  m < n,
jWn(R)  Wn;m(R)j
n2 3 jn=2
p
2 log log n
! 0 a:s: (1.4.9)
as n!1.
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From the definition of Wn;m(R) in (1.2.1), we observe that it does not depend on
X1; :::;Xm, so lim sup
n
Wn(R)
n2 3 jn=2
p
2 log log n
is measurable with respect to the tail -
algebra of fXig. Assume the lower bound (1.4.8) is not true. Then there exists c < 1
such that,
lim sup
n
Wn(R)
n2 3 jn=2
p
2 log log n
= c a:s:; (1.4.10)
and for rk = kk,
lim sup
k
Wrk(R)
rk2 3 jrk=2
p
2 log log rk
= c0  c a:s: (1.4.11)
Although rk 1 ! 1 as k ! 1, the argument in Lemma 1:2:6 still applies to Wrk(R)  
Wrk;rk 1(R) due to the fact that rk=rk 1  k, and by Borel-Cantelli, we have
jWrk(R)  Wrk;rk 1(R)j
rk2 3 jrk=2
p
2 log log rk
! 0 a:s: (1.4.12)
Thus
lim sup
k
Wrk;rk 1(R)
rk2 3 jrk=2
p
2 log log rk
= c0  c a:s: (1.4.13)
Let c00 2 (c0; 1), and set
Ak =
8>><>>: Wrk;rk 1(R)rk2 3 jrk=2p2 log log rk  c00
9>>=>>; ; (1.4.14)
then Pr(Ak i:o:) = 0. Since the variables Wrk;rk 1(R) are independent from each other
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for all k, by Borel-Cantelli,
X
k
Pr
8>><>>: Wrk;rk 1(R)rk2 3 jrk=2p2 log log rk  c00
9>>=>>; < 1: (1.4.15)
Set mk := rk   rk 1 and define
W0mk(F) =
Z
F
0BBBBB@rk rk 1X
i=1
K¯(2 jrk t; 2 jrkXi)
1CCCCCA
2
dt   E
Z
F
0BBBBB@rk rk 1X
i=1
K¯(2 jrk t; 2 jrkXi)
1CCCCCA
2
dt: (1.4.16)
ComparingW0mk(F) toWrk;rk 1(F), where
Wrk;rk 1(F) :=
Z
F
266666664
0BBBBBB@ X
rk 1<irk
K¯(2 jrk t; 2 jrkXi)
1CCCCCCA
2
  E
0BBBBBB@ X
rk 1<irk
K¯(2 jrk t; 2 jrkXi)
1CCCCCCA
2377777775 dt; (1.4.17)
we see that they have the same distribution. Hence (1.4.15) is true with Wrk;rk 1(R)
replaced byW0mk(R). Since mk=rk ! 1, we may find c000 2 (c00; 1), so that
X
k
Pr
n
W0mk(R)  c000mk2 3 jrk=2
p
2 log logmk
o
< 1: (1.4.18)
For any & > 0 satisfying 0 < c000(1 + &) < 1, choose M0 so that
R
[ M0;M0]C f
2(x)dx <
&2c00022=0, where 0 is the constant in (1.2.30). Since
W0mk ([ M0;M0]) W0mk(R) + jW0mk([ M0;M0]C)j; (1.4.19)
we have
Pr
n
W0mk(R)  c000mk2 3 jrk=2
p
2 log logmk
o
 Pr
n
W0mk ([ M0;M0])  c000(1 + &)mk2 3 jrk=2
p
2 log logmk
o
(1.4.20)
  Pr
n
jW0mk

[ M0;M0]C

j  c000&mk2 3 jrk=2
p
2 log logmk
o
:
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By the tail estimation result (1.2.30), we obtain
X
k
Pr
n
W0mk([ M0;M0]C)  c000&mk2 3 jrk=2
p
2 log logmk
o

X
k
0 exp
0BBBBB@ 2c0002&22 log logmk0 R[ M0;M0]C f 2(x)dx
1CCCCCA < 1:
(1.4.21)
Fix  2 (0; 1), so that c0002(1 + &)2(1 + )3 < 1. Now let M0 be large enough so that
=(M0) < 1 + . Letting an = c000(1 + &)(1 + )
p
2 log logmk in the moderate deviation
result (1.3.59), we have
X
k
Pr
n
W0mk([ M0;M0])  c000(1 + &)mk2 3 jrk=2
p
2 log logmk
o
(1.4.22)
=
X
k
Pr
(
W0mk([ M0;M0])  c000(1 + &)(M0)

(M0)
mk2 3 jrk=2
p
2 log logmk
)

X
k
Pr
n
W0mk([ M0;M0])  c000(1 + &)(1 + )(M0)mk2 3 jrk=2
p
2 log logmk
o

X
k
0BBBB@exp( c0002(1 + &)2(1 + )3 log logmk)   1m2k
1CCCCA :
But this is a divergent series, so
X
k
Pr
n
W0mk([ M0;M0])  c000(1 + &)mk2 3 jrk=2
p
2 log logmk
o
= 1: (1.4.23)
Combining (1.4.20); (1.4.21) and (1.4.23), we obtain
X
k
Pr
n
W0mk(R)  c000mk2 3 jrk=2
p
2 log logmk
o
= 1; (1.4.24)
which is a contradiction to (1.4.18). Thus the lower bound for the LIL, (1.4.8) is proved.
(ii) Upper bound
Let k be an increasing sequence of positive constants satisfying condition (B2). We
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shall use (B1) and (B2) to introduce a blocking and reduce Wn(R) to Wnk(R) for the
sequence nk := minfn 2 N : n  kg, then fnkg also satisfies the same properties:
nk+1=nk ! 1; log lognk= log k ! 1, nk+1   nk !1, and 2  jn is constant for n 2 [nk;nk+1),
k 2 N. For each k 2 N, let Ik be the blocks Ik = [k; k+1) \N = [nk; nk+1) \N. So 2  jn
is constant on Ik for all k. And Ik , ; for k large enough, say k0. Now we’ll prove the
upper bound: using Jn = J¯n and the definition of J¯n,
lim sup
n
jWn(R)j
n2 3 jn=2
p
2 log log n
 1 a:s: (1.4.25)
It suces to prove that for every & > 0,
lim sup
n
jWn(R)j
n2 3 jn=2
p
2 log log n
 1 + & a:s: (1.4.26)
Suppose we have
X
kk0
Pr
(
max
n2Ik
jWn(R)j > (1 + &)nk2 3 jnk=2
p
2 log log nk
)
< 1: (1.4.27)
Then by Borel-Cantelli, with probability 1,
max
n2Ik
jWn(R)j  (1 + &)nk2 3 jnk=2
p
2 log log nk (1.4.28)
when k is suciently large. Thus for n 2 Ik, we have
jWn(R)j  (1 + &)n2 3 jn=2
p
2 log log n; (1.4.29)
which would imply (1.4.26). So, it suces to prove (1.4.27) for every & > 0. We will
first prove the following lemma.
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1.4.3 Lemma. Under the hypotheses of Theorem 1:4:1,
X
kk0
Pr
(
max
n2Ik
jWn(R)  Wnk(R)j > nk2 3 jnk
p
2 log log nk
)
< 1 (1.4.30)
for every  > 0.
If Lemma 1:4:3 holds, then in order to prove (1.4.27) for every & > 0, it suces to prove
X
kk0
Pr
n
jWnk(R)j > (1 + &)nk2 3 jnk=2
p
2 log log nk
o
< 1: (1.4.31)
For every & > 0: Observe that, for 0 <  < &,
X
kk0
Pr
(
max
n2Ik
jWn(R)j > (1 + &)nk2 3 jnk=2
p
2 log log nk
)
(1.4.32)

X
kk0
Pr
(
jWnk(R)j +maxn2Ik jWn(R)  Wnk(R)j > (1 + &)nk2
 3 jnk=2
p
2 log log nk
)

X
kk0
Pr
(
max
n2Ik
jWn(R)  Wnk(R)j > nk2 3 jnk=2
p
2 log log nk
)
+
X
kk0
Pr
n
jWnk(R)j > (1 + &   )nk2 3 jnk=2
p
2 log log nk
o
:
So Lemma 1:4:3 reduces (1.4.27) to (1.4.30) and (1.4.31).
Proof. For n 2 Ik, k  k0, using the fact that 2  jn is constant in each block Ik, we observe
Hn(x; y) = Hnk(x; y): (1.4.33)
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By the definition ofWn(R) in (1.1.6),
Wnk(R) = Unk(R) + Lnk(R)
=
X
1i, jnk
Hnk(Xi;X j) +
nkX
i=1
(Hnk(Xi;Xi)   EHnk(Xi;Xi))
(1.4.34)
By (1.2.5) and the above two equations, we have
Wn(R)  Wn;nk(R) = 2
nkX
i=1
nX
j=nk+1
Hnk(Xi;X j) +
X
1i, jnk
Hnk(Xi;X j)
+
nkX
i=1
(Hnk(Xi;Xi)   EHnk(Xi;Xi)) (1.4.35)
= 2
nkX
i=1
nX
j=nk+1
Hnk(Xi;X j) +Wnk(R):
Rearranging the equation, we get
Wn(R)  Wnk(R) = 2
nkX
i=1
nX
j=nk+1
Hnk(Xi;X j) +Wn;nk(R): (1.4.36)
Recall Montgomery-Smith maximal inequality (Montgomery-Smith, 1993): If Vi are
i.i.d. r.v.’s taking values in a Banach space and k  k denotes a norm in a Banach space,
then
Pr
8>><>>:max1kn

kX
i=1
Vi
 > t
9>>=>>;  9Pr
8>><>>:

nX
i=1
Vi
 > t30
9>>=>>; : (1.4.37)
Let Prf>nkg be the conditional probability given X1; :::;Xnk , and Prfnkg be the condi-
tional probability with respect to Xnk+1; :::;Xn. Application of the Montgomery-Smith
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inequality to the first summand on the right hand side of (1.4.36) gives,
Pr
8>>><>>>:maxn2Ik

nX
j=nk+1
nkX
i=1
Hnk(Xi;X j)
 > t
9>>>=>>>;
= PrfnkgPrf>nkg
8>>><>>>:maxn2Ik

nX
j=nk+1
nkX
i=1
Hnk(Xi;X j)
 > t
9>>>=>>>; (1.4.38)
 9PrfnkgPrf>nkg
8>>><>>>:

nk+1 1X
j=nk+1
nkX
i=1
Hnk(Xi;X j)
 > t30
9>>>=>>>;
= 9Pr
8>>><>>>:

nk+1 1X
j=nk+1
nkX
i=1
Hnk(Xi;X j)
 > t30
9>>>=>>>;
for t > 0. By definition of Wn;nk(R) in (1.2.1), we split the second summand in (1.4.36)
into two terms.
Wn;nk(R) =
X
nk<i, jn
Hnk(Xi;X j) +
nX
i=nk+1
(Hnk(Xi;Xi)   EHnk(Xi;Xi))
=: Un;nk + Ln;nk :
(1.4.39)
To control the size of Prfmaxn2Ik jUn;nk j > tg, we need to cancel themaximumover n 2 Ik.
However, since Un;nk is not a sum of i.i.d. variables, we cannot apply (1.4.37) directly.
In order to achieve this, we use a decoupling here to add more independence. We first
justify that maxn2Ik jUn;nk j is a norm in a Banach space. Let `1m denoteRm with the norm
k(a1; :::; am)k = max1im jaij. Define `1nk+1 1 valued function: For i , j,
H˜nk;i; j(x; y) := f0; :::0|{z}
i_ j 1
;Hnk ; :::;Hnk|       {z       }
nk+1 i_ j
g 2 `1nk+1 1; (1.4.40)
and
H˜nk;i;i(x; y) := 0: (1.4.41)
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For i , j, the n th coordinate of H˜nk;i; j is not zero if and only if i _ j  n. So the n th
coordinate of
P
nk<i; jnk+1 1 H˜nk;i; j is
P
nk<i, jnHnk(Xi;X j). Then,
max
n2Ik
jUn;nk j = maxn2Ik

X
nk<i, jn
Hnk(Xi;X j)
 =

X
nk<i; jnk+1 1
H˜nk;i; j
 : (1.4.42)
So we can apply the de la Pen˜a-Montgomery-Smith decoupling inequality (e.g., de la
Pen˜a and Gine´, 1999, Theorem 3.4.1) to obtain that there exists a constant C > 0, such
that
Pr
8>>><>>>:

X
nk<i; jnk+1 1
H˜nk;i; j(Xi;X j)
 > t
9>>>=>>>;  CPr
8>>><>>>:

X
nk<i, jnk+1 1
H˜nk;i; j(X
(1)
i ;X
(2)
j )
 > tC
9>>>=>>>; ;
(1.4.43)
where X(1)i and X
(2)
j , i; j 2N are i.i.d. copies of X1. It follows that
Pr
(
max
n2Ik
jUn;nk j > t
)
 CPr
(
max
n2Ik
jUdecn;nk j >
t
C
)
; (1.4.44)
where Udecn;nk =
P
nk<i, jnHnk(X
(1)
i ;X
(2)
j ). But since U
dec
n;nk is not a sum of i.i.d. random
variables, in order to applyMontgomery-Smith inequality, weneed to add the diagonal
first. Let Pr(1) and Pr(2) denote the conditional probabilities given X(1)i and X
(2)
j . We
have
Pr
8>>><>>>:maxn2Ik

X
nk<i; jn
Hnk(X
(1)
i ;X
(2)
j )
 > t
9>>>=>>>;
= Pr(2)Pr(1)
8>>><>>>:maxn2Ik

nX
i=nk+1
nX
j=nk+1
Hnk(X
(1)
i ;X
(2)
j )
 > t
9>>>=>>>;
 Pr(2)Pr(1)
8>>><>>>:maxn2Ik maxm2Ik

nX
i=nk+1
mX
j=nk+1
Hnk(X
(1)
i ;X
(2)
j )
 > t
9>>>=>>>;
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 9Pr(2)Pr(1)
8>>><>>>:maxm2Ik

nk+1 1X
i=nk+1
mX
j=nk+1
Hnk(X
(1)
i ;X
(2)
j )
 > t30
9>>>=>>>;
= 9Pr(2)Pr(1)
8>>><>>>:maxm2Ik

mX
j=nk+1
nk+1 1X
i=nk+1
Hnk(X
(1)
i ;X
(2)
j )
 > t30
9>>>=>>>;
 81Pr
8>>><>>>:

nk+1 1X
j=nk+1
nk+1 1X
i=nk+1
Hnk(X
(1)
i ;X
(2)
j )
 > t900
9>>>=>>>; : (1.4.45)
For all t > 0, by the decoupling inequality (1.4.43) and Montgometry-Smith inequality
for Ln;nk , we have
Pr
(
max
n2Ik
jWn;nk(R)j > t
)
= Pr
(
max
n2Ik
jUn;nk(R) + Ln;nk(R)j > t
)
(1.4.46)
 Pr
(
max
n2Ik
jUn;nk(R)j >
t
2
)
+ Pr
(
max
n2Ik
jLn;nk(R)j >
t
2
)
 CPr
(
max
n2Ik
jUdecn;nk(R)j >
t
2C
)
+ Pr
(
max
n2Ik
jLn;nk(R)j >
t
2
)
 CPr
8>>><>>>:maxn2Ik
0BBBBBB@

X
nk<i; jn
Hnk(X
(1)
i ;X
(2)
j )
 +
 Xnk<inHnk(X(1)i ;X(2)i )

1CCCCCCA > t2C
9>>>=>>>;
+ Pr
(
max
n2Ik
jLn;nk(R)j >
t
2
)
 CPr
8>>><>>>:maxn2Ik

X
nk<i; jn
Hnk(X
(1)
i ;X
(2)
j )
 > t4C
9>>>=>>>; + CPr
8>><>>:maxn2Ik
 Xnk<inHnk(X(1)i ;X(2)i )
 > t4C
9>>=>>;
+ Pr
8>><>>:maxn2Ik

nX
i=nk+1
(Hnk(Xi;Xi)   EHnk(Xi;Xi))
 > t2
9>>=>>;
 81CPr
8>>><>>>:

nk+1 1X
j=nk+1
nk+1 1X
i=nk+1
Hnk(X
(1)
i ;X
(2)
j )
 > t3600C
9>>>=>>>; + 9CPr
8>><>>:
 Xnk<ink+1 1Hnk(X(1)i ;X(2)i )

>
t
120C

+ 9Pr
8>><>>:

nk+1 1X
i=nk+1
(Hnk(Xi;Xi)   EHnk(Xi;Xi))
 > t60
9>>=>>; :
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Or, with C0 = max(C; 1),
Pr
(
max
n2Ik
jWn;nk(R)j > t
)
81C0Pr
8>>><>>>:

nk+1 1X
j=nk+1
nk+1 1X
i=nk+1
Hnk(X
(1)
i ;X
(2)
j )
 > t3600C0
9>>>=>>>; (1.4.47)
+ 9C0Pr
8>><>>:
 Xnk<ink+1 1Hnk(X(1)i ;X(2)i )
 > t120C0
9>>=>>;
+ 9C0Pr
8>><>>:

nk+1 1X
i=nk+1
(Hnk(Xi;Xi)   EHnk(Xi;Xi))
 > t60C0
9>>=>>; :
By (1.4.36),
X
kk0
Pr
(
max
n2Ik
jWn(R)  Wnk(R)j > nk2 3 jnk=2
p
2 log log nk
)
(1.4.48)

X
kk0
Pr
8>>><>>>:maxn2Ik
2
nkX
i=1
nX
j=nk+1
Hnk(Xi;X j)
 +maxn2Ik
Wn;nk(R) > nk2 3 jnk=2p2 log log nk
9>>>=>>>;

X
kk0
Pr
8>>><>>>:maxn2Ik

nkX
i=1
nX
j=nk+1
Hnk(Xi;X j)
 > 14nk2 3 jnk=2p2 log log nk
9>>>=>>>;
+
X
kk0
Pr
(
max
n2Ik
jWn;nk(R)j >
1
2
nk2 3 jnk=2
p
2 log log nk
)
:
Using (1.4.38) and (1.4.47) to bound these two terms, it follows that the above expression
is less than or equal to
X
kk0
9Pr
8>>><>>>:

nk+1 1X
j=nk+1
nkX
i=1
Hnk(Xi;X j)
 > 1120nk2 3 jnk=2p2 log log nk
9>>>=>>>;
+
X
kk0
81C0Pr
8>>><>>>:

nk+1 1X
j=nk+1
nk+1 1X
i=nk+1
Hnk(X
(1)
i ;X
(2)
j )
 > 17200C0nk2 3 jnk=2p2 log log nk
9>>>=>>>;
+
X
kk0
9C0Pr
8>><>>:
 Xnk<ink+1 1Hnk(X(1)i ;X(2)i )
 > 1240C0nk2 3 jnk=2p2 log log nk
9>>=>>;
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+
X
kk0
9C0Pr
8>><>>:

nk+1 1X
i=nk+1
(Hnk(Xi;Xi)   EHnk(Xi;Xi))
 > 1120C0nk2 3 jnk=2p2 log log nk
9>>=>>; :
(1.4.49)
So Lemma 1:4:3 reduces to showing that, for every  > 0, we have
X
kk0
Pr
8>>><>>>:

nk+1 1X
j=nk+1
nkX
i=1
Hnk(Xi;X j)
 > nk2 3 jnk=2p2 log log nk
9>>>=>>>; < 1; (1.4.50)
X
kk0
Pr
8>>><>>>:

nk+1 1X
j=nk+1
nk+1 1X
i=nk+1
Hnk(X
(1)
i ;X
(2)
j )
 > nk2 3 jnk=2p2 log log nk
9>>>=>>>; < 1; (1.4.51)
X
kk0
Pr
8>><>>:

nk+1 1X
i=nk+1
Hnk(X
(1)
i ;X
(2)
i )
 > nk2 3 jnk=2p2 log log nk
9>>=>>; < 1; (1.4.52)
and
X
kk0
Pr
8>><>>:

nk+1 1X
i=nk+1
(Hnk(Xi;Xi)   EHnk(Xi;Xi))
 > nk2 3 jnk=2p2 log log nk
9>>=>>; < 1: (1.4.53)
Applying (1.2.7) to (1.4.53), we obtain
X
kk0
Pr
8>><>>:

nk+1 1X
i=nk+1
(Hnk(Xi;Xi)   EHnk(Xi;Xi))
 > nk2 3 jnk=2p2 log log nk
9>>=>>;

X
kk0
2 exp
0BBBBB@  22nk22 3 jnk2 log log nk8(nk+1   nk   1)2 2 jnk kk42 + 163 nk2  52 jnk kk22p2 log log nk
1CCCCCA
 2
X
kk0
exp
0BBBBB@ c(; ) n2k2  jnk log log nk(nk+1   nk   1) + nk2  12 jnk plog lognk
1CCCCCA
 2
X
kk0
exp
 
 c0(; )nk2  jnk min
 
nk log log nk
nk+1   nk   1 ; 2
jnk=2
p
log log nk
!!
; (1.4.54)
where c(; ) and c0(; ) are constants depending on  and . Due to the assumptions
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on nk,
2 jnk=2
p
log log nk !1 as k !1; (1.4.55)
and
nk
nk+1   nk   1 =
1
nk+1 nk 1
nk
!1 as k !1: (1.4.56)
So the k-th summand is dominated, from some k on, by exp( c0(; )nk2  jnk ) for some
c0(; ) > 0. Since for some  > 0, 2  jnk  n k when k is large enough, then
exp

 c0(; )nk2  jnk

 exp

 c0(; )n1 k

; (1.4.57)
which is the general term of a convergent series.
For (1.4.52), we apply Bernstein’s inequality. We check that EHnk(X
(1)
i ;X
(2)
i ) = 0. By
(1.2.19),
EH2nk(X
(1)
i ;X
(2)
i )  2  2 3 jnk kk21kk22
Z
R
f 2(x)dx; (1.4.58)
and by (A.0.6),
kHnk(X(1)i ;X(2)i )k1  4  2  jnk kk22: (1.4.59)
So (1.2.6) gives that
Pr
8>><>>:

nk+1 1X
i=nk+1
Hnk(X
(1)
i ;X
(2)
i )
 > nk2 3 jnk=2p2 log log nk
9>>=>>;
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 exp
0BBBBB@ c(; ) n2k2 3 jnk log lognk(nk+1   nk   1)2 3 jnk + 2  jnknk2 3 jnk=2plog log nk
1CCCCCA (1.4.60)
 exp
0BBBB@ c0(; )min 0BBBB@ n2k log log nknk+1   nk   1 ; nk2  jnk=2plog log nk
1CCCCA1CCCCA
 exp
0BBBB@ c0(; )nk2  jnk=2min 0BBBB@nk2 jnk=2 log lognknk+1   nk   1 ; plog lognk
1CCCCA1CCCCA ;
and the two terms in the minimum function approach infinity as k !1.
So the last expression is dominated by exp( c0(; )n1 =2k ) from some k on, which is also
the general term of a convergent series. We use the tail estimation result, Proposition
1:2:4, for (1.4.50) and (1.4.51). For (1.4.50), four terms in the exponent in (1.2.28) are
22n2k2 log log nk
nk(nk+1   nk   1)
R
R
f 2(x)dx
;
nk2 jnk=2
p
2 log log nkp
nk(nk+1   nk   1)
; (1.4.61)0BBBBB@22n2k2  jnk2 log log nknk _ (nk+1   nk   1)
1CCCCCA
1=3
;

nk2  jnk=2
p
2 log log nk
1=2
:
The first term is of the order of
n2k
nk(nk+1   nk   1) log log nk 
nk
nk+1   nk log lognk 
nk
nk+1   nk log k; (1.4.62)
and
Mk :=
nk
nk+1   nk =
1
nk+1=nk   1 !1: (1.4.63)
So if the first term dominates, then from some k on, it is greater than 2 log k, and we
have
Pr
8>>><>>>:

nk+1 1X
j=nk+1
nkX
i=1
Hnk(Xi;X j)
 > nk2 3 jnk p2 log log nk
9>>>=>>>;  ck2 ; (1.4.64)
51
where the right side of the inequality is the general term of a convergent series.
The second term is of the order of
n=2k
p
log lognk
r
nk
nk+1   nk  n
=2
k
q
Mk log k: (1.4.65)
The third term is of the order of
(n1 k log log nk)
1=3  (log k)1=3n 1 3k : (1.4.66)
The fourth term is of the order of

n1 =2k
p
log lognk
1=2  n1 =2k qlog k1=2  (log k)1=4n1=2 =4k : (1.4.67)
So the last three terms are at least as large as positive powers of nk. If one of these
dominates, then we also have a convergent series.
For (1.4.51), we do similar calculations for the four terms in the exponent in (1.2.27).
They are:
22n2k2 log log nk
(nk+1   nk   1)2 ;
2 jnk=2nk
p
2 log log nk
nk+1   nk   1 ;0BBBBB@22n2k2  jnk2 log log nknk+1   nk   1
1CCCCCA
1=3
;

nk2  jnk=2
p
2 log log nk
1=2
:
(1.4.68)
The 1st term is of the order of
 
nk
nk+1   nk
!2
log log nk  M2k log k: (1.4.69)
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The 2nd term is of the order of
nk
nk+1   nkn
=2
k
q
log k  Mkn=2k
q
log k: (1.4.70)
The 3rd term is of the order of
0BBBB@n2 k log knk+1   nk
1CCCCA1=3   nknk+1   nkn1 k log k
!1=3


Mkn1 k log k
1=3
: (1.4.71)
The 4th term is of the order of
(log k)1=4n1=2 =4k : (1.4.72)
Hence, these are the general terms of convergent series and (1.4.51) also holds. This
concludes the proof of Lemma 1:4:3. 
By Lemma 1:4:3, it only remains to prove that (1.4.31) converges for every & > 0. Note
that
X
kk0
Pr
n
jWnk(R)j > (1 + &)nk2 3 jnk=2
p
2 log log nk
o

X
kk0
Pr
n
jWnk([ M;M])j +
Wnk([ M;M]C) > (1 + &)nk2 3 jnk=2p2 log log nko

X
kk0
Pr

jWnk([ M;M])j > (1 +
&
2
)nk2 3 jnk=2
p
2 log log nk

+
X
kk0
Pr
Wnk([ M;M]C) > &2nk2 3 jnk=2p2 log log nk :
(1.4.73)
By condition (f), k f k2 < 1. Hence, given & > 0, there exists M1 < 1 such thatR
[ M1;M1]C f
2(x)dx < &22=(40), where 0 is the constant in inequality (1.2.30). Taking
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 =
p
2&=2 in (1.2.30), from some k on, we have
Pr

jWnk([ M1;M1]C)j >
&
2
nk2 3 jnk=2
p
2 log log nk

 0 exp
0BBBBB@  &22 log lognk=20 R[ M1;M1]C f 2(x)dx
1CCCCCA (1.4.74)
 0 exp
 
 &
22 log log nk=2
&22=4
!
= 0 exp
  2 log log nk :
For all 1=2 <  < 1, there exists K(), such that log lognk= log k  1    for all k  K(),
hence
exp( 2 log log nk)  exp( 2(1   ) log k) = k 2(1 ); (1.4.75)
which is thegeneral termof a convergent series. Let be so small that (1+&=2)2(1 ) > 1.
Using the moderate deviation (1.3.59) on the first summand in (1.4.73), we obtain, for
k large enough,
Pr

jWnk([ M1;M1])j > (1 +
&
2
)nk2 3 jnk=2
p
2 log log nk

 Pr

jWnk([ M1;M1])j > (1 +
&
2
)(M1)nk2 3 jnk=2
p
2 log log nk

 exp

 (1 + &=2)2(1   ) log log nk

+
1
n2k
;
(1.4.76)
which is also thegeneral termof a convergent series. Hence the series (1.4.73) converges
for every & > 0. 
1.5 Asymptotic stochastic error
In this section, we study the asymptotic stochastic error of the estimator fn;K, that is,
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Ek fn;K   E fn;Kk22. We obtain the order of this quantity as n !1.
1.5.1 Theorem. Assume that f is bounded and Riemann integrable on R and there
exists M > 0 such that f is monotonically increasing on ( 1; M] and monotonically
decreasing on [M;1). Also assume that  satisfies (S1). Then
Ek fn;K   E fn;Kk22 =
2 jn
n
kk42 + o(2 jn=n): (1.5.1)
Proof. By definition of fn;K in (0.1.5),
Ek fn;K   E fn;Kk22 =
22 jn
n2
E
Z
R
2666664 nX
i=1
(Kn(x;Xi)   EKn(x;Xi))
3777775
2
dx
=
22 jn
n2
Z
R
nX
i=1
E [Kn(x;Xi)   EKn(x;Xi)]2 dx
=
22 jn
n
Z
R
E [Kn(x;X)   EKn(x;X)]2 dx
=
22 jn
n
Z
R

EK2(2 jnx; 2 jnX)  

EK(2 jnx; 2 jnX)
2
dx
(1.5.2)
by independence of fXig, i = 1; :::; n. Then we consider 2 jn
R
EK2(2 jnx; 2 jnX)dx. By a
change of variable 2 jnx = 2 jny + w and periodicity of K, it is equal to
2 jn
Z Z
K2(2 jnx; 2 jny) f (y)dydx =
Z Z
K2(2 jny + w; 2 jny) f (y)dydw
=
Z 1X
i= 1
Z 2  jn (i+1)
2  jn i
K2(2 jny + w; 2 jny) f (y)dydw
=
Z 1X
i= 1
Z 2  jn
0
K2(2 jny + i + w; 2 jny + i) f (y + 2  jn i)dydw (1.5.3)
=
Z 1X
i= 1
Z 2  jn
0
K2(2 jny + w; 2 jny) f (y + 2  jn i)dydw
= 2  jn
Z 1X
i= 1
Z 1
0
K2(y + w; y) f (2  jny + 2  jn i)dydw:
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LetM be an integer such that f is monotone on [M;1). For fixed y 2 [0; 1], set
1X
i= 1
2  jn f (2  jny + 2  jn i)
=
0BBBBBB@2
jnMX
i=0
+
1X
i=2 jnM+1
+
 1X
i= 1
1CCCCCCA 2  jn f (2  jny + 2  jn i)
=:I1( jn) + I2( jn) + I3( jn):
(1.5.4)
By the hypothesis that f is Riemann integrable, I1( jn) !
R M
0 f (y)dy. Using that f is
monotone on tails, we have
Z 1
M+22  jn
f (y)dy  I2( jn) 
Z 1
M
f (y)dy: (1.5.5)
As n!1, I2( jn) !
R 1
M f (y)dy. By analogy, I3( jn) !
R 0
1 f (y)dy. Thus we have
1X
i= 1
2  jn f (2  jny + 2  jn i) !
Z
f (y)dy = 1 (1.5.6)
as n ! 1. The convergence is uniform for y 2 [0; 1] by the definition of Riemann
integrability. To continue with (1.5.3), next we consider
Z
R
Z 1
0
K2(y + w; y)dydw
=
Z
R
Z 1
0
2666664X
k
(y + w   k)(y   k)
3777775
2
dydw (1.5.7)
=
Z
R
Z 1
0
X
k
2(y + w   k)2(y   k)dydw
+
Z
R
Z 1
0
X
k,l
(y + w   k)(y   k)(y + w   l)(y   l)dydw:
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For the first summand,
Z
R
Z 1
0
X
k
2(y + w   k)2(y   k)dydw
=
X
k
Z 1
0
2(y   k)
Z
R
2(y + w   k)dwdy = kk42:
(1.5.8)
Then by orthogonality of f(   k)g; k 2 Z and Fubini’s theorem, the second summand
Z
R
Z 1
0
X
k,l
(y + w   k)(y   k)(y + w   l)(y   l)dydw = 0:
Therefore,
Z
R
Z 1
0
K2(y + w; y)dydw = kk42: (1.5.9)
Now applying Fubini’s theorem to the last equation in (1.5.3) and using (1.5.6), (1.5.9),
2 jn
Z Z
K2(2 jnx; 2 jny) f (y)dydx
=
Z
R
Z 1
0
K2(y + w; y)
1X
i= 1
2  jn f (2  jny + 2  jn i)dydw
! kk42:
(1.5.10)
It follows that
22 jn
n
Z
EK2(2 jnx; 2 jnX)dx =
2 jn
n
kk42 + o(2 jn=n): (1.5.11)
Now we consider 22 jn
R
(EK(2 jnx; 2 jnX))2dx.
22 jn
Z  Z
K(2 jnx; 2 jny) f (y)dy
!2
dx
=22 jn
Z Z Z
K(2 jnx; 2 jny)K(2 jnx; 2 jnz) f (y) f (z)dydzdx
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=Z Z Z
K(2 jnx; 2 jnx   s)K(2 jnx; 2 jnx   t) f (x   2  jns) f (x   2  jnt)dsdtdx (1.5.12)

Z Z Z
(s)(t) f (x   2  jns) f (x   2  jnt)dsdtdx
C
Z Z
(s)(t)
Z
f (x   2  jns)dxdsdt
Ckk21:
Combining these with (1.5.2), we get (1.5.1). 
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Chapter 2
Rate of Convergence in the Central Limit Theorem
In this chapter, we show that the integrated squared error of the linear wavelet density
estimator converges to N(0; 2) at polynomial rate. No claim of optimality of the rate
obtained is made, but it is reassuring that the rate is not logarithmic. C is a universal
constant which may vary from line to line. Without loss of generality, we will assume
that, for all n, there exist constants C1 and C2, such that C1n  2 jn  C2n:
2.0.1 Theorem. Assume the hypotheses (f), (S1), (B1) and that there exists L  0 such
that f is Ho¨lder continuous with exponent 0 <   1 on [ L;L]: f is monotonically
increasing on ( 1; L] and monotonically decreasing on [L;1). Let Z  N(0; 1). Then
there exists a constant C (depending on f ,  and f jng), such that, for all n,
sup
t2R
jPrfn2  jn=2Jn  tg   PrfZ  tgj  C(n 3=16 _ n 
p
logn); (2.0.1)
where 2 = 2
R
R
f 2(x)dx.  is the same as in condition (B1).
For example, if 2  jn  n 1=5, supt jPrfn2  jn=2Jn  tg PrfZ  tgj  C(n 3=80_n =5
p
logn).
Proof. By the proof of Theorem 1:4:1, it is equivalent to showing that
sup
t
jPrfn2  jn=2 J¯n  tg   PrfZ  tgj  C(n 3=16 _ n 
p
logn): (2.0.2)
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By (1.1.5) and (1.1.6), we have that
n2  jn=2 J¯n= =
23 jn=2
n
Wn(R) =
23 jn=2
n
Un(R) +
23 jn=2
n
Ln(R): (2.0.3)
Using the triangle inequality, we can obtain an upper bound and a lower bound for
this statistic. For an arbitrary positive sequence 1;n,
Prfn2  jn=2 J¯n=  tg   PrfZ  tg
 Pr
(
23 jn=2
n
Un(R)  t + 1;n
)
+ Pr
(
23 jn=2
n
Ln(R) <  1;n
)
  PrfZ  tg
= Pr
(
23 jn=2
n
Un(R)  t + 1;n
)
  PrfZ  t + 1;ng
+ Pr
(
23 jn=2
n
Ln(R) <  1;n
)
+ Prft < Z  t + 1;ng;
(2.0.4)
and
Prfn2  jn=2 J¯n=  tg   PrfZ  tg
 Pr
(
23 jn=2
n
Un(R)  t   1;n
)
  Pr
(
 2
3 jn=2
n
Ln(R) <  1;n
)
  PrfZ  tg
= Pr
(
23 jn=2
n
Un(R)  t   1;n
)
  PrfZ  t   1;ng
 
 
Pr
(
 2
3 jn=2
n
Ln(R) <  1;n
)
+ Prft   1;n < Z  tg
!
:
(2.0.5)
So
sup
t2R
Prfn2  jn=2 J¯n=  tg   PrfZ  tg
 sup
t2R
Pr
(
23 jn=2
n
Un(R)  t
)
  PrfZ  tg

+ Pr
(
23 jn=2
n
jLn(R)j > 1;n
)
+ sup
t2R
Pr

t   1;n < Z  t + 1;n	 :
(2.0.6)
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It’s easy to bound the last term as follows:
sup
t2R
Pr

t   1;n < Z  t + 1;n	
= sup
t
1p
2
Z t+1;n
t 1;n
exp( x2=2)dx
 sup
t
1p
2
Z t+1;n
t 1;n
1dx
< 1;n:
(2.0.7)
By (1.2.32), for 0 < 1;n  1 so that 21;n  1;n,
Pr
n
jLn(R))j > 1;nn2 3 jn=2
o
 C exp

  1
C
min

221;nn2
  jn ; 1;nn2  jn=2

 C exp

  1
C
21;nn2
  jn

 C exp

  1
C
21;nn
1 

; (2.0.8)
where C depends on both  and f ,  2 (0; 1=3). We may take 1;n = n 1=3 to obtain
Pr
n
jLn(R)j > 1;nn2 3 jn=2
o
 C exp    logn = Cn 1 (2.0.9)
when n is large enough. Using (2.0.7), we get
sup
t
Pr

t   1;n < Z  t + 1;n	  n 1=3: (2.0.10)
To control the first term in (2.0.6), we will approximate 23 jn=2Un(R)=(n) by Snn, which
is defined below. We set
Unn :=
nX
i=2
i 1X
j=1
Hn(Xi;X j); s2n := E(U
2
nn); (2.0.11)
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and
Xni :=
i 1X
j=1
Hn(Xi;X j)
sn
; Snk :=
kX
i=2
Xni: (2.0.12)
Then according to these notations,
Snn =
nX
i=2
i 1X
j=1
Hn(Xi;X j)
sn
: (2.0.13)
Analogous to (2.0.6), for any positive sequence 2;n,
sup
t
Pr
(
23 jn=2
n
Un(R)  t
)
  PrfZ  tg

= sup
t
Pr
(
23 jn=2
n
Un(R)   Snn + Snn  t
)
  PrfZ  tg

 sup
t
jPr fSnn  tg   PrfZ  tgj
+ Pr
(23 jn=2n Un(R)   Snn
 > 2;n
)
+ sup
t
Pr

t   2;n < Z  t + 2;n	 :
(2.0.14)
By the definition of Un(R) in (1.2.4),
Pr
(23 jn=2n Un(R)   Snn
 > 2;n
)
=Pr
8>>><>>>:
2
3 jn=2
n
X
1i, jn
Hn(Xi;X j)   12sn
X
1i, jn
Hn(Xi;X j)
 > 2;n
9>>>=>>>;
=Pr
8>>><>>>:

X
1i, jn
Hn(Xi;X j)
 > 2;ndn
9>>>=>>>; ; (2.0.15)
where dn =
23 jn=2n   12sn
. We then estimate the order of dn. Let Yni := Pi 1j=1Hn(Xi;X j).
Since
EHn(X1;X2)Hn(X3;X4) = 0 (2.0.16)
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and
EHn(X1;X2)Hn(X1;X3) = E [Hn(X1;X2)E (Hn(X1;X3)jX1;X2)] = 0; (2.0.17)
we have E(YniYnj) = 0 for i , j. Thus, by definition of s2n and (1.2.17),
s2n = E
0BBBBB@ nX
i=2
Yni
1CCCCCA
2
= E
nX
i=2
Y2ni
=
nX
i=2
i 1X
j=1
EH2n(Xi;X j)
=
n(n   1)
2
EH2n(X1;X2)
=
n(n   1)
2
2 3 jn2 jn
Z
R2
R2n(s; t)dsdt:
(2.0.18)
Set en :=

2 jn
R
R2
R2n(s; t)dsdt
1=2
. Then
dn =

23 jn=2
n
q
2
R
f 2(x)dx
  2
3 jn=2p
2n(n   1)en
 (2.0.19)
C23 jn=2

1
n
qR
f 2(x)dx
  1q
n(n   1) R f 2(x)dx

+ C23 jn=2

1q
n(n   1) R f 2(x)dx  
1p
n(n   1)en
 :
By condition (B1), 2 jn  Cn for some  2 (0; 1=3). Since 1=pn(n   1)   1=n  n 2, the
first term is bounded by Cn3=2 2 for n  2. The constant C here depends on f and f jng.
CorollaryA:0:8 gives that
e2n   RR f 2(x)dx  C(n =2+n ). From this, we get a bound
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on the second term. When n is suciently large depending on f ,
C23 jn=2p
n(n   1)

1
en
  1qR
f 2(x)dx

Cn3=2 1
 qR f 2(x)dx   en
en
qR
f 2(x)dx
(2.0.20)
Cn3=2 1
e2n   RR f 2(x)dx
en +
qR
f 2(x)dx

en
qR
f 2(x)dx
Cn3=2 1

n =2 + n 

;
where C depends on f ; f jng and . The last inequality follows since en !
qR
f 2(x)dx,
so en is bounded away from zero if n is large. Combining the two terms, dn 
Cn3=2 1

n =2 + n 

.
By Proposition 1:2:4 with  = 23 jn=22;n=(ndn), there exist constants 0 (depending on 
and f ) and n0 such that for all n  n0 (depending on f ,  and f jng),
Pr
8>>><>>>:

X
1i, jn
Hn(Xi;X j)
 > 2;ndn
9>>>=>>>;
0 exp
0BBBBB@  10 min
2666664 23 jn22;nn2d2n R f 2(x)dx ; 2
2 jn2;n
ndn
;
2=32;n 2
2 jn=3
d2=3n n1=3
;
1=22;n 2
jn=2
d1=2n
3777775
1CCCCCA :
(2.0.21)
The four terms in the exponent are respectively bounded below by:
Cnmin(1;2)22;n;Cn
=2nmin(1=2;)2;n;Cn1=3 =3nmin(1;2)=32=32;n ; n
1=2 =4nmin(1=2;)=21=22;n .
If 0  2;n  1, then all of them are bounded below by C22;nnmin(;2). Taking 2;n =
0n (
1
2^)
p
logn=C and using (2.0.15), we obtain
Pr
(23 jn=2n Un(R)   Snn
 > 2;n
)
 0 exp    log n = 0n 1 (2.0.22)
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when n is large enough. Consequently,
sup
t
Pr

t   2;n < Z  t + 2;n	  n ( 12^)plogn: (2.0.23)
Let Fi be the -field generated by fX1;X2; :::;Xig for i=1,2,.... To deal with supt jPrfSnn 
tg   PrfZ  tgj, we first observe that, by the definitions in (2.0.11)-(2.0.13),
ni := E(XnijFi 1) = 0: (2.0.24)
Thus Snk is amartingalewith respect toFk. Central limit theorems formartingales have
been studied by several authors (e.g., Hall and Heyde, 1980) and rates of convergence
to normality are also available. We will use the result of Erickson, Quine and Weber
(1979) to derive a bound for supt jPr fSnn  tg   PrfZ  tgj. For i  2, let X0ni := Xni   ni,
2ni := E

X0ni
2jFi 1

and 2n :=
Pn
i=2 
2
ni.
2.0.2 Theorem (Erickson, Quine, Weber, 1979). Given X = fXni; n = 1; 2; :::; i = 2; :::; ng
and F = fFi; i = 1; 2; :::g, if ni = 0 for all n; i, then for  2 (0; 1], there exists a constant C,
sup
t
jPr fSnn  tg   PrfZ  tgj  C
8>><>>: nX
i=2
EjXnij2+ + Ej1   2nj1+=2
9>>=>>;
1=(3+)
: (2.0.25)
By definition of 2n and Yni,
E
1   2n2
=E
1   1s2n
nX
i=2
E

Y2nijFi 1

2
=s 4n E
s2n  
nX
i=2
E

Y2nijFi 1

2
=s 4n E
s2n   V2n2 ;
(2.0.26)
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where V2n :=
Pn
i=2E

Y2nijFi 1

. By (2.0.18), EV2n =
Pn
i=2EY
2
ni = s
2
n, E
s2n   V2n2  E(V4n).
Set Gn(x; y) := E
 
Hn(X1; x)Hn(X1; y)

, then by the proof of Theorem 1, Hall (1984),
E(V4n)  C

n4EG2n(X1;X2) + n
3EG2n(X1;X1)

 C

n4EG2n(X1;X2) + n
3EH4n(X1;X2)

:
(2.0.27)
By (2.0.18) and CorollaryA:0:8, s4n  n4 6(2 jn
R
R2
R2n(s; t)dsdt)2  n4 6. The calculations
in Theorem 1, Zhang and Zheng (1999) can be applied directly here. Hn(x; y) defined
in (1.2.2) is o by a scaling constant 2 2 jnn2 from their definition.
EH4n(X1;X2) =

2 2 jnn2
4
O(23 jn=n8) = O(2 5 jn) = O(n 5); (2.0.28)
and
EG2n(X1;X2) =

2 2 jnn2
4
O(2 jn=n8) = O(2 7 jn) = O(n 7): (2.0.29)
Combining these estimates and using Ho¨lder inequality, we see
Ej1   2nj1+=2  (Ej1   2nj2)(2+)=4  C
 
n4 7 + n3 5
n4 6
!(2+)=4
 Cn (2+)=4: (2.0.30)
For the first term in (2.0.25), we observe that
nX
i=2
EjXnij2+ =
nX
i=2
1
s2+n
E

i 1X
j=1
Hn(Xi;X j)

2+

nX
i=2
1
s2+n
0BBBBBBB@E

i 1X
j=1
Hn(Xi;X j)

31CCCCCCCA
(2+)=3
:
(2.0.31)
Let Ei denote the expectation with respect to Xi and Ei0 denote the expectation with
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respect to X1; :::;Xi 1. Then by independence of fXig,
E

i 1X
j=1
Hn(Xi;X j)

3
= EiEi0

i 1X
j=1
Hn(Xi;X j)

3
: (2.0.32)
We can apply a Homann-Jorgensen type inequality with respect to Ei0 (Theorem
1.5.13, de la Pen˜a and Gine´, 1999). Since for fixed i, Hn(Xi;X j), j = 1; :::; i   1 are
centered independent real random variables with respect to the inner expectation,
EiEi0

i 1X
j=1
Hn(Xi;X j)

3
 CEi
8>>>><>>>>:Ei0 max1 ji 1
Hn(Xi;X j)3 +
0BBBBBBB@Ei0
0BBBBBB@ i 1X
j=1
Hn(Xi;X j)
1CCCCCCA
21CCCCCCCA
3=29>>>>=>>>>; :
(2.0.33)
By (A.0.6),
Hn(Xi;X j)  Cn  for all i and j. So
EiEi0 max
1 ji 1
Hn(Xi;X j)3  Cn 3: (2.0.34)
Using Jensen’s inequality, Ho¨lder inequality and (2.0.28), we get
Ei
0BBBBBBB@Ei0
0BBBBBB@ i 1X
j=1
Hn(Xi;X j)
1CCCCCCA
21CCCCCCCA
3=2
=Ei
0BBBBBB@ i 1X
j=1
Ei0H2n(Xi;X j) +
X
1 j,li 1
Ei0Hn(Xi;X j)Ei0Hn(Xi;Xl)
1CCCCCCA
3=2
(2.0.35)
=Ei

(i   1)E1H2n(X1;X2)
3=2
(i   1)3=2E jHn(X1;X2)j3
(i   1)3=2

E jHn(X1;X2)j4
3=4
C(i   1)3=2n 15=4:
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Since s2n  n2 3 and
Pn
i=2 i
(2+)=2  R n+12 x(2+)=2dx  Cn2+=2,
nX
i=2
EjXnij2+  1
s2+n
C
nX
i=2

n 3 + (i   1)3=2n 15=4
(2+)=3
(2.0.36)
Cn(3=2 1)(2+)n (2+)
nX
i=2
max

1; i3=2n 3=4
(2+)=3
Cn(=2 1)(2+)max
0BBBBB@n; nX
i=2
i(2+)=2n (2+)=4
1CCCCCA
Cn(=2 1)(2+)max

n; n(1=2 =4)(2+)+1

Cn(=2 1)(2+)n(1=2 =4)(2+)+1
Cn=2+=4 =2:
Gathering (2.0.25); (2.0.30) and (2.0.36), we obtain that, for  2 (0; 1],
sup
t
jPr fSnn  tg   PrfZ  tgj  Cmax

n
=2+=4 =2
3+ ; n 
(2+)
4(3+)

: (2.0.37)
The quantity on the right hand side is minimized when  = 1. So
sup
t
jPr fSnn  tg   PrfZ  tgj  Cmax

n3=16 1=8;n 3=16

 Cn 3=16: (2.0.38)
Putting together the last inequality with (2.0.6); (2.0.9); (2.0.10); (2.0.14); (2.0.22) and
(2.0.23), we conclude that there exists a constant C (depending on f ,  and f jng),
sup
t
jPrfn2  jn=2 J¯n=  tg   PrfZ  tgj C

n (
1
2^)
p
log n + n 3=16

C(n 3=16 _ n plogn): (2.0.39)
Taking C suciently large so it is true for all n. (2.0.1) then follows. 
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Chapter 3
Bernstein Density Estimation
3.1 Preliminaries: An exponential inequality for VC classes of functions
Let G be a class of real measurable functions on a measurable space (S; S), uniformly
bounded by a constant. fXig, i 2 N are the coordinate functions SN ! S. Xi’s have a
common probability law P. Set kkG = supg2G j(g)j. We have the maximal version of
Talagrand’s inequality (Talagrand, 1996; in this form, see Gine´ and Nickl, 2009): For
any measurable, uniformly bounded classes of functions G, there exists a universal
constant L, such that for all t > 0,
Pr
8>><>>:maxkn

kX
i=1
g(Xi)

G
 E + t
9>>=>>;  L exp   tLU log 1 + tUV  ; (3.1.1)
where E := EkPni=1 g(Xi)kG, V := EkPni=1 g2(Xi)kG, U  supg2G kgk1.
We say that a class G of measurable functions is VC (Vapnik-Cˇervonenkis) with respect
to the constant envelopeU if there existA; v < 1, such that, for all probabilitymeasures
Q,
N(G; L2(Q); ) 
AU

v
: (3.1.2)
Here N(G; L2(Q); ) is the covering number: It is the minimum number of balls of
radius  needed to cover Gwith L2(Q) metric. Let G be a P-centered (
R
gdP = 0 8g 2 G)
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VC-class of functions with A  3pe, v  1. Set 2 := supg2GEPg2. Then by Proposition
2.1, Gine´ and Guillou (2001), there exists a universal constant C, such that
E  C
0BBBB@vU log AU + pnv
r
log
AU

1CCCCA : (3.1.3)
From inequality (2.6) in Gine´ and Guillou (2001), one then has
V 
0BBBB@pn + CpvU
r
log
AU

1CCCCA2 : (3.1.4)
The last inequality combinedwith (3.1.1) gives that: there exists a constantKdepending
on v, such that for all t > 0,
Pr
8>><>>:maxkn

kX
i=1
g(Xi)

G
 E + t
9>>=>>;
K exp
8>>><>>>:  tKU log
0BBBBBBB@1 + tUK pn +Uplog(AU=)2
1CCCCCCCA
9>>>=>>>; :
(3.1.5)
Setting t0 := E + t and using the bound for E in (3.1.3), for all t0 > C(vU log AU +

p
nv
q
log AU ), we have
Pr
8>><>>:maxkn

kX
i=1
g(Xi)

G
 t0
9>>=>>;
K exp
8>>><>>>:  t0   EKU log
0BBBBBBB@1 + (t0   E)UK pn +Uplog(AU=)2
1CCCCCCCA
9>>>=>>>; :
(3.1.6)
If for some 0 < d < 1, we take t0 > C1 d (vU log
AU
 + 
p
nv
q
log AU ), then t
0   E > t0d.
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And we have
Pr
8>><>>:maxkn

kX
i=1
g(Xi)

G
 t0
9>>=>>;  K exp
8>>><>>>:  t0dKU log
0BBBBBBB@1 + (t0d)UK pn +Uplog(AU=)2
1CCCCCCCA
9>>>=>>>; :
(3.1.7)
We arrive at the following version of Proposition 2.2, Gine´ and Guillou (2001).
3.1.1 Proposition. Let G be a measurable uniformly bounded VC-class of functions
with A  3pe, v  1. G is P-centered. There exists K and C depending only on the VC
characteristic v of the class G, such that
Pr
8>><>>:maxkn

kX
i=1
g(Xi)

G
 t
9>>=>>;  K exp
8>>><>>>:  tKU log
0BBBBBBB@1 + tUK pn +Uplog(AU=)2
1CCCCCCCA
9>>>=>>>; :
(3.1.8)
valid for all t  C(vU log(AU=) + pnvplog(AU=)).
We are mainly interested in the range of ’t’ when the tail probability is of Gaussian
type. This is given below, and it is a version of Corollary 2.2, Gine´ and Guillou (2002).
3.1.2 Corollary. Under the assumptions of Proposition 2.1, and further assuming that
for some  > 0,
p
n  U
r
log
AU

; (3.1.9)
there exist positive constantsK andC1 depending only on v such that for allC2  C1 1
and for all t satisfying
C1
p
n
r
log
AU

 t  C2n
2
U
; (3.1.10)
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we have
Pr
8>><>>:maxkn

kX
i=1
g(Xi)

G
 t
9>>=>>;  K exp
(
 C3 t
2
n2
)
; (3.1.11)
where C3 = log(1 +
C2
K(1+ 1)2 )=(KC2).
Proof. Using assumption (3.1.9) and Proposition 3:1:1,
Pr
8>><>>:maxkn

kX
i=1
g(Xi)

G
 t
9>>=>>; K exp
(
  t
KU
log
 
1 +
tU
K(
p
n +  1
p
n)2
!)
=K exp
(
  t
KU
log
 
1 +
tU
K(1 +  1)2n2
!) (3.1.12)
For t satisfying (3.1.10),
tU
K(1 +  1)2n2
 C2n
2
K(1 +  1)2n2
=
C2
K(1 +  1)2
: (3.1.13)
Since log(1 + x)=x is decreasing for x > 0,
log
 
1 +
tU
K(1 +  1)2n2
!

log

1 + C2K(1+ 1)2

C2
K(1+ 1)2
tU
K(1 +  1)2n2
=
log

1 + C2K(1+ 1)2

tU
C2n2
:
(3.1.14)
Combining it with (3.1.12) yields (3.1.11). 
3.2 Upper Bound
The main idea to prove the upper bound is to apply Corollary 3:1:2 to certain classes
related to fˆm;n(x). We will first show that these are of VC type by calculating their
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covering numbers. From (0.2.3), we may write
fˆm;n(x) =
m
n
m 1X
k=0
nX
i=1
"
I
 
k
m
< Xi  k + 1m
!#
bk;m 1(x): (3.2.1)
For fixed m 2 Z+, define
Fm :=
8>><>>:m 1X
k=0
I(k=m;(k+1)=m]()bk;m 1(x) : x 2 (0; 1)
9>>=>>; : (3.2.2)
Fm :=
8>><>>:m 1X
k=0
"
I(k=m;(k+1)=m]()  
 
F
 
k + 1
m
!
  F
 
k
m
!!#
bk;m 1(x) : x 2 [a; b]
9>>=>>; : (3.2.3)
Set nl := 2l.
Hl :=
mnl[
m=mnl 1+1
Fm: (3.2.4)
3.2.1Lemma. For   1=3,wehave the entropybound for all Borel probabilitymeasures
Q on R,
N (Fm;L2(Q); )  3m ; (3.2.5)
and
N(Hl;L2(Q); )  (
p
6mnl=)
2: (3.2.6)
Proof. It’s easy to see that 0  bk;m 1(x)  1 and the maximum of bk;m 1(x) occurs at
x = k=(m   1). Let zm;k denote this maximum value. Given 0 <  < 1, for fixed m and
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0  k  m   1, take all points x 2 [0; 1], such that
bk;m 1(x) = 0; ; 2; :::; b
zm;k

c; zm;k (3.2.7)
if they exist. Since bk;m 1(x) is monotonically increasing on [0; k=(m  1)] and monoton-
ically decreasing on [k=(m   1); 1], on each level k, the number Nm;k() of such points
satisfiesNm;k()  2(b1=c+1)+1  3= := N() such points for   1=3. Again bymono-
tonicity property of bk;m 1(), if x1k ; x2k ; :::; x
Nm;k()
k is the set of these points in increasing
order, then for all i; k, and all x; y 2 [xik; xi+1k ],
jbk;m 1(x)   bk;m 1(y)j  : (3.2.8)
Claim that fPm 1k=0 I(k=m;(k+1)=m]()bk;m 1(xil); l = 0; :::;m   1; i = 1; :::;Nm;l()g are the centers
of a covering of Fm with radius . To see this, we order all the xil, 0  l  m   1 in
increasing order and note that any interval between two consecutive such points is
contained in or coincide with an interval of two consecutive points from the level l for
all 0  l  m   1. Hence by (3.2.8), if x falls in one of these intervals with e.g. left end
point xil for some l and i, we have
max
0km 1
jbk;m 1(x)   bk;m 1(xil)j  : (3.2.9)
Therefore, for any probability measure Q, since I(k=m;(k+1)=m]() are disjoint for dierent
k, we have for any x 2 (0; 1),
min
l;i
Z 
m 1X
k=0
I(k=m;(k+1)=m]()bk;m 1(x)  
m 1X
k=0
I(k=m;(k+1)=m]()bk;m 1(xil)

2
dQ
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=min
l;i
Z m 1X
k=0
I(k=m;(k+1)=m]()(bk;m 1(x)   bk;m 1(xil))2dQ (3.2.10)
min
l;i
max
0km 1
(bk;m 1(x)   bk;m 1(xil))2  2:
Thus the claim is true and we conclude that
N (Fm; L2(Q); )  3m := Nm: (3.2.11)
Furthermore, since
min
l;i
Z 
m 1X
k=0
 
F
 
k + 1
m
!
  F
 
k
m
!!
bk;m 1(x)  
m 1X
k=0
 
F
 
k + 1
m
!
  F
 
k
m
!!
bk;m 1(xil)

2
dQ
min
l;i
max
0km 1
(bk;m 1(x)   bk;m 1(xil))2
Z 0BBBBB@m 1X
k=0
"
F
 
k + 1
m
!
  F
 
k
m
!#1CCCCCA
2
dQ
min
l;i
max
0km 1
(bk;m 1(x)   bk;m 1(xil))2  2;
(3.2.12)
then fPm 1k=0 [I()k=m;(k+1)=m (F((k+1)=m) F(k=m))]bk;m 1(xil); l = 0; :::;m 1; i = 1; :::;Nm;l()g
are the centers of a covering for Fm with radius 2. For each m, we may find x1m; :::; x
Nm
m
so that
Cm :=
8>><>>:m 1X
k=0
"
I
 
k
m
< Xi  k + 1m
!
 
 
F
 
k + 1
m
!
  F
 
k
m
!!#
bk;m 1(x
j
m); j = 1; :::;Nm
9>>=>>; (3.2.13)
is a 2 dense subset of Fm. So
Smnl
m=mnl 1
Cm are the centers of a covering for Hl with
radius 2. It follows that, for any probability measure Q,
N(Hl; L2(Q); )  6 (mnl 1 + 1 +mnl 1 + 2 + ::: +mnl)
 (p6mnl=)2
(3.2.14)
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if   1=3 and l > 1. 
The following lemma helps to estimate the constant envelope Ul of the class Hl. The
derivation of the upper bound uses the method in Theorem 1.5.2, Lorentz (1986). In
addition, we need to argue the bound holds uniformly for all x 2 [a; b], which is not
implied directly by that theorem.
3.2.2 Lemma. For any 0 < a  x  b < 1,
sup
x2[a;b]
max
0km
bk;m(x) 
Ca;bp
m
(3.2.15)
for m large enough depending on a; b.
Proof. Fix x 2 [a; b] and  2 (1=3; 1=2), we first consider maxk:jk=m xj>m  bk;m(x). By (8),
pg 15, Lorentz (1986), for any l > 0,
max
k:jk=m xj>m 
bk;m(x)  Cm l; (3.2.16)
where C depends only on  and l. Now we consider maxk:jk=m xjm  bk;m(x), where
bk;m(x) was defined in (0.2.1). Using Stirling’s formula for m! (Robbins, 1955),
m! =
m
e
m p
2m exp(m); (3.2.17)
where 1=(12m + 1) < m < 1=(12m). For k satisfying jk=m   xj  m , 0  k  m,
 
m
k
!
xk(1   x)m k = m
mpmp
2k(m   k)kk(m   k)m k x
k(1   x)m kHm;k; (3.2.18)
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where Hm;k = em=[ekem k]. Since k  0, m   k  0 for all x 2 [a; b],
sup
x2[a;b]
max
k
Hm;k  em & 1 as m !1: (3.2.19)
Another factor on the right hand side of (3.2.18) is
m
2k(m   k) = m
 1 1
2 km

1   km
 : (3.2.20)
Given the range of x and k, we have
k
m
 a  m ; 1   k
m
 1   b  m : (3.2.21)
So if m is suciently large depending on [a; b],
max
k:jk=m xjm 
m
2k(m   k) 
1
2m(a  m )(1   b  m ) 
Ca;b
m
: (3.2.22)
The remaining factor in (3.2.18) is
Wm;k(x) :=
mm
kk(m   k)m k x
k(1   x)m k =
mx
k
k  m(1   x)
m   k
!m k
: (3.2.23)
And then,
  logWm;k(x) = k log
 
1 + x 1
 
k
m
  x
!!
+ (m   k) log
 
1   (1   x) 1
 
k
m
  x
!!
: (3.2.24)
Using Taylor’s formula for juj < 1,
log(1 + u) = u   1
2
u2;  = 1 + u; (3.2.25)
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and
log(1   u) =  u   1
2
u21; 1 = 1 + 1u; (3.2.26)
where  and 1 remain bounded as u ! 0.
  logWm;k(x) =k
266664x 1  km   x
!
  1
2
x 2
 
k
m
  x
!2
x
377775
  (m   k)
266664(1   x) 1  km   x
!
+
1
2
(1   x) 2
 
k
m
  x
!2
1x
377775
=mx
 
1 + x 1
 
k
m
  x
!! 266664x 1  km   x
!
  1
2
x 2
 
k
m
  x
!2
x
377775  m(1   x)

 
1   (1   x) 1
 
k
m
  x
!! 266664(1   x) 1  km   x
!
+
1
2
(1   x) 2
 
k
m
  x
!2
1x
377775
=m
 
k
m
  x
! ( 
1 + x 1
 
k
m
  x
!! "
1   1
2
x 1
 
k
m
  x
!
x
#
 
 
1   (1   x) 1
 
k
m
  x
!! "
1 +
1
2
(1   x) 1
 
k
m
  x
!
1x
#)
=m
 
k
m
  x
!2 ("
x 1   1
2
x 1x   12x
 2
 
k
m
  x
!
x
#
+
"
(1   x) 1   1
2
(1   x) 11x + 12(1   x)
 2
 
k
m
  x
!
1x
#)
:
(3.2.27)
Finally, we get
  logWm;k(x) = (2x(1   x)) 1m
 
k
m
  x
!2
+m
 
k
m
  x
!2


"
x 1
 
1
2
  1
2
x   12x
 1x
 
k
m
  x
!!
+(1   x) 1
 
1
2
  1
2
1x +
1
2
(1   x) 11x
 
k
m
  x
!!#
:
(3.2.28)
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So we can write
Wm;k(x) = exp(logWm;k(x)) = exp
8>>><>>>: m

k
m   x
2
2x(1   x)
9>>>=>>>; exp  Qm;k(x) ; (3.2.29)
where Qm;k(x) is the second term on the right hand side in (3.2.28). By (3.2.25) and
(3.2.26), x and 1x satisfy the following:
1
2
  1
2
x =  12xx
 1
 
k
m
  x
!
(3.2.30)
and
1
2
  1
2
1x =  121;x(1   x)
 1
 
k
m
  x
!
(3.2.31)
For all x 2 [a; b] and k in the specified range, as m ! 1, x 1(k=m   x) and (1  
x) 1(k=m   x) tend to 0 uniformly. So x and 1;x are uniformly bounded. Moreover,
x 1; (1   x) 1; x; 1x are also bounded for x 2 [a; b] if m is large enough. By this
argument,
jQm;k(x)j  m
 
k
m
  x
!2
Ax
 km   x
  Axm1 3; (3.2.32)
whereAx is uniformly bounded in absolute value for x 2 [a; b] whenm is large enough.
Therefore, jQm;k(x)j ! 0 uniformly for all k and x in the specified range. And by (3.2.29),
Wm;k(x) is uniformly bounded by a constant when m is large enough. Combining this
with (3.2.18), (3.2.19), (3.2.22) and (3.2.23), we obtain
sup
x2[a;b]
max
k:jk=m xjm 
bk;m(x) 
Ca;bp
m
: (3.2.33)
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Thus, for m suciently large, by (3.2.16) and (3.2.33),
sup
x2[a;b]
max
0km
 
m
k
!
xk(1   x)m k  sup
x2[a;b]
max
k:jk=m xjm 
bk;m(x) _ sup
x2[a;b]
max
k:jk=m xj>m 
bk;m(x)
 Ca;bp
m
:
(3.2.34)

We also need an estimate on 2l (defined above (3.1.3)) of the class Hl, which is the
purpose of the next lemma. We improve the result in Lemma 3.1, Babu, Chaubey,
Canty (2002) so that the convergence holds uniformly for x 2 [a; b].
3.2.3 Lemma. Let 0 < a  b < 1. As m !1,
2
p
mx(1   x)
mX
k=0
b2k;m(x) ! 1 (3.2.35)
uniformly for all x 2 [a; b].
Proof. Let Ui,W j, i; j = 1; :::;m, be i.i.d. Bernoulli random variables satisfying
Pr(Ui = 1) = x; Pr(Ui = 0) = 1   x: (3.2.36)
Set Ri := (Ui   Wi)=
p
2x(1   x). Then Ri has a lattice distribution with span h =
1=
p
2x(1   x). We observe that,
mX
k=0
b2k;m(x) =
mX
k=0
Pr
0BBBBB@ mX
i=1
Ui =
mX
i=1
Wi = k
1CCCCCA = Pr
0BBBBB@ mX
i=1
Ri = 0
1CCCCCA : (3.2.37)
We may verify that ERi = 0 and ER2i = 1. Thus, we can apply Theorem 3, XV.5, Feller
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(1971) to Pr(
Pm
i=1 Ri = 0) and get
p
2mx(1   x)
mX
k=0
b2k;m(x)  
1p
2
! 0: (3.2.38)
By inspecting (5.14) in that proof, we see that for all h > 0, the first integral tends to
zero uniformly by the proof of Theorem 2, XV.5, Feller (1971). The second integral
tends to zero uniformly for all
p
n=h!1 (In this context, pm=h!1). This is true
since for x 2 [a; b], h is bounded above by 1=p2a(1   a) or 1=p2b(1   b). We conclude
that, the convergence in (3.2.38) is uniform for all x 2 [a; b]. 
Now we prove the upper bound result.
3.2.4 Theorem. Let m = mn  n, where 0 <  < 2. Assume the density f is bounded
above. Then there exists a positive constant C f ;a;b, such that
lim sup
n!1
s
n
m1=2n logmn
sup
x2[a;b]
 fˆm;n(x)   E fˆm;n(x) = C f ;a;b a:s: (3.2.39)
Proof. By the definition of fˆm;n(x) in (0.2.3), it is equivalent to proving that
lim sup
n!1
s
m3=2n
n logmn
sup
x2[a;b]

nX
i=1
mn 1X
k=0
"
I
 
k
mn
< Xi  k + 1mn
!
 
 
F
 
k + 1
mn
!
  F
 
k
mn
!!#
bk;mn 1(x)

= C f ;a;b a:s:
(3.2.40)
Let nl = 2l. We consider the blocking from nl 1 to nl,
Pr
(
max
nl 1<nnl
sup
x2[a;b]
s
m3=2n
n logmn

nX
i=1
mn 1X
k=0
"
I
 
k
mn
< Xi  k + 1mn
!
 
 
F
 
k + 1
mn
!
  F
 
k
mn
!!#
bk;mn 1(x)
 > s
)
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Pr
(
max
nl 1<nnl
sup
x2[a;b]
mnl 1<mnmnl

nX
i=1
mn 1X
k=0
"
I
 
k
mn
< Xi  k + 1mn
!
(3.2.41)
 
 
F
 
k + 1
mn
!
  F
 
k
mn
!!#
bk;mn 1(x)
 > s
s
nl 1 logmnl
m3=2nl
)
since maxmnl 1<mnmnl
q
m3=2n =n logmn 
q
m3=2nl =nl 1 logmnl . To bound the last proba-
bility, we will apply Corollary 3:1:2 to the classHl. Let Ul be the constant envelope of
Hl. By Lemma 3:2:2,
Ul  2 maxmnl 1<mnmnl max0kmn bk;mn 1(x) 
Ca;bp
mnl 1
(3.2.42)
for l suciently large depending on [a; b]. By Lemma 3:2:1,Hl is a VC-class of functions
for each l. The VC-characteristics of Hl are Al =
p
6mnlm
1=2
nl 1=Ca;b, vl = 2. Then we
estimate 2l . Using the hypothesis that f is bounded above and Lemma 3:2:3, we get
sup
mnl 1<mnmnl
x2[a;b]
E
2666664mn 1X
k=0
I
 
k
mn
< Xi  k + 1mn
!
bk;mn 1(x)
3777775
2
= sup
mnl 1<mnmnl
x2[a;b]
E
mn 1X
k=0
I
 
k
mn
< Xi  k + 1mn
!
b2k;mn 1(x)
= sup
mnl 1<mnmnl
x2[a;b]
mn 1X
k=0
"
F
 
k + 1
mn
!
  F
 
k
mn
!#
b2k;mn 1(x) (3.2.43)
 sup
mnl 1<mnmnl
x2[a;b]
k f k1
mn
mn 1X
k=0
b2k;mn 1(x) 
C f ;a;b
m3=2nl 1
:
So we may take 2l = C f ;a;bm
 3=2
nl 1 . To apply Corollary 3:1:2 to the classHl, we first check
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condition (3.1.9).
p
nll = 2l=2
C f ;a;b
m3=4nl 1
 2l=2 3(l 1)=4; (3.2.44)
and
Ul
r
log
AlUl
l
 m 1=2nl 1
s
log
mnl
m 3=4nl 1
 2 (l 1)=2
r
7l
4
  3
4
p
log 2: (3.2.45)
Then since  < 2,
p
nll
Ul
p
log (AlUl=l)
 2
l
2  l4 + 4q
7l
4   34
!1 (3.2.46)
as l ! 1. So (3.1.9) holds for some  independent of l when l is large enough. We
pick s so that s
q
nl 1 logmnl=m
3=2
nl in (3.2.41) is an admissible choice in (3.1.10). s should
satisfy
C1
p
nll
q
log (AlUl=l)  s
s
nl 1 logmnl
m3=2nl
 C2
nl2l
Ul
: (3.2.47)
We calculate the order of the three terms in the above inequality. By (3.2.44) and
(3.2.45),
p
nll
q
log (AlUl=l)  2l=2 3(l 1)=4
r
7l
4
  3
4
 2l=2 3l=4+3=4
r
7l
4
  3
4
;
(3.2.48)
s
s
nl 1 logmnl
m3=2nl
 s
r
2l 1l
23l=2
 s2l=2 3l=4 1=2pl; (3.2.49)
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and
nl2l
Ul
 2
lm 3=2nl 1
m 1=2nl 1
 2l l+: (3.2.50)
So we may pick s as a positive constant (depending on f ; a; b) to satisfy (3.2.47). Then
according to Corollary (3.1.2),
Pr
(
max
nl 1<nnl
sup
x2[a;b]
mnl 1<mnmnl

nX
i=1
mn 1X
k=0
"
I
 
k
mn
< Xi  k + 1mn
!
 
 
F
 
k + 1
mn
!
  F
 
k
mn
!!#
bk;mn 1(x)
 > s
s
nl 1 logmnl
m3=2nl
)
K exp
8>><>>: C3 s
2nl 1

logmnl

=m3=2nl
nl2l
9>>=>>;
K exp
n
 C f ;a;b2 1 3=2l log 2
o
:
(3.2.51)
We have shown that
X
l
Pr
(
max
nl 1<nnl
sup
x2[a;b]
s
m3=2n
n logmn

nX
i=1
mn 1X
k=0
"
I
 
k
mn
< Xi  k + 1mn
!
 
 
F
 
k + 1
mn
!
  F
 
k
mn
!!#
bk;mn 1(x)
 > s
)

X
l
K exp
n
 C f ;a;bl
o
< 1:
(3.2.52)
Now by Borel-Cantelli and zero-one law, we have proved (3.2.39). 
3.2.5 Remark. An application of Proposition 2.1, Gine´ and Guillou (2001) to the class
Fmn gives the expectation bound directly. Under the same assumptions of Theorem
3:2:4,
E sup
x2[a;b]
 fˆm;n(x)   E fˆm;n(x)  C f ;a;bm1=4n
r
logmn
n
: (3.2.53)
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3.3 Lower bound
We need a modification of Proposition 2, Einmahl and Mason (2000). Let fangn1 be a
sequence of positive constants converging to zero satisfying
j log anj
log log n
!1; lim
n!1
a9=2n n
j log anj = 1;
j log anjp
n
! 0 as n !1: (3.3.1)
LetX;X1; :::;Xn be a sequence of i.i.d. randomvariables onR. Let fg(n)i gkni=1 be a sequence
of real valued measurable functions on R satisfying:
Prfg(n)i (X) , 0; g(n)j (X) , 0g = 0; i , j; (3.3.2)
knX
i=1
Prfg(n)i (X) , 0g  1=2; (3.3.3)
ankn ! r as n !1; (3.3.4)
for some 0 < r < 1. Moreover, there exist  1 < 1 < 0 < 2 < 1 and 0 < 1 < 2 < 1,
such that uniformly in i = 1; :::; kn, when n is large enough,
a3n1  Eg(n)i (X)  a3n2; (3.3.5)
1a
9=4
n 
q
Varg(n)i (X)  2a9=4n ; (3.3.6)
and for some 0 < B < 1,
g(n)i   B (3.3.7)
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uniformly in i = 1; :::; kn for all large n. Set Gn(g) := 1n
Pn
i=1 g(Xi).
3.3.1 Proposition. Assume that (3.3.1)-(3.3.7) hold, then with probability one, for each
0 <  < 1,
max
1ikn
p
nfGn(g(n)i )   Eg(n)i (X)gq
2j log anjVar

g(n)i (X)
  1    (3.3.8)
for all n large enough depending on .
Proof. Theproof is a straightforwardmodificationofProposition 2, Einmahl andMason
(2000). To prove (3.3.8), let A(n)i be the event
p
nfGn(g(n)i )   Eg(n)i (X)gq
2j log anjVar

g(n)i (X)
 < 1   : (3.3.9)
Then (
Tkn
i=1A
(n)
i )
C is the event
max
1ikn
p
nfGn(g(n)i )   Egni (X)gq
2j log anjVar

g(n)i (X)
  1   : (3.3.10)
We use a Poissonization technique to bound PrfTkni=1A(n)i g. Let Nn(g) : d= 1n Pni=1 g(Xi),
where n  Poisson(n) and is independent of X1; :::;Xn. Let B(n)i be the Poissonized
version of A(n)i . That is, B
(n)
i is the event
p
nfNn(gni )   Eg(n)i (X)gq
2j log anjVar(g(n)i (X))
< 1   : (3.3.11)
By Lemma 8, Einmahl and Mason (2000), we have
Pr
8>><>>: kn\
i=1
A(n)i
9>>=>>;  2 PrfB(n)1 g   PrfB(n)kn g: (3.3.12)
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To bound the right hand side of the above inequality, we consider Prf(B(n)i )Cg. Let  > 0.
Conditioning on n = l, we get
Pr
n
(B(n)i )
C
o

X
l:jn ljpn
Pr
n
(B(n)i )
Cjn = l
o
Prfn = lg: (3.3.13)
It follows from the definitions of Nn(g);Gn(g) and the independence of n and Xi’s,
that
Pr
n
(B(n)i )
Cjn = l
o
=Pr
8>>>><>>>>:
p
n
h
Nn(g
(n)
i )   Eg(n)i
i
q
2j log anjVar(g(n)i )
 1   
n = l
9>>>>=>>>>;
=Pr
8>>>><>>>>:
(
p
n=n)
hPl
j=1 g
(n)
i (X j)   nEg(n)i
i
q
2j log anjVar(g(n)i )
 1   
n = l
9>>>>=>>>>;
=Pr
8>>>><>>>>:
l
p
n
n
h
Gl(g
(n)
i )   E(g(n)i )
i
+
p
n(l n)
n Eg
(n)
iq
2j log anjVar(g(n)i )
 1   
9>>>>=>>>>; :
(3.3.14)
In (3.3.5), with out loss of generality, we can assume j1j  2. Combining it with
(3.3.6) and jn   lj  pn, we obtain
(
p
n(n   l)=n)Eg(n)iq
2j log anjVar(g(n)i )
 a
3
n2
1a
9=4
n
p
2j log anj
 2
1
s
a3=2n
2j log anj
 2
1
(3.3.15)
whenn is large enough. The last inequality follows since an ! 0and then a3=2n =(2j log anj) !
0 as n!1. So from the last equation in (3.3.14), we get
Pr
n
(B(n)i )
Cjn = l
o
 Pr
8>>>><>>>>:
(l
p
n=n)
h
Gl(g
(n)
i )   E(g(n)i )
i
q
2j log anjVar(g(n)i )
 1    + 2
1
9>>>>=>>>>; : (3.3.16)
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We choose  > 0 so that 2=1 < (=2)2, then
Pr
n
(B(n)i )
Cjn = l
o
Pr
8>>>><>>>>:
(l
p
n=n)
h
Gl(g
(n)
i )   E(g(n)i )
i
q
2j log anjVar(g(n)i )


1   
2
29>>>>=>>>>;
=Pr
8>>>><>>>>:
lX
j=1
h
g(n)i (X j)   Eg(n)i (X)
i
q
Var(g(n)i (X))


1   
2
2 p
2nj log anj
9>>>>=>>>>; :
(3.3.17)
By (3.3.13), it suces to find the lower bound for the last probability where l is in the
range jn   lj  pn. Let  j := (g(n)i (X j)   Eg(n)i (X))=
q
Varg(n)i (X) for j = 1; :::; l.  j’s are
i.i.d. mean zero random variables. We will apply Kolmogorov’s inequality to  j’s.
Kolmogorov’s inequality is stated as follows (Lemma 2, Pg 341, Chow and Teicher,
1978):
Let 1; :::; n be independent mean zero random variables with s2n =
Pn
i=1E
2
i > 0 and
Prfjij  dig = 1, where 0 < di ", 1  i  n. If limn!1 dnxn=sn = 0, where xn > x0 > 0,
then for every  2 (0; 1), there is a C 2 (0; 1=2), such that for all large n,
Pr
8>><>>: nX
i=1
i  (1   )2snxn
9>>=>>; > C exp( x2n(1   )(1   2)=2): (3.3.18)
We calculate
sl =
vut lX
j=1
E2j =
p
l; (3.3.19)
and by (3.3.6) and (3.3.7),
d j =
2Bq
Varg(n)i
 2B
1a
9=4
n
: (3.3.20)
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So we may take xl =
p
2nj log anj=l. By (3.3.1) and the range of l, we can check that
lim
l!1
dlxl
sl
= lim
l!1
2B
q
2nj log anj=(a9=2n l)
1
p
l
= lim
l!1
s
nj log anj
a9=2n l2
= lim
n!1
s
j log anj
a9=2n n
= 0: (3.3.21)
Using Kolmogorov’s inequality, for every  2 (0; 1), there is a C=2 2 (0; 1=2), such that
Pr
8>>>><>>>>:
lX
j=1
[g(n)i (X j)   Eg(n)i (X)]q
Var(g(n)i (X))


1   
2
2 p
2nj log anj
9>>>>=>>>>;
>C=2 exp
 
 nj log anj
l

1   
2
  
1   
2
4
!!
=C=2 exp
 
 

1   
2
  
1   
2
4
!
j log anj
!
exp
 
 

1   
2
  
1   
2
4
! n
l
  1

j log anj
!
:
(3.3.22)
Since j log anj=pn ! 0 by hypothesis and l  n, pnj log anj=l also converges to 0. This
gives that
exp
 
 

1   
2
  
1   
2
4
! n
l
  1

j log anj
!
 exp
 
 

1   
2
  
1   
2
4
!

p
n
l
j log anj
!
;
(3.3.23)
which is bounded below by 3=4 as n!1. Thus we have for all l : jn  lj  pn, when
n is large enough,
Pr
8>>>><>>>>:
lX
j=1
[g(n)i (X j)   Eg(n)i (X)]q
Var(g(n)i (X))


1   
2
2 p
2nj log anj
9>>>>=>>>>;
3
4
C=2 exp
 
 

1   
2
  
1   
2
4
!
j log anj
!
:
(3.3.24)
On the other hand, by the central limit theorem and the fact that n =
Pn
l=1 Yl, where
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Yl are i.i.d. Poisson(1),
X
l:jn ljpn
Prfn = lg = Pr
(
   n   np
n
 
)
! PrfjZj  g; (3.3.25)
where Z  N(0; 1). Collecting (3.3.17), (3.3.24) and (3.3.25), we get, for n large enough,
X
l:jn ljpn
Pr
n
(B(n)i )
Cjn = l
o
Prfn = lg  34C=2 exp
 
 

1   
2
  
1   
2
4
!
j log anj
!
c();
(3.3.26)
where c() := PrfjZj  g=2. By (3.3.13),
Pr
n
(B(n)i )
C
o
 3
4
C=2 exp( Kj log anj)c(); (3.3.27)
where K = (1   =2)(1   2=4). Using hypothesis (3.3.4),
Pr
n
B(n)i
o
 1   C;
 1
an
 K
 1   C;
 
3kn
2r
! K
 1   k n ; (3.3.28)
for any  strictly between K and 1. It follows that
2 Pr
n
B(n)1
o
  Pr
n
B(n)kn
o
 2(1   k n )kn : (3.3.29)
Now we prove that this is the general term of a convergent series. The hypotheses
j log anj= log log n ! 1, ankn ! r imply that (1   ) log kn= log log n ! 1. Hence
k1 n = log n!1. Then since kn !1,
kn log(1   k n )
log n
 k
1 
n log(1   k n )k

n
log n
  k
1 
n
log n
!  1: (3.3.30)
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Therefore,
2 log n + kn log(1   k n ) !  1: (3.3.31)
It follows that n2(1   k n )kn ! 0. By the comparison test with
P1
n=1 1=n
2,
1X
n=1
(1   k n )kn < 1: (3.3.32)
Then by (3.3.12) and Borel-Cantelli, we have proved the proposition. 
3.3.2 Theorem. Suppose the density f is bounded and continuous, and it is bounded
away from 0 on [0; 1]. mn  n for some  2 (0; 2=3). For any 0 < a  b < 1, we have,
there exists a constant C f ;a;b > 0,
lim inf
n!1
p
n
m1=4n
p
logmn
sup
x2[a;b]
j fˆm;n(x)   E fˆm;n(x)j  C f ;a;b; a:s: (3.3.33)
Proof. By the definition of fˆm;n(x) in (0.2.3), this is equivalent to proving that
lim inf
n!1
s
m3=2n
n logmn
sup
x2[a;b]

nX
i=1
mn 1X
k=0
"
I
 
k
mn
< Xi  k + 1mn
!
 
 
F
 
k + 1
mn
!
  F
 
k
mn
!!#
bk;mn 1(x)

 C f ;a;b a:s:
(3.3.34)
Fix 0 <  < 1=2, we first consider
nX
i=1
X
k:j kmn 1 xj(mn 1) 
"
I
 
k
mn
< Xi  k + 1mn
!
 
 
F
 
k + 1
mn
!
  F
 
k
mn
!!#
bk;mn 1(x): (3.3.35)
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For zin to be specified below, set
g(n)i (x) = g
(n;)
i (x) :=
X
k:j kmn 1 zinj(mn 1) 
I
 
k
mn
< x  k + 1
mn
!
bk;mn 1(zin): (3.3.36)
By this definition, g(n)i (x) is nonzero, then
jx   zinj 
x   kmn   1
 +  kmn   1   zin
  2m 1n + 2m n : (3.3.37)
We now take  = 1=3. Let X have the same distribution as fXigni=1. Take an interval
I such that Pr(X 2 I)  1=2. Since we assume that f is bounded and continuous, the
interval exists. Wemay take I = [c; d]  [a; b]. Take zin = c+5im 1=3n , i = 1; 2; :::; kn, where
kn := b (d c)m
1=3
n
5 c   1. Next we will check conditions (3.3.1)-(3.3.7) and apply Proposition
3:3:1 to g(n)i (x). Set an := m
 1=3
n . (3.3.1) holds due to the assumption 0 <  < 2=3. The
construction implies that
Pr
n
g(n)i (X) , 0; g
(n)
k (X) , 0
o
= 0; i , k; (3.3.38)
and
knX
i=1
Pr
n
g(n)i (X) , 0
o
 1
2
: (3.3.39)
Set Ni := fk : j kmn 1   zinj  (mn   1) 1=3g. Since f is bounded,
E g(n)i (X) =

X
k2Ni
 
F
 
k + 1
mn
!
  F
 
k
mn
!!
bk;mn 1(zin)
 (3.3.40)
 sup
k
 
F
 
k + 1
mn
!
  F
 
k
mn
!!X
k
bk;mn 1(zin) 
k f k1
mn
:
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Thus we have jEg(n)i (X)j  k f k1a3n. For mn suciently large,
E

g(n)i (X)
2
= E
0BBBBBB@X
k2Ni
I
 
k
mn
< X  k + 1
mn
!
bk;mn 1(zin)
1CCCCCCA
2
= E
0BBBBBB@X
k2Ni
I
 
k
mn
< X  k + 1
mn
!
b2k;mn 1(zin)
1CCCCCCA
2
=
X
k2Ni
 
F
 
k + 1
mn
!
  F
 
k
mn
!!
b2k;mn 1(zin)
 k f k1
mn
X
k2Ni
b2k;mn 1(zin)
 C f ;a;b
m3=2n
;
(3.3.41)
where we used Lemma 3:2:3 in the last inequality. And using the hypothesis that f is
bounded away from 0 on [0; 1], we obtain
E

g(n)i (X)
2  inf
k2Ni
 
F
 
k + 1
mn
!
  F
 
k
mn
!!X
k2Ni
b2k;mn 1(zin)
 1
mn
inf
x2[0;1]
f (x)
X
k2Ni
b2k;mn 1(zin) (3.3.42)
 C f ;a;b
m3=2n
:
This is due to Lemma 3:2:3 and inequality (8), pg 15, Lorentz (1986). So we conclude
that
Var

g(n)i (X)

 E

g(n)i (X)
2   Eg(n)i (X)2
 C f ;a;b
m3=2n
  k f k
21
m2n
 C f ;a;b
m3=2n
:
(3.3.43)
93
When n is large enough, we have
a3n1  Eg(n)i  a3n2; (3.3.44)
and
1a
9=4
n 
q
Varg(n)i  2a9=4n : (3.3.45)
Therefore we have checked that an and the sequence of functions g
(n)
i satisfy all the
assumptions of Proposition 3:3:1. SetNx := fk : j kmn 1 xj > (mn 1) 1=3g. An application
of the proposition gives that, with probability 1,
sup
x2[a;b]
m3=4np
n logm
nX
i=1
X
k2Nx
"
I
 
k
m
< Xi  k + 1m
!
 
 
F
 
k + 1
m
!
  F
 
k
mn
!!#
bk;mn 1(x)
 max
1ikn
p
nfGn(g(n)i )   Eg(n)i gq
Var(g(n)i )
log an  C f ;a;b:
(3.3.46)
On the other hand, by (8), Pg 15, Lorentz (1986), there exists a constant C that only
depends on l, such that for any l > 0,
m3=4np
n logmn
nX
i=1
X
k<Nx

"
I
 
k
mn
< Xi  k + 1mn
!
 
 
F
 
k + 1
mn
!
  F
 
k
mn
!!# bk;mn 1(x)
2 m
3=4
np
n logmn
nX
i=1
X
k<Nx
bk;mn 1(x)
2C m
3=4
np
n logmn
nm l:
(3.3.47)
This converges to 0 if we take l > 3=4 + 1=(2). (3.3.46) and (3.3.47) give (3.3.34). 
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Appendix A
Variance Computations
We present here some inequalities and variance computations used throughout the
paper. If the kernel K(x; y) satisfies (0.1.7), we have the following estimates for all x
and y, and all measurable sets F in R.
Z
F
K¯2n(t; x)dt =
Z
F
[Kn(t; x)   EKn(t;X)]2dt  2
Z
F
K2n(t; x)dt +
Z
F
(EKn(t;X))2dt

: (A.0.1)
Z
F
K2n(t; x)dt =
Z
F
K2(2 jnt; 2 jnx)dt 
Z
R
2(2 jnt   2 jnx)dt  2  jnkk22: (A.0.2)
By Ho¨lder’s inequality and Fubini’s theorem,
Z
F
(EKn(t;X))2 dt =
Z
F
 Z
R
K(2 jnt; 2 jnx) f (x)dx
!2
dt

Z
F
Z
R
K2(2 jnt; 2 jnx) f (x)dx
Z
R
f (y)dydt
=
Z
R
 Z
F
K2(2 jnt; 2 jnx)dt
!
f (x)dx
 2  jnkk22:
(A.0.3)
Gathering the three inequalities above, we have for all x and y, and all measurable sets
F,
Z
F
K¯2n(t; x)dt  4  2  jnkk22; (A.0.4)
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Z
F
K¯2n(t; x)dt   E
Z
F
K¯2n(t;X)dt
  8  2  jnkk22; (A.0.5)
and
Z
F
K¯n(t; x)K¯n(t; y) dt   Z
F
K¯2n(t; x)dt
!1=2  Z
F
K¯2n(t; y)dt
!1=2
 4  2  jnkk22: (A.0.6)
A.0.1 Corollary. Assume (f), (S1) and (B1), and that F satisfies condition (1.1.10). Then
there exists n0 = n0(F) such that, for all n  n0,
Var
Z
F
K¯2n(t;X)dt  8  2 2 jnkk42
Z
F
f (x)dx: (A.0.7)
And for all n,
Var
Z
F
K¯2n(t;X)dt  4  2 2 jnkk42: (A.0.8)
Proof. Since by (A.0.3),
R
F (EKn(t;X))
2 dt < 1, we have
Var
Z
F
K¯2n(t;X)dt = Var
 Z
F
(Kn(t;X)   EKn(t;X))2dt
!
 4Var
 Z
F
h
K2n(t;X) + (EKn(t;X))
2
i
dt
!
= 4Var
 Z
F
K2n(t;X)dt
!
 4E
 Z
F
K2n(t;X)dt
!2
= 4E
Z
F
K2n(t;X)dt
Z
F
K2n(s;X)ds
= 4
Z
F
Z
F
E
h
K2n(t;X)K
2
n(s;X)
i
dsdt:
(A.0.9)
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Next we observe that by (0.1.7),
Z
F
Z
F
E[K2n(t;X)K
2
n(s;X)]dsdt 
Z
F
Z
F
Z
R
2n(t   x)2n(s   x) f (x)dxdsdt
=
Z
R3
2(2 jn(t   x))2(2 jn(s   x)) f (x)1(s 2 F)
1(t 2 F)dxdsdt
= 2 2 jn
Z
R3
2(w)2(z) f (x)1n(z;w; x)dxdwdz;
(A.0.10)
with change of variables w = 2 jn(t   x); z = 2 jn(s   x) in the last step, where
1n(z;w; x) = 1(s 2 F)1(t 2 F) = 1(2  jnz + x 2 F)1(2  jnw + x 2 F): (A.0.11)
From condition (1.1.10) and boundedness of f ,
lim sup
n!1
Z
R
1n(z;w; x) f (x)dx 
Z
F
f (x)dx (A.0.12)
for all z; w. Moreover, for all n,
2(w)2(z)
"Z
R
f (x)1n(z;w; x)dx
#
 2(w)2(z): (A.0.13)
which is integrable. So by Fatou’s Lemma,
lim sup
n!1
Z
R2
2(w)2(z)
"Z
R
f (x)1n(z;w; x)dx
#
dwdz  kk42
Z
F
f (x)dx: (A.0.14)
This shows that for n large enough, the left hand side of (A.0.10) is less than or equal
to 2  2 2 jnkk42
R
F f (x)dx, assuming
R
F f (x)dx > 0 (see (1.1.10)). So there exists n0 = n0(F)
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such that, for all n  n0,
Var
Z
F
K¯2n(t;X)dt  8  2 2 jnkk42
Z
F
f (x)dx:
(A.0.8) follows from the facts that for all n; z;w,
Z
R
1n(z;w; x) f (x)dx 
Z
R
f (x)dx = 1 (A.0.15)
and
Z
R2
2(w)2(z)
"Z
R
f (x)1n(z;w; x)dx
#
dwdz  kk42: (A.0.16)

Set Cn(t; s) := 2 jn
R
R
Kn(t; x)Kn(s; x) f (x)dx.
A.0.2 Lemma. Under the hypotheses of Corollary A:0:1,
lim sup
n!1
2 jn
Z
F2
C2n(s; t)dsdt 
Z
F
f 2(x)dx
Z
R
 Z
R
(w + u)(w)dw
!2
du

Z
F
f 2(x)dxkk21kk22:
(A.0.17)
Proof. Again by (0.1.7),
2 jn
Z
F2
C2n(s; t)dsdt = 2
3 jn
Z
F2
 Z
R
Kn(t; x)Kn(s; x) f (x)dx
!2
dsdt
= 23 jn
Z
F2
(Z
R2
K(2 jnt; 2 jnx)K(2 jns; 2 jnx)
K(2 jnt; 2 jny)K(2 jns; 2 jny) f (x) f (y)dxdy
o
dsdt
= 22 jn
Z
F2
Z
R2
K(2 jnt; 2 jnx)K(2 jns; 2 jnx)
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K(2 jnt; 2 jnx   u)K(2 jns; 2 jnx   u) f (x) f (x   2  jnu)dxdudsdt
 22 jn
Z
F2
Z
R2
(2 jn(t   x))(2 jn(s   x))(2 jn(t   x) + u)
(2 jn(s   x) + u) f (x) f (x   2  jnu)dxdudsdt: (A.0.18)
By change of variables w = 2 jn(t   x); z = 2 jn(s   x), the last term is bounded by
Z
R2
(Z
R
"Z
R
(z)(w)1n(z;w; x)(z + u)(w + u) f (x   2  jnu)du
#
f (x)dx
)
dzdw
(A.0.19)
where 1n(z;w; x) is defined in (A.0.11). Now set
Gn(z;w) :=
Z
R
"Z
R
(z)(w)1n(z;w; x)(z + u)(w + u) f (x   2  jnu)du
#
f (x)dx;
(A.0.20)
(z;w) := (z)(w)
Z
R
(z + u)(w + u)du; (A.0.21)
and
G(z;w) := (z;w)
Z
F
f 2(x)dx: (A.0.22)
Then by the proof of (2.10) and (2.11), Gine´ and Mason (2004), we have
Gn(z;w) ! G(z;w) as n !1 (A.0.23)
and
Gn(z;w)  j(z)(w)jk f k22kk22: (A.0.24)
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So, by (A.0.18) and the Lebesgue dominated convergence theorem,
lim sup
n!1
2 jn
Z
F2
C2n(s; t)dsdt  lim sup
n!1
Z
R2
Gn(z;w)dzdw
=
Z
R2
G(z;w)dzdw (A.0.25)
=
Z
F
f 2(x)dx
Z
R2
(z)(w)
Z
R
(z + u)(w + u)dudzdw
=
Z
F
f 2(x)dx
Z
R
 Z
R
(w + u)(w)dw
!2
du:
Since by Ho¨lder and Fubini’s theorem,
Z
R
 Z
R
(w + u)(w)dw
!2
du
=
Z
R
Z
R
(w + u)(w)dw
Z
R
(s + u)(s)dsdu

Z
R
Z
R
 Z
R
2(w + u)du
!1=2  Z
R
2(s + u)du
!1=2
(w)(s)dwds
= kk21kk22;
(A.0.26)
(A.0.17) follows from this and (A.0.25). 
A.0.3 Lemma. Under the hypotheses of Corollary A:0:1, for Rn(s; t) defined in (1.2.18),
lim
n!1 2
jn
Z
F2
(Cn(s; t)   Rn(s; t))2dsdt = 0: (A.0.27)
Proof. We observe that,
(Cn(s; t)   Rn(s; t))2 = 22 jn
h
EKn(t;X)Kn(s;X)   E(Kn(t;X)
  EKn(t;X))(Kn(s;X)   EKn(s;X))
i2
= 22 jn(EKn(t;X))2(EKn(s;X))2
= 2 2 jn2n(s)2n(t);
(A.0.28)
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where
n(s) := 2 jnEKn(s;X) = 2 jn
Z
Kn(s; x) f (x)dx: (A.0.29)
Now,
2n(s)  22 jn
 Z
n(s   x) f (x)dx
!2
 22 jn
Z
(2 jn(s   x)) f 2(x)dx
Z
(2 jn(s   x))dx
= 2 jnkk1
Z
R
(2 jn(s   x)) f 2(x)dx;
(A.0.30)
so that
Z
R
2n(s)ds  2 jnkk1
Z
R
(2 jn(s   x))ds
Z
R
f 2(x)dx  kk21k f k22: (A.0.31)
Therefore,
Z
R2
(Cn(s; t)   Rn(s; t))2dsdt = 2 2 jn
Z
R
2n(s)ds
Z
R
2n(t)dt  2 2 jnkk41k f k42: (A.0.32)
Thus
2 jn
Z
F2
(Cn(s; t)   Rn(s; t))2dsdt  2  jnkk41k f k42 ! 0: (A.0.33)

A.0.4 Lemma. Assume (f) and (B1) hold, and the scaling function  satisfies (S1) such
that the kernel K associated with  is dominated by  whose support is contained in
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[ A;A], where A > 0 is an integer. Then for anyM > 0,
lim
n!1 2
jn
Z
[ M;M]2
C2n(s; t)dsdt =
Z M
 M
f 2(y)dy: (A.0.34)
Proof. (A.0.18) with F = [ M;M] gives,
2 jn
Z
[ M;M]2
C2n(s; t)dsdt
= 22 jn
Z
[ M;M]2
Z
R2
K(2 jnt; 2 jnx)K(2 jns; 2 jnx)K(2 jnt; 2 jnx   u)K(2 jns; 2 jnx   u) f (x)
f (x   2  jnu)dxdudsdt:
(A.0.35)
By change of variables t = 2  jnw + x; s = 2  jnz + x, this integral is equal to
Z
R2
Z
R2
K(2 jnx + z; 2 jnx)K(2 jnx + w; 2 jnx)K(2 jnx + z; 2 jnx   u)K(2 jnx + w; 2 jnx   u)
 f (x) f (x   2  jnu)1

2  jnz + x 2 [ M;M]

1

2  jnw + x 2 [ M;M]

dxdudzdw
=
Z A
 A
Z A
 A
(Z
R2
K(2 jnx + z; 2 jnx)K(2 jnx + w; 2 jnx)K(2 jnx + z; 2 jnx   u)
 K(2 jnx + w; 2 jnx   u) f (x) f (x   2  jnu)1

2  jnz + x 2 [ M;M]

 1

2  jnw + x 2 [ M;M]

dxdu
o
dzdw
=
Z A
 A
Z A
 A
Z
R
1X
i= 1
Z 2  jn (i+1)
2  jn i
K(2 jnx + z; 2 jnx)K(2 jnx + w; 2 jnx)K(2 jnx + z; 2 jnx   u)
 K(2 jnx + w; 2 jnx   u) f (x) f (x   2  jnu)1

2  jnz + x 2 [ M;M]

 1

2  jnw + x 2 [ M;M]

dxdudzdw
=
Z A
 A
Z A
 A
Z
R
1X
i= 1
Z 2  jn
0
K(2 jnx + z + i; 2 jnx + i)K(2 jnx + w + i; 2 jnx + i)
 K(2 jnx + z + i; 2 jnx   u + i)K(2 jnx + w + i; 2 jnx   u + i) f (x + 2  jn i)
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 f (x + 2  jn i   2  jnu)1

2  jnz + x + 2  jn i 2 [ M;M]

 1

2  jnw + x + 2  jn i 2 [ M;M]

dxdudzdw: (A.0.36)
By periodicity of the kernel K and then change of variables, it is in turn equal to
Z A
 A
Z A
 A
Z 2A
 2A
1X
i= 1
Z 2  jn
0
K(2 jnx + z; 2 jnx)K(2 jnx + w; 2 jnx)K(2 jnx + z; 2 jnx   u)
 K(2 jnx + w; 2 jnx   u) f (x + 2  jn i) f (x + 2  jn i   2  jnu)1(2  jnz + x + 2  jn i 2 [ M;M])
 1(2  jnw + x + 2  jn i 2 [ M;M])dxdudzdw
=
Z A
 A
Z A
 A
Z 2A
 2A
1X
i= 1
Z 1
0
2  jnK(x + z; x)K(x + w; x)K(x + z; x   u)K(x + w; x   u)
 f (2  jn(x + i)) f (2  jn(x + i   u))1(2  jn(z + x + i) 2 [ M;M])
 1(2  jn(w + x + i) 2 [ M;M])dxdudzdw:
(A.0.37)
To continue, it is convenient to write
1X
i= 1
2  jn f (2  jn(x + i)) f (2  jn(x + i   u))1(2  jn(z + x + i) 2 [ M;M])
 1(2  jn(w + x + i) 2 [ M;M])
=
8>><>>: 1X
i=2A
+
2A 1X
i= 2A
+
 2A 1X
 1
9>>=>>; 2  jn f (2  jn(x + i)) f (2  jn(x + i   u))
 1(2  jn(z + x + i) 2 [ M;M])1(2  jn(w + x + i) 2 [ M;M])
=: I1( jn) + I2( jn) + I3( jn) = I( jn):
(A.0.38)
The next lemma proves the convergence of I( jn).
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A.0.5 Lemma. Under the condition (f), for anyM > 0,
I( jn) !
Z M
 M
f 2(y)dy (A.0.39)
uniformly for x 2 [0; 1]; u 2 [ 2A; 2A]; z 2 [ A;A];w 2 [ A;A] as n !1.
Proof. To simplify the notation, let u0 = x   u, z0 = x + z, w0 = x + w. Then u0 2
[ 2A; 2A+ 1], z0 2 [ A;A+ 1], w0 2 [ A;A+ 1]. Consider I1( jn). The general summand
of I1( jn) is zero if 2  jn( A + i) > M. With the notation introduced above,
I1( jn) =
b2 jnMc+AX
i=2A
2  jn f (2  jn(x + i)) f (2  jn(u0 + i))1(2  jn(z0 + i) 2 [ M;M])
1(2  jn(w0 + i) 2 [ M;M]) (A.0.40)
=
0BBBBBB@b2
jnMc 2A 1X
i=2A
+
b2 jnMc+AX
b2 jnMc 2A
1CCCCCCA 2  jn f (2  jn(x + i)) f (2  jn(u0 + i))
1

2  jn(z0 + i) 2 [0;M]

1

2  jn(w0 + i) 2 [0;M]

=: I4( jn) + I5( jn);
where b2 jnMc is the largest integer less than or equal to 2 jnM.
I5( jn) is afinite sumwith each summandboundedbya constant times 2  jn . So I5( jn) ! 0
uniformly for x 2 [0; 1]; u 2 [ 2A; 2A]; z 2 [ A;A];w 2 [ A;A].
We can simplify I4( jn) since the indicator function in the general summand of I4( jn)
must be 1. Set 4y := 2  jn(4A + 1). Letting i jump 4A + 1 places in each sum, we group
I4( jn) into 4A + 1 sums.
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I4( jn) =
b2 jnMc 2A 1X
i=2A
2  jn f (2  jn(x + i)) f (2  jn(u0 + i))
=
1
4A + 1
6AX
i=2A
NiX
j=0
4y f (2  jn(x + i) + j4y) f (2  jn(u0 + i) + j4y);
(A.0.41)
whereNi is the largest j such that forfixed i, i+ j(4A+1)  b2 jnMc 2A 1. Ni = bM=4y 1c
or bM=4y   2c depending on i. For each 2A  i  6A, consider the partition of [0;M]:
Pi;n = f0; 2  jn(i   2A); 2  jn(i   2A) + 4y; :::; 2  jn(i   2A) + (Ni + 1)4y;Mg:
There are Ni + 3 subintervals. Except for the first and the last subintervals, whose
lengths we denote respectively by4yi;1 and4yNi+3, all the subintervals in this partition
have length 4y = 2  jn(4A + 1). We also have 0  4yi;1  4y and 0  4yi;Ni+3  4y.
Setting
Si;n =: f 2(0)4yi;1+
NiX
j=0
4y f (2  jn(x+ i)+ j4y) f (2  jn(u0+ i)+ j4y)+ f 2(M)4yi;Ni+3; (A.0.42)
we see that
Si;n  f 2(0)4yi;1 +
NiX
j=0
M2i; j4y + f 2(M)4yi;Ni+3; (A.0.43)
and
Si;n  f 2(0)4yi;1 +
NiX
j=0
m2i; j4y + f 2(M)4yi;Ni+3; (A.0.44)
where Mi; j and mi; j denote respectively the supremum and the infimum of f on the
partition [2  jn(i   2A) + j4y; 2  jn(i   2A) + ( j + 1)4y].
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As n ! 1, the mesh of Pi;n tends to zero. Hence, since f 2(0)4yi;1 + f 2(M)4yi;Ni+3 ! 0
and f 2 is improper Riemann integrable on [0;M], it follows that Si;n !
R M
0 f
2(y)dy and
by (A.0.41),
I4( jn) !
Z M
0
f 2(y)dy: (A.0.45)
Note that this convergence is uniform for x 2 [0; 1] and u0 2 [ 2A; 2A + 1]. Therefore,
it is uniform for x 2 [0; 1]; u 2 [ 2A; 2A]; z 2 [ A;A];w 2 [ A;A]. We have thus proved
that limn!1 I1( jn) = limn!1
 
I4( jn) + I5( jn)

=
R M
0 f
2(y)dy uniformly for x;u; z;w in the
corresponding intervals. By analogy, I3( jn) !
R 0
 M f
2(y)dy uniformly for x; u; z;w in the
same intervals. Since f is bounded,
I2( jn)  4A  2  jn sup
y2R
f 2(y) ! 0 as n !1: (A.0.46)
(A.0.39) is proved when collecting the results for I1( jn), I2( jn) and I3( jn). 
A.0.6 Lemma. Assume the scaling function  satisfies (S1) such that the kernel K
associated with  is dominated by  whose support is contained in [ A;A], where
A > 0 is an integer. Then
Z A
 A
Z A
 A
Z 2A
 2A
Z 1
0
K(x+z; x)K(x+w; x)K(x+z; x u)K(x+w; x u)dxdudzdw = 1: (A.0.47)
Proof. Since K(x + z; x)K(x + w; x)K(x + z; x   u)K(x + w; x   u) is absolutely integrable,
by Fubini’s theorem,
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Z A
 A
Z A
 A
Z 2A
 2A
Z 1
0
K(x + z; x)K(x + w; x)K(x + z; x   u)K(x + w; x   u)dxdudzdw
=
Z 1
0
Z
R
Z
R
K(x + z; x)K(x + z; x   u)dz
Z
R
K(x + w; x)K(x + w; x   u)dwdudx: (A.0.48)
We make the following observation:
Z
K(x; y)K(x; z)dx =
Z 0BBBBB@X
k
(x   k)(y   k)
1CCCCCA
0BBBBB@X
l
(x   l)(z   l)
1CCCCCA
=
Z X
k
2(x   k)(y   k)(z   k)dx
+
Z X
k,l
(x   k)(y   k)(x   l)(z   l)dx:
(A.0.49)
We note that by the proof of Lemma 8.6 in HKPT(1998), there exists  symmetric,
bounded, nonnegative and compactly supported, so that
P
k2Z j(x   k)(y   k)j 
(x   y). For some constant C,
Z
R
X
k2Z
j2(x   k)(y   k)(z   k)jdx  C
Z
R
(x   y)dx < 1: (A.0.50)
So we can apply Fubini to the first integral in (A.0.49),
Z
R
X
k2Z
2(x   k)(y   k)(z   k)dx
=
X
k2Z
(y   k)(z   k)
Z
R
2(x   k)dx
=
X
k2Z
(y   k)(z   k):
(A.0.51)
For the second integral in (A.0.49),
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Z XX
k,l
(x  k)(y  k)(x  l)(z  l)dx 
Z
(x  y)(x  z)dx  kk22: (A.0.52)
We can also apply Fubini’s theorem and orthogonality of ,
Z XX
k,l
(x   k)(y   k)(x   l)(z   l)dx
=
XX
k,l
(y   k)(z   l)
Z
R
(x   k)(x   l)dx = 0:
(A.0.53)
By (A.0.51) and (A.0.53),
Z
R
K(x; y)K(x; z)dx =
X
k2Z
(y   k)(z   k) = K(y; z): (A.0.54)
For fixed x and u, by a change of variable z = y   x and application of the above
equation,
Z
R
K(x+z; x)K(x+z; x u)dz =
Z
R
K(y; x)K(y; x u)dy =
X
k2Z
(x k)(x u k): (A.0.55)
Similarly,
Z
R
K(x + w; x)K(x + w; x   u)dw =
X
m2Z
(x  m)(x   u  m): (A.0.56)
Now we have that, for fixed x 2 [0; 1], by (A.0.55) and (A.0.56),
Z
R
Z
R
K(x + z; x)K(x + z; x   u)dz
Z
R
K(x + w; x)K(x + w; x   u)dwdu
=
Z
R
0BBBBB@X
k2Z
(x   k)(x   u   k)
1CCCCCA
0BBBBB@X
m2Z
(x  m)(x   u  m)
1CCCCCA du
=
Z
R
X
k2Z
2(x   k)2(x   u   k)du
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+Z
R
X
k,m
(x   k)(x   u   k)(x  m)(x   u  m)du: (A.0.57)
Again by Fubini’s theorem and orthogonality, the integral is equal to
X
k2Z
2(x   k)
Z
R
2(x   u   k)du +
X
k,m
(x   k)(x  m)
Z
R
(x   u   k)(x   u  m)du
=
X
k2Z
2(x   k): (A.0.58)
Finally we consider
Z 1
0
X
k2Z
2(x   k)dx
=
X
k2Z
Z 1
0
2(x   k)dx =
X
k2Z
Z  k+1
 k
2(x)dx =
Z
R
2(x)dx = 1:
(A.0.59)

We now continue with the proof of Lemma A:0:4. Since the convergence is uniform
for x 2 [0; 1]; u 2 [ 2A; 2A]; z 2 [ A;A];w 2 [ A;A],
jI( jn)j  2
Z M
 M
f 2(t)dt (A.0.60)
if n is suciently large. The quantity in (A.0.37) is bounded in absolute value by
kk41
Z A
 A
Z A
 A
Z 2A
 2A
Z 1
0
I( jn)dxdudzdw
 2kk41
Z A
 A
Z A
 A
Z 2A
 2A
Z 1
0
Z M
 M
f 2(t)dtdxdudzdw < 1
(A.0.61)
for n large. So, by Fubini, (A.0.37) is equal to
Z A
 A
Z A
 A
Z 2A
 2A
Z 1
0
K(x+z; x)K(x+w; x)K(x+z; x u)K(x+w; x u)I( jn)dxdudzdw; (A.0.62)
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which by dominated convergence theorem and Lemmas A:0:5, A:0:6 converges toR M
 M f
2(y)dy. 
A.0.7 Lemma. Under the hypotheses of Lemma A:0:4, and assume that, in addition, f
is Ho¨lder continuous with exponent 0 <   1 on [ L; L], monotonically increasing on
( 1; L] and monotonically decreasing on [L;1), where L  0. Then for all n, there
exists a constant C (depending on f ,  and f jng), such that
2 jn Z
R2
C2n(s; t)dsdt  
Z
R
f 2(y)dy
  Cn  (A.0.63)
where  2 (0; 1=3) is as in (1.1.2).
Proof. It is easy to see, for anyM > 0,
2 jn
Z
R2
C2n(s; t)dsdt =2
jn
Z
[ M;M]2
C2n(s; t)dsdt + 2
jn
Z
[ M;M]C
Z
[ M;M]C
C2n(s; t)dsdt
+ 2 jn
Z
[ M;M]
Z
[ M;M]C
C2n(s; t)dsdt
+ 2 jn
Z
[ M;M]C
Z
[ M;M]
C2n(s; t)dsdt:
(A.0.64)
(A.0.38) and lemma A:0:6 give that,
2 jn
Z
[ M;M]2
C2n(s; t)dsdt  
Z M
 M
f 2(y)dy

=

Z A
 A
Z A
 A
Z 2A
 2A
Z 1
0
K(x + z; x)K(x + w; x)K(x + z; x   u) (A.0.65)
K(x + w; x   u)
 
I( jn)  
Z M
 M
f 2(y)dy
!
dxdudzdw
 :
Thus we estimate the convergence rate of
I( jn)   R M M f 2(y)dy. Choosing M to be an
integer satisfyingM  L + 2  jn(4A + 1), we may decompose I1( jn), which is defined in
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(A.0.38), into four parts as follows:
I1( jn) =
0BBBBBB@b2
jnLc 2A 1X
i=2A
+
d2 jnLe+2A 1X
i=b2 jnLc 2A
+
2 jnM 2A 1X
i=d2 jnLe+2A
+
2 jnM+AX
i=2 jnM 2A
1CCCCCCA 2  jn f (2  jn(x + i))
 f (2  jn(u0 + i))1(2  jn(z0 + i) 2 [0;M])1(2  jn(w0 + i) 2 [0;M])
=: I04( jn) + I
0
5( jn) + I
0
6( jn) + I
0
7( jn):
(A.0.66)
I04( jn) is essentially the same as I4( jn) in (A.0.41). Recall the notations of Pi;n, Si;n, Mi j,
mi j in the proof of I4( jn). Consider the partition Pi;n on [0;L]. Since now f is assumed
to be continuous on [0;L], there exist xi j, yi j, such that f (xi j) =Mi j and f (yi j) = mi j. We
can rewrite (A.0.43) and (A.0.44) as
Si;n  f 2(0)4yi;1 +
NiX
j=0
f 2(xi j)4y + f 2(L)4yi;Ni+3 (A.0.67)
and
Si;n  f 2(0)4yi;1 +
NiX
j=0
f 2(yi j)4y + f 2(L)4yi;Ni+3: (A.0.68)
If js tj < 4y, there existsC depending on f and f jng, such that, for all n large depending
on f jng,
j f 2(s)   f 2(t)j  j f (s) + f (t)jj f (s)   f (t)j  C(4y)  Cn : (A.0.69)
So we obtain
Si;n  
Z L
0
f 2(y)dy
  CLn : (A.0.70)
Obviously, f 2(0)4yi;1 and f 2(L)4yi;Ni+3 are both bounded by Cn . From (A.0.41), for
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all x 2 [0; 1], u0 2 [ 2A; 2A + 1], z0 2 [ A;A + 1], w0 2 [ A;A + 1],
I04( jn)  
Z L
0
f 2(y)dy
  14A + 1
6AX
i=2A
Si;n   f 2(0)4yi;1   f 2(L)4yi;Ni+3  
Z L
0
f 2(y)dy

 C

n  + n 

 Cn 
(A.0.71)
for all n large depending on f jng. C depends on f and f jng.
Next we’ll look at I06( jn) and consider a partition Pi;n on [L;M].
I06( jn) =
2 jnM 2A 1X
i=d2 jnLe+2A
2  jn f (2  jn(x + i)) f (2  jn(u0 + i))
=
1
4A + 1
d2 jnLe+6AX
i=d2 jnLe+2A
NiX
j=0
4y f (2  jn(x + i) + j4y) f (2  jn(u0 + i) + j4y):
(A.0.72)
Let i j := 2  jn(x+ i)+ j4y, 0i j = 2  jn(u0+ i)+ j4y. Since f is bounded andmonotonically
decreasing on [L;1), it follows that
NiX
j=0
4y f (i j) f (0i j) 
NiX
j=1
4y f 2(Mi j) 
Z M 4yi;Ni+3
L+4yi;1+4y
f 2(y)dy (A.0.73)
and
NiX
j=0
4y f (i j) f (0i j)  4y f (i0) f (0i0) +
Ni 1X
j=0
4y f 2(yi j)
 C4y +
Z M 4yi;Ni+3 4y
L+4yi;1
f 2(y)dy;
(A.0.74)
where 4yi;1 and 4yi;Ni+3 are the lengths of the first and last subintervals. They satisfy
that 0  4yi;1  4y and 0  4yi;Ni+3  4y. So we have the bound
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NiX
j=0
4y f (i j) f (0i j)  
Z M
L
f 2(y)dy
  C4y  Cn : (A.0.75)
When M  L + 2  jn(4A + 1), for all x 2 [0; 1], u0 2 [ 2A; 2A + 1], z0 2 [ A;A + 1],
w0 2 [ A;A + 1] and all n,
I06( jn)  
Z M
L
f 2(y)dy
  Cn ; (A.0.76)
where C depends on f and f jng. We also have jI05( jn)j  Cn  and jI07( jn)j  Cn .
Collecting these bounds,
I1( jn)  
Z M
0
f 2(y)dy
  C(n  + n )  Cn : (A.0.77)
We can obtain the same bound for jI3( jn)  
R 0
 M f
2(y)dyj. And I2( jn)  Cn . we have
the convergence rate
I( jn)  
Z M
 M
f 2(y)dy
  Cn : (A.0.78)
Coming back to (A.0.65), we get
2 jn
Z
[ M;M]2
C2n(s; t)dsdt  
Z M
 M
f 2(y)dy
  Cn : (A.0.79)
The derivation of a bound on
2 jn R[ M;M]C R[ M;M]C C2n(s; t)dsdt   R[ M;M]C f 2(y)dy is anal-
ogous to the above inequality. We’ll analyze I001 ( jn), which is the counterpart of I1( jn)
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in (A.0.38), with [ M;M] replaced by [ M;M]C. It can be decomposed into two terms:
I001 ( jn) =
0BBBBBB@ 2
jnM+2AX
i=2 jnM A
+
1X
i=2 jnM+2A+1
1CCCCCCA 2  jn f (2  jn(x + i)) f (2  jn(u0 + i))
1(2  jn(z0 + i) 2 (M;1))1(2  jn(w0 + i) 2 (M;1))
=: I004 ( jn) + I
00
5 ( jn):
(A.0.80)
We now analyze I005 ( jn).
I005 ( jn) =
1X
i=2 jnM+2A+1
2  jn f (2  jn(x + i)) f (2  jn(u0 + i))
=
1
4A + 1
2 jnM+6A+1X
2 jnM+2A+1
1X
j=0
4y f (i j) f (0i j):
(A.0.81)
Due to the monotonicity of f on (M;1), there exist xi j; yi j and 0  4yi;1  4y, such that
1X
j=0
4y f (i j) f (0i j) 
1X
j=1
4y f 2(xi j) 
Z 1
M+4yi;1+4y
f 2(y)dy (A.0.82)
and
1X
j=0
4y f (i j) f (0i j)  4y f (i0) f (0i0) +
1X
j=0
4y f 2(yi j)  C4y +
Z 1
M+4yi;1
f 2(y)dy: (A.0.83)
Thus,

1X
j=0
4y f (i j) f (0i j)  
Z 1
M
f 2(y)dy
  C4y  Cn ; (A.0.84)
where C depends on f and f jng. So
I005 ( jn)   Z 1
M
f 2(y)dy
  Cn : (A.0.85)
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To get a bound for j2 jn R[ M;M]C R[ M;M]C C2n(s; t)dsdt  R[ M;M]C f 2(y)dyj from this, we con-
tinue as in the proof of (A.0.79).
It is easier to bound the other two terms in (A.0.64). By the proof of (A.0.37),
2 jn
Z
[ M;M]
Z
[ M;M]C
C2n(s; t)dsdt (A.0.86)
=
Z A
 A
Z A
 A
Z 2A
 2A
1X
i= 1
Z 1
0
2  jnK(x + z; x)K(x + w; x)K(x + z; x   u)K(x + w; x   u)
 f (2  jn(x + i)) f (2  jn(x + i   u))1(2  jn(z + x + i) 2 [ M;M])
 1(2  jn(x + w + i) 2 [ M;M]C)dxdudzdw:
As z+x 2 [ A;A+1], 1(2  jn(z+x+ i) 2 [ M;M]) , 0 only if 2 jnM A 1  i  2 jnM+A.
And 1(2  jn(x+w+ i) 2 [ M;M]C) , 0 only if i > 2 jnM A  1 or i <  2 jnM+A. So there
are at most finitely many summands that are not zero. Now by the boundedness of f ,
for n large enough,
2 jn
Z
[ M;M]
Z
[ M;M]C
C2n(s; t)dsdt
  Cn : (A.0.87)
For the same reason,
2 jn
Z
[ M;M]C
Z
[ M;M]
C2n(s; t)dsdt
  Cn : (A.0.88)
(A.0.63) follows by collecting the bounds on the four terms in (A.0.64) and taking C
suciently large so that it is true for all n. 
A.0.8 Corollary. Assume the same conditions in Lemma A:0:7, for all n suciently
115
large depending on f and f jng,
2 jn Z
R2
R2n(s; t)dsdt  
Z
R
f 2(y)dy
  C(n =2 + n ); (A.0.89)
where the constant C depends on f ,  and f jng.
Proof. Set gn(s; t) := 2 jn=2Rn(s; t) and hn(s; t) := 2 jn=2Cn(s; t). By (A.0.33) in the proof of
Lemma A:0:3, for some constant C depending on f ,  and f jng,
kgn   hnk22  Cn ; (A.0.90)
where k  k2 denotes the L2 norm on R2 in this corollary. By Minkowski inequality,
kgnk2   khnk2  kgn   hnk2  Cn =2: (A.0.91)
LemmaA:0:7 gives khnk2 !
qR
R
f 2(y)dy. kgnk2 !
qR
R
f 2(y)dy aswell. So kgnk2+khnk2
is bounded by a constant if n is large depending on f . Thus,
kgnk22   khnk22  (kgnk2 + khnk2) kgnk2   khnk2  Cn =2; (A.0.92)
2 jn Z
R2
R2n(s; t)dsdt  
Z
R
f 2(y)dy


kgnk22   khnk22 + 2 jn Z
R2
C2n(s; t)dsdt  
Z
R
f 2(y)dy

 C(n =2 + n ):
(A.0.93)

A.0.9 Lemma. Assume that (f), (S1) hold and F satisfies condition (1.1.9). For the
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operator Rn;F defined by (1.3.37), we have
supfkRn;F'k22 : k'k2 = 1; ' 2 L2(F)g  2 2 jnC(; f ); (A.0.94)
where
C(; f ) = 2kk41

k f k21 + k f k42

: (A.0.95)
Proof.
kRn;F'k22 =
Z
F
Rn(s; t)'(t)dt
2
2
=
Z
F
2 jn
Z
R
K¯n(t; x)K¯n(s; x) f (x)dx'(t)dt
2
2
= 22 jn
Z
F
 Z
F
Z
R
K¯n(t; x)K¯n(s; x) f (x)'(t)dxdt
!2
ds (A.0.96)
=
Z
F
 Z
F
Z
R

2 jnKn(t; x)   2 jnEKn(t;X)
 
2 jnKn(s; x)
 2 jnEKn(s;X)

f (x)'(t)dxdt
!2
ds
= 2 2 jn
Z
F
 Z
F
 Z
R
22 jnKn(t; x)Kn(s; x) f (x)dx
  22 jnEKn(t;X)EKn(s;X)
!
'(t)dt
!2
ds
= 2 2 jn
Z
F
 Z
F
 Z
R
22 jnKn(t; x)Kn(s; x) f (x)dx   n(s)n(t)
!
'(t)dt
!2
ds
 2  2 2 jn
Z
F
 Z
F
 Z
R
22 jnKn(t; x)Kn(s; x) f (x)dx
!
'(t)dt
!2
ds
+ 2  2 2 jn
Z
F
 Z
F
n(s)n(t)'(t)dt
!2
ds;
where n(s) is defined in (A.0.29).
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By Fubini and Cauchy-Schwarz,
Z
F
 Z
F
n(s)n(t)'(t)dt
!2
ds  k'k22
 Z
R
2n(s)ds
!2
: (A.0.97)
Using the bound (A.0.31), we get,
k'k22
 Z
R
2n(s)ds
!2
 k'k22

kk21k f k22
2
: (A.0.98)
Now consider the first term in the last inequality in (A.0.96),
Z
F
 Z
F
 Z
R
22 jnKn(t; x)Kn(s; x) f (x)dx
!
'(t)dt
!2
ds
=
Z
F
 Z
R
 Z
F
2 jnKn(t; x)'(t)dt
!
f (x)2 jnKn(s; x)dx
!2
ds

Z
F
8>><>>:
0BBBB@Z
R
 Z
F
2 jn jKn(t; x)jj'(t)jdt
!2
2 jn jKn(s; x)jdx
1CCCCA  Z
R
f 2(x)2 jn jKn(s; x)jdx
!9>>=>>; ds:
(A.0.99)
Since f is bounded,
Z
R
f 2(x)2 jn jKn(s; x)jdx  k f k21
Z
R
2 jn jKn(s; x)jdx
 k f k21
Z
R
2 jn j(2 jns   2 jnx)jdx (A.0.100)
= k f k21kk1:
(A.0.99) is bounded from above by
k f k21kk1
Z
F
8>><>>:
Z
R
 Z
F
2 jn jKn(t; x)jj'(t)jdt
!2
2 jn jKn(s; x)jdx
9>>=>>; ds
 k f k21kk1
Z
F
Z
R
 Z
F
2 jn jn(t   x)jj'(t)jdt
!2
2 jn jn(s   x)jdxds
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= k f k21kk1
Z
R
 Z
F
2 jn jn(t   x)jj'(t)jdt
!2 Z
F
2 jn jn(s   x)jdsdx
 k f k21kk21
Z
R
 Z
F
2 jn jn(t   x)jj'(t)jdt
!2
dx
 k f k21kk21
Z
R
Z
F
2 jn jn(t   x)jj'(t)j2dt
Z
F
2 jn jn(t   x)jdtdx
 k f k21kk31
Z
F
 
j'(t)j2
Z
R
2 jn jn(t   x)jdx
!
dt
= k f k21kk41k'k22: (A.0.101)
Together with (A.0.96) and (A.0.98),
kRn;F'k22  2  2 2 jnk'k22

kk21k f k22
2
+ 2  2 2 jnk f k21kk41k'k22
= 2 2 jnk'k22kk41

2k f k42 + 2k f k21

:
(A.0.102)
Then
supfkRn;F'k22 : k'k2 = 1; ' 2 L2(F)g  2 2 jnC(; f ); (A.0.103)
where C(; f ) is given by (A.0.95). 
A.0.10 Corollary. Under the hypotheses of Lemma A:0:9,
lim
n!1
23 jn
n2
EU2n([ M;M]) =
Z M
 M
f 2(t)dt: (A.0.104)
Proof.
lim
n!1
23 jn
n2
EU2n([ M;M]) = limn!1
23 jn
n2
X
1i, jn
E
(Z M
 M
K¯n(t;Xi)K¯n(t;X j)dt
)2
= lim
n!1
23 jn
n2
X
1i, jn
Z M
 M
Z M
 M
EK¯n(t;Xi)K¯n(t;X j) (A.0.105)
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 K¯n(s;Xi)K¯n(s;X j)dtds
= lim
n!1
23 jn
n2
n(n   1)
Z M
 M
Z M
 M
EK¯n(t;Xi)K¯n(s;Xi)
EK¯n(t;X j)K¯n(s;X j)dtds
= lim
n!1
23 jn
n2
n(n   1)2 2 jn
Z M
 M
Z M
 M
R2n(t; s)dsdt
= lim
n!1 2
jn
Z M
 M
Z M
 M
R2n(t; s)dsdt:
By (A.0.27), (A.0.34) and an argument similar to that in Corollary A:0:8, we see that
lim
n!1 2
jn
Z M
 M
Z M
 M
R2n(t; s)dsdt = limn!1 2
jn
Z M
 M
Z M
 M
C2n(t; s)dsdt: (A.0.106)
Then (A.0.104) follows.

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