The error floor phenomenon in many low-density parity-check (LDPC) codes is caused by combinatorial objects in their Tanner graph, known as absorbing sets. In this paper, we highlight a threshold behavior for the min-sum decoding algorithm in the graph of an absorbing set with fixed-point representation of messages. For an absorbing set of interest in a binary LDPC code we can compute the threshold, a novel real-valued parameter that is closely related to its harmfulness. We show that absorbing sets with negative thresholds cannot trap the decoder if the dynamic range of the extrinsic messages is large enough. We also prove that, in regular LDPC codes, absorbing sets with negative thresholds exist if the variable node degree is odd. The examples presented in this paper show that odd-column-weight LDPC codes can have many absorbing sets with negative thresholds, but that these absorbing sets do not trap a well-designed decoder. Simulations show a good agreement between the results of the analysis presented in this paper and the performance of practical decoders with fixed-point messages.
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I. INTRODUCTION

I
N THE last decade, the Tanner graphs of Low-Density Parity-Check (LDPC) codes have been deeply analyzed to identify weak points causing an error floor, i.e., a significant change of slope in the curves of bit and word error rate (BER and WER) versus the signal-to-noise ratio (SNR).
Soon after the rediscovery of LDPC codes, it was empirically observed in [1] that iterative decoders of the Margulis code [2] tend to fail due to low Hamming weight sequences, which act as competitors of the all-zero codeword notwithstanding some unsatisfied check node equations. These sequences have been named near-codewords in [1] .
Many authors have worked extensively on identifying the subsets of variable nodes (VNs) in the Tanner graph that can mislead iterative decoders. These structures are commonly named trapping sets [3] - [5] . The concept of trapping set was introduced by Richardson in his seminal paper [3] . An (a, b) trapping set T l (y) for an iterative decoder D is a subset of A. Tomasoni and M. Ferrari are with the Consiglio Nazionale delle Ricerche, Istituto di Elettronica e di Ingegneria dell'Informazione e delle Telecomunicazioni, 20133 Milano, Italy (e-mail: alessandro.tomasoni@ieiit.cnr.it; marco.ferrari@ieiit.cnr.it).
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a VNs that, given the decoder input y, are not eventually corrected by D after l iterations. The parameter b is the number of odd-degree neighboring check nodes (CNs) in the subgraph induced by T . Whether a set of VNs is a trapping set or not depends on y and also on the decoding algorithm D, which makes a general analysis difficult. In case of softoutput channels, it is typically necessary to resort to simulation techniques [3] . Stopping sets [6] are trapping sets for the binary erasure channel, i.e., subsets S of erased VNs not eventually recovered by the iterative decoder. In stopping sets, all neighboring CNs are connected to S at least twice. This purely topological definition enables ensemble evaluations [7] and the search of stopping sets in finite-length graphs [8] .
The more recently introduced absorbing sets [9] , [10] , or absorption sets [11] , are also defined from a purely topological point of view, in binary LDPC codes. A subset D of VNs is an absorbing set (AS) if every VN in D has a minority of neighboring CNs with an odd degree with respect to D. Also the search for ASs can be performed on the code graph, using analytical [12] or algorithmic methods [13] . In [9] and [10] , the authors also define fully ASs, which correspond to configurations with all variable nodes in the Tanner graph having a number of satisfied checks that is larger than that of unsatisfied checks.
ASs also describe the dominant decoding failures of various soft message-passing decoders [10] . In [14] and [12] , the effect of ASs with quantized soft iterative decoders was analyzed by hardware emulation and Importance Sampling simulation. In [12] , a connection was observed between quantization of messages and the error probability due to an AS. ASs in the Tanner graph were classified as either weak or strong, depending on whether optimizing the decoder dynamics could resolve them or not. The classification was made empirically, testing many variants of the decoding algorithm, different quantization steps, and different saturation levels.
In [15] and [11] , a deeper analysis of the AS behavior was proposed. Both works focused on elementary ASs, i.e., ASs with all CNs that are connected to D no more than twice. Considering Min-Sum (MS) decoding, and assuming that in the rest of the graph the messages converge towards the correct decisions according to Density Evolution (DE), the updated messages are given by linear combinations of messages at the previous iteration [15] . This linear model was generalized to belief propagation decoders in [11] . The authors identified a variety of ASs for the IEEE 802.3an LDPC code, and used their model to predict the error floor.
Loosely speaking, in the model of [11] an AS does not trap the decoder if the messages from the rest of the graph that are reinforcing correct values grow faster than the messages in the AS reinforcing the incorrect values. In practical implementations, messages do not get arbitrarily large. Besides, for the messages entering the AS, [11] used DE, which is accurate only for very long LDPC codes. In [16] , saturation was taken into account, and the message growth was evaluated by discretized DE or by simulation. In [4] and [17] - [19] , the authors investigated the behavior of hard iterative decoders. Trapping sets were classified on the basis of their critical number, which is the minimum number of errors in the set that produces a failure. In [20] and [21] , the analysis with hard inputs was extended to decoders with messages quantized with two bits.
In this paper we extend the analysis of the AS behavior under iterative decoding. We look for a concise, quantitative way to evaluate the harmfulness of ASs with soft channel outputs (typically, the channel LLRs). We focus on MS decoding, which is the basis for practical implementations, leaving aside other algorithms such as belief propagation or linear programming [22] .
As done in [15] and [11] , we focus on elementary ASs, which enable a linear model for the evolution of extrinsic messages. Many works (see, e.g., [3] and [23] ) have shown that elementary trapping sets are the most harmful ones. ASs with CN degrees larger than two are possible, but appear unlikely in the trapping sets relevant for symmetric channels [3] . Nonelementary ASs do matter on asymmetric or non-memoryless channels [24] - [26] , which are outside of the scope of this paper.
Unlike [11] , we assume a limited dynamic range for the extrinsic messages. This constraint is imposed by fixed-point representations in practical decoder implementations. We show that the behavior of the iterative decoder depends on the maximum values allowed for extrinsic messages. Three harmful behaviors are possible: 1) the decoder gets stuck in an AS, in an equilibrium that is different from the error-free solution; 2) eventually, the decoder cyclically repeats the same values of the extrinsic messages, generating a limit cycle; and 3) the decoder never reaches an equilibrium or limit cycle, and the extrinsic messages follow an aperiodic trajectory.
We show that ASs exhibit a threshold behavior. If all VNs in an AS have channel messages above its threshold, the AS does not trap the decoder. In this regime, limit cycles and aperiodic trajectories do not exist. If this condition is guaranteed for any configuration of the decoder inputs, the AS is deactivated. We show that all the ASs with negative thresholds can be deactivated by setting a sufficiently high dynamic range of extrinsic messages. This result is in agreement with the results empirically found in [12] .
The examples presented in this paper show that the harmfulness of ASs increases with their thresholds. We also show that regular LDPC codes with even VN degree do not have ASs with negative threshold. In this case, AS deactivation is impossible. We do not claim that codes with VN degree three are intrinsically better than codes with VN degree four, but only that many ASs can be rendered nontrapping, by properly setting the dynamic range of the extrinsic messages.
The usefulness of the proposed analysis is manifold. The knowledge of the ASs threshold reveals which ASs can trap the decoder, thus circumventing the need to study deactivated ASs. It can also drive the choice of the dynamic range of the extrinsic messages, letting the LDPC decoder deactivate ASs with negative thresholds. The code designer can thus focus on just avoiding the ASs whose thresholds are greater than or equal to zero, for instance through the methods described in [24] - [31] .
The paper is organized as follows: Section II describes the system model; Section III introduces equilibria and thresholds of ASs, and proves that regular LDPC codes with even VN degree cannot have ASs with negative thresholds; Section IV deals with generalized equilibria, a tool needed to study limit cycles, analyzed in detail in Section V; Section VI analyzes the message passing behavior above threshold, and shows how ASs with negative thresholds are deactivated; Section VII shows many examples of ASs, and compares the error floors of LDPC codes against the predictions of the model; and finally, Section VIII concludes the paper.
II. SYSTEM MODEL AND DEFINITIONS
A. Decoding Algorithm
Due to the sparsity of their parity-check matrices H, binary LDPC codes can be conveniently represented by Tanner graphs [32] . Let G H = (V , C , B) denote a bipartite graph, in which the set of vertices V = {v i } is associated with the bits in the code (columns of H), and the set C = {c j } is associated with the parity checks of the code (rows of H). Decoding algorithms based on message passing exploit the Tanner graph structure. Messages are iteratively processed by VNs and CNs, and are exchanged through the edges. The decoder is fed by soft messages i (e.g., by the channel LLRs), where the index i refers to the i th bit of the transmitted codeword.
In this paper we focus on symmetric and memoryless AWGN channels for which the elementary ASs are the most relevant. We consider MS decoding, which is popular due to its simplicity. In practical systems, all messages are quantized. The fixed-point representation introduces a saturation of the messages. Let us consider the kth iteration, and let U
c j →v i be the extrinsic messages sent by the i th variable to the j th CN, and vice versa. Let max and U max be the maximum values that channel and extrinsic messages can take. Then, 
where sign(x) ∈ {±1} and sat(x) sign(x) · min (|x|, 1). We say that x is saturated if |x| ≥ 1, unsaturated otherwise. For vectors, we define sat(x) as the element-wise saturation.
Notice that the evolution of messages (1) and (2) is insensitive to scale factors. For simplicity, in our model the channel messages are divided by U max . The scaled channel messages λ i are
and the maximum value they may take is λ max = max /U max . The scaled extrinsic messages u
c j →v i are proportional to the unscaled ones:
The maximum values in the scaled system model are
In order to keep the notation simple, we assume that the all-zero codeword is transmitted. The analysis holds valid for all codewords, provided that all messages are multiplied by the corresponding signs in the transmitted codeword.
B. Absorbing Sets
Let us consider a subset D of VNs in a Tanner An AS is maximal if b is as large as possible. The AS D is elementary if all CNs are connected to D no more than twice. For instance, the ASs of the (2048,1763) IEEE 802.3an code, analyzed in [11] , are elementary. In Section VII we show that also the ASs of the (2640,1320) Margulis code [2] are elementary, at least up to a = 12. This paper analyzes elementary ASs only, which enables a simple model of the evolution of the extrinsic messages in the AS.
C. A Simplified Model for the Messages in the AS
Focusing on the messages propagating within an elementary AS, let the column vector x (k) represent the extrinsic messages u In [11] and [15] , the authors assume that messages generated by VNs not in D grow according to DE. In our model, extrinsic messages have a limited dynamic range; as a consequence, we assume that all the scaled messages u
that are not generated by VNs that belong to D are saturated to +1. This assumption is reasonable after a sufficient number of iterations, as observed in [33] . In fact, the post-processing technique proposed in [33] is based on this assumption. Section VII will show that decoding in a large graph agrees with our model very well.
Since we assume the AS is elementary, and the rest of the graph is propagating saturated messages with correct signs, all the CNs in E(D) simply forward their input messages, as in [11] and [15] Since we assume the AS is elementary, all the CNs in O(D) connect the AS to the rest of the graph. Therefore, the i th entry of e (k) gathers only messages saturated to +1, and its value e First, we consider a parallel message passing decoder, where alternatingly all VNs are simultaneously activated followed by all CNs being simultaneously activated. Later on, the results will be extended to any activation order of VNs and CNs, provided that each extrinsic message is propagated just once per iteration.
With the above assumptions (elementary ASs, messages with limited dynamics), the evolution of the extrinsic messages x (k) in the MS decoder (4)- (5) with scaled channel messages λ is 
Let 1 be the column vector of all ones of length N. In some cases we also need the vector of all ones of length a, denoted by 1 a . For instance, we have R1 a = 1, i.e., the row weight of R is one. The vectors 0 and 0 a of all zeros are similarly defined.
Let d i ≥ 2 be the degree of the i th VN. The number of edges of v i connected to E(D) is d i − e i , and it is equal to 1 + m A j,m for each message x j generated by v i . We, therefore, have
where d is the a × 1 vector of the VN degrees. For simplicity, we consider only LDPC codes with regular VN degree (denoted in literature as left-regular LDPC codes), though the theory can be extended to a generic VN-degree vector d.
This equation is more informative than (7), because x (k) − 1 is the gap between the extrinsic messages x (k) and the value +1 that they should eventually reach. Two opposite terms can be The rest of the paper is devoted to unveiling the properties of (10) and finding sufficient conditions for successful decoding, i.e., x (k) → 1 when k → ∞. We decouple the AS behavior from the rest of the code by starting from an iteration in which the rest of the extrinsic messages already saturated to +1. The configuration x (0) in the AS is the result of the message evolution up to that iteration, which is unknown. We take into account any configuration of extrinsic messages x (0) that might result in a convergence failure. If the AS cannot trap the decoder for any x (0) , correct decoding is guaranteed. We study equilibria, limit cycles, and aperiodic trajectories of (10), for any initial state x (0) .
III. EQUILIBRIA AND THRESHOLDS
This section studies the equilibria of the non-linear system (10). Equilibria with extrinsic messages x = 1 can exist. We look for the equilibrium whose smallest entry of the channel vector λ is as large as possible. This minimum is the AS threshold τ , because the only equilibrium whose channel messages are all greater than τ is the correct solution with x = 1. We show that −1 ≤ τ ≤ d − 2, and that ASs with even-degree VNs have τ ≥ 0. A pair (x, λ) is an equilibrium if and only if
Consider an elementary AS, and assume that
The extrinsic messages reach their maximum value x = 1 and do not change further. Besides, all the posterior messages are positive because
If all the extrinsic messages reach their maximum value x = 1, decoding is successful. The pair (x = 1, λ) is the correct equilibrium. When x (∞) = 1, there is no guarantee of successful decoding. Extrinsic messages can 1) get stuck at an equilibrium (x, λ) with at least one message x (∞) i < 1; 2) enter a limit cycle, repeating the same values x (k+L) = x (k) periodically; or 3) follow an aperiodic trajectory, never repeating the same values and not achieving x (∞) = 1. This section focuses on equilibria. We will later show that limit cycles and aperiodic trajectories are always less harmful than equilibria.
ASs that can lead to a decoding failure even with large values of λ are the most critical. We therefore identify a threshold for each AS as follows.
Problem 4: Let A and R be the routing and repetition matrices of an elementary AS D of a left-regular LDPC code with VN degree d. Find
The function to maximize, which is min(λ), is the minimum among the entries of λ. The search is restricted to equilibria with at least one extrinsic message that is smaller than 1. Since the AS has no equilibria with x = 1, whenever λ is greater than τ , we say τ is the AS threshold.
The search can be restricted to the interval
as shown by the following theorems.
Theorem 5: Let A and R be the routing and repetition matrices of an elementary AS D of a left-regular LDPC code with VN degree d. Let λ be the channel messages and let x be the extrinsic messages travelling through E(D). The pair
(x = −1, λ = −1 a ) if d is odd, or (x = −1, λ = 0 a ) if d is even,
is always an equilibrium.
Proof: Substituting x = −1 in (10), we obtain
and therefore sat (A (x − 1)
Remark: For a maximal AS, (14) is an equality. Then, τ = −1 or τ = 0, for odd and even VN degree, respectively.
Theorem 6: Let A and R be the routing and repetition matrices of an elementary AS D of a left-regular LDPC code with VN degree d. Let λ be the channel messages and let x be the extrinsic messages travelling through E(D). The only equilibrium (x, λ) for a system having
In the above equation, equality is only possible if x 0 = −1 and λ = (d − 2) · 1 a . Remark: For an AS with b = 0, which corresponds to a codeword, (15) is an equality. Then, τ = d − 2 ≥ 1.
IV. GENERALIZED EQUILIBRIA
In this section, we consider a slightly more general case, removing the repetition matrix R from (10), as if there were N (instead of a) independent channel messages. Though this modification is inconsistent with the actual AS structure, it simplifies Problem 4 without affecting the threshold value. Generalized equilibria are necessary to prove theorems dealing with limit cycles, and to compute the value of the threshold τ .
Definition 7: Let A be the routing matrix of an elementary AS D of a left-regular LDPC code with VN degree d. Let λ be the channel messages and let x be the extrinsic messages in E(D). A pair (x , λ ) is a generalized equilibrium if and only if
where λ is an N × 1 vector. We study the following optimization problem.
Problem 8: Let A be the routing matrix of an elementary AS D of a left-regular LDPC code with VN degree d. Find
The following theorem holds true.
Theorem 9: The thresholds τ and τ of the optimization problems 4 and 8 coincide.
Proof: It is sufficient to show that τ ≤ τ and τ ≥ τ . An equilibrium is also a generalized equilibrium. Given a solution (x, λ) of Problem 4 with min(λ) = τ , (x, λ ) with λ = Rλ satisfies the constraints of Problem 8. Since τ is the result of a maximization, τ ≥ τ .
A generalized equilibrium is not an equilibrium if λ is not compatible with the repetition constraints imposed by matrix R. Yet, given a generalized equilibrium (x , λ ) we can show that there exists an equilibrium (x, λ) with x ≤ x and λ = min(λ ) · 1 a which is compatible with the repetition constraints for any matrix R.
Let λ = min(λ ) · 1 a , and x (0) = x . Let us follow the evolution of extrinsic messages according to (10) . We have
Since x (0) = x , we obtain the inequality
By induction, we obtain
as A i, j ≥ 0 ∀i, j . The above equation states that the sequence {x (k) } is monotonically non-increasing. Yet, extrinsic messages have a lower saturation to −1. Thus, the sequence {x (k) } must reach an equilibrium with x ≤ x . The equilibrium (x, λ) satisfies all the constraints of Problem 4. Since τ is the result of a maximization, we have τ ≥ τ . Notice that the above theorem does not claim that the two problems are equivalent. In general, they are maximized by different pairs (x, λ). As long as we are only interested in the AS threshold, however, we can deal with generalized equilibria instead of equilibria. Since the repetition constraint is removed, Problem 8 is easier than Problem 4. A fast algorithm to compute thresholds, based on generalized equilibria, is presented in [34] . Generalized equilibria also allow for a simple analysis of limit cycles, as shown in the next section.
V. LIMIT CYCLES
This section focuses on limit cycles, i.e., on extrinsic messages that periodically take the same values. If a limit cycle exists, there is also a generalized equilibrium where each λ i is greater than or equal to the corresponding channel message of the limit cycle. As a consequence, if all channel messages are greater than the threshold, limit cycles do not exist.
Definition 10: Let A and R be the routing and repetition matrices of an elementary AS D of a left-regular LDPC code with VN degree d. Let λ be the channel messages and let x (k) be the extrinsic messages in E(D) at the kth iteration. The sequence ({x (0) , . . . , x (L−1) }, λ ) is a limit cycle with period L if and only if
Limit cycles can be interpreted as equilibria of an augmented AS, described by an augmented routing matrix A of size (N L) × (N L). At an equilibrium point, the VN and CN activation order does not matter. In fact, updating all the extrinsic messages together or one by one in an arbitrary order, produces the same (unchanged) extrinsic messages. For limit cycles the equilibrium is not conserved, and the updated extrinsic messages depend on the activation order.
In the case of parallel message passing we can write a system of equations with N L rows, where the lth horizontal stripe of N equations represents the evolution of extrinsic messages from state (1) . . . (1) . . .
where
In sequential (or serial-C [35] ) decoding, CNs are activated one by one, in turn. The first CN only uses extrinsic messages produced at the previous iteration, while other CNs also take advantage of messages generated during the same iteration. This behavior can be represented by two binary matrices A and A, partitions of A, i.e.,Ā + A = A. The augmented matrix is
Once the activation order is chosen,Ā and A are uniquely determined. If a message, say x 
Then,
where in the second equation, W (l) enters the sat(·) function
Choose the vector x of extrinsic messages as follows:
As a consequence, x ≤ x (l) ∀l and
thus achieving a generalized equilibrium x , λ with λ = Rλ + ≥ Rλ . A straightforward consequence of Theorem 11 is that min(λ ) ≤ τ , and there is no need to look for all possible limit cycles and their thresholds.
VI. DECODER BEHAVIOR ABOVE THRESHOLD
In this section, we consider aperiodic trajectories of the extrinsic messages in (10) , since x (k) might evolve without reaching any equilibrium or limit cycle. We show that aperiodic trajectories do not exist when the channel messages are above threshold. Additionally, we show that ASs with τ < −λ max are deactivated. This condition is possible only for ASs with odd-degree VNs.
Theorem 12: Let τ be the threshold of an AS D, and let λ > τ · 1 a . For any starting x (0) with −1 ≤ x (0) ≤ 1, and for any decoding order, ∃ K such that
Proof: Let the channel messagesλ take quantized values only, with uniform step δ = 1/Q, Q ∈ N. Let also the extrinsic messagesx be quantized with the same step δ. Then,x (0) can take on (2Q) N different values. Let the system
evolve. Extrinsic messages at any k > 0 belong to the same set of (2Q) N values. Sinceλ > τ · 1 a the only equilibrium is x = 1. By Theorem 11, limit cycles cannot exist, both in case of parallel and sequential decoding. Thus, the only value that x can take on more than once is x = 1, which will be reached in K = (2Q) N iterations at the most. If x (0) and λ are not quantized, we can choose a sufficiently small quantization step δ and a quantized pair
We finally have the inequalitŷ
Sincex (k) converges to 1 in a finite number of iterations, x (k) must also reach the same limit, by the Squeeze Theorem applied tox (k) ≤ x (k) ≤ 1. Theorem 12 states that equilibria with x = 1, limit cycles and aperiodic trajectories cannot exist if the minimum channel message exceeds the threshold τ . If λ > τ·1 a , correct decoding of the AS is guaranteed. This fact paves the way to developing a method for rendering ASs harmless. If τ < 0 and we choose U max so that λ max < |τ |, by (6) channel messages cannot lie in the harmful region. By Theorem 12 equilibria with x = 1, limit cycles and aperiodic trajectories are impossible, and the AS is deactivated.
In an LDPC code there are many ASs. All the ASs with τ < −λ max are automatically deactivated by the decoder. Conversely, if τ ≥ 0 there is no guarantee that λ > τ · 1 a , and the AS is not deactivated. For instance, ASs corresponding to codewords are never deactivated, since τ ≥ 1. As shown in Section III, all the ASs of regular LDPC codes with even VN degree have thresholds τ ≥ 0. No choice of the saturation level of extrinsic messages is able to deactivate them. If d is odd, many ASs have negative thresholds, as shown in the next section, and can be deactivated by a suitable saturation level.
VII. SIMULATION RESULTS
In this section we present numerical results for the binary input AWGN channel, and show that the behavior of ASs in a large graph is in good agreement with the theory developed in this paper. The simulations reported below were conducted for entire LDPC codes, not just for subsets of VNs belonging to ASs.
Since regular LDPC codes with even VN degree cannot have ASs with negative thresholds, we mainly consider LDPC codes with d = 3. We do not claim that degree-3 codes perform better than degree-4 codes; simply, if d = 4, the ASs cannot be deactivated. A degree-3 LDPC code will probably have small ASs [27] , but all ASs with negative thresholds can be deactivated. LDPC codes with d = 3 represent an alternative to consider because, in general, they perform better than degree-4 LDPC codes in the waterfall region [36] .
In the following, channel LLRs are quantized with a fixed max , while extrinsic messages are quantized with a varying number q e of bits, so that λ max = max /(2 q e −1 −1). Decisions are taken after 40 iterations of MS sequential decoding, or earlier, according to a safe early-stopping criterion [37] . Sequential message passing approximately doubles the convergence speed, with respect to parallel decoding, without affecting the AS thresholds [35] .
We verified that the waterfall is almost independent of q e (within a few hundredths of a dB) provided that 2 q e ≥ max . For the error floor region, we simulated the WER contribution of several ASs. In order to evaluate very small probabilities, Importance Sampling (IS) techniques are needed; simulation details are given in the Appendix. Since we simulated more than 300 000 ASs, we show the average WER of the ASs with the same Tanner graph topology.
In order to check the assumptions of the simplified model described in Section II, we evaluated the average WER contributions of the ASs shown in Figs. 2 and 3 . The simulation considers an entire regular quasi-cyclic LDPC code, with degree distributions λ(x) = x 2 and ρ(x) = x 14 ; therefore, the code rate is R = 4/5. The code is based on a structured protograph with girth at least 6 [38] , extended to the final block size of 30 480 bit by randomly chosen circulant permutation matrices. 2 The SNR is sufficiently large to be in the error floor region, and max = 7. The (5,3) AS in Fig. 2 has τ = −1/3, while the (7,3) AS in Fig. 3 has τ = −1/9. q e = 6, λ max = 7/31 < |τ |. In agreement with the theory, the AS is always deactivated. Very extensive simulations could not find any configuration of the received LLRs that were able to trap the decoder. Also in Fig. 4 .2, reducing λ max decreases the error probability of the (7,3) AS. However, λ max = 7/31 > |τ |. Even q e = 6 does not deactivate the AS, and an error floor still appears in Fig. 4.2 .
Next, we inspected the R = 1/2 Margulis LDPC code [2] , whose block length is 2640 bits. For this code, using a branch & bound algorithm similar to [8] we found the complete list of ASs, up to (a = 10, b = 6) or (a = 12, b = 4). In addition, by expanding these ASs we found many ASs with a = 14. After a long search, 310 200 ASs were observed, with 35 different topologies. Table I displays the graph, multiplicity, a, b, and τ of each AS topology. Table I reports also the simulated WER with max = 7 and q e = 5, at E b /N 0 = 3.6 dB. Fig. 5 displays the thresholds, and the average WER contribution of the ASs in Table I . ASs included in larger ASs have been discarded, to fulfill the assumption that external messages are equal to +1 (see Section II). 3 Therefore, Fig. 5 shows only 31 topologies, out of 35, since all the ASs with topologies from 32 to 35 are included in larger ASs.
In Fig. 5 .1, vertical lines separate ASs expected to be deactivated when q e = 5 or 6. ASs with the same (a, b) parameters, but different topologies, can have different thresholds. Some of the (10, 6) ASs are deactivated by setting q e = 5, while others need q e = 6. The error floor is dominated by the (12, 4) and (14,4) ASs [40] , which cannot be deactivated since τ = 0. All other ASs (more than 300000) can be deactivated by the decoder. Indeed, q e = 5 makes all topologies from 1 to 10 harmless, and q e = 6 deactivates all topologies from 1 to 29. simulations, whenever biasing towards an AS with topology 25 caused an error, the observed AS had topology 29. We tested our model also on a recently proposed arraybased spatially coupled LDPC code [41] . With parameters (γ , p, L, ξ) = (3, 7, 54, [3, 7, 5]), we obtained an LDPC code with VN degree d = 3, block length 2646, and code rate R = 0.5642. In [41] the authors show that the smallest ASs are (3, 3) and (4, 2) . Their thresholds are −1 and −1/5, respectively. With the parameters chosen, the (3,3) ASs are 6328 and the (4,2) ASs are 2975. Monte Carlo (MC) simulations in the error floor, at E b /N 0 = 7 dB, led to the results summarized in Table II . We first chose max = 5 and q e = 3, because λ max = 5/3 is greater than |τ | for both ASs. The simulation shows that most of the error events (88%) are due to (3, 3) and (4,2) ASs, as expected. With max = 7 and q e = 4, λ max = 1. This choice deactivates the (3,3) ASs. In principle, the decoder can still get trapped by these ASs (λ max = |τ |).
We verified by IS that this event is possible but very unlikely. Indeed, it never occurred in the MC simulation. The (4,2) ASs have τ > −λ max and still trap the decoder. With q e = 7, λ max = 7/63 < |τ | and also the (4,2) ASs are deactivated, in agreement with our theory. In this case, the errors are mainly due to (6,0) ASs, i.e., to codewords of Hamming weight 6, which are not deactivated since τ = 1.
Finally, in order to test the behavior of an LDPC code of degree d = 5 we expanded by random shift matrices of size S = 5 a structured 80 × 240 parity-check matrix with a girth of 6 [38] . In this graph the smallest ASs with τ > −1 have size a = 6. We selected three different Tanner graph topologies and evaluated via IS simulation the average contribution of each AS to the total WER in the error floor region (E s /N 0 = 5 dB). Table III summarizes the results with max = 7 and various q e . The (6,10) AS has threshold τ = −5/7. As expected, this AS contributes to the total WER only with q e = 4 and is deactivated with q e ≥ 5. The (6, 8) AS has τ = −1/3 and can trap the decoder with q e ≤ 5. Finally, the (7,7) AS has τ = 1/5 and cannot be deactivated, even though its contribution to the total WER decreases when q e increases.
VIII. CONCLUSIONS
In this paper we focused on MS decoding with fixedpoint quantization, and we defined a simplified model for the evolution of soft messages in elementary ASs. Based on this model, we identified a parameter for each AS, namely the threshold, which is the result of a max-min nonlinear optimization. ASs have the same threshold, both with parallel and sequential decoding. If all VNs in the AS receive channel messages above its threshold, the AS cannot trap the decoder.
The choice of a sufficiently large dynamic range of the extrinsic messages deactivates the ASs with negative thresholds. The decoder cannot be trapped by these ASs, which are typically the majority, in regular LDPC codes with odd VN degree. Code designers can then concentrate their efforts on avoiding just the ASs whose thresholds are greater than or equal to zero. Regular LDPC codes with even VN degree do not have ASs with negative thresholds. Therefore, LDPC codes with odd VN degree could be seriously considered in future designs, in order to achieve very low error floors.
APPENDIX
In order to evaluate the WER due to each AS, the space of decoded signals is partitioned into disjoint regions. Consider an LDPC code with block length B. Let z k ∈ {0, 1} B be the sequence with a k ones, corresponding to the VNs of kth AS, and let g(y) ∈ {0, 1} B be the binary decisions after decoding, when the receiver is fed by channel messages y. Let R k be the region of all sequences having minimum Hamming distance from z k . Then, In case of a tie, the region is chosen randomly. This choice has no impact on the total simulated WER.
In MC simulation, the WER contribution of the kth region is estimated by drawing random channel LLRs, decoding the LDPC block, and counting the number of outcomes with errors in the region R k . The number of occurrences of errors in region R k , divided by the number of trials, is an unbiased estimator of WER(k). The total WER is obtained summing over k.
If WER(k) is very small, Importance Sampling (IS) is useful to speed up simulations. Given a collection of ASs, a specific IS experiment is designed for each of them. Each region R k is sampled biasing the received signal y towards the kth AS, setting y = 1 B −2s k z k +n, where 1 B is the modulated sequence (the all-zero codeword), and n is AWGN with variance σ 2 n . The bias parameter 0 ≤ s k ≤ 1 settles the strength of the IS polarization (s k = 0 means no polarization).
The error counter for WER(k) is updated only if g(y) ∈ R k (and there are errors). Since the channel samples y are generated with a tilted pdf q k (y) in place of the true pdf f (y), a weight w k (y) f (y)/q k (y) must be applied to each error occurrence. The AWGN weight, e.g., is In a well-designed IS experiment for the kth AS, the weight w k (y) is (almost always) very small. Thus, even extremely small error probabilities can be accurately estimated with a small number of trials. This is the reason for performing one specific simulation for each AS, biasing the transmitted signal towards the kth AS and optimizing the bias s k for that AS. If the transmitted signal is biased towards z k , but g(y) happens to fall in a different region R h , the weight w k (y) may be very large. The efficiency of IS is not affected yet, since this error is not counted. The counterpart of efficiency is that IS requires many parallel simulations. However, IS can be much more efficient than MC.
