Abstract Dantzig-Wolfe decomposition (or reformulation) is well-known to provide strong dual bounds for specially structured mixed integer programs (MIPs) in practice. However, the method is not implemented in any state-of-the-art MIP solver as it is considered to require structural problem knowledge and tailoring to this structure. We provide a computational proof-of-concept that the process can be automated. In particular the detection (better: the construction) of a matrix structure that is useful for Dantzig-Wolfe reformulation of a MIP can be accomplished by suitably permuting rows and columns. We experiment with general instances from MIPLIB2003 and MIPLIB2010 for which a decomposition method would not be the first choice, and demonstrate that strong dual bounds can be obtained from the reformulated problem exploiting column generation. Our results support that Dantzig-Wolfe reformulation may hold more promise as a generalpurpose tool than previously acknowledged by the research community.
Introduction
Dantzig-Wolfe reformulation (DWR) of mixed integer programs (MIPs) is a computationally very successful approach to produce high-quality solutions for wellstructured discrete optimization problems like vehicle routing, crew scheduling, cutting stock, p-median, generalized assignment, and many others [27] . The common structure of these problems is the bordered block-diagonal form of the coefficient matrix, see for instance Fig. 1(b) in Sect. 3, which reflects that several independent subproblems are coupled only by some linking constraints. This structure often gives rise to a column-generation based solution approach.
It is generally agreed upon that DWR needs tailoring to the application at hand and is quite far from being a general-purpose tool: It is the user who does not only know that there is an exploitable structure present but also what it looks like, and how to exploit it algorithmically. In particular, in view of the automatism with which general-purpose cutting planes are separated in all modern MIP solvers, this is an unsatisfactory situation.
Our Contribution
In this paper we give a computational proof-of-concept that the DWR process can be automated and applied to a general MIP even when the latter seemingly does not expose the matrix structure for which DWR is classically applied. Remarkably, a key ingredient-re-arranging a matrix into bordered block-angular form-has been available for a long time, and also automatically applying DWR to a given structure is a concept that is implemented in several frameworks. However, these two components have not been combined in a MIP context before. In this paper, we provide the missing link by proposing how to re-arrange a matrix into a structure that is experimentally well-suited for DWR, in the sense that a subsequent column-generation approach consistently closes a significant portion of the root node integrality gap. The main findings of our work can be summarized as follows:
-A known or hidden double-bordered block-diagonal (also called arrowhead ) matrix structure can be effectively detected by means of a suitable use of hypergraph partitioning algorithms. This structure is prepared for use in DWR via a special treatment of the linking variables (see below); -A matrix can be re-arranged for DWR in many possible ways, and we propose an a priori measure to empirically evaluate the quality of a re-arrangement. This measure links to basic MIP theory, and reflects how a mathematical programming expert would try to re-arrange the matrix; -For a set of medium sized instances from MIPLIB2003 and MIPLIB2010 our reformulations on average lead to comparable or stronger root node dual bounds w.r.t. a state-of-the-art MIP solver with default cutting planes enabled; -on a non negligible fraction of these instances, we could automatically identify reformulations yielding to computational performances that are globally better than those of state-of-the-art MIP solvers; -our computational success is based on the observation that the coefficient matrix of a MIP may not originally contain a Dantzig-Wolfe decomposable form, but can be "forced" into such a form in almost all cases.
Fig . 10 at the end of the paper depicts the coefficient matrix structure of some MIPLIB instances, after re-arrangement of rows and columns. As we re-arrange matrices with the goal of applying a DWR we will use the notions of re-arrangement of a matrix and decomposition of a problem interchangeably, as the former immediately leads to the latter in our context.
Related Literature
For a general background on DWR of MIPs, column generation, and branch-andprice we refer to the recent survey [27] and the primer [8] in the book [7] that also devotes several chapters to the most important applications.
There are several frameworks which perform DWR of a general MIP, and handle the resulting column-generation subproblems in a generic way, like BaPCod [26] , DIP [22] , G12 [21] , and GCG [15] . In all cases, the bordered block-diagonal matrix structure needs to be known and given to the algorithm by the user. In [15] it is shown that such a generic reformulation algorithm performs well on bin packing, graph coloring, and p-median problems. Tebboth, in his thesis [25] , derives some decomposable matrix structures of a linear program when it is formulated in a specific modeling language. A similar approach of indicating the matrix structure via key words in the modeling language is taken e.g., in [6, 11, 21, 24] . All proposals have in common that the user, in one way or another, needs to make available her knowledge about the decomposition to be applied.
Specially structured matrices, like bordered block-diagonal forms, play an important role in several fields, e.g., in numerical linear algebra. Therefore, several proposals exist to re-arrange the rows and columns of a matrix in order to reveal such forms. A typical motivation is to prepare a matrix for parallel computation, like for solving linear equation systems, see, e.g., [2] , and the many references therein. The goal usually is to identify a given number of independent blocks (of almost equal size) with as few constraints in the border as possible (see below for more formal statements). Some works like [29] mention the possible use of such re-arrangements in DWR of linear programs, but we know of no actual experiment with MIPs. The method in [10] , for speeding up interior point methods, is based on graph partitioning as is ours. An exact branch-and-cut algorithm for detecting a bordered block-angular structure was proposed in [4] .
Attempts to evaluate the re-arranged matrices in terms of suitability for DWR were done rudimentarily in the linear programming (LP) case only [25] . We are not aware of any attempts to evaluate the quality of a decomposition in terms of suitability of DWR for the MIP case (which has an undoubtedly larger potential). In fact, it is not even known what characterizes a "good" decomposition in this context, and our paper gives a computational answer to this question.
Partial Convexification and Dantzig-Wolfe Reformulations
A sketch of DWR applied to a MIP is as follows (see e.g., [8] for details). Consider a MIP of the form
Let P := {x ∈ Q n : Dx ≤ e}. The polyhedron P IP := conv{P ∩ Z n−r × Q r } is called the integer hull with respect to constraints Dx ≤ e. In a DWR based on a single block of constraints Dx ≤ e we express x ∈ P IP as a convex combination of the (finitely many) extreme points Q and (finitely many) extreme rays R of P IP , which leads to
where each q ∈ Q and r ∈ R represent vectors encoding extreme points and rays, respectively, and variables λ and µ represent the corresponding weights in their combination.
It is well-known that the resulting LP relaxation is potentially stronger than that of (1) when P IP P [16] , which is a main motivation for performing the reformulation in the first place. This partial convexification with respect to the constraints Dx ≤ e corresponds to implicitly replacing P with P IP in (1). This can be done, in principle, by explicitly adding all valid inequalities for P IP to (1) . Since this is impracticable, the implicit description is in a sense the best one can hope for. We will call the objective function value of the linear relaxation of (2)-(3) the dual bound of the reformulation.
The reformulated MIP (2)-(3) contains the so-called master constraints Ax ≤ b, plus the convexity constraint and the constraints linking the original x variables to the extended λ and µ variables. In general, MIP (2)-(3) has an exponential number of λ and µ variables, so its LP relaxation generally needs to be solved by column generation. The pricing subproblem to check whether there are variables with positive reduced cost to be added to the current master LP problem calls for the optimization of a linear objective function over P IP , so it is again a MIP. The effectiveness of the overall approach hinges crucially on our ability to solve this subproblem, either by a general-purpose solver or by a tailored algorithm to exploit its specific structure, if known.
In general, DWR unfolds its potential when the matrix D has the block-diagonal form Fig. 1(b) . Our experiments revealed that often enough, constraints are not separable by variable sets as above, and a double-bordered block-diagonal (or arrowhead ) form is the most specific structure we can hope for, i.e. the constraint matrix of (1) looks like this  
where each q ∈ Q and r ∈ R is augmented with x components. This formulation is usually known as explicit format [20] .
Further reformulation steps are possible. For instance, one can eliminate the linking variables (at the expense of additional linking constraints) by replacing each linking variable by a copy for each block it appears in, and adding constraints that impose that all these copies must be equal in a Lagrangian decomposition fashion (see e.g., [10, 25] ). This brings us back to the traditional (single-)bordered block-diagonal setting. There is not even a need for keeping the original variables in the master problem: one may project them away, introducing for each linking variable x j the equations
where we denote respectively by q j and r j the single components of q ∈ Q i and r ∈ R i , associated with x j , slightly abusing notation. Moreover, duplication or elimination of the linking variables introduces some degree of freedom in the definition of their objective function coefficients as well, that will not be discussed here: previous experiments [12] showed that the approach to deal with linking variables has actually an impact on the overall performance, and formulation (4)- (6) works best in our setting.
Finally, also the sets of original variables x i can be eliminated through projection, by simply exploiting Equations (5) . At the same time, by keeping all x i variables in the master, one can enable several features of general purpose MIP solvers, like the automatic separation of generic cuts, advanced branching techniques, preprocessing procedures etc, without any additional implementation issue. Hence, in order to assess the potential of our method in such a framework, we decided to use the explicit format in our experiments. However, we remark that the techniques and findings described in the rest of the paper are not strictly dependent on the particular master problem format. 
Graph Partitioning and Block-Structured Matrices
When a problem is amenable to DWR, but the structure of the model is not known in advance (from the modeler or from other sources), we need to algorithmically detect it. To this end, we exploit a folklore connection between matrices and graphs or hypergraphs, see e.g., [10] . In fact, our proposal is the hypergraph analog to the graph partitioning approach presented in [10] , see also [2] .
Given a matrix A, construct a hypergraph H = (V, R ∪ C) as follows. With every a ij = 0 associate a vertex v ij ∈ V . For every row i introduce a hyperedge r i ∈ R which contains exactly all vertices v ij ∈ V that correspond to non-zero entries of the row; analogously introduce a hyperedge c j ∈ C for every column j. When H partitions into several connected components, the matrix A is a blockdiagonal matrix, with a bijection between blocks in A and connected components in H. Actually, this matrix property can be tested in a graph with the same vertex set and a clique for each hyperedge, and is thus computable in polynomial time.
Hypergraph H can also be used to detect a bordered block-diagonal (resp. arrowhead) form. Without the rows (and columns) in the border the remaining matrix is block-diagonal. Thus, a removal of a minimum number of hyperedges from R (and C) such that the remaining graph partitions into at least k components reveals a bordered block-diagonal (arrowhead) form in A, with k blocks and a minimum number of rows (and columns) in the border. Fig. 1 shows a matrix as given in the MIP model, and the structure detected using such an approach.
(a) original 10teams (b) 10teams, detected structure Figure 1 : Patterns of non-zero entries (black dots) in the coefficient matrix of a MIP (10teams [1] ); the areas with grey background in (b) emphasize the embedded structure; (a) matrix structure directly from the MPS file, and (b) with a re-ordering of rows and columns according to a bordered block-diagonal structure detected by our algorithm.
In practice, we do not optimally solve the above NP-hard minimum hypergraph partitioning problem, but solve a heuristic approximation instead. We use the package hMETIS [18] , which is an implementation of the heuristic multilevel hypergraph partitioning algorithm in [17] that produces a heuristically balanced k-partition, i.e. a partition where the k classes contain an (almost) equal number of vertices.
In particular, the hMETIS heuristics follow a multilevel recursive bisection paradigm, working in three phases: coarsening, partitioning, and uncoarsening. Coarsening aims at constructing a sequence of successively smaller hypergraphs by contracting hyperedges with a so called "FirstChoice" scheme; then, balanced partitioning is performed on the contracted hypergraph by bisection; finally, during uncoarsening, the contracted hypergraph is expanded by successive projections, following backward the coarsening steps, and running after each projection a local refinement procedure (FM), that is based on tabu search. We refer to [17] for the details on the overall algorithm.
Once a k-partition is provided by hMETIS, the blocks are obtained by grouping together variables and constraints corresponding to hyperedges belonging to the same class; the hyperedges removed by the algorithm correspond to linking variables or coupling constraints and hence are kept in the master problem (4)- (6) .
We give weights to the hyperedges, which enables us to penalize different components of the border differently, e.g., linking variables may be less desirable when they are discrete, or linking variables may be more or less difficult to handle in the subsequent column-generation process than linking constraints, etc.
Furthermore, in our model, in contrast to [10] , the balancing of the partition corresponds to an almost equal number of non-zeroes in the resulting blocks. Since a perfect balancing is not necessarily beneficial in our partitions, we relax the behavior of the heuristics, introducing in V a set of additional ("dummy") vertices, that are contained in no hyperedge. During the partitioning step, these vertices can be put in any class, helping the algorithm in balancing the partition at no penalty; on the other hand, once the run of hMETIS is over, the dummy vertices are simply discarded, possibly leaving the number of nonzeros in each block slightly unbalanced.
For matrices of several tens of thousands non-zero entries, computation times of hMETIS are within a few seconds.
We remark that, even if hMETIS heuristics are not the most effective algorithms for our setting, they offer enough flexibility to perform a full assessment of our methodology, making them well suited for a proof-of-concept.
Later we discuss how we choose the number k of blocks, the number of dummy vertices added, and the weights assigned to the hyperedges, all of which are part of the input of the partitioning algorithm. The arrowhead structure of a matrix is so general that it cannot happen that "there is no such structure" to detect. Therefore, "detection" can also be understood as "forcing" a matrix into a particular structure. An illustrative example is the temporal knapsack problem (also known as dynamic knapsack problem or unsplittable flow on a line) studied in [5] , in which we are given N items of size a i and profit
The problem is to pack a most profitable subset of items into a knapsack of capacity b such that the capacity is not exceeded at any time. Fig. 3 (a) shows that the coefficient matrix of the canonical MIP formulation does not contain any non-trivial blocks (i.e. the entire matrix is one block), although all nonzero column entries are associated with consecutive rows. Applying our arrowhead detection (in this case with k = 10) to this matrix adds only a few linking variables, see Fig. 3 (b), and "reveals" a Dantzig-Wolfe decomposable form. This form immediately suggests how to partially convexify groups of constraints in the spirit of (2)- (3) to (much) better describe the integer hull implicitly. In fact, a DWR of the second matrix does not only produce a strong relaxation but also allows to quickly solve instances to optimality whereas a stateof-the-art MIP solver is not able to close the optimality gap within one hour [3, 5] .
Estimating the Quality of a Decomposition for Use in DWR
An important lesson learned from preliminary experiments [3] and the above is that we are not looking for "the" decomposition of a matrix. There is a much larger degree of freedom than originally expected: an arrowhead form is not unique; the number of blocks needs not be canonical; different weights on hyperedges give different results; and most importantly: apparently small changes in the decomposition may lead to very different behavior in the subsequent column-generation process (both, in terms of dual bound and running time). Such a sensitivity is a well-documented phenomenon in MIP solving in general [19] . Figs. 4 and 5 show the influence of the number k of blocks and the choice of the weights on hyperedges, respectively, on the visual shape of the resulting arrowhead form. Not least, from this non-uniqueness of decompositions immediately follows our need for a priori evaluation criteria for a given decomposition w.r.t. its usefulness for DWR. In this study, we concentrate on approaching this question experimentally. The definition of "usefulness" of a given decomposition is already an open issue. To obtain as much methodological insight as possible, we decided to primarily measure such a usefulness in terms of the root node dual bound of the obtained master relaxation, being a reliable indicator on the effectiveness of the corresponding convexification process. More computationally related benchmarks are discussed in Sect. 4. We produced different decompositions for the same instance by varying the number k of blocks, the percentage of dummy vertices to allow for possible unbalancing of the sizes of blocks, and the weights associated with the hyperedges in H.
Our key finding was that evaluation criteria exist, linking MIP theory, structure of decompositions, and quality of the master relaxation bound. With the aim of focusing on a restricted set of significant features, in the following we concentrate on three of them.
Average Integrality Gap of Subproblems. Theory suggests that a larger integrality gap in the subproblems (assigning each variable in the subproblem a cost equal to the one in the objective function of the original MIP formulation) may imply a larger potential for a stronger master dual bound [16] . Surprisingly, we cannot confirm this in our experiments, see Fig. 6 (a). The integrality gap averaged over all subproblems of a decomposition is no clear indicator for a better dual bound (at least for our test set). Trivially, a subproblem integrality gap of zero for whatever objective function indicates that no improvement in terms of dual bound is possible compared to the original LP relaxation. Future experiments may reveal the usefulness of a measure related to the subproblem integrality gap, perhaps by considering a more suitable definition of the objective function. However, these integrality gaps will remain quite expensive to compute.
Percentage of Border Area. Fig. 5 supports the conjecture that decompositions with small border area potentially highlight embedded structures of the problem. More formally, the interest in such a kind of decompositions stems from the following Observation 1 Decompositions having a reduced set of rows and columns in the border tend to yield tighter dual bounds.
In fact, each row that appears in the border corresponds to a constraint that is not considered in the convexification process. In the same way, each column that appears in the border requires duplicated variables and linking constraints to be created and relaxed in a Lagrangian decomposition fashion. Therefore, we would like to encourage a smaller border, measured as the ratio of the border "area" m · n + m · n − m · n over the entire matrix "area" m · n. In contrast to the integrality gap of the subproblems, this measure can be used as objective function in our heuristic minimum k-way hypergraph partitioning approach, i.e. it can be optimized directly during the construction of a decomposition. Our experiments confirm that indeed a smaller percentage of border area correlates with a better dual bound, see Fig. 6 
(b).
Average Density of the Subproblems. We observe from Fig. 4 that, as expected, a decomposition in many small blocks comes at the price of a large border area, that in turn is related to looser bounds. Hence it is tempting to search for decompositions with low k values, but in this way large subproblems are created, that can become computationally unmanageable. We also remark that, even if the master relaxation tends to improve as k decreases, there is no guarantee that a simple reduction in k is useful in terms of bound quality. In fact, different values of k give different decompositions, in which different regions are convexified, and no a priori dominance can be established between them.
Hence, a key issue is to find the right balance between number of blocks, computational tractability, and quality of the bound. To this aim we exploit the following Observation 2 Decompositions in which blocks are dense tend to yield tighter dual bounds.
Intuitively, dense blocks correspond to subproblems in which constraints tend to be fully-dimensional in the projected space of variables included in the block, Figure 6 : Every dot represents one reformulation. We distinguish the decompositions created with different settings described later. Three different characteristics of a decomposition (x-axis) are plotted against the fraction of integrality gap closed in the master relaxation resulting from the decomposition (y-axis): (a) the integrality gap of the subproblems does not seem to have a consistent impact, whereas (b) smaller fraction of the border area and (c) larger average subproblem density seems to correlate with higher quality. In (d) we plot our synthetic score (8) .
and therefore are more likely to approximate facets of the subproblem polyhedra. First, such kind of subproblems may be easier to solve as generic MIPs; second, constraints providing poor descriptions of facets may yield integer points that are infeasible for the whole problem to be considered feasible for the subproblem at hand. In this way convexification may yield looser bounds, see Fig. 7 .
Experimentally, these intuitions are confirmed, as can be seen in Fig. 6(c) .
Obtaining a Synthetic Score. In addition to the notation of Sect. 2 let n nz i denote the number of non-zero coefficients in D i . Our discussion suggests to evaluate a decomposition according to a combination of the following border score
and the average subproblem sparsity (i.e. 1−density)
In our experiments we use
This score ranges from zero (best) to one (worst), in particular for a block-angular matrix the score is zero. We experimented with different contributions of the two factors to the score (via exponents different from 1), but this did not lead to significant changes in overall results; so we do not further report on this.
We remark that, when evaluating a decomposition, a strong dual bound cannot constitute the ultimate quality measure, as this can be trivially maximized by reformulating the whole original problem into a single subproblem (which amounts to optimally solving the original MIP in the subproblem in a single shot). 
Notes on the Implementation and Experimental Setup
All experiments were done on Intel Core TM i7-870 PCs (2.93 GHz, 8MB cache, 8GB memory) running Linux 2.6.34 (single thread). In all our experiments the CPU time limit was set to 1 hour.
For solving the column generation MIP subproblems we used the branch-andcut algorithm implemented in CPLEX 12.2, with single thread and default parameter settings. In order to obtain a generic multiple pricing strategy, each time a new incumbent is found during the optimization of a MIP subproblem, the corresponding column is inserted into the master. Whenever a MIP subproblem is found to be unbounded, its integrality conditions are relaxed, and an extreme ray is generated and added to the master by solving the resulting LP problem to optimality.
For solving the master problem LPs we used the simplex algorithm of CPLEX 12.2, with default parameter settings, again single thread. We implemented the dual variable stabilization method described in [9] . We keep as a stability center the dual solution giving the best Lagrangian bound so far, and we enforce a penalty factor whenever each dual variable takes values outside an interval of width δ around the stability center. At each column generation iteration we change , independently for each dual variable, to a value randomly chosen between 0 and 10 −4 . Whenever the stability center changes we set δ := 0.00005 · |z − v|, uniformly for all dual variables, where z is the current master problem LP value, and v is the best Lagrangian bound found so far. An upper bound of 50.0 has been enforced to δ in any case. The stabilization is enabled on problems with more than 400 constraints when, during the column generation process, the gap |z − v| is between 1% and 80% of the current |z| value. We experimented with different parameter settings, but these values gave best performances; we experimentally observed that, on our datasets, this stabilization mechanism is enough to overcome potential convergence problems. As we did not go for efficiency, no further performance improvement method was implemented.
The minimum k-way hypergraph partitioning problems to determine a rearrangement are heuristically solved using hMETIS 2.0pre1 [18] in a few seconds. All hMETIS parameters were kept at their default values, except the random seed that was set to 1.
As discussed in Sect. 3, different decompositions can be obtained by changing the number k of blocks, the number of dummy vertices, and the weights of the hyperedges given as input parameters to the partitioning algorithm. It turned out that large penalties on linking constraints often lead to computationally bad decompositions, see again Fig. 5 , as this comes at the expense of having many linking variables. This is undesirable in general, even though it produced better decompositions for some instances. We also observed that the number of dummy vertices is not affecting significantly the performance of the method. In each experiment we introduced a number of dummy vertices equal to 20% of the number of nonzero entries in the constraint matrix, so that the classes in the k-partition have a limited unbalancing. We considered two sets of decompositions. In the first one, according to Observation 1, we forced the partitioning algorithm to produce decompositions with no linking variables. In principle, this aim can be pursued by giving a suitably high weight to hyperedges encoding either continuous or discrete variables; however, we found it computationally useful to create a slightly different graph, including one vertex for each variable, and one hyperedge for each constraint, linking those vertices whose corresponding variable has nonzero coefficient in the constraint. The weight of such a hyperedge is set to 5. We set k = 2, . . . , 20 for the number of blocks, obtaining 19 different decompositions for each instance. Then we created a second set, that fully exploits the flexibility of the partitioning algorithm, keeping low weight to variable hyperedges: we experimented with two different weight settings, namely 1, 2, 5 and 1, 2, 10 5 , for continuous variables, discrete variables, and constraint hyperedges, respectively, and we set k = 2, . . . , 10 for the number of blocks, obtaining 18 further decompositions for each instance.
We considered two "automatic" algorithms. First, the algorithm "DWR best" provides a benchmark for assessing the potential of the score (8) in finding decompositions yielding tight dual bounds: For each instance, it considers all these 37 decompositions, picks one maximizing the score (8) , keeps the original variables in the master, including the possible linking ones (as explained in Sect. 2), and performs a DWR of the resulting blocks, which is then solved by column generation. Second, the algorithm "DWR full" aims at assessing the potential of the overall automatic DWR mechanism: it still considers all the 37 decompositions, fully performs column generation on the resulting problem, and keeps the decomposition giving the best bound. Note that "DWR full" is extremely time consuming and only meant as an assessment of the method's potential.
We did not experiment on instances with known structure: in these cases the effectiveness of DWR has already been proven, and indeed the purpose of our study is to prove that DWR can work for general MIPs. Instead, in order to confirm the generality of the proposed method we tested our algorithm on MIPLIB2003 [1] and MIPLIB2010 [19] instances. We selected a subset of instances, for which (a) the density is between 0.05% and 5%, (b) the number of non-zeros is not larger than 20,000, and (c) the fraction of discrete variables is at least 20%. The rationale behind this choice is the following: (a) if the instance is not sparse enough, no useful arrowhead form can be detected, and therefore it is easy to tell a priori that DWR is not the best option; (b) for large problems the partitioning heuristics may fail in finding good partitions, and therefore the potential of our approach cannot be estimated; and (c) without a sufficient degree of integrality no gains in the dual bound are possible from a decomposition.
In Tab. 1 we report, for each such an instance, the details of the best DWR according to score (8) . Listed are: the instance features (name, number of rows and columns), number of blocks, linking variables, and linking constraints, number of variables in the block including the largest number of columns, number of constraints in the block including the largest number of rows, number of LP subproblems solved during the column generation process and corresponding CPU time, number of MIP subproblems solved during the column generation process and corresponding CPU time, number of columns and extreme rays generated during the optimization process. The table is split in two vertical blocks, corresponding to MIPLIB 2003 and MIPLIB 2010 instances respectively. As can be seen, no obvious correlation appears between the prediction given by the score and the single features of the chosen decomposition; therefore our score proves to be unbiased with respect to the other decomposition parameters.
Quality of the Dual Bound
The first set of experiments aims at assessing the quality of the bound that can be obtained using the DWR approach. Our goal is to show that by using such an algorithm, it is often possible to obtain a better description of the convex hull of the full problem than that obtained by CPLEX through a cutting plane process.
In Tab. 2 we report, for each instance in the dataset, our results for both the "DWR best" and "DWR full" methods, compared to the results obtained by CPLEX when stopped at the root node.
Listed are: the instance name, the corresponding number of constraints (rows) and variables (cols), the value of an optimal solution or best solution computed by CPLEX in 1 hour (opt*), the value of the LP relaxation (LP) and the corresponding duality gap (LP gap). Then, three horizontal blocks follow, corresponding to "DWR best," "DWR full" and CPLEX, respectively. For each we report the integrality gap and the improvement with respect to the LP relaxation bound. On two tests ("DWR best" on instances tr12-30 and neos-686190 ), column generation could not be completed within the time limit; in these cases the gap of the best Lagrangian relaxation bound, obtained during the column generation iterations, is reported [16] .
On 16 out of the 23 MIPLIB 2003 and ten out of the 16 MIPLIB 2010 instances, the dual bound found by our DWR approach improves on CPLEX's root node bound with default cuts applied, and in four more instances the bound is the same.
Whereas "DWR full" clearly outperforms the general solver on average, "DWR best" is still competitive; this success is due to the good quality of our a priori score (8) . Indeed, Figs. 8 and 9 depict the distribution of fraction of integrality gap closed for all about 1,500 decompositions we tried for MIPLIB2003 and MIPLIB2010 instances, respectively. Every dot represents one reformulation. As before, the Lagrangian relaxation bound is reported whenever column generation could not be completed within the time limit of one hour; in some cases this results in a bound that is not improving over the LP bound.
One can see that the reformulation with the respective best score (marked by a ×) most of the times leads to a very good choice among all decompositions we tried with respect to the root node integrality gap closed, also compared to the bound of CPLEX with default cuts (marked by a ).
Yet, for some instances the dual bound computed by our method is so strong that, given a heuristic solution of optimal value, optimality can be proven at the root node. 
Overall Performance Comparison
Since DWR and CPLEX produce bounds of different quality with different computational efforts, in a second set of experiments we aim at comparing the trade-off between computing time and quality of the bound given by the two methods. This is an overall index on the potential of both methods in actually solving MIPs to optimality, and helps answering the ultimate question "can good dual bounds be provided by DWR in reasonable time?"
We remark that, besides the technique used to compute the bounds, the remaining machinery in branch-and-price and branch-and-cut algorithms is equivalent, as similar preprocessing, heuristics, constraint propagation, branching techniques, and so on, can be implemented. Also the reoptimization process in the inner nodes of the branch-and-bound tree is similar, provided the same decomposition is kept along the search tree. In fact, state of the art branch-and-price frameworks [15] keep pools of columns, and therefore the optimization of a node is likely to start from a restricted master problem containing at least the columns forming an optimal basis for the father node, as in standard branch-and-bound codes, and very often many more high quality columns already generated during the optimization of siblings.
At the same time, re-implementing the techniques included in a state-of-theart branch-and-cut solver was out of the scope of this paper. Therefore, in order to perform a fair comparison, we decided to consider the DWR giving best dual bound in "DWR full," and to take as a performance index the ratio between the time required by our algorithm to obtain the dual bound at the root node, when using such a decomposition, and the time required by CPLEX to obtain, either at the root node or through branching, the same bound. In the comparison we included also "DWR best." Furthermore, we considered also the behavior of CPLEX when preprocessing is turned off; in fact, such a preprocessing is completely performed before the optimization process, and could be applied to "DWR best" and "DWR full" as well.
The results are reported in Tab. 3. The table is split in two vertical blocks, for MIPLIB2003 and MIPLIB2010 instances. Listed are: the instance name, the time required to complete the column generation process using the decomposition of "DWR best" and using the decomposition giving best bound in "DWR full," the time required by CPLEX at the root node with default settings. Two horizontal blocks follow, one for CPLEX with default settings and one for CPLEX turning off preprocessing. In each such a block we report: the CPU time, and the number of nodes in the branch-and-bound tree, needed to reach the best bound for "DWR full," the ratio between CPLEX time and DWR time when using the decomposition giving a best bound. Below each vertical block three rows report the fraction of instances for which DWR was faster than CPLEX (< 1), within one order of magnitude with respect to CPLEX (< 10) and within two orders of magnitude (< 10
2 ).
On average, CPLEX is much faster in solving the root node relaxation. At the same time, on many instances in which good decompositions can be found, CPLEX needs to explore many branching nodes, and to spend a high CPU time for matching the bound given by "DWR full." Preprocessing seems to offer some advantages to CPLEX only on a set of instances where DWR is not much slower. Finally, it is interesting to note that in a large fraction of the instances (up to 60% of MI-PLIB2003 and up to 87.5% of MIPLIB2010), DWR is still within a factor 10 2 from CPLEX, making us optimistic that, after a suitable software engineering process, our approach would become computationally competitive on more instances.
Discussion
We have performed the first systematic investigation with an automatic DantzigWolfe type reformulation of arbitrary mixed integer programs. Even though it is clear from theory that such a reformulation can be used to improve the dual bound, it has not been considered a generally useful computational tool in practice. Thus, the most unexpected outcome of our study is that already a fairly basic implementation, combined with an automatic choice of the decomposition, is actually capable of competing with or even beating a state-of-the-art MIP solver in terms of root node dual bound. Furthermore, on a relevant subset of MIPLIB instances, we could automatically detect Dantzig-Wolfe type reformulations for which the decomposition approach yields an overall better computing behavior with respect to a state-of-the-art branch-and-cut based general purpose solver.
The results even improve if we choose the decomposition by explicit computations, demonstrating that there is still potential. It turned out that different decompositions for the same instance lead to, sometimes significantly, different dual bounds (see Figs. 8 and 9) , and also to drastic differences in the computation times needed to solve the resulting relaxation. Thus, out of the many questions spawned by our work, the most important one is, both from a theoretical and a practical point of view, to characterize a good decomposition. We believe that answers will be hard to find as they immediately relate to the very core of computational integer programming: to (computationally efficiently) better describe the convex hull of integer feasible points. On the other hand, approaching this important topic from a decomposition point of view may yield new insights previously overlooked.
Our experimental setup for detecting a matrix structure can be certainly improved; it is just one out of probably quite many conceivable approaches to come up with a proof-of-concept. Many experimental issues on the design of good scores are also left open, as the impact of blocks balancing and density on the overall performances.
Certainly, we will see alternatives in the future. We also alert the reader that the seeming omnipresence of arrowhead structure in MIPLIB instances (c.f. Fig 10) may either reproduce structures which were incorporated in the model by a human modeler, accidentally or on purpose, or simply be an artifact of the model and algorithm we use to detect/enforce this structure. In any case, only a part of variables and constraints describe the logic and mechanism of the problem to be modeled. Another substantial part is present only because of "technical purposes"
and "modeling tricks." Detecting and exploiting this information in a decomposition may lead to new insights into how a good MIP model should be formulated.
There are some possible immediate extensions concerning the implementation. Only further experimentation can show whether the advantage in the root node can be retained throughout the search tree (it is also conceivable that an advantage becomes visible only further down the tree). If one is only interested in a strong dual bound, the addition of generic cutting planes is a natural next step (see [15] ).
Of course, at the moment, our work is not intended to produce a competitive tool, but to demonstrate that the direction is promising. Even in the future, we do not expect that decomposition techniques will become the single best option approach to integer programming. However, we hope that one can soon distinguish a priori, only based on the instance, whether it can pay to apply a decomposition like DWR or not. Our results indicate that promising instances are more than an exception.
Taking into account the fact that state-of-the-art solvers make successful use of generic cutting planes for about 15 years now, it is clear that outer approximations of the integer hull have a prominent headway in experience over inner approximations. We hope to have inspired further research and experimentation with the second option; indeed, several contributions [13, 14, 23, 28] already appeared after the publication of a first draft of our manuscript, exploring ideas inspired by this paper. 75.00% Table 3 : Comparison of computing effort for obtaining strong bounds: in particular we report the fraction of instances for which DWR was faster than CPLEX (< 1), within one order of magnitude with respect to CPLEX (< 10), and within two orders of magnitude (< 10 2 ), respectively.
