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Abstract
Internal waves carry more available energy than any other transmission sys-
tem on Earth: lunar diurnal excitation drives 1 TW of wave power inside
the world’s oceans. Energy is transmitted over thousands of kilometres and
individual waves may be hundreds of metres high. Where they break, they
deposit their energy, and, in such regions, they greatly enhance the vertical
transport of carbon dioxide, oxygen and heat. Despite their significance,
much remains to be understood about internal waves, and this thesis explores
some of these questions using a combination of experiments and theory. One
way to generate internal waves is by sinusoidally oscillating the boundary of
the fluid. A full spectrum of harmonics is generated, whose phases and amp-
litudes are predicted by perturbation theory. Their origin is identified solely
as nonlinear geometric excitation at the boundary; no interactions between
the harmonics of the same infinitely wide, monochromatic input are possible
within the fluid. However, for narrow wave beams, resonant triadic wave-
wave interactions are predicted using a novel numerical implementation of
the singular two-dimensional Green’s function. To verify the predictions, a
new experiment was designed, consisting of an electronically actuated “magic
carpet” inserted into the base of a tank. It perturbs the fluid lying above its
surface to generate internal waves of almost any shape and size. The carpet
is actuated by an array of 100 stepper motors, which are controlled by be-
spoke software that manages the timing in increments of 30 ns; this ensures
precise spatiotemporal control of the waveform. The carpet itself is made of
a neoprene-nylon composite, and its bending behaviour is modelled in detail
to characterise the waveform imparted on the fluid. The experiments sup-
port the theoretical predictions, but also permit strongly nonlinear regimes,
such as wave breaking, at amplitudes above the applicable domain of the
theory.
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Chapter 1
Introduction
1.1 Motivation
The oceans and atmosphere are fluids of variable density. The key determ-
ining factors of the density profile are the temperature and salinity in the
oceans, and the temperature and pressure in the atmosphere. Such a fluid
where the density varies with height is said to be stratified.
Internal gravity waves, commonly abbreviated to internal waves, are
propagating buoyancy-driven oscillations. They are ubiquitous in stratified
fluids, so affect the weather and climate both locally and globally. For ex-
ample, in the ocean, these waves transport energy and have the potential
to concentrate it in certain locations, possibly to the extent that the waves
break. Similar to the breaking of surface waves at the beach, which is due
to the compression of energy arising from deceleration as the water becomes
shallower, a breaking internal wave creates a region of turbulent mixing;
some of the wave’s energy is converted to potential energy that raises dense
salt water and dissolved gases and nutrients towards the surface, with the
remainder deposited as heat. Nikurashin and Ferrari (2013) showed that this
mechanism accounts for 2.5× 107 m3 s−1 of upwelling from the deep ocean
towards the surface, which is required for sustaining the meridional over-
turning circulation that transports heat from the equator towards the poles,
thereby making much of the Earth inhabitable. However, what fraction of
the energy for maintaining the circulation comes from internal wave break-
ing and where exactly it happens are still largely unknown, as highlighted
by Ferrari et al. (2016). A thorough understanding of these phenomena and
1
1.1. Motivation 1. Introduction
Wave crests
Figure 1.1: Lenticular clouds (Pir6mon, 2006). Lee waves generated as the
air flows a the hill out of the field of view cause the air to oscillate vertically.
Here, the oscillations are about the dew point, so a sequence of lens-shaped
clouds are formed where the water vapour condenses on the crests.
other flows in both the atmosphere and ocean are essential for good model-
ling of the weather and longer term climate, including accurate predictions
of how the climate will change.
Internal waves can be generated by anything that displaces part of the
fluid vertically. For example, lee waves are a type of internal wave that are
formed by the fluid flowing steadily over a hump; the waves propagate in
the frame of the fluid, but appear stationary to an observer on the ground.
In the air, they can form strings of lenticular clouds in the vicinity of hills,
as shown in figure 1.1, which occur where the air oscillates up and down
through the dew point, causing water vapour to condense periodically into
typically lens-shaped clouds. Mountain lee waves in the atmosphere can be
of sufficiently large amplitude to break (Klemp and Lilly, 1978), and, in
the sea, lee waves can be generated as water flows over the sill of a fjord
(Stashchuk and Vlasenko, 2007). In a related mechanism, internal waves of
period either 12 or 24 hours are produced by the tidal flow over the edge
of the continental shelf or oceanic ridges (Polzin et al., 1997), and is the
mechanism by which 0.7 TW of tidal power is dissipated globally in the deep
oceans (Egbert and Ray, 2001). Alternatively, wind shear excites surface
waves from which the disturbance can propagate downwards as low-frequency
internal waves (Pollard and Millard, 1970).
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Once generated, internal waves can interact between themselves (see,
for example, Smith and Crockett, 2014) and off topography (Nye, 2009),
scattering them in a multitude of directions, but also potentially focussing
them into regions where large amounts of internal wave breaking occurs.
With such a complicated system, there is clearly much to be understood.
1.2 Buoyancy Frequency
In a stratified fluid, the buoyancy force acts on fluid parcels displaced from
their equilibrium height to return them back to that point. It is an apparent
force that is the net result of gravity, which accelerates a fluid parcel of
density ρ downwards in the −ez direction at a rate of g ≈ 9.81 m s−2, working
against the hydrostatic pressure gradient. When in quiescent equilibrium,
assuming, quite reasonably for seawater, that the fluid is incompressible, the
hydrostatic pressure pH(z) profile is such that pressure gradient force per
unit volume −dpHdz ez, with the minus sign due to the fact that the force acts
from high to low pressure, is equal and opposite to the gravitational force
density. So, the buoyancy force per unit volume acting on a fluid parcel of
density ρ when displaced to a height where the background density is ρ0 is
−(ρ− ρ0)gez. Thus, the density perturbation, which is also a function of the
horizontal coordinates (x, y) and time t, is defined as
ρ′(x, y, z, t) = ρ(x, y, z, t)− ρ0(z) (1.1)
and the buoyancy force per unit volume is −ρ′gez. As is standard practice
in the field of fluid dynamics, since fluid parcels are infinitesimally small, it
is implicitly assumed throughout that all forces are per unit volume.
Consider a small fluid parcel that is displaced up from its equilibrium
position, as shown in figure 1.2, and assume that no mixing takes place,
so that its density remains constant throughout. It is now heavier than
its surroundings, so buoyancy causes it to sink back towards its equilibrium
height. However, inertia causes it to overshoot, because there is no buoyancy
force in the equilibrium position to stop the motion. It is now lighter than
its surroundings, so accelerates upwards, again overshooting the equilibrium
position to return to its original displaced height. Therefore, in a fluid with
no energy dissipation mechanism, a vertically displaced fluid parcel oscillates
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−ρ′gez
−ρ′gez
ρ′ = 0 ρ′ > 0 ρ′ = 0 ρ′ < 0
Figure 1.2: Fluid parcel undergoing buoyancy oscillations in a stratified
fluid. The buoyancy force, shown with red arrows, acts to return the fluid
parcel to its equilibrium position, but inertia causes it to overshoot this
point. So, the parcel oscillations vertically at the buoyancy frequency.
ad infinitum with an angular frequency known as the buoyancy or Brunt-
Väisälä frequency.
Applying Newton’s second law to an infinitesimal fluid parcel, so small
that flows induced by its motion can be disregarded, that is in equilibrium
at height z = ζ0 and displaced upwards by ζ then released at time t = 0
gives the Lagrangian equation of motion in the vertical direction,
ρ0(ζ0)
d2ζ
dt2
= −(ρ(ζ0)− ρ0(ζ0 + ζ))g. (1.2)
Under the Boussinesq approximation, which states that the density variations
in the fluid are negligible except when calculating the buoyancy force, the
background density ρ0 is considered constant in the inertial term on the left
hand side of the equation (1.2), taking the value of the Boussinesq reference
density ρ00. This approximation is good in seawater, where the density
varies by up to 4 %. Moreover, with such limited variation and with tiny
displacements, the density profile is linearised about the height z0 at which
the background density is exactly equal to the reference density ρ0(z0) = ρ00,
ρ0(z) = ρ00 + (z − z0)
dρ0
dz
, (1.3)
reducing the equation of motion (1.2) to the form of simple harmonic motion,
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since dρ0dz < 0 in a statically stable stratification,
d2ζ
dt2
=
g
ρ00
ζ
dρ0
dz
. (1.4)
From this, the buoyancy frequency in a Boussinesq fluid is read off as
N =
√
− g
ρ00
dρ0
dz
. (1.5)
This formulation only applies to liquids, because the Boussinesq approxima-
tion itself implies that the fluid is incompressible; a slightly different approx-
imation called the anelastic approximation is required for air (Sutherland,
2010).
A more general formula for non-Boussinesq fluids with finite amplitude
displacements, but still assuming that any induced fluid flow can be disreg-
arded, is found by integrating the equation of motion (1.2). Multiplying by
the velocity of the parcel dζdt and dividing through by its density ρ0 (ζ0) gives
dζ
dt
d2ζ
dt2
=
dζ
dt
(
ρ0(ζ0 + ζ)− ρ0(ζ0)
ρ0(ζ0)
)
g, (1.6)
which is integrated with respect to time t, yielding
1
2
(
dζ
dt
)2
=
∫ t
0
dζ
dt′
(
ρ0(ζ0 + ζ(t
′))− ρ0(ζ0)
ρ0(ζ0)
)
g dt′. (1.7)
Changing the integration variable from t′ to ζ ′′, with release displacement
ζ+ at t = 0, and taking the square root gives the integral equation for the
velocity,
dζ
dt
=
√
2g
∫ ζ
ζ+
ρ0(ζ0 + ζ ′′)− ρ0(ζ0)
ρ0(ζ0)
dζ ′′. (1.8)
This is a separable equation, which can be integrated again to obtain the
formula for the time at which a given displacement occurs,
t =
1√
2g
∫ ζ
ζ+
dζ ′
∫ ζ′
ζ+
ρ0(ζ0+ζ′′)−ρ0(ζ0)
ρ0(ζ0)
dζ ′′
. (1.9)
Since the equation of motion (1.2) does not depend explicitly on the ve-
locity, the process is time-reversible, so the time taken to become stationary
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again for the first time is half the period, T2 . Let this occur at displace-
ment from equilibrium ζ−, which is given implicitly by where the velocity is
zero (1.8)
0 =
∫ ζ−
ζ+
ρ0(ζ0 + ζ
′′)− ρ0(ζ0)
ρ0(ζ0)
dζ ′′. (1.10)
It is important to note that the positive and negative amplitudes are not
necessarily equal, ζ− 6= ζ+, as would occur for sinusoidal oscillations, unless
the density profile ρ0 has odd symmetry about the equilibrium height ζ0,
which is the case, for example, with a linear stratification. The angular
frequency of oscillations ω is inversely proportional to the period T ,
ω =
2π
T
, (1.11)
so the non-Boussinesq buoyancy frequency Nn at height z = ζ0 in an arbit-
rary stratification ρ0 for a fluid parcel initially displaced vertically by ζ+ is
given by the integral formula,
Nn(ζ0) = π
√
2g


∫ ζ−
ζ+
dζ ′
∫ ζ′
ζ+
ρ0(ζ0+ζ′′)−ρ0(ζ0)
ρ0(ζ0)
dζ ′′


−1
. (1.12)
For small amplitude displacements that can be linearised, or with a linear
stratification,
ρ0(ζ0 + ζ) = ρ0(ζ0) + ζ
dρ0
dz
∣∣∣∣
z=ζ0
, (1.13)
the magnitudes of the positive and negative amplitudes are the same, ζ− =
−ζ+, and the expression for the non-Boussinesq buoyancy frequency (1.12)
reduces to a form similar to the Boussinesq buoyancy frequency, which is
independent of the amplitude of the oscillation ζ+ and will be called the
local buoyancy frequency,
Nl(z) =
√
− g
ρ0
dρ0
dz
. (1.14)
This formula agrees with those used, for example, by Sutherland (2010),
Rarity (1969), McEwan et al. (1972) and McEwan and Baines (1974).
Throughout this section, it has been assumed that there is negligible
flow induced by the displaced fluid parcel, which is most certainly not the
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case if it has a finite size. Larsen (1969) provides a solution to this by
considering the flow around a sphere that is vertically displaced and released:
oscillations ensue, which decay to asymptotically towards the Boussinesq
buoyancy frequency (1.5); this matched experiments. These observations
support the assumption that the induced flow can be neglected for very
small displacements.
1.3 Internal Gravity Waves
Internal gravity waves, or internal waves, are propagating disturbances of
buoyancy oscillations. If a fluid is harmonically displaced with angular fre-
quency ω, the input power is primarily used to excite any resonances in the
system. Because, as will be seen shortly, buoyancy oscillations can occur at
any frequency less than the buoyancy frequency N , the fluid will resonate
and drive internal waves whenever the input frequency ω is less than the
buoyancy frequency. For a stratified fluid, internal waves provide a natural
and efficient mechanism to transport energy over long distances, even when
there is no clear input frequency; for example, Larsen (1969) observed that
90 % of the energy of a vertically displaced sphere that is suddenly released
is radiated away in two periods of the produced internal waves.
If the fluid parcel is constrained to move along a straight line inclined at
an angle Θ to the vertical, the component of gravitational acceleration g is
reduced by a factor of cos Θ compared to the vertical oscillations discussed in
section 1.2, and the rate of change in the background density ρ0 moving in the
direction of motion also reduces by a factor of cos Θ. Therefore, the effective
buoyancy force is reduced by a factor of cos2 Θ. From the simple harmonic
motion equation (1.4), the natural frequency of the oscillation reduces to
ω = N cos Θ, (1.15)
which is the dispersion relation for internal waves. Since |cos Θ| 6 1, this
says that the maximum frequency at which internal waves can exist is the
buoyancy frequency, indicating that they must be dispersive, like deep-water
surface waves. Any oscillations above the buoyancy frequency are evanescent
and are disturbances that decay exponentially away from the generation
source.
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Throughout this thesis, only inviscid internal waves are considered. The
Reynolds number, Re, is the dimensionless ratio of viscous forces to the rate
of change of momentum of the fluid: if it has kinematic viscosity ν and a
flow of characteristic velocity U varying over length scale L, then the ratio
is
Re =
UL
ν
. (1.16)
The Reynolds number determines the balance of importance between the
viscous forces and inertia.
For internal waves of displacement amplitude A and frequency ω, the
characteristic velocity is given by the maximum velocity in the sinusoidal
oscillations, U = Aω, and the length scale L over which it varies is the
wavelength. For internal waves in the ocean generated by the tide flowing
over topography, the amplitude A ∼ 102 m, wavelength L ∼ 105 m and
frequency ω ∼ 10−4 rad s−1 (Dewitt et al., 1986); the kinematic viscosity
ν ∼ 10−6 m2 s−1 (Haynes et al., 2014), so the Reynolds number Re ∼ 109 
1, indicating that inertia is very much more significant than viscosity. The
experiments in this thesis also take place in salt water and have typical
amplitudes of A ∼ 10−3 m with wavelengths L ∼ 10−1 m and frequency
ω ∼ 1 rad s−1. This results in a Reynolds number of Re ∼ 102  1, but much
less than in the ocean. Therefore, viscosity can generally still be neglected,
although will be found to be significant in a few situations.
The possibility of linear internal waves, of small amplitude, in a quiescent
ambient can be derived by linearising then taking the Fourier transform in
both space and time (which is equivalent to substituting a Fourier mode with
wavevector k = (k, l,m) and frequency ω, ei(k·x−ωt)) of the governing equa-
tions of a Boussinesq liquid: for a velocity field u = (u, v, w) and pressure
perturbation p′ to the hydrostatic pressure pH , they are the conservation of
momentum or Euler equation (Newton’s second law),
ρ00
(
∂u
∂t
+ u · ∇u
)
= −∇p′ − ρ′gez; (1.17)
the conservation of mass in an incompressible fluid, which is implied by the
Boussinesq approximation (Sutherland, 2010), and with negligible diffusion
of heat and salt,
∂ρ′
∂t
+ u · ∇ρ = 0; (1.18)
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and the conservation of volume, which follows from incompressibility,
∇ · u = 0. (1.19)
A further consequence of incompressibility is that there is no constitutive
relation between the pressure and the density, so the pressure is a Lagrange
multiplier taking whatever value is required to ensure the flow remains in-
compressible. This introduces a gauge invariance whereby globally a constant
can be added to the pressure without changing the dynamics, since only the
pressure gradient acts on the fluid; normally, the pressure is fixed globally
by matching to atmospheric pressure at the surface, which itself is largely
determined by the weight of the atmosphere above that point. In addition,
the lack of constitutive relation gives an infinite speed of sound, so know-
ledge of a disturbance at one point instantaneously propagates throughout
the whole domain. This is advantageous as the acoustic waves are no longer
possible, simplifying the wave fields (Sutherland, 2010).
The Boussinesq approximation replaced the variable density ρ in the
inertial term in the momentum equation (1.17) by the constant reference
density ρ00. The error introduced is approximately equal to the density per-
turbation, ρ′, multiplied by the Lagrangian acceleration of the fluid parcel,
∂u
∂t + u ·∇u. For this to be negligible compared to the buoyancy term, −ρ′g,
all of the fluid accelerations must be much less than gravitational accelera-
tion, g. Despite a density range of up to 20 % in the stratifications used in
this thesis, since the accelerations in all the experiments remain below this
limit, the Boussinesq approximation remains valid.
Proceeding with the linearisation, the equation of volume conservation
(1.19) is already linear, but the advection term in the momentum equa-
tion (1.17) is quadratic, so is negligible for small displacements, thereby
leaving the linearised momentum equation,
ρ00
∂u
∂t
= −∇p′ − ρ′gez. (1.20)
The corresponding term in the mass conservation equation (1.18) greatly
reduces to only include the gradient of the background stratification ρ0,
∂ρ′
∂t
+ w
dρ0
dz
= 0. (1.21)
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Taking the Fourier transform of the system of linear equations (1.19)–(1.21)
and rearranging to eliminate the perturbation quantities leaves the consist-
ency criterion relating the direction of the wavevector k, which has horizontal
component kh, to ratio of the wave frequency ω to the buoyancy frequency
N ,
ω
N
= ±|kh||k| , (1.22)
with either choice of sign satisfying the equations. This is called the disper-
sion relation. Identifying Θ as the angle the wavevector makes with the ho-
rizontal, it is clear that this is the same equation as was found previously by
considering the directionally constrained oscillations of a fluid parcel (1.15).
Therefore, internal waves are transverse waves.
The following further properties of internal waves will be used in this
thesis. Let the Fourier transform of a variable be denoted by a circumflex
(ˆ), so that, for example, u = ûei(k·x−ωt). For two-dimensional internal
waves in the (x, z) plane, the polarisation relations are obtained in terms
of the complex vertical velocity amplitude ŵ by manipulating the Fourier
transformed equations,
û = −m
k
ŵ, (1.23a)
p̂ = −ρ00ωm
k2
ŵ, (1.23b)
ρ̂ = i
ρ00N
2
ωg
ŵ. (1.23c)
The factor of i in the density perturbation amplitude (1.23c) says that the
density perturbation, which is proportional to the vertical displacement, lags
a quarter of an oscillation behind the vertical velocity w, as is required for a
sinusoidal wave. These properties are summarised graphically in figure 1.3.
The phase velocity is
cp =
ω
|k|2
k =
Nk
|k|3
[
k
m
]
, (1.24)
but the group velocity, which is the velocity at which information or energy
propagates, is
cg = ∇kω = ±
Nm
|k|3
[
−m
k
]
. (1.25)
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ρ′
p′
k
u
k > 0
m > 0
cg
Figure 1.3: Phase configuration of a plane internal wave propagating down
and to the right. The lines of constant phase move up and to the right. The
fluid particles oscillate parallel to the wave crests, with the sinusoidal velo-
city profile shown in the top-left. The pressure perturbation p′ is maximum
when the downwards velocity is greatest, and the density perturbation ρ′ is
maximum a quarter of a period ahead of this.
Almost uniquely out of all the common types of wave, with the notable
exception of inertial waves, the phase and group velocities are perpendicular:
they have the same horizontal direction but opposite vertical directions. A
consequence of this is that internal waves form beams, or rays, that propagate
at an angle Θ to either the positive or negative vertical. This is seen in the
canonical experiment of small vertical oscillations at frequency ω < N of
a cylinder with its axis horizontal in a linearly stratified fluid, as shown in
figure 1.4. Four internal wave beams are emitted at the four permissible
angles to the vertical, with phase velocities pointing towards the height of
zero displacement of the cylinder. Whereas, for the three-dimensional case of
a sphere undergoing small oscillations, the permitted directions form a cone,
leading to conical internal waves that decay in amplitude as the energy is
spread more thinly further from the source (Flynn et al., 2003).
By taking the scalar product of the velocity u with the momentum equa-
tion (1.17), it can be shown that there is equipartition of energy between
kinetic and gravitational potential energy. Then, let 〈·〉 denote the time
average of a quantity. Using the polarisation relations (1.23), the energy
11
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cp cp
cg
cg
cg
cg
Θ
Figure 1.4: Vertical gradient of the density perturbation ∂ρ
′
∂z for the in-
ternal wave field generated by a horizontal cylinder oscillating vertically in
the centre of the image (Dalziel, 2014). Four wave beams propagate out-
wards at angle Θ = cos−1 ωN to the vertical with group velocities cg. The
phase velocities cp are perpendicular to the directions of the beams and
point towards the equilibrium height.
density averaged over one period is
〈E〉 = g
2
2ρ00N2
∣∣ρ′
∣∣2. (1.26)
The time-averaged energy flux is equal to the product of the time-averaged
energy density and the group velocity (1.25), so the magnitude of the time-
averaged energy flux is
|〈FE〉| =
ωg2
2ρ00kN2
√
1− ω
2
N2
∣∣ρ′
∣∣2, (1.27)
acting in the direction of the group velocity. As the frequency ω of the waves
approaches the buoyancy frequency, the energy flux drops to zero.
1.4 Thesis Outline
Most of experimental and data processing methods used in this thesis are
described in chapter 2, with some key novel sections described in detail later.
Then, a new wave maker used in these experiments, the Arbitrary Spectrum
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Wave Maker, or ASWaM, is described, modelled and evaluated in chapter 3.
In chapter 4, the nonlinear response due to a monochromatic travelling si-
nusoidal boundary is predicted and validated against experiments. The pro-
duced wave field is a sequence of harmonics of integer multiples of the input
frequency. For general boundary shapes, the perturbation expansion theory
given requires the non-trivial solution to the inhomogeneous governing equa-
tion for internal waves, for which the methods and solutions are described in
chapter 5. The theory of chapter 4 and solution techniques of chapter 5 are
combined in the theoretical and experimental discussion of physical realis-
able flows arising from the effects of finite beam width for internal waves in
chapter 6. The internal wave harmonics generated by arbitrary objects, as
are present in the oceans, and the triadic interactions between internal waves
are considered. With a model outlined for which internal waves are gener-
ated and where they propagate to, mechanisms for which internal waves can
break into patches of turbulence are explored experimentally in chapter 7.
Finally, the results are summarised and the possible direction of further work
discussed in chapter 8.
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Methods
2.1 Overview
A new experiment was undertaken to observe nonlinear internal wave fields.
A long tank, described in section 2.2, was filled with a linear density strat-
ification using the double bucket method, explained in section 2.3. The
novel Arbitrary Spectrum Wave Maker, which will be explored in detail in
chapter 3, is an actively driven flexible section, like a “magic carpet”, in the
base of the tank that generates the internal waves. For some configurations,
the waves impinge on a shear interface, which is produced using the ap-
paratus described in section 2.4. The flows in the tank are visualised and
recorded using the optical technique synthetic schlieren, which is described
in section 2.5. Then, the images are post-processed using a collection of both
temporal and spatial techniques, described in section 2.6, including a novel
spatial method using the gradients of perturbation quantities, explained in
section 2.6.5. Finally, the definition and method of taking Fourier transforms
used in this thesis are stated in section 2.7.
2.2 Tank
The tank used is the Long Flow Tank in the G. K. Batchelor Laboratory,
DAMTP, University of Cambridge. Originally, it was about 10 m long and
0.255 m wide, but an extra section to contain the wave maker (described in
chapter 3) was inserted about 2 m from one end, thereby extending the length
of the tank to 11.4 m. Usually, the internal waves are driven propagating
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0.255m
0.48m
∼∼
11.4m
Acrylic tank wall
0.016m thick
Figure 2.1: Long Flow Tank (modified from Dalziel, 2015). The wave
maker is inserted into a section of the tank out of the field of view to
the bottom left (see figure 3.2). Typically, the internal waves are directed
towards this far end of the end to give time for them to dissipate before
reflecting back above the wave maker.
towards the further end of the tank in order to minimise reflections interfering
with the experiments. The tank can be filled to a depth of 0.48 m, but
since the depth is not of utmost importance, except when using the shear
layer (see section 2.4), the depth of a stratification is typically 0.35 m to
0.4 m. Transparent acrylic walls 0.016 m thick enable the optical technique
of synthetic schlieren to be used (see section 2.5).
2.3 Double Bucket Method for Producing a Linear
Stratification
The tank is filled with a linear stratification using the double bucket method
(Fortuin, 1960; Oster, 1965); a schematic diagram is shown in figure 2.2.
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Pump
Saltwater
bucket
Cs
Freshwater/mixing
bucket
Cm(t)
hs(t)
hm(t)
Ql(t)
Qo(t)
to tank
Qs
Figure 2.2: Double bucket method for producing linear stratifications
using a pipe to the bottom of the tank. Initially, the left bucket contains salt
water and the right fresh water of mass concentrations Ci, with the water
levels such that the buckets are in hydrostatic equilibrium. A slow flow is
extracted from the mixing bucket to fill the tank. To maintain pressure
balance, salt water flows through the connection, thereby increasing the
salinity in the mixing bucket and the outflow to the tank. More salt water
may be added to the left bucket very slowly to improve the stratification.
All time-dependent quantities are marked explicitly.
This consists of two identical buckets of uniform cross-sectional area A =
0.671 m2, one initially fully filled with fresh water and the other with con-
centrated salt water of density ρs (sodium chloride solution at about 90 %
saturation). The salt water is slowly fed into the freshwater bucket using
hydrostatic pressure differences and mixed, thereby steadily increasing the
density of water in the mixing bucket ρm(t) in time t. This mixed fluid is
slowly piped into the base of the main tank at a flow rate of Qo(t), passing
through a layer of reticulated foam to dissipate the momentum of the fluid in
order to minimise mixing in the tank. So, layers of progressively denser fluid
are inserted into the base of the tank, producing a density stratification.
Because the volume of the tank is slightly larger than the double buckets,
the tank cannot be filled completely. So, a slow, steady flow Qs of salt water
is added to the saltwater bucket when a deeper stratification is required,
such as for the shear layer (see section 2.4). No fresh water is added to avoid
the risk of reducing the density in the mixing bucket, leading to overturning
in the main tank.
Initially, the salt bucket is filled to just over 84 % (the ratio of densities
of fresh water to the laboratory salt water) of the depth of the fresh bucket,
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so that the hydrostatic pressure at its base is slightly higher than in the fresh
bucket, but with the crosslink closed. Then, they are left to equilibrate to
room temperature overnight, in order to avoid the double diffusion of salt and
heat creating layers in the stratification, such as the staircases observed by
Krishnamurti (2003). The process was originally described by Stern (1960),
with further explanation by Stern (1969), and is due to heat diffusing faster
than salt. This is important because the initial temperature of the fresh
water is typically much colder than the laboratory and salt water, which
are both at 20 ◦C. This temperature differential is a second reason why
fresh water cannot be added to the system later, unless it is first stored in a
separate bucket to warm up.
Prior to commencing filling of the tank, the recirculating pump is star-
ted, then the connection between the buckets is opened. This causes enough
salt water to flow into the mixing (fresh) bucket to balance the hydrostatic
pressures in the connection. The apparatus is left running in this config-
uration for 15 minutes to give time for the fluid to be sufficiently mixed
and in equilibrium. Then, the connection is closed, pump stopped and con-
nection reopened and observed to verify that there is no flow through the
connection, indicating equilibrium has been achieved. Finally, the pump is
restarted, with the connection temporarily closed but then reopened, and the
output valve opened to draw a small flow into the main tank. The valve is
adjusted with the aid of a flowmeter to give a flow rate that fills the tank as
slowly as possible in one working day in order to minimise turbulent mixing
between successive layers in the tank; typically, this takes 6–8 hours. Also,
a steady trickle Qs of salt water may be added to the salt bucket, controlled
by another valve and flowmeter. It is important not to adjust either con-
trol valve after the first five minutes, otherwise visible layers form in the
stratification.
Following this procedure produces an approximately linear stratification.
It is a passive method driven by the hydrostatic pressure difference across the
connection between the bases of the buckets. This is modelled numerically
using a system of coupled ordinary differential equations, generalised from
the linear argument of Zurigat et al. (1990). First of all, the rate of change
of volume of salt water in the salt bucket, calculated by multiplying the
cross-sectional area A by the depth of fluid hs(t), is given by the difference
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between the inlet and outlet (to the mixing bucket) flow rates, Qs and Ql(t),
A
dhs
dt
= Qs −Ql. (2.1)
A similar equation holds for the volume of the mixing bucket, except the
volume of brine also increases with the mass concentration of salt Cm(t) (in
units of kg m−3),
A
dhm
dt
= Ql −Qo +
∂(Ahm)
∂Cm
dCm
dt
. (2.2)
The density of salt water at 20 ◦C increases approximately cubicly (derived
from Haynes et al., 2014), in SI units,
ρ(C) = 998 + 0.706C − 3.08× 10−4C2 + 2.99× 10−7C3, (2.3)
correct to three significant figures. From the same data, it is also calculated
that a volume of fresh water expands cubicly as more salt is dissolved,
V
V0
= 1 + 2.887× 10−4Cm − 4.990× 10−7C2m + 3.020× 10−10C3m, (2.4)
which is differentiated to give the expansion coefficient for substitution into
the equation of volume conservation in the mixing bucket (2.2),
∂V
∂Cm
=
∂(Ahm)
∂Cm
= 2.89× 10−4 − 9.98× 10−7Cm + 9.06× 10−10C2m. (2.5)
Thirdly, the mass of salt solute in the mixing bucket varies with the
difference between the crosslink CsQl and outlet CmQo salt fluxes, which,
after applying the product rule to the derivative of the total mass of salt
CmAhm, gives the mass conservation relation,
dCm
dt
Ahm + CmA
dhm
dt
= CsQl − CmQo. (2.6)
For a known outflow Qo(t), the closure of this system of four variables is
provided by Bernoulli’s equation on a streamline running from the surface
of the saltwater bucket, which is descending at a rate of −dhsdt and is at
atmospheric pressure pA, through the connecting pipe to the point just before
it enters the mixing bucket. The fluid is of constant density ρ(Cs) along the
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streamline. If the connecting pipe has cross-sectional area a, then the speed
at the exit point is Qla and the pressure given by the hydrostatic pressure,
pA + ρ(Cm)ghm, so Bernoulli’s equation is
1
2
ρ(Cs)
(
dhs
dt
)2
+ ρ(Cs)ghs =
1
2
ρ(Cs)
(
Ql
a
)2
+ ρ(Cm)ghm. (2.7)
For a constant outflow Qo and no additional salt water during filling
Qs = 0, a series of approximations reduce these equations to producing
a linear density stratification. First of all, since the volume of salt wa-
ter (2.4) changes by less than 5 % from fresh water to a saturated solution,
the volume is assumed to be independent of the concentration, d(Ahm)∂Cm = 0.
Then, the density becomes a linear function of the concentration with two
(temperature-dependent) constants ρ0 and ρ′, ρ(C) = ρ0 +Cρ′. Adding the
equations for volume conservation in each bucket, (2.1) and (2.2), together
gives the total volume conservation,
A
(
dhs
dt
+
dhm
dt
)
= −Qo. (2.8)
Secondly, because the water levels in each bucket drop very slowly, the fluid
speeds at the surface and through the crosslink are negligibly small. So,
Bernoulli’s equation (2.7) reduces to hydrostatic balance,
ρ(Cs)ghs = ρ(Cm)ghm, (2.9)
which says that the mass of fluid in each bucket is the same (Fortuin, 1960).
Substituting this into the equation of global volume conservation (2.8) to
eliminate the water height in the salt bucket hs gives
(
ρ(Cm)
ρ(Cs)
+ 1
)
dhm
dt
= −Qo
A
. (2.10)
Since 0.83 < ρ(Cm)ρ(Cs) 6 1, this is linearised to give an ordinary differential
equation for the water height in the mixing bucket independent of the other
variables,
dhm
dt
= −Qo
2A
. (2.11)
From this, it is readily deduced that the flow rate through the connection
between the buckets is half the out flow rate, Ql = 12Qo. Integrating gives
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the evolution of the water level in the mixing bucket,
hm(t) = hm(0)−
Qo
2A
t. (2.12)
Substituting these into the conservation of salt (2.6) gives
dCm
dt
A
(
hm(0)−
Qo
2A
t
)
− 1
2
CmQo =
1
2
CsQo − CmQo, (2.13)
which is readily solved by separation of variables to give the linear growth
of salt concentration in the mixing bucket,
Cm(t) = Cs +
Cs − Cm(0)
hm(0)
(
Qo
2A
t− hm(0)
)
. (2.14)
Since the out flow rate Qo and the cross-sectional area of the main tank
are constant, and the density is assumed to varying linearly with the con-
centration, a linear density stratification is therefore produced under these
approximations.
For a given outflow profile Qo(t), the four nonlinear, simultaneous, first-
order ordinary differential equations, (2.1), (2.2), (2.6) and (2.7), with de-
pendent variables hs, hm, Ql and Cm are solved numerically by stepping for-
wards in time and using the polynomials in Cm for ρ (2.3) and
∂(Ahm)
∂Cm
(2.5).
When filling the tank, it is observed that the output flow rate decays gradu-
ally, despite not adjusting the control valves. The decay occurs because a
centrifugal pump is used, which produces a constant flow rate for a given
head. Since the recirculating flow is much greater than the outflow to the
tank, the recirculation rate is approximately constant throughout with a
constant head, so the flow rate to the tank is inversely proportional to its
head. The head consists of the hydrostatic pressure of the water already in
the tank (divided by the current density and gravitational acceleration) plus
another static head of 1.56 m from the junction up to the base of the tank
and a pipe loss proportional to the flow rate with coefficient k,
H(t) =
1
Aρ(Cm(t))
∫ t
0
ρ
(
Cm
(
t′
))
Qo
(
t′
)
dt′ + 1.56 + kQ2o(t). (2.15)
The output flow rate at each time is calculated for a given initial flow rate
20
2. Methods 2.3. Double Bucket Method
1.76 1.78 1.8 1.82 1.84 1.86 1.88 1.9
−0.4
−0.3
−0.2
−0.1
0
Nl
(
rad s−1
)
D
ep
th
in
ta
nk
(m
)
Figure 2.3: Local buoyancy frequency profiles for varying flow rates into
the saltwater bucket Qs. Qs = 0 (no salt water added) is in blue, the
optimum Qs = 0.024Qo(0) in orange and a larger amount Qs = 0.5Qo(0) in
yellow.
using the head,
Qo(t) = Qo(0)
H(0)
H(t)
, (2.16)
which is multiplied up to give a cubic equation for Qo that is solved numer-
ically and the result inputted to the four simultaneous equations at the next
time step.
The predicted profile of the local buoyancy frequency (1.14) is shown
in figure 2.3, with the pipe loss k = 107 s2 m−5 giving an average fit to the
observed flow rates. When no more salt water is added to the buckets during
filling Qs = 0 (in blue), the buoyancy frequency increases by about 5 % with
increasing depth in the tank. Adding a small amount of salt water at 2.4 % of
the output flow rate (orange) is near optimal, with the buoyancy frequency
approximately constant, except in the lower part of the tank. However,
this reduction is counteracted by the lower flow rate reducing the amount
of mixing, thereby maintaining the steepness of the density gradient better
compared to higher up (not included in model). On the other hand, adding
too much salt water (yellow) significantly enlarges the reduction in buoyancy
frequency towards the base of the tank. This is observed experimentally
too, due to insufficient control over the salt water feed: if it is too open, a
stratification with significant curvature is produced.
Figure 2.4 shows a typical stratification produced in the laboratory using
the double bucket method, without adding any water to the buckets during
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Figure 2.4: Measured stratification produced using double buckets with
no water added to buckets during filling. The red line on the density plot is
the least-squares straight line of best fit, excluding points in the top 0.04 m.
The stratification is very close to linear, except near the top and bottom of
the tank.
filling. It was measured using a salinity probe, calibrated against known salt
water solutions, mounted on a vertical traverse. A median filter smoothes
the density readings, from which the buoyancy frequency is derived with no
further filtering; the derivative greatly amplifies noise in the data sequence,
hence the noisy buoyancy frequency signal. For most of the depth of the tank,
the density stratification is close to linear (the straight, red line is shown for
comparison) with a fairly constant buoyancy frequency that is maximum
about a third of the way up the tank, which matches the shape of the orange
line prediction in figure 2.3. However, a homogeneous layer a few centimetres
thick formed near the top surface. One possible cause is evaporation of water,
which would leave an unstable layer of more concentrated salt water, which
overturns and mixes. The strength of the stratification also decreases at the
bottom of the tank. Very near the bottom, this is because the salt ions, which
diffuse along concentration gradients, cannot diffuse through the base of the
tank, so there must be no density gradient (N = 0) there; this limitation is
also a second cause of the unstratified surface.
The prediction of the flow rate for an initial flow of 8× 10−5 m3 s−1 is
compared to a corresponding experiment in figure 2.5. It shows a fairly
good match here, although on some other occasions the flow rate dropped
at nearly double the rate, which cannot be predicted by tuning the pipe
loss coefficient k. This suggests that the pump, and thus the recirculation,
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Figure 2.5: Predicted flow rate to tank Qo with an initial flow of
8× 10−5 m3 s−1 (solid line), calibrated to flowmeter readings (circles). The
flow rate drops due to working against an increasing head in the tank and
a lower suction head in the mixing bucket.
flow rate also drops with time, due to the lower suction head as the mixing
bucket is emptied. Modelling the reduced suction head would require a
detailed evaluation of the pipes with several empirical constants, although
it is unclear why the extent to which the flow rate drops is so variable. If,
instead, the tank were filled by floating successive layers of reducing density
on top of the tank, the end of the outlet pipe would rise as the tank fills.
Because the average density in the tank is less than that at the bottom, the
hydrostatic head would increase faster than when piping to the base of the
tank, giving an even greater reduction in the flow rate Qo.
By controlling the flow rates into both buckets and between them, the
double bucket method can be modified to produce other stratifications or
fill a geometry varying with height at a constant rate, thereby ensuring a
constant rate of turbulent mixing. However, this requires solving an inverse
problem to calculate the required flow rates before filling (Hill, 2002). In
addition, it may be necessary to adjust the flow rates during filling, which
may introduce unwanted step changes in the stratification. Furthermore,
filling a large tank requires large buckets, for which there may not be space
in a confined laboratory. These difficulties and the imperfections in the
linear stratification identified above can be counteracted by using the mixer
tap described in appendix A. It uses a computer-controlled pair of valves,
a flowmeter, a salinity probe and a thermometer to mix a saltwater and a
freshwater supply to produce a prescribed output flow rate with a specified
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density profile. Thus, a tank of arbitrary cross-sectional profile can be filled
with an arbitrary stratification, specified only as input to the software.
2.4 Shear Layer
Apparatus to generate a shear interface at the top of the tank, which may
turn unstable when an internal wave is incident on it, was developed and
fitted to the tank. A common way to produce such a shear interface is by
carefully tipping the whole tank, as performed by Thorpe (1968), but this
only produces a short-lived shear layer, which is not long enough to generate
internal waves elsewhere. Also, if such a method was used here, the linear
stratification would be destroyed, thus requiring a whole day’s work to refill
the tank before the next experiment. An alternative paddle-driven system
was used by McEwan and Baines (1974), which produces shear fronts that
propagate along the tank and allows a longer experimental duration than
Thorpe’s method, but still necessitates refilling the tank after each short
experiment. Instead, Odell and Kovasznay (1971) used an array of rotating
discs to produce a continually circulating shear flow, where the shear layer
is also density stratified, but the stratification decays more rapidly than
without shear due to mixing.
In this thesis, a simpler pumped mechanism is used. It produces a height-
adjustable interface, above which the density is homogeneous and the flow is
laminar and horizontal, while below there is a quiescent density stratification.
Typically, the shear layer is started with fresh water above the interface,
although as mixing takes place along the interface, salt is gradually entrained.
The pumping mechanism causes this to be mixed completely, so that there
is no stratification within the shear layer. Alternatively, the system can be
modified to dump the used shear layer fluid to effluent and draw fresh water,
but this is wasteful and found not to be necessary.
The apparatus consists of two height-adjustable boxes, one mounted at
each end of the tank, as shown in figure 2.6. The water is withdrawn from
one box, along a short section of hose, to a centrifugal pump, which sends
the water along a much longer section of pipe to enter the other box. It is
important to have the pump far from the in box to reduce vibrations in the
shear layer. The pump produces a fixed flow rate of 0.004 m3 s−1 and has
a bypass with valves fitted to enable lower flow rates along the shear layer.
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Figure 2.6: Schematic cross-section through shear layer apparatus in the
mid-plane of the tank. Fresh water is pumped around the system, forming
a homogeneous layer over the stratification in the tank. The boxes at each
end allow the flow to expand and contract between the narrow width of the
pipe and the comparatively wide tank. The blocks of reticulated foam are
used to straighten the turbulent flow in the boxes and to reduce the effect
of the suction of the pump on the shear layer. The boxes can be lowered to
maintain a sharp interface.
Since the tank is 0.255 m wide, for a shear layer of depth 0.1 m, this produces
a maximum average velocity of 0.15 m s−1.
The two large boxes are required as a way for the pipe flow from the
pump to expand, change direction and settle before flowing into the shear
layer. Each box has a horizontal lip over which the water flows. On the
lip of the source box, two 5 cm thick blocks of reticulated foam are placed
with a gap of about 5 cm between them, in order to straighten the flow from
turbulent in the box to laminar over the stratification. The gap and second
block are required to allow for the flow to adjust after the pressure drop
through the first block. On the extraction box lip, only one block of foam
is required to reduce the effect of the low pressure due to the suction of the
pump from propagating back along the shear layer.
Each box has a triangular profile when viewed from the side with the
point at the bottom. This is to avoid velocity discontinuities when the heights
of the boxes are adjusted, especially when they are close to the base of
the tank. A discontinuity would generate large-amplitude, low-frequency
25
2.5. Synthetic Schlieren 2. Methods
internal waves that will persist for a long time in the tank. For draining and
cleaning, a plug hole is provided in the base of each box.
When using the shear layer, the fresh water layer is floated in slowly via
a hose from the mains supply into the source box. Then, the pump (having
been primed) is started and the flow rate slowly increased to establish the
shear layer. It is essential to adjust the flow rate slowly, otherwise large
interfacial waves are produced that will increase the mixing on the interface,
lowering its position. The heights of the boxes are then carefully adjusted
so that there is no hydraulic jump from the flow entering the tank from the
source box and the interface is incident on the extraction box below the lip,
in order to avoid withdrawing fluid from below the interface.
2.5 Flow Visualisation using Synthetic Schlieren
2.5.1 Introduction
Synthetic schlieren is a non-intrusive, optical technique to observe perturb-
ations to the density field, which was first proposed by Dalziel et al. (1998)
with further detail in Sutherland et al. (1999) and Dalziel et al. (2000).
Vertical displacements from wave motion in a stratified medium result in
time-dependent, local density perturbations. Because the refractive index of
salt water increases with concentration, the passing waves cause light rays
passing through the tank to be deflected by varying amounts. For a uniform
light source, this creates an interference pattern of lighter and darker bands,
where the rays diverge or converge respectively, like in a mirage above a hot
road. This is how the traditional method of a shadowgraph works, as used,
for example, by Görtler (1943). A more sophisticated method to exploit
this property is classical schlieren, which was adapted for stratified fluids by
Mowbray (1967); however, this relies on the careful positioning of expensive
concave mirrors to produce a pattern of varying light intensity from which
quantitative measurements may be taken.
Synthetic schlieren uses simple, readily available laboratory equipment,
as shown in figure 2.7, with the power of a computer, to produce highly
accurate, quantitative readings, with considerably less preparation time. An
image is projected from behind the tank, which is distorted by the stratific-
ation when viewed from in front of the tank. A camera records the distorted
image, from which the computer solves the inverse problem of determining
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Figure 2.7: Apparatus and path of a light ray for synthetic schlieren. Each
ray of light from the random dot pattern on the TV screen refracts twice as it
enters the tank, refracts along a curve through the stratification (quadratic
in an unperturbed linear stratification), before a final pair of refractions on
exiting the tank. The camera records the apparent distortion of the dot
pattern and streams it to the computer. A pattern matching algorithm is
used to determine the apparent displacements relative to a reference image,
from which the gradient of the density perturbation is deduced. The dot
pattern needs to be random to avoid aliasing of the image.
which stratification produced the distortions. Since only the perturbation
field is required, only perturbations to the distorted image are considered. It
is so sensitive that the heat rising off one’s hand can be observed, so shielding
is required to protect against flows and other hot objects in the laboratory.
2.5.2 Ray Tracing
In order to calculate the density perturbation from perturbations to the
recorded image, it is first required to solve the forwards problem of finding
the path that light rays take for a known stratification. The calculation
for each snapshot in time is independent of the other frames, so the time
dependence is implicitly assumed throughout this section. In addition, it is
assumed that the refractive index n(x, y, z) depends only on the density ρ,
which also assumes that the temperature is uniform throughout the tank.
Let φ(x, y, z) be the angle that light rays make with surfaces of constant
refractive index n, which is the complement of the angle of incidence.
Consider one particular ray, and let s be the distance along it from the
rear tank wall. Let s‖ be the projection of s onto the local surface of con-
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stant n, and let s⊥ be the perpendicular component, which is the projection
in the plane normal to both the ray and the local surface of constant n.
Differentiating Snell’s law,
n cosφ = constant, (2.17)
with respect to the path length s and using the chain rule gives
(
∂n
∂s‖
ds‖
ds
+
∂n
∂s⊥
ds⊥
ds
)
cosφ− ndφ
ds
sinφ = 0. (2.18)
s‖ is the component of s in the direction of constant n, so ∂n∂s‖ = 0. Also,
φ is the angle between the ray and the level sets of n, so trigonometry
gives ds⊥ds = sinφ. Provided the light ray does not lie exactly in a surface
of constant n, sinφ 6= 0, substituting these into the derivative of Snell’s
law (2.18) and dividing through by sinφ yields
∂n
∂s⊥
cosφ = n
dφ
ds
. (2.19)
Applying trigonometry again to the direction of the ray further gives
that ds‖ds = cosφ and
ds⊥
ds‖
= tanφ. Differentiating the second relation with
respect to s‖ and invoking the first gives a second equation in terms of the
derivative of the angle along the ray,
d2s⊥
ds2‖
=
dφ
ds
ds
ds‖
sec2 φ =
dφ
ds
sec3 φ. (2.20)
Eliminating dφds from the two equations, (2.19) and (2.20), gives the ray path
equation in an arbitrary stratification,
d2s⊥
ds2‖
=
sec2 φ
n
∂n
∂s⊥
. (2.21)
The refractive index is assumed to be a function solely of the density and
is observed to have an approximately linear dependence (Haynes et al., 2014).
So, for Boussinesq reference density ρ00 = 1000 kg m−3 with corresponding
refractive index n00 = 1.3334 and dimensionless constant of proportionality
β ≈ 0.184 (Dalziel et al., 2000), the gradient of the refractive index relation
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is
dn
dρ
≈ n00
ρ00
β. (2.22)
Then, the ray path equation can be expressed in terms of the density gradi-
ent,
d2s⊥
ds2‖
=
sec2 φ
n
dn
dρ
∂ρ
∂s⊥
=
n00
n
β
ρ00
∂ρ
∂s⊥
sec2 φ. (2.23)
For synthetic schlieren, the camera is typically far in front of the tank,
in order to reduce parallax error. The light rays that reach the camera
will pass through the tank approximately horizontally. In addition, as is
true for all flows in this thesis, the internal waves are approximately two-
dimensional, with no variation across the tank, except for thin boundary
layers of millimetre thickness on the tank walls. The modification of the wave
field due to such a thin boundary layer is orders of magnitude smaller than
the wave itself. In fact, the deviation of the ray across the tank represents
an average of the density gradient on that path, so the boundary layers
have a negligible effect on the synthetic schlieren output. Thirdly, since the
refractive index only varies by up to 3.5 %, the gradients are assumed to be
small and n ≈ n00. With these three approximations, the projected distance
s‖ in the plane of constant n is approximately equal to the distance across
the tank, which is defined to be y; the x direction is defined to be horizontal
along the length of the tank and z vertically upwards. Also, the angle φ of
the ray to the level sets of n is small, |φ|  1, so sec2 φ ≈ 1. Collating these
approximations, the equation (2.23) is linearised to
d2s⊥
dy2
≈ β
ρ00
∂ρ
∂s⊥
. (2.24)
Since this equation is now linear, the components of s⊥ can be projected
onto the other two Cartesian axes (x, z). This gives the pair of decoupled
ray tracing equations,
d2x
dy2
≈ β
ρ00
∂ρ
∂x
(2.25a)
d2z
dy2
≈ β
ρ00
∂ρ
∂z
. (2.25b)
For a static linear stratification, ∂ρ∂z < 0 and is constant. Integrating the
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z component of the ray equation twice shows that light rays bend downwards
with a quadratic shape in a linear stratification. However, the interesting
field variable is the density perturbation ρ′, which needs to be deduced from
the apparent displacement of the light ray at the front of the tank ∆x′ =
(∆x′,∆z′).
For small perturbations, the situation can be linearised further by as-
suming that the gradient ∇ρ′ is also approximately constant along the ray.
Then, integrating (2.25a) twice over the width W of the tank, the light ray
is displaced horizontally by
∆x′ ≈
∫ W
0
∫ y
0
d2x
dy′2
dy′ dy =
βW 2
2ρ00
∂ρ′
∂x
. (2.26a)
The vertical component of the density gradient ∂ρ∂z is the sum of the gradi-
ents of the background stratification dρ0dz and the density perturbation
∂ρ′
∂z .
Because the equations are all linear, these two components can be treated
separately, so the vertical perturbation displacement of the light ray ∆z′ is
of identical form to the horizontal displacement,
∆z′ ≈
∫ W
0
∫ y
0
d2z
dy′2
dy′ dy =
βW 2
2ρ00
∂ρ′
∂z
. (2.26b)
Combining these into a vector equation and inverting it gives that the gradi-
ent of the density perturbation, normalised by the reference density, is pro-
portional to the displacement perturbation of the image on the front of the
tank,
∇ρ′
ρ00
=
2
βW 2
∆x′. (2.27)
Corrections to this formula are required to account for refraction at each
of the interfaces between media along the path of the light ray, for example,
when passing from the acrylic glass of the walls of the tank to the air or water.
However, these will not be discussed here, but are used in the calculations
in this thesis, which will be performed by the software package DigiFlow
(Dalziel Research Partners, 2018, versions 3.6.0–4.2.0).
2.5.3 Apparatus
The input image is displayed on a 55-inch (1.4 m) 4k (UHD) TV screen be-
hind the tank. A random pattern of black and white dots is used to avoid
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aliasing: if a regular pattern of dots is displayed, they could all be distor-
ted onto the positions of the neighbouring dots, which would produce zero
apparent displacement. The distorted pattern is recorded on an ISVI IC-
X12CXP 12-megapixel video camera at four frames per second. DigiFlow
is used to capture the video and then perform the synthetic schlieren cal-
culation. It uses autocorrelation to perform pattern matching between the
reference image, taken before the start of each experiment, and each frame
of the video to be processed; this is very similar to the algorithms commonly
used in particle image velocimetry (PIV). Then, with the calculated appar-
ent displacements, it determines the two-dimensional gradient of the density
perturbation using the inverse ray-tracing method explained in section 2.5.2.
The output is a sequence of pairs of images of the gradient of the density
perturbation normalised by the Boussinesq reference density ∇ρ
′
ρ00
. Because
the reference density ρ00 is constant, the output images are proportional to
∇ρ′. These may be integrated to obtain the density perturbation field ρ′,
although this is seldom done, because the integration can smooth over subtle
effects in the flow.
Displaying the dot pattern on a TV instead of a static mask in front of
a light bank was first performed by Sveen and Dalziel (2005), although it
has recently become more affordable due to the falling cost of large, high
resolution screens. It enables a higher contrast than with the usual method
of overhead projector transparencies in front of a light bank, thereby produ-
cing higher quality images while allowing most laboratory lighting to remain
switched on for other laboratory users. In addition, for future work, the pat-
tern could be synchronised with the camera and pulsing laser to switch on
and off at up to 30 Hz, enabling particle image velocimetry (PIV, a different
optical technique) to be performed concurrently (Sveen and Dalziel, 2005;
Dalziel et al., 2007). Furthermore, the pattern could be dynamically changed
to maximise the performance of the synthetic schlieren algorithm, based on
the predicted flow field, although this would require significant further re-
search to implement. One difficulty is the formation of aliasing patterns due
to the screen and camera having the same resolution of 12 megapixels; this
is resolved by zooming the camera in to look at 90 % of the width of the
screen.
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2.6 Image Filtering
2.6.1 Overview
When investigating interactions of internal waves, it is necessary to split an
image sequence, output by synthetic schlieren (see section 2.5), into indi-
vidual wave beams of a single frequency and propagation direction. Almost
uniquely for internal waves, the direction of propagation and frequency are
linked by the dispersion relation (1.15), resulting in a mixture of spatial and
temporal filtering techniques. Harmonic analysis (see section 2.6.2) and dy-
namic mode decomposition (DMD, see section 2.6.3) are temporal techniques
that identify the amplitude and phase for a set of oscillation frequencies, with
the key difference that harmonic analysis identifies multiples of a given input
frequency, but DMD identifies the dominant frequencies with no prior know-
ledge. Since there are four possible directions of propagation at a particular
frequency (the four arms of the St. Andrew’s Cross pattern), the output im-
age is decomposed further spatially using either the Hilbert transform (see
section 2.6.4) or by using the direction of the gradients (described in sec-
tion 2.6.5). The latter spatial filter can also be used to split a single video
frame into up to three internal waves without using the rest of the sequence.
2.6.2 Harmonic Analysis
Harmonic analysis is useful for separating an image sequence consisting of
several signals, each of frequency a multiple of some fundamental frequency,
that are oscillating steadily. Any real signal f(t) that is periodic with period
2T can be expressed as a complex Fourier series, using ∗ to denote the
complex conjugate,
f(t) = c0 +
∞∑
n=1
[
cne
inπt
T + c∗ne
−inπt
T
]
, (2.28)
with the coefficients given by
cn =
1
2T
∫ 2T
0
f(t)e−i
nπt
T dt. (2.29)
The choice of summing only over positive n is possible because the function
f(t) being real requires c−n = c∗n. Each pixel in an image sequence is treated
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as an independent signal fj(t) and its first few Fourier coefficients cn found.
The amplitude of the signal with angular frequency ω = nπT is given by
|cn|
2
and phase by the argument of cn. Then, the pixels are assembled to form
amplitude and phase images at each harmonic frequency. This routine is
performed using the inbuilt function in DigiFlow, which does not require the
frames to be evenly spaced in time (for example, a missing frame is ignored).
In practice, a longer sequence of frames is integrated over, with the se-
quence truncated to be close to a whole number of periods. Then, any other
signals present that are not an integer multiple of the fundamental frequency
will contribute a negligible amount to the integral (2.29) compared to the
fundamental frequency. These other signals may be extracted by rerunning
the harmonic analysis algorithm with a different fundamental frequency. The
worst case scenario is if the other frequency is close to the fundamental fre-
quency, such that a beating interference pattern occurs: to counteract this,
a very long integral is needed to produce the required cancellation of the
integrand to avoid the other frequency appearing in the amplitude output
by the harmonic analysis. In this case, harmonic analysis is ill-advised.
2.6.3 Dynamic Mode Decomposition
Unlike harmonic analysis, which correlates the video onto a predetermined
set of frequencies, dynamic mode decomposition (DMD) identifies the dom-
inant frequencies without any a priori knowledge of the system (Schmid,
2010). It uses an eigendecomposition to find the principal components of
the flow. Moreover, the frequencies are not set in fixed ratios and a growth
rate is also returned for each mode, thereby broadening the applicability
to unsteady oscillatory systems. The DigiFlow macro implementation by
Dalziel (2017) is used, with the key points of its algorithm outlined here.
Let the nth frame in a monochromatic video with constant time interval
δt between frames be represented by the state vector xn, with each element
in the vector corresponding to a pixel in the image. The video is typically
of the vertical gradient of the density perturbation ∂ρ
′
∂z . It is now assumed
that there is some constant, linear Koopman operator A (a square matrix)
that maps one frame onto the next,
xn+1 = Axn. (2.30)
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For a linear process, this approximation is exact, but for the nonlinear pro-
cesses studied here, it is a sufficiently good linearisation. Since the linear
map A is stationary, the state at time n δt after the start of the video is
given in terms of the first frame x0 by the Krylov sequence
xn = A
nx0. (2.31)
An eigenvector ym of A, with complex eigenvalues e(µm+iωm) for µm, ωm ∈ R,
is a complex multiple of itself in frame n at time t = n δt,
ym,n = A
nym = e
(µm+iωm)nym = e
1
δt
(µm+iωm)tym, (2.32)
so ym is a mode of the system with angular frequency ωmδt and exponential
growth rate µmδt . It remains to calculate the modes from the state sequence
xn without knowing the form of the linear map A.
For a sequence of N + 1 frames of p pixels, the p×N Hankel matrix of
state vectors,
X0 =
[
x0x1 . . .xN−1
]
, (2.33)
advances by δt to give the evolved Hankel matrix,
X1 =
[
x1x2 . . .xN
]
= AX0. (2.34)
Since the number of pixels p ∼ 107 is much greater than the number of frames
in the sequence N ∼ 102, A can be approximated by a much smaller N ×N
matrix B that acts on the Hankel matrix through right multiplication,
X0B ≈ X1. (2.35)
This smaller matrix B is much cheaper to calculate than A.
Although B could be calculated as a least squares solution to the linear
system of equations (2.35), it is ill-conditioned, because, for a typical exper-
iment of a few internal waves, there are only twice this number of modes (a
real sinusoid is the sum of two complex conjugate exponentials), hence the
rank of the dominant signal is much smaller than the number of frames N ;
the large number of remaining modes corresponding to experimental noise.
Instead, the singular value decomposition (SVD) of the Hankel matrix X0 is
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used, denoting the conjugate transpose with †,
X0 = UΣT
†. (2.36)
For a general complex matrix, the square matrices U and T are unitary
and contain the orthonormal eigenvectors of X0X
†
0 and X
†
0X0 respectively,
and the p × N diagonal matrix Σ contains the singular values, which are
the square root of the eigenvalues of X0X
†
0, equivalently X
†
0X0, ordered in
decreasing magnitude and are real and non-negative. Since X0 is real, U
and T are real, so orthogonal, and the conjugate transpose simply becomes
the transpose T. Then, the approximate linear system for B is given by
UΣTTB = X1, (2.37)
which is left multiplied by UT = U−1, as U is orthogonal, to give
ΣTTB = UTX1. (2.38)
The bottom p−N rows of the matrix of N singular values Σ are zero, so
the bottom p−N rows of the UT and hence right p−N columns of U are zero.
In addition, because the underlying fluid flow is of rank r  N , the next
bottom N − r rows are approximately zero, so these are set to zero improve
the conditioning of the linear system (2.35) and reduce computing overhead.
The rank r is selected to provide a sufficiently rich basis to describe the
observed flow field. Then, since the matrix of singular values Σ is diagonal,
its right N − r columns are zero, so the bottom N − r rows of TT, or right
N − r columns of T, can be discarded. Thus, a reduced SVD of the Hankel
matrix X0 is defined with
U 7→ Û a p× r matrix
T 7→ T̂ an N × r matrix
Σ 7→ Σ̂ an r × r invertible square matrix,
which is substituted into the SVD implicit formula for B (2.38) and re-
arranged to give the rank r expression for B,
B = T̂Σ̂−1ÛTX1. (2.39)
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The eigenvalues λm and eigenvectors zm of B are calculated and used to
recover the modes of the fluid flow. Since the right-linear map B (2.35) is
an approximation for the underlying left-linear map A (2.34), the dominant
eigenvalues, corresponding to the modes of interest, are the same. Let Λ be
the diagonal matrix of eigenvalues and Z the matrix of eigenvectors,
Z =
[
z1z2 . . . zr
]
, (2.40)
giving the eigenvalue equation
BZ = ZΛ. (2.41)
Then, changing to the basis of eigenvectors by right-multiplying by the mat-
rix of eigenvectors Z, the nth Hankel matrix is given by
XnZ = A
nX0Z, (2.42)
but the eigenvalue equation (2.41) replaces A by Λ in a different location,
AX0Z ≈ X0BZ = X0ZΛ. (2.43)
Applying this n times gives
XnZ = X0ZΛ
n, (2.44)
thus the nth Hankel matrix is
Xn = X0ZΛ
nZ−1. (2.45)
From this, because Λn is a diagonal matrix, the modes are identified as the
columns of the matrix X0Z, with angular frequency arg λmδt and exponential
growth rate log |λm|δt for them
th mode, and with a right-multiplication by Z−1
required to convert them back to the original basis.
2.6.4 Hilbert Transform
There is a bijection between the directions of the group velocities and the
wavevectors (or phase velocities) for linear internal waves. In two dimen-
sions, there are four possible directions at a given frequency, as seen in the
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St. Andrew’s Cross pattern produced by an oscillating cylinder in figure 1.4.
Thus, a single wave beam can be isolated by restricting its wavevectors to a
single quadrant. This is a purely spatial operation and is called the Hilbert
transform. It was first applied to internal waves experiments by Mercier et al.
(2008). However, it is not to confused with the related linear operator that
convolves a function of t with 1πt , which shifts the phase of a sinusoidal, real
function by π2 . In fact, multiplying the result by i and adding onto the ori-
ginal real sinusoid gives a single complex exponential that is more amenable
to Fourier methods. This is the method used by Mercier et al. to prepare
an image sequence for Hilbert transformation, but either harmonic analysis
(see section 2.6.2) or dynamic mode decompositon (see section 2.6.3) are
used throughout this thesis instead.
Using DigiFlow, the Hilbert transform is implemented by taking the two-
dimensional Fourier transform of the real and imaginary parts of a mode,
such as one produced by either harmonic analysis (see section 2.6.2) or dy-
namic mode decomposition (see section 2.6.3), setting the amplitudes of the
wavevectors in the undesired quadrants to zero, leaving only one quadrant,
then performing the inverse Fourier transform to recover the filtered mode in
physical space. The amplitude and phase of the complex output are saved.
As a future generalisation, this method can separate two wave beams of dif-
ferent frequencies in the same quadrant by retaining a narrower sector of
wavevectors.
2.6.5 Image Decomposition by Gradient Direction
In general, waves have the spatial property of coherent variation in a single
direction, the direction of the wave vector. For planar internal waves, this is
perpendicular to the wave beam, neglecting the effect of dissipation. There-
fore, it is possible to decompose a sequence of frames, or even a single frame,
into constituent wave beams according to their orientation. Moreover, since
the angle to the vertical Θ at which internal waves propagate is a function of
the frequency ω, as given by the dispersion relation (1.15), such a decompos-
ition can be used to isolate beams of a given frequency with only one frame.
Furthermore, this technique is able to separate two wave beams with sharper
resolution than the Hilbert transform (see section 2.6.4), which suffers from
unwanted scatter due to taking the Fourier transform on a finite domain,
but is unable to differentiate between antiparallel waves.
37
2.6. Image Filtering 2. Methods
z
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Figure 2.8: Change of basis for a single wave beam. The basis is rotated
from (x, z) to (a, b), such that the a axis is perpendicular to the wave beam
and the b axis is aligned along it. Then, with no dissipation, the wave only
varies in the a direction and the b component can be discarded.
The algorithm to isolate one beam is as follows. First of all, the angle of
the normal of every significant beam is determined, by either tracing wave
crests or by finding the direction of the eigenvector corresponding to the
eigenvalue of largest magnitude of the Hessian matrix (of second derivatives
of ρ′), since this is in the direction of maximum variation of ρ′. Secondly, the
numerical gradient is taken using central differences, except on the edges of
the domain where a one-sided finite difference is used, to obtain the variation
in world coordinates (x, z). This is not required after a synthetic schlieren
calculation, because the vector ∇ρ′ is already the raw output.
A change of basis is now performed on this vector data to separate the
beam to be isolated, hereafter referred to as beam 1, from the remaining
beams, which is shown in figure 2.8. Initially, a principal axes rotation was
considered, such that basis vector ea is normal to beam 1, so basis vector eb
is parallel to beam 1 (since it is orthogonal to basis vector ea). Because the
only variation is across the beam, the gradient of beam 1 has zero component
in the direction of basis vector eb. Therefore, beam 1 is contained entirely in
image A, with the remaining beams in general present on both images, split
in a ratio according to their angle to the basis vectors.
However, as the aim is to isolate beam 1, it is required to remove a
beam entirely from image A whilst retaining the whole of beam 1. This
can be achieved by performing a non-orthogonal change of basis with basis
vector eb normal to the dominant unwanted beam, called beam 2, with both
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basis vectors normalised. This results in image A containing the entirety of
beam 1, none of beam 2 and some of the remaining beams, while image B
contains none of beam 1, all of beam 2 and the remainder of the other beams.
If ΘA and ΘB are the angles the basis vectors make with the horizontal
(positive x axis), equivalently the angles the beams make with the vertical,
then, in the new coordinate system (a, b),
[
∂ρ′
∂x
∂ρ′
∂z
]
=
[
cos ΘA cos ΘB
sin ΘA sin ΘB
][
∂ρ′
∂a
∂ρ′
∂b
]
. (2.46)
The determinant of the matrix is det = cos ΘA sin ΘB − cos ΘB sin ΘA, so
inverting the relation gives the transformation
[
∂ρ′
∂a
∂ρ′
∂b
]
=
1
det
[
sin ΘB − cos ΘB
− sin ΘA cos ΘA
][
∂ρ′
∂x
∂ρ′
∂z
]
. (2.47)
Because this is a two-dimensional transformation from and to a normalised
basis, this is equivalent to projecting the gradient field onto the two selected
directions.
In this thesis, this technique will only be used to separate two waves
of the same frequency propagating in different directions. In this case, the
original gradient field ∇ρ′ in terms of (x, z) for only beam 1 is recovered by
setting ∂ρ
′
∂b = 0 in the rotation matrix equation (2.46), or setting
∂ρ′
∂a = 0 for
beam 2. Optionally, this may then be integrated to obtain the ρ′ field using
either a least squares approach or the Hodge-Helmholtz decomposition, as
described below.
If three or more wave beams are to be isolated, the numerical gradient of
∂ρ′
∂a is taken, and these steps are repeated to remove the next most dominant
beam. Repeating this process will eventually yield theN th derivative of beam
1 after N beams have been removed. It is worth noting that for real, noisy,
experimental images, each derivative increases the apparent noise level on
the image, which is likely to limit the method’s accuracy for a large number
of interacting beams.
Finally, to recover the filtered beam in terms of the original scalar field
ρ′, N antiderivatives are taken. If the image has M pixels, the numerical
derivative is a linear map from RM to R2M , so depending on the data to be
integrated, a solution may or may not exist. Indeed, because of experimental
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noise potentially adding or removing pixels from the beam, it is very unlikely
that an exact solution will exist. Nevertheless, if an exact solution does exist,
the antiderivative is the area integral of the gradient field and is unique up to
an additive constant, to be determined by the boundary conditions. As a first
approach, the least-squares antiderivative g of G that minimises ‖G−∇g‖2
was considered. However, this led to undesirable edge effects due to the one-
sided finite differences on the edge of the domain being less accurate than
the central differences elsewhere.
Instead, the Hodge-Helmholtz decomposition is used to re-express the
filtered gradient field in terms of a scalar potential φ and vector potential
R, in the notation of Bhatia et al. (2013),
G = ∇φ+∇×R. (2.48)
φ is the irrotational antiderivative that is sought, while R is the rotational
part to be discarded. Because the divergence of a curl is identically zero,
taking the divergence of the decomposition (2.48) gives
∇ ·G = ∇2φ. (2.49)
This is now a Poisson equation for φ, which is solved using successive over-
relaxation, with red-black ordering in order to vectorise the code for faster
execution. An even faster approach would be to use a multigrid method,
although this has not been implemented. In order to provide a unique solu-
tion, the Neumann boundary condition n · G = n · ∇φ is enforced along
the edges of the image, with the Dirichlet boundary condition φ = 0 along
boundary sections far from the beams.
The remaining beams may then be isolated by subtracting beam 1 from
the original image to form a new initial image in ρ′ without beam 1. Then,
the whole algorithm is repeated to isolate each subsequent beam.
The filter is now illustrated using synthetic data consisting of three si-
nusoidal beams within a Gaussian envelope, as shown in figure 2.9. The
Gaussian envelope smooths the edges of the wave beams to avoid discon-
tinuities, as well as providing an approximation to the true unimodal struc-
ture of a beam far from its source, as observed by Sutherland et al. (1999).
The filtered images and errors compared to the synthetic input, which were
calculated in MATLAB (Mathworks, 2017), are shown in figure 2.10. This
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Figure 2.9: Synthetic ρ′ image consisting of three sinusoidal waves with
Gaussian envelopes. The gradient beam filter separates the three wave
beams according to their direction of variation, with the results shown in
figure 2.10.
shows that the algorithm produces less than a 1 % error in the beam, but
with a background gradient error, leading to errors of up to 3 %, which could
be due to inconsistent boundary conditions for the filtered flow.
Because taking the antiderivative is the most computationally intensive
step and is required 1 + 2 + · · · + (N − 1) = 12N (N − 1) times to isolate
N beams, this algorithm has a O
(
N2
)
run time. Although it is possible to
reduce the number of antiderivatives to O (N) by taking the antiderivative
immediately after isolating one component and using the theoretical split of
amplitude for each beam between the two images for its reconstruction, it
was found to produce inferior results due to the antiderivative of gradient
fields containing only part of some beams. However, numerical truncation
errors rapidly accumulate as successive derivatives are taken, so it may be
necessary to take the antiderivative immediately when separating more than
four wave beams, even for synthetic data.
When applied to noisy data from experiments, it may be necessary to
mask parts of the image to remove noise that has been identified as not
belonging to the desired beam. Several approaches are available including
using DBSCAN (Ester et al., 1996) to identify sufficiently large regions of
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(a) Beam 1 output
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(c) Beam 2 output
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(d) Beam 2 error
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(e) Beam 3 output
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(f) Beam 3 error
Figure 2.10: Outputs and error plots of gradient filter on synthetic data
of figure 2.9. Each wave beam is reproduced with less than 1 % error, but
there is a global error in the background field of up to 3 % at the edges,
which could be due to inconsistent boundary conditions when integrating
the filtered gradient fields.
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0.25
0m−1
−0.25
(a) Original image
(b) Beam 1 (c) Remainder after removal of beam 1
(d) Beam 2 (e) Remainder after removal of beam 2
(f) Beam 3 (g) Remainder after removal of beam 3
Figure 2.11: Filter results on experimental data showing the normalised
vertical density perturbation gradient 1ρ00
∂ρ′
∂z . These images were produced
using an earlier implementation of the gradient separation method. The
images in each direction include unwanted noise not belonging to the wave
beams. Here, a median filter was used to remove some of the noise. However,
some remains and some parts of the beams have been removed too, so further
work is required to identify a good noise filter.
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coherent variation, median filters with a large window to remove finer detail
from the mask using the algorithm of Perreault and Hebert (2007), and
hidden Markov fields (Blake et al., 2011) to identify a single beam. The
problem is illustrated in figure 2.11, which shows an earlier implementation
of the algorithm on an experimental image and uses a mask with a median
filter to identify the locations of the beams. Nonetheless, it demonstrates
the potential of the non-orthogonal transformation as an effective technique
to isolate particular wave beams in an image. In this thesis, this technique
is only applied in the simpler task of separating two wave beams of the same
frequency in a mode output by harmonic analysis (see section 2.6.2) or DMD
(see section 2.6.3).
2.7 Fourier Transforms
The multidimensional Fourier transform is defined as
f̂(k, ω) =
∫ ∞
−∞
f(x, t) e−i(k·x−ωt) dx dt. (2.50)
The convention of opposite signs between the spatial and temporal compon-
ents ensures that, for frequencies ω > 0, the phase velocity is in the same
direction as the wavevector k. If the Fourier transform is only taken along
some of the dimensions, the appropriate sign is used according to whether
the dimension is spatial or temporal. A normalisation factor of 12π is applied
along each spatiotemporal dimension of the inverse transform.
For consistency throughout this thesis, whenever a Fourier transform or
spectrum is presented, it is for the continuous Fourier transform. In many
cases, the calculation is performed numerically using the fast Fourier trans-
form (FFT), which is a quick algorithm for calculating the discrete Fourier
transform (DFT). The frequencies or wavenumbers need to be extracted
from the DFT, along with the mode amplitudes and their correction for
the continuous transform. The following derivation of the formula giving
the continuous Fourier transform in terms of the discrete Fourier transform
along a spatial dimension follows that of Jozsa (2011).
Let f(x) have compact support with f ≡ 0 for |x| > x0. Then, the
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continuous Fourier transform of f is given by
f̂(k) =
∫ x0
−x0
f(x) e−ikx dx. (2.51)
Splitting the interval [−x0, x0] into N rectangles of equal width h = 2x0N and
assuming N is even (the discrete Fourier transform is fastest when N is a
power of two, so that the fast Fourier transform can be used), the Fourier
transform is approximately
f̂(k) ≈
N
2
−1∑
n=−N
2
f(nh) e−iknhh. (2.52)
The exponent can be rearranged into a form closer to the discrete Fourier
transform,
f̂(k) ≈ h
N
2
−1∑
n=−N
2
f(nh) e−
2πi
N
kNh
2π
n. (2.53)
Splitting the summation into separate parts for n < 0 and n > 0 and rede-
fining the summation variable for the first case by adding N , n 7→ n + N ,
gives
f̂(k) ≈ h
N−1∑
n=N
2
f((n−N)h) e− 2πiN kNh2π (n−N) + h
N
2
−1∑
n=0
f(nh) e−
2πi
N
kNh
2π
n. (2.54)
Defining the scaled wavenumber,
m =
kNh
2π
=
kx0
π
, (2.55)
if m is an integer, decreasing n by N does not change the value of the
exponential, because it has period 2πi,
e−
2πi
N
m(n−N) = e−
2πi
N
mn. (2.56)
Now, e−
2πi
N
mn is the component in the mth row and nth column of the dis-
crete Fourier transform matrix DFT. So, for m ∈ Z, the continuous Fourier
transform of f is given as a component of the vector resulting from premul-
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tiplying the input vector f by the DFT matrix,
f̂
(
mπ
x0
)
≈ h
N
2
−1∑
n=0
f(nh) e−
2πi
N
mn + h
N−1∑
n=N
2
f((n−N)h) e− 2πiN mn
= h


DFT


f(0)
f(h)
...
f
((
N
2 − 1
)
h
)
f
(
−N2 h
)
...
f(−h)




m
.
(2.57)
Alternatively, if f(x) is only nonzero in the interval [0, 2x0], the summa-
tion runs from n = 0 to N − 1, so the reordering of the summation is not
required. Then, the continuous Fourier transform is approximated by
f̂
(
mπ
x0
)
≈ h


DFT


f(0)
f(h)
...
f((N − 1)h)




m
(2.58)
for m ∈ Z.
The continuous Fourier transform is provided only at the N discrete
wavenumbers mπx0 , arranged into the vector f̂ = hDFT f . If a particular
wavenumber is required, the limit of the domain x0 should be increased to
an appropriate value.
In addition, when using the discrete Fourier transform on a function of
compact support, it is necessary to pad the vector of values on which the
discrete Fourier transform acts with zeroes. This is because the method
assumes the sequence is periodic with period 2x0. Furthermore, the only
way to obtain a finer resolution in Fourier space is to increase x0, so padding
the input vector improves the spectral resolution too.
For wavenumbers (or angular frequencies) greater than or equal to the
Nyquist angular frequency, Nπ2x0 =
π
h , the higher wavenumbers are aliased onto
the interval
[
−Nπ2x0 , 0
)
. The only way to resolve higher wavenumbers is to
increase the Nyquist frequency by reducing the spacing h between evaluation
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points. To plot the spectrum of both positive and negative wavenumbers, it
is necessary to swap the two halves of the vector of transformed values f̂ , so
that the wavenumbers run from −πh to πh
(
1− 2N
)
in increments of πx0 =
2π
Nh .
A numerical approximation to the continuous inverse Fourier transform
using the fast Fourier transform is obtained by inverting the formula for
the forwards transform, (2.57) or (2.58), as appropriate. If the specified
wavenumbers have spacing k∗, then the half range of the physical domain
x0 =
π
k∗
. The physical point spacing h = 2x0N , as before. With these para-
meters set, the coefficients in continuous Fourier space are first divided by
h, followed by the inverse Fourier transform to give the vector of values in
physical space.
For Fourier transforms along the time axis, because of the opposite sign
convention, the vector of transformed values f̂ contains the Fourier coef-
ficients at negative values of the frequency ω = −mπx0 . The Fourier coef-
ficients of the larger negative frequencies
[
− (N−1)πx0 ,−
Nπ
2x0
]
are aliased onto
the smaller positive ones
[
π
x0
, Nπ2x0
]
, thereby recovering the positive frequency
components.
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Chapter 3
Arbitrary Spectrum Wave
Maker
3.1 Introduction
Experimentally, the classical way to generate internal waves of a fixed fre-
quency is by oscillating a small object vertically; for example, Görtler (1943),
and later Mowbray and Rarity (1967), used a cylinder with its axis hori-
zontal. In this two-dimensional case, internal waves are emitted equally in
the four directions given by the dispersion relation (1.15) corresponding to
the forcing frequency. In fact, the object may be oscillated in any direction
that displaces fluid vertically; for example, a horizontally oscillating sphere
can emit internal waves (Lin et al., 1994).
When investigating the nonlinear interactions of internal waves, a key
drawback of these methods is that it is difficult to generate waves of suffi-
ciently large amplitude at the forcing frequency. Some energy is lost in a
turbulent boundary layer as the fluid separates from the surface of the body,
and some is transmitted as additional harmonics, thereby reducing the en-
ergy flux at the fundamental forcing frequency (Ermanyuk et al., 2011).
What remains is then spread across the multitude of directions permitted by
the dispersion relation: these are the four arms of the St. Andrew’s Cross
in two dimensions, and a double conical surface in three dimensions. A po-
tential solution to increase the internal wave amplitude at a point is to use
an array of generation sources. Ermanyuk et al. (2017) generalised this into
a continuous circle by oscillating a torus horizontally to produce foci above
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and below the plane of the torus. At the foci, the internal waves superimpose
to be of sufficiently large amplitude to break. However, this issues of flow
separation and higher harmonic generation remain.
A second difficulty is that the produced internal wave beams are less than
one wavelength across, which makes it harder to study the phase of any
nonlinear interactions. To create wider wave beams multiple wavelengths
in width, McEwan (1971), with further detail in McEwan (1973), used an
articulated paddle of several straight sections hinged together and mounted
on a horizontal shaft to generate two-dimensional standing internal waves.
As either surface mounted or adjacent to a vertical wall, the paddles form
part of the boundary to the fluid domain, so the number of directions in
which waves are emitted is reduced from four to two. Nevertheless, the
available internal wave energy is still split into more than one direction and
additional harmonics are produced too.
A significant step forwards is the two-dimensional cam-driven wave gen-
erator of Gostiaux et al. (2007). A sequence of circular cams is mounted
off-centre along a shaft, with the fixed position of each cam rotated relative
to its neighbours, in order to produce an approximate travelling sinusoid as
the shaft is rotated. The frequency of the waves is given by the rotation rate
of the shaft; their amplitude normal to the shaft is determined by the offset
of the mounting locations from the centre of each cam, and the wavelength
by the phase difference between adjacent cams. Such a wave generator pro-
duces wave beams in a single direction, several wavelengths in width, and of
large enough amplitude to observe nonlinear effects such as triadic resonance
instability (parametric subharmonic instability, Bourget et al., 2013). Fur-
thermore, the additional harmonics are comparatively weak (Mercier et al.,
2010). However, the cams provide a staircase of flat surfaces acting on the
fluid, which introduces significant discretisation error and produces extra
unwanted signals. Also, it is impossible to change the wave profile without
mechanically reconfiguring the cams, meaning an experimental campaign is
time-consuming.
In response to these limitations, we developed a novel wave maker, the
Arbitrary Spectrum Wave Maker (ASWaM, Dobra et al., 2016). It is an
electronically driven, flexible section, like a “magic carpet” in the base of the
tank, which perturbs the fluid above it to generate internal waves of almost
any size or shape. Unidirectional sinusoids, solitary waves and superpositions
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Driver boardHorizontal actuating rod
Stepper motor
Cables from Beaglebone Black
Figure 3.1: Surface-mounted prototype wave maker. The five horizontal
actuating rods extend underneath the wave maker, deforming the latex sheet
(not shown). The stepper motors and their associated driver boards control
the heights of the rods. The timing of the system is coordinated by a
computer, such as a Beaglebone Black.
of multiple frequencies, which need not be volume conserving, are all possible.
The carpet is made of a neoprene-nylon composite, which provides a smooth
shape. Its shape is determined by 100 closely spaced, horizontal rods, each
of which is driven by a small stepper motor. Bespoke software controls the
timing of the waveform in increments of 30 ns, ensuring fine spatiotemporal
resolution and hence smooth waveforms. Furthermore, by slowly increasing
the amplitudes of the oscillations from rest, it is possible to achieve large
amplitude internal waves before the flow separates. All of these waveforms
can be prepared from the comfort of a computer by typing into the graphical
user interface, which also provides a preview of the shape without disturbing
the stratification in the tank.
The concept was developed by Andrew G. W. Lawrie and Stuart B.
Dalziel, who then designed much of the hardware in conjunction with techni-
cians at the G. K. Batchelor Laboratory, DAMTP, University of Cambridge.
A prototype with five rods, shown in figure 3.1, was built by William Becker,
who was supervised by Lawrie, in the Department of Mechanical Engineer-
ing, University of Bristol. I undertook further work on the prototype wave
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maker to finalise parts of the hardware design of the ASWaM, in addition
to designing part of the electronics and writing the software. Finally, I have
been crucial to the commissioning of the ASWaM, including testing its cap-
abilities, finding faults and working towards solutions.
The wave maker hardware is described in section 3.2, followed by the
software in section 3.3. The true shape of the elastic surface of the wave
maker is modelled in section 3.4 and verified in section 3.5. Finally, the
quality of the Fourier spectrum generated by the wave maker is discussed in
section 3.6 and the results summarised in section 3.7.
3.2 Hardware
3.2.1 Mechanical Components
The Arbitrary Spectrum Wave Maker (ASWaM) is a computer-controlled
1 m long, active, flexible section in the base of a tank, like a “magic carpet”,
that generates two-dimensional internal wave fields when submerged in a
stratified fluid. It is pictured in figure 3.2 and shown schematically, including
definitions of variables to be used in subsequent sections of this chapter, in
figure 3.3. It is mounted in the base of the tank, rather than suspended from
the top like the prototype wave maker, to allow an unstratified freshwater
shear layer to be created along the surface, which will be used in section 7.5.
The ASWaM consists of a computer-controlled array of R = 100 hori-
zontal rods, uniformly spaced with separation d = 10 mm and spanning the
width of the tank, which are actuated to move vertically with a s = 3 mm
thick neoprene foam sheet attached across them. The zero position of the
top of the sheet is at the same height as the base of the tank. The tighter
rod spacing than the 45 mm on the prototype wave maker gives finer spatial
control. Neoprene foam was selected for the sheet as an elastic material that
is chemically and optically inert so will not degrade much in a salt stratific-
ation, self-heals minor tears so reduces maintenance and has some bending
stiffness to permit smooth shapes on the wave maker from a discrete set of
rods (see section 3.4 for a model of the produced shape). It is found to have
a vastly longer lifespan than the 0.2 mm thick latex on the prototype, lasting
over a year, rather than two weeks.
The lengthwise edges of the sheet are not sealed to the tank wall, so
there is a cavity of water of depth H = 80 mm below the base of the tank
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Dot pattern on TV behind tank
Neoprene
foam sheet
Actuating rodStepper motor Cables from motor driver boards
Figure 3.2: Arbitrary Spectrum Wave Maker mounted in the base of
the tank. The 100 horizontal actuating rods determine the shape of the
neoprene foam sheet. They are driven up and down by an array of stepper
motors underneath the wave maker. Each motor is powered via its own
driver board, which are all out of the field of view. Behind the tank is the
dot pattern on the TV screen used for synthetic schlieren (see section 2.5).
and both sides of the sheet are wetted. This means that the sheet does
not need to support the hydrostatic head, leaving only the comparatively
small dynamic forces. Moreover, provided the applied waveform is volume
conserving (in other words, the volume of the cavity remains constant), no
fluid is forced around the neoprene foam sheet and the resulting shape of
the wave maker is uniform across the width of the tank. This leads to
the generation of nearly two-dimensional waves, with only the tank walls
introducing three-dimensional effects (see for example Beckebanze and Maas,
2016). The spanwise edges are clamped at a distance D = 60 mm from the
nearest rod, such that there are neither discontinuities nor sharp gradients
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Figure 3.3: Schematic longitudinal view of the wave maker with R = 6
horizontal rods. The cavity underneath the surface of the wave maker is
filled with dense, homogeneous salt water of density ρB , with a Boussinesq
stratification above the wave maker. The definitions of dimensional variables
used in modelling the shape of the wave maker in section 3.4 are shown.
in the effective base of the tank at the end of the wave maker.
The horizontal actuating rods are of radius 2 mm and are mounted on
vertical actuating rods near the centre of the horizontal rods with an addi-
tional guide rod near one end to prevent the horizontal rod from rotating
(see figure 3.4). They are encased in a Velcro sleeve that is able to rotate
freely around the rod. The sleeves attach to a Velcro backing on the under-
side of the neoprene foam sheet, resulting in a firm bond between the sheet
and the rods, but is weak enough such that the sheet will detach before any
damage occurs to the neoprene or rods in the event of errant motion. If it
does lift off due to mechanical or software failure, the sheet simply needs
to be pushed back onto the rods again. Furthermore, since the sleeves can
rotate, the contact point of the neoprene can vary, rather than being fixed
on the top of the rod, which minimises the tensile stress in the sheet, thereby
allowing more contorted shapes. Whereas, the prototype wave maker uses
PVC tubes around wooden dowel rods, which permits the rotation of the
contact point, but is substantially more difficult to repair, because the latex
sheet is glued to the plastic tubes and must be completely replaced each time
the latex fails.
The vertical shafts on which the horizontal rods are mounted go down
through the base of the cavity to an array of Portescap 26DBM10B1U-L
linear stepper actuators. The driver boards are configured to advance the
lead screws 0.0127 mm per step. With a total travel of 48 mm (Mclennan,
2016), this gives 3779 steps of range, providing fine spatial control of the
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Motor
Rotor
Bearing block
Guide rodHorizontal rod
Vertical rod
Figure 3.4: Perspective drawing of the arrangement of the wave maker
linear actuators (Page-Croft, 2014). The vertical rods are driven up and
down, which determines the instantaneous height of each horizontal rod.
The neoprene foam sheet of the wave maker is attached to the horizontal
rods, so its shape is determined by the heights of the rods. The motors are
staggered across three horizontal and three vertical planes to enable a tight
rod separation of 1 cm.
waveform. The bodies of these motors are small, enabling them to be packed
tightly for a higher spatial resolution on the wave maker. The previously
mentioned guide rod prevents the rotor from rotating in the stepper motor,
which ensures linear actuation. The electronics controlling the motors is
described in section 3.2.2.
The shafts must be sealed where they pass through the base of the cav-
ity, in order to prevent ingress of concentrated salt water into the motors.
This is achieved using a grease box with a pair of silicone O-rings, which
provide a good balance between watertightness and flexibility on a moving
part. Despite their superior sealing ability, nitrile O-rings could not be used,
because the chosen stepper motors are not strong enough to overcome the
friction imposed by them.
In order to prevent salt crystals deposited by the evaporation of water
from some slight leak from prising open the seals, leading to significant seal
failure, a layer of glycerol (also called glycerine) is placed in the cavity, as
a non-crystalline, viscous liquid. It remains in situ because its density of
1261 kg m−3 (Glycerine Producers’ Association, 1963) is greater than that of
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saturated salt water, 1197 kg m−3 (Haynes et al., 2014). Although glycerol
is miscible in water, a layer that just covers the seals is sufficient to protect
the seals enough for a greatly extended life. If the glycerol layer is any
deeper, some is entrained into the salt water above by the action of the
wave maker, causing it to rise up the tank; it produces streaks of fluid of a
different refractive index that interfere with synthetic schlieren. In addition,
glycerol is a food source for bacteria, so they will grow rapidly, turning the
upper part of the tank cloudy within 4–6 hours (where the salt concentration
is low enough for the bacteria to tolerate), thus making it essential to not
add too much glycerol to the cavity. As a final procedure for protecting the
seals, all traces of salt are carefully flushed from the system after use. For
future models of the ASWaM, where the ability to create a shear layer is not
required, all of these difficulties can be avoided by mounting the wave maker
upside-down on the surface of the tank, like the prototype.
The seals and motor blocks are all mounted in modular blocks of ten, so
that the whole wave maker does not need to be dismantled for maintenance
on a single motor or seal. In order to achieve the compact spacing of d =
10 mm, the shafts are staggered with only alternate ones on the centre line
along the wave maker and every other intervening one on either side. In
addition, the motors are arranged on three levels underneath the wave maker,
as shown in figure 3.4, with the shafts therefore of three different lengths,
according to their position along the wave maker.
3.2.2 Electronics
The Portescap 26DBM10B1U-L stepper motors are each connected to a
driver board, which takes a 12 V power supply, a pulse input cable, a dir-
ection input cable and a connection to ground. The pulse cable carries a
pulse-width modulated (PWM) digital signal where the motor steps on the
rising edge of the signal. The direction cable also carries a digital signal
with the value 1 telling the motor to step up and 0 to step down. The driver
boards control the current to each of the electromagnets in the motors based
on the PWM signal. They are capable of 500 kHz, giving a fine temporal
resolution to complement the good spatial resolution, provided the motors
are not required to accelerate so fast that they stall. The driver boards are
air-cooled using fans to prevent overheating.
For generating the digital input signals, Texas Instrument’s Beaglebone
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Figure 3.5: Beaglebone Black. The BBB is a cheap, single-board, Linux
computer with a real-time subprocessor and 65 GPIO pins (in the sockets
along the top and bottom of the picture). The real-time system makes
it ideal for controlling the timing of large array of motors on the wave
maker. Four BBBs are used in synchronisation to step the 100 motors at
the appropriate times.
Black revision C (BBB, shown in figure 3.5) was selected as a low-cost com-
puter with a retail value of £50 (June 2018). In common with cheaper altern-
atives, such as the Raspberry Pi, the BBB runs on a Linux operating system,
which does not have a real-time architecture, due to the variable latency,
meaning a user-space program cannot specify exactly when to step the mo-
tors. However, unlike its rivals, the BBB contains a Programmable Real-
time Unit and Industrial Communication SubSystem (PRU-ICSS) within its
Sitara AM3358BZCZ100 processor. It consists of a small, dedicated random-
access memory (RAM) and two processors where every instruction is guar-
anteed to take 5 ns, except for access to the main RAM of the BBB (Texas
Instruments, 2012). With this guarantee, the general purpose input/output
(GPIO) pins, which output the signal for the driver boards, can be toggled
with a resolution of 200 MHz and a consistent lag of 40 ns via writing to
the main RAM of the BBB (Molloy, 2012); this is safely far in excess of
the limitations of the driver boards. The fast GP in and out pins that con-
nect directly to the PRU registers are not used because of their insufficient
number — only 16 are available per PRU (Coley, 2014).
A second key feature of the BBB is its large array of 65 GPIO header
pins. Since 200 GPIO pins are required to produce 100 pulse and direction
signals, an array of such devices is required, with theoretically only four
BBBs required compared to 12 Raspberry Pi Model Bs. However, to create
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Figure 3.6: Array of 24 motor driver boards for the wave maker. The
cables in the foreground proceed directly to the motors and the ribbon
cable in the background leads to the BBB for this array. The driver boards
are stacked in three rows with one cooling fan.
a neat arrangement including 16-strand ribbon cables, each BBB controls
24 motors, thereby requiring five in total; currently, only four BBBs are
connected, giving 96 operational motors. A printed circuit board is mounted
onto each BBB, which then is connected to three banks of eight driver boards,
as shown in figure 3.6. Due to the large amount of heat released by the driver
boards, cooling fans are included in the configuration. In addition, a digital
signal is output from one GPIO pin on one BBB, referred to as the master,
to be taken as an input to the remaining BBBs, the slaves, to keep the clocks
synchronised; the protocol is described in section 3.3. A device tree overlay
is applied by the ./initialise script to activate these pin modes and the
PRU-ICSS, which must be run after every boot of the BBB.
A BBB can be powered either from a 5 V barrel jack or through the
universal serial bus (USB), which is also at 5 V but with a lower maximum
current of 1.8 A. As it was found to be sufficient and cheaper, the array of
BBBs are powered from a single USB supply able to deliver 2 A per device.
It is worth noting that although it is possible to power a BBB through a
direct USB connection to a desktop computer, it is limited to 0.5 A, leaving
the risk of brown-outs on the GPIO pins. In order to permit the BBB
to draw the full 1.8 A, it must be configured after every reboot using the
./initialise script, which raises the maximum current by writing to the
57
3.3. Software 3. Arbitrary Spectrum Wave Maker
I2C bus, in addition to activating the GPIO pins and PRU-ICSS.
The software on the BBBs, described in section 3.3, is controlled from
a single computer with a keyboard and screen using SSH over a wireless
network, by connecting each BBB to the router using an Ethernet cable.
This makes it possible for any personal laptop computer to control the wave
maker by simply connecting to the wireless network. Furthermore, the BBBs
and driver boards can be placed in a convenient location away from splashes
of water, drain access points and other laboratory constraints.
3.3 Software
3.3.1 Overview
There are five core parts to the driving software: a clock running on the
PRU-ICSS on each BBB that remains synchronised with those on the other
BBBs (described in section 3.3.2); a GPIO driver, also on the PRU-ICSS,
which switches the GPIO pins on and off at the specified times according to
a binary list of instructions (described in section 3.3.3); a user-space driver,
which controls which programs to run on the PRU-ICSS and streams the
input binary file to the PRU-ICSS (described in section 3.3.4); a compiler,
which reads in a user-defined function specified as strings and prepares the
binary file (described in section 3.3.5, with an exploration of parameters in
sections 3.3.6 and 3.3.7); and an animation for verifying the waveform prior
to running on the wave maker (section 3.3.8). There is an alternative set of
drivers for moving a single motor during maintenance operations, described
in section 3.3.9.
3.3.2 Synchronised Clocks
The PRU-ICSS contains two processors (Programmable Real-time Units,
PRUs), PRU0 and PRU1, each with an 8 kB RAM, and a scratch pad of
shared registers plus a 12 kB shared RAM. All registers have 32 bits. A
program on PRU0 maintains a clock that counts the number of 30 ns ticks
since the start of the motor driving operation, and stores it as a 64-bit
integer in the scratch pad. A separate program on PRU1 reads the clock
in the scratch pad and toggles the GPIO pins according to the instructions
that are stored in the PRU1 and shared RAMs (see section 3.3.3). The
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clock is maintained on PRU0 because it has access priority over the scratch
pad, reducing clock jitter in the event that both PRUs attempt to access it
simultaneously. The programs on both PRUs are written directly in assembly
language for precise control over timing. They are assembled into binary
instructions using PASM version 3, because the xin and xout instructions
are used (Texas Instruments, 2018) and this is the version of the compiler
designed for the chip model on the BBB (Texas Instruments, 2012, p. 37).
A flow chart of the instruction set for the clocks is presented in figure 3.7.
The clock counts in loops of the program from when the PRU is first activ-
ated, incrementing by one each time. It utilises that every internal instruc-
tion on the PRU takes exactly 5 ns, as maintained by the internal clock of
the PRU-ICSS. To keep a constant tick rate, each loop of the program needs
to have the same number of instructions, regardless of any conditional ex-
ecution, if necessary through the use of dummy instructions (for example,
add zero to a number). A short tick duration is required to maximise the
temporal resolution, and six instructions, resulting in 30 ns per tick, was
found to be the minimum number necessary. An incrementing 32-bit integer
would cause the clock to overflow after 129 s of operation, which is below the
expected duration of the experiments. So, a 64-bit integer is used to repres-
ent the time, providing a maximum duration of over 17 500 years. Adding
one onto a 64-bit integer using 32-bit registers requires three operations: add
one onto the least significant 32 bits, check whether this has resulted in nu-
merical overflow and, if it has, add 1 onto the most significant 32 bits (or a
dummy operation if not required). Then, one instruction is required to copy
the clock value to the scratch pad, one instruction for clock synchronisation
and one to loop back to the start of the algorithm.
In order to avoid any discontinuities between sections of the wave maker
controlled by different BBBs and to allow for slight relative clock drifts,
one BBB acts as the master, outputting a digital signal along header pin
P9_29 that flashes with a period of 226 ticks ≈ 2 s, which is received by
the slaves on header pin P9_31 in order to keep them synchronised. These
pins were selected because they can be configured for fast output from bit 1
on register 30 and fast input to bit 0 on register 31 respectively, both on
PRU0, which means they can be toggled within 5 ns (Coley, 2014); accessing
standard GPIO pins requires writing to and reading from the main RAM of
the BBB, which takes about eight times longer (40 ns Molloy, 2012), so will
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Master Slave
Zero clock
Set beacon
+1 on small register
Has register overflowed?
+1 on large register Pause
Yes No
Copy time to scratch
Set beacon to clock bit 25
Loop
Zero clock
Wait for start beacon
+1 on small register
Has register overflowed?
Yes No
+1 on large register Pause
Copy time to scratch
Clock bit 25 = 1?
Master clock
bit 25 = 0?
Yes
No —
in sync
Master clock
bit 25 = 1?
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No —
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Clock bit 24 = 0?
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Clock bit 24 = 1?
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No — slave
early and not
at sync point
Wait until master
clock bit 25 = 1
Yes —
slave early
+1 on small register
No — not
at sync point
Has register overflowed?
Yes No
+1 on large register Pause
Copy time to scratch
Loop
Zero clock
bits 0 to 25
Yes —
slave late
Set clock bits
0 and 25 = 1
Loop
Figure 3.7: Flow chart showing each instruction for maintaining the clock
on the master and one slave BBB. The dashed lines indicate the timing
beacon signal used to synchronise the clocks (without hardware inversion of
the timing beacon). Each instruction in a box takes 5 ns.
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reduce the accuracy of the synchronisation. Signals sent down this wire are
represented by dashed lines in figure 3.7. The signal (on or off) sent along
the wire is the complement of bit 25 (where bit 0 is the least significant bit
in the 64-bit clock) in the master clock, such that the signal becomes on
when the master clock starts (and is off beforehand), giving a clear signal
for the slave clocks to start. As a result, it is essential that the program is
loaded onto the slave PRU-ICSSes before the master; the order is managed
by the user-space driver, described in section 3.3.4. The required inversion
of the value of bit 25 can either be done using a hardware NOT gate with an
and command in the software to only activate the pin when bit 25 is equal
to 1, or all within the software using a xor instruction. Both methods are
implemented in the software using two versions of the master clock code,
although the hardware method is used on the ASWaM.
If bit 25 on the slave clock matches bit 25 on the master clock, the clocks
are deemed to be synchronised, correct to within 30 ns, and the algorithm
loops back to the start. If, however, they differ, the slave clock will resyn-
chronise with the master. This only occurs when bit 25 changes from 0
to 1 (about every 2 s) to ensure synchronisation signal is interpreted unam-
biguously. At the synchronisation point, bits 0–24 should be zero. If the
slave clock is early relative to the master (slave bit 25 is 1, slave bit 24 is 0,
but master bit 25 is 0), the program waits until bit 25 on the master clock
changes to 1 and then continues from the start of the algorithm. If the slave
clock is late (slave bit 25 is 0, slave bit 24 is 1, but master bit 25 is 1), the
slave clock skips forward to one tick after the synchronisation point and re-
turns to the start of the algorithm. The additional tick minimises the error
between the master and slave clocks, since the algorithm loops back to the
start four instructions or two-thirds of a tick after the master was found to
have reached the synchronisation point.
Instead, when the clock is not at a synchronisation point, the algorithm
is temporarily modified to account for the extra instruction of checking the
value of bit 24 taken in determining whether the clock is at a timing point:
if slave bits 25 and 24 are both 1 and master bit 25 is 0, the clock is now
one instruction late, so adds one onto the 64-bit integer and copies it to the
scratch pad, but it does not check the synchronisation with the master (not
required as 1 s from synchronisation point) before looping to the start of the
regular algorithm; if slave bits 25 and 24 are both 0 and master bit 25 is 1,
61
3.3. Software 3. Arbitrary Spectrum Wave Maker
the slave clock was early, so the slave clock loops immediately back to the
start of the algorithm, having taken a delay of one instruction (one-sixth of
a tick).
3.3.3 Motor Driver
A program, which reads an encoded set of instructions from the RAM of the
PRU-ICSS and sets or clears GPIO pins accordingly, is run on PRU1. For
precise control of the timing, it is written in assembly code. The instructions
for when to step the motors are calculated and streamed onto the RAM of
the PRU-ICSS by a program in Linux user space (see section 3.3.4). The
GPIO pins are set and cleared by writing to given memory locations in the
main RAM of the BBB, noting that there is a nontrivial mapping between
header and GPIO pin numbers. As with the clock, it is desirable to have a
fast algorithm in order to maximise the temporal resolution of the generated
waveform, although, unlike the clock, it is not necessary for each loop of the
algorithm to take the same duration. However, because the size of each block
of RAM on the PRU-ICSS is small (8 kB for the RAM dedicated to PRU1 and
12 kB for the shared RAM), for the reliability of the software package, speed
of execution must be balanced with using a minimal amount of memory per
step of the motor. Although it is possible to read the input direct from the
main RAM of the BBB, it is slower because the read instruction is expected
to take multiple PRU cycles (each of 5 ns).
During development, several encodings were considered. The quickest
to process at eight PRU instructions (40 ns) per motor instruction, but the
most data intensive (16 B per instruction), is to store the 64-bit absolute time
for when the instruction is due to execute, the target 32-bit address in the
RAM of the BBB (for example, using 0x to indicate hexadecimal numbers,
0x44e0713c for toggling GPIO pins 0–31 (Texas Instruments, 2017)) and
a 32-bit integer to be written to that address, specifying which pins are
to be acted upon (value 1 in any bit corresponding to a pin which should
be high, 0 otherwise). Since two instructions are required per step of the
motor, set followed by clear, assuming no direction changes are required,
this provides a step rate of 12.5 MHz, far in excess of what the motors or
driver boards are capable of handling. This could be doubled and the data
requirement per step halved to 16 B by clearing pins at the same time as
setting others (the motors step when the pin is set).
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Several schemes to compress the input data were identified and combined
to give the selected input format, which consists of 3 B per instruction. The
first byte (which is the least significant, since the PRU-ICSS uses little en-
dian byte ordering) contains the instruction to the GPIO pin: the five least
significant bits, 0–4, contain the pin number in the range 0–31 on the GPIO
bank to be used; bits 5 and 6 contain the GPIO bank number, in the range
0-3; and bit 7 takes the value 1 to set the GPIO pin and 0 to clear. Unlike
the first data format, only one pin can be toggled at a time. The second
and third bytes then contain a 16-bit integer giving the number of ticks of
the clock to wait after the previous instruction before executing the current
instruction. To avoid any clock drift, the absolute time of when the previous
instruction was due to be executed is stored and this time difference added
onto it; the program pauses until the clock reaches this new absolute time;
this permits a requested time difference of zero. As the maximum time differ-
ence is 216−1 = 65535 ticks, which is 1.97 ms, if the gap between instructions
is longer than this, blank instructions of 0x00ffff may be inserted.
This format requires 15 PRU instructions (75 ns) per GPIO instruction;
see figure 3.8 for a flow chart of the algorithm. Since only one pin can be
toggled at a time, this requires 6 B per motor step and permits a step rate on
each motor of 277 kHz, if all 24 motors are used equally. Although the driver
boards can exceed this speed, the stepper motors are unlikely to produce
sufficient force at this high speed of 3528 mm s−1, so it is deemed to be more
than sufficient. In fact, slightly staggering the step times of the motors is
advantageous, since the maximum load on the power supply is reduced.
The input file is loaded into the PRU1 and shared RAMs in blocks of
2730 instructions (8190 B), which is the largest number that can fit in the
PRU1 RAM, the smaller of the two RAMs. This is done by the user-space
driver, described in section 3.3.4. It is then read and converted into outputs
on the GPIO pins, varying in time, using the algorithm in figure 3.8 on
PRU1. The shortest possible iteration is 15 PRU instructions (75 ns), with
an upper limit of 2 ms if the program is required to wait the maximum time
difference before executing the next instruction.
First of all, one motor instruction is copied from the specified RAM at
the current location pointed to into a register on the PRU. Then, the pointer
is advanced to the next instruction, ready for the next iteration. If the end
of the RAM is reached, the pointer is set to the start of the other RAM (the
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Initialise — 19 instructions
Load instruction from PRU RAM into register
Move RAM pointer along 3 B
Has end of RAM been reached?
Yes No
Move RAM pointer to 0
Trigger interrupt
Switch PRU RAM
+ time difference to small next instruction register
Did addition overflow?
+1 to large next instruction register
Yes No
Copy pin number into new register
Set bit number of pin to 1 in pin register (1 << pin number)
Branch into 8 cases of which GPIO bank (0–3)
and whether set or clear — 3 instructions
Copy clock from scratch
More significant 32 bits: clock > next instruction time?
Yes No
Less significant 32 bits: clock > next instruction time?
Yes No
Copy clock from scratch
Copy pin bit register to RAM location specified by branch
— may take longer than 5 ns
Loop
Figure 3.8: Flow chart showing each instruction for driving the GPIO
pins from PRU1. Each instruction is loaded, then executed by writing to
the RAM at the appropriate time. An interrupt is used to request more
data from the user-space driver. Each instruction in a box takes 5 ns, unless
stated otherwise — these boxes are highlighted.
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RAMs are at local addresses 0x00000000 and 0x00010000 so are changed
quickly using an xor command with 0x00010000), and interrupt event 1
is triggered, by writing to register 31, to request new data to be loaded
into that RAM by the user-space driver. The procedure to change RAM
takes three PRU instructions (15 ns). Thirdly, the instruction is decoded
by adding the time difference onto the previous instruction target time to
give the absolute time of when this instruction is due to be executed, and
the GPIO output prepared. There are eight possible addresses in the main
RAM: set and clear for each of the four GPIO banks of 32 pins. So, the
code branches to determine the correct pre-stored memory location, and
sets the bit in register 7 corresponding to the relevant pin to 1, ready for
copying to the determined memory location. Next, the program waits until
the specified time, checking the clock every 10 ns. When due, it writes the
contents of register 7 to the given memory location to toggle the GPIO pin
and then loops back to the start of the algorithm. This operation continues
until terminated by the user-space driver.
3.3.4 User-Space Driver
A program in Linux user-space controls the PRU-ICSS, including loading
the executor onto the PRUs and streaming data into the PRU RAMs, us-
ing the AM335x PRU-ICSS software package (Beagleboard, 2014, version
27/2/2014). It is written in C for speed of execution and is launched dir-
ectly by the user with a specified input file. The PRU-ICSS and GPIO pins
are first enabled after every reboot by loading a device tree overlay, following
the approach of Shabaz (2013). To aid usability, the user only interacts with
the driver on the master BBB within the program ./net_run, setting up
the configuration using a single XML file (the master input file, created as
described in section 3.3.5) to point to the location of the motor instructions
files and to specify whether the timing synchronisation beacon is inverted by
the hardware; this file is read using the software package Libxml2 (Veillard,
2012a, version 2.8.0). The program on the slave is left running continuously,
awaiting instructions from the master.
To protect against the (network) SSH connection breaking, the user-space
driver is run under dtach (Crigler, 2012, version 0.8-2.1), which is an auxiliary
program that allows the main program to continue and be reattached on
reconnection later. The user starts the driver under dtach by calling the
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Bash scripts ./slave on each slave BBB, then ./run followed by the path
to the master input file on the master.
Communication between the master and slave BBBs is performed over
the network using Transmission Control Protocol (TCP) streams. TCP is
used in preference to User Datagram Protocol (UDP) to ensure that all
messages required for synchronisation between the BBBs are received in the
correct order. For simple status updates, a single-character message is sent.
In the event of network failure, the software continues to run autonomously,
since the clocks are synchronised using a wire between GPIO pins rather
than over the network, until a status message needs to be passed between
BBBs. At this point, the program pauses pending manual user confirmation
that the other BBBs are ready to perform the next task, typically by pressing
the Enter key.
When short data of up to 255 B are to be sent, for example file names
(the length is limited to 255 characters in the XML schemata that are used
to validate the input files), a header byte is sent in advance of the data
containing the length of the data in bytes, excluding the terminating null
character for strings; then, the data is sent. If the data was a string, the
receiver adds the null terminating character, as is required for C strings.
Numbers are also sent using this protocol, having first been formatted as a
decimal ASCII string; although this uses more data than sending in a binary
format, it negates having to account for the sending and receiving systems
have different endianness (this matters more for the compiling stage, see
section 3.3.5). Since it is possible that all of the data may not transfer
successfully in a single TCP send() request, the sender repeatedly retries
sending the remaining portion until all data has been successfully transferred.
On launching the driver on the master BBB, the input file is read. Net-
work connections are opened with the driver on each of the slave BBBs,
according to the internet protocol (IP) address in the input file. First, the
slaves are told to select the driver (rather than compiler) mode, and then sent
the path to the desired binary instruction file (described in section 3.3.3), as
specified in the XML input file. Once the slave BBBs have declared they are
ready, the master BBB prepares itself to run.
The core procedure is to read from the specified binary input file and
to start or stop the programs running on the PRUs. Initially, it copies
the first 2730 instructions into the PRU1 RAM and the second set of 2730
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instructions into the shared RAM, before loading the motor driver (described
in section 3.3.3) onto PRU1. Then, it pauses for 1 s, to give time for the
loading to complete, before loading the clock onto PRU0: if it is a slave BBB,
the clock is loaded and stalls immediately, pending the first rising edge on
the timing beacon to indicate that the master clock has started; the master
BBB waits until all slave clocks have been successfully loaded (reported via
a network message), then loads the clock, which commences immediately.
The user-space driver then waits until either interrupt event 1 is received
from the motor driver on PRU1, indicating that it has just switched to the
other RAM, or the user presses Enter, to pause the clock. If the interrupt
is received, the next set of 2730 instructions is loaded onto the appropriate
RAM within the PRU-ICSS.
If the user requests the clock to pause, bit 1 is cleared in the PRU1 control
register at address 0x4a324000, which pauses the clock. Then, a single-
character network message is sent to the slave BBBs requesting their clocks
to stop using the same method, in order to minimise jitter in the stopping
process; otherwise, the slaves will not pause until the next synchronisation
point (up to 2 s away). Next, the user can choose to either resume operation,
which writes to bit 1 in the control register, or to abort the whole process,
which clears the PRU-ICSS and terminates the program; both user responses
broadcast another single-character network message to the slaves.
The execution continues until the end of the input file is reached, after
which the RAM is filled with blank instructions 0x00ffff. On the next
interrupt, which signals that the final set of instructions is now being read by
PRU1, the other RAM is filled entirely with blank instructions, so that when
the final instruction has been executed and the RAM swapped, no further
GPIO activity occurs (for 5.3 s, the time it takes to execute 2730 blank
instructions). On receiving the interrupt message that the final instruction
has been executed, PRU1 is disabled to prevent any further execution of
instructions. The clock is also stopped on the slave BBBs. The master waits
for a single-character message from all the slaves before disabling the master
clock; if the network fails, the user is required to tell the master once all
slaves have finished.
In addition to the core functionality, the positions of each rod can tracked,
enabling the wave maker to be returned to its starting position after execu-
tion terminates. This makes the assumption that none of the motors have
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stalled (skipped steps, in which case drift will occur); only in exceptional cir-
cumstances is this violated. To enable the feature, the user specifies an XML
input file giving the mapping between GPIO pin numbers and the pulse and
direction wires for each motor driver board; it is normally contained within
the master input file anyway. As each set of 2730 instructions is streamed, the
current set on each RAM and the set that has just been unloaded is stored.
Immediately before the next set is loaded onto the PRU-ICSS and after the
interrupt has been received, the recently unloaded (and confirmed finished)
set is read and the rod displacements updated. In the event operation of the
wave maker is aborted (via pressing Enter), the PRU-ICSS debug registers
(physical address base 0x4a324400) are read to determine which instruction
was most recently executed: register 3 contains which RAM is in use and
register 4 the current instruction number. The stored arrays of instructions
are then read up to this point to determine the current position of the rods.
Checking with the slaves over the network whether any of the rods are dis-
placed, the user is asked on the master BBB whether they wish to return the
rods to the original positions and how quickly this should occur (slower is
better to avoid disturbing a density stratification in the tank). The duration
formatted as an ASCII string and transmitted over the network as a short
piece of data. If zeroing is requested, the required input file is calculated
using the compiler (see section 3.3.5) and then the user-space driver is called
recursively to execute this, with the option for zeroing disabled (as it would
undo the operation just performed).
3.3.5 Compiler
The compiler, written in C, converts a sequence of algebraic input functions,
specified as a function of time, t in s, and distance along the wave maker,
x in arbitrary but consistent units (mm are recommended), into the binary
file format described in section 3.3.3. It can be run either locally on most
Unix and Windows computers using ./local_compile and then the files
copied across to the BBBs, or directly on the bank of BBBs using network
communication where the only user interaction is via the master BBB using
./compile, which activates the compile mode on the slave BBBs. Both of
these programs take the path to the master input file as the sole parameter
(see below). The XML files can be generated using wizards that run in most
web browsers, which use HTML forms and AJAX (Javascript for validation
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and reading/writing of XML files). All XML files and related technologies
(including XPath) are implemented in C using the software package Libxml2,
except for XSLT, which uses the related package Libxslt (Veillard, 2012b,
version 1.1.26-14.1).
Input File Formats
First of all, one lower-level pins XML file, which is identifiable by having
<wave> as its root element, is created for each BBB. It can be generated
using the wizard pinswave_wizard.html. It contains the physical header
pin numbers of the pulse and direction GPIO lines for each motor, whether
the motors step on the rise or falling edge of the pulse signal (a property
of the driver board), the maximum step rate of the motors above which the
compiler will throw an error to ensure predictable operation, the x-coordinate
of the first rod, the (not necessarily constant) spacing between the rods and
the vertical travel of the rod per step for each motor. Also referenced is a
comma-separated values (CSV) file giving the non-trivial mapping between
the physical header and GPIO pin numbers (Coley, 2014, pp. 124, 126).
Next, a singlemaster input file, which has <master> as its root element, is
generated using the wizard master_wizard.html. This only needs to reside
on the computer that compiles the input and on the master BBB. There
is a boolean attribute to specify whether the time synchronisation beacon
is hardware-inverted, for use by the driver (see section 3.3.4). The child
elements are an optional <wave> element, which describes the waveform,
followed by a <bbb> element for each BBB, containing the IP address, the
location of the pins file and the location at which to save the compiled binary
file. The permitted file names are restricted in the XML Schema to ensure
they are cross-platform; for example, they are limited to 255 characters and
must not end with a forward slash /.
If the <wave> element is present, the waveform is specified in a sequence
of <interval> child elements, which give the waveform up to a stated end
time, before moving onto the next interval. The value of time t is continuous
between intervals unless an option to manually override it is used. Within
each interval, the shape of the waveform is written as a string of common
algebraic functions and binary operators of x and t, and pi representing the
number π. Numbers are written in the format of XML double precision W3C
(detailed in 2004). One particularly useful, but less common, function is the
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Heaviside step function,
H (y) =



1 y > 0
1
2 y = 0
0 y < 0
, (3.1)
which can be used to only select part of the wave maker. By making the
parameter y a function of both x and t, travelling envelopes can be created;
for example, 5 * (cos(x - t) + 1) * H(pi * (x - t)) creates a right-
travelling hump of amplitude 5 (in the spatial units used in the pins file).
If an interval is periodic in time, its period can be specified as an attribute,
to enable the compiler to only calculate the waveform for one period and
then copy the resulting values, thus substantially shortening the compile
time. The displacement function syntax is used for all three attributes of
the interval.
To simplify and facilitate accurate editing of repetitive function strings,
custom variables that are functions of x and t may be defined. These will
then be substituted into every reference of them throughout the remainder of
the file during compilation, including the attributes of the intervals. A typical
example is to define the wavenumber once, as its value may be used multiple
times, potentially leading to transcription errors if changed. The variables
must be defined before first use, but then can be used in the definition of
other custom variables; this ensures no circular definitions are possible.
There are two mandatory attributes for the <wave> element: the global
end time of the waveform, which is required in case the time origin is re-
defined for an interval; and the initialSplit, which determines the resolu-
tion at which the function is initially evaluated. The initialSplit attribute
has units of s, is set to optimise the speed of the compiler and must be less
than 2.6 times the shortest duration over all rods between a turning point
and the rod being stationary for more than an instant (this restriction does
not apply if all rods never stop for more than an instant; see section 3.3.6
for explanation and guidance). In addition, the compiler may be sped up
by reducing the precision to which the motor step times are calculated (see
section 3.3.7).
The compiler reads the master input file and the referenced pins files
to create a wave input file for each BBB, which is an extension of the pins
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file format: the attributes of the <master> element are copied to the (root)
<wave> element in the wave file, and all the <interval> elements are copied
from the <wave> element in the master file to be children of each <motor>
element in the wave file. This file is then passed to the next stage of the com-
piler, which either compiles one file on each BBB or compiles them all locally
on any Unix computer using multithreading, since each BBB is independent
(the latter option is generally much faster).
When compiling directly on the BBBs, because the displacement function
can be longer than 255 characters, it is encapsulated by an extra header layer
when being transferred across the network. The length of the data, excluding
the terminating null character, is formatted as a decimal integer in an ASCII
string; although it is less efficient, it avoids potential transmission bugs from
varying endianness (byte order) of numbers between computers. Since there
are fewer than 10255 atoms in the observable universe, the length of the
displacement function string is less than 10255 B, so the decimal length of
the data contains at most 255 digits. Therefore, the length of the data is
prepended with a single header byte indicating the number of digits, in the
same way as for short data such as file names. The main data is transmitted
after the header byte and the data length string.
Alternatively, the wave files can be written directly using a counterpart
wizard and the <wave> element omitted from the master file, with the refer-
enced pins file being a wave file; this is permitted syntax because the wave
file format is an extension of the pins format. This is useful if there is no
simple representation in terms of x and t for the desired waveform, although
is tedious to complete for 100 rods.
Reading of Input Files
Each wave file is read in a separate thread (or on each BBB) to enable parallel
computing. Further speed gains are made by calculating the times of when
each motor needs to step in a thread for each rod. Each interval is then
evaluated in series within the thread. For a wave maker of 100 rods with five
BBBs, this results in 106 threads (including the main thread). The absolute
times, according to the PRU clock (see section 3.3.2), of when each motor
is due to step are stored as a sequence of 64-bit integers in a temporary
file for each motor (the software ensures that the maximum number of open
files permitted by the system is not exceeded by delaying the start of some
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threads until ready): a positive value is used when the rod should move up,
and negative when it should move down. Once all the step times have been
calculated on a BBB, these are arranged and written into a single binary file
of the format described in section 3.3.4 and saved in the location specified
in the master input file.
The wave file is first transformed into a tree, which is stored in the
memory, using an XSLT stylesheet. This transformation largely preserves
the structure of the wave file, except that all function strings are tokenised
into trees and custom variables are substituted out. Since the three interval
attributes now contain an XML tree, instead of a string, they are transformed
into child elements of the <interval> element. The custom variables are ex-
panded first using recursive calls to templates in the stylesheet to handle
variables defined in terms of other variables, which are stored for later sub-
stitution into function strings. In fact, for this operation, it is not necessary
for the variables to be defined in the correct order, permitting extra flexib-
ility for those choosing to type the input files without using the wizards; a
hierarchical list of variable names is stored to catch circular definitions.
To parse the input function strings into a tree of arithmetic operators,
functions, variables x and t, and constants, a second stylesheet containing
the template (function) funcstring is used. This template runs recurs-
ively, tokenising the string by first attempting to parse it as a number, then
searches for binary operators in reverse order of precedence, ensuring that
brackets are respected. This is performed using the template findbinop,
which seeks the nearest legal operator to the end of the string. This causes
the rightmost similar operator to be evaluated last, giving left-to-right as-
sociativity, as is customary and consistent with C. The findbinop template
returns the substring after the discovered operator, so then the substrings
to the left and right of the operator are inserted into a recursive call to
funcstring. Once no more binary operators can be accessed, unary func-
tions, such as trigonometric functions, are inserted into the tree, with their
argument being passed as another recursive call to funcstring.
Optimisation of the Function Trees
One thread is now created for each motor, with the calculation proceeding in
parallel. For each interval (processed in series), the function tree is optimised
to decrease the compilation time. The tree is searched for nodes matching
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the criteria at each stage using XPath, changing the first returned node
(the ordering of its position in the tree cannot be relied upon), then re-
evaluating the XPath expression with the modified tree to select the next
node for modification. The explicit re-evaluation each time is necessary
because editing the tree will change the XPath result, which could lead to
unpredictable results or program crashes if not checked again.
First of all, all instances of the variable x are replaced with the appro-
priate constant, the distance along the wave maker. The tree is now only
a function of time, t. Secondly, all subtrees that are independent of t are
evaluated and replaced by this constant value. Subtrees can only split at
binary operators, the <binfunc> nodes, so these are used in the XPath ex-
pressions. Next, all multiplications by zero, divisions with a dividend of
zero and exponentiations with base zero are replaced by the constant zero
(with the non-standard implementation of not returning an error for either
zero divided by zero or raising zero to a non-strictly positive power); this is
performed recursively to eliminate a whole subtree of multiplications, and
iteratively until no further simplifications are possible.
Up to this point, variable nodes of t may have been removed, so con-
stant subtrees are checked for and evaluated after each removal. If the whole
function tree is found to be constant, the optimisation function returns im-
mediately, since no further optimisations are possible.
Fourth, any expressions raised to the power of one are replaced by said
quantity, eliminating one operation. Then, expressions raised to the power
of −1 are changed to +1 divided by said expression, since this should be
quicker to evaluate. Following this, multiplication and division by −1 and
zero minus an expression are replaced by the unary minus function, for speed
and to make optimising the tree easier. Next, within each subtree consisting
of multiplications and divisions, all constants and unary minus functions
are collated and inserted on the right side of a single multiplication at the
top (final multiplication of the subtree). For simplicity, constants in the
dividend of a dividend are not moved, because it would require moving the
divisor to the divisor of the parent division, while potentially not saving any
operations.
Then, the additions and subtractions are collated iteratively until no fur-
ther changes occur: Firstly, any double unary minus functions are removed.
Then, any unary minus functions underneath additions or subtractions are
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removed, and, if necessary, the binary operator is reversed. This is followed
by collating the constants in a similar manner to that for the multiplica-
tions and divisions; analogous to double divisions, constants inside double
subtractions are not moved.
Finally, because multiplications in the tree evaluation do not evaluate
the right hand side in some cases when the left hand side is zero (as an
optimisation) and that Heaviside step functions are fairly likely to be zero,
multiplications are reordered pairwise so that Heaviside step functions ap-
pear on the left. Priority is given to children over more distant descendants
in the tree in the case of Heaviside step functions being present on both sides
of the multiplication.
Calculation of Motor Step Times
For each interval or period (if applicable), the requested displacement is cal-
culated, from the XML trees using a sequence of conditional statements and
recursive calls in calcalgebraicfunc.c, for an array of times spanning the
interval with the separation given by the initialSplit attribute. Next,
each subinterval is split into monotonic sections, so that a zero-finding al-
gorithm can be used to uniquely determine the time for given displacements
corresponding to step positions.
This is achieved by first searching for a local minimum of the displace-
ment (in time) using the C-encoding by Burkardt (2008) of the Brent al-
gorithm (Brent, 1973, p. 73) with double precision arithmetic. The reverse
communication version of the code is used, since it is not possible to express
the input as an inline function. The code has been modified to make it
thread-safe by replacing static variables with a structure that is passed to
the function on each invocation.
The Brent algorithm for finding a local minimum in one dimension uses
golden section search by default, but replaces it with successive parabolic
interpolation for any iterations when a parabola of significant curvature can
be fitted through the three evaluated points within the interval still under
consideration and has its global minimum in the interval. This combination
provides a fast (typically with superlinear convergence) method that still
converges in a reasonable time frame for badly-behaved functions, without
the need to calculate derivatives of the function. The minimisation algorithm
terminates when either the minimum has been located to an interval less than
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half the specified precision or the minimum has been located to the limit of
accuracy of the Brent algorithm: if ε is the machine epsilon, which is about
2.22×10−16 for double precision arithmetic, and t is the time relative to the
specified time origin of the interval, the limit of accuracy is 2
√
ε
(
t+
√
ε
3
)
s.
When full precision is requested (3× 10−8 s), the minimisation algorithm
terminates due to the first criterion when t < 0.5 s and the second after this.
If the local minimum is found to be at an end point, which is tested by
checking whether the interval the Brent algorithm considers the minimum
to be in is bounded on one side by a bound of the subinterval, then this is
the global minimum of the subinterval, except in the avoidable pathological
case explained in section 3.3.6, and a local maximum is sought using the
same algorithm with the function multiplied by −1. If the local maximum
is also found to be at an end point, using the same method, hence is a
global maximum, the subinterval is therefore monotonic. Otherwise, if a local
turning point is found strictly within the subinterval, it is subdivided about
this point and the algorithm continues recursively searching for minima and
maxima until all subintervals are monotonic. For efficiency, if the last reason
to split was a local minimum, the adjacent turning point will be a maximum,
so a maximum is sought first before trying again for a minimum, and vice
versa.
Within each monotonic subinterval, the times when the motors are due to
step are calculated using Brent’s zero-finding algorithm (Brent, 1973, p. 48)
as implemented by Burkardt (2008), which depends on the sign of the func-
tion changing in the subinterval. Similar to the minimisation algorithm,
it selects between the methods of bisection, linear interpolation and inverse
quadratic interpolation at each iteration to provide a fast algorithm with gen-
erally superlinear convergence that is never much slower than basic bisection;
the code has undergone the same modifications to make it thread-safe.
The start and end displacements are discretised onto a particular step
number, rounding halfway cases up to ensure each step point is mapped onto
by a continuous range of displacements of equal size. If required, one step
is taken at the start of the subinterval to match the end of the previous
interval; if more than one is required, an error is returned stating that the
input function is discontinuous (most likely to happen due to user error at
the boundary between two intervals).
Then, the times to step the motors are calculated by finding the time
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corresponding to the displacement halfway between two step points; this
ensures the rods are always at the closest position to the desired (continuous)
displacement, subject to a small, assumed constant, lag for the rods to move
to their new positions (in fact, the adjustment time depends on the speed
of the rod and the strain of the neoprene foam sheet, among other factors).
The time is always unique because the subinterval is monotonic.
The absolute tolerance used is quarter of the specified temporal preci-
sion δ, so the Brent algorithm terminates when the step is found to within
2εt + 0.25δ, which is approximately equal to the absolute tolerance for
t < 1× 107 s ≈ 195 days. Therefore, for typical use, the algorithm will
then return a time correct to about half the precision time; this ensures a
step that is due to fall exactly on a clock tick will be executed at the right
time (other steps may round to the wrong neighbour, producing an error of
up to 15 ns).
The calculated time (continuous and local, depending on the time origin)
is then mapped onto a clock tick in global time, rounding halfway cases up
to the next tick, and is stored as a 64 bit integer. This is multiplied by the
direction in which the motor needs to step (either +1 or −1) and written to
a temporary file.
Arrangement of Motor Instructions
Once all the times to step the motors have been calculated (and all the
motor threads have terminated), the times contained in the temporary files
are arranged to produce the single output file per BBB, which is the binary
input file described in section 3.3.3. It is saved in the location specified in the
master input file. The following description is for rising edge driver boards,
like those on the ASWaM; for falling edge, like on the prototype wave maker,
all references to setting and clearing the pulse pin should be reversed.
The arrangement is performed to satisfy these priorities, in order of de-
creasing importance: the pulse pins are set at the correct time, to ensure
the motor steps at the precisely calculated moment; the direction pins are
set appropriately in good time; the pulse pins are cleared at least half the
minimum step period from when they are set, to ensure the motor driver
board detects the new pulse; no pulse-clear nor direction-change instruc-
tions occur less than 165 clock ticks before a pulse set, as a safety margin;
and instructions are widely separated, to avoid unnecessary blank instruc-
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Figure 3.9: Wave maker shape that compiles incorrectly because the
initialSplit compiler parameter is set too large. The solid lines indicate
the boundaries of the subinterval and the dashed lines show the first two
evaluations of the function for finding a local minimum. Because the left
value is not strictly less than the right value, the grey area is discarded from
the search for a local minimum, so the turning point is not detected.
tions of do nothing for 0xffff
(
216 − 1
)
clock ticks, thereby minimising data
usage. The safety margin of 165 clock ticks before a pulse set operation is
desirable because there may be, in the worst case, a backlog of up to 27
motors per BBB, each needing to clear the pulse pin and change direction,
and then the time to load the present pulse set instruction, giving a total of
55 instructions; each instruction typically takes 75 ns, which is rounded up
to 3 clock ticks, giving 165 clock ticks.
The arrangement and writing of the instructions continues until all in-
structions have been written. A 32-bit integer with little endian byte order
is then inserted at the start of the file giving the offset of the end of the
instructions for the PRUSS relative to the start of the file in bytes, after
which follows the data for the preview animation (see section 3.3.8).
3.3.6 The initialSplit Attribute of the Compiler
The initialSplit attribute of the <wave> element is the key tuning para-
meter affecting the speed of the compiler, but is also constrained for cer-
tain waveforms. If the rod is stationary for more than an instant and
initialSplit is too large, the golden section search for the extrema in
a subinterval may fail. For example, consider the solitary hump shown in
figure 3.9 for one subinterval of length initialSplit. The Brent algorithm
starts with a golden section with the first and second function evaluations, at
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Figure 3.10: Rod height profile where the local minimum around
t
initialSplit = 0.1 is undetected on the first iteration but located on the
second. The grey region is initially discarded because the first two evalu-
ations are equal (shown with dashed lines). Then, a maximum is found at
roughly 0.5. Finally, the minimum is found on the next iteration, which
seeks a minimum in the interval to the left of the maximum.
3−
√
5
2 ≈ 0.382 and
√
5−1
2 ≈ 0.618 respectively (normalised by initialSplit),
both returning zero. Then, the algorithm discards the grey region between 0
and 0.382, leaving a constant section, which will result in a local minimum
being returned at 1. Similarly, the local maximum will be returned at 1.
Thus, the subinterval [0, 1] is assumed to be monotonic and the output dis-
placement will not go below −0.5. To prevent this occurrence, the minimum
time between a constant section and a turning point, or vice versa, must be
strictly greater than 3−
√
5
2 × initialSplit, so a sufficient condition is that
initialSplit < 2.6 times the minimum time between a constant section
and a turning point.
On the contrary, a local minimum of a continually varying function that
occurs at less than 3−
√
5
2 ≈ 0.382 through the subinterval and has the same
value at each of the two initial evaluations, like that shown in figure 3.10, will
still be missed by the algorithm. Instead, the local maximum is detected,
the subinterval split and the discarded minimum found in the new, smaller
subinterval. Thus, the compiler will still generate the correct waveform.
This is why is a minimisation and a maximisation must be performed when
verifying that a subinterval is indeed monotonic.
As previously stated, the initialSplit parameter is tuned to improve
the speed of the compiler, subject to the constraint with constant sections.
Since doubling the length of a monotonic subinterval requires only one extra
function evaluation when locating the step times (using a zero-finding al-
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gorithm with bisection), the most significant saving is available by reducing
the required number of minimisations. Because each monotonic subinterval
requires a minimisation and a maximisation (equally expensive) to verify
that it is monotonic, setting initialSplit too small results in an excessive
number of runs of the minimisation algorithm. Conversely, if initialSplit
is too large, each of the early minimisations will take longer due to having
to search a wider interval.
To develop a formula for the optimum value of initialSplit, the com-
piler was run repeatedly for a monochromatic sinusoid across 24 rods, all in
unison, for a range of amplitudes, frequencies and values of initialSplit.
The function was not specified as periodic to the compiler, to make it calcu-
late each step individually, thereby providing an average over many periods
or repeats. The sets of amplitudes A = {1, 5, 10, 15, 20}mm and angular
frequencies ω = {0.25, 0.5, 1, 2} rad s−1 were chosen to span the typical op-
erating conditions of the ASWaM. All combinations were tested, giving 20
data points in total. The duration of the wave at each amplitude and fre-
quency was selected to give a compile time long enough to render thread
setup times insignificant but less than a couple of minutes to compile. The
benchmarking was undertaken on an 11-inch MacBook Air, which was man-
ufactured in early 2014 with a 1.4 GHz Intel Core i5 processor and 4 GB of
1600 MHz DDR3 RAM, running macOS version 10.12.6. Prior to commen-
cing testing, the computer was restarted to clear the memory of unnecessary
open programs, then one Finder window, the activity monitor, one tab in
Safari containing the master input wizard and one terminal window opened,
in addition to the background tasks of the operating system. Each test was
only started once the CPU was 98 % idle and discarded if a software updater
or the security (antivirus) software became active during the test.
The effect of varying initialSplit on the compile time for a run of
1000 s with amplitude 10 mm and frequency 1 rad s−1 is shown in figure 3.11.
For the maximum permitted value of initialSplit, where the interval is
initially not subdivided, the input took 79.0 s to compile. The compile time
then slowly decreased to a minimum for initialSplit between 0.1 s and
0.3 s. With the fastest time of 60.9 s at initialSplit = 0.15 s, which is
23 % faster than with no initial subdivision, and second fastest of 61.0 s at
initialSplit = 0.22 s for initalSplit, despite testing in increments of
0.01 second, the variation in compile times is greater than the underlying
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Figure 3.11: Graph showing compile time of h = 10 sin t for 24 motors for
1000 s against initialSplit. The compile time can be reduced by 23 % by
reducing the value of initialSplit, but the compile time increases rapidly
below a critical value (about 10−2 in this case).
rate of change with respect to initialSplit: the mean compile time for
0.1 6 initialSplit 6 0.3 was 61.58 s with standard deviation 0.41 s. As
initialSplit was decreased further, the compile time increased rapidly.
This shape is typical of all points in the tested parameter space, thus it is
better to set initialSplit too high rather than too low, subject to satisfy-
ing the condition around stationary sections (which does not apply here for
sinusoids).
Because of the difficulty in determining the optimum value for the com-
piler parameter and the broad range of values that are nearly optimal,
the quickest test time was taken to be the optimum value. A logarithmic
contour plot of the quickest values for initialSplit is presented in fig-
ure 3.12. Although there are relatively few data points, the contours of
log10 (initialSplit) are roughly straight lines with equal spacing. There-
fore, a good heuristic rule for the optimum value, for some constants α, β
and γ to be determined, is
log10 (initialSplit) = α log10A+ β log10 ω + log10 γ, (3.2a)
which gives the power law,
initialSplit = γAαωβ. (3.2b)
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Figure 3.12: Contour plot of the logarithm in base 10 of the value of
initialSplit that produced the quickest compile time of a monochromatic
sinusoid for varying amplitude and frequency. The crosses indicate the
sample points. The faster the maximum step rate, the lower the optimum
value of initialSplit. The calculated contours are rough because of the
sparse number of data points.
Estimating these parameters by minimising the least squares of the residuals
gives α = −0.7294, β = −1.0227 and γ = 0.9188, so the optimum value is
approximately
initialSplit =
0.9
A0.7ω
. (3.3)
Given the broad range of nearly optimal values, this formula was found to
be in the optimal range at all tested data points.
The relative speed increase of reducing initialSplit from its maximum
to the optimum value is shown in figure 3.13. For low amplitudes (∼ 1 mm),
there is little or no improvement. As the amplitude increases, the perform-
ance gains increase with only a weak dependence on frequency, with the
greatest improvement of 29 % for A = 20 mm and ω = 2 rad s−1, which is
much less than the potential performance losses due to setting initialSplit
too low. Therefore, for more complex waveforms consisting of a superposi-
tion of sinusoids of constant amplitude, it is recommended to take the largest
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Figure 3.13: Relative reduction in time, expressed in percent, of compiling
a monochromatic sinusoid between the maximum and optimum values of
initalSplit for varying amplitude and frequency. The greatest gains are
made at the larger amplitudes at up to 29 %, but with almost no gain
at 1 mm. The improvement is independent of the frequency ω, with the
variability present due to noise.
optimum value of initialSplit. For waveforms of varying amplitude, the
value of initialSplit should be adjusted to match the most costly part of
the waveform to compile, namely the region of parameter space for which
the rods accumulate the greatest travel distance, ensuring that the condition
regarding non-instantaneous stationary sections is satisfied.
3.3.7 Effect of Reducing the Temporal Precision on the Com-
pile Time
The compiler may be sped up by reducing the precision of the times to step
the motors. This is achieved by terminating the Brent zero-finding algorithm
sooner, but this results in a temporal coarsening of the produced waveform.
This side effect occurs because the calculated continuous time at which a
motor should be stepped is quasi-randomly uniformly distributed around
the correct time, which the compiler seeks to approximate. Reducing the
precision broadens the distribution. As the tolerated range increases and
approaches the correct time between two adjacent steps, the calculated step
times may become arbitrarily close to each other. The result is random
jitter in what should be a smooth motion, which will excite transient high
frequency motions. If the tolerated range is large enough to allow overlap
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Figure 3.14: Graph showing compile time of h = 20 sin (0.25t) for 24
motors for 2000 s with initialSplit = 0.44 against the temporal precision.
The sample points are shown with dots, and a line of best fit is drawn
through the five right-most points. The compile time may be reduced by
up to 18 % by permitting more jitter in the waveform.
between adjacent steps, the second step may be calculated to occur at the
same time as the first; in this case, the compiler will fail, returning an error
saying that the input function is discontinuous.
Since the algorithm for determining when to step each motor exhibits
superlinear convergence in the ideal case, it is not apparent a priori what
compiler performance gains may be made. To test this, a monochromatic
sinusoid with amplitude 20 mm and angular frequency 0.25 rad s−1 of length
2000 s was compiled for a range of precisions for 24 motors, all in unison, with
the periodic interval calculation disabled. The hardware and timing proced-
ure was the same as for determining the optimum values of initialSplit
in section 3.3.6.
The graph of the compile time is shown in figure 3.14. The coarsest pre-
cision of 1× 10−3 s was selected because the maximum speed of the rods is
5 mm s−1, giving a minimum time between steps of 2.54× 10−3 s (for a mo-
tor pitch of 0.0127 mm). In the coarsest case, the input waveform compiled
18 % faster, which is a comparatively marginal gain at the expense of intro-
ducing random jitter into the waveform, so it is generally not recommended
to increase the effective clock period.
The compile time reduced significantly when the precision was worse than
10−7 s, so an estimate of the rate of convergence is possible. The line of best
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fit (in a least squares sense) past this point is
Compile time = 28.24243− 1.77393 log10 (Precision), (3.4)
with a correlation coefficient of −0.999 (correct to three significant figures),
indicating that this is a very good fit across the five data points. Inverting
the line of best fit equation gives the statement of proportionality,
Precision ∝ 10−Compile time1.77393 , (3.5)
so the error reduces by a factor of 10
1
1.77393 ≈ 3.7 for each second of pro-
cessing, thus the compiler exhibits linear convergence.
3.3.8 Preview Animation
A web browser animation of the compiled waveform is provided in the file
verifier.html, enabling the user to verify they have selected the correct
input function before running it on the wave maker hardware. A screen shot
is shown in figure 3.15. It reads in an unlimited number of compiled binary
input files, one for each BBB, and displays the position of all rods at any
instant in time. The animation uses simple shapes (circles, lines and text) on
an HTML5 canvas, with the drawing and timing undertaken in Javascript.
In common with the input wizards, it works on all major modern browsers.
Because, as a browser-interpreted language, Javascript is unlikely to be
fast enough to read all the instructions in a reasonable time frame and that
the input XML files would also have to be selected by the user for upload to
the webpage in order to decode the GPIO pin numbers, all the data required
for the animation (namely, the position of each rod at each instant in time)
is appended as a footer to the compiled binary file. Since the animation
need only indicate a rough guide of the waveform, in order to minimise file
sizes and processing time, time is discretised into units of 0.1 s = 1 ds and
the displacements are mapped onto 128 discrete points spanning the range
of motion. Then, by using 4 bits to specify the time delay from the previous
instruction in ds (in a similar manner to the PRUSS instructions, described
in section 3.3.3), 5 bits for the motor number (up to 26, counting from 0) and
7 bits for the displacement (on a scale of 0–127), each instruction fits into
16 bits or 2 B. A 6 B header contains the extremal displacements in a little
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Figure 3.15: Screen shot of wave maker preview animation. This snapshot
is shown for a monochromatic sinusoid of amplitude 5 mm. The compiled
input files for the wave maker are read in Javascript, and then the waveform
is animated using HTML, with the red dots indicating the rod positions.
The animation can be played both forwards and backwards at the user-
defined speed, as well as paused. The axes on the animation automatically
take the extremal values. A list of displacements can be exported for use in
other software.
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endian sign-magnitude representation. This is stored in the order specified
from the least significant to most significant bit. With this encoding, the
footer is typically less than 2 % of the total file size for large files, less than
5 % for medium-sized files with at least 1000 motor instructions and rising
to 21.2 % as an upper bound for a stationary file for 24 motors.
The user selects each of these compiled binary files in the web page, with
multiple selected simultaneously to make up a whole wave maker requiring
several BBBs. The files are read asynchronously into arrays in batches, each
in its own Javascript setTimeout function call, of one million instructions
with a status update provided between each batch, to ensure the browser
remains responsive, thus preventing it from attempting to terminate the
scripts. Furthermore, the processing can be terminated between sets in the
event the abort button is pressed. During this operation, the time differences
are converted into absolute times, with zero corresponding to the start of the
animation. The time of each step, which motor and its new displacement
are stored in two-dimensional arrays, with the first index corresponding to
the BBB and the second the instruction number. Once read, the user may
either download a comma-separated values (ASCII CSV) file containing the
calculated absolute times (correct to 0.1 s) and displacements (in physical
units of length) for use in other software packages, or play the animation
within the web page.
The animation is equipped with play forwards, play backwards, pause and
return to the beginning buttons, plus variable playback speed (in multiples in
0.1 relative to real time, applies both forwards and backwards) and a progress
bar. The animation uses Javascript’s setInterval function to advance the
animation by 0.1 s at the appropriate frequency according to the playback
speed. The position of each horizontal rod is represented by a circle, with
a straight line joining the centres of adjacent rods. The animation resizes
automatically whenever the window is resized to ensure it takes up 95 % of
the available window. The maximum and minimum displacements across
all BBBs are displayed on a the vertical axis on the left hand side. The
convention of increasing rod number to the right and displacement upwards
is used; options are provided to reverse either or both of these should the
wave maker hardware not match this configuration.
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3.3.9 Manual Individual Motor Alignment
A simpler program, ./align, is also provided for moving a single motor a
prescribed number of steps at a prescribed rate. This may be useful during
maintenance or recalibrating a small number of motors that have drifted
due to the waveform requiring a greater hydrodynamic load than the motors
can handle. It takes one input argument: an XML pins file containing the
mapping between motor numbers and GPIO pin numbers (see section 3.3.5);
the motor selection, travel and speed are requested interactively. Similar to
the main software, it contains a user-space driver, but a single routine on one
PRU both maintaining an approximate clock and toggling the GPIO pins,
as presented in figure 3.16. The binary file format of the main software is
not used; instead, the required RAM addresses for the GPIO pin and the
number of clock cycles to wait before taking the next step are written to the
PRU RAM by the user-space driver, which can be read by the program on
the PRU with no further processing. An interrupt is used to signal to the
user-space driver that the motion is complete. The user is then invited to
make a new command.
3.4 Model of Shape of Wave Maker
3.4.1 Introduction
In order to predict the generated internal wave field accurately, it is necessary
to know to know the true shape of the wave maker for a given input. Since
the only specification of the shape is through the height of the rods, the
position of the neoprene foam sheet is unknown, especially between the rods.
An elastic, analytic model is developed here for the output shape h(x, t) of
an arbitrary wave maker for a given input hin(x, t), with a summary in
section 3.4.11.
3.4.2 Definitions
A schematic of the longitudinal view of the wave maker is shown in figure 3.3.
Since this theory will be developed for any wave maker of this general design,
including both the ASWaM and prototype wave maker, and any future wave
maker, a set of dimensional parameters are used to describe the configuration
of the wave maker. The arbitrary wave maker consists of R rods of effective
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Initialise — 13 instructions
Set/clear direction GPIO pin — 3 instructions
Load number of steps into step count register
Load pulse pin selection into pin selection register
Load pulse pin memory clear address into address register
Clear pulse pin: write pulse pin selection to memory address
— may take longer than 5 ns
Load time delay into delay register
Subtract 1 from delay register
Delay register = 0?
Yes
No
Load pulse pin memory set address into address register
Set pulse pin: write pulse pin selection to memory address
— may take longer than 5 ns
Load time delay into delay register
Subtract 1 from delay register
Delay register = 0?
Yes
No
Subtract 1 from step count register
Step count register = 0?
Yes
No
Clear all GPIO pins — 9 instructions
Send interrupt
Halt
Figure 3.16: Flow chart showing each instruction for the align routine on
PRU1, which steps one motor a specified number of times. Each instruction
in a box takes 5 ns, unless stated otherwise — these boxes are highlighted.
The sequence shown is for rising edge driver boards; for falling edge, the set
and clear operations of the pulse should be interchanged.
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radii r including the Velcro sleeves, with separation d and a gap ofD between
the last rod and where the elastic sheet is clamped to the tank. The sheet has
thickness s. For the ASWaM, R = 100, r = 4 mm, d = 10 mm, D = 40 mm
and s = 3 mm. Let x be the horizontal coordinate and z vertical with z = 0
on the main base of the tank. The sheet is at height h(x, t) above z = 0
for a given input hin(x, t). The recess under the sheet extends to a depth H
below the main base of the tank. The tank is filled with a Boussinesq fluid
of density ρ0(z) with reference (average) density ρ00 and contains density
perturbations ρ′ about ρ0 driven by the wave maker. The fluid inside the
recess is well mixed with density ρB > ρ0 because it is largely separated
from the main tank and is a small volume undergoing large perturbations.
In practice, the density discontinuity across the wave maker is small, so that
ρB − ρ0(z)
ρB + ρ0(z)
 1, (3.6)
although this will not be required for the model.
3.4.3 Governing Equations
The elastic sheet is modelled based on the properties of the neoprene-nylon
composite used in the ASWaM. The material’s body is made of neoprene
foam with a nylon mesh to prevent overextension, which is also the construc-
tion used in wetsuit material. When the strain is below some critical value,
it bends and stretches elastically like pure neoprene foam, which is a derived
rubber compound. Above the critical value, the nylon mesh is stretched to
the point that it becomes taut and the material is much harder to deform.
Since the elastic modulus of nylon is about 3000 times that of continuous
neoprene (Cambridge University Engineering Department, 2003), which is
much greater than that of its foam (Naebe et al., 2013), the nylon mesh is
much more rigid than the neoprene foam. However, since the foam accounts
for most of the cross-sectional area of the sheet, the sheet will continue to
behave elastically above the critical value, but non-isotropically, depending
on the alignment of the nylon mesh. The following derivation applies below
the critical value, in the elastic regime solely of the neoprene foam. Later,
in section 3.4.5, the Euler-Bernoulli beam approximations will be applied to
this derived result.
Consider a short section of the sheet of length 2δx, with density per unit
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2δx pA(x)
2δx pB(x)
T (x− δx)
T (x+ δx)
S(x− δx)
S(x+ δx)
M(x− δx) M(x+ δx)
δxs
2δxρE
Figure 3.17: Forces and moments acting on an element of the sheet (based
on Kelly, 2015, p. 202). Shear and tension forces are exerted on each end
by the neighbouring elements, in addition to a pair of moments. The fluid
above and below the sheet exerts a pressure perpendicular to the sheet.
length and per unit width ρE so that the element has mass 2δxρE per unit
width, centred at (0, 0), viewed side-on at an instant in time, as shown in fig-
ure 3.17, following the argument of Howland (1926) and Kelly (2015). Since
the sheet is wide and the flows in the tank are two-dimensional, moments and
forces are considered implicitly per unit width across the tank (y-direction).
A moment M(x+ δx)ey, vertical shear force S(x+ δx)ez and horizontal
tension T (x+ δx)ex (all per unit width) are exerted on it by the neighbour-
ing element to the right, while slightly different interactions −M(x− δx)ey,
−S(x− δx)ez, −T (x− δx)ex are exerted in the opposite sense by the ele-
ment to the left. The fluid above the sheet exerts a pressure pA(x) normal to
the sheet, with a pressure pB(x) from below; the forces on the element (per
unit width) are −2 δx pA(x)en and −2 δx pB(x)en respectively where en is
the outward unit normal. Since the configuration is time-varying, all these
quantities also depend on time, although this is omitted from the notation
for clarity.
Let θ be the angle the sheet makes with the horizontal and h(x, t) be the
vertical displacement of the sheet; then, the trigonometric relation gives θ in
terms of h,
tan θ =
∂h
∂x
, (3.7)
90
3. Arbitrary Spectrum Wave Maker 3.4. Model of Shape of Wave Maker
and the vertical components of the pressures become −2 δx pA(x) cos θez and
2 δx pB(x) cos θez. Assuming that the elements of the sheet do not move
horizontally, the horizontal forces must be in equilibrium,
− T (x− δx) + T (x+ δx) + 2 δx pA(x) sin θ − 2 δx pB(x) sin θ = 0. (3.8)
Defining the net pressure towards the top of the sheet,
p∗(x) = pB − pA, (3.9)
and dividing through by 2 δx, in the limit δx → 0, this gives the horizontal
force balance,
∂T
∂x
= p∗ sin θ. (3.10)
Resolving forces vertically and invoking Newton’s Second Law gives
2 δx ρE
∂2h
∂t2
= 2δx(pB − pA) cos θ − S(x− δx) + S(x+ δx). (3.11)
Again, dividing through by 2 δx and using the definition of the net pres-
sure p∗ (3.9), in the limit δx→ 0, this gives the vertical force balance,
ρE
∂3h
∂x∂t2
= p∗ cos θ +
∂S
∂x
. (3.12)
Next, defining I as the moment of inertia about the y axis, taking mo-
ments about this axis gives
I
∂2θ
∂t2
= −M(x− δx) +M(x+ δx) + δx cos θ S(x− δx)
+ δx cos θ S(x+ δx)− δx sin θ T (x− δx)− δx sin θ T (x+ δx).
(3.13)
In the limit δx → 0, because the element becomes a thin rod of length s,
I → 16ρE δx s2. Also, S(x± δx) → S(x) ± δx ∂S∂x . So, dividing through by
2δx and taking the limit δx→ 0 yields the moment balance,
1
12
ρEs
2∂
2θ
∂t2
=
∂M
∂x
+ cos θ S(x)− sin θ T (x). (3.14)
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3.4.4 Pressures Applied to Wave Maker
Away from the ends, in the central part of the wave maker, the flows in-
duced by the wave maker are assumed to be approximately the same as
those induced in an infinite domain. Since the end correction will only need
to be applied to relatively few rods, it is assumed insignificant relative to
the tension and bending stiffness in the sheet. Furthermore, low amplitude
oscillations are considered so that linear flow models can be used to estim-
ate the pressures applied to the wave maker. Therefore, the arbitrary input
shape of the wave maker is Fourier transformed in time and each mode
hin = Ae
i(kx−ωt) considered independently. Assuming that the leading or-
der flow field matches the input, with only a small correction required for
the true shape of the neoprene foam sheet, the total pressure field is then
obtained by summing the modes.
Because the Reynolds number is large (about 103 for a wave 10 mm in
amplitude with a wavelength of 200 mm), inviscid flow is assumed both above
and below the wave maker. In addition, the buoyancy of the neoprene foam,
which is less dense than water, is neglected, because the elastic forces and
hydrodynamic load are expected to be much greater than it.
Since the wave maker sheet is not sealed, the hydrostatic pressure is the
same on both sides. Because, from the forms of the horizontal (3.10) and
vertical force (3.12) balances, only the pressure difference p∗ is required, the
perturbation pressures p′ about the hydrostatic pressure above and below
the wave maker need only be considered. It is important to note that the
perturbation pressure is zero when the wave maker is static.
Pressure Beneath Wave Maker
Because underneath the wave maker is nearly sealed with a relatively small
volume while the wave maker undergoes large disturbances, the fluid in the
cavity is considered well-mixed, so that the density underneath the sheet ρB
is constant. As the flow is inviscid, potential flow applies within the cavity.
Defining the velocity potential φ by u = ∇φ, the linearised momentum
(Navier-Stokes) equation (1.20) becomes
ρB
∂
∂t
∇φ = −∇p′, (3.15)
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which on integrating in space and using the condition p′ ≡ 0 when φ ≡ 0
gives the expression for the perturbation pressure in the cavity,
p′ = −ρB
∂φ
∂t
. (3.16)
To calculate the potential field φ volume conservation is used, which
implies that the velocity potential satisfies Laplace’s equation,
∇2φ = 0. (3.17)
It is assumed that the boundaries of the cavity are far away and that the
rods have negligible effect on the flow (which is unlikely to be true for the
horizontal rods), so the cavity is treated as having only a flat bottom bound-
ary. Then, the boundary conditions are no penetration of the base of the
cavity,
w =
∂φ
∂z
= 0 at z = −H, (3.18a)
and no penetration of the sheet, which linearises to
w =
∂φ
∂z
=
∂h
∂t
at z = 0. (3.18b)
For the given Fourier mode hin = Aei(kx−ωt), the method of separation of
variables gives the solution for the velocity potential,
φ = − iAω cosh k(z +H)
k sinh kH
ei(kx−ωt). (3.19)
Finally, differentiating with respect to t using the expression for p′ (3.16)
gives the approximate perturbation pressure exerted on the underside of the
wave maker for the mode hin = Aei(kx−ωt),
pB = ρB
∂
∂t
[
− iAω
k sinh kH
ei(kx−ωt) sinh k(z +H)
]∣∣∣∣
z=0
= −Aω
2ρB
k
ei(kx−ωt).
(3.20)
Pressure Above Wave Maker
Local to (and above) the wave maker, a linear stratification, hence constant
buoyancy frequency N , is assumed. Letting Θ1 be the angle the wavevector
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makes with the horizontal (and the wave beam makes with the vertical), the
linear internal wave solution for the vertical velocity is (see section 4.3)
w = −iAωei[k(x−z tan Θ1)−ωt]. (3.21)
Using the polarisation relations for linear internal waves, the pressure per-
turbation is
p′ = −ρ00ωm
k2
(−iAω)ei[k(x−z tan Θ1)−ωt]. (3.22)
Now m = k tan Θ1 = k
√
N2
ω2
− 1, so on evaluating at z = 0, this gives the
pressure exerted on the wave maker from above,
pA =
iAω2ρ00
k
√
N2
ω2
− 1 ei(kx−ωt). (3.23)
Net pressure exerted on wave maker
Subtracting the pressure above (3.23) from the pressure below (3.20) the
wave maker gives the approximate net upwards pressure on the sheet for the
Fourier mode hin = Aei(kx−ωt),
p∗ = −
Aω2
k
(
ρB + iρ00
√
N2
ω2
− 1
)
ei(kx−ωt). (3.24)
It is worth noting the π2 phase difference between the pressure fields above
and below the wave maker, and that this is complex so multiple (complex
conjugate) modes are required for a real pressure.
3.4.5 Elastic Beam
The assumptions of Euler-Bernoulli beam theory,
1. the sheet has no mass, so is always in equilibrium, which means it
changes shape instantaneously due to a change in loading,
2. transverse plane sections remain plane and normal to the longitudinal
fibres in the sheet, and
3.
∣∣∂h
∂x
∣∣ 1, so the linear theory of elasticity holds,
are assumed to hold for the neoprene foam sheet. The neoprene foam sheet is
installed slightly under tension, so that all the fibres remain under tension as
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the sheet is perturbed. For simplicity, it is assumed that there is zero tension
in the sheet when at the zero position h ≡ 0, with some fibres possibly in
thrust.
The instantaneity assumption 1 says that the left hand sides of the ver-
tical force balance (3.12) and moment balance (3.14) are equal to zero,
0 = p∗ cos θ +
∂S
∂x
, (3.25a)
0 =
∂M
∂x
+ cos θ S(x)− sin θ T (x). (3.25b)
The trigonometric functions can be expressed in terms of derivatives of h
using the expression for tan θ (3.7) to give
cos θ =
1√
1 +
(
∂h
∂x
)2 (3.26a)
and
sin θ =
∂h
∂x√
1 +
(
∂h
∂x
)2 . (3.26b)
From the linearity assumption 3, only the leading order term of each of the
Taylor expansions of these expressions are retained, leaving cos θ ≈ 1 and
sin θ ≈ ∂h∂x . Substituting these approximations into the horizontal (3.10),
instantaneous vertical force (3.25a) and instantaneous moment (3.25b) bal-
ances gives the three instantaneous equations in terms of the displacement
h of the wave maker,
∂T
∂x
= p∗
∂h
∂x
, (3.27a)
∂S
∂x
= −p∗, (3.27b)
∂M
∂x
+ S − T ∂h
∂x
= 0. (3.27c)
Differentiating the moment equation (3.27c) with respect to x gives
∂2M
∂x2
+
∂S
∂x
− T ∂
2h
∂x2
− ∂T
∂x
∂h
∂x
= 0. (3.28)
Using the horizontal (3.27a) and vertical (3.27b) force balances to eliminate
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C
z ′= − s
2
z ′= s
2
γ
Figure 3.18: Bending of a section of the Euler-Bernoulli beam. The inside
of the bend is compressed, while the outside is stretched, causing thrust and
tension respectively. The dashes indicate the neutral line, where the fibres
of the beam remain at their natural length. Moments are also exerted by
the neighbouring elements (not shown).
the derivatives of the tension and vertical shear forces leaves
∂2M
∂x2
− p∗ − T
∂2h
∂x2
+ p∗
(
∂h
∂x
)2
= 0. (3.29)
The fourth term is insignificant compared to the second term, because of the
linearity assumption 3,
∣∣∂h
∂x
∣∣  1, which reduces the equation to the linear
Euler-Bernoulli beam equation,
∂2M
∂x2
− T ∂
2h
∂x2
= p∗. (3.30)
Following the derivation of Beardmore (2013) for the equations for the
Euler-Bernoulli beam, a slightly longer section of beam than used previously
is now permitted to bend to form an arc of radius C through angle γ, as
shown in figure 3.18. With the transverse sections remain plane assump-
tion 2, which requires the sheet to be long and thin as is indeed the case, the
fibres in the sheet remain parallel and are either in thrust or under tension.
By the linear elasticity assumption, these will both be treated with the same
Young’s modulus E, which is between 80 kPa and 300 kPa for neoprene foam
with a nylon backing, as used in wetsuits (Naebe et al., 2013). Within this
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model, the shear forces are neglected.
The element is under net tension, so the local tension within the ele-
ment is decomposed into the externally applied tension T which is uniform
throughout the element plus a perturbation TH(z′) varying with height. The
tension perturbation TH can be either positive or negative. By balancing
longitudinal forces, the externally applied tensions cancel, so the net tension
perturbation TH must be zero. Therefore, there is a neutral axis along the
centreline z′ = 0 of the sheet (as it is uniform with respect to height) along
which TH = 0. Since all the fibres are stretched by the same amount to
provide the external tension T , the length of the fibre at z′ = 0 is taken
to be the natural length of all the fibres when calculating the perturbation
tension TH . From Hooke’s Law with Young’s modulus E, and using the
length of an arc, the tension (per unit width) along the fibre of width δz′ at
height z′ is given by
TH
(
z′
)
= E δz′
Extension
Natural length
= E δz′
(C + z′)γ − Cγ
Cγ
=
Ez′
C
δz′.
(3.31)
In other words, the stress perturbation is proportional to the displacement
from the neutral axis.
Since the moments must balance on the element, and because the shear
forces are being neglected and the only internal moment arises from the
tension perturbation TH (the external tension T is independent of z′), the
internal moment must balance the external moments applied by the neigh-
bouring elements. Using the sign convention of figure 3.17, the external
moment M acts in a positive sense (anticlockwise) on the right side of the
element, so the internal moment Mint must also be evaluated in a positive
sense. Then, the external and internal moments sum to zero. Using this to
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evaluate the external moment gives
M = −Mint = −
∫ s
2
− s
2
Ez′
C
z′ dz′
= −E
C
[
z′3
3
] s
2
− s
2
= −Es
3
12C
.
(3.32)
Following Ichikawa et al. (1981), from geometry, the radius of curvature
in figure 3.18 satisfies
1
C
= −
∂2h
∂x2[
1 +
(
∂h
∂x
)2] 32
, (3.33)
which under the linearisation assumption 3 simplifies to
1
C
= −∂
2h
∂x2
. (3.34)
Substituting this into the expression for the moment on the element (3.32)
gives the moment in terms of the displacement of the sheet,
M =
Es3
12
∂2h
∂x2
. (3.35)
Next, the external tension T is calculated. Because the contact point
of the sheet is free to rotate round the rods to minimise the tension, it is
assumed that there are no discontinuities in the tension where the sheet is
attached to the rods. Also, it is assumed there is no friction. So, from the
horizontal force balance (3.10), the tension T varies only along the sheet due
to the dynamic pressure p∗ exerted by the fluid. Then, the tension can be
decomposed into the sum of a global component TS due to the stretch of the
wave maker from TS = 0 when h ≡ 0 plus a locally varying component TP
due to the pressure p∗. It is important to note that this approximation may
be invalid if there is large amplitude forcing at one end of the wave maker,
but not at the other; in this case, the Velcro attachments would prevent the
sheet from sliding over the rods towards the end with large displacements,
thereby causing TS to vary with respect to distance x along the wave maker.
The global stretch tension TS is calculated (per unit width) using Hooke’s
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law for the full length L = Rd+ 2D of the wave maker,
TS = E
∆L
L
∫ s
2
− s
2
dz′ = Es
∆L
L
. (3.36)
This may be computed numerically, or estimated in the middle section of
the wave maker by decomposing the input waveform into Fourier modes,
as was performed in the calculation of the pressure in section 3.4.4. The
configuration is now assumed to be periodic, so the stretch tension TS
is calculated over one wavelength for a Fourier mode. Because a quad-
ratic quantity is now being evaluated, care must be taken to ensure the
real part of the mode is taken, so the input is considered explicitly as
hin = Re
{
Aei(kx−ωt)
}
= 12
{
Aei(kx−ωt) +A∗e−i(kx−ωt)
}
. Then, the stretch
tension is
TS = Es
k
2π
∫ 2π
k
0
√
1 +
∣∣∣∣
∂h
∂x
∣∣∣∣
2
− 1 dx. (3.37)
In the low amplitude approximation
(∣∣∂h
∂x
∣∣ 1
)
, Taylor expanding the square
root and retaining only the leading term leaves
TS =
Esk
2π
∫ 2π
k
0
1
2
∣∣∣∣
∂h
∂x
∣∣∣∣
2
+O
(
|Ak|4
)
dx
≈ Esk
2π
∫ 2π
k
0
k2
8
{
−A2e2i(kx−ωt) + 2|A|2 −A∗2e−2i(kx−ωt)
}
dx
=
Es|A|2k2
4
.
(3.38)
Compared to numerical evaluation, this approximation is very good when
|Ak| = 0.1 (TS = 0.00249Es numerically and 0.0025Es in the approxim-
ation) and still fairly good for |Ak| = 1 (TS = 0.216Es, against 0.25Es),
which covers the range of typical shapes on the wave maker.
The contribution to the tension due to the pressure TP is estimated
from the horizontal force balance (3.10). In the low slope approximation 3,
sin θ ≈ tan θ = ∂h∂x ∼ Ak. From the expression for p∗ (3.24), assuming the
input frequency ω ≈ N2 and negligible density discontinuity across the wave
maker giving ρB ∼ ρ00, p∗ ∼ Aω
2ρ00
k , so the right hand side of the horizontal
force balance (3.10) scales as
|p∗ sin θ| ∼ A2ω2ρ00. (3.39)
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The left hand side
∣∣∣∂TP∂x
∣∣∣ ∼ k|TP |, so comparing these two estimates gives
|TP | ∼
A2ω2ρ00
k
. (3.40)
Now comparing the relative significance of the two components to the
tension, ∣∣∣∣
TP
TS
∣∣∣∣ ∼
A2ω2ρ00
k
1
EsA2k2
=
ω2ρ00
EsAk3
. (3.41)
For a typical configuration, the parameters are A ∼ 10−2 m, k ∼ 10 m−1,
ω ∼ 1 s−1, ρ00 ∼ 103 kg m−3, s ∼ 10−3 m and E ∼ 102 kPa = 105 kg m−1 s−2,
so ∣∣∣∣
TP
TS
∣∣∣∣ ∼ 10−1 < 1. (3.42)
Therefore, the tension due to the pressure applied to the sheet TP is an order
of magnitude smaller than the tension due to the overall stretching of the
sheet, so TP is neglected, leaving
T ≈ TS ≈
Es|A|2k2
4
. (3.43)
Inserting the expressions for the bending moment M (3.35) and stretch
tension (3.36) into the linear Euler-Bernoulli beam equation (3.30) gives the
linear differential equation for the height h of the wave maker,
Es3
12
∂4h
∂x4
− Es∆L
L
∂2h
∂x2
= p∗, (3.44)
where ∆LL is the relative strain over the whole wave maker. Using the ex-
pressions for the pressure p∗ (3.24) and approximate tension (3.38) gives the
equation for the input forcing hin = Re
{
Aei(kx−ωt)
}
,
Es3
12
∂4h
∂x4
− Es|A|
2k2
4
∂2h
∂x2
= −Aω
2
k
(
ρB + iρ00
√
N2
ω2
− 1
)
ei(kx−ωt). (3.45)
Since the equation is linear with homogeneous boundary conditions at the
ends of the wave maker, some of its solutions can be summed to give the total
response of the wave maker. Dividing through by Es
3
12 allows for a clearer
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view of the scalings in the equation for a Fourier mode,
∂4h
∂x4
− 3|A|
2k2
s2
∂2h
∂x2
= O
(
12Aω2ρ00
Es3k
)
. (3.46)
It is worth noting that the value of the Young’s modulus E is required only
for the multiplicative factor of the pressure loading p∗. No further reductions
of this equation are performed, because the ratio of the first to the second
term, using the previous estimates, is s
2
A2
, which can be ord(1) for smaller
amplitudes, while the forcing can be significantly larger for active shapes but
zero for static shapes.
3.4.6 General Solution
Because the coefficients in the linear governing equation (3.44) are independ-
ent of space and by the instantaneity assumption 1, this is a fourth-order
ordinary differential equation with constant coefficients. Defining the coeffi-
cient α = Es
3
12 for the bending stiffness, denoting x derivatives with a prime,
the equation becomes
αh′′′′ − TSh′′ = p∗. (3.47)
Since the global stretch tension varies slowly, TS is approximately constant
across a section spanning several rods. The solution h is given by the sum of
a particular integral hp, dependent on the forcing, plus the complementary
integral hc, which is the solution to the homogeneous equation. However,
the boundary conditions specify h at R > 4 points along the wave maker, so
the problem is overdetermined. Instead, the solution is to be found on each
piecewise section between the rods to give an approximately smooth overall
shape, like using splines for interpolation.
For the Fourier mode hin = Aei(kx−ωt), the pressure term p∗ is given
by that of the hydrodynamic mode (3.24). Substituting the trial function
hp = Cpe
i(kx−ωt) into the governing equation (3.47) gives, after cancelling
the exponential terms,
Cp
(
αk4 + βk2
)
= −Aω
2
k
(
ρB + iρ00
√
N2
ω2
− 1
)
. (3.48)
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Evaluating Cp gives the particular integral,
hp = −
Aω2
k3(αk2 + β)
(
ρB + iρ00
√
N2
ω2
− 1
)
ei(kx−ωt). (3.49)
The homogeneous equation is
αh′′′′ − TSh′′ = 0. (3.50)
Because TS varies slowly and is nearly constant between adjacent rods, this
is approximately a fourth-order ordinary differential equation with constant
coefficients on each section, so four linearly independent complementary
functions exist. By inspection, two are 1 and x. The remainder are found
by observing that eµx is an eigenfunction, with the exponent µ determined
on substitution into the homogeneous equation (3.50),
αµ4 − TSµ2 = 0. (3.51)
Solving for µ gives the pair of solutions ±
√
TS
α and a double root at zero.
The double root corresponds to the two trivial solutions, 1 and x. Defining
λ =
√
TS
α
, (3.52)
the other two eigensolutions are e±λx. The coefficient λ will be determined
empirically from the response of the wave maker to a set of trial waveforms.
Because the boundary conditions will be applied at the ends of each interval,
it is cleanest to re-express the exponentials as hyperbolic functions. Then,
with four arbitrary constants Bi, the general complementary function is
hc = B0 +B1x+B2 coshλx+B3 sinhλx, (3.53)
and the general solution is
h = hp +B0 +B1x+B2 coshλx+B3 sinhλx. (3.54)
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Neoprene foam sheet
Rod
Spring of natural
length rr̃
T−
θ−
T+
θ+
Figure 3.19: Model of forces determining the separation between the neo-
prene foam sheet and a horizontal metal rod. The upper tensions are those
applied on this element by neighbouring elements of the sheet. The Velcro
that connects the rod to the sheet is modelled as a spring, which is either
in tension or thrust, proportional to its displacement.
3.4.7 Statement of Boundary Conditions
The boundary condition on the rods is that the underside of the sheet is
tangent to the point at which it is attached to the rod. Because the contact
point is free to rotate around the rod and there is flexibility in the degree
of attachment of the Velcro, its position is unknown. Under the transverse
planes remain plane assumption 2, the thickness s of the sheet does not affect
the shape and remains constant throughout. Since only the shape matters,
the displacement h = 0 corresponds to the top surface of the neoprene foam
when all the rods are in the zero position (flush with the floor of the tank).
The distance between the centre of the rod and the surface of the neo-
prene varies due to both flexibility in the Velcro hooks and the sleeve around
the metal rod having a larger radius than the rod (so that it can slide). This
is modelled as a spring in the linear regime with the tensions from the neigh-
bouring sections of the neoprene foam sheet, T+ to the right at an angle θ+
to the horizontal and T− to the left at θ− to the horizontal, providing a load
on the section above the rod, as shown in figure 3.19. Assuming the gradient
of the prescribed input ∂hin∂x is small, the contact between the neoprene foam
sheet and the rod remains approximately vertical. Resolving forces on the
sheet element vertically gives
Tspring = T+ sin θ+ + T− sin θ−. (3.55)
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The spring has natural length r, which is 4 mm for the ASWaM, and Hooke’s
law states that the tension or thrust is approximately proportional to the
extension or compression respectively. Defining the spring constant K, the
force in the spring (Velcro) when the neoprene is a distance r̃ from the centre
of the rod is given by
Tspring = K(r̃ − r). (3.56)
Invoking the assumption that the tension is constant along the wave maker
(from section 3.4.5) gives T+ = T− = T .
For low wave steepness (assumption 3 of Euler-Bernoulli beam theory),
approximating the sheet as straight line sections between the rods to de-
termine the gradient gives
sin θ+ ≈ tan θ+ =
(hin)i+1 − (hin)i
d
, (3.57a)
where i is the current rod. Similarly,
sin θ− ≈ tan θ− =
(hin)i−1 − (hin)i
d
. (3.57b)
Substituting these into the vertical force balance (3.55) and defining the
coefficient of proportionality K̃ = TK gives the approximate formula for the
extension,
r̃ − r ≈ K̃
(
(hin)i+1 − 2(hin)i + (hin)i−1
d
)
. (3.58)
So, the effective rod displacement is given by
h̃i = hin + K̃
(
(hin)i+1 − 2(hin)i + (hin)i−1
d
)
. (3.59)
The quotient in the brackets is d times the centred finite difference ap-
proximation for the second derivative of hin with step size d. This implies
that the extension of the gap between the neoprene foam sheet and the rod
is proportional to the curvature of the sheet at low amplitude.
Next, the effect of the Velcro sleeve rotating around the rod is considered.
Assuming the radius of curvature of the sheet C is much greater than the
effective radius of the rod r̃, the sheet can be considered straight with an ar-
bitrary constant gradient near the rod. Then, geometrically (see figure 3.20),
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Neoprene foam sheet
r̃
r
r̃ sec θ
r̃(sec θ − 1)
θ
Figure 3.20: Variable contact point of the sheet with the rod. For a rod of
radius r, the neoprene foam sheet sits at a position given by a larger, variable
virtual radius r̃, due to flexibility in the Velcro attachment. Assuming the
bending of the sheet is negligible, its height above the centre of the rod
increases by r̃(sec θ − 1) as the contact point moves away from the top in
either direction.
the sheet is at a height of
r̃i sec θ = r̃i
√
1 + tan2 θ = r̃i
√√√√1 +
(
∂h̃
∂x
)2
(3.60)
above the centre of the rod, so the effective rod height after the Velcro
flexibility correction is increased by r̃i
(√
1 +
(
∂h̃
∂x
)2
− 1
)
. Since the sheet
profile is determined only by the displacement of the rods, the gradient ∂h̃∂x
is calculated using the centred finite difference approximation,
∂h̃
∂x
=
h̃i+1 − h̃i−1
2d
. (3.61)
Therefore, the effective displacement of rod i given by
ĥi = h̃i + r̃i


√√√√1 +
(
h̃i+1 − h̃i−1
2d
)2
− 1

. (3.62)
Within the capabilities of the ASWaM, each of these corrections can be up
to about 1 mm, compared to a maximum sinusoidal displacement of 20 mm
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(or 25.4 mm for other shapes that do not need to be symmetric about z = 0).
Now, the boundary conditions are simply that h = ĥ over the centre
of the rods. Because the constants for enforcing the boundary conditions
are in the complementary function, hp is first calculated, then hc = ĥ − hp
is required at the rods. Since four boundary conditions are required for
each section between the rods, the remaining two conditions are used to
enforce smoothness of the solution by matching the first two derivatives
of h. Throughout it is assumed that p∗ and hence hp are smooth.
At each end of the wave maker, there is an extra section of length D
that is clamped in a vertical channel, as shown in figure 3.3. At the clamps,
the displacement h = 0, but the gradient where it leaves the rounded sill is
unknown. Since, on the ASWaM, the end section is longer, D = 6d  d,
the sheet does not bend much in the middle of the section to the first rod.
This can be approximated by saying that h′′ = 0 just before the clamp, but
acknowledging that this slightly underestimates the height of the sheet over
the end section.
The trivial wave maker with no rods is a single section fully determined
by the four end boundary conditions. As each rod, hence section, is added,
four extra boundary conditions are required: h = ĥ on the rod, and h, h′ and
h′′ are continuous, thereby providing C2 continuity, the same as for cubic
splines.
3.4.8 Basis Functions
Generalised non-polynomial Hermite interpolation is used for determining
the shape of the sheet in between the rods and between the end rods and the
sheet clamps at the end of the wave maker. On each section between rods,
the surface of the sheet is given by the general solution for h (3.54). The set
of complementary functions {1, x̂, coshλx̂, sinhλx̂} is used to form a set of
interpolation basis functions. It is a subset of those discussed for Hermite
interpolation and splines in Singh et al. (2014).
Let x̂ be coordinates local to the section, with x̂ = 0 defined on the
left end and x̂ = l on the right end. For sections between rods, the length
l = d, and, between the end rods and the clamps, l = D. Using the notation
of Huebner et al. (2001) for Hermite interpolation, because the boundary
conditions prescribe h at the ends of each section and h′′ at the ends of
the wave maker, the four basis functions for the general complementary
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solution (3.53) Hij(x̂) are selected have zero value and zero second derivative
at x′ = {0, l}, except for one of the four constraints, where it equals one.
The subscript i ∈ {0, 2} specifies which derivative is nonzero, while j ∈ {0, 1}
indicates whether this is at the left or right end of the section. Then, the
basis functions satisfy the boundary conditions,
H00(0) = 1, H
′′
00(0) = 0, H00(l) = 0, H
′′
00(l) = 0,
H20(0) = 0, H
′′
20(0) = 1, H20(l) = 0, H
′′
20(l) = 0,
H01(0) = 0, H
′′
01(0) = 0, H01(l) = 1, H
′′
01(l) = 0,
H21(0) = 0, H
′′
21(0) = 0, H21(l) = 0, H
′′
21(l) = 1.
(3.63)
The interpolation error for this choice of not specifying the n lowest deriv-
atives for Hermite interpolation has not been considered in the literature,
due to its failure to guarantee C1 continuity of the interpolant. As such, the
difference between the input and output (interpolated) shapes of the wave
maker will have to be compared numerically; this is covered in section 3.5.
Let fk(x̂) be the eigenfunctions of the complementary solution (3.53),
defined as
f0 = 1,
f1 = x̂,
f2 = coshλx̂,
f3 = sinhλx̂.
(3.64)
The derivatives of the eigenfunctions are
f ′0 = 0, f
′′
0 = 0,
f ′1 = 1, f
′′
1 = 0,
f ′2 = λ sinhλx̂, f
′′
2 = λ
2 coshλx̂,
f ′3 = λ coshλx̂, f
′′
3 = λ
2 sinhλx̂.
(3.65)
Let Cijk be the coefficients of the eigenfunctions in the basis functions, so
that
Hij =
3∑
k=0
Cijkfk. (3.66)
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Then, defining the two matrices,
F =


f0(0) f1(0) f2(0) f3(0)
f ′′0 (0) f
′′
1 (0) f
′′
2 (0) f
′′
3 (0)
f0(l) f1(l) f2(l) f3(l)
f ′′0 (l) f
′′
1 (l) f
′′
2 (l) f
′′
3 (l)


=


1 0 1 0
0 0 λ2 0
1 l coshλl sinhλl
0 0 λ2 coshλl λ2 sinhλl


(3.67)
and
C =


C000 C200 C010 C210
C001 C201 C011 C211
C002 C202 C012 C212
C003 C203 C013 C213


, (3.68)
the basis function boundary conditions (3.63) say that the product of the
matrices F and C is the 4× 4 identity matrix I4,
FC = I4. (3.69)
Left-multiplying by the inverse of F gives the coefficients for the basis
functions in terms of the boundary values of the eigenfunctions fi,
C = F−1. (3.70)
Because of its semi-sparse structure, F is readily inverted using cofactors,
giving the matrix of coefficients,
C =


1 − 1
λ2
0 0
−1l 1λ2l 1l − 1λ2l
0 1
λ2
0 0
0 − 1
λ2 tanhλl
0 1
λ2 sinhλl


, (3.71)
from which the four basis functions are obtained by substituting the com-
108
3. Arbitrary Spectrum Wave Maker 3.4. Model of Shape of Wave Maker
ponents into formula for Hij (3.66),
H00(x̂) = 1−
x̂
l
, (3.72a)
H20(x̂) = −
1
λ2
+
x̂
λ2l
+
coshλx̂
λ2
− sinhλx̂
λ2 tanhλl
, (3.72b)
H01(x̂) =
x̂
l
, (3.72c)
H21(x̂) = −
x̂
λ2l
+
sinhλx̂
λ2 sinhλl
. (3.72d)
Defining the unknown constant coefficients Bij , the general complement-
ary function is then
hc(x̂) = B00H00(x̂) +B20H20(x̂) +B01H01(x̂) +B21H21(x̂), (3.73)
which is added onto the particular integral hp, due to the dynamic pressure,
to give the general solution between each rod,
h(x̂) = hp(x̂) +B00H00(x̂) +B20H20(x̂) +B01H01(x̂) +B21H21(x̂). (3.74)
Like the cubic Hermite interpolation polynomials (cubic splines), these
functions form pairs that are reflections of themselves about the centre point
in the section, x̂ = l2 ; in other words, Hij(l − x̂) = Hi(1−j)(x̂). This is clear
by inspection for i = 0; for i = 2, use of hyperbolic trigonometric identities
gives
H21(l − x̂) = −
l − x̂
λ2l
+
sinh (λl − λx̂)
λ2 sinhλl
= − 1
λ2
+
x̂
λ2l
+
sinhλl coshλx̂− coshλl sinhλx̂
λ2 sinhλl
= − 1
λ2
+
x̂
λ2l
+
coshλx̂
λ2
− sinhλx̂
λ2 tanhλl
= H20(x̂).
(3.75)
They are plotted in figure 3.21 for a range of values of λ. The H0j are always
straight lines, providing the continuity of the sheet, while the H2j give the
curvature arising from the bending stiffness, enabling C2 continuity.
In the regime of low bending stiffness, α → 0 and λ → ∞, the turning
points of H2j move nearer the end points of the section and the magnitude
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Figure 3.21: Basis functions for the surface of the wave maker for varying
λ when l = 1. The solid lines correspond to j = 0 and the dashed to j = 1.
The left set are straight lines and the right set provide the curvature of the
sheet. The curves become cubic in the large bending stiffness case, when
λ = 0.
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of the values decrease; in other words, they become closer to constant zero
functions. This degenerate behaviour arises from the bending term αh′′′′ in
the differential equation (3.47) vanishing, hence the reduction of the equation
from fourth order to second order.
In the opposite limit of large bending stiffness, λ→ 0, the equation (3.47)
is again degenerate, as the term βh′′ vanishes. The bending basis func-
tion H21 is evaluated in the limit λ→ 0 using the Taylor expansion of sinh y
about y = 0,
sinh y = y +
y3
6
+O
(
y5
)
, (3.76)
to give
H21(x̂) = −
x̂
λ2l
+
λx̂+ λ
3x̂3
6 +O
(
λ5
)
λ2
(
λl + λ
3l3
6 +O(λ
5)
)
= − x̂
λ2l
+
x̂+ λ
2x̂3
6 +O
(
λ4
)
λ2l
(
1 + λ
2l2
6 +O(λ
4)
) .
(3.77)
The second quotient is approximated using the binomial expansion, which
leaves the leading-order approximation,
H21 = −
x̂
λ2l
+
(
x̂+ λ
2x̂3
6 +O
(
λ4
))(
1− λ2l26 +O
(
λ4
))
λ2l
= − x̂
λ2l
+
x̂
λ2l
− lx̂
6
+
x̂3
6l
+O
(
λ2
)
∼ x̂
3
6l
− lx̂
6
.
(3.78)
Its complement H20 is recovered in the limit λ → 0 using the symmetry
property (3.75),
H20(x̂) = H21(l − x̂) ∼
(l − x)3
6l
− l(l − x̂)
6
=
l3 − 3l2x̂+ 3lx̂2 − x̂3
6l
− l
2 − lx̂
6
= − x̂
3
6l
+
x̂2
2
− lx̂
3
.
(3.79)
So, the generalised first-order (cubic) Hermite interpolation polynomials are
recovered for the case where the zeroth and second derivatives are specified.
111
3.4. Model of Shape of Wave Maker 3. Arbitrary Spectrum Wave Maker
3.4.9 Application of Boundary Conditions
For a wave maker of R rods, there are are R + 1 sections to interpolate,
each with four unknown coefficients, there are 4(R+ 1) linear simultaneous
equations to solve. For the present wave maker of R = 100 rods, this is 404
equations. Although this can be performed readily by a computer, these will
be reduced to a recurrence relation, not only speed up the computation, but
also permitting solution by hand (for simple cases of the input hin).
First of all, the particular integral hp, which is due to the hydrodynamic
pressure, is calculated (perhaps numerically). Then, defining h∗ = ĥ−hp, it
is required that hc = h∗ and, assuming hp has continuous second derivative
(C2 continuity), h′c and h′′c are continuous on the rods (at the ends of the
sections). Numbering the sections from 0 to R and the rods from 1 to R, so
that section k is to the right of rod k, let hkc (x̂) be the complementary integral
and Bkij be the coefficient Bij on section k (from the general complementary
solution for h on a section (3.73)), and hk∗ be the value of h∗ on rod k.
Superscripts refer to rod numbers; where a variable is raised to a power, the
variable is enclosed in round brackets.
Considering the boundary conditions at any intermediate rod (2 6 k 6
R− 1), the specification of the rod height, hc = h∗, gives for the sections to
the left and to the right
Bk−101 = h
k
∗, (3.80a)
Bk00 = h
k
∗. (3.80b)
Continuity of the second derivative of h is simply given by
Bk−121 = B
k
20. (3.81)
To enforce continuity of the first derivative, the derivatives of the four
basis functions need to be calculated. H ′i1 are given by
H ′01 =
1
l
, (3.82a)
H ′21 = −
1
λ2l
+
coshλx̂
λ sinhλl
, (3.82b)
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so evaluating at the ends of the sections gives
H ′01(0) =
1
l
, H ′01(l) =
1
l
,
H ′21(0) = −
1
(λ)2l
+
1
λ sinhλl
, H ′21(l) = −
1
(λ)2l
+
1
λ tanhλl
.
(3.83)
The derivatives H ′i0 are now obtained using the symmetry rule (3.75), which
additionally requires the gradients to be multiplied by −1,
H ′00(0) = −
1
l
, H ′00(l) = −
1
l
,
H ′20(0) =
1
(λ)2l
− 1
λ tanhλl
, H ′20(l) =
1
(λ)2l
− 1
λ sinhλl
.
(3.84)
Substituting these expressions into the derivative of the expression for hc in
terms of the basis functions (3.73) gives the first derivatives at the ends of
the rods,
h′kc (0) = B
k
00H
′
00(0) +B
k
20H
′
20(0) +B
k
01H
′
01(0) +B
k
21H
′
21(0)
= −B
k
00
l
+Bk20
(
1
(λ)2l
− 1
λ tanhλl
)
+
Bk01
l
+Bk21
(
− 1
(λ)2l
+
1
λ sinhλl
)
,
(3.85a)
h′kc (l) = B
k
00H
′
00(l) +B
k
20H
′
20(l) +B
k
01H
′
01(l) +B
k
21H
′
21(l)
= −B
k
00
l
+Bk20
(
1
(λ)2l
− 1
λ sinhλl
)
+
Bk01
l
+Bk21
(
− 1
(λ)2l
+
1
λ tanhλl
)
.
(3.85b)
For an interior rod k, the sections either side have length l = d. Let
Cs(λ) =
1
(λ)2d
− 1
λ sinhλd
, (3.86a)
Ct(λ) =
1
(λ)2d
− 1
λ tanhλd
. (3.86b)
For small gaps between the rods, such that λd 1, Taylor expanding these
expressions gives the limiting values Cs ∼ d6 and Ct ∼ −d3 . Then, continuity
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of the first derivative of h at rod k gives the relation,
− B
k−1
00
d
+ CsB
k−1
20 +
Bk−101
d
− CtBk−121
= −B
k
00
d
+ CtB
k
20 +
Bk01
d
− CsBk21.
(3.87)
It is worth noting that if the tension were not approximately constant along
the full length of the wave maker, the value of λ would be different on each
section of the wave maker. Hence, Cs and Ct would be different calculated
for different values of λ on each side of this equation. This extra complexity
was tested, but found to reduce the quality of the fit of the model; this will
be discussed in section 3.5.
The four boundary conditions, (3.80a), (3.80b), (3.81) and (3.87), are
now combined to give a recurrence relation for Bk20 in terms of the known hk∗.
Substituting the C0 (3.80) and C2 (3.81) continuity conditions into the C1
continuity condition (3.87) gives
− h
k−1
∗
d
+CsB
k−1
20 +
hk∗
d
−CtBk20 = −
hk∗
d
+CtB
k
20 +
hk+1∗
d
−CsBk+120 . (3.88)
Rearranging to collect the homogeneous terms on the left hand side with a
source term on the right yields the difference equation,
CsB
k+1
20 − 2CtBk20 + CsBk−120 =
hk+1∗ − 2hk∗ + hk−1∗
d
. (3.89)
It is interesting to note that the source term is the first-order finite difference
approximation for d∂
2h∗
∂x2
evaluated at rod k, which can be used to approxim-
ate its value quickly analytically. In the limit of small rod spacing (λd 1)
and multiplying by d6 , the difference equation reduces to
Bk+120 + 4B
k
20 +B
k−1
20 = 6
(
hk+1∗ − 2hk∗ + hk−1∗
(d)2
)
≈ 6 ∂
2h∗
∂x2
∣∣∣∣
rod k
. (3.90)
This inhomogeneous difference equation (3.89) is now representable by
R − 2 = 98 linear simultaneous equations in R = 100 variables, which is
underdetermined. The required extra equations are the end boundary con-
ditions. On section k = 0, adjacent to the first rod, h = h′′ = 0 at the clamp
on the left end, so B000 = B020 = 0. Similarly, consideration of the right end
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gives BR01 = BR21 = 0. The continuity of h′′ is still the same condition (3.81)
as at the intermediate rods, so B021 = B120 and B
R−1
21 = B
R
20. Noting that
l = D on sections k = 0 and R, and using the expressions for h′c (3.85) gives
the continuity condition for h′ on rod k = 1,
− B
0
00
D
+B020
(
1
(λ)2D
− 1
λ sinhλD
)
+
B001
D
+B021
(
− 1
(λ)2D
+
1
λ tanhλD
)
= −B
1
00
d
+B120
(
1
(λ)2d
− 1
λ tanhλd
)
+
B101
d
+B121
(
− 1
(λ)2d
+
1
λ sinhλd
)
.
(3.91)
As before, using the relations for the higher derivatives to reduce this to an
equation in Bk20 and hk∗ gives
0 + 0 +
ĥ1∗
D
+B120
(
− 1
(λ)2D
+
1
λ tanhλD
)
= −h
1
∗
d
+B120Ct +
h2∗
d
−B220Cs.
(3.92)
Defining the function of λ,
Cd =
1
(λ)2d
− 1
λ tanhλd
+
1
(λ)2D
− 1
λ tanhλD
= Ct +
1
(λ)2D
− 1
λ tanhλD
,
(3.93)
and rearranging the equation gives the constraint on rod k = 1,
− CdB120 + CsB220 =
h2∗
d
−
(
1
d
+
1
D
)
h1∗. (3.94)
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Similarly, the continuity condition for h′ on the last rod, k = R, is
− B
R−1
00
d
+BR−120
(
1
(λ)2d
− 1
λ sinhλd
)
+
BR−101
d
+BR−121
(
− 1
(λ)2d
+
1
λ tanhλd
)
= −B
R
00
D
+BR20
(
1
(λ)2D
− 1
λ tanhλD
)
+
BR01
D
+BR21
(
− 1
(λ)2D
+
1
λ sinhλD
)
.
(3.95)
Applying the other continuity conditions to reduce this to an equation for
Bk20 gives
− h
R−1
∗
d
+BR−120 Cs +
hR∗
d
−BR20Ct
= −h
R
∗
D
+BR20
(
1
(λ)2D
− 1
λ tanhλD
)
+ 0 + 0,
(3.96)
which on rearranging and inserting Cd (3.93) becomes the constraint on rod
k = R,
CsB
R−1
20 − CdBR20 = hR−1∗ −
(
1
d
+
1
D
)
hR∗ . (3.97)
Thus, the closure to the system of equations for the coefficients Bk20 is
provided by equations (3.94) and (3.97), and it can now be solved numeric-
ally.
3.4.10 Analytic Solution for a Low Amplitude Sinusoid
This difference equation (3.89) can be solved analytically using eigensolutions
consisting of a particular sequence Bk20p added to a complementary sequence
Bk20c determined by the boundary conditions, in a similar manner to the
solution of the continuous governing equation (3.47), provided the particular
solution sequence that satisfies the inhomogeneous equation can be found.
A soluble case is for a low-amplitude monochromatic sinusoid, under the
approximation that the Velcro flexibility, sleeve rotation and hydrodynamic
pressure p∗ are negligible, so that h∗ = hin on the rods. Since this is a
Fourier mode, any shape with only low amplitude modes can therefore be
described by a summation of this analytic solution.
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For the complex exponential input h∗ = hin = Aeimx, remembering that
rod k is at x = d(k − 1), the forcing term in the difference equation (3.89) is
hk+1∗ − 2hk∗ + hk−1∗
d
=
A
d
[
eimdk − 2eimd(k−1) + eimd(k−2)
]
=
A
d
[
eimd − 2 + e−imd
]
eimd(k−1)
=
2A
d
[cosmd− 1]eimd(k−1).
(3.98)
Applying the difference operator to the trial sequence Bk20p = Feimd(k−1),
CsB
k+1
20p − 2CtBk20p + CsBk−120p
= F
[
Cse
imd − 2Ct + Cse−imd
]
eimd(k−1)
= 2F [Cs cosmd− Ct]eimd(k−1),
(3.99)
and defining the coefficient,
M(md, λd) =
cosmd− 1
Cs cosmd− Ct
, (3.100)
shows that this is indeed the particular sequence,
Bk20p =
AM
d
eimd(k−1). (3.101)
The complementary sequence Bk20c satisfies the homogeneous equation,
CsB
k+1
20c − 2CtBk20c + CsBk−120c = 0, (3.102)
which has eigensolutions of the form Bk20c = (µ)
k for some constant µ. Sub-
stituting this into the equation and dividing through by (µ)k−1 gives the
characteristic equation,
Cs(µ)
2 − 2Ctµ+ Cs = 0. (3.103)
Solving this using the quadratic formula gives the two roots,
µ± =
2Ct ±
√
4(Ct)
2 − 4(Cs)2
2Cs
=
Ct
Cs
±
√(
Ct
Cs
)2
− 1. (3.104)
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Figure 3.22: Plot of the ratio of coefficients CtCs , used in the formula for the
eigenvalue µ of the sequence of constants Bk20c. This shows graphically that
Ct
Cs
6 −2, so the two eigenvalues µ± are real and negative and on opposite
sides of −1. Thus, the sequence Bk20c is real and oscillates about zero for
increasing k.
It is important to consider the range of µ+ and µ−. First, from the
definitions of Cs and Ct (3.86),
Ct
Cs
=
(
tanhλd− λd
(λ)2d tanhλd
)(
(λ)2d sinhλd
sinhλd− λd
)
=
sinhλd− λd coshλd
sinhλd− λd , (3.105)
which is a function solely of λd. This is plotted in figure 3.22, which shows
graphically that CtCs 6 −2 for λ > 0 and d > 0, as is the case here. So,
−1 < µ+ < 0 and µ− < −1, and in the small rod spacing limit (λd→ 0),
µ+ → −2+
√
3 and µ− → −2−
√
3. Since there are always two distinct roots
(either side of −1), the complementary sequence is given in terms of the two
arbitrary constants B±20c to be determined by the boundary conditions,
Bk20c = B
+
20c(µ+)
k +B−20c(µ−)
k. (3.106)
Adding this onto the particular sequence gives the general sequence,
Bk20 = B
k
20p +B
+
20c(µ+)
k +B−20c(µ−)
k. (3.107)
Because both µ+ and µ− are negative, Bk20c is an oscillatory sequence
about zero. If B+20c 6= 0, the magnitude of Bk20c grows with increasing k,
resulting in progressively larger second derivatives of h at the rods. So,
for an infinitely long wave maker, B+20c must be zero. The second term,
B−20c(µ−)
k causes decaying oscillations, so can be nonzero on a long wave
maker. Nonetheless, for a finite number of rods R, it is possible for both to
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be nonzero, since they are determined by the end conditions.
Substituting the general solution for Bk20 (3.107) into the boundary con-
ditions on the end rods (3.94) and (3.97) gives the pair of simultaneous
equations to solve for the coefficients B±20 in terms of h
k
∗ and B20p. The
condition on the first rod k = 1 (3.94),
Cs
(
B220p +B
+
20(µ+)
2 +B−20(µ−)
2
)
− Cd
(
B120p +B
+
20µ+ +B
−
20µ−
)
=
h2∗
d
−
(
1
d
+
1
D
)
h1∗,
(3.108)
is rearranged to to put only the two unknown variables B±20 on the left hand
side,
µ+(Csµ+ − Cd)B+20 + µ−(Csµ− − Cd)B−20
=
h2∗
d
−
(
1
d
+
1
D
)
h1∗ − CsB220p + CdB120p.
(3.109)
Evaluating the values of the input sheet height hk∗ and the particular se-
quence Bk20p (3.101) gives the first equation to solve,
µ+(Csµ+ − Cd)B+20 + µ−(Csµ− − Cd)B−20
=
A
d
(1− CsM)eimd −A
(
1
d
+
1
D
− CdM
d
)
.
(3.110)
Similarly, the condition on the last rod k = R (3.97),
Cs
(
BR−120p +B
+
20(µ+)
R−1 +B−20(µ−)
R−1
)
− Cd
(
BR20p +B
+
20(µ+)
R +B−20(µ−)
R
)
= hR−1∗ −
(
1
d
+
1
D
)
hR∗ ,
(3.111)
rearranges to give the second equation to solve,
(µ+)
R−1(Cs − Cdµ+)B+20 + (µ−)R−1(Cs − Cdµ−)B−20
=
A
d
(1− CsM)eimd(R−2) −A
(
1
d
+
1
D
− CdM
d
)
eimd(R−1).
(3.112)
The simultaneous equations (3.110) and (3.112) are solved using inversion
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of the matrix of coefficients. Its determinant is
det = µ+(µ−)R−1(Csµ+ − Cd)(Cs − Cdµ−)
− µ−(µ+)R−1(Csµ− − Cd)(Cs − Cdµ+).
(3.113)
Completing the matrix inversion gives the two coefficients for the comple-
mentary sequence,
B+20 =
1
det
{
(µ−)
R−1(Cs − Cdµ−)
[
A
d
(1− CsM)eimd
−A
(
1
d
+
1
D
− CdM
d
)]
− µ−(Csµ− − Cd)
[
A
d
(1− CsM)eimd(R−2)
−A
(
1
d
+
1
D
− CdM
d
)
eimd(R−1)
]}
,
(3.114a)
B−20 =
1
det
{
µ+(Csµ+ − Cd)
[
A
d
(1− CsM)eimd(R−2)
−A
(
1
d
+
1
D
− CdM
d
)
eimd(R−1)
]
− (µ+)R−1(Cs − Cdµ+)
[
A
d
(1− CsM)eimd
−A
(
1
d
+
1
D
− CdM
d
)]}
.
(3.114b)
Concluding, the predicted true profile of the waveform h∗ = Aeimx is
obtained from the basis function representation (3.74) between each rod
(with hp = 0), with the coefficients for the bending functions H2j given by
Bk20 =
AM
d
eimd(k−1) +B+20c(µ+)
k +B−20c(µ−)
k, (3.115)
where the two factors µ± are defined in (3.104).
Although this analytic solution completes the analysis, in practice, the
coefficients Bk20 are best calculated numerically from the linear system of
equations (3.89), (3.94) and (3.97) for three reasons: First of all, it is inex-
pensive to solve such a linear system numerically and quicker than complet-
ing the analytic solution. Secondly, for the analytic solution it had to be
assumed that the sinusoid was of such low amplitude that the Velcro flexib-
ility and sleeve rotation are negligible, but these can be very easily included
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in a numerical scheme. Finally, the wave maker is designed to produce arbit-
rary waveforms, rather than only monochromatic sinusoids, and the sleeve
rotation correction is nonlinear, so a linear superposition of Fourier modes
cannot be combined, thus a more general method not relying on sinusoids is
required.
3.4.11 Summary of Method
The shape of the wave maker is predicted by interpolating the height h
between those specified by hin on the rods. First of all, the net pressure p∗
exerted on the sheet by the fluid above and below is calculated, assuming
the shape of the wave maker is given by h = hin. Second, the particular
integral hp is calculated for the governing equation due to an elastic beam
under tension (3.47),
αh′′′′ − TSh′′ = p∗, (3.116)
where α = Es
3
12 and TS = Es
∆L
L depend on both the elastic properties of
the sheet and the strain due to the input waveform hin. Third, introducing
a variable spring coefficient K̃, the effective displacements are adjusted for
flexibility in the Velcro proportional to the curvature of the sheet,
h̃i = hin + K̃
(
(hin)i+1 − 2(hin)i + (hin)i−1
d
)
. (3.117)
This has changed the effective rod radii to
r̃i = ri + K̃
(
(hin)i+1 − 2(hin)i + (hin)i−1
d
)
. (3.118)
Then, the rod heights undergo a further correction for the effective of the
Velcro sleeve rotating about the rod,
ĥi = h̃i + r̃i


√√√√1 +
(
h̃i+1 − h̃i−1
2d
)2
− 1

. (3.119)
Next, the complementary integral hc is calculated for the boundary condi-
tions: h = ĥ on the rods, which requires that hc = ĥ− hp =: h∗ on the rods;
and h′ and h′′ are continuous on the rods. The complementary integral hc
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is found in terms of the interpolation basis Hij (from the formulae (3.72)),
H00 = 1−
x̂
l
, (3.120a)
H20 = −
1
λ2
+
x̂
λ2l
+
coshλx̂
λ2
− sinhλx̂
λ2 tanhλl
, (3.120b)
H01 =
x̂
l
, (3.120c)
H21 = −
x̂
λ2l
+
sinhλx̂
λ2 sinhλl
, (3.120d)
where λ =
√
TS
α , so that hc is given by (3.73),
hc(x̂) = B00H00(x̂) +B20H20(x̂) +B01H01(x̂) +B21H21(x̂), (3.121)
for the arbitrary constants Bij . Labelling each rod with a superscript k and
now using round brackets around any variable that is raised to a power,
application of the boundary conditions gives the relations between the con-
stants on each section Bkij ,
Bk−101 = h
k
∗, (3.122a)
Bk00 = h
k
∗, (3.122b)
Bk−121 = B
k
20, (3.122c)
CsB
k+1
20 − 2CtBk20 + CsBk−120 =
hk+1∗ − 2hk∗ + hk−1∗
d
, (3.122d)
where, from definition (3.86),
Cs =
1
(λ)2d
− 1
λ sinhλd
, (3.123a)
Ct =
1
(λ)2d
− 1
λ tanhλd
. (3.123b)
The recurrence relation for Bk20 (3.122d) is a linear system of R−2 equations
in R unknowns. The closure is provided by the two end boundary conditions,
−CdB120 + CsB220 =
h2∗
d
−
(
1
d
+
1
D
)
h1∗, (3.124a)
CsB
R−1
20 − CdBR20 = hR−1∗ −
(
1
d
+
1
D
)
hR∗ . (3.124b)
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The system is solved numerically to give the coefficients Bk20, from which the
profile of the wave maker between is rod is assembled using
h(x̂) = hp(x̂) +B00H00(x̂) +B20H20(x̂) +B01H01(x̂) +B21H21(x̂). (3.125)
3.5 Validation of Model of Shape of Wave Maker
3.5.1 Method
The tank was filled with fresh water, so that the refractive index of the water
was constant, to facilitate analysis, and to make the neoprene foam wet,
which is important because its properties are different when dry. The water
was as deep as possible to maximise the hydrostatic pressure on the wave
maker, making it similar to underneath a salt stratification, thereby making
the neoprene foam buoyant like in the experiments, and to minimise the
number of interfaces between media that the light rays used for observation
need to pass through. Although it would increase the hydrostatic pressure
by a further 20 %, salt water of uniform concentration was not used in order
to reduce cleaning requirements; this is expected to have negligible effect
on the results. Because the fluid was unstratified, internal waves could not
be generated, so their contribution to the dynamic pressure could not be
tested; as a result, only static waveforms are considered. Although a dynamic
pressure would still be present without the stratification, its phase would
not match those of internal waves, instead being in phase with the pressure
underneath the wave maker (3.20). The interpolation coefficients Bk20 are
calculated numerically.
A FLEXPOINT MVnano laser diode of wavelength 520 nm and fan angle
30◦ (Laser Components, 2017) was mounted over the centre of the wave
maker above the waterline, which illuminated the longitudinal centreline of
the wave maker, as shown in figure 3.23. It is important to measure the sheet
displacements at the centreline, as it is closest on average to the vertical
shafts on the rods, thereby minimising errors due to the slight bending or
twisting of the horizontal rods. An ISVI IC-X12CXP 12-megapixel camera
recorded images through the transparent tank side wall of the perturbed laser
line on the neoprene foam sheet. It was lair = 1.77 m from the outside of the
tank and 0.415 m above the zero position of the wave maker, horizontally
at right angles to the tank wall and centred on the 46th rod (counting from
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Figure 3.23: Apparatus for measuring height of wave maker, including
definitions of parameters for calibration of the images. A line laser illumin-
ates the centreline of the wave maker from above. The deformation of the
line as a result of movement of the wave maker is recorded by a camera
looking at an angle through the side wall of the tank.
the left). It was pitched slightly downwards at an angle β = 3.8◦ below
the horizontal, which was determined from the calibration of the following
method. A sample image is shown in figure 3.24. From trigonometry, it
might be expected that the camera would be pitched at β = 12◦ below the
horizontal, but this assumes that the light rays proceed straight from the
wave maker surface to the camera, when they are actually refracted twice
through different media.
To extract the sheet height from the image, the image was first cropped
to the area of interest, then the difference in intensity between adjacent rows
within each column calculated. The laser appears as a bright near-horizontal
line, so the top and bottom illuminated pixels will have the largest absolute
values of the differences between rows, but each with the opposite sign. So,
the vertical position of the laser in each column is given by the halfway
point between these positive and negative peaks in the gradient. Because
the camera was positioned on a slight roll of 0.27◦ anticlockwise relative to
the wave maker (from inspection of the photos), which itself is on a very
gentle gradient to aid drainage, the calculated position was rotated about
the centre column of the image, and then this corrected pixel location stored
for each column. Since the angle of rotation is very small, negligible error is
introduced by not also adjusting the horizontal coordinates (to fractions of
a column number).
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100mm
Figure 3.24: Raw image of the laser (white line) on the centreline of the
wave maker with one rod raised by 5.08 mm. The surface of the wave maker
rises and falls smoothly due to the bending stiffness of the neoprene foam.
Many of the rods have been slightly bent during maintenance, resulting
in significant variation of the positions of the ends of the horizontal rods,
despite all being aligned along the centre of the wave maker. The darker
regions of neoprene foam are where it dips down between the rods, due to
too much slack being provided when the wave maker was assembled.
The location of the sheet is converted from pixels into laboratory units of
metres using ray tracing. As shown in figure 3.23, each ray of light scattering
off the neoprene foam that reaches the camera sensor, first passes through
the water before refracting into the acrylic tank wall, which is assumed to be
perfectly planar, and then again into the air. The refractive indices were cal-
culated from data collated by Polyanskiy (2018) for a wavelength of 543 nm:
the refractive index of the water was taken as nwater = 1.3350, from Daimon
and Masumura (2007) for distilled water at 19 ◦C, which is slightly differ-
ent from hard tap water at 18 ◦C that was actually used; the acrylic tank
wall has refractive index nwall = 1.4930 at 20 ◦C (Sultanova et al., 2009),
which was the temperature of the laboratory; and the air was at 20 ◦C, with
a pressure of 1017.5 hPa and a typical relative humidity of 50 % (between
14:00 and 16:00 on 11th August 2017; University of Cambridge, 2017) and
CO2 concentration assumed to match the global average of 407 ppm (NOAA
Earth System Research Laboratory, 2017), so the refractive index was about
nair = 1.0002739 (Ciddor, 1996).
First of all, the locations where each light ray originating from an ar-
ray of points spanning the possible horizontal x and vertical z positions of
the centreline of the wave maker, y = 0, passes through the outer edge of
the wall of the tank are calculated using Snell’s law (2.17). The width of
the field of view is 0.348 m and this is ideally a multiple of the horizontal
spacing of the points, so a horizontal resolution of 0.0049 m is used, giving
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Figure 3.25: Geometric correction to the pitch of the camera for a light
ray at an angle γ below the horizontal. γ = β only on the light ray passing
through the centre of the camera sensor. Distances in the virtual plane
map isotropically onto distances on the camera sensor, and hence the image.
This is used to map a vertical pixel on the image onto a given height on the
centreline of the wave maker.
72 points. To ensure accurate calibration in the vertical direction, vertical
positions between 0.03 m above and below the zero height were used with a
resolution of 0.001 m; this is sufficient, because the maximum possible dis-
placement of the wave maker is 0.0254 m. Snell’s law states that the product
of the refractive index and the sine of the angle of the ray to the normal are
equal either side of an interface; this was implemented using the vector cross
product with the normal to the tank wall. In addition, the incident and
transmitted rays and the normal are coplanar, so their scalar triple product
is zero. For each ray, this gives a nonlinear system of four simultaneous
equations in four unknown variables (a pair of (x, z) coordinates of where
the ray passes through the inner and outer faces of the tank wall), which
is solved numerically using MATLAB’s fsolve routine (Mathworks, 2017,
version R2017a).
For a plane object parallel to the camera sensor, ignoring distortions due
to the lens, there would be an isotropic scaling to map points on the object
to pixels on the camera sensor. Because the camera is pointing down, so
not perpendicular to the outside wall of the tank (which is the planar object
being photographed), a virtual plane is defined at an angle β to the vertical
that is parallel to the sensor and coincident with the outer face tank wall
level with the camera, as shown in figure 3.25; then, there is an isotropic
linear scaling from the object plane to the image pixels.
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For a light ray incident on the camera, let γ be the angle below the
horizontal of the ray when it emerges from the tank a distance v below the
horizontal, and let the ray cross the virtual plane at distance w from where
the virtual plane is level with the camera, so that w is the projection of v
onto the virtual plane. The relationship between the projected distance w
and the ray angle γ is given by applying the sine rule to the second largest
triangle in figure 3.25,
lair
sin
(
π
2 + β − γ
) = w
sin γ
. (3.126)
Multiplying by sin γ and using the expansion of the compound sine term,
sin
(π
2
+ β − γ
)
= cos (γ − β) = cosβ cos γ + sinβ sin γ, (3.127)
yields
w =
lair
cosβ cot γ + sinβ
. (3.128)
Observing from trigonometry that
tan γ =
v
lair
(3.129)
gives the formula for the projection of v onto the virtual plane in terms of
the camera distance lair and pitch β,
w =
1
cosβ
v +
sinβ
lair
. (3.130)
The horizontal coordinate then scales using similar triangles projected onto
a horizontal plane as
x 7→ x
(
lair − u
lair
)
= x
(
1− w sinβ
lair
)
. (3.131)
Next, the coordinates in the virtual plane are scaled isotropically to
match the dimensions along the centreline of the wave maker, where the
laser is scattered. Finally, the calculated vertical coordinate is translated so
that z = 0 (0.415 m below the camera) on the correct row of the image. The
point in the centreline plane of the wave maker corresponding to an arbitrary
point in the image is found by linearly interpolating these arrays of (x, z)
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coordinates.
The isotropic scaling factor, vertical translation amount and the camera
pitch β form a set of three nonlinearly coupled parameters that need to be
calibrated against the images. The horizontal component was tested against
a sinusoid of wavenumber 100 rad m−1, giving an approximate wavelength of
0.062 83 m. The wavelength was verified in the laboratory to two significant
figures using a ruler, averaged over multiple wavelengths. The vertical com-
ponents were tested by raising one half of the wave maker (Heaviside step
function) by several increments of 1.27× 10−3 m (100 motor steps) with one
image per increment and using linear regression to relate the actual and
mean indicated heights: these are equal when the images are perfectly cal-
ibrated. Only half of the wave maker was raised to provide a control section
to verify that the camera had not moved. Since overstretching the neoprene
foam may cause the motors to stall, only points more than five rods from the
location of the step are included in the average. The correlation coefficient
is greater than 0.9999, indicating the method for the vertical calibration is
robust. The travel per step of the motor is determined by the manufacturer
and was verified in the laboratory using a ruler.
The calculated mapping from pixels in the image to positions on the
centreline plane of the wave maker is shown in figures 3.26a and 3.26b. On
initial inspection, the mapping appears to be Cartesian; in other words, the
images can be approximately calibrated by simply linearly scaling the column
and row numbers of each pixel to obtain the coordinates in the laboratory
frame. However, looking at the inverse gradients, in units of pixels per mm,
in figures 3.26c and 3.26d shows that this correction does indeed provide
for curvature in the image. This is to be expected because, despite camera
lenses attempting to correct for curvature in the peripheral field, the light
rays pass through media of different refractive indices, of which air has the
lowest, so the peripheral rays, which are less perpendicular to the tank wall,
are refracted more on passing through the wall and water.
The obtained profile for the wave maker is inherently noisy, with a typical
standard deviation of 3 pixels in the location of the laser line. Much of this is
due to small air bubbles on both the neoprene foam sheet and the wall of the
tank bending some light rays significantly relative to their neighbours. Thus,
to smooth the data, a mean filter of width 21 was applied to all images. The
window corresponds to about 2× 10−3 m on the surface of the wave maker,
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Figure 3.26: Calibrated conversion from pixels in image to displacements
in metres along the centreline of the wave maker. There is a slight curvature
due to the greater refraction of rays at larger angles of incidence when
passing between media, which is made apparent by the gradients of the
mapping.
which is smaller than the diameter of the rods, so significant detail is not
lost. In addition, the displacements given are relative to a reference image
of zero displacement taken immediately before deforming the wave maker,
except during calibration; this guards against random perturbations like the
camera slipping slightly.
3.5.2 Results
Four types of waveform were tested: a single rod raised with all other rods
at the zero position, a single rod lowered, all the rods on one half of the
wave maker raised by a uniform amount (Heaviside step), and sinusoids of
wavenumber 100 rad m−1 and 20 rad m−1. The amplitudes were increased by
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Figure 3.27: Comparison of theory with profile recorded on the apparatus
for one rod of the wave maker displaced down by 3.81× 10−3 m. The shape
shows a good fit, including small humps around x = ±1.3× 10−2 m.
1.27× 10−3 m (100 motor steps) for each image until the reliable limit of the
wave maker had been obtained, typically due to the motors stalling when
unable to increase the tension in the neoprene foam. This ensures that the
full range of typical configurations are tested. A sample output is shown in
figure 3.27.
In all test cases, the shape parameter λ was found to be a constant equal
to approximately 400, the Velcro flex also constant at K̃ = 9× 10−4 m and
the equilibrium effective rod radius r = 4× 10−3 m. Although the first two
parameters are expected to depend on the global tension TS of the wave
maker, it is significant that these values are constant. A key benefit is that
the model only needs to be calibrated once per wave maker, rather than
adjusting the parameters for each type of waveform. Secondly, from the
definition (3.52), λ constant says the neoprene foam is in a regime where the
bending stiffness α is proportional to the global tension TS . The coefficient K̃
is the ratio of the tension exerted on the element of the sheet above the rod
by its neighbours to the spring constant of the Velcro attachments, being
constant implies that these two quantities are proportional. Since the tension
must increase with extension, the stretching of the neoprene foam sheet
occurs in such a way that the Velcro adheres more strongly. These effects
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are all due to the sheet material being a composite of neoprene and nylon.
For a sinusoid, the wave maker operates reliably, without any motors
stalling, up to a wave steepness Ak = 0.6. Although it may be desirable to
generate steeper internal waves, in practice they are less stable and prone to
breaking, so this limitation still permits a large, useful range of motion.
3.6 Application of Model to a Sinusoid
The linear theory of internal wave generation predicts that all Fourier com-
ponents of the shape of the wave maker are propagated diagonally upwards
with the horizontal direction matching that of the wavenumber. If the wave
maker surface is a monochromatic sinusoid travelling to the right, which only
contains a single wavenumber, the produced internal wave field is a mono-
chromatic plane wave with horizontal phase velocity is to the right, so the
group velocity is up and to the right. However, the wave maker is finite in
extent, so the input forcing to the fluid above has compact support, thus
there is a response across the (infinitely wide) wavenumber spectrum. This
includes both positive and negative wavenumbers, which propagate to the
right and to the left respectively. In order to generate the cleanest wave-
forms that are closest to being monochromatic, the wavenumber spectrum
of the wave maker shape needs to be as close as possible to a single spike
at the desired wavenumber. In addition, the waveform should be volume
conserving to minimise fluid bypassing the neoprene foam sheet, that is to
say the integral of the height of the wave maker over its full length should
be zero for a smooth waveform.
One way to minimise spread in the spectrum is to maximise the number of
continuous derivatives in physical space. For example, a sinusoidal waveform
of dominant wavenumber k0 with an amplitude envelope that is continuous
in physical space has a spectrum more localised around k0 than one with a
discontinuous envelope, which could occur due to a step change in amplitude
at the edge of the waveform. One way to make the first derivative of the
envelope continuous is to have a section of constant amplitude bounded on
both sides by half a period of a sinusoid. The dominant wavenumber k0
should be chosen to provide a whole number of wavelengths between about
halfway along the ramps to ensure approximate volume conservation, be-
cause, outside the halfway points, the amplitude of the envelope and its
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effect on volume conservation are negligible.
The true shape of the wave maker, as predicted by the theory, is shown
in orange against such an input in blue in figure 3.28a for six complete
wavelengths, measured between halfway along the ramp at each end of width
three rods. It is in the regime where the wave maker is operating at max-
imum steepness, just before the motors start to stall. The area under the
blue curve (the integral of the curve) is less than 10−12 for both the real
and imaginary parts, demonstrating approximate volume conservation, as
required. The true shape of the wave maker (orange) closely matches the
input (blue) throughout, except at the ends of the wave maker and a slight
reduction in amplitude at the stationary points of the sinusoid. At the ends,
the curvature of the waveform is increased, so the bending stiffness of the
neoprene foam sheet becomes more apparent, causing a nonzero response
beyond the first and last rods, which is counteracted by a slight deviation
on the other side of those outer rods. At the stationary points, the freedom
in the Velcro attachments to the rods reduces the amplitude, as described
in section 3.4.7. These small effects produce minor changes in the Fourier
spectrum, as shown in figure 3.28b, most notably with a slightly stronger
backwards-travelling wave. As the wavelength increases, so as the dominant
wavenumber k0 decreases, the waveform becomes smoother and there is a
closer match between the input and the true waveform.
3.7 Summary
A novel wave maker has been developed and validated, using computers to
control apparatus in the laboratory that would previously have been done
mechanically. The electronics and software, using an array of Beaglebone
Blacks, contain several bespoke features to ensure that, combined with the
hardware developed as a team, the smoothness of the waveforms generated
are world leading. A fundamental part of the software are the algorithms
coded in assembly language on the PRU-ICSS on the Beaglebone Blacks,
which ensure accurate temporal control in 30 ns increments over when to
move the actuators of the wave maker. The performance of the wave maker
was then modelled elastically and validated, to provide an accurate predic-
tion of the shape of the wave maker for a given input. Finally, the quality
of the spectrum generated by the wave maker was discussed.
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Figure 3.28: Predicted (orange) and continuous input (blue) shapes and
Fourier spectra of the wave maker for a travelling sinusoid to the right
of amplitude 0.016 m and wavenumber k0 = 2π1
6×0.96
≈ 39.3 rad m−1 when
the phase is zero at horizontal displacement x = 0. The input amplitude
envelope has a half-period sinusoid profile of width 3 rods (0.03 m) at each
end. The properties of the wave maker only change the input waveform
subtly, with a very similar spectrum.
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Chapter 4
Harmonics Generated by
Monochromatic Forcing along
the Wave Maker
4.1 Introduction
The simplest waveform to send along the wave maker, from both a theoretical
and experimental point of view, is a quasi-monochromatic sinusoid with a
single frequency and dominant wavenumber. Linear theory predicts a single
internal wave beam, called the fundamental mode or first harmonic, provided
the forcing frequency is less than the buoyancy frequency. It is widely known
that bodies oscillating at large amplitudes emit additional harmonics above
the fundamental mode; for example, Ermanyuk et al. (2011) considered the
harmonics from a horizontally oscillating sphere. Similarly, whole spectra are
emitted when internal waves are generated naturally in the ocean, such as for
lee waves produced by an oceanic ridge. The sinusoidal forcing considered
in this chapter provides a simple model for the internal wave spectrum gen-
erated by either a range of mountains consisting of parallel ridges, or the
sinusoidal forcing of wind-generated surface waves.
In the laboratory, Mercier et al. (2010) observed higher harmonics from a
quasi-monochromatic forcing, but did little to investigate their cause. For a
laminar, inviscid fluid, the only two possible causes of additional harmonics
are generation at the boundary and from wave-wave interactions. Intro-
ducing a turbulent boundary layer, which requires viscosity, would provide
134
4. Harmonics by Monochromatic Forcing 4.2. Perturbation Expansion
a notable third mechanism, but that is disregarded here. Instead, low to
moderate amplitude forcing is considered.
To determine the amplitude and profile of each of the harmonics and
the relative importance of the generation mechanisms, a perturbation ex-
pansion is posed in section 4.2 and evaluated in sections 4.3–4.6 at the first
three orders. Section 4.3 also gives a direct linear solution using the method
of characteristics, without appealing to Fourier analysis, which can inhibit
understanding of the fluid flows. These results are then compared to exper-
iments in section 4.7, with conclusions given in section 4.8.
4.2 Perturbation Expansion
4.2.1 Overview
For a monochromatic response profile along the wave maker,
h = A sin (kx− ωt), (4.1)
the dimensionless amplitude a = Ak is the vertical steepness of the wave.
For a gentle wave, |a|  1, the gradients of the displacements and velocities
are small, so the system becomes linear and it propagates as described in
section 1.3. A fully nonlinear flow for a large amplitude forcing along the
wave maker would be turbulent, thus analytically intractable, so a weakly
nonlinear solution that is valid for fairly small, but finite, amplitudes a is
sought. This is achieved by expanding the governing equations and boundary
conditions in powers of the small quantity a, completing the partial expan-
sion of Tabaei et al. (2005) for a related configuration. Such an expansion
typically only converges if |a| < 1 and may require many terms to perform
well for |a| & 0.1.
From the polarisation relations (1.23) internal waves form characteristics
inclined at angle Θ to the vertical, as given by the dispersion relation (1.15),
along which the field variables are constant. This property will also be seen
in section 4.3. Throughout this chapter, it is assumed that the steepness
of the wave maker a is less than the gradient of the characteristics cot Θ,
so that no characteristics are incident more than once on the surface of the
wave maker. Otherwise, a complex pattern of reflections would need to be
considered.
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4.2.2 Governing Equation
Firstly, the three nonlinear governing equations for an inviscid, Boussinesq
fluid (1.17), (1.18) and (1.19) are restricted to two dimensions (x, z), to
match the geometry of the wave maker. They are re-expressed in terms of the
buoyancy b = − gρ′ρ00 and the streamfunction ψ, which is defined by u = ∇×
(ψey) =
(
−∂ψ∂z ,
∂ψ
∂x
)
and automatically satisfies volume conservation (1.19),
thereby reducing the number of simultaneous scalar equations to solve from
four to three.
Taking the curl of the momentum equation (1.17) and defining the Jac-
obian determinant,
∣∣∣∣
∂(α, β)
∂(x, z)
∣∣∣∣ =
∂α
∂x
∂β
∂z
− ∂α
∂z
∂β
∂x
, (4.2)
which has the form of the Poisson bracket in classical Hamiltonian dynamics,
yields the vorticity equation,
∂
∂t
∇2ψ +
∣∣∣∣∣
∂
(
ψ,∇2ψ
)
∂ (x, z)
∣∣∣∣∣ =
∂b
∂x
. (4.3)
The quantity ∇2ψ is identified as minus the vorticity, which points in the y
direction for two-dimensional flows.
The conservation of mass (1.18) is transformed by simple substitution of
variables,
∂b
∂t
+
∣∣∣∣
∂ (ψ, b)
∂ (x, z)
∣∣∣∣ = −N2
∂ψ
∂x
. (4.4)
This formulation explicitly shows the Boussinesq buoyancy frequency N , as
defined by (1.5), is intrinsic to the flows in a stratified fluid. All of the
nonlinear terms are now contained in the two Jacobian determinants, which
are the transformation of the advection operator u · ∇.
The streamfunction ψ is expanded in powers of the dimensionless amp-
litude a,
ψ = aψ1 + a
2ψ2 + a
3ψ3 + · · · =
∞∑
n=1
anψn, (4.5)
and similarly for the buoyancy b. For the following analysis, it is assumed
that the coefficient functions ψi(x, z, t) are O(1), which is required for the
sum to converge. The substitution of these expansions into the vorticity
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equation (4.3) gives
∂
∂t
∇2
( ∞∑
n=1
anψn
)
+
∣∣∣∣∣∣
∂
(∑∞
p=1 a
pψp,∇2
(∑∞
q=1 a
qψq
))
∂ (x, z)
∣∣∣∣∣∣
=
∂
∂x
( ∞∑
n=1
anbn
)
,
(4.6)
which, on bringing the summation signs outside each term, can be rearranged
to
∞∑
n=1
an
∂
∂t
∇2ψn +
∞∑
p=1
∞∑
q=1
ap+q
∣∣∣∣∣
∂
(
ψp,∇2ψq
)
∂ (x, z)
∣∣∣∣∣ =
∞∑
n=1
an
∂bn
∂x
. (4.7)
Setting n = p+ q in the second term and noting that 1 6 p = n− q 6 n− 1,
so that the summation is now over n and p, enables the sum to be expressed
in terms of powers of a,
∞∑
n=1
an



∂
∂t
∇2ψn +
n−1∑
p=1
∣∣∣∣∣
∂
(
ψp,∇2ψn−p
)
∂ (x, z)
∣∣∣∣∣


 =
∞∑
n=1
an
∂bn
∂x
. (4.8)
Similarly, inserting the perturbation expansion (4.5) into the equation of
conservation of mass (4.4) and summing over powers of a by setting n = p+q
in the term containing Jacobians gives
∞∑
n=1
an


N
2∂ψn
∂x
+
n−1∑
p=1
∣∣∣∣
∂ (ψp, bn−p)
∂ (x, z)
∣∣∣∣


 = −
∞∑
n=1
an
∂bn
∂t
. (4.9)
Comparing coefficients of powers of a in the expanded governing equa-
tions (4.8) and (4.9) gives the two equations at ord (an),
∂
∂t
∇2ψn +
n−1∑
p=1
∣∣∣∣∣
∂
(
ψp,∇2ψn−p
)
∂ (x, z)
∣∣∣∣∣ =
∂bn
∂x
, (4.10a)
N2
∂ψn
∂x
+
n−1∑
p=1
∣∣∣∣
∂ (ψp, bn−p)
∂ (x, z)
∣∣∣∣ = −
∂bn
∂t
. (4.10b)
The buoyancy at each order bn can be eliminated by differentiating (4.10a)
with respect to t and (4.10b) with respect to x and then adding the resulting
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equations to give the governing equation for ψn,
∂2
∂t2
∇2ψn +N2
∂2ψn
∂x2
=
−
n−1∑
p=1
{
∂
∂t
∣∣∣∣∣
∂
(
ψp,∇2ψn−p
)
∂ (x, z)
∣∣∣∣∣+
∂
∂x
∣∣∣∣
∂ (ψp, bn−p)
∂ (x, z)
∣∣∣∣
}
.
(4.11)
4.2.3 Boundary conditions
For clarity, define the horizontal phase,
φ = kx− ωt. (4.12)
Then, since a = Ak, the displacement of the surface of the wave maker can
be expressed as
h =
a
k
sinφ. (4.13)
The kinematic boundary condition on the wave maker is of no penetra-
tion. Since it is assumed inviscid, the fluid may slip along the boundary.
Because the actuating rods move vertically, the velocity of the sheet is in the
vertical direction,
U (x, t) =
∂h
∂t
ez. (4.14)
No penetration of the boundary requires that the normal velocity of the
fluid, in the direction of unit vector n, matches that of the surface of the
wave maker at z = h(x, t),
u · n = U · n = ∂h
∂t
ez · n. (4.15)
Let α be the angle the wave maker makes with the horizontal, so that tanα =
∂h
∂x , then the normal vector pointing into the fluid is n = (− sinα, cosα). It
is not convenient to express this boundary condition in terms of the stream-
function ψ and buoyancy b until later.
The right hand side of the kinematic boundary condition (4.15) is con-
sidered first. Using trigonometric identities to express the components of n
in terms of tanα gives
n =
(
− tanα√
1 + tan2 α
,
1√
1 + tan2 α
)
. (4.16)
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The variable tanα is the gradient of the boundary which is found by differ-
entiating the expression for h (4.13),
tanα =
∂h
∂x
= a cosφ. (4.17)
Substituting the expression for tanα (4.17) into that for n (4.16) gives
n =
(
− a cosφ√
1 + a2 cos2 φ
,
1√
1 + a2 cos2 φ
)
. (4.18)
Since a 1, the reciprocal square root is Taylor expanded using
(1 + y)−
1
2 = 1 +
(
−12
)
1!
y +
(
−12
)(
−32
)
2!
y2 +
(
−12
)(
−32
)(
−52
)
3!
y3 + . . .
=
∞∑
δ=0
(−1)δ
2δδ!
(2δ)!
2δδ!
yδ.
(4.19)
The quotient (2δ)!
(δ!)2
is identified as the binomial coefficient
(
2δ
δ
)
. The expansion
is simplified by defining the sequence of coefficients,
Υδ =
(−1)δ
4δ
(
2δ
δ
)
, (4.20)
to leave
(1 + y)−
1
2 =
∞∑
δ=0
Υδ y
δ, (4.21)
which converges when |y| < 1. Substituting y = a2 cos2 φ into this expansion
gives
ez · n =
1√
1 + a2 cos2 φ
=
∞∑
δ=0
Υδa
2δ cos2δ φ. (4.22)
The vertical velocity of the neoprene foam sheet is obtained by differentiating
the expression for h (4.13),
U · ez =
∂h
∂t
= −aω
k
cosφ. (4.23)
Therefore, the normal velocity of the wave maker surface is given by the
expansion,
U · n (x, t) = −ω
k
∞∑
δ=0
Υδa
2δ+1 cos2δ+1 φ. (4.24)
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Next, the left hand side of the kinematic boundary condition (4.15) is
expressed in terms of streamfunction ψ and a cosφ using the expression for
n (4.18),
u · n|z=h =
a cosφ√
1 + a2 cos2 φ
∂ψ
∂z
∣∣∣∣
z=h
+
1√
1 + a2 cos2 φ
∂ψ
∂x
∣∣∣∣
z=h
. (4.25)
Using the Taylor expansion of the reciprocal square root (4.21) gives
u · n|z=h =
∞∑
β=0
Υβa
2β cos2β φ
(
∂
∂x
+ a cosφ
∂
∂z
)
ψ
∣∣∣∣
z=h
. (4.26)
Introducing a further Taylor expansion, this time expanding ψ about z = 0
yields
u · n|z=h =
∞∑
β=0
Υβa
2β cos2β φ
(
∂
∂x
+ a cosφ
∂
∂z
) ∞∑
γ=0
hγ
γ!
∂γψ
∂zγ
∣∣∣∣
z=0
. (4.27)
This gives the linearised boundary condition plus a series of higher-order
corrections. Substituting in the expression for h (4.13), expanding ψ in
powers of a (4.5), collecting terms of equal order (powers of a) and expressing
as a triple sum produces
u · n|z=h =
∞∑
β=0
∞∑
γ=0
∞∑
ε=1
Υβ
γ!kγ
a2β+γ+ε cos2β φ sinγ φ×
(
∂
∂x
+ a cosφ
∂
∂z
)
∂γψε
∂zγ
∣∣∣∣
z=0
.
(4.28)
Now all quantities are either ord (1) or are powers of a, so this has been fully
expanded.
It is convenient to let α = 2β + γ + ε and sum over (α, β, γ) in the given
order, so that the summation is over powers of a. Because of this change in
parameterisation of a subset of Z3 ⊂ R3, the limits of summation must be
adjusted. Taking 1 6 α < ∞, let β = 12(α− γ − ε), so 0 6 β 6 12(α− 1),
because γ > 0, ε > 1. Similarly, let γ = α − 2β − ε, so 0 6 γ 6 α − 2β − 1.
Therefore, the expansion of the kinematic boundary condition, which is given
by equating the expansions for the left hand side (4.28) and right hand
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side (4.24), is
∞∑
α=1
1
2
(α−1)∑
β=0
α−2β−1∑
γ=0
Υβ
γ!kγ
aα cos2β φ sinγ φ×
(
∂
∂x
+ a cosφ
∂
∂z
)
∂γψα−2β−γ
∂zγ
∣∣∣∣
z=0
= −ω
k
∞∑
δ=0
Υδa
2δ+1 cos2δ+1 φ.
(4.29)
In addition to the kinematic boundary condition (4.15), the solution must
satisfy causality: the time-averaged energy flux must be directed away from
z 6 h for all components of the generated flow. For internal waves, this is
equivalent to saying the group velocity has a positive vertical component.
After linearisation, this says that the time-averaged vertical energy flux,
given by the product of the pressure perturbation p′ and vertical velocity w,
〈p1w1〉 > 0 for all linearly independent components of the flow.
4.3 Linear Solution
4.3.1 General Solution
Setting n = 1 in the expansion of the governing equation (4.11) yields the
linear governing equation purely in terms of the first-order streamfunction
ψ1,
∂2
∂t2
∇2ψ1 +N2
∂2ψ1
∂x2
= 0. (4.30)
This is another formulation of the linear equations for internal waves, so
can be Fourier transformed to obtain the dispersion relation (1.15) immedi-
ately, as the manipulations required in section 1.3 are already done. Instead,
the more insightful method of characteristics is used, as a generalisation of
d’Alembert’s solution to the classical wave equation.
The linear kinematic boundary condition is given by taking all terms of
ord(a) in the expansion (4.29) (α = 1, β = 0, γ = 0, δ = 0),
∂ψ1
∂x
∣∣∣∣
z=0
= −ω
k
cos (kx− ωt). (4.31)
Because this boundary condition applies for only a single value of z, it may
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be integrated with respect to x,
ψ1|z=0 = −
ω
k2
sin (kx− ωt), (4.32)
where the arbitrary constant of integration has been chosen so that ψ repres-
ents the perturbation to the (constant) background streamfunction; in other
words, denoting the time average by 〈·〉, 〈ψ1|z=0〉 = 0.
Since the only time dependence is monochromatic, the problem can be
factorised in terms of a complex space component multiplied by e−iωt and
then taking the real part,
ψ1 = Re
{
ψ̂1 (x) e
−iωt
}
. (4.33)
It is worth noting that this is equivalent to Fourier transforming in time but
not space. Then, the governing equation (4.30) becomes
− ω2∇2ψ̂1 +N2
∂2ψ̂1
∂x2
= 0, (4.34)
which is rearranged to the form of the classical wave equation for ω < N ,
(
N2
ω2
− 1
)
∂2ψ̂1
∂x2
− ∂
2ψ̂1
∂z2
= 0. (4.35)
In the regime where internal waves cannot propagate ω > N , this is an el-
liptic equation, which can often be solved more readily than the hyperbolic
wave equation; for example, Hurley (1997) first solved the high frequency
case for an oscillating elliptical cylinder, before continuing it to lower fre-
quencies, extending his earlier work in Hurley (1969) and Hurley (1972).
Factorising the hyperbolic differential operator yields
(√
N2
ω2
− 1 ∂
∂x
+
∂
∂z
)(√
N2
ω2
− 1 ∂
∂x
− ∂
∂z
)
ψ̂1 = 0. (4.36)
In this form, since ω and N are constant, it is clear that the characteristics
of the streamfunction, which are the streamlines, are parallel at a constant
angle to the vertical, provided ω < N , which is a fundamental property of
internal waves. Let Θ1 be the angle these make with the vertical, where
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0 < Θ1 <
π
2 , and η1± the normalised characteristic variables,
η1± = x cos Θ1 ± z sin Θ1. (4.37)
The derivatives with respect to η1± are found using the chain rule,
∂
∂η1±
= sec Θ1
∂
∂x
± cosec Θ1
∂
∂z
= cosec Θ1
(
tan Θ1
∂
∂x
± ∂
∂z
)
.
(4.38)
Comparing this with the spatial governing equation (4.35) shows that
∂2ψ̂1
∂η1+∂η1−
= 0 (4.39)
and tan Θ1 =
√
N2
ω2
− 1, so cos Θ1 = ωN , which is the dispersion relation
(1.15) for internal waves obtained from Fourier analysis in section 1.3. The
general solution is d’Alembert’s solution for arbitrary functions f and g of
one variable,
ψ̂1 = f(η1+) + g(η1−). (4.40)
4.3.2 Energy Flux Condition
The linearisation of the governing equations removed all terms quadratic in
the perturbation quantities to the stationary ambient. For evaluating the
higher orders of the perturbation expansion in later sections, the flows are
nonlinear, so a careful formulation of the energy flux condition that does not
depend on Fourier analysis, which is only valid for linear systems, is required.
The following is a direct method of satisfying causality.
The linear energy equation is obtained by taking the scalar product of
the linearised form of the Boussinesq, inviscid momentum equation (1.17)
with the linear velocity field u1,
u1 ·
{
ρ00
∂u1
∂t
+∇p1 + ρ1gez
}
= 0. (4.41)
Rearranging using the product rule in the first two terms gives
1
2
ρ00
∂
∂t
|u1|2 +∇ · (p1u1)− p1∇ · u1 + ρ1gw1 = 0. (4.42)
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The third term is zero by incompressibility (1.19). The fourth term can be
re-expressed using the linearised form of mass conservation (1.18),
∂ρ1
∂t
+ w1
dρ0
dz
= 0, (4.43)
to leave
1
2
ρ00
∂
∂t
|u1|2 +∇ · (p1u1)−
ρ1g
dρ0
dz
∂ρ1
∂t
= 0. (4.44)
Applying the product rule to the third term and using the definition of the
buoyancy frequency N (1.5) gives
∂
∂t
(
1
2
ρ00 |u1|2 +
g2
2ρ00N2
ρ21
)
+∇ · (p1u1) = 0. (4.45)
This is in the form of a conservative equation, saying (from the divergence
theorem) that the rate of change of energy, which is the sum of kinetic
(first term) and gravitational potential energy (second term), is given by the
divergence of p1u1. Thus, p1u1 is identified as the energy flux.
The linearised energy flux condition therefore states that the vertical
component of the time-averaged energy flux is upwards, 〈p1w1〉 > 0, every-
where along z = 0. In fact, causality requires this condition to hold through-
out the whole half plane. Now, noting that this quantity is quadratic, so the
real part must not be implicitly assumed,
〈p1w1〉 =
〈
1
2
(
p̂1e
−iωt + p̂∗1e
iωt
)1
2
(
ŵ1e
−iωt + ŵ∗1e
iωt
)〉
=
1
4
(p̂1ŵ
∗
1 + p̂
∗
1ŵ1)
= Re
{
1
2
p̂1ŵ
∗
1
}
.
(4.46)
This is a general result for the time-average of any quadratic quantity with
harmonic constituents.
The complex vertical velocity amplitude w1 is readily calculated from
the streamfunction as ∂ψ1∂x , but determining the pressure requires further
calculation. Although it can be found by manipulation of the momentum
equation (1.17), it is more instructive to find the pressure by considering the
force balance on a fluid parcel.
The pressure p1 is proportional to the streamfunction ψ1, which is seen in
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ρ00b
−∇p
Θ1
Figure 4.1: Forces on a fluid parcel in the η1+ beam (in the fourth quad-
rant). η1+ is increasing in x and z. The buoyancy force always acts vertically
and the pressure gradient is always normal to the characteristics (dashed
line). Since the fluid parcel is constrained to move along the characteristic,
the direction of the resultant force is parallel to the characteristic, thereby
determining the pressure gradient.
the polarisation relation (1.23b), so is constant along the η1± characteristics;
alternatively, this can derived directly from manipulation of the governing
equations. Since the problem is linear, the flow and pressure fields along
one set of characteristics are independent of those along the other set of
characteristics. So, consider first only the η1+ characteristics, which have
negative gradient. Since all the motion is along the characteristics, by New-
ton’s Second Law, the resultant force of the pressure gradient and buoyancy
(gravity) lies along the characteristics, in other words, the normal resultant
component is zero. The pressure gradient force −∇p1 is perpendicular to
the characteristics, while the buoyancy force −ρ1gez = ρ0b1ez lies in the
z-direction, as shown in figure 4.1. This means that the restoring force for
the oscillations is provided solely by buoyancy.
To find the pressure gradient in the characteristic coordinates, expres-
sions for the Cartesian derivatives are found by applying the chain rule to
inverse of the coordinate definitions (4.37),
∂
∂x
= cos Θ1
(
∂
∂η1+
+
∂
∂η1−
)
(4.47a)
∂
∂z
= sin Θ1
(
∂
∂η1+
− ∂
∂η1−
)
, (4.47b)
from which the magnitude of the pressure gradient force for a field independ-
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ent of η1− is found,
|∇p̂1| =
√(
∂p̂1
∂x
)2
+
(
∂p̂1
∂z
)2
=
√
(
cos2 Θ1 + sin
2 Θ1
)( ∂p̂1
∂η1+
)2
=
∣∣∣∣
∂p̂1
∂η1+
∣∣∣∣.
(4.48)
The forces orthogonal to the characteristics balance, so
∂p̂1
∂η1+
= ρ00b̂1 sin Θ1. (4.49)
The spatial component of the linear terms (n = 1) in the conservation of
mass expressed in terms of the streamfunction and buoyancy (4.9) is
− iωb̂1 = −N2
∂ψ̂1
∂x
, (4.50)
which rearranges with use of the dispersion relation (1.15) to give the buoy-
ancy,
b̂1 = −i
N2
ω
∂ψ̂1
∂x
= −iω sec2 Θ1
∂ψ̂1
∂x
. (4.51)
Then, changing variables in the derivative using (4.47a), remembering that
the flow is independent of η1−, gives the buoyancy in terms of d’Alembert’s
solution (4.40),
b̂1 = −iω sec2 Θ1 cos Θ1
∂ψ̂1
∂η1+
= −iω sec Θ1f ′(η1+). (4.52)
Substituting this into the normal force balance (4.49) gives the pressure
gradient,
∂p̂1
∂η1+
= −iωρ00 sin Θ1 sec Θ1f ′(η1+), (4.53)
which is integrated to give the pressure in terms of d’Alembert’s general
solution (4.40),
p̂1 = −iωρ00 tan Θ1f(η1+), (4.54)
where, as before, the constant of integration has been chosen so that p1 = 0
when there is no perturbation.
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Similarly, for the η1− characteristics, when b > 0, the buoyancy force acts
in the negative direction, since η1− is decreasing in z. This simply carries
through a minus sign so that
p̂1 = iωρ00 tan Θ1g (η1−) . (4.55)
Summing the contributions on each set of characteristics gives the overall
linear pressure field,
p̂1 = iωρ00 tan Θ1[g(η1−)− f(η1+)]. (4.56)
For calculating the energy flux, the spatial component of the vertical
velocity for a single wave beam along η1+ is given by the x derivative of the
streamfunction ψ̂1, expressed in characteristic coordinates using (4.47a),
ŵ1 = cos Θ1f
′(η1+). (4.57)
Substituting this and the expression for the pressure p̂1 (4.54) into the ex-
pression for the time-averaged energy flux density (4.46) gives
〈p1w1〉 = Re
{
−1
2
iωρ00 tan Θ1 cos Θ1f(η1+)f
′∗(η1+)
}
. (4.58)
Expressing the complex function f in polar form with real functions R
and φ, f(η1+) = R(η1+)eiφ(η1+), gives for its complex conjugate
f ′∗(η1+) =
[
R′(η1+)− iR(η1+)φ′(η1+)
]
e−iφ(η1+). (4.59)
Substituting these polar representations into the energy flux density (4.58)
gives
〈p1w1〉 = −
1
2
ωρ00 sin Θ1 Re
{
iR(η1+)R
′(η1+) + |R(η1+)|2φ′(η1+)
}
, (4.60)
but the first term inside the real function is zero, so the time-averaged vertical
energy flux density is
〈p1w1〉 = −
1
2
ωρ00 sin Θ1|R(η1+)|2φ′(η1+). (4.61)
Causality requires that this is non-negative everywhere (under the convention
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ω > 0 and 0 < Θ1 < π2 ), which means φ
′(η1+) 6 0 ∀η1+, in other words, φ
is decreasing in η1+.
Similarly, if g(η1−) = R(η1−)eiφ(η1−), then φ is increasing in η1− in order
to satisfy causality (energy flux condition).
4.3.3 Kinematic Boundary Condition
The spatial component of the no-penetration boundary condition (4.32) is
ψ̂1
∣∣∣
z=0
= i
ω
k2
eikx. (4.62)
Applying this to the general solution (4.40) gives
f (x cos Θ1) + g (x cos Θ1) = i
ω
k2
eikx. (4.63)
By convention, ω, k > 0, so the complex polar arguments φ of f and g are
both increasing in x, and hence η1+ and η1− respectively. Therefore, from the
causality boundary condition (see section 4.3.2), f ≡ 0 and g is unrestricted,
so
ψ̂1 = g(η1−) = i
ω
k2
eikη1− sec Θ1 = i
ω
k2
eik(x−z tan Θ1). (4.64)
Multiplying by the time dependence e−iωt and taking the real part gives the
linear wave field in terms of the streamfunction,
ψ1 = −
ω
k2
sin
[
k
(
x− z
√
N2
ω2
− 1
)
− ωt
]
. (4.65)
4.3.4 Evanescent Waves
If the forcing frequency ω is greater than the buoyancy frequency N , linear
internal waves cannot propagate. Furthermore, the spatial equation (4.35)
becomes elliptic, meaning that there are no real characteristics and inform-
ation at one point propagates throughout the whole domain. Based on the
form of the boundary condition (4.32), a separable solution of the form
ψ1 = −
ω
k2
sin (kx− ωt)Z(z) (4.66)
is sought, for some function Z(z) to be determined. Substituting into the
linear governing equation (4.30) and grouping like terms gives the ordinary
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differential equation for Z,
Z ′′ − k2
(
1− N
2
ω2
)
Z = 0. (4.67)
Defining the constant Γ =
√
1− N2
ω2
, this has the general solution
Z(z) = AekΓz +Be−kΓz. (4.68)
The kinematic boundary condition (4.32) requires that Z(0) = 1, while the
response must decay in the far field to be physically realisable. Therefore,
Z = e−kΓz and the evanescent streamfunction is
ψ1 = −
ω
k2
e
−kz
√
1−N2
ω2 sin (kx− ωt). (4.69)
This is simply the (unstratified) potential flow response, but with a res-
caled vertical coordinate, z 7→ z
√
1− N2
ω2
; potential flow is smoothly re-
covered in the unstratified limit, N → 0. These forced oscillations are in
phase with the boundary forcing. The disturbance propagates further up
into the fluid as the strength of the stratification increases, not decaying
at all at the point where internal waves start to propagate, N = ω. Unlike
propagating internal waves, evanescent waves are reversible in time, meaning
that it would not be possible to determine if a video of one is being played
backwards. Thus, steady evanescent waves do not transport any energy.
4.4 Second-Order Solution
The second-order governing equation is found by taking terms of ord
(
a2
)
in (4.11),
∂2
∂t2
∇2ψ2 +N2
∂2ψ2
∂x2
= − ∂
∂t
∣∣∣∣∣
∂
(
ψ1,∇2ψ1
)
∂(x, z)
∣∣∣∣∣−
∂
∂x
∣∣∣∣
∂(ψ1, b1)
∂(x, z)
∣∣∣∣. (4.70)
This is of the same form as the linear equation but with a source term
on the right hand side in terms of the linear solution. Because the linear
solution only has variation in one direction, normal to the η1− = x−z tan Θ1
characteristics, all the u · ∇ terms, hence Jacobian determinants, in the
governing equation (4.70) are zero (Tabaei and Akylas, 2003). So, the second-
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order governing equation reduces to that of the linear equation (4.30),
∂2
∂t2
∇2ψ2 +N2
∂2ψ2
∂x2
= 0. (4.71)
The second order solution can be found in the same way as the linear
solution, only with a different kinematic boundary condition, given by the
terms of ord
(
a2
)
in the expansion (4.29),
cos (kx− ωt) ∂ψ1
∂z
∣∣∣∣
z=0
+
∂ψ2
∂x
∣∣∣∣
z=0
+
1
k
sin (kx− ωt) ∂
2ψ1
∂x∂z
∣∣∣∣
z=0
= 0. (4.72)
These are the leading-order corrections to the linearisation of having an
exactly upwards pointing normal, n = ez, moved the equilibrium height,
z = 0. The first term is the correction to the direction of the normal, which
is multiplied by the linear horizontal velocity u1. The second term is the
second-order vertical velocity w2, to be calculated. Finally, the third term is
the correction from evaluating at z = 0 rather than on the current position
of the wave maker surface, z = h.
The terms involving ψ1 are calculated by taking derivatives of the solu-
tion for ψ1 (4.65). In a similar manner to the integration of the linear
boundary condition (4.31), the z derivative must be calculated before set-
ting z = 0, although the x derivative may be calculated after this point, even
if not done so here. The derivatives required for the second-order boundary
condition (4.72) are
∂ψ1
∂z
=
ω
k
tan Θ1 cos [k(x− z tan Θ1)− ωt], (4.73a)
∂2ψ1
∂x∂z
= −ω tan Θ1 sin [k(x− z tan Θ1)− ωt]. (4.73b)
Evaluating these derivatives at z = 0 and substituting into the kinematic
boundary condition (4.72) gives
∂ψ2
∂x
∣∣∣∣
z=0
= −ω
k
tan Θ1 cos
2 (kx− ωt) + ω
k
tan Θ1 sin
2 (kx− ωt), (4.74)
which, using the cosine double angle formula, simplifies to
∂ψ2
∂x
∣∣∣∣
z=0
= −ω
k
tan Θ1 cos [2(kx− ωt)]. (4.75)
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Integrating along the x axis gives the kinematic boundary condition in terms
of the streamfunction itself,
ψ2|z=0 = −
ω
2k2
tan Θ1 sin [2(kx− ωt)], (4.76)
where, as before, the constant of integration has been set to zero so that the
average perturbation is zero. It is important to note that the wavenumber
and frequency are now double those of the linear forcing, demonstrating
the nonlinear shape of the boundary at least partially generates the second
harmonic.
Since the second order problem has now reduced to solving exactly the
same equation (4.70) as for the linear case (4.30) with a boundary condi-
tion (4.76) of the same form but forced at double the frequency 2ω, the
solution must be the projection of ψ2 from z = 0 along the characteristics
η2− = x − z tan Θ2, where Θ2 is the angle a wave beam of frequency 2ω
makes with the vertical. As before, tan Θ2 is obtained from trigonometric
manipulation of the dispersion relation (1.15),
tan Θ2 =
√
N2
(2ω)2
− 1. (4.77)
Therefore, the second order solution can be written down as
ψ2 = −
ω
2k2
tan Θ1 sin [2k(x− z tan Θ2)− 2ωt]. (4.78)
4.5 Higher-Order Solutions
For a truly monochromatic forcing, which is therefore infinite in extent, the
governing equation (4.11) simplifies to the form of the linear equation (4.30)
at all orders,
∂2
∂t2
∇2ψn +N2
∂2ψn
∂x2
= 0. (4.79)
This is now proven using the strong principle of induction: assuming that it
is true for all k < n, it will be seen that it must also be true for n.
If the governing equation (4.11) is the linear internal wave equation (4.79)
for k < n, the coupling between the orders al and am for l,m < n can only
occur through the kinematic boundary condition (4.29), which is evaluated
at z = 0. The left hand side of the kinematic boundary condition (4.29) at
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ord
(
ak
)
consists of the sum of ∂ψk∂x
∣∣∣
z=0
and terms proportional to
cos2β φ sinγ φ
∂γ+1ψk−2β−γ
∂x∂zγ
∣∣∣∣
z=0
and
cos2β+1 φ sinγ φ
∂γ+1ψk−1−2β−γ
∂zγ+1
∣∣∣∣
z=0
,
where 0 6 β 6 12(α− 1) and 0 6 γ 6 α − 2β − 1. The right hand side is
zero, when k is even, and proportional to cosk φ, when k is odd. For odd k,
employing the trigonometric identity
cosA cosB =
1
2
[cos (A−B) + cos (A+B)] (4.80)
recursively gives that cosk φ is a linear superposition of up to k harmonic
terms with constant coefficients αj ,
cosk φ =
k∑
j=1
αj cos (jφ). (4.81)
There is no constant term because
〈
cosk φ
〉
= 0 for odd k. Similarly, using
the two further identities
sinA cosB =
1
2
[sin (A−B) + sin (A+B)], (4.82a)
sinA sinB =
1
2
[cos (A−B)− cos (A+B)], (4.82b)
cosδ φ sinγ φ is of the same form,
α0 +
2β+γ∑
j=1
αj cos (jφ) + βj sin (jφ),
except that the constant term must generally be included.
If all the streamfunctions ψc of order c < k are a linear superposition of
cosine and sine functions, its derivatives and hence
cos2β φ sinγ φ
∂γ+1ψk−2β−γ
∂x∂zγ
∣∣∣∣
z=0
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and
cos2β+1 φ sinγ φ
∂γ+1ψk−1−2β−γ
∂x∂zγ
∣∣∣∣
z=0
are also of the same form. The highest power of a trigonometric function is
given by the sum of the exponents, so up to the kth power is included. Under
the assumption that all orders c < k are harmonic with up to c harmonics,
and collecting all of the terms of the kinematic boundary condition (4.29),
the vertical velocity at the equilibrium height of the wave maker is, for some
coefficients αj , βj ,
∂ψk
∂x
∣∣∣∣
z=0
= α0 +
k∑
j=1
αj cos (jφ) + βj sin (jφ). (4.83)
Since the vertical velocity averaged over one wavelength must be zero, in
order to avoid the wave maker becoming a net mass source, the constant
α0 = 0. Because taking derivatives of sines and cosines returns cosines and
sines respectively, integrating with respect to x to obtain ψk|z=0 does not
alter this form,
ψk|z=0 =
k∑
j=1
αj cos (jφ) + βj sin (jφ). (4.84)
The coefficients αj , βj are different from those in the previous equation (4.83),
but the limits of summation remain the same. The constant of integration is
set to zero so that 〈ψk〉 = 0. But, ψk|z=0 is of the same form as was assumed
for all orders c < k, and the first (4.32) and second order (4.76) boundary
conditions are also of the same form, so, by the strong principle of induction,
the kinematic boundary condition at order k is a linear superposition of up
to the kth harmonic.
From the linear solution (4.65), the negative of the vorticity at first order
satisfies
∇2ψ1 = −
{
k2 + k2
((
N
ω
)2
− 1
)}
ψ1 = −
k2N2
ω2
ψ1. (4.85)
The horizontal phase velocity cx is the ratio of the frequency ω to the hori-
zontal wavenumber k. This implies that the vorticity is proportional to the
streamfunction with the constant of proportionality depending only on the
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buoyancy frequency N and the horizontal phase velocity cx,
∇2ψ1 = −
N2
c2x
ψ1. (4.86)
Similarly, the linear buoyancy b1 is calculated from the first-order con-
servation of mass (4.10b) with the linear streamfunction ψ1 (4.65),
∂b1
∂t
= −N2∂ψ1
∂x
= −N2k ω
k2
cos
[
k
(
x− z
√
N2
ω2
− 1
)
− ωt
]
. (4.87)
Integrating with respect to time t gives that the buoyancy is also proportional
to the streamfunction, with the constant only depending on the buoyancy
frequency N and horizontal phase velocity cx,
b1 = −N2
k
ω
ω
k2
sin
[
k
(
x− z
√
N2
ω2
− 1
)
− ωt
]
= −N
2
cx
ψ1. (4.88)
The constant of integration has again been set to zero so that 〈b1〉 = 0.
Since each mode of ψk is given by the linear solution (by assumption
for k < n), ∇2ψk and bk are thus proportional to ψk and the constant of
proportionality depends only on the horizontal phase velocity. Furthermore,
the harmonic form of the kinematic boundary condition (4.84) implies that
the horizontal phase velocity along z = 0, and thus everywhere in the domain
using linearity, is the same for all modes. So, the sum of the two Jacobian
determinants simplifies for 0 < j < k,
∣∣∣∣
∂(ψj , bk−j)
∂(x, z)
∣∣∣∣+
∣∣∣∣
∂(ψk−j , bj)
∂(x, z)
∣∣∣∣
=
∣∣∣∣∣∣
∂
(
ψj ,−N
2
cx
ψk−j
)
∂(x, z)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∂
(
ψk−j ,−N
2
cx
ψj
)
∂(x, z)
∣∣∣∣∣∣
.
(4.89)
Now, from the definition of a Jacobian determinant (4.2), multiplicative con-
stants can be factored out, and the determinant is antisymmetric. Therefore,
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the pair of Jacobians reduces to zero,
∣∣∣∣
∂(ψj , bk−j)
∂(x, z)
∣∣∣∣+
∣∣∣∣
∂(ψk−j , bj)
∂(x, z)
∣∣∣∣
= −N
2
cx
{∣∣∣∣
∂(ψj , ψk−j)
∂(x, z)
∣∣∣∣−
∣∣∣∣
∂(ψj , ψk−j)
∂(x, z)
∣∣∣∣
}
= 0.
(4.90)
Moreover, replacing k− j by j in the pair of Jacobians (4.90) shows that,
for all 0 < j 6 k, ∣∣∣∣
∂(ψj , bj)
∂(x, z)
∣∣∣∣ = 0. (4.91)
An alternative proof is given by noting that ψj is proportional to bj , so,
since the Jacobian determinant is antisymmetric, it must be zero. In fact,
because all the field vectors for a linear, monochromatic internal wave are
proportional to one another, and hence are all constant along the character-
istics, the Jacobian determinant (or Poisson bracket) of any pair of fields
is zero. In general, the Jacobian determinant gives the area of the im-
age of a unit element having undergone a coordinate transformation. Here,
these zero Jacobian determinants indicate that the transformation into the
two-dimensional streamfunction-buoyancy space is singular, namely that all
points map onto the straight line through the origin of gradient −N2cx .
Similarly, because the vorticity −∇2ψ is also proportional to the stream-
function ψ, its set of Jacobian determinants also vanish,
∣∣∣∣∣
∂
(
ψj ,∇2ψk−j
)
∂(x, z)
∣∣∣∣∣+
∣∣∣∣∣
∂
(
ψk−j ,∇2ψj
)
∂(x, z)
∣∣∣∣∣ = 0 for 0 < j < k, (4.92a)
∣∣∣∣∣
∂
(
ψj ,∇2ψj
)
∂(x, z)
∣∣∣∣∣ = 0 for 0 < j 6 k. (4.92b)
The nonlinearities in the governing equation (4.11) are only manifested as
derivatives of the Jacobian determinants. The sums of buoyancy Jacobians
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can be expressed as
n−1∑
p=1
∣∣∣∣
∂(ψp, bn−p)
∂(x, z)
∣∣∣∣ =



∑ 1
2
(n−1)
p=1
{∣∣∣∂(ψp,bn−p)∂(x,z)
∣∣∣+
∣∣∣∂(ψn−p,bp)∂(x,z)
∣∣∣
}
for odd n
∑ 1
2
(n−1)
p=1
{∣∣∣∂(ψp,bn−p)∂(x,z)
∣∣∣+
∣∣∣∂(ψn−p,bp)∂(x,z)
∣∣∣
}
+
∣∣∣∣∣
∂
(
ψn
2
,bn
2
)
∂(x,z)
∣∣∣∣∣ for even n,
(4.93)
and the same for ∇2ψj instead of bj . Each pair of terms in the curly brackets
sums to zero by (4.90) and the remaining odd terms are also from zero (4.91).
Similarly, the sums of Jacobians of the streamfunction with the vorticity are
also zero (4.92). So, having assumed true for all orders k < n, all nonlinear-
ities in the governing equation (4.11) are zero and the linear equation (4.30)
holds at order n too.
The governing equation at first (4.30) and second (4.71) orders is linear.
Therefore, by the principle of strong induction, the governing equation is
linear (4.11) at all orders for a monochromatic forcing along the wave maker.
4.6 Third-Order Solution
The governing equation at third order is simply the linear equation (4.11),
so all nonlinearities occur at the boundary. The kinematic boundary condi-
tion (4.29) at ord
(
a3
)
is
Υ0 cosφ
∂ψ2
∂z
∣∣∣∣
z=0
+
Υ0
k
cosφ sinφ
∂2ψ1
∂z2
∣∣∣∣
z=0
+ Υ0
∂ψ3
∂x
∣∣∣∣
z=0
+
Υ0
k
sinφ
∂2ψ2
∂x∂z
∣∣∣∣
z=0
+
Υ0
2!k2
sin2 φ
∂3ψ1
∂x∂z2
∣∣∣∣
z=0
+ Υ1 cos
2 φ
∂ψ1
∂x
∣∣∣∣
z=0
= −ω
k
Υ1 cos
3 φ.
(4.94)
The solution process is to re-express this as a linear combination of sines and
cosines with phases that are integer multiples of φ, integrate the boundary
condition with respect to x and solve as a superposition of linear solutions.
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The derivatives of ψ1 are obtained from the linear solution (4.65),
∂ψ1
∂x
= −ω
k
cos [k(x− z tan Θ1)− ωt], matches (4.31), (4.95a)
∂ψ1
∂z
=
ω
k
tan Θ1 cos [k(x− z tan Θ1)− ωt], from (4.73a), (4.95b)
∂2ψ1
∂z2
= ω tan2 Θ1 sin [k(x− z tan Θ1)− ωt], (4.95c)
∂3ψ1
∂x∂z2
= ωk tan2 Θ1 cos [k(x− z tan Θ1)− ωt]. (4.95d)
The derivatives of ψ2 are, from the second-order solution (4.78),
∂ψ2
∂z
=
ω
k
tan Θ1 tan Θ2 cos [2k (x− z tan Θ2)− 2ωt], (4.96a)
∂2ψ2
∂x∂z
= −2ω tan Θ1 tan Θ2 sin [2k (x− z tan Θ2)− 2ωt]. (4.96b)
These are evaluated at the equilibrium height of the wave maker, then ex-
pressed as powers of cosφ and sinφ using double angle formulae,
∂ψ2
∂z
∣∣∣∣
z=0
=
ω
k
tan Θ1 tan Θ2
(
cos2 φ− sin2 φ
)
, (4.97a)
∂2ψ2
∂x∂z
∣∣∣∣
z=0
= −4ω tan Θ1 tan Θ2 cosφ sinφ. (4.97b)
Substituting these derivatives into the third-order kinematic boundary
condition (4.94) and using that Υ0 = 1 and Υ1 = −12 (from the definition of
the coefficients Υδ (4.20)) gives
ω
k
tan Θ1 tan Θ2 cosφ
(
cos2 φ− sin2 φ
)
+
ω
k
tan2 Θ1 cosφ sin
2 φ
+
∂ψ3
∂x
∣∣∣∣
z=0
− 4ω
k
tan Θ1 tan Θ2 cosφ sin
2 φ
+
ω
2k
tan2 Θ1 cosφ sin
2 φ+
ω
2k
cos3 φ =
ω
2k
cos3 φ.
(4.98)
Collecting like terms leaves
∂ψ3
∂x
∣∣∣∣
z=0
=
ω
k
{
tan Θ1
(
5 tan Θ2 −
3
2
tan Θ1
)
cosφ sin2 φ
− tan Θ1 tan Θ2 cos3 φ
}
.
(4.99)
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Terms of the form cosα φ sinβ φ for α, β ∈ Z can always be re-expressed as a
linear combination of cosnφ and sinnφ for 0 6 n 6 α+ β,
cosφ sin2 φ =
1
4
[cosφ− cos (3φ)], (4.100a)
cos3 φ =
1
4
[3 cosφ+ cos (3φ)]. (4.100b)
So, expanding the tan Θn terms using the dispersion relation (1.15) gives the
vertical velocity at z = 0 at third order,
∂ψ3
∂x
∣∣∣∣
z=0
=
ω
4k
√
N2
ω2
− 1
{
(
5
√
N2
(2ω)2
− 1− 3
2
√
N2
ω2
− 1
)
[cosφ− cos (3φ)]
−
√
N2
(2ω)2
− 1[3 cosφ+ cos (3φ)]
}
,
(4.101)
which rearranges to
∂ψ3
∂x
∣∣∣∣
z=0
=
ω
8k
√
N2
ω2
− 1
{(
4
√
N2
(2ω)2
− 1− 3
√
N2
ω2
− 1
)
cosφ
−
(
12
√
N2
(2ω)2
− 1− 3
√
N2
ω2
− 1
)
cos (3φ)
}
.
(4.102)
Integrating with respect to x, remembering that the horizontal phase velocity
φ = kx− ωt, gives the kinematic boundary condition for ψ3,
ψ3|z=0 =
ω
8k2
√
N2
ω2
− 1
{(
4
√
N2
(2ω)2
− 1− 3
√
N2
ω2
− 1
)
sinφ
−
(
4
√
N2
(2ω)2
− 1−
√
N2
ω2
− 1
)
sin (3φ)
}
.
(4.103)
By considering each of the frequencies separately, following the same
method as for the linear solution and summing the results, the third-order
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solution is
ψ3 =
ω
8k2
√
N2
ω2
− 1
{(
4
√
N2
(2ω)2
− 1− 3
√
N2
ω2
− 1
)
×
sin
[
k
(
x− z
√
N2
ω2
− 1
)
− ωt
]
−
(
4
√
N2
(2ω)2
− 1−
√
N2
ω2
− 1
)
×
sin
[
3k
(
x− z
√
N2
(3ω)2
− 1
)
− 3ωt
]}
.
(4.104)
It is important to note that, not only does this provide the third har-
monic, but it also makes an ord
(
a3
)
correction to the amplitude of the first
harmonic with no change in phase. Indeed, the solution at each order must
maintain its odd symmetry about x = 0 along z = 0, restricting the solution
to a superposition of sine functions.
The predicted vertical displacement amplitudes of the first three harmon-
ics, correct to third order, for a sample monochromatic sinusoid are plotted
as solid lines in figure 4.2. Also shown are the results of experiments, which
will be discussed in section 4.7. The lines show that the predicted amp-
litudes of the first three harmonics grow superlinearly for relatively small
amplitudes; this behaviour continues at least as far as the maximum input
steepness of Ak = 0.64. The superlinear growth implies that, for a given
monochromatic input, the total energy flux is greater than that contained in
the single wave beam predicted by the linear theory. The increased energy
flux is not a violation of causality, because the power that the wave maker
transmits to the fluid is not specified, only the position of its surface.
The third-order correction to the first harmonic also modulates the shape,
such that it is no longer sinusoidal, with a steeper maximum gradient between
the crests and the troughs; this is analogous to nonlinear Stokes surface
waves. Whereas, unlike surface waves, which can produce cusps on the crests,
symmetry is maintained between the crests and the troughs of the internal
wave.
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Figure 4.2: Observed vertical displacement amplitudes averaged over
0.055 m to 0.134 m above the wave maker (points with error bars) against
predictions (lines) linearly scaled by 0.094 for a sinusoid of frequency
ω = 0.3 rad s−1 with horizontal wavenumber k = 40 rad m−1 and buoyancy
frequency N = 1.58 rad s−1. Blue is the first harmonic, red second, green
third and orange fourth. The prediction for the amplitude of the fourth
harmonic is omitted. The ratios of the amplitudes match the theory up to
an input amplitude of 0.8× 10−2 m, which has steepness 0.32. Above this
point, there is a regime change, which is shaded in grey.
4.7 Comparison with Experiments
4.7.1 Experimental Method
The tank containing the wave maker was filled with a linear stratification
of constant buoyancy frequency. These experiments were performed on two
separate occasions, the first with a buoyancy frequency of N = 1.58 rad s−1
and the second N = 1.92 rad s−1. For each trial, a monochromatic travelling
sinusoid of horizontal wavenumber either k = 20 rad m−1 or k = 40 rad m−1
was driven along the wave maker from left to right. These wavenumbers
give approximately three or six complete wavelengths respectively, which are
fairly wide wave beams, thus are approximately monochromatic waveforms.
Starting from rest, the amplitude was increased at a constant rate of
2× 10−3 m min−1 until the desired amplitude was obtained. By increasing
the amplitude slowly, the formation of a boundary layer was minimised,
ensuring maximum transmission of internal waves. Then, the wave maker
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Figure 4.3: Vertical gradient of the normalised density perturbation
1
ρ00
∂ρ′
∂z for a sinusoid of input amplitude 0.016 m when ω = 0.3 rad s
−1,
k = 40 rad m−1 and N = 1.58 rad s−1, exhibiting four harmonics, indicated
by the arrows. The fourth harmonic is so weak that it is imperceptible in
this image. The incoherent dots indicate the turbulent boundary layer in
the bottom fifth of the tank.
continued to run at constant amplitude for 80 s, before slowing at a rate of
6× 10−3 m min−1 in order to minimise mixing in the tank due to impulsive
flows, which would degrade the stratification. A typical wave field is shown
in figure 4.3.
Harmonic analysis (described in section 2.6.2) is used on the output video
sequence from the synthetic schlieren calculation to extract the amplitude
and phase of each of the harmonics. This is used in preference to dynamic
mode decomposition (DMD, see section 2.6.3), because the frequencies in
the system are known and DMD may split a single harmonic into two DMD
modes if there is some slight fluctuation in the phase or amplitude over the
course of the video sequence.
For each mode, the dominant internal wave travels up and to the right
(with a very weak wave to the left, as observed by Mercier et al. (2010))
before reflecting off the top surface of the water to travel down and to the
right. To separate these and provide the amplitude of the dominant wave at
each pixel, the Hilbert transform is applied to each mode.
Finally, the amplitude of the wave is estimated by calculating the 90th
percentile of the amplitude in each row of the image (to eliminate any an-
omalous peaks, while allowing for part of the image being outside the wave
beam) and taking the mean of the rows in the middle section of the tank,
chosen to be between 0.055 m and 0.134 m above the zero height of the wave
maker. This ensures there is adequate data to average out any statistical
fluctuations, while ensuring that only points above any turbulent boundary
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Table 4.1: Scaling factors to fit the predictions of the amplitudes of the
harmonics from a monochromatic forcing to experiments, showing the max-
imum input amplitude used in determining the fit. All units are SI, in
accordance with the referenced figures. In nearly all cases, the weakly non-
linear theory fits well up to 8× 10−3 m.
Figure ω k N Factor Maximum amplitude fitted
4.2 0.30 40 1.58 0.094 0.008
4.4 0.40 40 1.58 0.212 0.008
4.5 0.60 40 1.58 0.378 0.008
4.6 1.00 40 1.58 0.488 0.008
4.7 0.45 20 1.92 0.614 0.008
4.8 0.55 20 1.92 0.792 0.006
4.9 0.80 20 1.92 0.993 0.008
4.10 1.30 20 1.92 1* 0.008
*Calculated value of 1.175 was constrained to 1 to ensure the response is
not larger than the input. The error is within the bounds of experimental
uncertainty.
layer are considered. Then, this process is repeated at the 99th and 75th
percentiles to give the upper and lower error estimates shown on the graphs.
4.7.2 Results and Discussion
The vertical displacement amplitudes for each harmonic from the experi-
ments are plotted as crosses in figures 4.2 and 4.4–4.10 for a range of fre-
quencies and wavenumbers. Each figure has a single input forcing frequency
and horizontal wavenumber. The corresponding predictions are shown as
solid lines, which are scaled linearly by a factor that is constant within each
figure. The scaling factors, which are listed in table 4.1, minimise the sum of
squares of the errors over the range of input amplitudes where the responses
exhibit polynomial growth, subject to ensuring that the predicted responses
cannot be of larger displacement than the input (scaling factor is at most
one). The possible reasons for needing such a scaling will be discussed later
in this section.
The graphs show a reasonable fit for input amplitudes up to 0.008 m,
demonstrating that the ratios of predicted amplitudes between the harmonics
and the shape of the response curve are good for relatively low input wave
steepnesses of up to a = Ak ≈ 0.15–0.3, depending on the configuration.
Since the perturbation expansion depends on a being small, it is expected
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Figure 4.4: Observed vertical displacement amplitudes (points with error
bars) against predictions (lines) linearly scaled by 0.212 for a sinusoid of
frequency ω = 0.4 rad s−1 with horizontal wavenumber k = 40 rad m−1 and
buoyancy frequency N = 1.58 rad s−1. Blue is the first harmonic, red second
and green third. The polynomial fit is good up to 0.8× 10−2 m, except that
the third harmonic is underpredicted; above this point is shaded in grey.
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Figure 4.5: Observed vertical displacement amplitudes (points with error
bars) against predictions (lines) linearly scaled by 0.378 for a sinusoid of
frequency ω = 0.6 rad s−1 with horizontal wavenumber k = 40 rad m−1 and
buoyancy frequency N = 1.58 rad s−1. Blue is the first harmonic and red
the second. The region where the theory no longer holds is shaded in grey.
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Figure 4.6: Observed vertical displacement amplitudes (points with error
bars) against predictions (line) linearly scaled by 0.488 for a sinusoid of
frequency ω = 1 rad s−1 with horizontal wavenumber k = 40 rad m−1 and
buoyancy frequency N = 1.58 rad s−1.
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Figure 4.7: Observed vertical displacement amplitudes (points with er-
ror bars) against predictions (lines) linearly scaled by 0.614 for a sinusoid
of frequency ω = 0.45 rad s−1 with horizontal wavenumber k = 20 rad m−1
and buoyancy frequency N = 1.92 rad s−1. Blue is the first harmonic, red
second, green third and orange fourth. The prediction for the amplitude of
the fourth harmonic is omitted. A slightly nonlinear stratification may be
the cause of the experimental anomaly with the three higher harmonics hav-
ing similar amplitudes and the second harmonic weakest. Nonetheless, the
response amplitudes still grow with the input up to 0.8× 10−2 m inclusive.
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Figure 4.8: Observed vertical displacement amplitudes (points with error
bars) against predictions (lines) linearly scaled by 0.792 for a sinusoid of
frequency ω = 0.55 rad s−1 with horizontal wavenumber k = 20 rad m−1
and buoyancy frequency N = 1.92 rad s−1. Blue is the first harmonic, red
second and green third. The third harmonic is underpredicted and the
experimental data at 0.8× 10−2 m and 1.0× 10−2 m are anomalously low,
so are included in the shaded region; otherwise, the shape of the fit is again
good.
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Figure 4.9: Observed vertical displacement amplitudes (points with error
bars) against predictions (lines) linearly scaled by 0.993 for a sinusoid of
frequency ω = 0.8 rad s−1 with horizontal wavenumber k = 20 rad m−1 and
buoyancy frequency N = 1.92 rad s−1. Blue is the first harmonic and red the
second. The data fits very well here, with almost no scaling of the theory.
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Figure 4.10: Observed vertical displacement amplitudes (points with
error bars) against predictions (solid line) for a sinusoid of frequency
ω = 1.3 rad s−1 with horizontal wavenumber k = 20 rad m−1 and buoyancy
frequency N = 1.92 rad s−1. The line of best fit is 1.175 times steeper than
the predicted line and is shown with dashes; although the calculated scaling
factor implies the response is larger than the input, it is within the bounds
of experimental uncertainty. The response amplitudes increase linearly up
to 0.8× 10−2 m.
that the theory will only hold well up to a certain wave steepness, with
a = 0.1 already stretching the domain of validity. Furthermore, in some of
the higher amplitude experiments, the characteristics may intersect the wave
maker again, thereby violating the assumptions of the model; this occurs
when their gradient, given by
cot Θ =
1√(
N
ω
)2 − 1
, (4.105)
is less than the wave steepness a. For the case with ω = 0.3 rad s−1 (shown
in figure 4.2), the critical steepness is a = 0.24, which is less than the point
at which the model ceases to agree with experiments at a = 0.32, although
in most other cases this limit is not exceeded. With supercritical waveforms,
the characteristics that re-intersect the wave maker are expected to reflect
and form internal waves propagating to the left, but this effect is too weak
to be observed against the rightwards harmonics, if it occurs at all. Non-
etheless, it appears the approximation is still good significantly beyond the
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critical steepness. This supports the presented hypothesis that the additional
harmonics are generated by the geometry of the boundary, rather than from
fluid-fluid interactions within the domain.
The higher harmonics are more significant relative to the fundamental
mode in the experiments with the shorter wavelength, k = 40 rad m−1. This
is due to the greater wave steepness; in fact, the ratios of the amplitudes
of the harmonics at a given wave steepness appear to be comparable, but
not equal, between the shorter and longer wavelength sets of experiments.
The perturbation expansion makes two types of geometric correction to the
linear boundary condition: all of the quantities need to be evaluated at z = h
rather than z = 0, and the normal n to the surface of the wave maker does
not point exactly vertically. Although it affects both, the wave steepness is
critical for the correction to the normal. The greater the wave steepness,
the greater the maximum angle θ between the normal n to the wave maker
surface and the vertical, so the greater the corrections at higher orders, which
contribute to the formation of the harmonics.
Beyond the domain of applicability of the perturbation expansion, there
is a regime change. Figure 4.3 shows the vertical gradient of the normalised
density perturbation 1ρ00
∂ρ′
∂z for a large input amplitude of 0.016 m when
ω = 0.3 rad s−1 and a = 0.64. In the bottom fifth of the image, there are
incoherent spots, which are not present at lower amplitudes. These arise
from large curvature in the density profile causing some of the light rays
to be refracted to the extent that they cross, violating a key assumption
required for synthetic schlieren to work. As a result, synthetic schlieren
returns a zero signal at these points. Such large curvatures can be caused by
turbulence; direct observation (pictured at large scale in figure 4.11) shows
that there is indeed a significant turbulent boundary layer immediately just
above the wave maker.
The turbulence provides a major energy kinetic energy sink, which acts
to reduce the total energy transmitted as waves. This is apparent in the
graphs: the response amplitudes cease increasing above the critical input
amplitude A of about 0.01 m, independent of the dimensionless amplitude a.
The turbulence must be causing relatively little mixing, since the fluid is
still sufficiently stratified for the internal waves to pass through this region.
Furthermore, since turbulence is inherently three-dimensional, much of it
could be confined to near the tanks walls as a viscous boundary layer cre-
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Figure 4.11: Detailed direct view of flow in figure 4.3 adjacent to the wave
maker. At this large forcing amplitude, turbulent mixing is observed in the
troughs of the waveform. Rather than being transmitted as internal waves,
some of the energy is used to create a sloshing motion along the wave maker.
ated by the no-slip boundary condition; this would leave a relatively clear
passage through the centre of the tank. Three-dimensional particle image
velocimetry (Racca and Dewey, 1988) would be required to verify this hy-
pothesis. However, the three-dimensionality is likely to be weak, because
the boundary layer is forced by large two-dimensional oscillations. Never-
theless, Beckebanze and Maas (2016) highlighted the importance of three-
dimensional effects in an apparently two-dimensional internal wave attractor,
so they should not be immediately disregarded.
As the input amplitude increases further, the relative importance of the
higher harmonics increases, especially for the fourth harmonic in figure 4.2.
Although this may simply be quartic growth, as predicted by the perturb-
ation expansion, a further possibility is that the turbulence, with temporal
frequency dominated by the forcing frequency, may emit internal waves, as
is observed in the oceans. Either way, this is beyond the domain of ap-
plicability for the perturbation expansion, so it suffices to observe that the
fundamental response reaches a peak then becomes much less significant at
higher input amplitudes.
The stratification in the tank was measured using a conductivity probe
mounted on a vertical traverse. The density profile for the higher wavenum-
ber set of experiments is shown in figure 4.12; it was measured just after the
final experiment in the set, so includes any modifications to the stratifica-
tion from the action of the wave maker and internal waves. The stratification
is approximately linear, except for some layering near the top of the tank.
Whereas, towards the bottom, it weakens slightly. However, the density
profile within 3 mm of the equilibrium height of the wave maker was not
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Figure 4.12: Density profile of monochromatic forcing experiments with
N = 1.58 rad s−1 and k = 40 rad m−1. It was measured using a conductivity
probe lowered into the tank using a linear stepper actuator. The readings
were taken just after the last experiment in the set, so the stratification
had been affected by the internal waves. The indicated stratification ex-
hibits layering at the top of the tank and is slightly weaker just above the
wave maker, but the density gradient on the surface of the wave maker is
unknown, because the probe stopped just above it.
measured, in order to avoid damaging the tip of the conductivity probe by
colliding with the wave maker.
The homogeneous layer in the top 0.03 m of the tank arises from convec-
tion cells created by evaporation of water off the surface of the tank: the
remaining fluid at the surface becomes both colder (from the absorption of
latent heat by the freshly formed water vapour) and saltier, and hence denser,
so it sinks and is replaced by other less dense fluid from below. The density
discontinuity 0.08 m below the surface is the result of a random fluctuation
in the tank filling process.
The stratification is weaker near the base of the tank due to the perpetual
diffusion of salt through the solution and that salt cannot diffuse through
the base of the tank. Thus, away from the wave maker, there must be
zero salinity gradient at the base of the tank. Because a statically stable
stratification cannot contain horizontal density gradients, the gradient must
also reduce to zero on the wave maker when the fluid is stationary.
When the wave maker is in motion, the buoyancy frequency is time-
dependent and may not reduce to zero at the wave maker. For future in-
vestigation, the conductivity probe could be lowered and raised quickly to
169
4.7. Experiments 4. Harmonics by Monochromatic Forcing
measure the instantaneous stratification in the troughs of the travelling sinus-
oidal waveform. This would require new hardware and software to phase-lock
the motion of the probe, which is controlled by a desktop computer, with
the waveform, which is timed on the Beaglebone Blacks. Because the rel-
ative strengths of the harmonics are determined on the surface of the wave
maker, once the true stratification on the wave maker is known, the pre-
dicted amplitudes of the harmonics could then be adjusted as the buoyancy
frequency varies between the wave maker and the observation zone in the
centre of the tank. The choice of model to perform the correction depends
on whether the buoyancy frequency is found to change smoothly or jump at
an interface. Furthermore, a study into the evolution of the stratification
over the full depth of the tank due to the action of the wave maker would
be a relevant piece of future work.
There are several experimental uncertainties in determining the buoy-
ancy frequency. A small error in the estimate of the buoyancy frequency
may be the cause of the line of best fit in figure 4.10 being steeper than the
prediction (final row in table 4.1). Also, for the longer wavelength set of ex-
periments
(
N = 1.58 rad s−1
)
, these uncertainties become apparent in a 16 %
discrepancy between the buoyancy frequency measured by the conductivity
probe and estimates obtained by measuring the direction of propagation of
internal wave beams in the images and invoking the dispersion relation (1.15).
A possible source of error in using the angles of the wave beams is that the
boundary layer flows are unmeasured, so there may be continually changing
transient effects in the transmitted internal waves, which cannot be mod-
elled as steady, planar, inviscid internal waves. Secondly, the waves slowly
modify the stratification, leading to further unsteady behaviour. In addition,
despite using harmonic analysis to separate the wave beams, there is some
aliasing and interference between the waves, making it difficult to precisely
determine their angle of propagation Θ; in fact, there is a spread of about
15 % in the estimates of the buoyancy frequency using this method. On
the other hand, there may be a systematic error in the calibration of the
probe using a density meter, arising from micro-bubbles nucleating inside
the meter as the samples, which are diluted using cold tap water, are heated
to 20 ◦C for measurement. Moreover, the probe relies on the suction of fluid
through a very narrow tip into the chamber containing the electrodes. The
suction creates a region of low pressure around the tip, where the water can
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boil and form an air bubble. If the bubble enters the chamber, the measured
resistance will be higher. Unfortunately, the chamber is opaque, so a dir-
ect, visual check for bubbles inside is not possible. Bubbles could have been
present in the chamber during both some of the calibration readings and the
measurement of the stratification. A bubble entering the chamber during a
traverse of the stratification would produce a discontinuity in the indicated
density, but this is not observed. On balance, neither of the two methods
of determining the buoyancy frequency is perfectly reliable, but the probe’s
measurement was used, because there is no direct evidence of an incorrect
reading.
The scaling factors, listed in table 4.1, are not constant. Ideally, no
scaling would be required at all, but this can only occur in an inviscid world,
since the model assumes no dissipation. Generally, less scaling is required at
higher driving frequencies and longer wavelengths. In other words, the wave
maker is more efficient, measured as the ratio of response to input vertical
displacement amplitude, when the characteristics are incident at large angles
to the surface of the wave maker. The reduction in amplitude of the forcing
between the software input and the surface of the wave maker is up to 1.5 %,
using the model from section 3.4, so, although it is a small cause of systematic
error, it cannot be responsible for the scaling factors.
The wave maker drives a boundary layer, which itself excites and modifies
the internal waves, as observed experimentally by Clark and Sutherland
(2010) for a vertically oscillating cylinder, so the boundary layer is a major
component of the scaling factors. Developing a model using boundary layer
theory, such as that of Chashechkin and Kistovich (1997), and combining
it with numerical simulations would aid understanding in this area. Then,
predictions of the scaling factors could be made, perhaps also including any
effects of the varying stratification. The Reynolds number is about 750 for
the large waveform shown in figure 4.11 and increases to over 2000 at the
largest amplitudes in figure 4.9, which still show a good fit with the weakly
nonlinear theory, so a turbulent model for the boundary layer should be
considered. On the contrary, some of the smallest fundamental modes have
Reynolds number around 20, which is unlikely to be turbulent, but instead
has a very thin viscous boundary layer due to the no-slip boundary condition.
Furthermore, the higher harmonics have an even smaller Reynolds number,
so may be viscously attenuated much more than the fundamental mode, but
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this only affects the waves that are already negligibly small.
Finally, another potential source of additional harmonics is that the sur-
face of the wave maker is not perfectly sinusoidal and can only produce wave
beams of finite width, as calculated in section 3.6. However, for the majority
of experimental runs and all of those where the theory was found to match
the experiments well (subject to the scaling factors), the wave maker was
well within its design limits, operating with many rods per wavelength and
at relatively low steepness, so the spectrum is much more tightly centred
on the input wavenumber than the case shown in figure 3.28b. Despite the
narrow spectrum, this could still be a source of the increasing dominance of
the higher harmonics in the large amplitude regime. Techniques for model-
ling harmonics generated by the imperfect wave maker will be discussed in
section 6.2.
4.8 Summary
A perturbation expansion predicting a full spectrum of internal wave har-
monics from a monochromatic travelling sinusoidal boundary and the amp-
litude of the harmonics was presented. One additional harmonic appears
at each order in the expansion, leading to a polynomial, superlinear growth
of the amplitudes. These monochromatic harmonics are generated purely
by the nonlinear geometry of the boundary, with no wave-wave interactions
predicted. This theory was validated against experiments using the Arbit-
rary Spectrum Wave Maker and found to give reasonable estimates of the
ratios of the amplitudes of up to the third harmonic in the weakly nonlinear
regime. The expansion is valid up to an input wave steepness of 0.15–0.32,
depending on the exact parameters. For amplitudes greater than this, the
internal wave field changes to a strongly nonlinear regime with a turbulent
boundary layer on the wave maker reducing the transmitted amplitude of
the fundamental and the higher harmonics gaining increasing importance.
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Chapter 5
Solution Techniques for the
Inhomogeneous Internal Wave
Equation
5.1 Introduction
The weakly nonlinear theory of two-dimensional (one horizontal x and one
vertical z dimension) internal waves, as outlined in section 4.2, requires solv-
ing linear, inhomogeneous, partial differential equations for the streamfunc-
tion ψ of the form
∂2
∂t2
∇2ψ +N2∂
2ψ
∂x2
= f(x, z, t). (5.1)
The function f is a source term feeding information from all the lower orders
of the expansion to the current order. For a monochromatic forcing along the
wave maker, the source terms f vanish at all orders, as shown in section 4.5.
This reduces the governing equations at each order to homogeneous ones,
which can be solved analytically. However, for general configurations, the
effect of the source term must be calculated.
For either an infinite domain or one with periodic boundary conditions, a
standard solution method is to take the three-dimensional Fourier transform
(denoted by a circumflex) in (x, z, t) to obtain the equation in (k,m, ω) space,
ω2
(
k2 +m2
)
ψ̂ −N2k2ψ̂ = f̂ . (5.2)
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If the rearrangement of the dispersion relation (1.15),
ω2
(
k2 +m2
)
−N2k2 = 0, (5.3)
is not satisfied, that is to say the forcing is not resonant, the transformed
governing equation (5.2) can be rearranged to give the expression for trans-
formed streamfunction,
ψ̂ =
f̂
ω2(k2 +m2)−N2k2 . (5.4)
Then, the streamfunction ψ is determined using the inverse Fourier trans-
form.
However, typically the source term will be a linear superposition of os-
cillatory exponentials of the form ei(k·x−ωt) restricted to a discrete set of fre-
quencies ω and have amplitude envelopes of finite width. This gives physic-
ally realisable internal wave beams, rather than infinite plane waves. Because
all the resonant wavevectors at a given frequency (satisfying the dispersion
relation) must be at a uniform angle Θ to the horizontal and a localised sig-
nal in physical space is infinitely broad (but decaying) in wavevector space,
there will always be some nonzero Fourier mode in the forcing satisfying the
dispersion relation (5.3). Therefore, the Fourier transform of the stream-
function ψ̂ will contain non-localised line infinities along spatial wavevectors
at an angle Θ to the horizontal. As will be shown in section 5.2, these can
be resolved analytically, but it would no longer be possible to use the fast
Fourier transform (FFT), requiring much slower, specialist code to evaluate
numerically.
Tabaei et al. (2005) used a Fourier transform in a single spatial dimension
to overcome this difficulty using variation of parameters. They found analytic
formulae in terms of an inverse Fourier transform of the forcing. However,
they contain coefficients consisting of long strings of Jacobian determinants,
which then need to be integrated, so are unlikely to provide an informative
solution.
An alternative approach to overcome this difficulty is to use Green’s func-
tions. Although seldom applied numerically because of computational cost
compared to other methods, the Green’s function method calculates the fun-
damental response due to a point source forcing, then sums or integrates over
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all the contributions to give the inhomogeous solution. The fundamental re-
sponse is called the Green’s function and is the solution due to forcing by a
Dirac delta function, f = δ(x, z, t), with the required homogeneous bound-
ary conditions. For internal waves, this general method has been thoroughly
surveyed in three dimensions for both time-periodic and transient forcings by
Voisin (1991a). Less consideration has been given to two-dimensional prob-
lems, although Hurley (1969) presented a selection of appropriate Green’s
functions for time-periodic flows.
As will be shown in sections 5.3 and 5.4, the source terms introduce
vorticity to transfer energy through the orders of the perturbation expan-
sion. Hurley (1969) and Voisin (1991a), among others, have found Green’s
functions for a point mass source. Although related, these solutions are fun-
damentally different. Voisin (1994) showed that dipole point mass sources
produce flows with an internal wave beam structure. This could be special-
ised to two dimensions and generalised to an array of moving mass sources
in order to model the linear wave field produced by arbitrary motions of the
wave maker.
A further discussion of Fourier transforms and how a singular transform
can be used is given is section 5.2. Then, the monopole Green’s function for
arbitrary source terms and the dipole Green’s function for monochromatic
sources are calculated in sections 5.3 and 5.4. Finally, the methods are
collated in section 5.5.
5.2 Fourier Transforms
A common solution method for solving inhomogeneous partial differential
equations on infinite or periodic domains is to use Fourier transforms to find
the particular integral, then add on a homogeneous part to ensure the bound-
ary conditions are satisfied. However, as will be seen shortly, the Fourier
transform of the streamfunction governing equation (5.1) is singular: there
are line singularities where the wavevectors and oscillation frequencies sat-
isfy the dispersion relation (1.15). There is little discussion in the literature
of the Fourier transforms of resonant systems, so the following formulation
appears to be novel. It should be noted that the argument is not rigorous:
it relies on the manipulation of delta functions inside integrals as bonafide
functions as Dirac himself did; instead, generalised functions should be used
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to prove it properly.
Considering the particular integral, because the solutions to the homo-
geneous equation are Fourier modes and the equation is linear, if the forcing f
contains any modes satisfying the dispersion relation, resonance may occur.
To illustrate this, consider the simple harmonic oscillator with a resonant
forcing of frequency N ,
d2x
dt2
+N2x = e−iNt. (5.5)
Its solution is the sum of a complementary integral, which satisfies the ho-
mogeneous equation, and a particular integral. For arbitrary constants A
and B to be determined by the boundary conditions, the complementary
integral is
xc = Ae
iNt +Be−iNt. (5.6)
The particular integral xp grows linearly in time, phase-shifted by π2 ,
xp = −
t
2iN
e−iNt =
t
2N
e−i(Nt−
π
2 ). (5.7)
The growth in amplitude occurs because there is only one axis along
which it can be directed, so there is no spatial way for the energy to escape.
Whereas, for waves, energy is transported away at the group velocity, so
resonant solutions that are steady in time can exist. On the other hand, if
the source terms are non-resonant,
d2x
dt2
+N2x = e−it, (5.8)
the particular solution xp does not grow,
xp =
1
N2 − 1 e
−it. (5.9)
These results can also be derived using Fourier transforms. This alternat-
ive method does not appear to have described in the literature for resonant
systems. Let x̂(ω) be the temporal Fourier transform of x(t), as defined
by (2.50), taking note of the sign convention in the exponent. Starting with
the simpler non-resonant (second) case, the Fourier transform of the inhomo-
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geneous simple harmonic equation (5.8) is
(
−ω2 +N2
)
x̂ = 2πδ(ω − 1), (5.10)
which rearranges to give the solution in frequency space,
x̂ = −2π δ(ω − 1)
ω2 −N2 . (5.11)
This is zero everywhere except at ω = 1, so there are no poles at ω = ±N .
Taking the inverse Fourier transform,
x = −2π
2π
∫ ∞
−∞
δ(ω − 1)
ω2 −N2 e
−iωt dω, (5.12)
and using the sampling property of the delta function recovers the same par-
ticular integral as before (5.9). Note that the complementary integral (5.6)
can be added onto this arbitrarily, because in frequency space,
(
−ω2 +N2
)
x̂c = 0. (5.13)
Next, considering the resonant case, the Fourier transform of the govern-
ing equation (5.5) is
(
−ω2 +N2
)
x̂ = 2πδ(ω −N). (5.14)
However, this time after rearrangement,
x̂ = − 2π
(ω +N)
δ(ω −N)
(ω −N) , (5.15)
the denominator is zero where the delta function is nonzero, so extra care is
required.
The inverse Fourier transform of a delta function centred on an otherwise
simple pole is not a commonly known transform. To evaluate it, consider the
integral of an arbitrary function h that is continuous in some open neigh-
bourhood around ω = ω0,
I =
∫ ∞
−∞
h(ω)
δ(ω − ω0)
ω − ω0
dω. (5.16)
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Changing variables to shift the origin to ω0, ω′ = ω − ω0, gives
I =
∫ ∞
−∞
h
(
ω′ + ω0
)δ(ω′)
ω′
dω′. (5.17)
The delta function is customarily taken to be even about zero, so decom-
posing h into odd and even parts about ω0, as is common in the field of
aeroacoustics, h = ho + he, where
ho(ω) =
h(ω)− h(ω − 2(ω − ω0))
2
, (5.18a)
he(ω) =
h(ω) + h(ω − 2(ω − ω0))
2
, (5.18b)
allows symmetry to be used to evaluate the integral I. Because δ(ω
′)
ω′ is odd
and the integral over an odd function is zero,
∫ ∞
−∞
he
(
ω′ + ω0
) δ (ω′)
ω′
dω′ = 0, (5.19)
so the integrand is given by a product of odd functions,
I =
∫ ∞
−∞
ho
(
ω′ + ω0
) δ (ω′)
ω′
dω′. (5.20)
Since ho is odd and continuous around ω = ω0, ho(ω0) = 0. Thus, from the
definition of a derivative,
lim
ω′→0
ho(ω
′ + ω0)
ω′
= h′o(ω0), (5.21)
so by the sampling property of the delta function,
I = h′o(ω0). (5.22)
But, the gradient of an even function is zero on its axis of symmetry, so
I = h′(ω0). (5.23)
Setting h(ω) = 12πg(ω)e
−iωt, for some function g(ω) that is continuous in
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the neighbourhood of ω0, gives the inverse Fourier transform of g(ω)
δ(ω−ω0)
ω−ω0 ,
1
2π
∫ ∞
−∞
g(ω)
δ(ω − ω0)
ω − ω0
e−iωt dω =
1
2π
[
g′(ω0)− itg(ω0)
]
e−iω0t. (5.24)
Now, the inverse Fourier transform of the resonant solution in frequency
space (5.15) is given by setting g = − 2πω+N and ω0 = N ,
x =
[
1
(2N)2
+ it
1
2N
]
e−iNt. (5.25)
Once again, the complementary integral xc (5.6) can be added onto this
arbitrarily, so
x = − t
2iN
e−iNt + xc, (5.26)
in agreement with the resonant particular integral found previously (5.7).
Given this range of behaviour for the forced harmonic oscillator, the
forcing f to the internal wave equation (5.1) should therefore be decomposed
into its Fourier modes and each mode considered on a case-by-case basis.
Extending the definition of the Fourier transform (2.50) to three dimensions
gives the source term amplitudes,
f̂(k,m, ω) =
∫∫∫
R3
f(x, z, t)e−i(kx+mz−ωt)dx dz dt. (5.27)
Then, using the inverse Fourier transform, the source term f is expressed as
a sum of Fourier modes in the governing equation (5.1),
∂2
∂t2
∇2ψ +N2∂
2ψ
∂x2
=
1
(2π)3
∫∫∫
R3
f̂(k,m, ω)ei(kx+mz−ωt) dk dmdω. (5.28)
Next, the streamfunction is decomposed into components for each (k,m, ω),
ψ =
1
(2π)3
∫∫∫
R3
ψk,m,ω dk dmdω. (5.29)
Then, since the equation is linear, the equation is now considered for one
particular (k,m, ω),
∂2
∂t2
∇2ψk,m,ω +N2
∂2ψk,m,ω
∂x2
= f̂(k,m, ω)ei(kx+mz−ωt), (5.30)
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and all of the components summed at the end.
If (k,m, ω) do not satisfy the dispersion relation (1.15), no resonance
occurs, so substituting the trial particular integral ψk,m,ω = Aei(kx+mz−ωt)
into the governing equation for a single mode (5.30) gives
ψk,m,ω =
f̂ (k,m, ω)
ω2 |k|2 −N2k2
ei(kx+mz−ωt). (5.31)
These are forced oscillations that do not extend outside the zone where the
forcing f is applied.
Note that in the resonant case, the denominator would be zero, like
for the harmonic oscillator. Again, f̂ can be expressed as a sum of delta
functions, leading to requiring the inverse Fourier transform (5.24). Because
there is freedom over the order in which the inverse Fourier transforms are
taken, the linear growth will occur along the last dimension in space-time to
be inverse transformed, so using Fourier transforms here conceals the more
general form of the solution and will not be pursued further.
Instead, the resonant case is considered directly. Tabaei et al. (2005)
simply state that the only disturbance to reach the far field will be these
resonant modes, without showing the structure of any emitted beams in
the near-to-medium field. To improve on this, consider the trial particular
integral ψk,m,ω = g(x, z, t)ei(kx+mz−ωt). Since the steady-state solution is
desired and, as previously remarked, energy transferred by the resonance
can transported away in space, solutions are sought with g independent of
time. Substituting this into the governing equation for a single mode (5.30)
and then using Leibniz’s rule gives
[
−ω2
(
∇2g + 2ik · ∇g − |k|2g
)
+N2
(
∂2g
∂x2
+ 2ik
∂g
∂x
− k2g
)]
ei(kx+mz−ωt)
= f̂(k,m, ω) ei(kx+mz−ωt),
(5.32)
which rearranges to give the differential equation for g,
− ω2
(
∇2g + 2ik · ∇g
)
+N2
(
∂2g
∂x2
+ 2ik
∂g
∂x
)
+
[
ω2|k|2 −N2k2
]
g = f̂ .
(5.33)
180
5. Inhomogeneous Solution Techniques 5.2. Fourier Transforms
The term in the square brackets is zero because (k,m, ω) satisfy the dis-
persion relation (1.15). From the theory of the resonant harmonic oscillator,
it is expected that the amplitude will grow linearly in time within a wave-
packet. The linear growth then advects at a constant group velocity (for
a given (k,m, ω)), so the amplitude is expected to grow linearly in space
in the direction of the group velocity. Therefore, the bilinear trial function
g(x, z) = Ax+Bz + C, for constants A, B and C, is considered.
The arbitrary constant C is an additive constant to the streamfunction,
so does not affect the dynamics of the fluid flow. Thus, C is set to zero,
without loss of generality. Since the growth is in the direction of the group
velocity and, from the theory of linear internal waves, the group velocity is
perpendicular to the wavevector, it is also assumed that k · ∇g = 0. Then,
the differential equation for g (5.33) reduces to
2ikN2
∂g
∂x
= f̂(k,m, ω), (5.34)
which gives the coefficient,
A =
f̂(k,m, ω)
2ikN2
. (5.35)
Substituting the formula for A directly into k · ∇g = 0 gives
B = − f̂(k,m, ω)
2imN2
. (5.36)
Therefore, a particular integral for resonant (k,m, ω) is
ψk,m,ω =
f̂(k,m, ω)
2iN2
(x
k
− z
m
)
ei(kx+mz−ωt). (5.37)
It is worth noting that the π2 phase shift still occurs, similar to the har-
monic oscillator, and that the growth has the same horizontal direction as the
wavevector but the opposite vertical direction, so the growth points in the
same direction as the group velocity, as expected. Because a single mode f̂ is
a plane wave infinite in extent, the mode grows linearly and unboundedly in
space. This is analogous to the simple harmonic oscillator, where all of the
energy is trapped and growing along the only dimension available, which is
the t axis. Whereas, for planar internal waves, by choosing the order of the
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inverse Fourier transforms carefully, the energy was directed to grow along a
spatial axis. Then, the linear superposition of all resonant modes produces a
bounded response, like how regular Fourier modes can represent a localised
signal.
Finally, remembering that, for each wavevector k, there are two fre-
quencies ±ω(k) satisfying the dispersion relation (1.15), the complementary
integral of the resonant components is
ψc =
1
(2π)3
∫∫
R2
A+(k,m)e
i(kx+mz−ω(k)t)
+A−(k,m)ei(kx+mz+ω(k)t) dk dm,
(5.38)
for some arbitrary functions A± to be determined by the boundary condi-
tions. For each wavevector (k,m), there are two possible frequencies, so the
space of (k,m, ω) satisfying the dispersion relation is R2×{+,−} ⊂ R3. Sim-
ilarly, the total resonant particular integral is over the same space. Therefore,
the full solution for the streamfunction is given by the sum of the resonant
and non-resonant components,
ψ =
1
(2π)3
∫∫∫
R3\{ω2|k|2−N2k2=0}
f̂(k,m, ω)
ω2|k|2 −N2k2
ei(kx+mz−ωt)dk dmdω
+
1
(2π)3
∫∫
R2
{
f̂(k,m, ω(k))
2iN2
(x
k
− z
m
)
ei(kx+mz−ω(k)t)
+
f̂(k,m,−ω(k))
2iN2
(x
k
− z
m
)
ei(kx+mz+ω(k)t)
+A+(k,m) e
i(kx+mz−ω(k)t)
+ A−(k,m) ei(kx+mz+ω(k)t)
}
dk dm,
(5.39)
where the frequencies in the resonant (second) integral ω(k) are those satis-
fying the dispersion relation.
5.3 Monopole Green’s Function
The fundamental solution of the internal wave equation (5.1) is the monopole
Green’s function Gm(x, z, t;x0, z0, t0), which is the solution due to the point
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forcing,
∂2
∂t2
∇2Gm +N2
∂2Gm
∂x2
= δ(x− x0) δ(z − z0) δ(t− t0), (5.40)
in an unbounded domain. Voisin (1991a) presented the method for calculat-
ing the three-dimensional monopole Green’s function, but the corresponding
calculation in two dimensions appears to be missing from the literature. For
an arbitrary forcing, which can be expressed as an integral over delta func-
tions,
f(x, z, t) =
∫∫∫
R3
f(x0, z0, t0) δ(x− x0) δ(z − z0) δ(t− t0) dx0 dz0 dt0,
(5.41)
the solution for the streamfunction in an infinite domain is given by the
integral over the product of the Green’s function and the forcing,
ψ(x, z, t) =
∫∫∫
R3
Gm(x, z, t;x0, z0, t0) f(x0, z0, t0) dx0 dz0 dt0. (5.42)
In the perturbation expansion introduced in chapter 4, this is the correction
required to make the solutions to the homogenous part of the equation at
each lower order, which is linear by construction, satisfy the full governing
equation, including the nonlinear advection terms u · ∇ (which become the
Jacobian determinants).
A physical interpretation of the fundamental solution is that it is the flow
produced by introducing a point vortex at (x0, z0) at time t0, but with the
effective initial circulation Γ(t− t0) as experienced at a later time t varying
in time, to be determined. Even with no external input, the circulation in a
stratified fluid can vary even due to the conversion between rotational kinetic
energy and gravitational potential energy, so it is not clear a priori what the
circulation of the fluid at time t > t0 will be, even with knowledge of Γ.
This interpretation is derived by modifying the linear vorticity equa-
tion (4.10a),
− ∂
∂t
∇2ψ = − ∂b
∂x
+ Γδ(x− x0) δ(z − z0) δ(t− t0), (5.43)
which says that the vorticity −∇2ψ increases in time due to the baroclinic
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generation of vorticity and a point vortex of circulation Γ at (x0, z0) intro-
duced at time t0: integrating with respect to time from −∞, the vortex only
has an effect if the upper limit of integration t > t0. Following the same
method as in section 4.2, and using a prime to denote the derivative of a
function of one variable, differentiating with respect to time and using the
x derivative of the linear equation of mass conservation (4.10b) to eliminate
the buoyancy b yields the inhomogeneous governing equation,
∂2
∂t2
∇2ψ+N2∂
2ψ
∂x2
= −
[
Γδ′(t− t0) + Γ′δ(t− t0)
]
δ(x− x0) δ(z − z0). (5.44)
As is standard procedure, the derivative of a delta function is evaluated
by multiplying by the product of t − t0 and an arbitrary function g(t), and
integrating by parts over an arbitrary time interval [a, b], where the end
points are not at the peak of the delta function a, b 6= t0,
∫ b
a
(t− t0) g(t) δ′(t− t0) dt = [(t− t0) g(t) δ(t− t0)]ba
−
∫ b
a
g(t) δ(t− t0) dt−
∫ b
a
(t− t0) g′(t) δ(t− t0) dt.
(5.45)
The term in the square brackets is zero, because the delta function is zero
at the ends of the interval. Similarly, the last integral is also zero, because
the delta function is zero everywhere except at t = t0, but the multiplicative
factor t− t0 is zero there instead. So, the integral reduces to
∫ b
a
(t− t0) g(t) δ′(t− t0) dt = −
∫ b
a
g(t) δ(t− t0) dt. (5.46)
Since the time interval and function g are arbitrary, the formula for the
derivative of the delta function is therefore
δ′(t− t0) = −
δ(t− t0)
t− t0
. (5.47)
Substituting this into the inhomogeneous equation for the vortex (5.44)
gives the form of the definition of the monopole Green’s function (5.40),
∂2
∂t2
∇2ψ +N2∂
2ψ
∂x2
=
[
Γ
t− t0
− Γ′
]
δ(x− x0) δ(z − z0) δ(t− t0). (5.48)
Comparing the coefficient on the right hand side with that for the Green’s
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function definition (5.40) gives the ordinary differential equation,
Γ
t− t0
− Γ′ = 1. (5.49)
Defining the retarded time t̃ = t− t0 and dividing through by the integrating
factor −t̃ gives
Γ′
t̃
− Γ
t̃2
= −1
t̃
. (5.50)
The left hand side is now the total derivative
(
Γ
t̃
)′
, so integrating gives the
circulation of the point vortex in terms of the time t̃ since it was released
and an unknown constant ts > 0,
Γ = t̃ log
ts
t̃
. (5.51)
At early times, the vortex increases positively in strength from zero, be-
fore switching direction and becoming large and negative at late times. The
constant ts controls the transition between these two regimes and is equal to
the natural logarithm of the retarded time when the change of direction oc-
curs, but cannot be determined easily. This somewhat obscure fundamental
flow could be the result of the governing equation (4.11) being a derivative of
a conservation law; whereas, the laws themselves have comparatively simple
fundamental flows: for example, the fundamental solution of the conserva-
tion of vorticity (5.43) is an instantaneously introduced point vortex of unit
strength.
Although there does not appear to be an analytic expression of the two-
dimensional monopole Green’s function Gm in terms of elementary functions
in the literature, in common with other Green’s function methods for wave
equations and specialising the approach of Sekerzh-Zen’kovich (1981) for the
three-dimensional case, the Green’s function is obtained in Fourier space.
Using a tilde to represent transformed quantities in wavevector-time (k,m, t)
space, the spatial Fourier transform of the governing equation (5.40) in two
dimensions is
− |k|2∂
2G̃m
∂t2
− k2N2G̃m = e−ikx0−imz0 δ(t− t0). (5.52)
Defining the intrinsic frequency for a particular wavevector from the disper-
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sion relation (1.22),
Ω =
kN
|k| , (5.53)
the Fourier transform of the governing equation (5.40) becomes the one-
dimensional Helmholtz equation,
∂2G̃m
∂t2
+ Ω2G̃m = −
1
|k|2
eik·x0δ(t− t0). (5.54)
At nearly all times t 6= t0, this is the homogeneous equation of simple
harmonic motion, which has the general solution for arbitrary coefficient
functions of the wavevector A and B,
G̃m = A(k) cos (Ω(t− t0)) +B(k) sin (Ω(t− t0)), (5.55)
where the phase shift inside the sinusoids has been chosen to facilitate the
application of boundary conditions at the time of the impulse t = t0. Before
the impulse, causality requires no motion of the fluid, so the Green’s function
and its Fourier transform are zero for t < t0. If G̃ has a discontinuity at the
impulse instant t = t0, its temporal gradient is given by a delta function, so
differentiating again gives ∂
2G̃m
∂t2
∝ δ′(t− t0), which contradicts the Fourier
transformed governing equation (5.52). Therefore, the Green’s function Gm
is continuous, hence zero at t = t0, so, for t > t0, the first coefficient A ≡ 0.
Integrating the governing equation in wavevector space (5.52) from a
short time ε before the impulse to ε after it, and using that the integration
of the right hand side is over a delta function and G̃m = 0 for t 6 t0, gives
in the limit ε→ 0
lim
ε→0
[
∂G̃m
∂t
]t0+ε
t0−ε
+ 0 = − 1
|k|2
e−ik·x0 . (5.56)
Differentiating the general solution (5.55) for t > t0,
∂G̃m
∂t
= BΩ cos (Ω(t− t0)), (5.57)
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and remembering that ∂G̃m∂t = 0 for t < t0, gives the coefficient,
B = −e
−ik·x0
Ω|k|2
. (5.58)
Using the Heaviside step function (3.1) to enforce no response before the
impulse, the spatial Fourier transform of the monopole Green’s function in
an infinite domain is
G̃m(k,m, t) = −
e−ik·x0
Ω(k)|k|2
sin (Ω(k)(t− t0)) H (t− t0), (5.59)
in agreement with Sekerzh-Zen’kovich (1981).
There are removable singularities where the intrinsic frequency Ω =
0. These are distributed continuously along the line where the horizontal
wavenumber k = 0, or equivalently where the corresponding internal wave
beam is vertical, hence with zero group velocity. These are resolved for nu-
merical implementation by defining 1Ω sin (Ω(t− t0)) = t − t0 when Ω = 0,
thereby ensuring continuity in wavevector space.
However, there is also a second-order pole at k = 0. Since the term
1
Ω sin (Ω(t− t0)) is bounded and the one-dimensional inverse Fourier trans-
form of 1
k2
exists (derived by Voisin, 1991b), the inverse Fourier transform
required to find the Green’s function thus exists. The value of G̃m at k = 0
is the constant component in physical space, so, since the Green’s function is
for the streamfunction, the additive constant is a gauge freedom, so is set ar-
bitrarily to zero for the numerical implementation. Because the velocity only
depends on the gradients of the streamfunction and the governing equation
is linear in this formulation, all components of the flow can be calculated
independently and then summed. So, the choice of constant need not be the
same for each point source where an array of them is used.
Numerical plots of the monopole Green’s function are produced by taking
the inverse fast Fourier transform and are shown in figure 5.1. Because these
plots are in the (x, z) plane, the y axis points into the page, so the observed
anticlockwise rotation is a negative vortex. Even from times earlier than
those shown, the circulation is negative, suggesting that the transition time
is very small, ts ≈ 0. At early times, a purely rotational flow is produced,
with circular streamlines like would be produced for a point vortex in a
homogeneous fluid. Then, the flow stretches horizontally as a gravity current
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Figure 5.1: Monopole Green’s function showing streamlines at 0.1 spacing
and velocity arrows for a source at the origin released at t = 0 in a fluid of
buoyancy frequency N = 1, all in a consistent system of units. The y axis,
along which the vorticity vector is directed, points into the page, so all of
these plots exhibit negative circulation.
develops from fluid having been displaced from its equilibrium height by the
vortex. This current continues increasing in strength with some wave-like
perturbations that are particularly pronounced around time t = 10, which
could combine to generate new internal waves with a suitable distribution of
sources. This growth continues to produce a strong stream to the left above
the x axis and to the right below it that is approximately invariant in the
horizontal, x, direction at late times (not shown).
The unbounded growth can only be regularised by self-cancellation of a
time-oscillating source, of which the dipole Green’s function in section 5.4 is
a special case. A computer can only sum large positive and negative terms up
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to a certain point before numerical overflow occurs, so the monopole Green’s
function is numerically only useful at early to middle times in the evolution
of the flow. Further work is required to produce a robust algorithm for late
times. It is for this reason that the monopole Green’s function is not used
in the remainder of this thesis.
5.4 Dipole Green’s Function
5.4.1 Introduction
In many situations, the forcing f of the internal wave equation (5.1) consists
entirely of a finite sum of monochromatic modes of the form f̂ω(x, z)e−iωt.
Because the equation is linear, each mode can be calculated independently,
then summed to produce the full solution to the equation. Also by linearity,
for one such mode, the solution must be of the separated form
ψ(x, z, t) = ψ̂ω(x, z)e
−iωt. (5.60)
On substitution into the governing equation (5.1) this gives
[
−ω2∇2ψ̂ω +N2
∂2ψ̂ω
∂x2
]
e−iωt = f̂ωe−iωt, (5.61)
which, after defining the constant
Γ =
√
1−
(
N
ω
)2
, (5.62)
simplifies to yield the spatial forced governing equation,
Γ2
∂2ψ̂ω
∂x2
+
∂2ψ̂ω
∂z2
= − f̂ω
ω2
. (5.63)
The dipole Green’s function Gω(x, z;x0, z0) is defined as the spatial com-
ponent of the solution to a point forcing of unit strength at (x0, z0), f̂ω =
δ(x− x0)δ(z − z0), in an infinite domain. Then, the full solution for the
streamfunction is given as a sum of integrals over Green’s functions,
ψ(x, z, t) =
∑
ω
e−iωt
∫∫
R2
Gω(x, z;x0, z0) f̂ω(x0, z0) dx0 dz0. (5.64)
189
5.4. Dipole Green’s Function 5. Inhomogeneous Solution Techniques
The physical interpretation of the dipole Green’s function is much more
straightforward than for the monopole Green’s function (see section 5.3): it
is the flow produced by an oscillatory point vortex at (x0, z0) of amplitude
1
ω2
that is in phase with the temporal decomposition (5.60). This can be
seen by substituting the rate of change of the point vortex, − iωe−iωt, into
the vorticity equation (4.10a),
− ∂
∂t
∇2ψ = − ∂b
∂x
− i
ω
e−iωt δ(x− x0) δ(z − z0). (5.65)
Following the method of section 4.2.2, the buoyancy b is eliminated by dif-
ferentiating with respect to time t and substituting the x derivative of the
conservation of mass equation (4.10b),
∂2
∂t2
∇2ψ +N2∂
2ψ
∂x2
= e−iωt δ(x− x0) δ(z − z0). (5.66)
Now, the spatial component of the forcing is simply f̂ = δ(x− x0) δ(z − z0),
which matches that of the Green’s function, so the oscillatory point vortex of
amplitude 1
ω2
is indeed the fundamental flow. Furthermore, the time average
of the vortex is zero, which shows that it is a dipole consisting of monopoles.
5.4.2 Analytic Derivation
The dipole Green’s function is of a similar form to the point vortex stream-
function in an exponential stratification presented by Hurley (1969), but the
method followed here is closely based on Hurley (1997) for a vertically os-
cillating cylinder, as it also has a similar form. The Green’s function is first
calculated for oscillations at frequencies above the buoyancy frequency N ,
then is analytically continued to the internal wave case of ω < N .
Defining the transformed coordinates to perform a dilatation,
[
x
z
]
=
[
Γxα
zα
]
, (5.67)
the spatial governing equation (5.63) with a point source at (x0, z0) becomes
Poisson’s equation,
∂2Gω
∂x2α
+
∂2Gω
∂z2α
= −δ(Γxα − x0) δ(zα − z0)
ω2
, (5.68)
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which is expressed most cleanly as
∇2αGω = −
δ
(
xα − x0Γ
)
δ(zα − z0)
Γω2
. (5.69)
This equation and the far field boundary conditions, and hence G, are ro-
tationally invariant about the point
(
x0
α , z0
)
in the stretched α coordinates.
So, the Green’s function G is a solely a function of the distance from the
centre of symmetry,
r =
√(
xα −
x0
Γ
)2
+ (zα − z0)2. (5.70)
Integrating both sides over a circle of radius R centred on the centre of
symmetry gives
∫∫
r6R
∇2αGω dA = −
∫∫
r6R
δ
(
xα − x0Γ
)
δ(zα − z0)
Γω2
dA. (5.71)
The right hand side is readily evaluated as an integral over delta functions,
while divergence theorem is applied the left side, with outward normal unit
vector n, which leaves
∫
r=R
n · ∇αGω dl = −
1
Γω2
, . (5.72)
Since the Green’s function G depends only on the distance r from the centre
of the circle, its normal (radial) gradient is given by the total derivative dGdr ,
which is constant on a circle of given radius. So, evaluating the integral
round the full circumference, which is of length 2πR, yields
2πR
dGω
dr
∣∣∣∣
r=R
= − 1
Γω2
. (5.73)
This is true for all R > 0, so the Green’s function satisfies the differential
equation
dGω
dr
= − 1
2πΓω2r
, (5.74)
which has the general solution using the natural logarithm,
Gω = C −
log r
2πΓω2
, (5.75)
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for some arbitrary constant C. As is clear from the Poisson equation for G
(5.69), this is simply the free space Green’s function for Poisson’s equation
in two dimensions. There are insufficient boundary conditions to determine
the constant C, but it does not matter, because this is a Green’s function for
the streamfunction, which itself is only defined up to an additive constant.
The full expression for the Green’s function when ω > N is obtained by
substituting in the expressions for r (5.70) and Γ (5.62), and using the rules
of logarithms to hide the square root in r,
Gω(x, z;x0, z0) = C −
log
[
(x−x0)2
1−(Nω )
2 + (z − z0)2
]
4πω2
√
1−
(
N
ω
)2 . (5.76)
Discounting C as an arbitrary constant, this spatial Green’s function is real,
so the time harmonic response in the streamfunction ψ is in phase with the
forcing f . A contour plot of the Green’s function is shown in figure 5.2.
As the forcing frequency ω increases, equivalently the buoyancy frequency
N becomes negligible, the elliptical streamlines broaden to become circular,
which is the potential flow response in an unstratified fluid.
The Green’s function is extended to be valid at all frequencies using
analytic continuation in complex frequency ω space. There are branch points
where the argument of a logarithm or a number raised to a fractional power
is zero or infinity. The two branch points of the logarithm are at
r2 =
(x− x0)2
1−
(
N
ω
)2 + (z − z0)
2 = {0,∞}, (5.77)
which rearranges to give
1−
(
N
ω
)2
=
{
−
(
x− x0
z − z0
)2
, 0
}
. (5.78)
This implies that there are four branch points in the logarithm:
ω =



± N√
1 +
(
x−x0
z−z0
)2 ,±N



. (5.79)
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Figure 5.2: Real component of the dipole Green’s function for ω = 1.1N
with C = 0, which shows the streamlines at a spacing of 0.1 and velocity
field at time t = 0. The streamfunction and fluid speed grow unboundedly
at the origin. The imaginary part is identically zero.
The second set of branch points are those of the square root,
1
Γ2
= 1−
(
N
ω
)2
= {0,∞}, (5.80)
from which there are the three branch points,
ω = {±N, 0}. (5.81)
As will be shown graphically later in figure 5.5, the branch points of the
square root form a St. Andrew’s cross pattern of characteristics at an angle
Θ = cos−1 ωN to the vertical passing through the point (x0, z0). These are
the characteristics for internal waves passing through the source point.
In total, there are five branch points, with the branch points correspond-
ing to the regime change from forced oscillations to internal waves at ω = ±N
in common; these are illustrated in figure 5.3. The branch points all need
joining with branch cuts, which need to be chosen carefully to provide phys-
ically realisable conditions when varying ω into the complex plane around a
branch cut. Because any steady state internal wave must have grown from
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Re {ω}
Im {ω}
−N
− N√
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(
x−x0
z−z0
)2
N√
1+
(
x−x0
z−z0
)2
N
Figure 5.3: Branch points, shown with crosses, and branch cuts, shown
with wiggly lines, for analytic continuation in ω. The five branch points are
all on the real axis and the branch cut must be in the lower half plane to
satisfy causality.
a stationary ambient at some point in the past, it is now assumed that the
wave is growing exponentially slowly in time (Lighthill, 1960). Since the
temporal factor in ψ is e−iωt, ω must have a positive imaginary part, so all
the branch cuts are deformed to below the real line to avoid blocking the
physically realisable domain in complex ω space; these are shown by the
wiggly lines in figure 5.3.
To perform the analytic continuation, the complex argument of the log-
arithm and square root are considered. For complex ω = ωr + iε with real
part ωr and a small imaginary part ε,
1
Γ2
=
1
1−
(
N
ωr+iε
)2
=
ω2r − ε2 + 2iωrε
ω2r −N2 − ε2 + 2iωrε
.
(5.82)
Multiplying top and bottom by the complex conjugate of the denominator
gives the decomposition into real and imaginary parts
1
Γ2
=
(
ω2r − ε2 + 2iωrε
)(
ω2r −N2 − ε2 − 2iωrε
)
(ω2r −N2 − ε2)2 + 4ω2rε2
=
ω2r
(
ω2r −N2
)
+
(
2ω2r +N
2
)
ε2 + ε4 − 2iN2ωrε
(ω2r −N2 − ε2)2 + 4ω2rε2
.
(5.83)
Since the denominator is always positive and ε > 0, this shows that the
imaginary part of 1
Γ2
has the opposite sign to the real part of ω.
When ω > N and real, the complex argument of r2 is zero. On proceeding
around the first branch point at ω = N , where r2 becomes infinite, 1
Γ2
has
a negative imaginary part, so r2 has a negative imaginary part. Thus, the
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Figure 5.4: Analytic continuation path of 1Γ2 for decreasing ω around 0.
Im {ω} > 0 in order to satisfy causality, so the path shown is obtained by
deforming ω into the upper half plane. 1Γ2 is real and negative around ω = 0,
but the argument of 1Γ changes from −π to +π.
argument of r2 decreases to become −π for N√
1+
(
x−x0
z−z0
)2 < ω < N , that is to
say, r2 is real and negative. As ω decreases, the term (x−x0)
2
1−(Nω )
2 becomes less
significant, such that at the next branch point, r2 becomes positive again.
Since Re {ω} > 0 and so Im
{
r2
}
< 0, the argument of r2 increases around
the branch point to become zero for − N√
1+
(
x−x0
z−z0
)2 < ω <
N√
1+
(
x−x0
z−z0
)2 . The
frequency ω is now negative for the remaining two branch points of the
logarithm, so although the signs of the real parts of r2 matched the positive
ω cases, the analytic continuation is in the upper half plane. Therefore, the
complex argument of r2 is +π for −N < ω < − N√
1+
(
x−x0
z−z0
)2 and zero for
ω < −N . The value of the logarithm can now be determined using the
standard formula,
log r2 = log
∣∣r2
∣∣+ i arg r2. (5.84)
The three branch points of the square root, given by the multiplicative
factor 1Γ , are now considered. For ω > N , its complex argument is zero.
Proceeding round the first branch point, at ω = N , the argument of 1
Γ2
decreases to −π, so 1Γ = − i√
(Nω )
2−1
for 0 < ω < N . The second branch
point is at ω = 0. When ε > 0, the imaginary part of 1
Γ2
, as given by the
formula (5.83), is only zero when Re {ω} = 0. At this point, the real part
of 1
Γ2
is ε
2
N2+ε2
> 0, but is negative when ω is significantly away from zero.
Thus, the analytic continuation path in complex 1
Γ2
space goes anticlockwise
around the branch point, as shown in figure 5.4. So, the argument of 1
Γ2
is
+π for −N < ω < 0, thus 1Γ changes sign at ω = 0. At the final branch point
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Table 5.1: Dipole Green’s function, including results of analytic continu-
ation, for all cases of ω. A uniform arbitrary constant C, which does not
affect the velocity field, can be added onto the Green’s function.
Range of ω Argument of Green’s function
log r2 1Γ
ω > N 0 0 −
log
[
(x−x0)2
1−(Nω )
2 +(z−z0)2
]
4πω2
√
1−(Nω )
2
N√
1+
(
x−x0
z−z0
)2 < ω < N −π −
π
2 i
{
log
[
(x−x0)2
(Nω )
2−1
−(z−z0)2
]
−iπ
}
4πω2
√
(Nω )
2−1
0 < ω < N√
1+
(
x−x0
z−z0
)2 0 −
π
2 i
log
[
− (x−x0)
2
(Nω )
2−1
+(z−z0)2
]
4πω2
√
(Nω )
2−1
− N√
1+
(
x−x0
z−z0
)2 < ω < 0 0 +
π
2 −i
log
[
− (x−x0)
2
(Nω )
2−1
+(z−z0)2
]
4πω2
√
(Nω )
2−1
−N < ω < − N√
1+
(
x−x0
z−z0
)2 +π +
π
2 −i
{
log
[
(x−x0)2
(Nω )
2−1
−(z−z0)2
]
+iπ
}
4πω2
√
(Nω )
2−1
−N < ω 0 0 −
log
[
(x−x0)2
1−(Nω )
2 +(z−z0)2
]
4πω2
√
1−(Nω )
2
ω = −N , the imaginary part of 1
Γ2
is positive, so its argument decreases from
+π to zero.
The aforementioned complex arguments and the assembled Green’s func-
tion for each case are summarised in table 5.1. The imaginary part of the
Green’s function for ω = 0.5N is shown in figure 5.5; the real part is con-
stant within each region bounded by characteristics. The streamfunction and
velocities grow unboundedly on approaching the characteristics, which is a
feature of the doubly idealised, unphysical nature of a point source within
an inviscid fluid. Nonetheless, when integrated over point sources of zero
area, a finite contribution is obtained in the same way that an integration
over delta functions produces a finite integral.
A second unphysical property is that far from the characteristics, the
streamfunction continues to grow logarithmically, which means that although
the velocities decay inverse linearly in the far field, an infinite volume of fluid
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Figure 5.5: Imaginary component of Green’s function for ω = 0.5N with
C = 0, which shows the streamlines at a spacing of 0.1 and velocity at
time t = π2ω . The streamfunction and fluid speed grow unboundedly at
the characteristics, with the largest ones, which would only be visible near
the origin, omitted for clarity. The real part is constant within each region
bounded by the characteristics.
is moved by such a forcing; this is in line with the Green’s function obtained
by Hurley (1969). This contrasts with the corresponding three-dimensional
Green’s function, for which the streamfunction decays away from the source
(Voisin, 1991a). Restriction to two dimensions produces physical contradic-
tions elsewhere in fluid dynamics too: for example, although a solution exists
for a translating sphere (three dimensions) in Stokes flow (Stokes, 1851), one
cannot be found for a translating cylinder (two dimensions), with a matched
asymptotic expansion with an inertial equation required. Nonetheless, two-
dimensional Green’s functions are found to be of use.
For frequencies below the buoyancy frequency N , the logarithm can
be decomposed into two characteristic coordinates, producing lines at an
angle Θ to the positive and negative vertical, where Θ is the angle of in-
ternal wave beams to the vertical as given by the dispersion relation (1.15).
Letting γ =
√
−Γ2 = tan Θ, define the new coordinates as
η± =
(
x− x0
γ
)
∓ (z − z0), (5.85)
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so that the η+ characteristics have positive slope and η− negative. The
argument of the logarithm
∣∣r2
∣∣ is a difference of squares, so decomposes into
the characteristic coordinates,
∣∣r2
∣∣ =
∣∣∣∣∣
(
x− x0
γ
)2
− (z − z0)2
∣∣∣∣∣
=
∣∣∣∣
[(
x− x0
γ
)
− (z − z0)
][(
x− x0
γ
)
+ (z − z0)
]∣∣∣∣
= |η+η−|.
(5.86)
Therefore, the logarithm splits into two linearly superposed, independent
components,
log
∣∣r2
∣∣ = log |η+|+ log |η−|. (5.87)
This is superposition is the same structure as occurs for the oscillating cylin-
der, which is the superposition of four internal wave beams (Hurley, 1997).
This special structure restricts the direction of the response due to the tri-
adic interaction of two crossing internal wave beams, as considered by Tabaei
et al. (2005). If each incident wave beam is a whole number of wavelengths
in width and with a top-hat profile (uniform amplitude across the beam, zero
outside), the source term f in the interaction zone is of the form ei(k3·x−ω3t),
with the new wavevector k3 and frequency ω3 given by the difference or sum
of the incident quantities. If these together satisfy the dispersion relation
for internal waves, f is almost constant along one set of characteristics of
η±, while periodic with a whole number of periods in the other character-
istic variable; in other words, within the interaction zone f only depends on
one of the characteristic variables, say η+. Since the characteristic of the
variable that f does not depend on (η−) is integrated over a whole number
of wavelengths and the Green’s function η− contribution is constant, these
contributions cancel in the far field, where the η+ contribution is negligible.
In other words, each point source in the sinusoidal array of source terms pro-
duce a St. Andrew’s cross response, which interfere destructively with one
another in the direction not corresponding to the direction of propagation
of an internal wave with wavevector k3 and interfere constructively in the
direction of propagation to produce the observed emitted wave beam.
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5.4.3 Numerical Implementation
The theory of Green’s functions was developed for continuous independent
variables (x, z) with an array of point sources whose contributions are in-
tegrated to obtain the solution for ψ, as per equation (5.64). There do not
appear to be any references in the literature to numerically solving the forced
internal wave equation (5.1) using Green’s functions, so the details of the fol-
lowing finite element method are new. An infinite number of infinitessimal
integration elements dx dz are replaced by a finite number of elements of
finite area ∆x∆z, which are summed, rather than integrated, over. Finite
elements are used in preference to an array of finite grid points, so that the
logarithmic singularities of the dipole Green’s function can be integrated
over to yield a finite value in every element; otherwise, any grid points that
fall on a characteristic will simply take the value of infinity, rendering the
method useless. The dipole Green’s function needs modifying into a discret-
ised version GD(x, z;x0z0) that includes the effect of integrating over the
whole element, so that
ψ̂(x, z) =
∑
x0
GD(x, z;x0z0) f̂(x0z0). (5.88)
Although a transformed coordinate system in (η+, η−) could be used for
the case ω < N , this numerical implementation is developed for a regular
grid in Cartesian coordinates (x, z) with element spacings ∆x and ∆z in the
horizontal and vertical directions respectively. This is to enable the output
to be readily merged with components at other frequencies ω (with different
(η+, η−) coordinates) to provide an overall wave field.
The Green’s function only depends on r2, which is a function of the
vector displacement from the source point (x0, z0) to the evaluation point
(x, z). Because the grid is regular, each horizontal or vertical displacement
is a multiple of ∆x or ∆z respectively, so there are many repeated values
of r2 across the whole summation for determining the wave field for all grid
points in (x, z).
To make efficient use of this repetition, first of all the discrete Green’s
function GD is calculated for all pairs of displacements, which produces
nearly double the number of points in each dimension; for example, if there
are 51 horizontal grid points, the horizontal displacements must range from
199
5.4. Dipole Green’s Function 5. Inhomogeneous Solution Techniques
50 points to the left to 50 points to the right, which is a displacement of
−50 to +50 to the right, giving 101 points in the horizontal direction. Then,
these are summed using (5.88) to give the numerical solution for ψ̂ at that
frequency ω. Finally, this process is repeated for all frequencies in the source
term and all the frequency components summed to give the full solution for
the streamfunction ψ. This method is coded a the MATLAB function, which
also applies the Green’s function to a given source field f .
Away from the characteristics and the origin, the continuous Green’s
function is slowly varying compared to the element size and is guaranteed
to be finite. So, the discretised Green’s function can be approximated using
the Riemann sum, which gives the centre value multiplied by the area of the
element,
GD(x, z;x0z0) ≈ Gω(x, z;x0z0) ∆x0 ∆z0. (5.89)
However, where a characteristic passes through an element, the assumptions
for the approximation are no longer true, and the value of this approximation
may be very large or even unbounded, if the characteristic passes through the
centre of the element. To overcome this, an analytic integration is performed
over the grid element with some approximations to simplify the analysis for
each case.
For oscillations above the buoyancy frequency, ω > N , the only irregular
point is at (x− x0, z − z0) = (0, 0), in other words at r2 = 0. The discrete
Green’s function at this element is given by integrating over the whole ele-
ment centred at (x0, z0) in displacement variables (x′, z′) = (x− x0, z − z0),
GD(x0, z0;x0z0) =
∫ ∆x
2
x′=−∆x
2
∫ ∆z
2
z′=−∆z
2
C −
log
[(
x′
Γ
)2
+ z′2
]
4πω2Γ
dz′ dx′. (5.90)
For simplicity and without loss of generality, the arbitrary constant C is
taken to be zero.
The dominant contribution to the integral is from the logarithm at zero,
where it becomes infinite and negative. So, this integral is approximated
by integrating over an ellipse given by r = R, which transforms to a circle
of radius R under the dilatation defined in (5.67), (x′, z′) 7→
(
x′
Γ , z
′
)
. The
radius R is chosen so that the integration still covers an area of the same
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size as the rectangular element,
πR2 =
(
∆x
Γ
)2
(∆z)2, (5.91a)
which rearranges to
R =
∆x∆z√
πΓ
. (5.91b)
Then, the discrete Green’s function is approximated as
GD(x0, z0;x0z0) ≈
∫∫
r6R
− log
[
r2
]
4πω2Γ
dA. (5.92)
It is evaluated using polar coordinates,
GD(x0, z0;x0z0) ≈ −2π
∫ R
0
log r
2πω2Γ
dr
= − 1
ω2Γ
∫ R
0
log r dr.
(5.93)
This improper integral is defined as the limit when the lower limit tends to
zero from above, which leaves an integral that can be performed by parts,
GD(x0, z0;x0z0) ≈ −
1
ω2Γ
lim
s→0
∫ R
s
log r dr
= − 1
ω2Γ
lim
s→0
∫ R
s
d
dr
(r log r)− 1 dr
= − 1
ω2Γ
lim
s→0
{R logR− s log s−R+ s}
=
R(1− logR)
ω2Γ
.
(5.94)
Finally, the expression for the radius of the transformed circle R (5.91b) is
substituted to give the approximation for the discrete Green’s function at
the only irregular point for ω > N ,
GD(x0, z0;x0z0) ≈
∆x∆z√
πω2Γ2
(
1− log ∆x∆z√
πΓ
)
. (5.95)
For the case where internal waves may be generated, |ω| < N , the decom-
position of the logarithm into independent log |η+| and log |η−| components
allows each part to be considered separately. If the corresponding charac-
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teristic η± = 0 passes through the element, it is treated with integrals; con-
versely, when the dipole Green’s function is finite everywhere in the element,
the centre value approximation for a regular point (5.89) is used. Finally,
the additive correction of ±iπ in the numerator will be accounted for.
Let ηR and ηL be the maximum and minimum values respectively of
η+ in an element through which the η+ = 0 characteristic passes. If the
characteristic passes through the element centred on (x′, z′), possibly at a
corner, the log |η+| contribution to the integral is approximately given by
the integral between the two extremal values of η+ in the element multiplied
by a scaling factor to ensure that the integrated size of the element remains
∆x∆z,
I+ =
(
∆x∆z
ηR − ηL
)(
i
4πω2γ
∫ ηR
ηL
log |η+| dη+
)
. (5.96)
Because the level sets of η+ are lines of positive gradient and η+ is increasing
in x′, the maximum value of η+ occurs in the bottom-right corner of the
element and the minimum in the top-left corner, so
ηR = η+
(
x′ +
∆x
2
, z′ − ∆z
2
)
=
x′ + ∆x2
γ
−
(
z′ − ∆z
2
)
, (5.97a)
ηL = η+
(
x′ − ∆x
2
, z′ +
∆z
2
)
=
x′ − ∆x2
γ
−
(
z′ +
∆z
2
)
. (5.97b)
Since η+ = 0 somewhere within the element, ηL < 0 < ηR, unless the
characteristic passes through the top-left or bottom-right corner, in which
case the first or second inequality becomes an equality. Then, the integral
of the logarithm is the same as was solved for higher frequencies (5.94), so
the contribution to the integral for ω < N is
I+ =
(
∆x∆z
ηR − ηL
)(
i
4πω2γ
)
[ηL(log ηL − 1) + ηR(log ηR − 1)], (5.98)
with the ηL or ηR term equal to zero if ηL or ηR is zero respectively.
The same expression holds for the singular contribution due to log |η−|
terms, except ηR and ηL are the values of η− evaluated at the bottom-left and
top-right corners of the element. If both characteristics pass through the ele-
ment, these expressions are simply summed. Moreover, at the source point,
where the characteristics cross in the centre of the element, by symmetry,
ηL = −ηR and the values are the same for both the η+ and η− contributions.
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x′
z′
η+ = 0
η− = 0
Figure 5.6: Integration plane for the constant iπ in the dipole Green’s
function when ω < N . For any finite elements including part of the grey
regions, which are bounded by the characteristics, the constant must be
multiplied by the total area of the element in the regions and added onto
the rest of the Green’s function. There is no contribution from the unshaded
regions.
To mitigate the risk of a characteristic falling near an element corner but be-
ing treated as a regular element due to numerical truncation error (at double
precision), this singular point procedure is invoked if the absolute value of
η± somewhere in the element is less than 10−8 multiplied by the half range
of η± across an element.
This leaves the additive constant of ±iπ in the numerator to consider. It
only applies to the points (x′, z′) that are either to the right or to the left of
both η± characteristics, shown by the shaded region in figure 5.6. For regular
elements, the application of the constant is performed trivially and correctly
by the centre-value approximation (5.89). Whereas, if a characteristic passes
through the element, the integral over the constant is given by the area of
the shaded region within the element multiplied by the value of the constant.
The simplest special element to consider is the source element (x′, z′) =
(0, 0), whose shaded area is found using the standard formula for the area of a
triangle. If the characteristics are less steep than the diagonal of an element,
which occurs when γ = tan Θ > ∆x∆z , the characteristics pass through the left
and right sides of the element, as shown in figure 5.7. Then, the shaded area
is
AS = 2
(
∆x
2 tan Θ
)(
∆x
2
)
=
(∆x)2
2γ
. (5.99)
Conversely, if the characteristics are steeper than the grid diagonal, the un-
203
5.4. Dipole Green’s Function 5. Inhomogeneous Solution Techniques
x′
z′
η+ = 0
η− = 0
∆x
2
Θ∆x
2 tan Θ
Figure 5.7: Calculation of shaded area for additive constant to dipole
Green’s function at the source element when γ = tan Θ > ∆x∆z . The dashed
line indicates the edge of the element.
shaded area now forms a pair of triangles of area
AU = 2
(
∆z
2
tan Θ
)
∆z
2
=
(∆z)2γ
2
, (5.100)
which is subtracted from the total area of the element to leave the shaded
area
AS = ∆x∆z −
(∆z)2γ
2
. (5.101)
As is required for a smooth method, the two cases for the shaded area, (5.99)
and (5.101), converge when the characteristics pass through the grid corners,
which is when γ = ∆x∆z .
The second type of element is where both characteristics pass through
opposite sides of the element without crossing each other, as shown in fig-
ure 5.8. It can only occur on the x′ and z′ axes and when the characteristics
are at a sufficiently shallow angle to the axis. The case shown is along the
positive x′ axis. The shaded region is a trapezium, so its area is
AS = 2
[
∆x
2
(
x′ − ∆x2
γ
+
x′ + ∆x2
γ
)]
=
2x′∆x
γ
, (5.102)
where the heights (in the z′ direction) are calculated by substituting the x′
coordinates of the left and right edges into the definitions for η± (5.85) and
evaluating at zero. The configuration is symmetric along the negative x′
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x′
η+ = 0
η− = 0
∆x
x′−∆x
2
γ
x′+∆x
2
γ
Figure 5.8: Calculation of shaded area for additive constant to dipole
Green’s function for an element of the second type centred on (x′, 0). The
dashed line indicates the edge of the element.
axis, so
AS =
2|x′|∆x
γ
(5.103)
for an element where γ > |x
′|+ ∆x
2
∆z
2
that is not at the source point. For the
corresponding points along the z′ axis, the shaded region is now outside the
trapezium and the γ factor needs to multiply z′ displacements to obtain
those for x′ like for the source point, so its area is
AS = ∆x∆z − 2
∣∣z′
∣∣∆z γ (5.104)
for γ 6
∆x
2
|z′|+ ∆z
2
.
Next, there will be an element where the characteristic passes out through
an adjacent, rather than opposite side, as shown in figure 5.9, unless the
characteristic passed through a corner in the second type or source point
element; this is an element of the third type. Along the positive x′ axis, it
is easiest to subtract the area of the two unshaded triangles from that of
the element. The height of the triangle is obtained from the z′ coordinate
of where the characteristic intersects the left edge of the element, ∆z2 −
x′−∆x
2
γ , while the width is given by multiplying it by tan Θ = γ (from basic
trigonometry). So, the shaded area is
AS = ∆x∆z − γ
(
∆z
2
− |x
′| − ∆x2
γ
)2
(5.105)
for the values of η+ in the top two corners of different signs, which requires
205
5.4. Dipole Green’s Function 5. Inhomogeneous Solution Techniques
x′
η+ = 0
η− = 0
γ
(
∆z
2 −
x′−∆x
2
γ
)
∆z
2 −
x′−∆x
2
γ
Θ
Figure 5.9: Calculation of shaded area for additive constant to dipole
Green’s function for an element of the third type centred on (x′, 0). The
dashed line indicates the edge of the element.
|x′|−∆x
2
γ −∆z2 < 0 <
|x′|+ ∆x
2
γ −∆z2 . Strict inequalities are selected here to avoid
duplication of cases in the numerical implementation. For the corresponding
case around the z′ axis, the shaded area is given by the two triangles, so,
exchanging x and z and reciprocating γ in a similar manner to before,
AS =
1
γ
(
∆x
2
− γ
(∣∣z′
∣∣− ∆z
2
))2
(5.106)
for ∆x2γ −
(
|z′|+ ∆z2
)
< 0 < ∆x2γ −
(
|z′| − ∆z2
)
. As before, the area of the
shaded region AS is continuous between elements of the second and third
type, which occurs when the second inequality in the range condition holds
with strict equality.
The remaining three types of element, which can occur in any order, have
only one characteristic passing through them and intersect neither the x′ nor
the z′ axes. Around the η+ characteristic in the first quadrant in (x′, z′) space
is considered here, with all other quadrants following by symmetry.
If the characteristic passes through the element such that only the lower
right vertex is in the shaded region, as shown in figure 5.10, the region is
a right-angled triangle. Since no scaling factor needs to be applied when
converting between η+ and z′ coordinates for a given x′ (factor is one), the
height of the triangle is given by the value of η+ at the vertex in the shaded
region, x
′+ ∆x
2
γ −
(
z′ − ∆z2
)
. Then, trigonometry gives the area of the shaded
206
5. Inhomogeneous Solution Techniques 5.4. Dipole Green’s Function
η+ = 0
(
x′ + ∆x2 , z
′ + ∆z2
)
(
x′ + ∆x2 , z
′ − ∆z2
)(
x′ − ∆x2 , z′ − ∆z2
)
(
x′ − ∆x2 , z′ + ∆z2
)
η+
(
x′ + ∆x2 , z
′ − ∆z2
)
Θ
Figure 5.10: Calculation of shaded area for additive constant to dipole
Green’s function for an element centred on (x′, z′) where one vertex is in
the shaded region. The dashed line indicates the edge of the element.
triangle,
AS =
γ
2
(
x′ + ∆x2
γ
−
(
z′ − ∆z
2
))2
, (5.107)
which applies where η+ < 0 at the bottom-left and top-right vertices, hence
the top-left too, so where x
′∓∆x
2
γ −
(
z′ ∓ ∆z2
)
< 0 for both cases. For the com-
plementary case where the two inequalities are reversed, the same method is
used to find the area of the unshaded triangle, which is subtracted from the
area of the element to give the shaded area,
AS = ∆x∆z −
γ
2
(
x′ − ∆x2
γ
−
(
z′ +
∆z
2
))2
. (5.108)
Finally, if the η+ characteristic passes through opposite sides of the
element, such that two vertices are in the shaded region, as shown in fig-
ure 5.11a, the region is a trapezium whose vertical side lengths are calcu-
lated again using the value of η+. The sufficient condition for identifying this
configuration is that η+ is positive in the bottom-left corner and negative in
the top-right. Therefore, the shaded area is
AS = ∆x
(
x′
γ
−
(
z′ − ∆z
2
))
(5.109)
for x
′+ ∆x
2
γ −
(
z′ + ∆z2
)
< 0 <
x′−∆x
2
γ −
(
z′ − ∆z2
)
. On the other hand, if
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η+ = 0
(
x′ + ∆x2 , z
′ + ∆z2
)
(
x′ + ∆x2 , z
′ − ∆z2
)(
x′ − ∆x2 , z′ − ∆z2
)
(
x′ − ∆x2 , z′ + ∆z2
)
η+
(
x′ + ∆x2 , z
′ − ∆z2
)
η+
(
x′ − ∆x2 , z′ − ∆z2
)
∆x
(a) Characteristics less steep than grid diagonals.
η+ = 0
(
x′ + ∆x2 , z
′ + ∆z2
)
(
x′ + ∆x2 , z
′ − ∆z2
)(
x′ − ∆x2 , z′ − ∆z2
)
(
x′ − ∆x2 , z′ + ∆z2
)
∆z
γη+
(
x′ + ∆x2 , z
′ + ∆z2
)
γη+
(
x′ + ∆x2 , z
′ − ∆z2
)
(b) Characteristics steeper than grid diagonals.
Figure 5.11: Calculation of shaded area for additive constant to dipole
Green’s function for an element centred on (x′, z′) where two verticies are
in the shaded region and the characteristics are less steep than the grid
diagonals. The dashed line indicates the edge of the element.
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the characteristics are steeper than the diagonal of the element, as shown
in figure 5.11b, the horizontal lengths are still calculated in terms of the
value of η+ at a corresponding vertex, but they now need multiplying by γ
because the value of x′ is divided by γ in the definition of η+ (5.85). Then,
the shaded area is given by
AS = γ∆z
(
x′ + ∆x2
γ
− z′
)
(5.110)
for x
′−∆x
2
γ −
(
z′ − ∆z2
)
< 0 <
x′+ ∆x
2
γ −
(
z′ + ∆z2
)
.
The formulae for other quadrants are deduced by symmetry. For each
element, the area of the shaded region AS is now multiplied by 14ω2γ and
added to the constant and logarithmic contributions to give the discrete
Green’s function GD. The discrete Green’s function has the same shape as
the continuous Green’s function, subject to minor variations due to rounding,
but its values are scaled because the discrete function includes the size of
the element; whereas, it is left separate in the continuous integration.
5.5 Summary
Techniques for solving the inhomogeneous form of the streamfunction in-
ternal wave equation (5.1) were presented, focussing on the case ω < N
where an internal wave may be resonantly generated by the vorticity source
terms. It was shown in section 5.2 that the equation can be solved using
singular Fourier transforms and that resonance can cause linear growth in
space, rather than time, if the energy is not constrained by the geometry of
the system. The use of Fourier transforms on resonant systems appears to be
novel, especially for general waves. The monopole Green’s function, which
was calculated in section 5.3, is a better method when the source terms are
not harmonic, but grows unboundedly. In all cases in this thesis, the source
terms are sinusoidal, so the dipole Green’s function is used instead. The
numerical implementation, which will be used in chapter 6, was described
in section 5.4. Although these Green’s functions have been considered thor-
oughly in the literature in three dimensions, the monopole Green’s function
does not appear to have been discussed in the literature, nor has either been
used for numerically solving the forced internal wave equation.
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Chapter 6
Finite Width Effects and
Interactions of Internal Waves
6.1 Introduction
Although the idealised cases of plane internal waves and infinitely wide mono-
chromatic forcing triggering internal waves are mathematically convenient,
all physically realisable internal wave systems are of finite size. This can
introduce new dynamics: for example, Bourget et al. (2014) showed that tri-
adic resonant instability, or subharmonic instability, is stabilised by narrow
wave beams. Here, unlike the monochromatic case discussed in chapter 4,
input waveforms of finite width contain a wide spectrum of wavenumbers,
hence horizontal phase velocities. So, the cancellation of the Jacobian terms
that occurred in section 4.5 may no longer occur and wave-wave interactions
between the harmonics are now theoretically possible, thereby providing a
second mechanism for generating additional harmonics.
In the governing equation (4.11) of the weakly nonlinear theory presented
in chapter 4,
∂2
∂t2
∇2ψn +N2
∂2ψn
∂x2
=
−
n−1∑
p=1
{
∂
∂t
∣∣∣∣∣
∂
(
ψp,∇2ψn−p
)
∂ (x, z)
∣∣∣∣∣+
∂
∂x
∣∣∣∣
∂ (ψp, bn−p)
∂ (x, z)
∣∣∣∣
}
,
(6.1)
the only nonlinear terms permitting wave-wave interactions are the Jacobian
determinants on the right hand side. These are quadratic and come from the
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u·∇u and u·∇ρ advection terms in the conservation of momentum (1.17) and
mass (1.18) respectively. If an internal wave system contains three planar
waves components, labelled j ∈ {1, 2, 3}, of the form ei(kj ·x−ωjt) that satisfy
the triadic resonance conditions simultaneously,
k3 = k1 + k2, (6.2a)
ω3 = ω1 + ω2, (6.2b)
the quadratic term u1 ·∇u2 has the same harmonic form ei[(k1+k2)·x−(ω1+ω2)t]
as the linear planar profile ei(k3·x−ω3t) for wave 3. This causes the source
terms on the right hand side of the equation to resonate with the linear,
homogeneous terms on the left. So, energy is transferred between the waves,
from waves 1 and 2 to wave 3 in the framework of the perturbation expansion
or in any direction in the fully nonlinear case. This is the mechanism behind
the resonance observed in section 5.2.
Because any real signal is the sum of a pair of complex conjugate parts,
the complex conjugate of one of the waves in the pair may form the resonant
triad instead. This introduces the option of a minus sign into the triadic
resonance conditions (6.2), which are commonly summarised as
k3 = k1 ± k2, (6.3a)
ω3 = ω1 ± ω2, (6.3b)
and that all three waves must satisfy the dispersion relation (1.22). Geo-
metrically, if the sum of or difference between the frequencies of two waves
gives the frequency of the third, then resonant exchange of energy between
the waves can occur if their wavevectors form a corresponding triangle in
wavevector space. For two internal waves interacting in a quadratic term,
this permits internal waves to be generated or enhanced at the sum or differ-
ence of the incident frequencies, subject to the excited frequency being less
than the buoyancy frequency.
Two applications are discussed. The harmonics generated by narrow
quasi-monochromatic forcing along the wave maker are considered in sec-
tion 6.2 and the nonlinear interaction between two crossing internal wave
beams in section 6.3. Then, the similarities and differences are highlighted
in the summary in section 6.4.
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6.2 Narrow Quasi-Monochromatic Forcing along
the Wave Maker
6.2.1 Linear Solution for General Wave Maker Shape
The linear wave solution for an arbitrary shape of the wave maker can be
calculated using Fourier analysis as follows, using the same method as McE-
wan (1973). First of all, Fourier transforming the input waveform at leading
order in both time and space gives, from the definition (2.50),
ĥ1(k, ω) =
∫∫
R2
h1(x, t) e
−i(kx−ωt) dx dt. (6.4)
The solution for each mode is found by recalling that the solution for the
monochromatic sinusoid input h1 = 1k sin (kx− ωt) was obtained in chapter 4
by expressing this as the real part of a complex function,
h1 = Re
{
− i
k
ei(kx−ωt)
}
. (6.5)
This is now of the same form as a single mode of the input here, so, since a
linear solution is sought, the property of the linear solution (4.65) that the
streamfunction on the wave maker is proportional to the input displacement,
ψ1|z=0 = −ωkh1, still applies. Moreover, a single Fourier mode is still mono-
chromatic, so the solution in the whole domain is deduced by propagating
along the same characteristics,
ψ1 = −
ω
k
e−ikz tan Θ1h1. (6.6)
Thus, the Fourier transform of the streamfunction is proportional to the
Fourier transform of the input shape,
ψ̂1 = −
ω
k
e−ikz tan Θ1 ĥ1. (6.7)
Therefore, taking the inverse Fourier transform gives the linear streamfunc-
tion for an arbitrary forcing,
ψ1 = −
1
(2π)2
∫∫
R2
ω
k
ĥ1(k, ω) e
i
[
k
(
x−z
√
N2
ω2
−1
)
−ωt
]
dk dω. (6.8)
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In general, this procedure can only be performed numerically.
Since narrow signals in physical space become broad in wavenumber
space and vice versa, the finite-width form of the wave maker will con-
tain nonzero Fourier modes along the whole of the k axis; in other words,(
ψ̂1
∣∣∣
z=0
)
(k, ω) 6= 0 except at a possibly infinite number of isolated wavenum-
bers, even for a single temporal frequency. Thus, the streamfunction ψ1 con-
tains Fourier modes with both positive and negative horizontal wavenumber
and is therefore a superposition of left (backwards) and right (forwards) trav-
elling waves. So, the Hilbert transform (which was described in section 2.6.4)
is used to obtain the field far to right side of the wave maker, as was done,
for example, by Baines (1971). It can also be used to determine the profile
of the backwards wave directly; alternatively, the backwards wave can be
determined from the difference between the value of the streamfunction on
the wave maker ψ1|z=0 and its forwards Hilbert transform, since the left
and right travelling waves must sum to give the streamfunction on the wave
maker.
6.2.2 Effect of the Hilbert Transform
The Hilbert transforms of two typical narrow quasi-monochromatic sinusoids
travelling to the right are plotted in figure 6.1, with the dashed line showing
the profile of the input and the solid line showing the instantaneous vertical
displacement profile of the wave far to the right (as given by the forwards
Hilbert transform). The first case (figure 6.1a) is exactly the same input
profile as used in the experiment in figure 6.2, having an input cosine envelope
one wavelength in width for a dominant wavenumber k = 70 rad m−1,
h =



0.008 cos (kx)[1 + cos (kx)] for |x| 6 πk
0 for |x| > πk .
(6.9)
The profile is noticeably modified throughout, but most significant is the
introduction of nonzero, decaying tails outside the original profile, where
|x| > πk ≈ 0.045 m. These are a result of the duality that says a signal
localised in wavenumber space, which is the case here as all the wavenum-
bers are of only one sign, must be infinite in extent in physical space. This
amplitude profile is C1 continuous, with discontinuities in the second deriv-
ative at x = ±πk . If, as shown in figure 6.1b, the profile is made rougher
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(b) Trapezium envelope.
Figure 6.1: Hilbert transformed wave maker profile (solid line) for a si-
nusoidal input (dashed line) with given amplitude envelope. The trapezium
envelope has a linear taper the edges over 0.02 m and constant amplitude
in between. The wavenumber spectrum is more compact with the smoother
cosine envelope, so the transmitted waveform is truer to the input and has
shorter tails.
by introducing a trapezium profile of the same width 2πk that is of constant
amplitude 0.016 m across the wave beam, except for a linear taper 0.02 m
wide at the edges, the first derivative is no longer continuous at x = ±πk .
So, the Fourier spectrum becomes broader, and the Hilbert transform has a
larger effect with even more significant tails. On the contrary, the Hilbert
transform has an almost indistinguishable effect on a cosine envelope that
is several wavelengths across, meaning that a negligible amount of energy
propagates in a backwards wave beam.
6.2.3 Application to the Oscillating Cylinder
The tails produced by the Hilbert transform are observed in the analytic
linear solution for a cylinder undergoing small vertical oscillations by Hurley
(1972), with further detail in Hurley (1997) and Sutherland (2010). Al-
though the solution method used is of conformal mappings and analytic
continuation, like for the dipole Green’s function in section 5.4, it should be
possible to derive the solution on one wave beam of the St. Andrew’s Cross
pattern numerically using the Hilbert transform.
For driving frequency ω, the kinematic boundary condition on the cylin-
der is proportional to xe−iωt, with the constant of proportionality determined
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Figure 6.2: Horizontal gradient of the normalised density perturbation
1
ρ00
∂ρ′
∂x for a sinusoid of frequency ω = 0.89 rad s
−1, which is just under half
the buoyancy frequency. A second harmonic is emitted close to the vertical,
with no evidence of wave-wave interactions between the harmonics. The
horizontal gradient is shown to increase the visibility of the second harmonic.
by the choice of phase in posing the problem. It is expected that, working
in characteristic coordinates, the boundary condition can be taken with the
streamfunction zero on any characteristics that do not intersect the cylinder
and Hilbert transformed to give the profile of each beam in turn, or just for
one beam and the remainder derived from symmetry about the horizontal
and vertical axes. Unfortunately, the exact algorithm remains to be solved
and should be the subject of future work.
It is difficult to program a computer to perform the analytic continu-
ation in the complex domain required to reproduce Hurley’s solution. With
a method to determine the linear solution to the oscillating cylinder that
uses direct computation, this would open the possibility of calculating the
profile of the higher harmonics using the same perturbation expansion as
in chapter 4 combined with the dipole Green’s function (see section 5.4).
These harmonics were discussed by Clark and Sutherland (2010), but no
predictions of their profile exist. Not only will there be contributions from
the geometry of the surface of the cylinder, but there may also be waves
generated by triadic wave-wave interactions where the linear internal waves
cross adjacent to the cylinder.
One potential difficulty in calculating the wave-wave interactions is that
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there are cusps with infinite gradients in the streamfunction profiles on the
characteristics that are tangent to the cylinder. These arise from the un-
physical nature of inviscid flow in the same way that cusps appear in Stokes
deep-water surface waves at large amplitude. So, the Jacobian determinants
may be infinite on those characteristics. However, it may be possible to
resolve this using integration, in a similar manner to the logarithmic infin-
ities in the dipole Green’s function introduced in section 5.4. Alternatively,
Hurley and Keady (1997) extended the linear solution to include viscosity,
which regularised the infinities, since the shear force would be infinite there,
so would be naturally counteracted. It is clear that a theoretical-numerical
hybrid solution to the oscillating cylinder should be the subject of further
study.
6.2.4 Harmonics from a Narrow Sinusoidal Forcing
Similar to the monochromatic experiments in section 4.7, a variety of narrow
sinusoids were applied to the fluid in a linear stratification by part of the wave
maker, with the remainder stationary. A sample result is shown in figure 6.2;
the horizontal, rather than vertical, gradient of the density perturbation ρ′ is
shown here to ensure that the second harmonic, which is propagating close
to the vertical, is visible. The key sign of a triadic wave-wave interaction
would be a wave emitted at the frequency of the first harmonic in a different
direction. In common with all such experiments performed, such a wave is
never observed. Although this does not disprove the presence of wave-wave
interactions here, it does indicate that the geometry of the fluid flow at the
boundary is dominant in generating the harmonics.
A narrow active zone on the wave maker allows a much wider range
of harmonics to be observed than for a wide forcing along the full length
of the wave maker, because the different beams naturally separate accord-
ing to their direction of propagation as determined by the dispersion rela-
tion (1.15). Figure 6.3 shows the horizontal gradient of the density perturb-
ation for a forcing at ω = 0.108N with all possible nine harmonics visible.
These are the first nine modes found by dynamic mode decomposition (see
section 2.6.3). As before, the harmonics decrease in amplitude, which is even
more pronounced considering that viewing the horizontal gradient magnifies
the higher frequency wave beams relative to the lower frequency ones. Also,
the characteristics of nonzero amplitude for all the harmonics originate from
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Figure 6.3: Horizontal gradient of the normalised density perturbation
1
ρ00
∂ρ′
∂x for a sinusoid of amplitude 0.018 m, wavenumber k = 20 rad m
−1
and frequency ω = 0.19 rad s−1 with buoyancy frequency N = 1.76 rad s−1,
enabling up to the ninth harmonic to be seen. The forcing is one wavelength
wide with a cosine amplitude envelope. The colours are saturated in the
lower harmonics to ensure the higher harmonics are visible. A greater range
of harmonics can be seen compared to the wide forcing of figure 4.3, because
the boundary contains a greater spread of frequencies and the waves are
geometrically separated for easy observation.
the active zone on the wave maker, indicating that these harmonics are again
solely generated by the geometry of the boundary, with negligible fluid-fluid
interactions.
For future work, the next stage of this investigation of harmonics would
be to continue the analytic expansion for monochromatic forcing to higher
than third order, which is the limit considered in chapter 4, and, separately,
program a numerical implementation of the geometric boundary condition.
These should be compared to see the extent to which the amplitude of the
harmonics change as the beam width is reduced and then these results com-
pared to experiments. It is expected that many of the limitations found in
the monochromatic case, including questions around scaling factors, will also
apply here.
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6.3 Triadic Interactions between two IncidentWave
Beams
6.3.1 Background
When two internal wave beams cross, triadic interactions may occur, leading
to the generation of new waves (evanescent if the frequency is above the buoy-
ancy frequency) at the sum and difference of the incident frequencies, with
the wavevector given by the sum or difference of the incident wavevectors re-
spectively. Although such triadic interactions necessitate a transfer of energy,
such as the growth of subharmonics in triadic resonance instability (Bourget
et al., 2013), as remarked in section 5.2, with multiple spatial dimensions,
the energy can escape, leading to a steady state of transfer of energy. The
triadic interactions considered here are in the steady regime.
Tabaei et al. (2005) outlined the theoretical framework for predicting the
emission of new internal waves from triadic interactions, which uses the same
perturbation expansion as in chapter 4, but did not provide quantitative
predictions. The key difference between here and chapter 4 is that the two
internal waves are now considered to cross in an infinite domain, with the
only nonlinearities arising in the Jacobian determinants, rather than the
geometry of the boundary. So, the dipole Green’s function, described in
section 5.4, is used to provide theoretical predictions of the created waves.
However, Tabaei et al. did provide a list of selection rules restricting the
set of geometries that satisfy the triadic resonance conditions (6.3). Later,
Jiang and Marcus (2009) showed the set of restrictions to be incomplete
and introduced further rules. Some of the configurations were tested experi-
mentally by Smith and Crockett (2014) and found to be correct in nearly all
cases: new waves were generated where and only where they are predicted,
except for two cases where the incident waves have the same vertical dir-
ection of propagation but opposite horizontal directions. Evidence will be
provided in section 6.3.5 that this may be an error. Experiments testing
some of the cases not considered by Smith and Crockett will also be shown
in section 6.3.5.
It is important to note that the dominant wavevectors of the two incid-
ent waves of finite width need not form a triad where the third dominant
wavevector is exactly in the direction to satisfy the dispersion relation (1.15).
This is because, as discussed in section 5.2, internal waves of finite width
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contain a wide spectrum of wavevectors, all aligned at the angle Θ to the
horizontal. Therefore, there must be a set of pairs of wavevectors that do
satisfy the conditions of triadic resonance, which could lead to the emission
of a new internal wave at the third frequency. What remains to be determ-
ined is whether the amplitudes of those excited wavevectors are sufficiently
large to be visible. It is therefore expected that the strongest interactions
will occur when the dominant incident wavevectors are close to forming a
resonant triad.
The width of the incident wave beams is expected to affect the strength
of any interaction. For triadic resonant instability, Bourget et al. (2014)
stated that a sufficiently wide beam is required for enough energy to be
transferred to the new beams by triadic interaction. In section 5.2, it was
seen that triadic resonance between two plane waves grows linearly with
distance, continuing unboundedly for perfectly plane waves. So, wider waves
may produce stronger interactions. For very wide waves, this could lead
to large growth in amplitude and ultimately wave breaking, which will be
discussed in chapter 7.
6.3.2 Method
All of the configurations identified as possible candidates for the emission of
new waves by Jiang and Marcus (2009) were tested by generating a pair of
internal waves from different sections of the wave maker. The frequencies
and dominant horizontal wavenumbers were chosen for each run with either
a cosine or trapezium amplitude envelope. The amplitude was increased
linearly from rest before running in a steady state for about two minutes for
data collection. Where the two wave beams need to approach in opposite
vertical directions, one wave was reflected off the free surface of the tank,
as shown in figure 6.4: the lower frequency wave is generated at the left
end of the wave maker, then reflects off the top surface in the centre of the
image, before intersecting the higher frequency incident wave inside the grey
rectangle.
The predictions are calculated in MATLAB (Mathworks, 2017) using the
numerical implementation of the dipole Green’s function (see section 5.4) to
find the second order solution of the perturbation expansion with boundar-
ies infinitely far away. The phases and amplitudes of the incident waves are
selected to match those of the dynamic mode decomposition (DMD, see sec-
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Figure 6.4: Vertical gradient of the normalised density perturbation 1ρ00
∂ρ′
∂z
for two incident wave beams ω1 = 0.55 rad s−1 ≈ 0.37N and ω2 = 2.2ω1.
Beam 1 is generated at the left end of the wave maker, then reflects off the
free surface to intersect beam 2. A triadic interaction generates a third wave
beam at frequency ω2−ω1 in the grey rectangle, which also shows the field
of view in figure 6.5.
tion 2.6.3) modes in the experiments. It is important to remember that, for
a particular frequency, the real waveform is a time-dependent superposition
of two complex conjugate modes, so the amplitude of one mode needs to be
doubled to give the real amplitude of the wave. Despite some of the inputs in
the experiments having a trapezium amplitude envelope, a cosine envelope
is applied here as it better matches the unimodal beam profile that occurs
after viscosity has smoothed any sharp changes, as calculated by Hurley and
Keady (1997) for the oscillating cylinder.
6.3.3 Sum of Incident Frequencies greater than the Buoy-
ancy Frequency
When the sum of the incident frequencies is greater than the buoyancy fre-
quency, it is only possible to generate an internal wave at the difference
between the incident frequencies. For example, the configuration shown in
figure 6.4 has incident frequencies ω1 = 0.55 rad s−1 ≈ 0.37N and ω2 =
2.2ω1 ≈ 0.82N with corresponding horizontal wavenumbers k1 = 55 rad m−1
and k2 = 121 rad m−1. Although not too far off, these parameters do not
form an exact resonant triad that also satisfies the dispersion relation for all
three waves. The DMD (temporal) modes inside the grey box are shown in
figure 6.5.
The wave at the difference between the incident frequencies at ω3 = 1.2ω1
is clearly generated in the centre of the domain, having not propagated
in from the boundaries, and is directed only into the third quadrant, in
agreement with Jiang and Marcus (2009). It forms a beam with edges that
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(a) Full wave field
(b) ω1 = 0.55 rad s−1 (c) ω2 = 2.2ω1 = 1.21 rad s−1
(d) ω3 = 1.2ω1 = 0.66 rad s−1
Amplified ×10
(e) ω4 = 3.2ω1 = 1.76 rad s−1
Figure 6.5: Real parts of four DMD modes of the vertical gradient of the
normalised density perturbation 1ρ00
∂ρ′
∂z of the interaction between beams
of frequency ω1 ≈ 0.37N and ω2 = 2.2ω1. The amplitudes of the modes
have been doubled, in order to account for the signal at each frequency
being split equally between a conjugate pair of DMD modes. Nearly all of
the energy used in producing the new wave beam at ω3 = 1.2ω1 has been
extracted from the higher frequency incident wave. The very weak signal
at ω4 = 3.2ω1 > N has been amplified by a factor of ten, and shows the
evanescent forced oscillations within the interaction zone in addition to a
leakage of signal from other wave beams.
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pass through the vertices of the parallelogram where the two incident beams
cross, as can be seen from the energy flux shown in figure 6.6c. As a wave
beam of finite width, a full spectrum of wavenumbers has been generated
with a dominant horizontal wavenumber k3 ≈ 83 rad m−1. Since the observed
k3 is significantly different from the predicted value of 66 rad s−1 (ignoring
the requirement to satisfy the dispersion relation), this demonstrates that
other, non-dominant wavevectors in the incident waves are the ones that
resonate to produce this new wave.
There is also a very weak evanescent forced oscillation at the sum of the
incident frequencies, which had to be amplified by a factor of ten to make
it visible. The DMD mode from the experiment also contains signals in
the bottom-right corner leaked from propagating waves at other frequencies.
These make it impossible to determine the structure of the forced oscillations.
The energy flux densities are shown in figure 6.6. The gradient beam
filter, described in section 2.6.5, was used to separate the upwards and down-
wards travelling components of each DMD mode, then the formula for the
energy flux (1.27) was applied to these filtered images. This shows signific-
ant viscous attenuation of beam 2 prior to the interaction zone and a loss
of 91 % of its energy during the interaction. About 71 % of the lost energy
is transmitted in beam 3 and 12 % in beam 1, with the remaining 17 % dis-
sipated at frequencies higher than the buoyancy frequency, such at the sum
mode of frequency ω1 + ω2 = 3.2ω1, and through other processes such as
viscous effects. It is interesting to note that the total energy flux of beam 1
increased by 12 % across the interaction, which still satisfies the energy cas-
cade from higher frequencies to lower frequencies commonly observed (Smith
and Crockett, 2014).
In this configuration, the two incident waves have the same horizontal
phase velocity, which ensures that they have different horizontal wavenum-
bers. Altering the input so that both incident wavenumbers are the same
results in very little interaction. This is because the dominant horizontal
wavenumber k3 predicted by the triadic resonance conditions (6.3) is zero,
which is far from satisfying the dispersion relation (1.15). More curiously,
a strong wave-wave interaction has occurred when both incident waves have
the same horizontal phase velocity, contradicting the cancellation of the Jac-
obian terms in the perturbation expansion found in section 4.5. This demon-
strates the importance of the other wavenumbers introduced by a wave beam
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(a) Beam 1: Total energy flux before interaction = 4.8× 10−8 W, after =
5.4× 10−8 W.
1
0.5× 10−5Wm−2
0
(b) Beam 2: Total energy flux before interaction = 1.5× 10−7 W, after =
1.3× 10−8 W.
1
0.5× 10−5Wm−2
0
(c) Beam 3: Total energy flux after interaction = 2.8× 10−8 W.
Figure 6.6: Energy flux densities for the triadic interaction of incident
waves ω1 ≈ 0.37N and ω2 = 2.2ω1, as shown in figure 6.5. Beam 2 loses
91 % of its energy in the interaction, of which 71 % is emitted in the new
beam 3 and 12 % is transferred to beam 1, with the remainder dissipated by
other means. The white dashed lines show the extent of the incident wave
beams.
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(a) Full wave field
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(b) Incident waves
(c) ω3 = 1.2ω1
Amplified ×10
(d) ω4 = 3.2ω1
Figure 6.7: Predicted profiles of the vertical gradient of the normalised
density perturbation 1ρ00
∂ρ′
∂z for ω1 ≈ 0.37, ω2 = 2.2ω1, matching the ex-
periment in figure 6.5, with the same colour scale. The predictions of the
amplitude and phase are good for ω3 and of the right amplitude for ω4,
although the phase cannot be verified due to noise in the experimental res-
ults.
of finite width.
Predictions for the produced wave and the forced oscillations are shown
in figure 6.7, with the incident parameters chosen to match the experiments.
Comparing the wave produced at the difference between the incident fre-
quencies in figures 6.5d and 6.7c, the perturbation expansion and dipole
Green’s function method gives a very good prediction for the amplitude,
phase, wavenumber and beam width of the third wave. However, amplifying
the prediction by a factor 100 reveals a very weak wave in the third quad-
rant, but its group velocity is directed into the first quadrant. This occurs
because the dipole Green’s function, which is the fundamental flow due to
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a monochromatic point vortex, has an equal influence in all four quadrants.
The resultant prediction is the interference pattern produced by the array
of point vortices in the interaction zone, which interfere constructively in
the direction of any produced wave beam, but destructively otherwise. The
very weak signal in the wrong direction is a slight rounding error preventing
totally destructive interference in that direction.
The amplitude of the prediction at the sum of the incident frequencies,
shown in figure 6.7d, agrees with the experiment, shown in figure 6.5e. The
prediction shows forced oscillations localised in the interaction zone with
dominant wavevector k4 directed into the first quadrant, close to the sum of
the two incident wavevectors. Since it is above the buoyancy frequency, these
oscillations cannot propagate as an internal wave, with the energy contained,
which will eventually dissipate due to viscous effects.
By construction, the second-order theory does not permit any energy to
be removed from, or added to, either of the incident wave beams, because
the second-order solution only contains flows at the sum and difference of the
incident frequencies. In the same way the amplitude of the first harmonic
was modified at third order in section 4.6, these corrections may be found by
continuing the expansion to third order. Then, the possible frequencies are
the sum and difference between the incident frequencies and those produced
at second order, some of which are the incident frequencies, thereby giving
a feedback mechanism. In fact, this feedback will occur through all the or-
ders, thereby requiring an infinite expansion to fully determine the response.
There is also the risk that the expansion may not converge. Continuing the
expansion to higher orders is a subject for further investigation.
6.3.4 Sum of Incident Frequencies less than the Buoyancy
Frequency
If the sum of the incident frequencies is less than the buoyancy frequency, it
is possible to emit internal waves at the sum of the incident frequencies, in
addition to the difference, as shown in figure 6.8. Here, ω1 = 0.55 rad s−1 ≈
0.37N , ω2 = 1.5ω1 ≈ 0.56N , k1 = 55 rad m−1 and k2 = 82.5 rad m−1. Be-
cause the sum of the incident frequencies, ω4 = ω1 + ω2 ≈ 0.93N , is close to
the buoyancy frequency, its waves propagate close to the vertical, so are seen
more strongly in the horizontal gradient of the density perturbation, instead
of the vertical. The horizontal gradient of the DMD mode of frequency ω4
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= ω2 − ω1
ω4 = ω2 + ω1 = 2.5ω1
ω4 = ω2 + ω1 = 2.5ω1
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Figure 6.8: Vertical gradient of the normalised density perturbation 1ρ00
∂ρ′
∂z
for beam 1 of frequency ω1 = 0.55 rad s−1 propagating down and to the right
intersecting beam 2 of frequency ω2 = 1.5ω1 = 0.75 rad s−1 propagating up
and to the right. One wave is emitted at the difference between the incident
frequencies ω3 and two at the sum ω4.
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Figure 6.9: Horizontal gradient of the normalised density perturbation
1
ρ00
∂ρ′
∂x of the real part of DMD mode ω4 = ω1 +ω2 for ω1 = 0.55 rad s
−1 ≈
0.37N and ω2 = 1.5ω1, which is the experiment shown in figure 6.8 with the
same colour scale. Internal waves are emitted at angles close to the vertical
upwards and downwards, both travelling to the right. It is difficult to de-
termine how much is transmitted directly downwards, rather than reflecting
off the free surface.
226
6. Finite Width Effects and Interactions 6.3. Two Incident Wave Beams
(a) 1ρ00
∂ρ′
∂z of full wave field
0.085
0m−1
−0.085
(b) 1ρ00
∂ρ′
∂x of frequency ω4
Figure 6.10: Predicted profiles for ω1 ≈ 0.37, ω2 = 1.5ω1, matching the
experiment in figures 6.8 and 6.9, with the same components and colour
scale. The amplitudes and phases agree with the experiments. Amplifying
the prediction for ω3 reveals the weak wave in the second quadrant predicted
by Jiang and Marcus (2009), which is not observed in the experiment.
is shown in figure 6.9 at the same scale as figure 6.8, clearly showing the
new internal waves. Two waves are emitted at frequency ω4 and one at ω3,
whereas Jiang and Marcus (2009) not only permit these but an additional
one at frequency ω3 travelling up and to the left, which could be too weak
here to see.
Unlike the previous configuration evaluated in section 6.3.3, 15 % of the
energy flux of beam 1 is extracted by the interaction. Also, a large amount
(88 %) is still extracted from beam 2. Of this extracted energy, 11 % trans-
mitted at frequency ω3 into the first quadrant and about 18 % is trans-
mitted at frequency ω4 up and to the right, before reflecting down from
the free surface. Because of the geometry, it is difficult to determine the
proportion transmitted directly down and to the right at frequency ω4 and
hence the amount lost due to dissipation. However, considering the left-most
wavelength of the downwards wave, which is not geometrically aligned with
the reflection off the free surface, does suggest that the wave emitted dir-
ectly downwards is of comparable magnitude to the one emitted upwards.
A detailed study of the energy transfers should be included in a future full
study of crossing internal wave beams.
The predictions from the perturbation expansion corresponding to the
two figures from the experiment are shown in figure 6.10. Again, there is
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0.0085
0m−1
−0.0085
Figure 6.11: Prediction of the vertical gradient of the normalised density
perturbation 1ρ00
∂ρ′
∂z at frequency ω3, amplified by a factor of ten compared
to those in figure 6.10. The weak wave in the second quadrant predicted by
Jiang and Marcus (2009) is visible, but is not observed in the experiment.
a good match between the theory and experiment of the amplitudes and
phases of the produced waves. However, it is not possible to verify the
width of the wavebeams at the sum of the frequencies, because the upwards
travelling beam reflects off the free surface and partially superimposes the
downwards wave. Moreover, figure 6.11 highlights the weak second wave
beam at frequency ω3 propagating into the second quadrant that was pre-
dicted by Jiang and Marcus but is not apparent in the experiments, perhaps
due being weaker than the experimental noise. Therefore, this experiment
should be repeated as part of a further investigation into the interactions of
crossing beams.
6.3.5 All Configurations
Because of the symmetries in a linearly stratified Boussinesq fluid of constant
buoyancy frequency, the selection rules of Jiang and Marcus (2009) only
depend on the quadrant that the lower frequency wave approaches from
relative to that of the higher frequency incident wave; it does not matter
whether the higher frequency wave is propagating up or down. So, the
incident quadrants of each wave beam were selected on a case-by-case basis
to maximise the available range of geometries; downwards propagating waves
were produced by reflecting off the top surface of the tank. As a preliminary
study, each case and the observations of emitted waves are listed in table 6.1,
with references to figures where appropriate; select figures are included for
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Table 6.1: Experimentally observed emitted wave beams for each case
predicted possible by Jiang and Marcus (2009). Here, ω2 > ω1; swap defini-
tions of beam 1 and 2 otherwise. Beam 1 is taken to originate from the first
quadrant. The majority of cases are in agreement. Predicted wave beams
that are not observed may still be present, but weaker than the background
noise in the experiment.
ω3
ω1
ω2
Incident directions Emitted waves observed
Horizontal Vertical matching prediction
ω2 + ω1 6= 1 Opposite Opposite No
ω2 + ω1 Any Same Opposite Yes — figure 6.8
ω2 − ω1 < 12 Same Same Yes, but weak
ω2 − ω1 < 12 Opposite Same Yes — figure 6.12
ω2 − ω1 < 12 Same Opposite Yes — figure 6.5a
ω2 − ω1 < 12 Opposite Opposite Inconclusive
ω2 − ω1 12 Same Same Inconclusive
ω2 − ω1 12 Same Opposite Yes
ω2 − ω1 > 12 Same Same Yes in 1st, but not 2nd quadrant
— figure 6.13
ω2 − ω1 > 12 Same Opposite Yes
illustration.
Most of the predicted new waves are observed, although the results were
unclear in a few cases: a very faint signal was present in the right loca-
tion, but it is inconclusive as to whether this is other noise in the system.
Figure 6.13 shows a curious example of the emitted group velocity being in
totally the opposite direction to the group velocities of the incident waves,
which is indeed permitted by triadic interactions.
The final four cases in the table extend the experiments of Smith and
Crockett (2014), who only considered incident waves with a large ratio
between the frequencies, ω1ω2 <
1
2 . Of particular interest is figure 6.12, which
shows the same type of configuration as the one that Smith and Crockett
found to emit a wave at the difference between the incident frequencies into
a different quadrant from that predicted by Jiang and Marcus. The incident
waves propagate in the same vertical direction, but opposite horizontal dir-
ections. The prediction of Jiang and Marcus (2009) is for one new wave of
frequency ω3 = ω2−ω1 into the quadrant from which the lower frequency in-
cident wave originated; Smith and Crockett instead claim it was emitted into
the same quadrant as the direction of propagation of the higher frequency
incident wave. Here (at a different choice of frequencies due to the geometric
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ω2 = 3ω1
ω1
ω3 = ω2 − ω1
0.1
0m−1
−0.1
Figure 6.12: Vertical gradient of the normalised density perturbation
1
ρ00
∂ρ′
∂z for beam 1 of frequency ω1 = 0.4 rad s
−1 propagating up and to
the right intersecting beam 2 of frequency ω2 = 3ω1 = 1.2 rad s−1 propagat-
ing up and to the left. This is the configuration where Smith and Crockett
(2014) disagree with the prediction of Jiang and Marcus (2009). With the
shown orientation, the prediction is for an emitted wave ω3 = ω2−ω1 in the
third quadrant only, but Smith and Crockett claimed to have only observed
a wave in the second quadrant. This image agrees with the prediction.
ω1
ω2 = 1.5ω1
ω3 =
ω2 − ω1
0.1
0m−1
−0.1
Figure 6.13: Vertical gradient of the normalised density perturbation
1
ρ00
∂ρ′
∂z for beam 1 of frequency ω1 = 0.8 rad s
−1 propagating up and to the
right intersecting beam 2 of frequency ω2 = 1.5ω1 = 1.2 rad s−1 propagating
up and to the right. The emitted wave has group velocity in the opposite
direction to the incident waves.
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ω2 = 3ω1
ω1
ω3 = ω2 − ω1
0.2
0m−1
−0.2
Figure 6.14: Predicted vertical gradient of the normalised density perturb-
ation 1ρ00
∂ρ′
∂z for beam 1 of frequency ω1 = 0.2 rad s
−1 propagating up and to
the right intersecting beam 2 of frequency ω2 = 3ω1 = 0.51 rad s−1 propagat-
ing up and to the left, with the same buoyancy frequency N = 1.18 rad s−1
and incident wavevectors used in the experiment by Smith and Crockett
(2014). A new wave is emitted down and to the left, contradicting the ob-
servation of Smith and Crockett (2014), who state it propagated up and to
the left, but in agreement with the prediction of Jiang and Marcus (2009).
constraints of using a single wave maker), the new wave is in the quadrant
predicted by Jiang and Marcus and there is no signal at frequency ω3 into
any other quadrant. Using the perturbation theory with the dipole Green’s
function with the parameters that Smith and Crockett also agrees with that
of Jiang and Marcus, as shown in figure 6.14. Therefore, in the absence of
further evidence, it is likely that Smith and Crockett have made an error.
Some of the observed interactions were very weak, which is due to limit-
ations in the available geometries of the wave beams. For example, it is not
possible to have a low frequency wave propagating downwards, because its
reflection off the top surface will be off to the side of the field of view. Also,
a longer wave maker would have aided some configurations. These have been
partially mitigated through careful choice of frequencies, although this has
reduced the clarity of some configurations. In addition, it has been necessary
to reduce the angle between some of the incident wave beams, thereby redu-
cing the strength of the interaction. It is strongest when the incident waves
are perpendicular, because the u · ∇ operator is strongest when the velocity
u is aligned with the direction of variation across the other wave beam. To
overcome these limitations, a second wave maker mounted on either the top
or the side of the tank, depending on the particular case, would be required.
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6.4 Summary
This chapter brought together the perturbation expansion of chapter 4 and
the inhomogeneous solution techniques of chapter 5, especially the dipole
Green’s function, to consider finite width effects on the generation of internal
waves. Interactions may now be generated by triadic wave-wave interactions
in addition to the nonlinear geometry of the boundary. Two preliminary
sets of experiments were performed, with the first considering the harmon-
ics from narrow quasi-monochromatic forcing along the wave maker, as an
extension of the investigation into wide forcing in chapter 4, and the second
the crossing of two incident internal wave beams in free space. In the former,
it was found that the contribution from wave-wave interactions is negligible,
meaning that the harmonics are still only generated by the geometry of the
boundary; the next step would be to compare this result to the theory. For
the crossing beams, there are no boundaries, so the new wave beams ob-
served are the product of wave-wave interactions. These observations agree
with the predictions in the literature and extend the experiments to cover
more of the parameter space. Using the dipole Green’s function, the second
order of the perturbation expansion provides accurate quantitative predic-
tions for the experiments.
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Chapter 7
Wave Breaking
7.1 Introduction
Breaking internal waves occur in both the ocean and the atmosphere, and
are believed to be a significant source of turbulence away from the seabed
in the deep ocean (Polzin et al., 1997). Since turbulent mixing processes are
crucial to maintaining circulation in the deep ocean (Nikurashin and Ferrari,
2013), it is important to understand the conditions under which an internal
wave may break.
To date, in the laboratory, it has proven to be difficult to break internal
waves remote from the generation source. This is either due to boundary lay-
ers forming around the oscillation source, such as those observed by Clark
and Sutherland (2010), or energy dissipating to internal waves of smaller
scales through triadic resonant instability, which are then viscously attenu-
ated (Bourget et al., 2013). A notable exception is the breakdown of a stand-
ing wave that is a mode of a finite domain (McEwan, 1971). The ASWaM
(wave maker described in chapter 3) enables much larger amplitude waves
to be generated compared to previous methods, and with modes that are
not coupled to the dimensions of the tank. For what appears to be the first
time in the laboratory, it enables the breaking of internal waves far from the
source, as is observed in the oceans.
Internal waves may break when their steepness, or energy density, be-
comes so great that the system becomes unstable due to overturning motion.
This could occur when internal waves are focussed on a single point, or a
single path as occurs in an internal wave attractor (Maas and Lam, 1995).
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Both cases can be constructed to maximise the chance of wave breaking by
choosing the geometry of the system to produce a series of reflections. Al-
ternatively, the a nonlinear stratification could be used to trap large amounts
of energy at a particular height, or indeed to increase the wave steepness as
the internal wave passes to a region of different buoyancy frequency.
Four methods of breaking internal waves in a linear stratification using
the ASWaM are proposed in this chapter, with the first three successfully
demonstrated. In section 7.2, breaking on reflection from a free surface or
sharp density interface is considered, from which additional internal wave
beams are observed. Secondly, internal waves may break at the antinodes
in the interference pattern of a standing wave, as described in section 7.3.
A similar behaviour for travelling sinusoids is observed in this section too.
Fourthly, the focussing multiple wave beams on a single point is attempted
unsuccessfully in section 7.4. In all but the third case, the geometry of
the system is used to maximise the energy density in a particular location.
Finally, the related scenario of breaking interfacial waves along the boundary
between a shear layer and a stratified layer is tested in section 7.5. The
findings of this chapter are summarised in section 7.6.
7.2 Reflection from a Density Interface
An internal wave of frequency close to the buoyancy frequency N propagates
an angle Θ close to the vertical. So, when it reflects off a horizontal interface,
the angles of incidence and reflection (being equal) are small, resulting in a
significant spatial overlap between the incident and reflected waves. This
causes the displacements to nearly double where the two waves are in phase,
leading to an energy density nearly four times greater. Therefore, the flow in
the overlap region is expected to become unstable above a critical amplitude.
Teoh et al. (1997) observed from experiments that the crossing of two
identical internal wave beams with opposite horizontal directions of propaga-
tion can transfer energy to evanescent waves just above the interaction zone.
The transfer of energy occurs due to the same triadic mechanism as in sec-
tion 6.3 and eventually overturns because the energy cannot escape. Al-
though this is a method of generating turbulence, the propagating internal
waves have not broken in this case, but have provided the energy to sustain
the turbulence. Despite reflection from a free surface being nearly identical
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Incident wave
0.12
0m−1
−0.12
Figure 7.1: Vertical gradient of the normalised density perturbation 1ρ00
∂ρ′
∂z
showing the breaking of an internal wave (top-centre) of angular frequency
ω = 1.5 rad s−1 ≈ 0.84N , incident from the bottom-left. New internal waves
are emitted from the breaking zone at lower frequencies, both to the left
and to the right.
in configuration, the mechanics observed here are different.
Figure 7.1 shows the wave field produced by a relatively narrow, quasi-
monochromatic internal wave breaking on reflection from the free surface at
the top of the tank. The sinusoid is two wavelengths wide, of frequency ω =
0.84N and horizontal wavenumber k = 50 rad m−1, and with the amplitude
envelope given by a cosine window in order to give smooth edges to the
beam. The amplitude of the wave maker was increased slowly from rest at
a constant rate of 0.001 m min−1, which equates to 7× 10−5 m per period,
to inhibit the formation of a turbulent boundary layer on the wave maker.
At the instant shown, the forcing amplitude was 0.0088 m with the vertical
component of the wave steepness equal to 0.44.
At the top of the image, the output of the synthetic schlieren has incoher-
ent patches. These are caused by large curvature in the density, and hence
the refractive index. They make the light rays incident on the camera cross
one another, breaking the assumption in synthetic schlieren of a bijection
between visible points on the source and the image. The large curvature
is caused by turbulent overturning motions, in other words, wave breaking.
This is confirmed by the raw image of the dot pattern, shown in figure 7.2,
where the pattern is blurred by the three-dimensional scattering of the light
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Figure 7.2: Raw image of the dot pattern zoomed into the wave breaking
zone, at the same instant as for figure 7.1. The pattern is distorted beyond
recognition by the large density gradients, and hence large refractive index
variations, produced by the overturning motion.
rays to the extent that the dots are no longer recognisable.
This type of wave breaking was observed for a range of frequencies and
widths of wave beam. The steepness of the incident waves, measured as the
displacement amplitude multiplied by the wavenumber along the direction
of the beam (determined from synthetic schlieren output), and the vertical
component of the steepness, which is given by the vertical displacement
amplitude multiplied by the horizontal wavenumber, so is cos2 Θ times less
than the former, at the point where each wave started to break are listed in
table 7.1. It shows that the waves break at lower along-beam steepness the
nearer the incident wave beam is to the vertical, in other words, at a smaller
angle of incidence.
For wave beams of a few wavelengths in width, the critical along-beam
steepness is largely independent of the width of the beam. Moreover, the
vertical component of the steepness of the displacement field appears to be
the correct criterion, with the waves breaking once it reaches about 0.3, ex-
cept for the highest frequency, when they break sooner. This suggests the
increased amplitude due to the superposition of incident and reflected waves
only becomes significant when the angle of incidence Θ < 15◦ (ω > 0.96N),
with lower frequencies breaking due to some other mechanism, perhaps in-
teraction with the free surface. Indeed, triadic interactions occur in the non-
breaking reflection of a single internal wave from the free surface, as observed
in the centre of figure 6.4 and are formulated in the perturbation theory of
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Table 7.1: Steepness at which wave breaking occurred for a list of incident
internal waves, correct to two significant figures. Most waves broke when
the vertical steepness was about 0.3.
Frequency ω
N
Wavelengths Breaking Vertical component
(rad s−1) in beam steepness steepness
1.4 0.80 1 0.44 0.28
1.4 0.80 2 0.48 0.31
1.5 0.86 1 0.41 0.30
1.5 0.86 2 0.41 0.30
1.6 0.91 1 0.38 0.31
1.6 0.91 2 0.37 0.31
1.7 0.97 1 0.26 0.24
1.7 0.97 2 0.29 0.27
1.7 0.97 4 0.26 0.24
Tabaei et al. (2005). This indicates that a broader range of nonlinearities
are possible at the free surface at larger amplitudes.
A generic feature of all the wave breaking events here is the emission
of new internal waves at lower frequencies that are not integer fractions of
the incident frequency. The modes identified using DMD (see section 2.6.3)
on 101 frames, or 25 s of data, which is about six periods, are pictured in
figure 7.3 and their exponential growth rates are listed in table 7.2. The
incident wave ω = 1.5 rad s−1 is not growing, despite the linear increase
of the forcing amplitude during the times used in the DMD calculation,
indicating a transfer of energy out of this wave. It is apparent that it has
lost energy after reflection from the free surface, indicating the presence of
nonlinear processes, as expected. As the breaking intensifies, an even smaller
proportion of the energy is reflected (not shown). The non-oscillatory third
mode is the result of irreversible mixing from the turbulence of the breaking
wave transporting mass vertically within the tank, which then spreads out
horizontally as a gravity current; it has phase lines that are horizontal and
can be regarded as a zero-frequency internal wave.
The DMD shows that two new frequencies of waves are emitted from the
breaking zone, at 0.62 and 0.92 rad s−1. These are growing so extracting an
increasing amount of energy from the incident beam. Both of these waves
appear to be emitted in an asymmetric St. Andrew’s Cross pattern, similar
to that seen for the oscillating cylinder. This occurs because the breaking
event is periodically displacing mass up and down in the interaction zone,
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(a) ω = 1.50 rad s−1
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0m−1
−0.12
(b) ω = 0.62 rad s−1
(c) ω = 0.00 rad s−1
0.12
0m−1
−0.12
(d) ω = 0.92 rad s−1
Figure 7.3: Real parts of DMD modes of internal wave breaking in fig-
ure 7.1, with the growth rates listed in table 7.2. The amplitudes of the
modes have been doubled, in order to account for the signal at each fre-
quency being split equally between a conjugate pair of DMD modes. The
incident wave ω = 1.5 rad s−1 loses a significant proportion of its energy in
the breaking zone at the top. New internal waves are emitted at two lower
frequencies, which sum to approximately the incident frequency, suggesting
triadic resonant instability. The zero-frequency mode indicates irreversible
mixing having taken place.
like how the cylinder displaces fluid vertically. The relative directions of the
energy emission at ω = 0.62 rad s−1 can be seen the Hilbert transform in
figure 7.4. The majority of the energy at this frequency is emitted to the
left, with more emitted downwards than upwards; the wave beam emitted
down and to the left is the clear one exiting the field of view in the middle of
the left edge of figure 7.1. The wave propagating up and to the left reflects
off the top surface, then also appears in the Hilbert transform in figure 7.4c.
A similar pattern emerges at ω = 0.92 rad s−1, but with the majority of the
energy directed to the right, and the wave emitted down and to the right
the strongest.
The produced frequencies nearly sum to give the incident frequency with
an error of 3 %, which suggests these waves may be emitted as a result of
triadic interactions. Since both waves have frequencies less than the incident,
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Table 7.2: Exponential growth rates of DMD modes of vertical gradient of
the normalised density perturbation 1ρ00
∂ρ′
∂z for wave breaking on reflection
off free surface in figure 7.1. The modes are listed in order of root-mean-
square (RMS) of the amplitude.
Frequency
(
rad s−1
)
Growth rate
(
s−1
)
1.499 0.000
0.620 0.012
0.000 -0.040
0.920 0.016
it could be produced by triadic resonant instability (TRI), as suggested by
Bruce R. Sutherland (personal discussion on 16th March 2016 about a set
of data showing similar results). This hypothesis is supported by noting the
development of TRI in the bottom-left quadrant of figure 7.1, which produces
two wave beams at the same two frequencies; the frequencies of these waves
are verified using the DMD in figure 7.3 and by observing that the phase lines
of the waves generated by TRI and those produced in the breaking zone are
parallel. Internal waves are unstable to TRI at sufficiently large amplitudes,
so the constructive superposition of waves in the reflection zone increases the
amplitude over the threshold while each wave individually remains below the
threshold. This suggests that the new waves could be produced without wave
breaking, but no TRI has been observed from reflection without breaking.
Instead, the weakly nonlinear theory of TRI requires the unstable modes to
be already present in the system in order for them to grow, so, the action of
wave breaking may excite these modes to be significantly larger than those
necessarily present from imperfections in the system, such as drag from the
tank walls.
In addition, the most unstable wave modes of TRI, which are the ones
predicted to grow and become dominant, are at approximately half of the
incident internal wave frequency for an inviscid plane wave; this special case
known as parametric subharmonic instability (clarified by Dauxois et al.,
2018). In these experiments, two distinct frequencies are generated, which
is only predicted by TRI for viscous fluids. Therefore, the length scales
in the laboratory are small enough that viscosity cannot be neglected when
considering TRI and wave breaking. The wavelength should be varied to test
the TRI hypothesis further. For such a wave breaking event in the oceans,
where the length scales are much larger and the Reynolds number is very
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(a) Up-left
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(b) Up-right
(c) Down-left
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(d) Down-right
Figure 7.4: Hilbert transform of DMD mode 0.62 rad s−1 of figure 7.1,
labelled according to direction of group velocity. The amplitudes have been
doubled, in order to account for the signal at each frequency being split
equally between a conjugate pair of DMD modes. Most of the energy at
this lowest frequency is emitted to the left. The downwards wave is stronger
than the one that initially propagates upwards before reflecting off the free
surface.
high, the emitted internal waves are all predicted to be at half the frequency
of the incident wave.
Similar results are noted for other examples of wave breaking against an
interface, although a full investigation should form part of future work. It
may be necessary to perform particle image velocimetry (PIV) and synethetic
schlieren simultaneously to observe the flows in the breaking region that
synthetic schlieren cannot resolve. This can be achieved by pulsing the laser
for the PIV in antiphase with periodic displaying and hiding of the dot
pattern for the synthetic schlieren on the TV screen.
7.3 Standing and Travelling Sinusoids
A standing sinusoid with horizontal wavenumber k = 33 rad m−1 and fre-
quency ω = 0.63 rad s−1 was started from rest and grew linearly to reach
steady oscillations at an amplitude of 0.0075 m, which produced an along-
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Figure 7.5: Vertical gradient of the normalised density perturbation 1ρ00
∂ρ′
∂z
for a standing sine wave of vertical amplitude 0.0075 m showing wave break-
ing at the antinodes. The incoherent blobs are patches of turbulence, which
synthetic schlieren cannot resolve.
beam wave steepness of 0.5. Initially, an interference pattern of left and right
travelling waves was created in the centre of the tank. At full amplitude,
these waves broke at some of the antinodes, leading to the formation of ho-
rizontal layers of turbulence every vertical half-wavelength with sections of
coherent wave field in between, as shown in figure 7.5. The strong, inco-
herent blobs indicate strong patches of turbulence. These are clear in the
unprocessed image of the dot pattern, shown in figure 7.6 (not aligned with
figure 7.5). The effect ceases towards the edges of the wave maker where the
energy is less concentrated. This demonstrates that the intersection of two
wave beams of sufficient amplitude, or steepness, may break.
This layering behaviour is replicated for large-amplitude, travelling si-
nusoids, such as that shown in figure 7.7. A large boundary layer around the
surface of the wave maker is clear. Also higher up the tank, there are clear
layers forming where mixing has taken place, but only within the internal
wave beam, which is bounded by the characteristics originating from the
ends of the wave maker. Because the sinusoid is travelling to the right, this
indicates that the energy required to form the layers is being transmitted by
internal waves and is deposited when they partially break.
A full investigation of the layering mechanism and the threshold at which
breaking occurs should be undertaken as part of future work.
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Figure 7.6: Raw image of dot pattern for a standing sine wave of vertical
amplitude 0.0075 m showing wave breaking. Layers of turbulent mixing are
shown by severe distortion of the dot pattern. They are weaker towards the
edge of the wave maker, which is on the right side of the image.
Figure 7.7: Raw image of dot pattern for a travelling sine wave of amp-
litude 0.014 m showing turbulent layers. The layers only form within the
linear internal wave beam, which excludes the top-left of the image. A large
boundary layer can also be seen on the wave maker.
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7.4 Multi-Beam Focussing on a Point
Internal waves can be expected to break if multiple waves of sufficiently large
amplitude intersect at a point. Troy and Koseff (2005) used this technique
to break an interfacial wave at the focus of the internal wave beams, but
the corresponding case in an interface-free, linear stratification has not been
documented. As seen in section 6.3, typically two waves crossing will not
break, although they did in one experiment on the ASWaM in a similar
manner to breaking on reflection from the top surface (not documented).
However, if different sections of the wave maker are excited at carefully
selected frequencies, it is possible to cause multiple wave beams to cross in
the same location. This could be achieved either by activating the wave
maker in several short sections, in a similar manner to the crossing incident
waves experiments of section 6.3, or by creating humps that accelerate down
the length of the wave maker.
A null result produced using the surface-mounted prototype wave maker
is shown in figure 7.8. Because the latex sheet connecting the rods is very
elastic and the rods are widely spaced at 0.045 m apart, it is possible to drive
all the rods independently; whereas, on the ASWaM, the less flexible nature
of the neoprene foam sheet means the range of rod positions is restricted
by the positions of its neighbours. So, in a linear stratification of buoyancy
frequency 1.67 rad s−1, the rods were oscillated vertically with frequencies,
from left to right, 0.86 rad s−1, 0.77 rad s−1, 0.70 rad s−1, 0.64 rad s−1 and
0.59 rad s−1, in order to focus the five wave beams in the centre of the field
of view. Although this experiment did not lead to wave breaking, largely due
to the inferior power of the prototype wave maker, some interesting dynamics
are nonetheless observed. First of all, the waves appear to coalesce and then
all periodically vanish after intersecting before reestablishing a profile like
that seen in figure 7.8. This could simply be the interference pattern of
this waves, which exhibits beating due to the small differences between the
frequencies of adjacent pairs of waves.
Underneath the wave maker, in the right half of the image, there are very
low frequency internal waves with a phase velocity pointing almost vertic-
ally upwards. This suggests that the wave maker is mixing the neighbouring
fluid and thus generating irreversible mass transport, which is to be expected
given the large amplitude of the input forcing. The exact mechanism remains
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Figure 7.8: Vertical gradient of the normalised density perturbation 1ρ00
∂ρ′
∂z
showing the focussing of the beams from the five actuators of the prototype
wave maker (top-right) at a single point at the instant when the driving amp-
litude was 0.0019 m. Interference patterns, but no breaking, occur where the
wave beams intersect, because the amplitude of the waves is too low. There
are also unexplained low frequency waves underneath the wave maker.
unclear and would make an interesting further study. No such waves have
been observed on the ASWaM, so it could be an artefact of the poor spa-
tial resolution of the prototype. Equally, any body oscillating in a stratified
fluid may produce these waves, although it is surprising there is no discus-
sion of them in the literature for the vertically oscillating cylinder. Further
investigation is required to determine their cause.
7.5 Interface with a Shear Layer
The interface between a possibly unstratified shear layer and a stratified
layer, like those at the edges of ocean currents, may be unstable to certain
perturbations, which could excite Kelvin-Helmholtz or Holmboe instabilities.
An incident internal wave is one way to introduce such a perturbation, which
then gives another path to wave breaking, albeit of the interfacial wave
this time. This configuration was created in the laboratory using the setup
described in section 2.4. It comfortably produces a velocity discontinuity of
0.04 m s−1, although up to 0.15 m s−1 is theoretically possible, but normally
only 0.1 m s−1 is achieved before the interface erodes due to mixing.
The incident internal waves do perturb the interface significantly, al-
though, to date, it has not been possible to trigger overturning of the in-
terface. Figure 7.9 shows the oscillation of the interface when subject to a
large amplitude internal wave of horizontal phase velocity in the opposite
direction to the flow of the shear layer. There are some sections of the inter-
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New interface
Shear interface
Figure 7.9: Raw image showing the perturbation of the shear interface by
an internal wave travelling up and to the left. The shear flow is to the right
and contains dye, so is darker than the stratification below. A new interface
that formed since the start of the experiment is shown with a dashed red
line, above which the dot pattern appears darker and less distorted; it is
the product of the internal wave interacting a local background flow.
face that do not appear sharp on the image; this indicates the deformation
is three-dimensional (with variation across the width of the tank), which is
likely to be due to some instabilities.
The disturbance on the interface has the same sinusoidal profile as the
generating profile on the ASWaM, in the bottom-right of the image, but
at a much reduced amplitude. This is in part due to the amplitude of the
produced internal wave being less than the input forcing, but also due to
the formation of an additional interface a few centimetres below the shear
interface. The additional unwanted interface partially reflects the internal
wave, preventing some of the energy from reaching the shear interface. These
deformations of the interface propagate several metres downstream, beyond
where the internal wave is incident, showing that energy has been transferred
to the interfacial wave.
The new interface appears to be caused by the interaction between the
incident internal wave and the local background flow profile. For an ideal
shear layer, the stratified layer would be stationary, except where internal
wave beams are present, with the only motion above the shear interface. To
verify the extent to which this shear layer is ideal, a column of dye was inser-
ted almost instantaneously into the tank. Figure 7.10 shows the evolution of
the column after 35 s, demonstrating a flow against the shear layer below the
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Figure 7.10: Spread of a vertical column of dye after 35 s with the shear
layer having been running for a long time. The lower half of the tank is
stationary, but there is a back flow at about a quarter of the speed of the
shear layer just below the main interface. This is driven by a horizontal
pressure gradient arising from entrainment of salt into the shear layer as it
flows downstream.
main interface. In this instance, the peak speed of the back flow is about a
quarter of the speed of the shear layer. It is driven by a horizontal pressure
gradient, due to entrainment of salt water (from the stratification) into the
shear layer, which increases the background potential energy, hence the hy-
drostatic pressure at a given height. Small-scale mixing due to the passage of
internal waves through this initially smooth backwards shear layer weakens
the stratification, thereby producing the observed interface.
The interface appears, or strengthens if already present, independent of
whether the horizontal phase velocity of the internal wave is with or against
the flow in the shear layer. The key challenge to overcome is how to max-
imise transmission of internal wave energy to the main shear interface. The
dynamics of the new interface warrants further study.
Incident waves with horizontal group velocities both in the direction of
the shear flow and against it were tried. Overturning is most likely to oc-
cur when the frequency and horizontal wavenumber of the incident internal
wave match those of the most unstable mode on the interface, which can be
calculated using standard linear inviscid theory, like that used for surface
water waves. The most unstable mode will occur when the energy that is
transferred to the interface cannot escape. More energy is constantly being
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introduced by the internal wave, while it is advected downstream with the
shear flow, so making the horizontal group velocity equal to minus that of
the most unstable interfacial mode should be tried.
The key difficulty here is knowing the velocity of the shear layer near
the interface. It can be measured a couple of times by inserting a streak of
dye, after which the layer becomes dyed too dark to repeat. Typically the
pump speed and box heights, and hence layer depth, need to be adjusted
between runs, changing the speed of the layer. A more repeatable approach
would be to time a float on the surface, but drag from the air, in addition
to surface contamination from the laboratory, would yield a slower speed.
Alternatively, an impeller flowmeter could be inserted into the shear layer,
but this would disturb the interface, leading to mixing and its weakening. A
compromise is to insert a flowmeter into the recirculation pipe to determine
the output from the pipe and measure the cross-sectional area of the shear
layer to deduce the speed, assuming a uniform (plug) flow profile. The
final option is to use PIV, for which an approximate calculation could be
performed in real time with a sufficiently fast desktop computer connected
directly to a camera. Either a flowmeter or PIV should be added to the
setup to maximise the chance of future success.
7.6 Summary
Evidence from experiments is presented for three mechanisms by which in-
ternal waves can break. The first type is on reflection from an interface,
which occurs when the vertical wave steepness exceeds 0.3. The critical
steepness is lower when there is significant overlap between the incident and
reflected waves, which is found to be at an angle of incidence less than 15◦.
New wave beams of the frequencies determined by triadic resonant instabil-
ity are emitted from the region of turbulent overturning. The second and
third types, namely breaking at the antinodes in a standing wave pattern
and simple breaking due to unstably large waves, exhibit the formation of
turbulent layers up the tank, interspersed by more laminar regions. A fourth
mechanism, consisting of focussing multiple internal waves on a point is con-
sidered possible, although it has not been tested successfully and requires
further research. Finally, apparatus for breaking waves on the interface with
a shear layer has been tested, but no breaking events observed.
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Chapter 8
Conclusions
8.1 Overview
Nonlinear generation mechanisms, focussing on sinusoidal boundary forcing,
of internal waves and the interactions between these generated waves have
been investigated both theoretically and experimentally. After an overview of
internal waves in chapter 1, a review of existing methods and some novel ones,
both experimental and post-processing, was given in chapter 2. Chapter 3
introduced the Arbitrary Spectrum Wave Maker, a novel and world-leading
apparatus for generating internal waves of a wide variety of shapes and sizes.
Its performance was modelled and validated. The spectrum of harmonics
produced by a monochromatic sinusoidal boundary forcing was calculated
and compared to experiments in chapter 4. The governing equation decom-
poses into decoupled terms at each order, so the harmonics are produced
solely by the nonlinearity of the boundary. This no longer applies for physic-
ally realisable internal waves of finite width, where the equation at each order
is inhomogeneous. Solution techniques were explored in chapter 5, including
the two-dimensional dipole Green’s function, which was obtained by Hurley
(1969) but has not previously been applied as a solution method. These
methods were applied in chapter 6 to the two scenarios of finite-width wave
beams of sinusoidal boundary forcing, generalising chapter 4, and the tri-
adic interaction between two crossing wave beams. Finally, an experimental
study of breaking internal waves was undertaken in chapter 7.
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8.2 Summary of Results
The aim of this thesis was to explore the nonlinear interactions of internal
waves between themselves and boundaries, in order to provide new un-
derstanding to further existing models of ocean dynamics. This has been
achieved through a mixture of experiments and theoretical modelling. Some
of the difficulties in modelling internal waves of large amplitude were dis-
cussed in section 1.2, especially the dependence of the buoyancy frequency
on the oscillation amplitude; this motivated the convenient assumption of
moderately low amplitude displacements and the widely used Boussinesq
approximation.
The keystone for the experiments here is the Arbitrary Spectrum Wave
Maker (ASWaM, see chapter 3), which is a novel, computer-controlled active
surface, like a “magic carpet”, in the base of the tank for generating internal
waves. The algorithms used by the software, detailed in section 3.3, are
optimised to ensure smooth waveforms are generated in temporal increments
of 30 ns. The user selects and previews the input waveforms in a web page,
before any motion is created on the wave maker. The resultant shape of the
wave maker for a given input was modelled elastically in section 3.4 using a
bespoke set of basis functions. Although the method can be completed by
hand in special cases, in general 101 linear simultaneous equations need to
be solved to assemble the final shape, which is easiest performed numerically.
The model was then validated and its empirical parameters determined.
When modelling the internal wave field in either the atmosphere or the
ocean, a crucial ingredient is the generation of the internal waves themselves.
One idealised case is for a travelling sinusoidal forcing along a boundary
in a perfectly inviscid fluid, which is analogous to following the lee waves
produced by an ocean or air current flowing over a range of parallel mountain
ridges in the frame of reference of the fluid. This was modelled in chapter 4
for weakly nonlinear forcing using a perturbation expansion in powers of the
dimensionless vertical amplitude a = Ak of the input, based on that posed
by Tabaei et al. (2005). The known inviscid linear solution is recalculated
using the method of characteristics, without employing any of the commonly
used Fourier techniques. The beauty of this method is that it is clear why all
of the field variables do not vary along the wave beam. This property is used
by the novel image filter for separating waves according to their direction of
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propagation, described in section 2.6.5.
At each order, the streamfunction ψn satisfies a governing equation (4.11)
with the same homogeneous part, but varying source terms that depend only
on the solutions at lower orders. Remarkably, the source terms cancel out
when all waves at lower order are planar with the same horizontal phase
velocity. The observation by Tabaei and Akylas (2003) that plane internal
waves are an exact solution to the fully nonlinear equations is a special case
of this cancellation property. This condition of uniform horizontal phase
velocity is satisfied for monochromatic forcing (in both time and space),
because each of the generated harmonics must be phase-locked with the for-
cing along the boundary. Therefore, the harmonics for a monochromatic
forcing depend only on the perturbation expansion of the kinematic bound-
ary condition (4.15), which says that fluid cannot pass through the boundary.
Then, the solution at each order is simply the linear solution with a modified
boundary condition. This cancellation has the profound consequence for tri-
adic resonant instability (TRI) that, for inviscid plane waves, the amplitude
of the new waves cannot be constant, but must always be growing, as is
observed in the experiments by Bourget et al. (2013); eventually, the growth
does saturate due to other factors such as viscosity.
At each order, a new higher harmonic is predicted, provided its frequency
is less than the buoyancy frequency. There are also corrections to the lower
harmonics, with the odd harmonics only corrected at odd orders and even
harmonics only at even orders. By construction, this gives polynomial growth
for the amplitude of each harmonic in terms of the amplitude of the forcing.
To enable superlinear growth of the amplitudes, as the displacement amp-
litude of the forcing increases, the hydrodynamic drag on, and hence the
input power applied to, the boundary must increase more rapidly than the
quadratic increase required for the linear response. Furthermore, even the
amplitude of the first harmonic increases superlinearly, although only by a
very small amount before the moderately small amplitude assumption of the
perturbation expansion is invalidated.
Compared to experiments on the ASWaM, the ratio of amplitudes of
the harmonics fits the theory reasonably well up to a wave steepness of
0.15–0.3, depending on the exact configuration. Further research is required
into the variable linear scaling required to fit the experiments to the theory.
Above this point, the amplitudes of the harmonics cease increasing, with
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more energy diverted into the higher harmonics and other frequencies by a
strongly nonlinear, turbulent boundary layer around the wave maker.
However, all internal waves in the environment and in the laboratory are
actually of finite width. Within the weakly nonlinear framework, this in-
troduces the possibility of wave-wave interactions, because the waves are no
longer truly monochromatic, hence have a range of horizontal wavenumbers
at each frequency. These nonlinear terms appear in the perturbation expan-
sion as a sum of Jacobian determinants, arising from the advection u · ∇
terms in the equations of momentum (1.17) and mass (1.18) conservation.
As discussed in section 5.2, this can be readily solved using Fourier trans-
forms if the forcing does not resonate with the linear internal wave operator.
But, for finite wave beams, there is always a resonant set of wavevectors
satisfying the triadic resonance conditions (6.3). By considering singular
Fourier transforms in a way that does not appear to be present in the lit-
erature, it was seen that the resonant mode grows linearly in space, which
can lead to the emission of new waves. These singular Fourier transforms
are fraught with difficulty for numerical implementation, so two-dimensional
Green’s functions were derived analytically and developed numerically in the
remainder of chapter 5. These are the flows generated by a point vortex of
varying strength, which shows that the flow response at higher orders in the
perturbation expansion is caused by transfer of vorticity.
With these new techniques, two internal wave configurations, where the
finite width of the wave beam is crucial, were discussed in chapter 6. First of
all, the framework for calculating the internal wave response for an arbitrary
shape of the wave maker was presented, although it is not yet implemented.
To be of greatest benefit, the shape of the wave maker predicted for a given
input in section 3.4 should be used when calculating the wave field, which
would have to be plotted numerically. Experimentally, it was shown that for
a narrow quasi-monochromatic forcing (monochromatic only in time), the
effect of wave-wave interactions appears to be negligible compared to the
geometry of the boundary when determining the amplitude spectrum of the
harmonics. This could be due to the small zone in which the wave beams of
the different harmonics overlap limiting the diversion of energy.
Secondly, the triadic interactions of two crossing wave beams were con-
sidered in section 6.3. Contrary to the case of narrow sinusoidal forcing along
the wave maker, there are no boundaries to consider in the idealised config-
251
8.2. Summary of Results 8. Conclusions
uration of an infinite domain, so all the nonlinear dynamics come from the
transfer of vorticity through the Jacobian determinants. The experiments
performed support the predictions of Tabaei et al. (2005), which were cor-
rected by Jiang and Marcus (2009), that new wave beams may be emitted
at the sum and difference of the incident frequencies in a restricted set of
directions, according to the configuration. Furthermore, the experiments ex-
tend those of Smith and Crockett (2014) and also highlight a possible error
in the reporting of their experiments. In addition, there is strong quantitat-
ive agreement with the second-order perturbation theory when plotted using
the dipole Green’s function and no contradictions between these plots and
the selection rules of Jiang and Marcus, thereby validating the numerical
implementation of the dipole Green’s function.
The final facet of this thesis is an investigation into the breaking mechan-
isms of internal waves. With accurate predictions for where internal waves
may propagate to and with how much energy, the remaining piece in de-
termining the internal wave contribution to energy budget of the oceans
is knowing where they break. Although myriad numerical simulations and
oceanographic observations exist, to date it has been difficult to break in-
ternal waves in the laboratory remote from the generation source. However,
this is now possible with the superior capabilities of the ASWaM.
Chapter 7 presented three methods of breaking internal waves experi-
mentally: on reflection from a free surface, at the antinodes of a standing
wave pattern and in the middle of the tank by simply driving a travelling
sinusoidal internal wave at sufficiently large amplitude. Two frequencies of
new waves were emitted from the breaking zone in the first case, both of
lower frequency than the incident wave and spreading asymmetrically in all
four of the directions permitted by the dispersion relation (1.15). These
waves appear to be produced by TRI that has been enhanced by the break-
ing event. This mechanism is activated once the vertical component of the
wave steepness exceeds 0.3, although waves propagating at less than 15◦ to
the vertical (ω > 0.96N) become unstable sooner. Qualitatively, larger ver-
tical displacements are more likely to be unstable and overturn. So, it was
postulated that multiple internal waves of lower amplitudes all incident on
a single point may also break. The wide standing and travelling sinusoidal
waves did not emit new internal waves on breaking, but the overturning
motion did occur in discrete layers within the tank.
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The shear layer apparatus, described in section 2.4, was used to test the
possibility of breaking interfacial waves along the boundary between a flowing
layer and a stratified stationary ambient. Such layers are present both near
the surface and deep in the oceans, giving a further place for waves to break
and deposit energy. Despite some promising signs, no interfacial waves have
broken yet in the laboratory.
8.3 Future Work
This thesis highlights the nonlinear generation mechanisms of new internal
waves of geometric forcing at the boundary, forced resonant triads when
two waves cross and from a breaking wave. The theoretical modelling is
supported by the world-leading Arbitrary Spectrum Wave Maker, which has
opened new avenues in the laboratory. However, there remain several un-
or partially explored areas with many questions, which are outlined in this
section.
A variable linear scaling factor was required in chapter 4 to map the ex-
periments onto the theory for the harmonics due to a wide monochromatic
forcing along the wave maker. For 100 % transmission of boundary displace-
ment to fluid parcel displacement in internal waves, no scaling would be
required. However, some scaling is expected due to the inevitable boundary
layer adjacent to the wave maker, because of the no-slip boundary condi-
tion that cannot be applied in an inviscid fluid. The waves will also lose
a small amount of energy due to viscosity as they propagate, but scaling
analysis shows it to be insignificant. At lower amplitudes, the boundary
layer is thin with fairly laminar flows, but at large amplitudes, the layer
becomes turbulent. Understanding its flows and how it transmits internal
waves through either theoretical modelling or direct numerical simulation
would help predict the scaling factors and even the internal wave field in the
strongly nonlinear regime beyond which the perturbation expansion is valid.
The scaling factor is also likely to depend on the time-dependent, non-
linear stratification in the tank, which changes due to the action of the wave
maker and passing internal waves. Because the conductivity probe for meas-
uring the stratification stops 3 mm above the wave maker to avoid damaging
it through an accidental collision, the buoyancy frequency on the wave maker
itself is unknown. Moreover, it has only been possible to measure the strat-
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ification when the wave maker is stationary. To measure the stratification
very close to the wave maker when internal waves are being generated will
require quickly lowering and raising the probe to obtain the density profile
in the troughs of the sinusoidal waveform. This will require new hardware
connections to phase-lock the wave maker and the probe.
With knowledge of the stratification around the wave maker, the ap-
propriate correction to the vertical displacement amplitudes higher up the
tank needs to be selected. If the buoyancy frequency changes sharply some-
where, with a linear stratification either side, the behaviour of the internal
waves could be modelled as transmission across a sharp interface. Whereas,
if the stratification changes more smoothly, an alternative approach, such as
conserving energy flux, should be considered. Moreover, the density probe
indicated that the stratification is slightly weaker towards the base of the
tank. If there is a layer where the buoyancy frequency is so low that some of
the harmonics become evanescent, their amplitude will decay exponentially
with rate k
√
1− N2
ω2
(derived from the linear evanescent solution (4.69)) un-
til they reach the height where they can resume as propagating waves, but
of diminished amplitude. Once the amplitudes have been corrected for the
varying stratification, the scaling factor of the harmonics should depend only
on the boundary layer.
The evolution of the stratification due to the action of the wave maker is
an interesting further project in its own right. As discussed in section 4.7.2, a
weakly stratified layer at the base of the tank can be expected because there
must be zero saline gradient at the boundary. Propagating internal waves
will also alter the stratification. With frequent traverses of the conductivity
probe, including to below the zero height of the wave maker, the initial
stratification produced by the double bucket method (analysed in section 2.3)
and its evolution can be studied. New dynamics in the boundary layer around
the wave maker may come to light. Also, the true nonlinear stratifications
could be counteracted in the input to the mixer tap, when used in future
(see appendix A), to produce a more durable linear stratification.
The perturbation expansion for predicting the harmonics can be contin-
ued by hand to all orders, since the solution at each order is a monochromatic
sinusoid. However, this would be a tedious, error-prone exercise, so using
a computer for symbolic manipulation may be preferable. The fourth har-
monic has already been demonstrated for a wide forcing and the ninth for
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a narrow forcing in figure 6.3, so it will be possible to verify the obtained
amplitudes.
The solution method for the harmonic spectrum due to a narrow quasi-
monochromatic, or even arbitrary, forcing was outlined in section 6.2. The
required Hilbert transforms render a solution by hand impossible, so the
model needs evaluating numerically. This should be relatively straightfor-
ward to implement as the next stage of work. The wave-wave interactions,
although not observed in the experiments, can be calculated using the di-
pole Green’s function of section 5.4. It is expected that this will also show
negligible wave-wave interactions.
An extension to this would be to use the perturbation expansion to cal-
culate the wave field due to a cylinder undergoing small vertical oscillations
in an infinite domain. Although the method of Hurley (1969) that uses com-
plex analysis is mathematically beautiful, it conceals the underlying fluid
mechanism. A direct numerical plot of the linear solution using the method
of characteristics would shed some light on this. With the correct technique
determined, the higher harmonics could then be calculated and compared to
experiments, such as those by Nye (2009). Finally, other body shapes could
be considered.
The other application of the finite-width perturbation expansion is to the
interaction of two crossing wave beams, discussed in section 6.3. For future
work, the numerical implementation of the model should also be extended
to higher orders where interactions involving the waves produced at second
order are expected to modify the transmitted portions of the waves at the
incident frequencies to account for the energy extracted from them. It is not
known whether this expansion is convergent, which could either be determ-
ined theoretically or by evaluating at ever higher orders and comparing back
to the experiments throughout.
Since the ASWaM produces cleaner wave fields with a greater variety of
shapes than the cam-driven ones introduced by Gostiaux et al. (2007), it is
ideal for observing these triadic interactions. To improve on the experiments
of Smith and Crockett (2014), a second, surface-mounted wave maker needs
to be built so that the two incident waves can approach from opposite vertical
directions without the geometric constraint of needing to reflect off the free
surface. This would also avoid some of the maintenance issues with the seals
highlighted in section 3.2. A further improvement to versatility would be
255
8.3. Future Work 8. Conclusions
to mount the wave maker at other arbitrary angles. Not only would this
improve the efficiency of the wave maker, it would enable very low frequency
waves to be generated without the characteristics intersecting the surface of
the wave maker again. With these improvements, the profiles and energy
transfers in triadic interactions could be determined with a new level of
accuracy and compared to the perturbation theory.
Criteria for when an internal wave may break on reflection from the free
surface were determined in section 7.2, but the same exercise needs to be done
for standing and travelling monochromatic waves. To improve diagnostics,
particle image velocimetry (PIV) could be combined with synthetic schlieren
to observe the fluid motions during overturning, which synthetic schlieren
fails to resolve. The camera, laser for the PIV and TV screen with the dot
pattern would need to be phase-locked, so that the laser is on when the
screen is black and vice versa. With knowledge of the flow field, a model for
the critical overturning steepness could be developed and tested. Then, the
model could predict when multiple crossing wave beams might break, which
is possible scenario in an attractor basin in the ocean. Any predictions of
critical steepnesses would also need to be verified experimentally.
The shear layer apparatus, described in section 2.4, develops an inter-
face below the main shear interface, which inhibits incident internal waves
by partial reflection, making it harder to trigger overturning on the main
interface. A dye streak showed that there is an unexpected back flow, which
is explained by horizontal pressure gradients produced by mixing further
downstream. These dynamics require further investigation in order to de-
vise a method to restrict this back flow. A method of measuring the flow rate
in the shear layer should also be introduced to enable accurate calculation of
the most unstable interfacial mode, in order to produce an incident internal
wave with the greatest chance of overturning the interface.
There many possibilities for the ASWaM that have not been considered in
this thesis. For example, solitary waves can be created. They are frequently
observed in the oceans with a variety of possible generation mechanisms, so
are a relevant area for research. The same weakly nonlinear theory could
be applied using the monopole Green’s function to predict their interac-
tions, perhaps with a periodic internal wave. Three-dimensional effects have
also been mentioned throughout as possible causes of unexplained phenom-
ena. There is no doubt that building a three-dimensional wave maker would
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provide many more years of interesting research.
Finally, the work in this thesis has been purely experimental and the-
oretical with numerical plotting. Direct numerical simulation (DNS) would
help with exposing the dynamics of all the flows, but especially breaking
waves, since all of the field variables can be known at any instant in time.
However, DNS introduces its own set of challenges, such as how to impose
non-reflective boundary conditions when simulating an infinite domain.
8.4 Final Remarks
In this thesis, new theoretical models and experimental apparatus have been
used to explore the familiar subject in stratified fluid dynamics of internal
waves, working to further our understanding of the nonlinear world. The har-
monic generation model, when fully complete, and the new internal waves
generated by crossing wave beams and breaking waves can be included in
large scale simulations of the oceans to better our understanding of how they
circulate and what effect that will have on climate change. Throughout com-
puters have been used to replace mechanical control in experiments, most
notably in the operation of the wave maker in preference to the older cam-
shaft design, and to complete theoretical models once the limit of calculation
by hand has been reached. While computers may not make our lives any
easier, they enable more to be achieved. There is a long list of follow-on
questions to provide plenty of years of challenging research: How much of
the kinetic energy of a moving boundary of a stratified fluid is transported
away as internal waves? How much is lost to heat or to background potential
energy from turbulent mixing on the boundary? How do waves or moving
boundaries change the stratification? What keeps shear interfaces sharp?
What are the dominant causes of breaking waves in the oceans?
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Appendix A
Mixer Tap for Producing
Arbitrary Density
Stratifications
A.1 Description
A mixer tap, shown in figure A.1, to generate arbitrary, statically stable,
density stratifications in tanks of arbitrary cross-sectional profile was de-
veloped by Zhang (2014), building on ideas by Stuart B. Dalziel and Andrew
G. W. Lawrie (private communication). It takes a supply of fresh water and
another of salt water and blends them, in a similar manner to how a bath
tap blends hot and cold water, to produce an output salt concentration at a
prescribed flow rate, which can both vary with time.
Relying on the water pressure of the supplies to push the water through
the system, the output is controlled by a pair of solenoid valves connected to
a Raspberry Pi, which is a small, cheap, single-board computer. A flowmeter
and salinity cell provide the data for a closed-loop control algorithm that is
robust to variations in the supply pressures, temperatures and densities. The
electronics on top of the apparatus are shown in figure A.2 and a schematic
of the components in figure A.3.
An arbitrary stratification is thus possible using apparatus whose size
is independent of the tank dimensions (except that smaller valves will need
to be used with smaller tanks, which require a lower flow rate, in order
to minimise mixing). For future studies, this allows the possibility of, for
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Electronics
under cover
Non-return
valve
Solenoid
control
valve
Pressure
reducing
valve
Flowmeter
Thermometer
Salinity cell
electrodes
Salt water in Fresh water in
Mixed
water out
Figure A.1: Mixer tap for producing arbitrary density stratifications. Salt
water and fresh water from mains supplies are blended to produce an outflow
with a prescribed density and flow rate profile. The flowmeter, thermometer
and salinity cell provide data to the Raspberry Pi, which is part of the
electronics at the top. It runs a closed-loop control algorithm to adjust the
solenoid valves as required. The two pressure reducing valves reduce the
pressure to 0.8 bar to avoid overpowering the control valves. The two non-
return valves prevent the salty mixed water from coming into contact with
the other valves, which would corrode the brass body of the fresh control
valve. The assembly is mounted on a perspex board on an aluminium frame.
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Wireless
router
Raspberry Pi Printed circuit board
24V transformer
for control valves
Cables to flowmeter, thermometer and salinity cell
Figure A.2: Mixer tap electronics. The control algorithm runs on the
Raspberry Pi, which interfaces with the valves and sensors via the printed
circuit board. The user connects to the Raspberry Pi wirelessly from a
desktop computer using SSH. The electronics are mounted above the pipe-
work on a perspex board and are protected by a perspex cover.
example, a quadratic profile below a sharp interface with a constant density
layer above in a trapezium-shaped tank, which is a configuration found in
the oceans.
The hardware design and build was completed by Zhang, although I
added pressure reducing valves, in response to the solenoid valves strug-
gling against mains water pressure, and a printed circuit board (shown in
figure A.4), to complement a more robust casing, with the support of techni-
cians at the University of Bristol. Zhang produced driving software in C that
controlled the valves and read the sensors, but did not support closed-loop
operation. I added the ability to specify a desired density stratification for
a specified cross-sectional area of the tank, both in terms of the height in
the tank, with a closed-loop control algorithm. The input files are written in
XML, interpreted in C using Libxml2 (Veillard, 2012a, version 2.8.0), with
a web page wizard to generate the files, using the same technologies as for
260
A. Mixer Tap A.1. Description
Salt water supply Fresh water supply
Mixed outflow to tank
Pressure reducing valve Pressure reducing valve
Control valve Control valve
Non-return valve Non-return valve
Flowmeter
Thermometer
Salinity cell
Figure A.3: Schematic diagram of the mixer tap. The flow rates of input
salt water and fresh water are controlled by a Raspberry Pi to produce a
mixed outflow of a specified density and flow rate. The flowmeter, thermo-
meter and salinity cell provide data to the closed-loop control algorithm on
the Raspberry Pi to regulate the valves.
the wave maker (see section 3.3.5).
One of several modifications to Zhang’s code to improve usability is in
the calibration of the salinity cell, which calculates the density from the
temperature and the measured resistance between the two electrodes. During
calibration the density of samples is determined using an independent density
meter, and the resistance and temperature are the readings taken from the
mixer tap apparatus. Zhang’s procedure calculated the salinity from the
measured density, and from that the resistivity; the resistivity was calibrated
to resistance using a linear relation with two empirical coefficients. These
calculations had to be performed by the user in a spreadsheet. Instead, the
density is now calibrated directly against the resistance using a fourth-order
polynomial, which also compensates for the temperature automatically. The
program calculates the coefficients from a least squares fit of input calibration
data. Because the resistance and density both vary with temperature, the
polynomial is correct for 20 ◦C with the other values mapped onto 20 ◦C
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A. Mixer Tap A.2. Performance
Table A.1: Coefficients for calculating the temperature-corrected density
using equation (A.2).
Coefficient Value
A -4.10926087704389E+01
B 1.04370047265961
C 2.63427406700808
D -2.66867826579825E-03
E -2.90965507645295E-02
F 2.42827405144111E-05
accordingly. The resistance R for other temperatures T is approximated
using the linearisation
dR
dT
= αR =⇒ R(20) = R(T )(1 + α(T − 20)), (A.1)
where α is the temperature conductivity coefficient, which Mäntynen (2001)
found to be 0.021. Using data from Haynes et al. (2014), the constants for
the linearisation of the density ρ correction were found to depend on the
salinity, so the second-order Taylor-like expansion,
ρ(T ) = A+Bρ(20) + (C +Dρ(20))T + (E + Fρ(20))T 2, (A.2)
is used. The six coefficients A to F are determined using data from same
source and listed in table A.1. The formula can be inverted to give the
equivalent density at 20 ◦C,
ρ(20) =
ρ(T )−A− CT − ET 2
B +DT + FT 2
. (A.3)
A.2 Performance
To test the mixer tap, a cuboidal tank of constant cross-sectional area
1.416 m2 was filled to a depth of 0.4 m with a requested linear stratifica-
tion at a constant flow rate of 0.126 m3 h−1 using the automatic control.
The produced stratification is plotted in figure A.5, which shows both the
density indicated by the mixer tap in red (sampled every 3 s) and the density
according to an external density meter obtained by pipetting samples from
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Figure A.5: Stratification produced by mixer tap for a requested linear
stratification for cuboidal tank of uniform cross-sectional area 1.416 m2 at
a flow rate of 0.126 m3 h−1. The requested density is shown in blue, the
output indicated by the mixer tap in red (sampled every 3 s) and samples
determined by a separate density meter in black; the circles indicate the
sample points. The output indicated by the salinity cell is on average linear,
but very noisy. However, the samples tested in the density meter somewhat
disagree with two piecewise linear sections and fairly unstratified zones else-
where. The Raspberry Pi froze on several occasions, the longest of which
was 12 minutes at a depth of 0.22 m.
the tank every 2 cm after the filling was finished in black. The fluid entered
the tank via a pipe at the bottom, so the density in the input file was an
increasing function of z.
On average, the output density indicated by the mixer tap salinity cell
matched the requested input, although with large variations once the tank
depth had reached 0.13 m. However, the samples taken for the density meter
suggest a piecewise linear stratification with partially mixed layers in the top
0.15 m and between 0.22 m and 0.35 m.
The top mixed layer, which formed when the water was shallow, indicates
that a significant amount of turbulent mixing took place. So, more needed
to be done to dissipate the momentum, such as extra reticulated foam blocks
to straighten the flow. Alternatively, a nonlinear target density profile could
be specified to counteract this effect. If deemed necessary, the program could
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be modified to give the user the option to specify the flow rate directly too,
although it is currently recommended to modify the density profile.
After this point, a good linear stratification was formed until the second
mixed layer occurred, the cause of which is unclear. A possible explanation is
that the mixer tap froze for 12 minutes around the start of this section, shown
by a perfectly straight line for the indicated output density, during which
time no data was recorded and it is likely the control valves did not move.
This goes some way to explaining this mixed layer, but not its large extent.
Several other freezes occurred, most notably around 0.13 m, indicating that
the Raspberry Pi is not powerful enough to maintain the control algorithm
for the mixer tap.
A possible reason for the noisy, and perhaps inaccurate, readings from
the salinity cell is resonance in the hardware generated by the electromagnets
in the control valves oscillating at the frequencies of the pulse-width modu-
lated (PWM) signals required to control them. Occasionally, the non-return
valve makes a loud noise as its spring oscillates at its resonant frequency;
meanwhile, the indicated density also shows a significantly higher level of
variability. The problem correlates with wider openings of the salt valve,
perhaps because of corrosion from the concentrated salt water causing the
valve to stick. It is possible that using ceramic valves could reduce the
problem.
A.3 Outlook
Although it has been proven to work, the mixer tap was never used to fill the
main tank during this project, despite being used by several undergraduate
students at the University of Bristol. A related, new apparatus for produ-
cing stratifications is planned for the G. K. Batchelor Laboratory, DAMTP,
University of Cambridge; it will use gear pumps to transfer fresh and salt
water from two large settling buckets, instead of the proportional solenoid
valves, which rely on mains water pressure. There are three key advantages
of these modifications: first of all, letting the fresh and salt water equilibrate
to laboratory temperature before mixing reduces double-diffusive layering;
secondly, dissolved air, which is naturally present in tap water, is allowed
to escape before reaching the main tank, reducing turbulent mixing; and
finally, the gear pumps should avoid exciting the system at high frequencies,
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improving the reliability of data from the salinity cell. In addition, the sys-
tem will be controlled from a more powerful desktop computer, so the CPU
will work further within its capabilities, reducing the chance of freezes.
To improve the reliability of the salinity cell, the gear pumps should be
mounted separately from the salinity cell, with plastic hoses connecting them,
to reduce the transmission of vibrations. The Wheatstone Bridge is generally
considered a more robust method than a voltage divider for determining the
potential difference across a cell, and is widely used in commercial salinity
meters, so should be included instead on the new circuit board.
The software will need porting to the new hardware and operating sys-
tem, which is most likely to be Microsoft Windows. In addition, a thorough
investigation of the differences between the requested and produced stratific-
ations could allow the mixer tap to adjust its output to automatically coun-
teract these effects. Such potential improvements exhibit the huge power
that is unlocked by introducing computers to new places in the laboratory.
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