In general, when a quasi-Newton method is applied to solve a system of nonlinear equations, the quasi-Newton direction is not necessarily a descent direction for the norm function. In this paper, we show that when applied to solve symmetric nonlinear equations, a quasi-Newton method with positive definite iterative matrices may generate descent directions for the norm function. On the basis of a Gauss-Newton based BFGS method [D. H. Li and M. Fukushima, SIAM J. Numer. Anal., 37 (1999), pp. 152-172], we develop a norm descent BFGS method for solving symmetric nonlinear equations. Under mild conditions, we establish the global and superlinear convergence of the method. The proposed method shares some favorable properties of the BFGS method for solving unconstrained optimization problems: (a) the generated sequence of the quasi-Newton matrices is positive definite; (b) the generated sequence of iterates is norm descent; (c) a global convergence theorem is established without nonsingularity assumption on the Jacobian. Preliminary numerical results are reported, which positively support the method.
Introduction. Let F : R
n → R n be continuously differentiable. A general quasi-Newton method for solving the system of nonlinear equations If in (1.2), matrix B k is replaced by F (x k ), the Jacobian of the function F at x k , the method reduces to the well-known Newton method. An attractive feature of a quasiNewton method is its local superlinear convergence property without computation of Jacobians. To enlarge the convergence domain of a quasi-Newton method, line search technique or trust region strategy can be exploited. In this paper, we use a backtracking line search technique to globalize a quasi-Newton method.
A line search step at iteration k of an iterative method determines a scalar λ k > 0 which satisfies
The next iterate is then determined by letting x k+1 = x k + λ k d k . The scalar λ k is called the steplength. Let θ be the norm function defined by
Then the nonlinear equation problem (1.1) is equivalent to the following global optimization problem: min θ(x), x∈ R n , (1.5) and condition (1.3) is equivalent to
An iterative method that generates a sequence {x k } satisfying (1.3) or (1.6) is called a norm descent method. If d k is a descent direction of θ at x k , then inequality (1.6) holds for all λ k > 0 sufficiently small. Accordingly, the related iterative method is a norm descent method. In particular, Newton's method with line search is norm descent. For a quasi-Newton method, however, d k may not be a descent direction of θ at x k even if B k is symmetric and positive definite. To globalize a quasi-Newton method, Li and Fukushima [6] proposed an approximately norm descent line search technique and established global and superlinear convergence of a Gauss-Newton based BFGS method for solving symmetric nonlinear equations. The method in [6] is not norm descent. In addition, the global convergence theorem is established under the assumption that F (x) is uniformly nonsingular.
The purpose of this paper is to develop a norm descent Gauss-Newton based BFGS method. We adjust the steplength and the search direction simultaneously so that the generated iterate sequence satisfies (1.6). We update B k by combining a modified BFGS formula [7] or the cautious BFGS update rule with the GaussNewton based BFGS method [6] such that B k+1 inherits positive definiteness of B k no matter whatever line search is used. Under mild conditions, we establish a global convergence theorem which shows that there exists an accumulation point that is a stationary point of problem (1.5) even if F (x) is singular everywhere. We also get the superlinear convergence of the proposed method.
In the next section, we describe how to generate a quasi-Newton direction that is descent for θ. We also state the steps of the proposed method. In section 3, we establish the global and superlinear convergence of the proposed method. In section 4, we present some numerical results.
Descent direction in a quasi-Newton method.
In this section, we describe a way to generate a descent quasi-Newton direction for θ and then propose a norm descent BFGS method for solving (1.1). We assume that the function F is continuously differentiable, and its Jacobian F (x) is symmetric for every x ∈ R n . Recall that in Newton's method, the Newton direction is a solution of the Newton equation
In the case where the solution set of (2.1) is empty, instead of solving (2.1), we may solve the least squares problem
to get a direction d k , which results in the so-called Gauss-Newton equation
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Here we have used the symmetry of F (x k ). On the other hand, if F (x k ) is nonsingular, (2.2) is equivalent to (2.1). In [6] , a Gauss-Newton based quasi-Newton method was proposed in which the quasi-Newton direction is the solution of the following system of linear equations:
where B k is an approximation of matrix F (x k ) 2 , andq k is an approximation of vector F (x k )F (x k ). Specifically, let λ k−1 be the steplength used at the previous iteration. Then, vectorq k is defined bȳ
and matrix B k is updated by the BFGS formula
where .3) may not be a descent direction of θ at x k when x k is far away from a solution of (1.1), it is generally not possible to get a steplength λ k > 0 satisfying (1.6). Taking this into account, Li and Fukushima [6] proposed a nondescent line search in which the steplength λ k > 0 satisfies the following inequality:
where σ 1 and σ 2 are positive constants, and k > 0 satisfies
Since k is small, {x k } is approximately norm descent.
The purpose of this paper is to develop a norm descent BFGS method. In other words, we want to construct a system of linear equations like (2.3) such that its solution provides a descent direction of θ at x k .
Observe that
Accordingly, the solution of (2.3)
This observation prompts us to regard λ k−1 as a parameter. When this parameter is adjusted to be small enough, the solution of (2.3) is a descent direction of θ at x k . The following process gives details to realize it.
Let
Consider the system of linear equations with parameter λ: 
holds for all λ > 0 sufficiently small. Proof. It is clear that
Therefore, we get from (2.7) that
Since F (x k ) is symmetric and F (x k )F (x k ) = 0 as x k is not a stationary point of (1.5), the last equality and the positive definiteness of B k imply (2.8). We turn to verifying (2.9). Notice that
However, the right-hand side of (2.9) is o(λ). Therefore, inequality (2.9) holds for all λ > 0 sufficiently small. Lemma 2.1 motivates us to find a descent quasi-Newton direction by adjusting parameter λ. Procedure 1. Let constant ρ ∈ (0, 1) be given. Let i k be the smallest nonnegative integer such that inequality (2.9) holds with λ = ρ
It is reasonable to let the scalar ρ i k be the steplength. However, this steplength may be very small if i k is large. To enlarge steplength, we exploit the following forward procedure.
Procedure 2. Let i k and d k be determined by Procedure 1. 
which corresponds to (2.5) with k = 0. It is also easy to see that if λ k = 1, then
Notice that Procedure 1 generates a direction d k which satisfies
. Based on the above process, we propose a norm descent Gauss-Newton based BFGS method as follows.
Algorithm 1 (a descent BFGS method). Initial Let B 0 ∈ R n×n be symmetric and positive definite. Let x 0 ∈ R n . Set k = 0.
Step 1 Determine d k and λ k by Procedures 1 and 2. Let
Step 2 Update B k to get B k+1 by the modified BFGS formula
where
is bounded if t is in a bounded set.
Step 3 Let k := k + 1 and go to Step 1.
In Step 2 of Algorithm 1, we use a modified BFGS update formula instead of the ordinary BFGS formula. The modified BFGS update formula was proposed by Li and Fukushima [7] , where φ(t) = µt with some constant µ > 0. A favorable property for this modification is that B k+1 inherits positive definiteness of B k whatever line search is used [7] . Indeed, it is not difficult to get that
which is sufficient to guarantee positive definiteness of B k+1 as long as B k is positive definite. Suppose that {x k } is contained in a bounded set at which F is continuously differentiable. It is not difficult to deduce that
where M > 0 is an upper bound of φ( F (x) ) and L > 0 is a Lipschitz constant of F . Inequalities (2.15) and (2.16) imply that [8] . The steps of the related BFGS algorithm is stated as follows.
Algorithm 2 (a descent cautious BFGS method). Initial Let B 0 ∈ R n×n be symmetric and positive definite. Let x 0 ∈ R n . Set k = 0.
Step
Step 2 Update B k to get B k+1 by the cautious BFGS formula
where γ k and φ are the same as those in Algorithm 1.
The only difference between Algorithms 1 and 2 is the update formula. The cautious BFGS method possesses similar properties of the modified BFGS method. For details, we refer to [8] .
3. Global and superlinear convergence. In this section, we prove the global and superlinear convergence of Algorithm 1. The global convergence of Algorithm 2 can be obtained in a similar way. Without specification, we let {x k } and {B k } stand for the sequences of iterates and matrices generated by Algorithm 1, respectively. The following lemma is straightforward from Algorithm 1.
Lemma 3.1. The sequence {θ(x k )} is strictly decreasing. In addition, the following inequalities hold:
We summarize the condition needed for the global convergence of Algorithm 1 as follows.
Assumption A.
(i) The level set
(ii) Function F is continuously differentiable on Ω, and F (x) is symmetric for every x ∈ Ω.
It is clear that under condition (i) in Assumption A, sequence {x k } ⊂ Ω is bounded.
We are going to establish a global convergence theorem of Algorithm 1 to show that under Assumption A, there exists an accumulation point of {x k } which is a stationary point of (1.5), namely,
It is easy to see from Lemma 
hold for at least k/2 many i ≤ k. Inequalities (3.5) together with (2.13) imply that there are at least k/2 many i ≤ k satisfying
We now prove the global convergence of Algorithm 1. Dividing both sides of (2.12) by λ k and then taking limits as k → ∞ with k ∈ K 1 , we get
On the other hand, taking the inner product with d k in (2.13), we get
Taking limits in both sides as k → ∞ with k ∈ K 1 yields
This together with (3.8) implies that d * = 0. It then follows from (3.6) that lim k∈K1 q k = 0, which together with (3.7) yields a contradiction with (3.3). The contradiction proves (3.2) .
Remark. In [2] the global convergence of Broyden's class of variable metric methods except for DFP was proved. The proof there depends on the convexity of the objective function. A similar result was obtained by Powell [10] when the BFGS method is applied to convex minimization problems. For nonconvex minimization problems, no theory exists to support the global convergence of the BFGS method. Downloaded 08/02/13 to 158.132.161.50. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php On the contrary, an example has been constructed [3] recently, which shows that the ordinary BFGS method with the Wolfe line search may fail to converge to a stationary point of a nonconvex unconstrained minimization.
On the other hand, a modified BFGS method was proposed by Li and Fukushima [7] . In the modified BFGS method, the iterative matrix B k is always positive definite whatever line search is used as long as B 0 is positive definite. Moreover, a liminf result was obtained for nonconvex unconstrained minimization. Besides, another modified BFGS method called the cautious BFGS method was proposed by Li and Fukushima [8] . The cautious BFGS method also possesses global convergence in the sense lim inf k→∞ ∇f (x k ) = 0 when it is applied to min f (x). In both papers, the results were obtained without the requirement of nonsingular Hessian. These two papers show the possibility to improve the unconstrained minimization result by Byrd, Nocedal, and Yuan [2] and Powell [10] .
This paper adopts a similar updating technique as used in [4] and [5] . Consequently, we established Theorem 3.3, which shows that the iterative sequence has an accumulation point which is a stationary point of problem min θ(
2 . It may not be a solution of the nonlinear equation (1.1) 
Since {θ(x k )} converges, every accumulation point of {x k } is a solution of (1.1). By the nonsingularity of F (x * ) again, x * is an isolated limit point of {x k }. However, we have from (3.1) that x k+1 − x k → 0 as k → ∞. Therefore, the whole sequence {x k } converges to x * . In a way similar to the proof of Theorem 3.8 in [7] , it is not difficult to prove the superlinear convergence of Algorithm 1. We state the theorem as follows but omit the proof. 
Numerical results.
In this section, we test the proposed descent BFGS methods on nonlinear equation problems obtained from [6, 9] and the unconstrained optimization problems obtained from the website ftp://ftp.mathworks.com/pub/ contrib/v4/optim/uncprobs/. We call Algorithms 1 and 2 the DBFGS (descent BFGS) method and the CBFGS (cautious BFGS) method, respectively, and call the BFGS method based on the Gauss-Newton approach and the nondescent line search [6] the NBFGS (nondescent BFGS) method. Then we compare their performance.
The parameters are specified as follows. We take ρ = 0.1 and σ 1 = σ 2 = 10 Tables 1 and 2 . Table 3 gives the average performance of the three methods for solving nonlinear equation problems. The columns of the tables have the following meaning:
Dim: the dimension of the problem. Method: the name of the algorithm. Init: the initial point, namely, integer l in Table 1 All the three methods terminate at solutions of nonlinear equation problems for all tested starting points. However, for the 33 unconstrained optimization problems, all the three methods fail to converge to a solution for at least 10 problems. The numbers of problems for which the NBFGS method, the DBFGS method, and the CBFGS method fail to converge are 16, 19, and 12, respectively.
The numerical results show that for low dimensional problems, the performance of these three methods is not different very much. For most of the test problems, the DBFGS method and the CBFGS method perform better than the NBFGS method in the iteration number, but worse in the number of the function evaluation. However, for high dimensional problems (n = 200 in Tables 1 and 3) , both the DBFGS and the CBFGS methods perform much better than the NBFGS method in the iteration number as well as the number of the function evaluation. The maximum numbers of the inner iteration to generate a descent direction of a DBFGS method are generally very small. We also note that the performance of the DBFGS and CBFGS methods is almost the same if the both methods terminate regularly. For unconstrained optimization problems, the DBFGS method fails more frequently than the CBFGS method does.
In summary, the presented numerical results reveal that the DBFGS and CBFGS methods, compared with the NBFGS method, have potential advantages when applied to solve symmetric nonlinear equation whose function is not difficult to compute.
In Tables 1-3 , we simply denote the NBFGS method as the BFGS method. 
