We study a family of memory-based persistent random walks and we prove weak convergences after space-time rescaling. The limit processes are not only Brownian motions with drift. We have obtained a continuous but non-Markov process (Zt) which can be easely expressed in terms of a counting process (Nt). In a particular case the counting process is a Poisson process, and (Zt) permits to represent the solution of the telegraph equation. We study in detail the Markov process ((Zt, Nt); t ≥ 0).
1 The setting of persistent random walks.
1) The simplest way to present and define a persistent random walk with value in Z is to introduce the process of its increments (Yt, t ∈ IN). In the classical symmetric random walk case, this process is just a sequence of independent random variables satisfying IP(Yt = 1) = IP(Yt = −1) = 1 2 for any t ≥ 0. Here we shall introduce some short range memory in these increments in order to create the persistence phenomenon. Namely (Yt) is a {−1, 1}-valued Markov chain: the law of Yt+1 given Ft = σ(Y0, Y1, . . . , Yt) depends only on the value of Yt. This dependence is represented by the transition probability π(x, y) = IP(Yt+1 = y|Yt = x) with (x, y) ∈ {−1, 1}
2 :
The persistent random walk is the corresponding process of partial sums:
Yi with X0 = Y0 = 1 or − 1.
(1.1)
Let us discuss two particular cases:
• If α + β = 1, then increments are independent and therefore the short range memory disappears. (Xt, t ∈ IN) is a classical Bernoulli random walk.
• The symmetric case α = β was historically suggested by Fürth [7] and precisely defined by Taylor [14] . Goldstein [8] developed the calculation of the random walk law and clarified the link between this process and the so-called telegraph equation. Some nice presentation of these results can be found in Weiss' book [17] and [18] . This particular short memory process is often called either persistent or correlated random walk or Kac walks (see, for instance, [5] ). An interesting presentation of different limiting distributions for this correlated random walk has been given by Renshaw and Henderson [11] .
2) Recently, Vallois and Tapiero [15] studied the influence of the persistence phenomenon on the first and second moments of a counting process whose increments takes their values in {0, 1} instead of {−1, 1}. They obtained some nearly linear behaviour for the expectation. Using the transformation y → 2y − 1, it is easy to deduce that, in our setting, we have: An application to insurance has been given in [16] . It is actually possible to determine the moment generating function (see Proposition 6.4 in Section 6). Φ(λ, t) = IE[λ Xt ], (λ ∈ R * + ). However it seems difficult to invert this transformation; i.e. to give the law of Xt.
3) This leads us to investigate limit distributions. It is well-known that the correctly normalized symmetric random walk converges towards the Brownian motion. Let us define the time and space normalizations. Let α0 and β0 denote two real numbers satisfying: 0 ≤ α0 ≤ 1, 0 ≤ β0 ≤ 1.
(1.4)
Let ∆x be a positive small parameter so that:
where c0 and c1 belong to R (see in subsection 6.2 the allowed range of parameters). Let (Yt, t ∈ IN) be a Markov chain whose transition probabilities are given by the matrix: In this paper, we will aim at showing the existence of a normalization (i.e. to express ∆t in terms of ∆x) which depends on α0, β0, so that (Z ∆ s ) converges in distribution, as ∆x → 0. Our main results and the organization of the paper will be given in Section 2.
The main results

Case : ρ 0 = 1
Obviously ρ0 = 1 implies that α0 = β0 = 0, and the transition probabilities matrix is given as
In order to describe the limiting process, we introduce a sequence of independent identically exponentially distributed random variables (en, n ≥ 1) with IE[en] = 1. We construct the following counting process:
1 {λ 1 e 1 +λ 2 e 2 +...+λ k e k ≤t} , 
Proof. See Section 4.
Next, in Section 3, we investigate the process (Z ; t ≥ 0). In particular we prove that it is Markov, we determine its semigroup and the law of (Z ), t being fixed. This permits to prove, when c0 = c1, the well-known relation (cf. [18] , [5] , [8] , [9] ) between the solutions of the wave equation and the telegraph equation. For this reason the process (Z c 0 ,c 1 t ) will be called the integrated telegraph noise (ITN for short). We emphasize that our approach based on stochastic processes gives a better understanding of analytical properties. We will give in Section 5 below two extensions of Theorem 2.1 to the cases where (Yt) is 1) a Markov chain which takes its values in {y1, . . . , y k }, 2) a Markov chain with order 2 and valued in {−1, 1}.
Case
In this case, the limit process is Markov. We shall prove two kind of convergence results. The first one corresponds to the law of large numbers and the second one looks like functional central limit theorem. Recall that (Z ∆ t , t ≥ 0) is the linear interpolation of (Z ∆ t ) and ρ0 (resp. η0) has been defined by (1.8) (resp. (1.9)). Theorem 2.2. 1) Suppose that r∆t = ∆x with r > 0. ThenZ ∆ t converges to the deterministic limit −
converges in distribution to the process (ξ 0 t , t ≥ 0), as ∆x → 0, where
Proof. See Section 6.
Gruber and Schweizer have proved in [10] a weak convergence result for a large class of generalized correlated random walks. However these results and ours can be only compared in the case α0 = β0. (1 − ρ0) 2 = 0 ⇐⇒ α0 = 0 or β0 = 0. Suppose for instance that α0 = 0. Then β0, c0 > 0 and
Obviously, the diffusion coefficient of (ξ 0 t ) can also cancel when ρ0 = −1. Since ρ0 = −1 ⇐⇒ α0 = β0 = 1, then c0, c1 < 0 and
This shows that, in the symmetric case (i.e. c0 = c1), we have ξ 0 t = 0. This means that the normalization is not the right one since the limit is null. Changing the rescaling we can obtain a non-trivial limit. Proof. See subsection 6.3
Organization of the paper
The third section presents few properties of the process (Z c 0 ,c 1 t , t ≥ 0) which has been defined by (2.3). Theorem 2.1 will be proven in Section 4. Section 5 will be devoted to two extensions of Theorem 2.1. In subsection 6.1 we determine the generating function of Xt (recall that Xt has been defined by (1.1)). This is the main tool which permits to prove Theorem 2.2 and Proposition 2.3 (see subsections 6.2 and 6.3).
Properties of the integrated telegraph noise
The aim of this section is to study the two dimensional process (Z ; t ≥ 0) introduced in (2.2) and (2.3). In the particular symmetric case c0 = c1, the study is simpler since the process (N ) t≥0 will be called the integrated telegraph noise (ITN for short). Recall that: 
and the conditional distribution of Z is given by
3) The counting process takes odd values with probability: is given by
Corollary 3.2. In the particular symmetric case c0 = c1, the conditional density function of Z c 0 t given N c 0 t = n is the centered beta density, i.e.
).
Proof of Proposition 3.1. Associated with n ≥ 0 and a bounded continuous function f , we define
We introduce two sequences of random variables associated with (en):
By (3.8), (2.2) and (3.9) we obtain the simpler expression
Note that from our assumptions, ξ 
where Dt = R 2 + ∩ {y/c0 + x/c1 ≤ t}. Using the change of variable z = t − 2x/c1, we obtain 
Since ξ o k+1 and ξ e k are independent and gamma distributed with parameter k + 1 (resp. k), we get
This leads directly to (3.4) and (3.5).
Let us recall the definition of the modified Bessel functions:
is given by
where 
with
and δ1(dx) (resp. δ−1(dx)) is the Dirac measure at 1 (resp. −1). 
In the particular case
where
=n} ]. Using (3.2) and (3.3) we get
For the odd indexes, by (3.4) and (3.5) we get
with 
Next, we determine (in Proposition 3.8 below) the Laplace transform of the r.v. Z 
. In order to compute the t-derivative we shall decompose the increment of t → ∆(t) in a sum of two terms:
Since F (·, n) is continuously differentiable with respect to the variable z and t → Z c 0 ,c 1 t is differentiable (cf (2.3)), using the change of variable formula we obtain
Therefore lim
In order to study the limit of C h , we consider two cases: N 
Then, (3.16) and (3.17) clearly imply Lemma 3.7.
Let us introduce the two quantities:
(3.18) Since |Z c 0 ,c 1 t | ≤ t, then Le(t) and Lo(t) are well defined for any µ ∈ R. Note that µ → Le(t) (resp. µ → Lo(t)) is a Laplace transform. We have mentioned the t-dependency only because it will play an important role in our proof of Proposition 3.8 below.
Proposition 3.8. Let Le(t) and Lo(t) be defined by (3.18) . Then
Proof. Applying Lemma 3.7 with the particular function F (z, n) = e −µz 1 {n∈2 IN} , we have:
To sum up
We deduce the expressions of Le(t) and Lo(t):
The constants a± and b± are evaluated with the initial conditions:
Using (3.22), (3.23) and (3.24), Proposition 3.8 follows.
It is easy to deduce two direct consequences of Proposition 3.8. First, taking µ = 0 we obtain IP(N 
In the symmetric case, E equals µ 2 + c 2 0 , then
Let (Zt) be the symmetrization of (Z c 0 t ) which is defined by an initial randomization:
where ǫ is independent of Z c 0 t and IP(ǫ = ±1) = 1/2. Relation (3.25) implies
This identity has been obtained by Weiss in [18] .
Let
Then (cf [5] ) u is the unique solution of the wave equation
Proposition 3.11. The function
is the solution of the telegraph equation (TE)
This result can be proved using asymptotic analysis applied to difference equation associated with the persistent random walk [8] or using Fourier transforms [18] . Here we shall present a new proof. Proof of Proposition 3.11. Applying twice Lemma 3.7 to (z, n) → u(x, z) and (z, n) → ∂u ∂t (x, z)(−1)
n we obtain:
x,
Since u solves the wave equation we have
The function w is actually the solution of the telegraph equation. It is easy to prove that w satisfies the boundary conditions.
Let us note that Proposition 3.11 can be extended to the asymmetric case c0 = c1. In this general case the telegraph equation is replaced by a linear system of partial differential equations.
Remark 3.12. 1) In [5] , [9] , an extension of Proposition 3.11 has been proved. Let 
solves the abstract "telegraph equation":
2) In the same vein as [9] , Enriquez [6] has introduced processes with jumps to represent solutions of some linear differential equations and biharmonic equations in the presence of a potential term. Moreover useful references are given in [6] .
3) It is easy to deduce from Lemma 3.7 that the functions
are solutions of the general telegraph system (TS)
4 Convergence of the persistent walk to the ITN Suppose ρ0 = 1. The aim of this section is to prove the convergence of the interpolated persistent random walk towards the generalized integrated telegraph noise (ITN) i.e. Theorem 2.1. Let us start with preliminary results. First, let us recall that (Xn, n ∈ IN) is the persistent random walk starting in 0 defined by the increments process (Yn, n ∈ IN) (see Section 1) with transition probabilities
Let (T k ; k ≥ 1) be the sign changes sequence of times :
We put T0 = 0 and
Let Nt be the number of times over [0, t] so that the sign of (Yn) changes:
The definition of Nt implies that:
We suppose in this subsection that Y0 = −1. We deduce from the identities above:
By (4.2) we obtain:
Hence the equations (4.3), (4.4) and (4.5) permit to emphasize the bijective correspondence between (Xn; n ∈ IN) and (A k ; k ∈ IN). We introduce the normalization of (Xn; n ∈ IN) given by (1.7) with ∆x = ∆t:
Let us define:
Let us note that N 
In order to study the asymptotic behaviour of (Z ∆ s ) as ∆t → 0, we shall first prove the convergence in distribution of (∆tAj) j≥1 and (N ∆ s ) s≥0 . We recall that some random variable ξ is exponentially distributed with parameter λ > 0 if its density is given by Proof. Since (Yn) is a Markov chain, then the (A k ) are independent. First let us study the convergence in distribution of the sequence ∆tA 2k . We use the Laplace transform of ∆tA 2k : ϕ(µ) = IE[e −µ∆tA 2k ], µ ≥ 0. Since A 2k is geometrically distributed with parameter c1∆t, we obtain
The function ϕ(µ) converges for any µ ≥ 0 to the Laplace transform of some exponential law with parameter c −1
1 . This proves the convergence in distribution of ∆tA 2k . Concerning A 2k−1 the arguments are similar.
Let us recall that the counting process (N c 0 ,c 1 t , t ≥ 0) has been defined through the sequence of jumps (en; n ≥ 1) via (2.1), and (en; n ≥ 1) are i.i.d. and exponentially distributed. 
, where λ k has been defined by (2.2). where ⌊a⌋ denotes the integer part of a.
2) Set k ≥ 1. The event {N ∆ s = k} can be decomposed as follows:
This identity imply existence of a bounded Borel function ψ k : R k+1 → R so that
Since Φ k is continuous, the discontinuity points of ψ k are included in:
By Lemma 4.1, (∆tA1, . . . , ∆tA k+1 ) converges in distribution towards (λ1e1, . . . , λ k+1 e k+1 ) as ∆t → 0. Since the Lebesgue measure of U is null, the limit law does not charge U. We can conclude evoking for instance Theorem 14 p.247 in [3] ).
Let us formulate a straightforward generalization of Lemma 4.2. Proof. Let f : R → R be a continuous function which is bounded by M . Identities (4.8) and (4.5) 
Applying Lemma 4.2 and (3.8), we obtain for any k ≥ 0,
Moreover since f is bounded by M , we get
Suppose that k ≥ 1. Then, using the Markov inequality and the independence property of the random sequence (An, n ≥ 0), we obtain
where ϕj(µ) = IE[e −µ∆tA j ]. Since (Yn) is a Markov chain starting at Y0 = −1, for any j ≥ 1, A2j−1 (resp. A2j ) is geometrically distributed with parameter c0∆t (resp. c1∆t). According to (4.9) we get
By the same way, we have:
As a result, there exists 0 < r < 1 so that
We are now allowed to apply the dominated convergence theorem: Proof. We follow the approach developed in the proof of Proposition 4.4. Let f : R n → R be a bounded and continuous function. We have:
where the sum is extended to (k1, . . . , kn) ∈ IN n so that k1 ≤ k2 ≤ . . . Consequently sup
By choosing δ = ε/2 we get the tension criterium and so the convergence of the process (Z 
Two extensions of Theorem 2.1
First of all, the extensions presented in this section concerns the regime ∆x = ∆t.
The case when (Y t ) takes k values.
Let us introduce our parameters. Let k ≥ 2, y1, . . . , y k denote k real numbers, and (c(i, j); 1 ≤ i, j ≤ k) a matrix so that
We directly consider the asymptotic regime. Let (Yt) be a {y1, . . . , y k }-valued Markov chain, with transition probability matrix:
where ∆t > 0 is supposed to be small so that
Similarly to the case k = 2 and y1 = −1, y2 = 1, we are interested in the linear interpolation (Z " and jumps to y j ′ (j ′ = j) with probability
Remark 5.2. In the case k = 2, y1 = −1 and y2 = 1, then ((−1)
; t ≥ 0) (cf (2.1)) may be chosen as a realization of (Rt) when it starts at R0 = −1.
Proof of Theorem 5.1. We proceed as in the proof of Theorem 2.1 developed in Section 4. Let (Tn) n≥1 be the sequence of stopping times defined by (4.1). Then:
Recall that (Z ∆ s ; s/∆t ∈ IN) has been defined by (4.5) . From the relations above, it is easy to deduce:
Let us determine the limit distribution of (∆tT1, YT 1 ) as ∆t → 0. Set
Proceeding as in the proof of Lemma 4.1, we obtain:
Using standard analysis, we deduce that (∆tT1, YT 1 ) converges in distribution as ∆t → 0 to (e
.
As a result, e ′ 1 and U1 are independent, e ′ 1 is exponentially distributed with parameter 1/ P k l=1 c(i, l) and
Using the approach developed in Section 4, we can prove Theorem 5.1. The details are left to the reader.
The case when (Y t ) is a Markov chain of order 2.
Let (Yt) be a Markov chain with order 2. For simplicity we suppose that it takes its values in {−1, 1}. Obviously (Yt, Yt+1) t≥0 is a Markov chain with state space
Let π ∆ be the transition probability matrix:
where ∆t, c0, c1, p0, p1 > 0 and c0∆t, c1∆t, p0, p1 < 1. Let us introduce:
Recall that (Z ) is the counting process defined by (2.1), and
where ǫ is independent from (N 2) The fact that (Yt) is a Markov chain with order 2 does not modify drastically the limit. The limit process can be expressed in terms of processes of the type (Z α,β s ; s ≥ 0).
Proof of Theorem 5.3. 1)
We only consider the case Y0 = Y1 = 1. Let us define T1, T2 and T3 as follows:
Using the definition (cf (1.1)) of (Xt) we easely obtain:
whereXt equals either −1 or 0. Moreover, when T2 ≤ t < T3, we have:
According to (1.7), we can deduce:
(note that T2 − T1 is odd if and only if YT 2 = −1).
2) a) Proceeding as in the proof of Theorem 2.1, we can prove that ∆tT1 converges in distribution, as ∆t → 0, to e b) The distribution of T2 − T1 does not depend on ∆t. Moreover |X·| ≤ 1, then the limit of the length of the interval [∆tT1, ∆tT2] is null. We have
c) Using the strong Markov property, we easely show that (Z 
, where (Ru) is a continuous-time Markov chain which takes its values in {−1, 1} andR0 = 1. Moreover the dynamic of (Ru) is the following: (Ru) stays in 1 (resp. −1) an exponential time with parameter 1/c1 (resp. 1/c0) and moves to −1 (resp. 1) with probability v1 (resp. v0). Note that (Ru) is allowed to stay in the same site. It is classical (cf [12] ) to prove that (Ru) u≥0 6 Convergence of the persistent random walk towards the Brownian motion with drift
In subsection 6.1 below we determine the generating function of Xt, where Xt is the persistent random walk defined by (1.1) . This allows to prove Theorem 2.2 and Proposition 2.3 in subsections 6.2, 6.3.
The moment generating function of X t
Let us recall that the increments process (Yt, t ∈ N) is a Markov chain valued in the state space E = {−1, 1}. Its transition probability is given by
The persistent random walk (Xt, t ∈ N) is defined by the partial sum:
Yi with X0 = Y0 = 1 or − 1. 
Proof. Using the Markov property of (Yt) we have:
The second recursive formula involving (bt(j)) can be obtained similarly.
Let us define the moment generating function Φ(λ, t) = IE[λ Xt ], (λ > 0). We decompose Φ(λ, t) as Φ(λ, t) = Φ−(λ, t) + Φ+(λ, t), 
2) The moment generating function verifies the following induction equations:
Proof. Definition (6.1) implies that
Hence,
The proof of (6.7) is similar.
Lemma 6.3. Let f (λ, t) be equal to either Φ−(λ, t) or Φ+(λ, t), then
Proof. By (6.6), we get
Replacing t by t + 1 in (6.9), we obtain
Using successively (6.7), (6.10) and (6.9), we have:
The proof concerning f (λ, t) = Φ−(λ, t) is similar and is left to the reader.
In order to obtain the explicit form of Φ−(λ, t) and Φ+(λ, t) in terms of λ and t, it suffices to compute the roots ϑ− and ϑ+ of the following polynomial
Its discriminant equals
It is clear that
Consequently the roots of (6.11) are:
We deduce the following result. 
Proof. Suppose that X0 = Y0 = −1. Let us first determine the values of the generating function at time t = 0 and t = 1:
Moreover, using (6.6) and (6.7) with t = 0, we get
It is clear that Lemma 6.3 and Φ(λ, t) = Φ+(λ, t) + Φ−(λ, t) implies that Φ(λ, t) satisfies (6.8). Then (6.15) follows by standard arguments. The second case X0 = Y0 = 1 can be proved in a similar way.
Proof of Theorem 2.2
We keep the notations given in Section 1. Let α0 and β0 be two real numbers in [0, 1]. Let ∆x be a small space parameter so that:
where c0 and c1 belong to R. Note that α0 > 0 (resp. β0 > 0) implies that α0 + c0∆x > 0 (resp. β0 + c1∆x > 0) when ∆x is small enough. If α0 < 1 (resp. β0 < 1), similarly α0 + c0∆x < 1 (resp. β0 + c1∆x < 1) as soon as ∆x is small. In the case α0 = 1 (resp. β0 = 1) c0 (resp. c1) has to be chosen in ] − ∞, 0]. We assume that the coefficients of the transition probability matrix π ∆ of the Markov chain (Yt) satisfy: 
converges in distribution to the Gaussian law with mean
and variance Proof. We shall prove the statement under the condition X0 = Y0 = −1. If X0 = Y0 = +1, the limit is obtained by changing the sign and replacing c0 (resp. c1) by c1 (resp. c0). 1) Let Φ(λ, t) be the generating function associated with Xt. In order to determine the limit distribution of Z ∆ t , let us introduce:
where IE−1 denotes the expectation when Y0 = −1. Observe that Applying (6.12) with α = α0 +δ and β = β0 +δ we have:
By (6.22) we get
It is clear that D admits the following asymptotic expansion, as ∆x → 0:
It is usefull to note that α0 and β0 can be expressed in terms of η0 and ρ0: α0 = 1 − η0 − ρ0 2 and β0 = 1 + η0 − ρ0 2 .
Let us compute A0, A1 and A2 using standard analysis: (1 − ρ0) 3 . (6.27)
As a result, B2 is a second order polynomial function with respect to the µ-variable: B2 = µ 2 B22 + µB21 + B20.
Identities (6.25), (6.26) and (6.27) imply: 2) The first order development suffices to determine the limit of φ(µ, t) as ∆x → 0. Indeed Consequently, the second term in (6.32) tends to 0. It is important to note that the initial condition X0 = Y0 = −1 disappears. Let us study the first term in the right hand side of
We have already observed that we may reduce to the case t/∆t ∈ IN; in this case we havẽ Z where Φ(λ, t) is the moment generating function associated with (Xt) (see the beginning of subsection 6.1). Recall that Φ(λ, t) is given by identity (6.15).
Note that: α = α0 + c0∆x = 1 + c0∆x, β = β0 + c0∆x = 1 + c0∆x.
Since α and β have to belong to [0, 1], this implies that c0 < 0. Recall that D, ϑ+ and ϑ− are the real numbers which have been defined by (6.12) resp. (6.14) (with λ = e −µ∆x ). We have: 
