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Abstract. We investigate in this paper a regularization property of a diffusion
on the Wasserstein space P2(T) of the one-dimensional torus. The control
obtained on the gradient of the semi-group is very much in the spirit of Bismut-
Elworthy-Li integration by parts formula for Brownian motions. Although the
general strategy is based on Kunita’s expansion as in Thalwaier and Wang’s
approach for diffusions on manifolds, the infinite-dimensionality of P2(T) is the
source of new issues, tackled among others using Lions’ differential calculus and
by the introduction of an idiosyncratic noise. The diffusion model studied in
this paper is adapted from the modified massive Arratia flow introduced by
Konarovskyi.
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0 Introduction
Recall the definition of the L2-Wasserstein space and of the W2 distance: given a Polish space
(E, E), equipped with the distance d, P2(E) denotes the set of probability measures on (E, E)
with finite second-order moment and for every µ, ν ∈ P2(E),
W2(µ, ν) := inf
pi∈Π(µ,ν)
[∫
E×E
d(x, y)2 dpi(x, y)
]1/2
,
where Π(µ, ν) is the set of probability measures on E × E with marginals µ and ν.
The aim of this paper is to get a gradient estimate for the semi-group of a diffusive stochastic
process (µt)t∈[0,T ] with values in P2(T), where T = S1 is the one-dimensional torus. Diffusive
processes on spaces of probability measures are seen as infinite-dimensional analogous of Eu-
clidean Brownian motions, in the following sense: on the one hand the large deviations in small
time are given by the Wasserstein distance and on the other hand the martingale term that arises
when expanding any smooth function φ of the measure argument along the process has exactly
the square norm of the Wasserstein gradient of φ as local quadratic variation. Two examples
of diffusions on P2(R) satisfying those properties are the Wasserstein diffusion of von Renesse
and Sturm [vRS09] and the modified massive Arratia flow introduced by Konarovskyi [Kon17b].
We expect that those stochastic processes have regularizing properties, as in finite-dimension:
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0.1 A diffusion on the Wasserstein space of the torus 2
e.g. Bismut-Elworthy-Li integration by parts formula for diffusions on Rd leads to a gradient
estimate for the associated semi-group [Bis81, Elw92, EL94]. We want to obtain the same type
of control over the derivatives of the semi-group associated to a diffusion (µt)t∈[0,T ] on P2(T).
The diffusion model that we will study in this paper is very much in the spirit of Konarovskyi’s
system of coalescing particles on R called modified massive Arratia flow (or shortly MMAF) that
we have already mentioned above, see [Kon17b, KvR18]. Let us briefly describe a method of
construction. First, we consider n particles (xi(t))t∈[0,T ], 1 6 i 6 n, starting from n distinct
points on the real line. Each particle moves like a Brownian motion independently of other
particles until it hits another one: after collision, both incident particles coalesce, i.e. they
form a unique and heavier particle. Thus the mass mi(t) of each particle evolves in time;
initially, the mass of each particle is 1n and at each collision, the mass of the new particle
is equal to the sum of the masses of the two incident ones. The heavier a particle is, the
lower its fluctuations: the quadratic variation of each particle is given by 〈xi, xi〉t =
∫ t
0
1
mi(s)
ds.
Denoting by µnt =
1
n
∑
i δxi(t) the empirical measure, Konarovskyi and von Renesse [Kon17b,
Kon17a, KvR18] proved that there is a subsequence of (µnt )t∈[0,T ],n>1 converging in law to a
limiting process (µt)t∈[0,T ] that owns diffusive properties; interestingly enough, it has moreover
the benefit to have a canonical representation in terms of a process of quantile functions. Put
it differently, define for each u ∈ [0, 1] xt(u) = inf{x ∈ R : µt((−∞, x]) > u} and look at the
L2[0, 1]-valued process (xt)t∈[0,T ]. For each u ∈ [0, 1], (xt(u))t∈[0,T ] is then a continuous real-
valued square integrable martingale understood as the trajectory of the random particle with
label u.
However, uniqueness in law of a MMAF remains so far an open question, see [KvR18]. It
has led the author to propose in previous papers [Mar18, Mar] an alternative model, replacing
the singular interactions between particles (happening only when they meet) by a smooth in-
teraction ϕσ . In that mollified model, particles never meet but tend to form aggregates of many
particles moving together and with ever lower fluctuations when the number of aggregating par-
ticles increases, see [Mar18]. When the length of the support of ϕσ tends to zero, we obtain again
a process satisfying all properties of a MMAF. In [Mar], a first smoothing property was proved
for that mollified model, namely that this infinite-dimensional diffusion restores uniqueness of
ill-posed McKean-Vlasov equations with drift functions unregular in the measure argument.
The model of diffusion on the Wasserstein space that we will study in this paper is a slight
modification of the one studied in [Mar]. There are two main differences: we consider a diffusion
on P2(T) instead of P2(R) and we add an idiosyncratic noise β to the model. Let us first
introduce this model and then explain the reasons of those slight modifications with respect to
previously studied models.
0.1 A diffusion on the Wasserstein space of the torus
In this paper, we consider the following equation:
xgt (u) = g(u) +
∑
k∈Z
fk
∫ t
0
ℜ(e−ikxgs(u)dW ks ) + βt, t > 0, u ∈ [0, 1]. (1)
The solution (xgt (u))t∈[0,T ],u∈[0,1] takes values in T, the one-dimensional circle which we some-
times identify with the interval [0, 2pi]. The initial condition g : [0, 1]→ T is a strictly increasing
function, seen as the quantile function of a probability measure µ0 on the torus. We give in Para-
graph I.1 a precise meaning to the notion of monotonicity and of quantile functions on the torus.
Roughly speaking, g is the restriction to [0, 1] of a strictly increasing C1-function g˜ : R→ R sat-
isfying the following pseudo-periodic assumption: for each u ∈ R, g˜(u+1) = g˜(u)+2pi. The flow
of the solution to (1) owns the property, shared with the modified massive Arratia flow, to pre-
serve the monotonicity of the initial condition. More precisely, the solution (xgt (u))t∈[0,T ],u∈[0,1]
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may be equivalently seen as a process (νgt )t∈[0,T ] with values in the Wasserstein space P2(T).
For each t ∈ [0, T ], νgt = Leb[0,1] ◦(xgt )−1. For every t ∈ [0, T ], the map u 7→ xgt (u) is strictly
increasing and is a canonical representative of the probability measure νgt .
Furthermore, (fk)k∈Z is a given real and deterministic sequence, typically of the form fk =
Cα
(1+k2)α/2
. The noise (W k)k∈Z = (Wℜ,k+iWℑ,k)k∈Z is a sequence of complex-valued independent
standard Brownian motions, so that equation (1) may be rewritten:
xgt (u) = g(u) +
∑
k∈Z
fk
∫ t
0
cos(kxgs(u))dW
ℜ,k
s +
∑
k∈Z
fk
∫ t
0
sin(kxgs(u))dW
ℑ,k
s + βt.
The noise (βt)t∈[0,T ] is a standard real-valued Brownian motion independent of (W k)k∈Z.
Let us compare the above model with the following equation studied in [Mar]:
ygt (u) = g(u) +
∫
R
f(k)
∫ t
0
ℜ(e−ikygs (u)dw(k, s)), (2)
where (w(k, t))k∈R,t∈[0,T ] is a complex-valued Brownian sheet on R× [0, T ]. The diffusive process
(xgt (u))t∈[0,T ],u∈[0,1] on P2(T) is a natural counterpart to the diffusion (ygt (u))t∈[0,T ],u∈[0,1], which
takes values in P2(R). The function f : R→ R in (2) is of the form fα(k) = Cα(1+k2)α/2 and it is
shown in [Mar] that for each time t ∈ [0, T ], the higher the exponent α is, the more regularity the
map u 7→ ygt (u) owns. We will see in Paragraph II.2 that this feature also holds for the sequence
(fk)k∈Z in SDE (1). Furthermore, the initial condition g and the sequence (W kt )k∈Z,t∈[0,T ] play
a similar role than g and the Brownian sheet (w(k, t))k∈R,t∈[0,T ] in equation (2). Actually, the
main differences between both processes are the fact that the torus replaces the real line and
the introduction of an additional noise β.
Why do we consider the torus instead of the real line? We will see that the control on the
first derivative of the semi-group is very dependent on the initial condition g. Among others,
we will need that the first derivative g′ exists and is positive everywhere; this is equivalent to
say that the associated measure νg0 has a density and that the density is positive everywhere
on the torus. We will prove that this feature is preserved by the flow of SDE (1), i.e. that νgt
also owns a density which is positive everywhere on the torus. The control on the gradient of
the semi-group tends to infinity when minu∈[0,1] g′(u) gets closer to zero. Secondly, we will use
on several occasions the fact that the measure νgt is compactly supported. Thereby, considering
measures on the torus enables us both to define measures with positive density on the whole
state space and to take benefit of the compact support.
Why do we add a noise β? The addition of β does not change dramatically the dynamics
of the process, since it acts on the whole system in the form of a translation independent of u.
Nevertheless, its role becomes crucial in the study of the semi-group associated to (1): its aim
is to add an extra layer of averaging in the definition of the measure of interest, essential to
observe a smoothing effect. We will refer to β as the idiosyncratic noise, according to the
McKean-Vlasov terminology, in contract with the common noise (W k)k∈Z. Precisely, we study
the semi-group associated not to the measure process (νgt )t∈[0,T ], but on the law of x
g
t with respect
to the randomness carried both by the initial condition and the idiosyncratic noise, namely
µgt = (Leb[0,1]⊗Pβ) ◦ (xgt )−1. (3)
In other words, since we assume that β and (W k)k∈Z are independent, it is equivalent to say
that µgt is the conditional law of x
g
t given (W
k)k∈Z. The stochastic process (µ
g
t )t∈[0,T ] satisfies
the following SPDE:
dµgt −
Cf + 1
2
∂2xx(µ
g
t )dt+ ∂x
(∑
k∈Z
fkℜ
(
e−ik · dW kt
)
µgt
)
= 0,
µgt
∣∣∣
t=0
= µg0,
(4)
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where Cf denotes
∑
k∈Z f2k . The noise β manifests in the additional term
1
2 in front of ∂
2
xx(µ
g
t ).
The introduction of the idiosyncratic noise β may seem rather artificial, but actually it is con-
sistent with the standard smoothing effects of finite-dimensional SDEs, see Paragraph 0.2. It is
also consistent with earlier results in SPDE theory. Indeed, let us rewrite equation (4) in terms
of an equation for the density (pgt )t∈[0,T ] associated to the measure (µ
g
t )t∈[0,T ]:
dpgt (v) = −∂v
(
pgt (v)
∑
k∈Z
fkℜ(e−ikvdW kt )
)
+ λ(pgt )
′′(v)dt,
with λ =
Cf+1
2 . Denis and Stoica showed in [DS04, DMS05] that the above equation is well-
posed (and they also gave energy estimates) if λ is strictly larger than a critical threshold,
namely λcrit =
Cf
2 . If we considered equation (1) without β-term, we would exactly obtain the
above equation with λ = λcrit. Therefore, it seems that adding a level of randomness is crucial
to get our estimate. Precisely, the step of the proof where we will take benefit from this noise
β is Lemma 47. We also refer to the second part of [Mar], where the author used the same idea
of adding a noise β in order to prove well-posedness of a perturbed McKean-Vlasov equation.
0.2 Bismut-Elworthy inequality: a regularization result
We prove in this paper a Bismut-Elworthy inequality satisfied by the measure-valued process
(µgt )t∈[0,T ] defined by (3). Roughly speaking, let us consider a bounded function φ : P2(T)→ R
that is continuous with respect to the Wasserstein distance and construct a semi-group (Pt)t∈[0,T ]
by letting Ptφ(µ
g
0) := E [φ(µ
g
t )], where µ
g
0 is the probability measure µ
g
0 = Leb[0,1] ◦g−1 associated
with the initial condition g. If g is sufficiently smooth, then we are able to differentiate Ptφ in
certain smooth directions h. This is the main result of the paper:
Theorem. Let φ : P2(T) → R satisfy some regularity assumptions, see Definition 9. Let
fk =
1
(1+k2)α/2
, with α ∈
(
7
2 ,
9
2
)
. Let g belong to C3+θ with θ > 0 and h ∈ C1. Then there is Cg
independent of h such that for every t ∈ (0, T ]∣∣∣∣∣ ddρ |ρ=0Ptφ(µg+ρh0 )
∣∣∣∣∣ 6 Cg ‖φ‖L∞t2+θ ‖h‖C1 . (5)
The above theorem will be stated again with more precision, see Theorem 33. Importantly,
the control does not depend on the regularity assumptions we made on φ, but only on the L∞-
norm of φ. Also, we make assumptions on the regularity of g and h. It seems reasonable due to
the fact that our model is an approximation of modified massive Arratia flow, which is a highly
singular process; so, controls should be more difficult - or even impossible - to prove the lower
regularity we assume on g and h. We should point out that Cg depends polynomially on ‖g′′′‖L∞ ,
‖g′′‖L∞ , ‖g′‖L∞ and ‖ 1g′ ‖L∞ . The rate t−(2+θ) is not as good as the rate t−1/2 usually obtained for
finite-dimensional diffusions; we will comment on that fact at the end of this introduction, after
having first recalled previous results around Bismut-Elworthy-Li integration by parts formulae
and commented on usual applications.
Bismut-Elworthy inequality derives from an integration by parts formula for the heat semi-
group on Rn or on a compact manifold, obtained by Bismut [Bis81], Elworthy [Elw92] and
Elworthy-Li [EL94]. Roughly speaking, for a stochastic differential equation on Rn of type
dXt = σ(Xt)dWt + b(Xt)dt
with initial condition X0 = x0, Bismut’s integration by parts formula has the following form:
d(Ptφ)x0(v0) =
1
t
E
[
φ(Xt)
∫ t
0
〈Vs, σ(Xs)dWs〉
]
, (6)
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where Vs is a certain stochastic process starting at v0 (see [EL94]). Bismut-Elworthy inequality
is a corollary to that integration by parts formula and consists in estimating the right-hand-side
of (6). It provides a gradient estimate for the heat semi-group. Let us note that for the heat
equation on Rn, the upper bound for the gradient estimate is of order t−1/2. Bismut-Elworthy
inequality is part of the general framework of Malliavin calculus (see [Nor86, Nua06]), but it is
shown independently.
An important domain of application of Bismut-Elworthy inequality is geometry. The tech-
niques inspired by the works of Bismut, Elworthy and Li have led to the obtention of gradient
estimates for PDEs on manifolds, among others by Thalmaier, Wang and Arnaudon [Tha97,
TW98, ATW06]. Furthermore, Bismut-Elworthy inequality has led to get gradient estimates for
non-linear PDEs, for instance Kolmogorov backward equation or Forward-Backward equations,
see [Del03, Zha05]. The integration by parts formula is useful to compute price sensitivities,
so-called Greeks, in finance; e.g. in [FLL+99] the authors used Malliavin calculus techniques to
obtain an integration by parts formula and obtain better convergence rates than Monte-Carlo
methods. Bismut-Elworthy-Li integration by parts formula is also used in [MT06] to compute
Greeks. The work of Bismut, Elworthy and Li allows to improve numerical methods of reso-
lution of SDEs, since it provides a convergence rate for finite-dimensional approximations of a
solution.
The pioneer results of Bismut, Elworthy and Li have been extended to the case of SPDEs
in infinite-dimension. In a large survey [Cer01], Cerrai has recalled smoothing results for Kol-
mogorov equations in finite dimension and has extended Bismut-Elworthy formula to the case of
reaction-diffusion systems in bounded domains of Rn and of Kolmorogov equations on Hilbert
spaces, following results previously obtained in [DPEZ95]. For the reader interested in smooth-
ing properties of Kolmogorov equations in infinite dimension, let us mention Da Prato’s text-
book [DP04]. Recently, smoothing properties have been obtained for McKean-Vlasov equation:{
dXt = b(t,Xt, µt)dt+ σ(t,Xt, µt)dWt,
µt = L(Xt).
(7)
In [CM18], Crisan and McMurray have shown some integration by parts formulae, using Malli-
avin calculus, for the decoupled equation associated to (7), for derivatives in the directions of
both x and the measure variable. Using those integration by parts formulae, Crisan and McMur-
ray have obtained estimates on the derivatives of the density associated to the solution of the de-
coupled equation. Baños [Bn18] proved a Bismut-Elworthy-Li integration by parts formula when
both b and σ are continuously differentiable with bounded Lipschitz derivatives in both vari-
ables. Smoothing properties of the solution to (7) were also studied in [BLPR17, CdR20, CdRF]
and in [CCD19] for a forward-backward stochastic system of McKean-Vlasov type appearing in
the theory of Mean-Field Games.
0.3 An integration by parts formula up to a remainder
Since the proof of the above theorem is rather technical, we want to recap in this paragraph
the main steps of the method of proof, to compare it with the classical proof of Thalmaier and
Wang [Tha97, TW98], to highlight also the obstacles arising when applying that strategy. In
particular, we stress out the important role of the coefficient α, the role of the idiosyncratic
noise β and the reason why the - somehow deteriorated - rate of explosion of t−(2+θ) appears
in (5).
We follow the method of proof of [Tha97]. First, we consider the process (xg+ρtht )t∈[0,T ],
where we disturb the solution to equation (1) starting from g by modifying for each time t the
initial condition in the direction h. Using Kunita’s expansion [Kun90, Chap III, Thm 3.3.1],
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that process satisfies the following equation:
xg+ρtht (u) = g(u) +
∑
k∈Z
fk
∫ t
0
ℜ(e−ikxgs(u)dW ks ) + βt + ρ
∫ t
0
∂ux
g
s(u)
g′(u)
h(u)ds+ o(|ρ|)
when ρ tends to zero. Then, the idea is to write the term of order O(ρ) as a perturbation of the
noise W k. More precisely, we want to find a collection of C-valued adapted processes (λkt )t∈[0,T ],
k ∈ Z, such that
∂ux
g
s(u)
g′(u)
h(u) =
∑
k∈Z
fkℜ(e−ikx
g
s(u)λks) ∀s ∈ [0, T ], ∀u ∈ [0, 1], (8)
and such that
∑
k∈Z
∫ T
0 |λks |2ds is almost surely finite. Imagine for a while that such a collection
can be determined. Then we would apply Girsanov Theorem and would obtain the following
equality
E
[
φ(µg+ρtht )Eg,ρt
]
= E [φ(µgt )] , t ∈ [0, T ],
for a certain exponential martingale (Eg,ρt )t∈[0,T ]. Differentiating this equality at time ρ = 0, we
would finally get
t
d
dρ |ρ=0
Ptφ(µ
g+ρh
0 )− E
φ(µgt )∑
k∈Z
∫ t
0
ℜ(λksdW ks )
 = 0,
which is of the same form as Bismut-Elworthy-Li integration by parts formula (6) and which
easily leads to a gradient estimates with an explosion rate t−1/2.
However, the above strategy does not work, because we are not able to obtain a collection
(λkt )t∈[0,T ], k ∈ Z, satisfying (8). Let us explain why. In order to get a solution to (8), we
need to invert the Fourier series on the right hand side of (8). Recall that fk is of the form
fk =
1
(1+k2)α/2
and observe that it is ever more difficult to invert the right hand side of (8) when
α becomes larger and larger. Conversely, the larger α is, the smoother the map u 7→ xgs(u) is;
and we need this regularity on the left hand side of (8). It appears after some computations that
unfortunately, there is not an appropriate α in order to get the L2-integrability of (λ
k
t )t∈[0,T ],
k ∈ Z.
Thus, we regularize the left hand side of (8) and apply the above-described strategy to
the mollified term. Then, we will have to control the remainder term which appears due to the
mollification. To deal with that remainder term, we will apply another Girsanov transformation,
using this time the noise β. Therefore, we will finally get an integration by parts formula up to
a remainder term, which leads to inequality (5).
The prize we pay with this regularizing strategy is the deterioration of the explosion rate,
which is of order t−2−θ instead of t−1/2 for the heat semi-group. Obviously, it is not integrable,
which may be a serious drawback for practical applications. Still, it should not come as a
surprise: as alluded to in the discussion on equation (4) above, our model is not elliptic; in this
regard the non-diffusive rate obtained in (5) is reminiscent of the rates that may be observed in
finite-dimensional hypoelliptic SDEs, see for instance [KS84, KS85, KS87]. We should note for
the interested reader that the author improves this rate of explosion up to t−1−θ, at the prize
of assuming C4+θ-regularity on g and h. The argument is based on an additional interpolation
method based on formula (16) given in Proposition 17. We do not give the proof of that result
in this paper but we refer to [Mar19, Chapter IV] for all the details and for an application to a
gradient estimate for an inhomogeneous SPDE with Hölder continuous source term.
7Organization of the paper
In Section I, we introduce important definitions and tools: among others, we give the definition
of a quantile function on the torus, we recall basic results on Lions’ differential calculus on
P2(R) and we define the class of functions on P2(R) on which we apply later the semi-group.
In Section II, we define our diffusion on the torus and study its properties of differentiability
and integrability. The core of the paper is Section III, in which we introduce the semi-group
associated to the diffusion process and prove a Bismut-Elworthy-like inequality. We gathered in
Paragraph III.2 the explanations on the different steps of the proof.
I Probability measures on the torus
Let T be the one-dimensional torus, that we will sometimes identify with the interval [0, 2pi]. Let
P(T) be the space of probability measures on the torus. We consider the L2-Wasserstein metric
WT2 on P(T), defined byWT2 (µ, ν) := infpi∈Π(µ,ν)
(∫
T2
dT(x, y)2 dpi(x, y)
)1/2
, where Π(µ, ν) is the
set of probability measures on T2 with first marginal µ and second marginal ν and where dT is
the distance on the torus: for every x, y ∈ R, dT(x, y) := infk∈Z |x− y − 2kpi|.
I.1 Density function and quantile function on the torus
We will construct later in this paper a diffusion on the torus T that preserves the relative
order of the particles, i.e. particles do not collide. This process will have a nice and canonical
representation as a process of quantile functions (or increasing rearrangement functions). Since
we consider here the torus, we should carefully define this notion: we will show that there
is a canonical way to associate to every probability measure µ ∈ P2(T) with positive density
everywhere on T an equivalence class of increasing and pseudo-periodic functions.
We start by defining the set of positive densities on the torus.
Definition 1. Let P+ be the set of continuous functions p : T→ R such that for every x ∈ T,
p(x) > 0 and
∫
T
p = 1. P+ can also be seen as the set of 2pi-periodic and continuous functions
p : R→ (0,+∞) such that ∫ 2pi0 p(x)dx = 1.
Let p ∈ P+ and x0 ∈ T be an arbitrary point on the torus. Define a cumulative distribution
function (c.d.f.) F0 : R→ R as follows: for each x ∈ R,
F0(x) =
∫ x
x0
p(y)dy. (9)
Since p is 2pi-periodic and
∫ 2pi
0 p = 1, F0 satisfies F0(x + 2pi) = F0(x) + 1 for each x ∈ R. It
follows from the continuity and fromthe positivity of p that F0 is a C1-function and for every
x ∈ R, F ′0(x) = p(x) > 0, so that F0 is strictly increasing. Therefore, the inverse function
g0 := F
−1
0 : R→ R is well defined. The following properties of g0 are straightforward:
- for every x ∈ R, g0 ◦ F0(x) = x and for every u ∈ R, F0 ◦ g0(u) = u;
- g0 is a strictly increasing C1-function and for each u ∈ R, g′0(u) = 1p(g0(u)) ;
- g0(0) = x0 and for every u ∈ R, g0(u + 1) = g0(u) + 2pi (we sometimes say that g0 is
pseudo-periodic);
- g′0 : R→ R is positive everywhere and is a 1-periodic function.
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Moreover, let us choose another point x1 on the torus and associate to x1 the c.d.f. F1
defined by F1(x) =
∫ x
x1
p for every x ∈ R. Then F1(x) =
∫ x
x1
p = F0(x) + c, where c :=
∫ x0
x1
p.
Therefore, for g1 := F
−1
1 , we get for every u ∈ R,
g0(u− c) = g0(F1 ◦ g1(u)− c) = g0(F0(g1(u)) + c− c) = g0 ◦ F0(g1(u)) = g1(u).
It becomes natural to define the following equivalence class:
Definition 2. Let j ∈ N\{0} and θ ∈ [0, 1]. Let Gj+θ be the set of Cj-functions g : R → R
such that ∂
(j)
u g is θ-Hölder continuous and such that for every u ∈ R, g′(u) > 0 and g(u+ 1) =
g(u) + 2pi. Let ∼ be the following equivalence relation on Gj+θ: g1 ∼ g2 if and only if there
exists c ∈ R such that g2(·) = g1(·+ c).
We denote by Gj+θ the set of equivalence classes Gj+θ/ ∼ and by g the equivalence class of
an element g of Gj+θ.
Proposition 3. There is a one-to-one correspondence between the set P+ and the set G1.
Proof. Let ι : P+ → G1 be the map such that for every p ∈ P+, g = ι(p) is the equivalence
class given by the above construction. We show that ι is one-to-one.
First, ι is injective. Indeed, let p1, p2 ∈ P+ such that ι(p1) = ι(p2). Let x0 ∈ T and define,
for i = 1, 2, Fi(x) =
∫ x
x0
pi(y)dy and gi = F
−1
i . Then by construction g1 = ι(p1) = ι(p2) = g2.
Therefore, there is c ∈ R such that g2(·) = g1(·+ c). Thus for every x ∈ R,
F1(x) = F1(g2 ◦ F2(x)) = F1(g1(F2(x) + c)) = F2(x) + c.
Thus F1 and F2 share the same derivative: p1 = p2.
Second, ι is surjective. Let g ∈ G1 and g be a representative of the class g. It is a C1-
function such that g′(u) > 0 for every u ∈ R and, since g(u + 1) = g(u) + 2pi for every u ∈ R,
g′ is 1-periodic. Define F := g−1 : R → R. In particular, F is a C1-function such that F ′ > 0
and for every x ∈ R, F (x+ 2pi) = F (x) + 1. Thus p := F ′ is a continuous function with values
in (0,+∞) and for every x ∈ R, p(x) = 1g′(F (x)) . Thus for every x ∈ R, p(x + 2pi) = p(x) and∫ 2pi
0 p = 1. Therefore p belongs to P+. We check that g = ι(p). Let x0 be an arbitrary point
in T and F0 be defined by (9) and g0 := F
−1
0 . Since F
′
0 = p = F
′, there is c ∈ R such that
F0(·) = F (·) + c. Therefore, g0(·) = g(· + c), whence g0 ∼ g. This completes the proof.
Remark 4. The map ι induces naturally a bijection between Gj+θ and P+ ∩ Cj+θ(R).
I.2 Differential calculus on the Wasserstein space
Let us recall a few results about differentiation of real-valued functions φ defined on P2(R).
We refer to [Lio], [CD18, Chap. 5] or [Car13] for a complete introduction to those differential
calculus.
Lions-derivative or L-derivative. Let (Ω,F ,P) be a probability space rich enough so
that for any probability measure µ on any Polish space, we can construct on (Ω,F ,P) a random
variable with distribution µ; a sufficient condition is that (Ω,F ,P) is Polish and atomless. Let
L2(Ω) be the set of square integrable random variables on (Ω,F ,P), modulo the equivalence
relation of almost sure equality. For any φ : P2(R) → R, we define φ̂ : L2(Ω) → R by
φ̂(X) = φ(L(X)), where L(X) denotes the law of X. If φ̂ : L2(Ω)→ R is Fréchet-differentiable,
we will denote by Dφ̂(X) its derivative at X and we will identify it with an element of L2(Ω).
Then Dφ̂ is independent of the choice of the probability space Ω (provided that Ω satisfies the
condition mentioned above): there is a measurable function ∂µφ(µ) : R→ R, called L-derivative
of φ, such that for every X with distribution µ, Dφ̂(X) = ∂µφ(µ)(X).
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Linear functional derivative. Basically, it is nothing but the notion of differentiability
we would use for φ : M(R) → R if it were defined on the whole M(R), where M(R) is the
linear space of signed measures on R. Note that a subset K of P2(R) is said to be bounded if
there is M such that for every µ ∈ K, ∫R |x|2dµ(x) 6 M . A function φ : P2(R) → R is said to
have a linear functional derivative if there exists a function
δφ
δm
: P2(R)×R→ R
(m, v) 7→ δφ
δm
(m)(v),
jointly continuous in (m, v), such that for any bounded subset K of P2(R), the function v 7→
δφ
δm(m)(v) is at most of quadratic growth in v uniformly in m for m ∈ K, and such that for all
m,m′ ∈ P2(R), φ(m′)− φ(m) =
∫ 1
0
∫
R
δφ
δm(λm
′ + (1− λ)m)(v) d(m′ −m)(v)dλ. Note that δφδm is
uniquely defined up to an additive constant only.
Link between both derivatives.
Proposition 5. Let φ : P2(R)→ R be L-differentiable on P2(R), such that the Fréchet derivative
of its lifted function Dφ̂ : L2(Ω) → L2(Ω) is uniformly Lipschitz-continuous. Assume also that
for each µ ∈ P2(R), there is a version of v ∈ R 7→ ∂µφ(µ)(v) such that the map (v, µ) ∈
R× P2(R) 7→ ∂µφ(µ)(v) is continuous.
Then φ has a linear functional derivative and for every µ ∈ P2(R),
∂µφ(µ)(·) = ∂v
{
δφ
δm
(µ)
}
(·).
I.3 Functions of probability measures on the torus
In order to study the flow of an SDE defined on the torus, we define in this paragraph an
appropriate class of functions φ : P2(R) → R satisfying both a periodicity and a regularity
assumption. First, φ should be constant on every equivalence class of measures on R having
same traces on T. Second, φ should be differentiable with bounded and Lipschitz-continuous
L-derivative. We show in this paragraph a periodicity property of the L-derivative of functions
φ belonging to that class.
Definition 6. Equivalence class on P2(R). We say that µ ∼ ν if for every A ∈ B[0, 2pi],
µ(A+ 2piZ) = ν(A+2piZ); in other words if the traces of µ and ν on the torus T are the same.
For every µ ∈ P2(R), we define µ˜ the measure satisfying µ˜(A) = µ(A + 2piZ) for every
A ∈ B[0, 2pi]. Clearly, µ˜ belongs to P(T) and µ˜ = ν˜ for every µ ∼ ν.
Definition 7. We say that a function φ : P2(R) → R is T-stable if φ(µ) = φ(ν) for every
µ, ν ∈ P2(R) such that µ ∼ ν. In particular, φ induces a map from P(T) to R.
Remark 8. The reason why we consider T-stable functions φ : P2(R) → R and not directly
functions from P2(T) to R is that we want to make use of Lions’ differential calculus on P2(R).
For every x ∈ R, let {x} be the unique number in [0, 2pi) such that x−{x} ∈ 2piZ. For each
X ∈ L2(Ω), we construct {X} ∈ L2(Ω), defined by {X}(ω) := {X(ω)}. For every A ∈ B[0, 2pi],
P [X ∈ A+ 2piZ] = P [{X} ∈ A+ 2piZ], whence we deduce that the laws L(X) and L({X}) are
equivalent in the sense of Definition 6. In particular, for every X ∈ L2(Ω), for every T-stable
function φ,
φ̂(X) = φ̂({X}). (10)
Let us quote two classes of examples of T-stable functions:
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- if h : R→ R is a 2pi-periodic function, the map φ : µ ∈ P2(R) 7→
∫
R h(x)dµ(x) is T-stable.
The 2pi-periodicity condition ensures that φ̂(X) = E [h(X)] = E [h({X})] = φ̂({X}).
- if h : R→ R is a 2pi-periodic function, the map φ : µ ∈ P2(R) 7→
∫
R2 h(x−y)d(µ⊗µ)(x, y)
is also T-stable. We have φ̂(X) = EE′[h(X −X ′)], where X ′ is an independent copy of X
defined on (Ω′,F ′,P′), copy of the probability space (Ω,F ,P).
In this paper, we will first prove the main result for a class of smooth functions φ before
extending it to every bounded continuous function. Define that space of smooth functions:
Definition 9. A function φ : P2(R) → R is said to satisfy the φ-assumptions if the following
three conditions hold:
(φ1) φ is T-stable, bounded and continuous on P2(R).
(φ2) φ is L-differentiable and supµ∈P2(R)
∫
R |∂µφ(µ)(x)|2dµ(x) < +∞.
(φ3) Dφ̂ is Lipschitz-continuous: there is C > 0 such that for every X,Y ∈ L2(Ω),
E
[
|Dφ̂(X) −Dφ̂(Y )|2
]
6 CE
[
|X − Y |2
]
.
Remark 10. It follows from (φ2) that φ̂ is a Lipschitz-continuous function, by the following
computation:
|φ̂(X) − φ̂(Y )| =
∣∣∣∣∫ 1
0
E
[
Dφ̂(λX + (1− λ)Y ) (X − Y )
]
dλ
∣∣∣∣
=
∣∣∣∣∫ 1
0
E [∂µφ(L(λX + (1− λ)Y ))(λX + (1− λ)Y ) (X − Y )] dλ
∣∣∣∣
6
∣∣∣∣∣ supµ∈P2(R)
∫
R
|∂µφ(µ)(x)|2dµ(x)
∣∣∣∣∣
1/2
‖X − Y ‖L2(Ω).
Remark 11. Therefore φ̂ belongs to C1,1b (L2(Ω)), the space of bounded and Lipschitz continuous
functions on L2(Ω) whose derivative is also bounded and Lipschitz continuous on L2(Ω). Let
us mention that the inf-sup convolution method introduced by Lasry and Lions [LL86] allows
to construct, for each bounded uniformly continuous function ϕ defined on L2(Ω), a sequence
(ϕn)n of C1,1b (L2(Ω))-functions converging uniformly to ϕ on L2(Ω).
We want to show that every function φ satisfying the φ-assumptions has a 2pi-periodic L-
derivative. We first recall the following result, which applies more generally to every function
φ : P2(R)→ R with Lipschitz-continuous L-derivative.
Lemma 12. Let φ : P2(R) → R be a function satisfying the φ-assumptions. Then there is a
constant C > 0 such that for every µ ∈ P2(R), we can redefine ∂µφ(µ)(·) on a µ-negligible set
in such a way that for every v, v′ ∈ R,∣∣∂µφ(µ)(v) − ∂µφ(µ)(v′)∣∣ 6 C|v − v′|, (11)
and (µ, v) 7→ ∂µφ(µ)(v) is continuous at any point (µ, v) such that v belongs to the support of µ.
Furthermore, there is C > 0 such that for every µ ∈ P2(R), for every v ∈ R,
|∂µφ(µ)(v)| 6 C(1 + |v|) + C
∫
R
|x|dµ(x). (12)
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Proof. By [CD18, Proposition 5.36], inequality (11) is a consequence of assumption (φ3). The
proof of the continuity of (µ, v) 7→ ∂µφ(µ)(v) at any point where v belongs to the support of µ
is given in [CD18, Corollary 5.38]. Moreover, it follows by (11) that∣∣∣∣∂µφ(µ)(v)− ∫
R
∂µφ(µ)(v
′)dµ(v′)
∣∣∣∣ 6 ∫
R
∣∣∂µφ(µ)(v) − ∂µφ(µ)(v′)∣∣ dµ(v′)
6 C
∫
R
∣∣v − v′∣∣dµ(v′) 6 C|v|+ C ∫
R
∣∣v′∣∣ dµ(v′).
By assumption (φ2), | ∫R ∂µφ(µ)(v′)dµ(v′)| 6 (∫R |∂µφ(µ)(v′)|2dµ(v′))1/2 6 C. Thus we deduce
inequality (12).
Proposition 13. Let φ : P2(R)→ R be a function satisfying the φ-assumptions. Let µ ∈ P2(R).
Then, up to redefining ∂µφ(µ)(·) on a µ-negligible set, the map v 7→ ∂µφ(µ)(v) is 2pi-periodic.
Proof. Let X ∈ L2(Ω) be a random variable with distribution µ. For any Y ∈ L2(Ω) and for
any Z-valued random variable K, we have
d
dε |ε=0
φ̂(X + 2Kpi + εY ) = E
[
Dφ̂(X + 2Kpi) Y
]
= E [∂µφ(L(X + 2Kpi))(X + 2Kpi) Y ] .
Moreover, for any ε, φ̂(X + 2Kpi+ εY ) = φ̂(X + εY ) because L(X + 2Kpi+ εY ) ∼ L(X + εY ).
Therefore,
d
dε |ε=0
φ̂(X + 2Kpi + εY ) =
d
dε |ε=0
φ̂(X + εY ) = E [∂µφ(L(X))(X) Y ] .
Thus for any Y ∈ L2(Ω), E [∂µφ(L(X + 2Kpi))(X + 2Kpi)Y ] = E [∂µφ(L(X))(X)Y ]. We deduce
that for any Z-valued random variable K, almost surely,
∂µφ(L(X + 2Kpi))(X + 2Kpi) = ∂µφ(L(X))(X). (13)
First, assume that the support of µ = L(X) is equal to R. For every δ ∈ (0, 1),
let Kδ be a random variable on (Ω,F ,P) independent of X with a Bernoulli distribution of
parameter δ. Thus it follows from (13) that
1 = (1− δ) P
[
∂µφ(L(X + 2Kδpi))(X) = ∂µφ(L(X))(X)
]
+ δ P
[
∂µφ(L(X + 2Kδpi))(X + 2pi) = ∂µφ(L(X))(X)
]
.
We deduce that P
[
∂µφ(L(X + 2Kδpi))(X + 2pi) = ∂µφ(L(X))(X)
]
= 1 for any δ ∈ (0, 1). Since
the support of L(X) is equal to R, it follows from Lemma 12 that (ν, x) 7→ ∂µφ(ν)(x) is con-
tinuous at (µ, x) for every x ∈ R. Moreover L(X + 2Kδpi) tends in L2-Wasserstein distance to
L(X) = µ when δ → 0. So, there exists an event Ω˜ of probability one such that for every ω ∈ Ω˜
and every δ ∈ (0, 1)∩Q, ∂µφ(L(X+2Kδpi))(X(ω)+2pi) = ∂µφ(µ)(X(ω)). Thus for every ω ∈ Ω˜,
∂µφ(µ)(X(ω) + 2pi) = ∂µφ(µ)(X(ω)). Since P
[
Ω˜
]
= 1 and the support of µ is R, we deduce
that ∂µφ(µ)(x + 2pi) = ∂µφ(µ)(x) holds with every x in a dense subset of R. By continuity, of
∂µφ(µ)(·), the last equality holds for every x ∈ R. We deduce that ∂µφ(µ)(·) is 2pi-periodic.
Then, consider a general µ ∈ P2(R). Let Z be a random variable on (Ω,F ,P) independent
of X with normal distribution N (0, 1) and (an)n∈N be a sequence such that for all n ∈ N,
an ∈ (0, 1) and an →n→+∞ 0. For every n ∈ N, the support of the distribution L(X + anZ) is
equal to R. Thus for every n ∈ N, v 7→ ∂µφ(L(X + anZ))(v) is 2pi-periodic.
I.3 Functions of probability measures on the torus 12
By (11), the sequence of continuous functions (∂µφ(L(X + anZ)))n∈N is equicontinuous.
Furthermore, (12) implies that for every v ∈ [0, 2pi],
|∂µφ(L(X + anZ))(v)| 6 C(1 + |v|) + CE [|X + anZ|] .
Since (an)n∈N is bounded by 1 and X ∈ L2(Ω), there exists C > 0 such that for every n ∈ N
and for every v ∈ [0, 2pi]
|∂µφ(L(X + anZ))(v)| 6 C(1 + |v|) 6 C(1 + 2pi). (14)
Recall that v 7→ ∂µφ(L(X + anZ))(v) is 2pi-periodic for every n ∈ N. Thus the sequence
(∂µφ(L(X+anZ)))n∈N is uniformly bounded onR. By Arzela-Ascoli’s Theorem, up to extracting
a subsequence, (∂µφ(L(X + anZ)))n∈N converges uniformly to a limit u : R→ R. In particular,
u is a 2pi-periodic function.
Moreover, we prove that the following quantity tends to zero. Let Y ∈ L2(Ω).∣∣∣E [∂µφ(L(X + anZ))(X + anZ)Y ]− E [u(X)Y ] ∣∣∣
6
∣∣∣E [∂µφ(L(X + anZ))(X + anZ)Y ]− E [∂µφ(L(X + anZ))(X)Y ] ∣∣∣
+
∣∣∣E [∂µφ(L(X + anZ))(X)Y ]− E [u(X)Y ] ∣∣∣
6 CanE [|ZY |] +
∣∣∣E [∂µφ(L(X + anZ))(X)Y ]− E [u(X)Y ] ∣∣∣,
by inequality (11). Since ZY is integrable, CanE [|ZY |] →n→+∞ 0. Moreover, let us show
that |E [∂µφ(L(X + anZ))(X)Y ]− E [u(X)Y ]| →n→+∞ 0. Remark that (∂µφ(L(X + anZ)))n∈N
converges uniformly to u, hence it converges pointwise to u. Moreover, we have a uniform
integrability property. Indeed, by 2pi-periodicity of ∂µφ(L(X + anZ)) and by (14)
E
[
|∂µφ(L(X + anZ))(X)Y |3/2
]
6 E
[
|∂µφ(L(X + anZ))(X)|6
]1/4
E
[
|Y |2
] 3
4
= E
[
|∂µφ(L(X + anZ))({X})|6
]1/4
E
[
|Y |2
] 3
4
6 CE
[
|Y |2
] 3
4 .
Since Y is square integrable, supn∈N E
[
|∂µφ(L(X + anZ))(X)Y |3/2
]
< +∞. Thus the se-
quence (∂µφ(L(X + anZ))(X)Y )n∈N is uniformly integrable. By Fatou’s Lemma, if follows that
E
[
|u(X)Y |3/2
]
< +∞, thus we conclude that E [∂µφ(L(X + anZ))(X)Y ] →n→+∞ E [u(X)Y ].
Therefore,
E [∂µφ(L(X + anZ))(X + anZ)Y ]→n→+∞ E [u(X)Y ] .
On the other hand,
E [∂µφ(L(X + anZ))(X + anZ)Y ] = E
[
Dφ̂(X + anZ)Y
]
−→
n→+∞ E
[
Dφ̂(X)Y
]
because Dφ̂ is Lipschitz by assumption (φ3). We deduce that E [u(X)Y ] = E
[
Dφ̂(X)Y
]
for
every Y ∈ L2(Ω), hence almost surely, u(X) = ∂µφ(µ)(X). Recall that u is continuous and 2pi-
periodic. Therefore, up to redefining ∂µφ(µ)(·) on a µ-negligible set, v 7→ ∂µφ(µ)(v) is continuous
and 2pi-periodic.
Recall that we can associate to every µ ∈ P2(R) the measure µ˜ ∈ P(T), defined by µ˜(A) =
µ(A+ 2piZ) for every A ∈ B[0, 2pi].
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Corollary 14. Let φ : P2(R) → R be a function satisfying the φ-assumptions. Let µ ∈ P2(R)
be such that µ˜ has a density belonging to P+. Then there is a unique 2pi-periodic and continuous
version of ∂µφ(µ)(·). Furthermore, for every v ∈ [0, 2pi], ∂µφ(µ)(v) = ∂µφ(µ˜)(v).
Proof. Let X ∈ L2(Ω) with distribution µ. Then the law of {X} is µ˜, seen as an element of
P2(R) with support included in [0, 2pi]. Since µ˜ ∈ P+, the support of µ˜ is equal to [0, 2pi],
because the density of µ˜ is positive everywhere on [0, 2pi].
Furthermore, by equality (13) applied to K = 12pi ({X} − X), i.e X + 2Kpi = {X}, the
following equality holds almost surely: ∂µφ(L({X}))({X}) = ∂µφ(L(X))(X). By Proposi-
tion 13, ∂µφ(L(X))(·) is 2pi-periodic, so ∂µφ(L(X))(X) = ∂µφ(L(X))({X}). Since the support of
L({X}) is equal to [0, 2pi], we deduce that for every v ∈ [0, 2pi], ∂µφ(L(X))(v) = ∂µφ(L({X}))(v).
This shows that there is a unique 2pi-periodic and continuous version ∂µφ(L(X))(·).
Finally, in the light of Proposition 5, we prove that the linear functional derivative is also
2pi-periodic:
Proposition 15. Let φ : P2(R)→ R be a function satisfying the φ-assumptions. Let µ ∈ P2(R)
be such that µ˜ has a density belonging to P+. Then ∫
T
∂µφ(µ)(v)dv = 0. In other words,
v 7→ δφδm(µ)(v) is 2pi-periodic.
Proof. By Corollary 14, it is sufficient to prove that
∫
T
∂µφ(µ˜)(v)dv = 0. Let Y0 be a random
variable on (Ω,F ,P) with distribution equal to µ˜. Let p : R → R denote its density, extended
by 2pi-continuity. By assumption, p(v) > 0 for every v ∈ [0, 2pi], hence it holds for every v ∈ R.
Define the following ordinary differential equation:
Y˙t =
1
p(Yt)
,
with initial condition Y0. Denoting by F := x 7→
∫ x
0 p(v)dv and by g = F
−1 respectively the
c.d.f. and the quantile function associated to p, we have ddtF (Yt) = 1. Thus for every t > 0,
F (Yt) = F (Y0) + t and Yt = g(F (Y0) + t) = gt(F (Y0)), where gt(·) = g(· + t).
Fix t > 0. Since F (Y0) has a uniform distribution on [0, 1], Yt = gt(F (Y0)) implies that gt
is the quantile function of the random variable Yt. By Definition 2, gt ∼ g, thus we deduce
that the law of {Yt} is µ˜. Since φ is T-stable, φ̂(Yt) = φ̂({Yt}) = φ̂(Y0) for every t > 0. Thus
d
dt |t=0φ̂(Yt) = 0. Thus
0 =
d
dt |t=0
φ̂(Yt) = E
[
Dφ̂(Y0)Y˙0
]
= E
[
Dφ̂(Y0)
1
p(Y0)
]
=
∫
R
∂µφ(µ˜)(v)
1
p(v)
dµ˜(v) =
∫ 2pi
0
∂µφ(µ˜)(v)
p(v)
p(v)
dv =
∫ 2pi
0
∂µφ(µ˜)(v)dv,
since p is the density of the measure µ˜. The statement of the proposition follows.
II A diffusion model on the torus
Fix once and for all a final time T > 0.
Let (ΩW ,GW , (GWt )t∈[0,T ],PW ) be a filtered probability space satisfying usual conditions.
Define on this space a (GWt )t∈[0,T ]-adapted collection ((Wℜ,kt )t∈[0,T ], (Wℑ,kt )t∈[0,T ])k∈Z of inde-
pendent real standard Brownian motions on [0, T ]. We denote by W k· the C-valued Brownian
motion Wℜ,k· + iWℑ,k· . Let (Ωβ,Gβ , (Gβt )t∈[0,T ],Pβ) be another filtered probability space. Define
on this space a (Gβt )t∈[0,T ]-adapted standard Brownian motion (βt)t∈[0,T ]. Let (Ω0,G0,P0) be
another probability space rich enough to support G1-valued random variables with any possible
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distribution. We will denote by EB, EW and E0 the expectations respectively associated to Pβ,
P
W and P0.
Let us now define (Ω,G, (Gt)t∈[0,T ],P) the filtered probability space defined by Ω := ΩW ×
Ωβ × Ω0, G := GW ⊗ Gβ ⊗ G0, Gt := σ((GWs )s6t, (Gβs )s6t,G0) and P := PW ⊗ Pβ ⊗ P0. Without
loss of generality, we assume the filtration (Gt)t∈[0,T ] to be complete and, up to adding negligible
subsets to G0, we assume that G0 = G0.
II.1 Construction of a diffusion on the torus
Let us define the SDE that we will study in this paper.
Let f := (fk)k∈Z be a real sequence (indexed by Z). We say that f is of order α > 0 if there
are c > 0 and C > 0 such that c〈k〉α 6 |fk| 6 C〈k〉α for every k ∈ Z, where 〈k〉 := (1 + |k|2)1/2.
Let g be an element of G1, or equivalently a representative of a class g ∈ G1. Recall that g,
f and the Brownian motions β, (Wℜ,k)k∈Z and (Wℑ,k)k∈Z are real-valued. Define the following
SDE satisfied by the real-valued process (xgt )t∈[0,T ]: for every u ∈ R,
dxgt (u) =
∑
k∈Z
fk cos(kx
g
t (u))dW
ℜ,k
t +
∑
k∈Z
fk sin(kx
g
t (u))dW
ℑ,k
t + dβt,
with initial condition xg0 = g. Recalling the notation W
k· = W
ℜ,k
· + iW
ℑ,k
· , the SDE may be
rewritten:
dxgt (u) =
∑
k∈Z
fk ℜ
(
e−ikx
g
t (u)dW kt
)
+ dβt, (15)
with initial condition xg0 = g.
If f is of order α > 12 , then
∑
k∈Z f2k < ∞ and we can compute the quadratic variation of
the particle (xgt (u))t∈[0,T ], for a fixed u ∈ R:
d〈xg(u), xg(u)〉t =
∑
k∈Z
f2k
(
cos2(kxgt (u)) + sin
2(kxgt (u))
)
dt+ dt =
(∑
k∈Z
f2k + 1
)
dt.
In the following two propositions, we show that SDE (15) is well-posed, that its unique
solution is continuous, strictly increasing in u and that its regularity depends on the regularity
of the initial condition g and on α. Those statements are analogous to those for the diffusion
on the real line defined in [Mar].
Proposition 16. Let g ∈ G1 and f be of order α > 32 . Then for each u ∈ R, strong existence
and pathwise uniqueness hold for equation (15). Furthermore, there is a unique version of the
solution in C(R × [0, T ]). Moreover, PW ⊗ Pβ-almost surely, for every u ∈ [0, 1], (xgt (u))t∈[0,T ]
satisfies SDE (15) and for every t ∈ [0, T ], u 7→ xgt (u) is strictly increasing.
Proof. Strong existence and uniqueness hold by a fixed-point argument: we refer to the proof
of [Mar, Prop. 3]. The additional Brownian motion (βt)t∈[0,T ] does not add any difficulty to that
proof, since it does depend neither on the initial condition g nor on the variable u. By a standard
application of Kolmorogov’s Lemma, we also obtain the existence of a version in C(R× [0, T ]),
see the proof of [Mar, Prop. 5]. Moreover, the increasingness of the map u 7→ xgt (u) is obtained
by the study of the process (xgt (u2)− xgt (u1))t∈[0,T ] for every u1 < u2 as in [Mar, Prop. 6]. The
fact that it holds PW ⊗ Pβ-almost surely, for every 0 6 u1 < u2 6 1 follows from the continuity
of xg, see [Mar, Cor. 7].
For every j ∈ N and θ ∈ [0, 1), Cj+θ denotes the set of Cj-functions whose derivative of
order j is θ-Hölder continuous.
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Proposition 17. Let j ∈ N\{0} and θ ∈ (0, 1). Let g ∈ Gj+θ and f be of order α > j + 12 + θ.
Then PW ⊗ Pβ-almost surely, for every t ∈ [0, T ], the map u 7→ xgt (u) is a Cj+θ
′
-function for
every θ′ < θ. Moreover, its first derivative has the following explicit form: PW ⊗ Pβ-almost
surely, for every u ∈ R and for every t ∈ [0, T ],
∂ux
g
t (u) = g
′(u) exp
(∑
k∈Z
fk
∫ t
0
ℜ
(
−ike−ikxgs(u)dW ks
)
− t
2
∑
k∈Z
f2kk
2
)
. (16)
Proof. Assume that g belongs to G1+θ and that f is of order α > 32 +θ. This second assumption
ensures that
∑
k∈Z〈k〉2+2θ|fk|2 converges. By differentiating formally (w.r.t. u) equation (15),
consider (zt(u))t∈[0,T ],u∈R solution to:
zt(u) = g
′(u) +
∑
k∈Z
fk
∫ t
0
zs(u)ℜ
(
−ike−ikxgs(u)dW ks
)
.
Using the fact that g′ is Hölder continuous and that
∑
k∈Z〈k〉2+2θ |fk|2 < +∞, we prove by
standard arguments that for each u ∈ R, the solution (zt(u))t∈[0,T ] exists, is unique and that the
map u 7→ z·(u) ∈ L2(Ω, C[0, T ]) is θ′-Hölder continuous for each θ′ < θ.
Furthermore, for each u ∈ R, xg· (u+ε)−xg· (u)ε →ε→0 z·(u) in L2(Ω, C[0, T ]). Indeed, define
for each t ∈ [0, T ] and ε 6= 0, Eε(t) := EWEβ
[
sups6t |x
g
s(u+ε)−xgs(u)
ε − zs(u)|2
]
. We easily get
a constant C depending on ‖g‖C1+θ and on
∑
k∈Z〈k〉2+2θ|fk|2 such that for each t ∈ [0, T ],
Eε(t) 6 C|ε|2θ + C
∫ t
0 Eε(s)ds. By Gronwall’s Lemma, it follows that Eε(T ) 6 C|ε|2θ, thus
Eε(T )→ 0. Therefore, using the continuity of z, we get almost surely for every u ∈ R, for every
ε 6= 0 and for every t ∈ [0, T ]:
xgt (u+ ε)− xgt (u)
ε
=
∫ 1
0
zt(u+ λε)dλ.
Thus almost surely, ∂ux
g
t (u) = zt(u) for every u ∈ R and t ∈ [0, T ] and furthermore it satisfies
equation (16). The statements for higher derivatives are obtained similarly. For a detailled
version of this proof with every computation of the inequalities mentioned above, see [Mar19,
Lemmas II.12 and II.13].
The next proposition states that the dynamics of the SDE preserve the equivalence classes
of quantile functions that we introduced in Definition 2.
Proposition 18. Let θ ∈ (0, 1), g ∈ G1+θ and f be of order α > 32 + θ. Then PW ⊗ Pβ-almost
surely, for every t ∈ [0, T ], the map u 7→ xgt (u) belongs to G1.
Moreover, if g1 ∼ g2, then PW ⊗ Pβ-almost surely, xg1t ∼ xg2t for every t ∈ [0, T ].
Proof. By Propositions 16 and 17, it is clear that u 7→ xgt (u) belongs to C1 and that ∂uxgt (u) > 0
for every u ∈ R. Furthermore, let (ygt )t∈[0,T ] be the process defined by ygt (u) := xgt (u+ 1)− 2pi.
By definition of G1+θ, g(u+1)− 2pi = g(u), thus for every t ∈ [0, T ] and u ∈ R, ygt (u) = g(u) +∑
k∈Z fk
∫ t
0 ℜ
(
e−iky
g
s (u)dW ks
)
+βt. Therefore (y
g
t (u))t∈[0,T ],u∈R and (x
g
t (u))t∈[0,T ],u∈R satisfy the
same equation and belong to C(R× [0, T ]). By Proposition 16, there is a unique solution in this
space. Thus for every t ∈ [0, T ] and every u ∈ R, xgt (u + 1) − 2pi = xgt (u). We deduce that xgt
belongs to G1 for every t ∈ [0, T ].
The proof of the second statement is similar; if there is c ∈ R such that g2(u) = g1(u+ c) for
every u ∈ R, then the processes (xg2t (u))t∈[0,T ],u∈R and (xg1t (u + c))t∈[0,T ],u∈R satisfy the same
equation and are equal.
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By Proposition 18, we are able to give a meaning to equation (15) with initial value g ∈G1+θ.
Indeed, for each t ∈ [0, T ], the solution xgt will take its values in G1+θ
′
for every θ′ < θ. More
generally, by Proposition 17, if the initial condition g belongs to Gj+θ for j ∈ N\{0} and
θ ∈ (0, 1), then for each t ∈ [0, T ], xgt belongs to Gj+θ
′
for every θ′ < θ.
Recall that by Proposition 3, there is a one-to-one correspondence betwenn G1 and the set
P+. For every t ∈ [0, T ], let us denote by qgt the element of P+ associated to xgt ∈ G1. In
other words, qgt = ι
−1(xgt ) , where ι is defined in the proof of Proposition 3. Moreover, denoting
by F gt the c.d.f. associated to x
g
t , we have by definition that for every x ∈ R, xgt ◦ F gt (x) = x,
whence qgt (x) =
1
∂ux
g
t (F
g
t (x))
. Then, for every bounded measurable function Υ on the torus T (or
equivalently for every bounded measurable 2pi-periodic function Υ : R → R), we have by the
substitution u = F gt (v):∫ 1
0
Υ(xgt (u))du =
∫ xgt (1)
xgt (0)
Υ(v)qgt (v)dv =
∫
T
Υ(x)qgt (x)dx. (17)
II.2 Integrability of the solution and of its derivatives
In this paragraph, we are interested in controlling the integrability of the derivative (∂ux
g
t )t∈[0,T ],
of the inverse of the derivative
(
1
∂ux
g
t
)
t∈[0,T ]
and of the higher derivatives (∂
(j)
u x
g
t )t∈[0,T ], for j > 2.
We will give upper bounds for the Lp-norms in space and L∞-norms in time of those different
processes and we want to obtain a precise dependence of these bounds with respect to the initial
condition g.
We start with the process (∂ux
g
t )t∈[0,T ]. If g ∈ G1+θ and if f is of order α > 32 + θ for some
θ ∈ (0, 1), recall that the derivative process (∂uxgt )t∈[0,T ] satisfies for every t ∈ [0, T ] and for
every u ∈ R:
∂ux
g
t (u) = g
′(u) +
∑
k∈Z
fk
∫ t
0
∂ux
g
s(u)ℜ
(
−ike−ikxgs(u)dW ks
)
. (18)
In Proposition 18, we proved that u 7→ xgt (u) belongs almost surely to G1+θ
′
. In particular, the
map u 7→ ∂uxgt (u) is a 1-periodic function. In the next proposition, we give a control on the
Lp(Ω
W × Ωβ, C([0, T ], Lp[0, 1]))-norm of ∂uxgt with respect to the Lp[0, 1]-norm of ∂uxg0 = g′.
Remark 19. In all the statements of this paragraph, we will consider an initial condition g that
is random, the randomness being carried out by the probability space (Ω0,G0,P0). Recall that
in this framework, g is independent of ((W k)k∈Z, β).
Proposition 20. Let θ ∈ (0, 1) and g be a G0-measurable random variable with values in G1+θ.
Assume that f is of order α > 32+θ. Then for every p > 2, there exists a constant Cp independent
of θ and g such that P0-almost surely,
E
W
E
β
[
sup
t6T
∫ 1
0
|∂uxgt (v)|p dv
]
6 Cp ‖g′‖pLp[0,1]. (19)
Moreover, there exists a constant Cp independent of θ and g such that P
0-almost surely,
E
W
E
β
[
sup
t6T
|∂uxgt (0)|p
]
6 Cp g
′(0)p. (20)
Proof. Fix p ∈ [2,+∞).
Note: in all the proofs of this paragraph, we always denote by Cp a constant depending on
p, f and T , even if it changes from a line to the next.
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Let M > 0 be strictly larger than
∫ 1
0 |g′(v)|pdv. Define the stopping time σM := inf{t >
0 :
∫ 1
0 |∂uxgt (v)|pdv > M}. By equation (18) and by Burkholder-Davis-Gundy inequality, the
following inequality holds for every t ∈ [0, T ],
E
W
E
β
[
sup
s6t∧σM
∫ 1
0
|∂uxgs(v)|p dv
]
6 Cp‖g′‖pLp[0,1] + Cp
∫ 1
0
E
W
E
β
[∣∣∣∣ ∑
k∈Z
f2k
∫ t∧σM
0
|∂uxgs(v)|2 | − ike−ikx
g
s(v)|2ds
∣∣∣∣p/2]dv
6 Cp‖g′‖pLp[0,1] + Cp
(∑
k∈Z
f2kk
2
)p/2
T p/2−1
∫ t
0
E
W
E
β
[
sup
r6s∧σM
∫ 1
0
|∂uxgr(v)|pdv
]
ds.
(21)
Since f is of order α > 32 ,
∑
k∈Z f2kk
2 converges. By Gronwall’s Lemma, we deduce that there
is a constant Cp such that for every M > ‖g′‖pLp[0,1],
E
W
E
β
[
sup
t6σM
∫ 1
0
|∂uxgt (v)|p dv
]
6 Cp‖g′‖pLp[0,1]. (22)
Moreover,
P
W ⊗ Pβ
[
σM < T
]
6 P
W ⊗ Pβ
[
sup
t6σM
∫ 1
0
|∂uxgt (v)|p dv >M
]
6
Cp
M
‖g′‖pLp[0,1],
hence we deduce PW ⊗ Pβ
[⋃
M{σM = T}
]
= 1. Thus, we let M tend to +∞ in (22) and
inequality (19) follows by Fatou’s Lemma.
Similarly, we prove that for every t ∈ [0, T ],
E
W
E
β
[
sup
s6t
|∂uxgs(0)|p
]
6 Cpg
′(0)p + Cp
(∑
k∈Z
f2kk
2
)p/2
T p/2−1
∫ t
0
E
W
E
β
[
sup
r6s
|∂uxgr(0)|p
]
ds
and we deduce (20) by Gronwall’s Lemma. Note that rigorously, we should localize as before by
a stopping time τM := inf{t > 0 : |∂uxgt (0)|p > M}, since the right-hand side can be equal to
+∞. We omit this part of the proof since there is no difference with the previous case.
In the following proposition, we will control the Lp-norm of the density. Recall that we
associate to the map u 7→ xgt (u) a density function qgt on the torus T and that for every t ∈ [0, T ]
and x ∈ R, qgt (x)∂uxgt (F gt (x)) = 1. Therefore, the substitution v = F gt (x) leads to the following
equality∫ 1
0
1
|∂uxgt (v)|p
dv =
∫ xgt (1)
xgt (0)
qgt (x)
|∂uxgt (F gt (x))|p
dx =
∫ xgt (0)+2pi
xgt (0)
qgt (x)
p+1dx =
∫
T
qgt (x)
p+1dx.
Proposition 21. Let θ ∈ (0, 1) and g be a G0-measurable random variable with values in G1+θ.
Assume that f is of order α > 32+θ. Then for every p > 2, there exists a constant Cp independent
of θ and g such that P0-almost surely,
E
W
E
β
[
sup
t6T
∫ 1
0
1
|∂uxgt (v)|p
dv
]
6 Cp
∥∥∥∥ 1g′
∥∥∥∥p
Lp[0,1]
. (23)
Moreover, there also exists a constant Cp independent of θ and g such that P
0-almost surely,
E
W
E
β
[
sup
t6T
1
|∂uxgt (0)|p
]
6 Cp
1
g′(0)p
. (24)
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Proof. Recall that PW⊗Pβ-almost surely, for every t ∈ [0, T ] and for every v ∈ [0, 1], ∂uxgt (v) > 0.
By Itô’s formula applied to x ∈ (0,+∞) 7→ 1x , it follows from equation (18) that
1
∂ux
g
t (v)
=
1
g′(v)
−
∑
k∈Z
fk
∫ t
0
1
∂ux
g
s(v)
ℜ
(
−ike−ikxgs(v)dW ks
)
+
∑
k∈Z
f2kk
2
∫ t
0
1
∂ux
g
s(v)
ds.
By the same computation as (21), we obtain for every p > 2:
E
W
E
β
[
sup
s6t
∫ 1
0
1
|∂uxgs(v)|p
dv
]
6 Cp
∥∥∥∥ 1g′
∥∥∥∥p
Lp[0,1]
+ Cp
((∑
k∈Z
f2kk
2
)p/2
T p/2−1 +
(∑
k∈Z
f2kk
2
)p
T p−1
)∫ t
0
E
W
E
β
[
sup
r6s
∫ 1
0
1
|∂uxgr(v)|pdv
]
ds.
The sum
∑
k∈Z f2kk
2 converges because α > 32 . By Gronwall’s Lemma, we deduce (23) (in order
to be rigourous here, we should first localize as we did in the proof of Proposition 20 and then
let the stopping time tend to T ). Inequality (24) is obtained by the same argument.
Furthermore, we deduce estimates for higher derivatives of (xgt )t∈[0,T ].
Proposition 22. Let j > 2 be an integer and θ ∈ (0, 1). Let g be a G0-measurable random
variable with values in Gj+θ. Assume that f is of order α > j + 12 + θ. Then for every p > 2,
there exists a constant Cp,j independent of θ and g such that P
0-almost surely,
E
W
E
β
[
sup
t6T
∫ 1
0
∣∣∣∂(j)u xgt (v)∣∣∣p dv
]
6 Cp,j
{
1 + ‖∂(j)u g‖pLp[0,1] +
j−1∑
k=1
‖∂(k)u g‖jpL∞[0,1]
}
. (25)
Moreover, there exists a constant Cp,j independent of θ and g such that P
0-almost surely,
E
W
E
β
[
sup
t6T
∣∣∣∂(j)u xgt (0)∣∣∣p
]
6 Cp,j
{
1 + |∂(j)u g(0)|p +
j−1∑
k=1
‖∂(k)u g‖jpL∞[0,1]
}
. (26)
Proof. We start by proving (25) for j = 2. In Proposition 17, we have seen that if g belongs to
G2+θ and α > 52 + θ, then the second derivative (∂
(2)
u x
g
t )t∈[0,T ] exists. It satisfies the following
equation:
∂(2)u x
g
t (u) = g
′′(u) +
∑
k∈Z
fk
∫ t
0
∂(2)u x
g
s(u) ℜ
(
−ike−ikxgs(u)dW ks
)
+
∑
k∈Z
fk
∫ t
0
∂ux
g
s(u)
2 ℜ
(
−k2e−ikxgs(u)dW ks
)
.
For every p > 2, for every t ∈ [0, T ], we have
E
W
E
β
[
sup
s6t
∫ 1
0
∣∣∣∂(2)u xgs(v)∣∣∣p dv
]
6 Cp‖g′′‖pLp[0,1] + Cp
(∑
k∈Z
f2kk
2
)p/2
T p/2−1
∫ 1
0
E
W
E
β
[∫ t
0
|∂(2)u xgs(v)|pds
]
dv
+ Cp
(∑
k∈Z
f2kk
4
)p/2
T p/2−1
∫ 1
0
E
W
E
β
[∫ t
0
|∂uxgs(v)|2pds
]
dv.
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Since α > 52 ,
∑
k∈Z f2kk
2 and
∑
k∈Z f2kk
4 converge. By inequality (19), we deduce that:
E
W
E
β
[
sup
s6t
∫ 1
0
∣∣∣∂(2)u xgs(v)∣∣∣p dv
]
6 Cp‖g′′‖pLp[0,1] + Cp‖g′‖
2p
L2p[0,1]
+ Cp
∫ t
0
E
W
E
β
[
sup
r6s
∫ 1
0
|∂(2)u xgr(v)|pdv
]
ds.
Remark that ‖g′‖L2p[0,1] 6 ‖g′‖L∞[0,1]. Thus (25) follows by Gronwall’s Lemma. The proof for
higher orders of differentiation (j > 3) follows recursively. As previously, the proofs for (26) are
similar.
The following corollary states estimations of the l∞-norms:
Corollary 23. Let j > 1 be an integer and θ ∈ (0, 1). Let g be a G0-measurable random variable
with values in Gj+1+θ. Assume that f is of order α > j + 32 + θ. Then for every p > 2, there
exists a constant Cp,j independent of θ and g such that P
0-almost surely,
E
W
E
β
[
sup
t6T
∥∥∥∂(j)u xgt ∥∥∥pL∞
]
6 Cp,j
1 + ‖∂(j+1)u g‖pLp +
j∑
k=1
‖∂(k)u g‖(j+1)pL∞
 . (27)
Moreover, if g belongs to G2+θ and α > 52 + θ,
E
W
E
β
[
sup
t6T
∥∥∥∥ 1∂uxgt
∥∥∥∥p
L∞
]
6 Cp
{
1 +
1
g′(0)p
+
∥∥∥∥ 1g′
∥∥∥∥4p
L4p
+ ‖g′′‖2pL2p + ‖g′‖
4p
L∞
}
. (28)
Proof. Note that for every 1-periodic function f , ‖f‖L∞ = supu∈[0,1] |f(u)|, and for every u ∈
[0, 1], f(u) = f(0) +
∫ u
0 ∂uf(v)dv. We deduce that ‖f‖L∞ 6 |f(0)|+
∫ 1
0 |∂uf(v)|dv.
Applying this remark, we obtain for every p > 2,
E
W
E
β
[
sup
t6T
∥∥∥∂(j)u xgt ∥∥∥pL∞
]
6 CpE
W
E
β
[
sup
t6T
|∂(j)u xgt (0)|p
]
+ CpE
W
E
β
[
sup
t6T
∫ 1
0
∣∣∣∂(j+1)u xgt (v)∣∣∣p dv
]
.
If g belongs to Gj+1+θ and α > j + 32 + θ, we apply inequalities (25) and (26) to obtain (27).
Moreover, by the same observation, we have
E
W
E
β
[
sup
t6T
∥∥∥∥ 1∂uxgt
∥∥∥∥p
L∞
]
6 CpE
W
E
β
[
sup
t6T
1
|∂uxgt (0)|p
]
+ CpE
W
E
β
sup
t6T
∫ 1
0
∣∣∣∣∣∂
(2)
u x
g
t (v)
∂ux
g
t (v)
2
∣∣∣∣∣
p
dv
 .
By (24), EWEβ
[
supt6T
1
|∂uxgt (0)|p
]
6 Cp
1
g′(0)p . By Cauchy-Schwarz inequality and by (23)
and (25), we have
E
W
E
β
sup
t6T
∫ 1
0
∣∣∣∣∣∂
(2)
u x
g
t (v)
∂ux
g
t (v)
2
∣∣∣∣∣
p
dv

6 E
W
E
β
[
sup
t6T
∫ 1
0
∣∣∣∂(2)u xgt (v)∣∣∣2p dv
]1/2
E
W
E
β
[
sup
t6T
∫ 1
0
1
|∂uxgt (v)|4p
dv
]1/2
6 Cp(1 + ‖g′′‖pL2p + ‖g′‖
2p
L∞
)
∥∥∥ 1g′ ∥∥∥2pL4p
6 Cp
{
1 + ‖g′′‖2pL2p + ‖g′‖
4p
L∞
+
∥∥∥ 1g′∥∥∥4pL4p
}
.
We deduce (28).
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II.3 Parametric SDE and Kunita expansion
The aim of this paragraph is to study the evolution of the process (xg+εatt )t∈[0,T ], where for each
time t ∈ [0, T ], we are considering the value at time t of the solution to the equation starting
at a point g + εat depending on t. The small perturbation at : R→ R is a 1-periodic function.
In order to apply Kunita’s expansion, which is stated in [Kun90] for initial conditions in Rd, we
will introduce the following parametric SDE. For every x ∈ R, we consider
Zxt = x+
∑
k∈Z
fk
∫ t
0
ℜ
(
e−ikZ
x
s dW ks
)
+ βt. (29)
Formally, we see that for each g ∈ G1, Zg(u)t = xgt (u). We will prove this identity in Proposi-
tion 26.
In the light of the estimates proved in the previous paragraph, we obtain following controls
on Z and its derivatives ∂xZ.
Proposition 24. Let f be of order α > 32 . Then there is a collection (Z
x
t )t∈[0,T ],x∈R such that
for each x ∈ R, (Zxt )t∈[0,T ] is the unique solution to (29) and PW ⊗ Pβ-almost surely, the flow
(t, x) ∈ [0, T ]×R 7→ Zxt is continuous. Furthermore, for every p > 2, there is a constant Cp > 0
such that for every x, y ∈ R,
E
W
E
β
[
sup
t6T
|Zxt − Zyt |p
]
6 Cp|x− y|p. (30)
Proof. Well-posedness of (29) for a fixed x ∈ R under the assumption α > 32 is a consequence of
well-posedness of (15) for a fixed u ∈ R. Inequality (30) follows from Burkholder-Davis-Gundy
inequality and Gronwall’s Lemma by the same techniques as in the previous paragraph. By
Kolmogorov’s Lemma, it follows from (30) that (t, x) 7→ Zxt has a continuous version.
Proposition 25. Let f be of order α > 32 + θ for some θ ∈ (0, 1). Then PW ⊗Pβ-almost surely,
the map x 7→ Zxt is differentiable on R for every t ∈ [0, T ] and the partial derivative (∂xZxt )t∈[0,T ]
satisfies the following equation:
∂xZ
x
t = 1 +
∑
k∈Z
fk
∫ t
0
∂xZ
x
s ℜ
(
−ike−ikZxs dW ks
)
. (31)
Moreover, there is a continuous version of the map (t, x) ∈ [0, T ]×R 7→ ∂xZxt and the following
exponential form holds true PW ⊗ Pβ-almost surely for every t ∈ [0, T ] and for every x ∈ R:
∂xZ
x
t = exp
∑
k∈Z
fk
∫ t
0
ℜ
(
−ike−ikZxs dW ks
)
− t
2
∑
k∈Z
f2kk
2
 . (32)
For every p > 2, there is Cp such that for every x, y ∈ R,
E
W
E
β
[
sup
t6T
|∂xZxt |p
]
6 Cp, (33)
E
W
E
β
[
sup
t6T
|∂xZxt − ∂xZyt |p
]
6 Cp|x− y|pθ. (34)
If α > 52 , then (34) holds with θ equal to 1.
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Proof. We prove the differentiability of the flow with respect to variable x and the exponential
form (32) for ∂xZ by the same arguments as those given in Proposition 17. Inequality (33) is
obtained by applying Burkholder-Davis-Gundy inequality and Gronwall’s Lemma on the solution
to (31).
Moreover, for every p > 2, for every t ∈ [0, T ] and for every x ∈ R, we have
E
W
E
β
[
sup
s6t
|∂xZxs |p
]
6 Cp + CpE
W
E
β
sup
s6t
∣∣∣∣∣∣
∑
k∈Z
fk
∫ s
0
∂xZ
x
rℜ
(
−ike−ikZxr dW kr
)∣∣∣∣∣∣
p
6 Cp + Cp
(∑
k∈Z
f2kk
2
)p/2 ∫ t
0
E
W
E
β
[
sup
r6s
|∂xZxr |p
]
ds.
Thus by Gronwall’s Lemma, inequality (33) follows. For every x, y ∈ R, we also have
E
W
E
β
[
sup
s6t
|∂xZxs − ∂xZys |p
]
6 CpE
W
E
β
sup
s6t
∣∣∣∣∣∣
∑
k∈Z
fk
∫ s
0
(∂xZ
x
r − ∂xZyr )ℜ
(
−ike−ikZxr dW kr
)∣∣∣∣∣∣
p
+ CpE
W
E
β
sup
s6t
∣∣∣∣∣∣
∑
k∈Z
fk
∫ s
0
∂xZ
y
rℜ
(
−ik(e−ikZxr − e−ikZyr )dW kr
)∣∣∣∣∣∣
p .
By Burkholder-Davis-Gundy inequality, we deduce that
E
W
E
β
[
sup
s6t
|∂xZxs − ∂xZys |p
]
6 Cp
(∑
k∈Z
f2kk
2
)p/2 ∫ t
0
E
W
E
β
[
sup
r6s
|∂xZxr − ∂xZyr |p
]
dr
+Cp
(∑
k∈Z
f2k |k|2+2θ
)p/2 ∫ t
0
E
W
E
β
[
|∂xZys |p |Zxs − Zys |pθ
]
ds.
Furthermore, by (30) and (33), we obtain for every s ∈ [0, T ] and for every x and y,
E
W
E
β
[
|∂xZys |p |Zxs − Zys |pθ
]
6 E
W
E
β
[
|∂xZys |
p
1−θ
]1−θ
E
W
E
β [|Zxs − Zys |p]θ 6 Cp,θ|x− y|pθ.
Recall that f is of order α > 32 + θ, so the sum
∑
k∈Z f2k |k|2+2θ is finite. By Gronwall’s Lemma,
we deduce (34). By Kolmogorov’s Lemma, it follows from (34) (with p larger than 1θ ) that there
is a continuous version of (t, x) 7→ ∂xZxt .
Proposition 26. Let g ∈G1 and f be of order α > 32 . Then PW ⊗ Pβ-almost surely, for every
t ∈ [0, T ] and for every u ∈ [0, 1],
Z
g(u)
t = x
g
t (u). (35)
If we assume moreover that g ∈ G1+θ and α > 32 + θ for some θ ∈ (0, 1), then PW ⊗ Pβ-almost
surely, for every t ∈ [0, T ] and for every u ∈ [0, 1],
∂xZ
g(u)
t =
∂ux
g
t (u)
g′(u)
. (36)
Proof. Fix g ∈ G1 and u ∈ R. Then the processes (Zg(u)t )t∈[0,T ] and (xgt (u))t∈[0,T ] both satisfy
the same SDE (15) with same initial condition. Since f is of order α > 32 , pathwise uniqueness
holds for this equation. Hence for every u ∈ R, Zg(u)t = xgt (u) holds almost surely. Moreover,
since u ∈ R 7→ xgt (u) and x ∈ R 7→ Zxt are PW⊗Pβ-almost surely continuous, and g is continuous,
we deduce that (35) holds almost surely for every u ∈ R.
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By (16) and (32), we have PW ⊗Pβ-almost surely, for every u ∈ [0, 1] and for every t ∈ [0, T ],
∂ux
g
t (u) = g
′(u) exp
(∑
k∈Z
fk
∫ t
0
ℜ
(
−ike−ikxgs(u)dW ks
)
− t
2
∑
k∈Z
f2kk
2
)
;
∂xZ
g(u)
t = exp
(∑
k∈Z
fk
∫ t
0
ℜ
(
− ike−ikZg(u)s dW ks
)
− t
2
∑
k∈Z
f2kk
2
)
.
Using equality (35), we get: ∂ux
g
t (u) = g
′(u)∂xZ
g(u)
t .
Finally, we recall the following expansion due to Kunita [Kun90, Chapter III, Theorem 3.3.1].
Proposition 27. Let f be of order α > 32 + θ for some θ ∈ (0, 1). Let (ζt)t∈[0,T ] be a (Gt)t∈[0,T ]-
adapted process such that t ∈ [0, T ] 7→ ζt is absolutely continuous, ζ0 = 0 almost surely and
E
[∫ T
0 |ζt|dt
]
is finite. Then almost surely, for every x ∈ R, for every t ∈ [0, T ] and for every
ρ ∈ R,
Zx+ρζtt = Z
x
0 +
∑
k∈Z
fk
∫ t
0
ℜ
(
e−ikZ
x+ρζs
s dW ks
)
+ βt + ρ
∫ t
0
∂xZ
x+ρζs
s ζ˙s ds. (37)
III Smoothing property of the diffusion on the torus
Let g ∈ G1. Recall the definition of SDE (15):
dxgt (u) =
∑
k∈Z
fk ℜ
(
e−ikx
g
t (u)dW kt
)
+ dβt,
with initial condition xg0 = g. In this section, we will study the semi-group associated to
(xgt )t∈[0,T ].
Let us be more precise. In Paragraph II.1, we defined the density qgt associated for each t
to the equivalence class of u 7→ xgt (u) by the one-to-one correspondence given by Proposition 3.
Of course, we might study the semi-group associated to this process (qgt )t∈[0,T ]; this is not what
we are going to do. Indeed, we want to average out the realization of the noise β. Let us
introduce the measure process (µgt )t∈[0,T ], which can be seen for each t as the conditional law of
the solution xgt given the noise (W
k)k∈Z and the initial condition g; in other words:
Definition 28. Fix t ∈ [0, T ] and ω ∈ ΩW × Ω0. We denote by µgt (ω) the law of the random
variable xgt (ω) : (u, ω
β) ∈ [0, 1] × Ωβ 7→ xgt (ω)(u, ωβ):
µgt (ω) :=
(
Leb[0,1]⊗Pβ
)
◦ (xgt (ω))−1 .
Remark 29. For every t ∈ [0, T ], µgt is a random variable defined on ΩW × Ω0 with values in
P2(R).
For each t ∈ [0, T ], the measure µgt has the following density on R:
pgt (x) := E
β [qgt (x)] = E
[
qgt (x)
∣∣∣G0 ∨ GW ] .
Indeed, by Fubini’s Theorem and by (17), the following equality holds for every bounded mea-
surable 2pi-periodic function Υ : R→ R:∫
R
Υ(v)µgt (dv) = E
β
[∫ 1
0
Υ(xgt (u))du
]
=
∫
T
Υ(x)pgt (x)dx. (38)
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III.1 Definition and properties of the semi-group (Pt)t∈[0,T ]
We start with the definition of the semi-group (Pt)t∈[0,T ] associated to (µ
g
t )t∈[0,T ].
Let φ : P2(R) → R and φ̂ : L2([0, 1] × Ωβ) → R be the lifted function of φ, defined by
φ̂(X) := φ(L[0,1]×Ωβ(X)) = φ((Leb[0,1]⊗Pβ) ◦ X−1). Thus for every g ∈ G1 and t ∈ [0, T ],
P
W -almost surely , φ̂(xgt ) = φ(µ
g
t ).
Definition 30. Define for every t ∈ [0, T ] and for every X ∈ L2[0, 1]:
P̂tφ(X) := E
W
[
φ̂(ZXt )
]
,
where (Zxt ) is the solution to SDE (29), and for every µ ∈ P2(R),
Ptφ(µ) := P̂tφ(X), µ = Leb[0,1] ◦X−1. (39)
We check that Ptφ is well-defined. Recall that the parametric SDE (29) is strongly well-posed.
Thus, if X,X ′ ∈ L2[0, 1] have same law, i.e. L[0,1](X) = L[0,1](X ′), then PW -almost surely for
every t ∈ [0, T ], L[0,1]×Ωβ(ZXt ) = L[0,1]×Ωβ(ZX
′
t ). It follows that E
W
[
φ̂(ZXt )
]
= EW
[
φ̂(ZX
′
t )
]
for all t ∈ [0, T ], so P̂tφ(X) does not depend on the representative X of the law µ.
Moreover, for every deterministic g ∈ G1, we know by Proposition 26 that PW ⊗ Pβ-almost
surely, for every t ∈ [0, T ] and for every u ∈ [0, 1], Zg(u)t = xgt (u). In particular, PW -almost
surely and for every t ∈ [0, T ], Zg(u)t = xgt (u) holds true Leb |[0,1] ⊗ Pβ-almost surely. Therefore,
Ptφ(µ
g
0) = P̂tφ(g) = E
W
[
φ̂ (Zgt )
]
= EW
[
φ̂ (xgt )
]
= EW [φ(µgt )] . (40)
In that sense, (Pt)t∈[0,T ] is the semi-group associated to (µ
g
t )t∈[0,T ]. The following statement
shows that the class of functions satisfying the φ-assumptions (recall Definition 9) is stable
under the action of (Pt)t∈[0,T ]. Importantly, the proof also gives the computation of the Fréchet
derivative of Ptφ, see formula (41), which will be often used later.
Proposition 31. Assume that f is of order α > 52 . Let φ : P2(R)→ R be a function satisfying
the φ-assumptions. Then for every t ∈ [0, T ], Ptφ : P2(R)→ R also satisfies the φ-assumptions.
Proof. Fix t ∈ [0, T ]. Let us check the three assumptions of Definition 9.
Assumption (φ1): We start by proving that Ptφ is T-stable. Let µ ∼ ν in the sense of
Definition 6 and X,Y ∈ L2[0, 1] satisfy L[0,1](X) = µ and L[0,1](Y ) = ν. Recall that {x} denotes
the unique number in [0, 2pi) such that x − {x} ∈ 2piZ. Since L[0,1](X) ∼ L[0,1](Y ), we have
L[0,1]({X}) = L[0,1]({Y }). By Proposition 18, it follows that PW -almost surely, the laws of {ZXt }
and of {ZYt } under [0, 1] × Ωβ are equal. Therefore, PW -almost surely, φ̂({ZXt }) = φ̂({ZYt }).
Since φ is T-stable, it implies that PW -almost surely, φ̂(ZXt ) = φ̂(Z
Y
t ). By Definition 30,
Ptφ(µ) = P̂tφ(X) = E
W [φ̂(ZXt )] = E
W [φ̂(ZYt )] = P̂tφ(Y ) = Ptφ(ν). Thus Ptφ is T-stable.
By Definition 30, it is clear that Ptφ is bounded on P2(R), because φ is bounded. Further-
more, Ptφ is continuous on P2(R), and even Lipschitz-continuous. Indeed, let µ, ν ∈ P2(R) and
X,Y ∈ L2[0, 1] be the quantile functions respectively associated with µ and ν: µ = L[0,1](X)
and ν = L[0,1](Y ); in other words, X (resp. Y ) is the increasing rearrangement of µ (resp. ν).
A classical result in optimal transportation (see e.g. [Vil03, Theorem 2.18]) states that (X,Y )
realises the optimal coupling in the definition of the L2-Wasserstein distance: W2(µ, ν)
2 =∫ 1
0 |X(u) − Y (u)|2du.
By Remark 10, φ̂ is Lipschitz-continuous, thus:
|Ptφ(µ)− Ptφ(ν)| = |P̂tφ(X)− P̂tφ(Y )| 6 EW
[
|φ̂(ZXt )− φ̂(ZYt )|
]
6 ‖φ̂‖Lip EW
[
‖ZXt − ZYt ‖L2([0,1]×Ωβ)
]
6 ‖φ̂‖Lip EWEβ
[∫ 1
0
∣∣ZX(u)t − ZY (u)t ∣∣2du]1/2 .
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By (30), we have
E
W
E
β
[∫ 1
0
∣∣ZX(u)t − ZY (u)t ∣∣2du] 6 C2 ∫ 1
0
|X(u)− Y (u)|2du =W2(µ, ν)2.
Thus |Ptφ(µ)− Ptφ(ν)| 6 CW2(µ, ν); in particular, Ptφ is continuous.
Assumption (φ2): Let us prove that Ptφ is L-differentiable. Let µ, ν ∈ P2(R) and X,Y ∈
L2[0, 1] such that L[0,1](X) = µ and L[0,1](Y ) = ν. We prove that the Fréchet derivative of P̂tφ
at point X is given by
∂µPtφ(µ)(X) · Y = DP̂tφ(X) · Y =
∫ 1
0
E
W
E
β
[
Dφ̂(ZXt )u ∂xZ
X(u)
t
]
Y (u)du. (41)
Remark that Dφ̂(ZXt ) is an element of the dual of L2([0, 1]×Ωβ): we identify it with an element
of L2([0, 1] × Ωβ).
Assume that ‖Y ‖L2 6 1. We compute
P̂tφ(X + Y )− P̂tφ(X) = EW
[
φ̂(ZX+Yt )− φ̂(ZXt )
]
= EW
[∫ 1
0
d
dλ
φ̂(ZX+λYt )dλ
]
= EW
[∫ 1
0
Dφ̂(ZX+λYt ) · ∂xZX+λYt Y dλ
]
= EW
[∫ 1
0
E
β
[∫ 1
0
Dφ̂(ZX+λYt )u ∂xZ
(X+λY )(u)
t Y (u)du
]
dλ
]
,
since φ̂ is Fréchet-differentiable. Therefore∣∣∣∣P̂tφ(X + Y )− P̂tφ(X) − ∫ 1
0
E
W
E
β
[
Dφ̂(ZXt )u ∂xZ
X(u)
t
]
Y (u)du
∣∣∣∣ 6 |D1|+ |D2|,
where
D1 := E
W
E
β
[∫ 1
0
∫ 1
0
(
Dφ̂(ZX+λYt )u −Dφ̂(ZXt )u
)
∂xZ
X(u)
t Y (u) dλdu
]
;
D2 := E
W
E
β
[∫ 1
0
∫ 1
0
Dφ̂(ZX+λYt )u
(
∂xZ
(X+λY )(u)
t − ∂xZX(u)t
)
Y (u) dλdu
]
.
Let us start by estimating D1. By Cauchy-Schwarz inequality,
|D1| 6 EWEβ
[∫ 1
0
∫ 1
0
∣∣∣Dφ̂(ZX+λYt )u −Dφ̂(ZXt )u∣∣∣2 dλdu]
1
2
E
W
E
β
[∫ 1
0
|∂xZX(u)t Y (u)|2du
] 1
2
.
On the one hand, by assumption (φ3) and by (30), we have (with constants modified from a line
to the next):
E
W
E
β
[∫ 1
0
∫ 1
0
∣∣∣Dφ̂(ZX+λYt )u −Dφ̂(ZXt )u∣∣∣2 dλdu]
6 C EWEβ
[∫ 1
0
∫ 1
0
∣∣∣Z(X+λY )(u)t − ZX(u)t ∣∣∣2 dλdu]
6 C
∫ 1
0
∫ 1
0
λ2|Y (u)|2dλdu 6 C‖Y ‖2L2 .
On the other hand
E
W
E
β
[∫ 1
0
|∂xZX(u)t Y (u)|2du
]
=
∫ 1
0
E
W
E
β
[
|∂xZX(u)t |2
]
|Y (u)|2du.
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By (33), there is C > 0 such that for every u ∈ [0, 1], EWEβ
[
|∂xZX(u)t |2
]
6 C. Thus
E
W
E
β
[∫ 1
0 |∂xZX(u)t Y (u)|2du
]
6 C‖Y ‖2L2 . Finally, we get
|D1| 6 C‖Y ‖2L2 . (42)
Moreover, compute D2. By Cauchy-Schwarz inequality, |D2| 6 |D2,1|1/2 · |D2,2|1/2 where
D2,1 := E
W
E
β
[∫ 1
0
∫ 1
0
∣∣∣Dφ̂(ZX+λYt )u Y (u)∣∣∣2dλdu] ;
D2,2 := E
W
E
β
[∫ 1
0
∫ 1
0
∣∣∣∂xZ(X+λY )(u)t − ∂xZX(u)t ∣∣∣2 dλdu] .
On the one hand,
D2,1 =
∫ 1
0
∫ 1
0
E
W
E
β
[∣∣∣Dφ̂(ZX+λYt )u∣∣∣2] |Y (u)|2dλdu.
Recall that φ is T-stable. It follows that for any random variables U, V ∈ L2([0, 1] × Ωβ),
Dφ̂(U) · V = limε→0 φ̂(U+εV )−φ̂(U)ε = limε→0 φ̂({U}+εV )−φ̂({U})ε = Dφ̂({U}) · V . Hence for every
U ∈ L2([0, 1] × Ωβ), Dφ̂(U) = Dφ̂({U}).
Let us denote by ξ := L[0,1]×Ωβ({ZX+λYt }). Then
E
W
E
β
[∣∣∣Dφ̂({ZX+λYt })u∣∣∣2] = EWEβ [∣∣∣∂µφ(ξ)({Z(X+λY )(u)t })∣∣∣2] 6 EW
[
sup
v∈R
|∂µφ(ξ)(v)|2
]
.
By Proposition 13, v 7→ ∂µφ(ξ)(v) is 2pi-periodic. By inequality (12), it follows that
sup
v∈R
|∂µφ(ξ)(v)| = sup
v∈[0,2pi]
|∂µφ(ξ)(v)| 6 C(1 + 2pi) + C
∫
R
|x|dξ(x)
= C(1 + 2pi) + CEβ
[∫ 1
0
|{Z(X+λY )(u)t }|du
]
6 C,
since {Z(X+λY )(u)t } takes values in [0, 2pi). Thus EW
[
supv∈R |∂µφ(ξ)(v)|2
]
6 C, where C is
independent of X, λ and Y . We deduce that D2,1 6
∫ 1
0
∫ 1
0 C|Y (u)|2dλdu 6 C‖Y ‖2L2 .
On the other hand, since f is of order α > 52 , inequality (34) holds with θ = 1. Thus
D2,2 6 C
∫ 1
0
∫ 1
0 λ
2|Y (u)|2dλdu 6 C‖Y ‖2L2 . We finally obtain that |D2| 6 C‖Y ‖2L2 . It follows
from the latter inequality and from (42) that for every ‖Y ‖L2 6 1,∣∣∣∣P̂tφ(X + Y )− P̂tφ(X) − ∫ 1
0
E
W
E
β
[
Dφ̂(ZXt )u ∂xZ
X(u)
t
]
Y (u)du
∣∣∣∣ 6 C‖Y ‖2L2 .
Thus P̂tφ is Fréchet-differentiable at point X and the derivative is given by (41).
Moreover, prove that
sup
µ∈P2(R)
∫
R
|∂µPtφ(µ)(x)|2dµ(x) < +∞.
Observe that supµ∈P2(R)
∫
R |∂µPtφ(µ)(x)|2dµ(x) = supX∈L2[0,1]
∫ 1
0 |DP̂tφ(X)u|2du. Let us ap-
ply (41) with Y = DP̂tφ(X). We obtain∫ 1
0
|DP̂tφ(X)u|2du = EWEβ
[∫ 1
0
Dφ̂(ZXt )u ∂xZ
X(u)
t DP̂tφ(X)udu
]
6 E
W
E
β
[∫ 1
0
|Dφ̂(ZXt )u|2du
] 1
2
E
W
E
β
[∫ 1
0
|∂xZX(u)t DP̂tφ(X)u|2du
] 1
2
. (43)
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By (33),
E
W
E
β
[∫ 1
0
|∂xZX(u)t DP̂tφ(X)u|2du
]
=
∫ 1
0
E
W
E
β
[
|∂xZX(u)t |2
]
|DP̂tφ(X)u|2du
6 C
∫ 1
0
|DP̂tφ(X)u|2du. (44)
It follows from (43) and (44) that∫ 1
0
|DP̂tφ(X)u|2du 6 C EWEβ
[∫ 1
0
|Dφ̂(ZXt )u|2du
]
= C EW
[∫
R
|∂µφ(ξ)(x)|2dξ(x)
]
,
where ξ = L[0,1]×Ωβ(ZX(u)t ). The last term is bounded by a constant independent of ξ because
by assumption (φ2), supµ∈P2(R)
∫
R |∂µφ(µ)(x)|2dµ(x) < +∞.
Assumption (φ3): Let us prove that for every X1,X2, Y ∈ L2[0, 1],
|DP̂tφ(X1) · Y −DP̂tφ(X2) · Y | 6 C‖X1 −X2‖L2[0,1]‖Y ‖L2[0,1]. (45)
By formula (41), |DP̂tφ(X1) · Y −DP̂tφ(X2) · Y | 6 |D3|+ |D4|, where
D3 := E
W
E
β
[∫ 1
0
(Dφ̂(ZX1t )u −Dφ̂(ZX2t )u)∂xZX1(u)t Y (u)du
]
;
D4 := E
W
E
β
[∫ 1
0
Dφ̂(ZX2t )u(∂xZ
X1(u)
t − ∂xZX2(u)t )Y (u)du
]
.
Up to replacing X and X + λY by X1 and X2, D3 and D4 are equivalent to D1 and D2. Thus
we get by the same computations as for D1 and D2:
|D3| 6 C‖X1 −X2‖L2[0,1]‖Y ‖L2[0,1]
|D4| 6 C‖X1 −X2‖L2[0,1]‖Y ‖L2[0,1].
This completes the proofs of (45) and of the proposition.
III.2 Statement of the theorem and general strategy of proof
Let us consider φ : P2(R)→ R satisfying the φ-assumptions. We are interested in studying the
behaviour of P̂tφ(g+ρh)−P̂tφ(g)ρ , or equivalently
Ptφ(µ
g+ρh
0 )−Ptφ(µg0)
ρ , when ρ tends to zero. Remark
that the point of view is, as in the previous chapters, to study the system in terms of the process
of quantile functions more than in terms of the process of probability measures, which explains
that we consider linear perturbations of the initial quantile function. If we see the process as a
system of particles, then for each u ∈ R, ρh(u) describes the direction and the intensity of the
perturbation of the initial position of the particle indexed by u.
Until now, we considered an initial condition g ∈ G1, but we will need more regularity
in order to prove a Bismut-Elworthy-like formula; we will assume that g ∈ G3+θ, for some
positive θ. Concerning the direction of perturbation h, we assume that it belongs to ∆1 defined
below:
Definition 32. We denote by ∆1 the set of 1-periodic C1-functions h : R→ R. We define the
following norm on ∆1: ‖h‖C1 := supu∈[0,1] |h(u)| + supu∈[0,1] |h′(u)|.
This ensures that for ρ close to zero, g+ρh still belongs to G1. Indeed, since h is 1-periodic,
g + ρh still satisfies the pseudo-periodic condition. Moreover, let c := infu∈R g′(u). Remark
that c does not depend on the representative g of the equivalence class g, and that c > 0,
since g′ is continuous, positive everywhere, and 1-periodic. Thus for every ρ ∈ (−ρ0, ρ0), where
ρ0 =
c
‖h′‖L∞ , we have g
′(u) + ρh′(u) > 0 for every u ∈ R.
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Theorem 33. Let φ : P2(R) → R satisfy the φ-assumptions. Let θ ∈ (0, 1) and f be of order
α = 72 + θ. Let g ∈ G3+θ and h ∈ ∆1 be two deterministic functions. Then there is Cg
independent of h such that for every t ∈ (0, T ]∣∣∣∣∣ ddρ |ρ=0Ptφ(µg+ρh0 )
∣∣∣∣∣ 6 Cg ‖φ‖L∞t2+θ ‖h‖C1 , (46)
where Cg is bounded when ‖g′′′‖L∞ + ‖g′′‖L∞ + ‖g′‖L∞ + ‖ 1g′ ‖L∞ is bounded.
Before explaining the strategy of proof for Theorem 33, we give and prove the following
relation between ddρ |ρ=0Ptφ(µ
g+ρh
0 ), the L-derivative ∂µ(Ptφ) and the linear functional derivative
δPtφ
δm . For later purposes, we will state the result considering random initial functions g and
h, with a randomness which is G0-measurable. Recall that within this framework, g and h are
independent of ((W k)k∈Z, β).
Lemma 34. Let φ, θ and f be as in Theorem 33. Let g and h be G0-measurable random variables
with values respectively in G1+θ and ∆1. Then for every t ∈ [0, T ],
d
dρ |ρ=0
Ptφ(µ
g+ρh
0 ) =
∫ 1
0
∂µ(Ptφ)(µ
g
0)(g(u)) h(u) du
= EWEβ
[∫ 1
0
∂µφ(µ
g
t )(x
g
t (u)) ∂ux
g
t (u)
h(u)
g′(u)
du
]
(47)
= −
∫ 1
0
δPtφ
δm
(µg0)(g(u)) ∂u
(
h
g′
)
(u) du.
Proof. Fix ω0 in an almost-sure event of Ω0 such that g = g(ω0) belongs to G1+θ and h = h(ω0)
belongs to ∆1. Let ρ ∈ (−ρ0, ρ0), where ρ0 = 1‖h′‖L∞ inf g
′. Thus g + ρh belongs to G1.
Consider the process (µg+ρht )t∈[0,T ]. The first equality in (47) follows from the definition of
Lions’ differential calculus:
d
dρ |ρ=0
Ptφ(µ
g+ρh
0 ) =
d
dρ |ρ=0
P̂tφ(g + ρh) = DP̂tφ(g) · h =
∫ 1
0
DP̂tφ(g)u h(u)du (48)
=
∫ 1
0
∂µ(Ptφ)(µ
g
0)(g(u)) h(u)du.
The second equality in (47) is a consequence of formula (41):
d
dρ |ρ=0
Ptφ(µ
g+ρh
0 ) = E
W
E
β
[∫ 1
0
Dφ̂(Zgt )u ∂xZ
g(u)
t h(u)du
]
= EWEβ
[∫ 1
0
∂µφ(µ
g
t )(x
g
t (u))∂ux
g
t (u)
h(u)
g′(u)
du
]
,
using the identities (35) and (36).
We compute the third equality in (47). Using the relation between the L-derivative and the
functional linear derivative recalled in Proposition 5, we have:∫ 1
0
∂µ(Ptφ)(µ
g
0)(g(u))h(u)du =
∫ 1
0
∂v
{
δPtφ
δm
(µg0)
}
(g(u))h(u)du
=
∫ 1
0
∂u
{
δPtφ
δm
(µg0)(g(·))
}
(u)
h(u)
g′(u)
du
=
[
δPtφ
δm
(µg0)(g(u))
h(u)
g′(u)
]1
0
−
∫ 1
0
δPtφ
δm
(µg0)(g(u))∂u
(
h
g′
)
(u)du,
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by an integration by parts formula. Furthermore, by Proposition 31, Ptφ satisfies the φ-
assumptions, and the probability measure µg0 satisfies the assumption of Proposition 15 since
g′(u) > 0 for every u ∈ R. Therefore, it follows from Proposition 13 that v 7→ ∂µPtφ(µg0)(v)
is 2pi-periodic and from Proposition 15 that v 7→ δPtφδm (µg0)(v) is 2pi-periodic. It follows that
δPtφ
δm (µ
g
0)(g(1)) =
δPtφ
δm (µ
g
0)(g(0) + 2pi) =
δPtφ
δm (µ
g
0)(g(0)). Since
h
g′ is 1-periodic, we conclude that[
δPtφ
δm (µ
g
0)(g(u))
h(u)
g′(u)
]1
0
= 0.
Remark that for every ψ, the linear functional derivative δψδm(µ) is defined up to an additive
constant. For every 1-periodic C1-function h, we easily see that∫ 1
0
δPtφ
δm
(µg0)(g(u))∂u
(
h
g′
)
(u)du
=
∫ 1
0
[
δPtφ
δm
(µg0)(g(u)) −
∫ 1
0
δPtφ
δm
(µg0)(g(u
′))du′
]
∂u
(
h
g′
)
(u)du.
We introduce the following notation:
[
δψ
δm
]
denotes the zero-average linear functional derivative;
for every µ ∈ P2(R) and v ∈ R,[
δψ
δm
]
(µ)(v) :=
δψ
δm
(µ)(v) −
∫
R
δψ
δm
(µ)(v′)dµ(v′). (49)
In particular, equation (47) rewrites as:
d
dρ |ρ=0
Ptφ(µ
g+ρh
0 ) = −
∫ 1
0
[
δPtφ
δm
]
(µg0)(g(u)) ∂u
(
h
g′
)
(u) du. (50)
Let us start the proof of Theorem 33. Consider g and h two G0-measurable random
variables with values respectively in G3+θ and ∆1, for some θ ∈ (0, 1). Then g′h also belongs
to ∆1, since g′ is a 1-periodic function with at least C1-regularity. By formulas (47) and (50)
applied to g′h instead of h:∣∣∣∣∫ 1
0
∂µ(Ptφ)(µ
g
0)(g(u)) g
′(u)h(u)du
∣∣∣∣ = ∣∣∣∣∫ 1
0
[
δPtφ
δm
]
(µg0)(g(u)) ∂uh(u)du
∣∣∣∣
=
∣∣∣∣EWEβ [∫ 1
0
∂µφ(µ
g
t )(x
g
t (u)) ∂ux
g
t (u) h(u)du
]∣∣∣∣ . (51)
We write h in the following form, using the fact that F gs ◦ xgs = id:
h(u) =
1
t
∫ t
0
h(u)ds =
1
t
∫ t
0
∂ux
g
s(F
g
s (x
g
s(u)))h(F
g
s (x
g
s(u)))
∂ux
g
s(u)
ds =
1
t
∫ t
0
Ags(x
g
s(u))
∂ux
g
s(u)
ds, (52)
where (Agt )t∈[0,T ] is defined by
Agt := ∂ux
g
t (F
g
t (·)) h(F gt (·)). (53)
Recall that F gt = (x
g
t )
−1 and that for each x ∈ R, F gt (x+ 2pi) = F gt (x) + 1. Using the fact that
h and ∂ux
g
t are 1-periodic, we deduce that A
g
t is 2pi-periodic. Moreover, by Proposition 17, x
g
t
belongs almost surely to C3+θ′ for some θ′ < θ, thus ∂uxgt ∈ C2+θ
′
. Therefore, Agt is a C1-function.
Remark 35. If we assume furthermore that h ∈ C2+θ, then Agt is a C2+θ
′
-function. Nevertheless,
even that order of regularity on Agt would not be sufficient for our purposes; indeed, Lemma 39
will show that we need Agt to belong to C3+θ to get the desired inequality (see also remark 41).
It explains why we will regularize Agt . And, as we cannot avoid the regularization procedure, we
decide to make on h as few assumptions as possible; that is why we assume h belonging only to
C1.
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Let (ϕε)ε>0 be a collection of mollifiers, defined by ϕε(x) =
1
εϕ(
x
ε ), where ϕ(x) =
1√
2pi
e−x
2/2.
For every t ∈ [0, T ], define
Ag,εt := A
g
t ∗ ϕε =
∫
R
Agt (· − y)ϕε(y)dy. (54)
Observe that Ag,εt is also 2pi-periodic.
It follows from Lemma 34 and from (52) that
I :=
d
dρ |ρ=0
Ptφ(µ
g+ρg′h
0 ) = E
W
E
β
[∫ 1
0
∂µφ(µ
g
t )(x
g
t (u))∂ux
g
t (u)h(u)du
]
=
1
t
E
W
E
β
[∫ 1
0
∂µφ(µ
g
t )(x
g
t (u))∂ux
g
t (u)
∫ t
0
Ags(x
g
s(u))
∂ux
g
s(u)
dsdu
]
= I1 + I2, (55)
where
I1 :=
1
t
E
W
E
β
[∫ 1
0
∫ t
0
∂µφ(µ
g
t )(x
g
t (u))
∂ux
g
t (u)
∂ux
g
s(u)
Ag,εs (x
g
s(u))dsdu
]
; (56)
I2 :=
1
t
E
W
E
β
[∫ 1
0
∫ t
0
∂µφ(µ
g
t )(x
g
t (u))
∂ux
g
t (u)
∂ux
g
s(u)
(Ags −Ag,εs )(xgs(u))dsdu
]
. (57)
A key step of the proof of Theorem 33 is the following control on I:
Proposition 36. Let φ, θ and f be as in Theorem 33. Let g and h be G0-measurable random
variables with values respectively in G3+θ and ∆1. Let (Kg,εt )t∈[0,T ] be the process defined by:
Kg,εt (u) :=
∫ t
0
(Ags −Ag,εs )(xgs(u))
∂ux
g
s(u)
1
t− s
∫ t
s
∂ux
g
r(u)dβrds. (58)
Then there is C > 0 independent of g, h and θ such that P0-almost surely, for every t ∈ (0, T ]
and ε ∈ (0, 1),
|I| 6 C ‖φ‖L∞
ε3+2θ
√
t
C1(g)‖h‖C1
+
C√
t
ε‖h‖C1C2(g) EWEβ
∣∣∣∣∣
∫ 1
0
[
δφ
δm
]
(µgt )(x
g
t (u))
Kg,εt (u)
‖Kg,εt ‖L∞
du
∣∣∣∣∣
2
1/2 , (59)
where C1(g) = 1 + ‖g′′′‖2L4 + ‖g′′‖6L∞ + ‖g′‖8L∞ +
∥∥∥ 1g′ ∥∥∥8L∞ and C2(g) = 1 + ‖g′′′‖3L8 + ‖g′′‖12L∞ +
‖g′‖12L∞ +
∥∥∥ 1g′∥∥∥24L∞.
We split the proof of Proposition 36 in two. First, we will prove a Bismut-Elworthy formula
for the regularized function Ag,ε and get a control on I1:
Proposition 37. Under the same assumptions as above, there is C > 0 independent of g, h
and θ such that for every t ∈ [0, T ], for every ε ∈ (0, 1),
|I1| 6 C ‖φ‖L∞
ε3+2θ
√
t
C1(g)‖h‖C1 . (60)
Then we will prove that the remainder term, involving the difference Ag−Ag,ε, is small with
ε, and obtain the following control on I2:
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Proposition 38. Under the same assumptions as above, there is C > 0 independent of g, h
and θ such that for every t ∈ [0, T ], for every ε ∈ (0, 1),
|I2| 6 C√
t
ε‖h‖C1C2(g) EWEβ
∣∣∣∣∣
∫ 1
0
[
δφ
δm
]
(µgt )(x
g
t (u))
Kg,εt (u)
‖Kg,εt ‖L∞
du
∣∣∣∣∣
2
1/2 . (61)
In Paragraph III.3 and III.4, we prove respectively Proposition 37 and 38. Then, in Para-
graph III.5, we use the result given by Proposition 36 to complete the proof of Theorem 33.
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The aim of this paragraph is to prove Proposition 37. Let us start by explaining the general
idea of the proof. We denote at(u) =
∫ t
0
g′(u)
∂ux
g
s(u)
Ag,εs (x
g
s(u))ds. Following the method of proof
of [Tha97], we will use Kunita’s expansion (see Proposition 27) to get the equation satisfied by
the trajectory (Z
g(u)+ρat(u)
t )t∈[0,T ], for |ρ| ≪ 1:
Z
g(u)+ρat(u)
t = g(u) +
∑
k∈Z
∫ t
0
fkℜ
(
e−ikZ
g(u)+ρas(u)
s dW ks
)
+ ρ
∫ t
0
Ag,εs (Z
g(u)+ρas(u)
s )ds
+ βt +O(|ρ|5/4).
We rewrite this equality in the following form
Z
g(u)+ρat(u)
t = g(u) +
∑
k∈Z
∫ t
0
fkℜ
(
e−ikZ
g(u)+ρas(u)
s (dW ks + ρλ
k
sds)
)
+ βt +O(|ρ|5/4), (62)
where ((λkt )t∈[0,T ])k∈Z is obtained by the following Fourier inversion:
Lemma 39. Let θ ∈ (0, 1), g ∈ G3+θ and f be of order α = 72 + θ. Fix ε ∈ (0, 1). Then
there is a collection of (Gt)t∈[0,T ]-adapted C-valued processes ((λkt )t∈[0,T ])k∈Z such that for every
t ∈ [0, T ], the following equality holds
Ag,εt (y) =
∑
k∈Z
fke
−ikyλkt , (63)
and such that there is a constant C > 0 independent of ε satisfying for each t ∈ [0, T ]
E
W
E
β
∑
k∈Z
∫ t
0
|λks |2ds
 6 C t
ε6+4θ
‖h‖2C1C1(g)2, (64)
where C1(g) = 1 + ‖g′′′‖2L4 + ‖g′′‖6L∞ + ‖g′‖6L∞ +
∥∥∥ 1g′∥∥∥8L∞.
Up to the remainder term and to the perturbation of the noise by ρλ, equation (62) is similar
to SDE (15). Thus, we will apply Girsanov’s Theorem to finally get that EWEβ
[
φ(µg+ρatt )Egt
]
=
E
W [φ(µgt )], where (Eρt )t∈[0,T ] is an exponential martingale. Since the right-hand-side of the latter
equality does not depend on ρ, we will get by differentiating that equality with respect to ρ:
E
W
E
β
[∫ 1
0
∂µφ(µ
g
t )(x
g
t (u))
∂ux
g
t (u)
g′(u)
at(u)du
]
− EWEβ
φ(µgt )∑
k∈Z
∫ t
0
ℜ(λksdW ks )
 = 0,
where λks denotes the complex conjugate of λ
k
s . Implementing the value of at on the left-hand-side
and recalling the definition of I1 given by (56), we get the following Bismut-Elworthy integration
by parts formula:
III.3 Fourier inversion on the torus 31
Proposition 40. Let θ ∈ (0, 1), g ∈ G3+θ and f be of order α = 72 + θ. For every t ∈ (0, T ],
I1 =
1
t
E
W
E
β
φ(µgt )∑
k∈Z
∫ t
0
ℜ(λksdW ks )
 . (65)
We conclude the proof of Proposition 37, using Lemma 39 and Proposition 40.
Proof (Proposition 37). By Cauchy-Schwarz inequality,
|I1| 6 1
t
‖φ‖L∞EWEβ
∑
k∈Z
∫ t
0
|λks |2ds
1/2 6 C
t
‖φ‖L∞
√
t
ε3+2θ
C1(g)‖h‖C1 ,
where we used inequality (64).
It remains to prove Lemma 39 and Proposition 40.
Proof (Lemma 39). Fix t ∈ (0, T ]. The map y 7→ Ag,εt (y) is a 2pi-periodic C1-function. Therefore,
by Dirichlet’s Theorem, that map is equal to the sum of its Fourier series; we have
Ag,εt (y) =
∑
k∈Z
ck(A
g,ε
t )e
−iky,
where for every 2pi-periodic function A and for every k ∈ Z, ck(A) := 12pi
∫ 2pi
0 A(y)e
ikydy.
Let us define λkt :=
ck(A
g,ε
t )
fk
. Since (Ag,εt )t∈[0,T ] is (Gt)-adapted, it is clear that for each k ∈ Z,
(λkt )t∈[0,T ] is also (Gt)-adapted. Equality (63) clearly holds true. Moreover,
∑
k∈Z
∫ t
0
|λks |2ds =
∑
k∈Z
∫ t
0
∣∣∣∣ck(Ag,εs )fk
∣∣∣∣2 ds.
Compute the Fourier coefficient ck(A
g,ε
s ):
ck(A
g,ε
s ) = ck(A
g
s ∗ ϕε) =
1
2pi
∫ 2pi
0
(∫
R
Ags(y − x)ϕε(x)dx
)
eikydy
=
∫
R
ϕε(x)e
ikx
(
1
2pi
∫ 2pi
0
Ags(y − x)eik(y−x)dy
)
dx
= ck(A
g
s)
∫
R
ϕ(x)eikεxdx. (66)
Since
∫
R ϕ(x)e
ikεxdx is equal to the value of the Fourier transform of ϕ (that is ϕ itself) at
point kε, we know in particular that there is C > 0 such that for every k ∈ Z\{0} and for every
ε > 0,
∣∣∣∫R ϕ(x)eikεxdx∣∣∣ 6 C|kε|3+2θ .
Moreover, Ags is a C1-function. Thus there is C independent of k and s such that for every
k ∈ Z\{0}, |ck(Ags)| 6 C|k|‖∂xAgs‖L∞ . Furthermore, |c0(Ag,εs )| = |c0(Ags)| 6 ‖Ags‖L∞ . Since f is
of order α = 72 + θ, there is C such that for every k ∈ Z\{0}, 1|fk| 6 C|k|
7
2
+θ. Thus we have
∑
k∈Z
∫ t
0
|ck(Ag,εs )|2
f2k
ds =
∫ t
0
|c0(Ag,εs )|2
f20
ds+
∑
k 6=0
∫ t
0
|ck(Ag,εs )|2
f2k
ds
6 C
∫ t
0
‖Ags‖2L∞ds+ C
∑
k 6=0
∫ t
0
|k|7+2θ 1|kε|6+4θ
1
|k|2 ‖∂xA
g
s‖2L∞ds
6
C
ε6+4θ
∫ t
0
‖Ags‖2C1ds,
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because 1 6 1ε and because the sum
∑
k 6=0
1
|k|1+2θ converges. Thus there is a constant C > 0
independent of ε satisfying the PW ⊗ Pβ-almost surely for every t ∈ [0, T ]∑
k∈Z
∫ t
0
|λks |2ds 6
C
ε6+4θ
∫ t
0
‖Ags‖2C1ds. (67)
Let us compute EWEβ
[‖Ags‖2C1]. Recall that ‖Ags‖L∞ 6 ‖∂uxgs‖L∞‖h‖L∞ . Thus for every
s ∈ [0, T ],
E
W
E
β
[
‖Ags‖2L∞
]
6 ‖h‖2L∞EWEβ
[
sup
t6T
‖∂uxgt ‖2L∞
]
6 C‖h‖2L∞(1 + ‖g′′‖2L2 + ‖g′‖4L∞),
by inequality (27). Moreover, the derivative of Ags is equal to:
∂xA
g
s(x) =
(∂uh ∂ux
g
s + h ∂
(2)
u xgs)(F
g
s (x))
∂ux
g
s(F
g
s (x))
= ∂uh(F
g
s (x)) +
h(F gs (x)) ∂
(2)
u xgs(F
g
s (x))
∂ux
g
s(F
g
s (x))
.
We deduce that
‖∂xAgs‖L∞ 6 C‖h‖C1
(
1 + ‖∂(2)u xgs‖L∞
∥∥∥∥ 1∂uxgs
∥∥∥∥
L∞
)
. (68)
Therefore, for every s 6 T ,
E
W
E
β
[
‖∂xAgs‖2L∞
]
6 C‖h‖2C1
(
1 + EWEβ
[
sup
t6T
‖∂(2)u xgt ‖4L∞
]
+ EWEβ
[
sup
t6T
∥∥∥∥ 1∂uxgt
∥∥∥∥4
L∞
])
6 C‖h‖2C1
(
1 + ‖g′′′‖4L4 + ‖g′′‖12L∞ + ‖g′‖16L∞ +
∥∥∥∥ 1g′
∥∥∥∥16
L∞
)
, (69)
by (27) and (28) and because g belongs to G3+θ and α = 72 + θ. We deduce that
E
W
E
β
∑
k∈Z
∫ t
0
|λks |2ds
 6 Ct
ε6+4θ
‖h‖2C1
(
1 + ‖g′′′‖4L4 + ‖g′′‖12L∞ + ‖g′‖16L∞ +
∥∥∥∥ 1g′
∥∥∥∥16
L∞
)
,
which is inequality (64).
This completes the proof of the lemma.
Remark 41. Recall, in view of remark 35, that up to assuming that h is smooth enough, we
can deduce from α = 72 + θ that A
g
s ∈ C2+θ′ . The computations above show that the series∑
k∈Z
∫ t
0
|ck(Ags)|2
f2
k
ds does not converge in that case, explaining why we have to regularize Ags by
Ag,εs . To sum up, the higher α is, the more regularity we have on the solution x
g
t and thus on
Agt , but the more difficult it is to get a square-integrable Fourier inverse λ
k
t .
It remains to prove Proposition 40. We will first introduce the following four lemmas, then
prove it and conclude the paragraph by the proof of Proposition 40. In order to control the
remainder term appearing in (62), let us introduce the following stopping time.
Let M0 be an integer large enough so that for every u ∈ R, 1M0 < g′(u) < M0. For every
M >M0, define:
τ1M := inf{t > 0 : ‖∂uxgt ‖L∞ >M} ∧ T ;
τ2M := inf{t > 0 :
∥∥∥ 1
∂ux
g
t (·)
∥∥∥
L∞
>M} ∧ T ; (70)
τM := τ
1
M ∧ τ2M .
Since g ∈ G3+θ and f is of order α > 72 , inequalities (27) and (28) imply that
P
W ⊗ Pβ [τM < T ] −→
M→+∞
0. (71)
III.3 Fourier inversion on the torus 33
Lemma 42. Let M > M0, θ ∈ (0, 1), g ∈ G3+θ and f be of order α = 72 + θ. Fix ε ∈ (0, 1).
Then there is a collection of (Gt)t∈[0,T ]-adapted C-valued processes ((λk,Mt )t∈[0,T ])k∈Z such that
for every t ∈ [0, T ], the following equality holds
1{t6τM}A
g,ε
t (y) =
∑
k∈Z
fke
−ikyλk,Mt , (72)
and there is a constant CM > 0 depending on M and ε such that P
W ⊗ Pβ-almost surely,∑
k∈Z
∫ T
0 |λk,Mt |2dt 6 CM .
Define the (Gt)-adapted process (aMt )t∈[0,T ] by aMt = at∧τM , in other words:
aMt (u) :=
∫ t
0
1{s6τM}
g′(u)
∂ux
g
s(u)
Ag,εs (x
g
s(u))ds. (73)
We easily check that for every u ∈ R, aM0 (u) = 0 and that a˙Mt (u) = g
′(u)
∂ux
g
t (u)
1{t6τM}A
g,ε
t (x
g
t (u))
is a 1-periodic and continuous function of u ∈ R.
Lemma 43. Let ε ∈ (0, 1). For every M > M0, there are two constants CaM (depending on T ,
M , g′ and h) and CM,ε (depending on T , M , ε and h) such that for every t ∈ [0, T ]
‖aMt ‖L∞ 6 CaM ; (74)∫ t∧τM
0
‖Ag,εs ‖2C1ds 6 CM,ε. (75)
Using the constant CaM appearing in (74), we define ρ0 := ρ0(M) =
1
2CaM
. Equation (62) is
made rigourous by the following statement:
Lemma 44. Let f be of order α = 72 + θ. Define the auxiliary process (Y
ρ,M
t )t∈[0,T ] as the
solution to:
Y ρ,Mt (u) = g(u) +
∑
k∈Z
fk
∫ t
0
ℜ
(
e−ikY
ρ,M
s (u)dW ks
)
+ βt + ρ
∫ t
0
1{s6τM}A
g,ε
s (Y
ρ,M
s (u))ds. (76)
Then there exists C depending on M , f , g′, h, T and ε such that for every ρ ∈ (−ρ0, ρ0)
and for every t ∈ [0, T ],
E
W
E
β
[∫ 1
0
|Zg(u)+ρaMt (u)t − Y ρ,Mt (u)|2du
]1/2
6 C|ρ|5/4. (77)
Finally, the following lemma states a Bismut-Elworthy formula obtained by Girsanov’s Theo-
rem. Remark that the only difference with the Bismut-Elworthy formula given in Proposition 40
is the localization by τM .
Lemma 45. Let θ ∈ (0, 1), g ∈G3+θ and f be of order α = 72 + θ. For every M >M0 and for
every t ∈ [0, T ],
E
W
E
β
[∫ 1
0
∂µφ(µ
g
t )(x
g
t (u))
∂ux
g
t (u)
g′(u)
aMt (u)du
]
= EWEβ
φ(µgt )∑
k∈Z
∫ t
0
ℜ(λk,Ms dW ks )
 , (78)
where λk,Ms denotes the complex conjugate of λk,Ms .
Now, we will prove Lemmas 42, 43, 44 and 45 and conclude with the proof of Proposition 40.
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Proof (Lemma 42). Define for every t ∈ [0, T ], λk,Mt := 1{t6τM}
ck(A
g,ε
t )
fk
= 1{t6τM}λ
k
t .
The aim of this proof is to obtain an almost-sure upper bound for
∑
k∈Z
∫ T
0 |λk,Mt |2dt, which
can depend on M and on ε. Since we are not interested in the dependance on ε here, the
constant can be worse than in the proof of Lemma 39. Similarly as in that proof, there is a
constant C > 0 such that for every k ∈ Z\{0} and for every ε > 0,
∣∣∣∫R ϕ(x)eikεxdx∣∣∣ 6 C|kε|4+2θ .
Furthermore, for every k ∈ Z, |ck(Ags)| 6 ‖Ags‖L2(T). Thus we have
∑
k∈Z
∫ T
0
|λk,Mt |2dt 6 C
∫ T
0
1{t6τM}|c0(Agt )|2dt+
∑
k 6=0
∫ T
0
1{t6τM}|k|7+2θ
1
|kε|8+4θ |ck(A
g
t )|2dt
6
C
ε8+4θ
∫ T
0
1{t6τM}‖Agt ‖2L2(T)dt.
By Definition (53), for every s ∈ [0, T ],
1{t6τM} ‖Agt ‖L2(T) 6 C1{t6τM} ‖A
g
t ‖L∞(T) 6 C1{t6τ1M} ‖h‖L∞ ‖∂ux
g
t ‖L∞ 6 CM ‖h‖L∞ .
Since the constant does not depend on t, we deduce the statement of the lemma.
Proof (Lemma 43). By definition of τM , for every t ∈ [0, T ] and for every u ∈ R,
|aMt (u)| 6 T‖g′‖L∞M sup
s6τM
‖Ag,εs ‖L∞ .
Since Ag,εs is 2pi-periodic and A
g,ε
s = A
g
s∗ϕε, with ‖ϕε‖L1(R) = 1, we have ‖Ag,εs ‖L∞ 6 ‖Ags‖L∞(T).
Recall that by definition (53), ‖Ags‖L∞(T) 6 ‖h‖L∞ ‖∂uxgs‖L∞ . We deduce that
1{s6τM} ‖Ag,εs ‖L∞(T) 6 ‖h‖L∞ 1{s6τ1M} ‖∂ux
g
s‖L∞ 6M ‖h‖L∞ . (79)
Therefore, inequality (74) holds with CaM := T‖g′‖L∞M2‖h‖L∞ .
For every t ∈ [0, T ], ∂xAg,εt = Agt ∗ ∂xϕε. Since ‖∂xϕε‖L1(R) 6 Cε , we obtain
1{t6τM} ‖∂xAg,εt ‖L∞(T) 6
C
ε
‖h‖L∞ 1{t6τ1M} ‖∂ux
g
t ‖L∞ 6
CM
ε
‖h‖L∞ . (80)
It follows from (79) and (80) that
∫ t∧τM
0 ‖Ag,εs ‖2C1ds 6 T Cε2M2‖h‖2L∞ for every t ∈ [0, T ], whence
we obtain (75).
Proof (Lemma 44). Throughout the proof, C is a constant depending on M , f , g′, h, T and ε.
Its value may change from a line to the next. Recall that we want to prove that for each
ρ ∈ (−ρ0, ρ0) and for each t ∈ [0, T ], EWEβ
[∫ 1
0 |Z
g(u)+ρaMt (u)
t − Y ρ,Mt (u)|2du
]1/2
6 C|ρ|5/4.
Fix u ∈ R and write the equation satisfied by (Zg(u)+ρaMt (u)t )t∈[0,T ]. We apply Kunita’s
expansion, see Proposition 27, with (ζt)t∈[0,T ] := (aMt (u))t∈[0,T ], x = g(u) and ζt = aMt (u). By
inequality (74), we have E
[∫ T
0 |ζt|dt
]
6 CM . Thus P
W ⊗ Pβ-almost surely,
Z
g(u)+ρaMt (u)
t = Z
g(u)
0 +
∑
k∈Z
fk
∫ t
0
ℜ
(
e−ikZ
g(u)+ρaMs (u)
s dW ks
)
+ βt + ρ
∫ t
0
∂xZ
g(u)+ρaMs (u)
s a˙s(u)ds
= g(u) +
∑
k∈Z
fk
∫ t
0
ℜ
(
e−ikZ
g(u)+ρaMs (u)
s dW ks
)
+ βt + ρ
∫ t
0
1{s6τM}A
g,ε
s (Z
g(u)
s )ds
+ ρ
∫ t
0
(∂xZ
g(u)+ρaMs (u)
s − ∂xZg(u)s )
g′(u)
∂ux
g
s(u)
1{s6τM}A
g,ε
s (x
g
s(u))ds, (81)
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where we used the identities (35) and (36).
Comparing equation (81) with equation (76) satisfied by (Y ρ,Mt (u))t∈[0,T ], we have for every
t ∈ [0, T ],
E
W
E
β
[∫ 1
0
|Zg(u)+ρaMt (u)t − Y ρ,Mt (u)|2du
]
6 3(E1 + ρ
2E2 + ρ
2E3), (82)
where
E1 := E
W
E
β
∫ 1
0
∣∣∣∣∣ ∑
k∈Z
∫ t
0
fkℜ
(
(e−ikZ
g(u)+ρaMs (u)
s − e−ikY ρ,Ms (u))dW ks
) ∣∣∣∣∣
2
du

E2 := E
W
E
β
[∫ 1
0
∣∣∣∣∫ t
0
1{s6τM}(A
g,ε
s (Z
g(u)
s )−Ag,εs (Y ρ,Ms (u)))ds
∣∣∣∣2 du
]
E3 := E
W
E
β
[∫ 1
0
∣∣∣∣∫ t
0
(∂xZ
g(u)+ρaMs (u)
s − ∂xZg(u)s )
g′(u)
∂ux
g
s(u)
1{s6τM}A
g,ε
s (x
g
s(u))ds
∣∣∣∣2 du
]
.
Let us start with E1. By Itô’s isometry and since y 7→ e−iky is k-Lipschitz,
E1 6 E
W
E
β
∫ 1
0
∫ t
0
∑
k∈Z
f2kk
2
∣∣∣Zg(u)+ρaMs (u)s − Y ρ,Ms (u)∣∣∣2 dsdu

6 C
∫ t
0
E
W
E
β
[∫ 1
0
∣∣∣Zg(u)+ρaMs (u)s − Y ρ,Ms (u)∣∣∣2 du] ds, (83)
because
∑
k∈Z f2kk
2 < +∞, since α > 32 .
Then, we estimate E2. By (75), there is C > 0 such that
∫ t∧τM
0 ‖∂xAg,εs ‖2L∞(T) ds 6 C. It
follows from Cauchy-Schwarz inequality that
E2 6 E
W
E
β
[∫ 1
0
∫ t∧τM
0
‖∂xAg,εs ‖2L∞(T) ds
∫ t
0
|Zg(u)s − Y ρ,Ms (u)|2dsdu
]
6 C
∫ t
0
E
W
E
β
[∫ 1
0
∣∣∣Zg(u)+ρaMs (u)s − Y ρ,Ms (u)∣∣∣2 du] ds
+ C
∫ 1
0
∫ t
0
E
W
E
β
[∣∣∣Zg(u)s − Zg(u)+ρaMs (u)s ∣∣∣2] dsdu.
Moreover, by inequality (74), |ρaMt (u)| 6 ρ0CaM = 12 for every t ∈ [0, T ], u ∈ R and ρ ∈ (−ρ0, ρ0).
Fix u ∈ [0, 1]. Let Ju be the interval [g(u)− 12 , g(u)+ 12 ]. By inequality (30) and by Kolmogorov’s
Lemma (see [RY99, p.26, Thm I.2.1]), it follows that, up to considering a modification of the
process (Zxt )x∈Ju , there is a constant CKol independent of u such that
E
W
E
β
[
sup
x,y∈Ju,x 6=y
supt6T |Zxt − Zyt |2
|x− y|1/2
]
6 CKol.
We deduce that for every ρ ∈ (−ρ0, ρ0),
E
W
E
β
[∣∣∣Zg(u)s − Zg(u)+ρaMs (u)s ∣∣∣2]
6 E
W
E
β
[
1{ρaMt (u)6=0}
supt6T |Zg(u)t − Zg(u)+ρa
M
t (u)
t |2
|ρaMt (u)|1/2
|ρaMt (u)|1/2
]
6 CCKol|ρ|1/2,
where the constants are independent of s and u. We conclude that for every ρ ∈ (−ρ0, ρ0)
E2 6 C
∫ t
0
E
W
E
β
[∫ 1
0
∣∣∣Zg(u)+ρaMs (u)s − Y ρ,Ms (u)∣∣∣2 du]ds+ C|ρ|1/2. (84)
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Now, consider E3. By definition (70) of τ
2
M , for every s 6 τM ,
∥∥∥ 1
∂ux
g
s(·)
∥∥∥
L∞
6M . Thus
E3 6 ‖g′‖L∞MEWEβ
[∫ 1
0
∫ t
0
∣∣∣∂xZg(u)+ρaMs (u)s − ∂xZg(u)s ∣∣∣2 ds ∫ t∧τM
0
‖Ag,εs ‖2L∞dsdu
]
6 CEWEβ
[∫ 1
0
∫ t
0
∣∣∣∂xZg(u)+ρaMs (u)s − ∂xZg(u)s ∣∣∣2 dsdu] ,
where the last inequality follows from (75). By inequality (34) and the fact that f is of order
α > 52 , we can apply as before Kolmogorov’s Lemma on ∂xZ instead of Z. We get for every
ρ ∈ (−ρ0, ρ0),
E
W
E
β
[∣∣∣∂xZg(u)+ρaMs (u)s − ∂xZg(u)s ∣∣∣2] 6 CCKol|ρ|1/2.
Therefore, for every ρ ∈ (−ρ0, ρ0), E3 6 C|ρ|1/2.
Putting together the last inequality with (82), (83) and (84), we obtain for every t ∈ [0, T ]
E
W
E
β
[∫ 1
0
|Zg(u)+ρaMt (u)t − Y ρ,Mt (u)|2du
]
6 C
∫ t
0
E
W
E
β
[∫ 1
0
∣∣∣Zg(u)+ρaMs (u)s − Y ρ,Ms (u)∣∣∣2 du]ds+ C|ρ|2+1/2.
By Gronwall’s inequality, the proof of Lemma 44 is complete.
Proof (Lemma 45). Take the real part of equality (72) and apply this equality with y = Y ρ,Ms (u).
Recall that Ag,εs and fk are real-valued. We obtain for every M >M0, for every u ∈ R, for every
ρ ∈ (−ρ0(M), ρ0(M)) and for every s ∈ [0, T ],
1{s6τM}A
g,ε
s (Y
ρ,M
s (u)) =
∑
k∈Z
fkℜ
(
e−ikY
ρ,M
s (u)λk,Ms
)
.
Thus, we rewrite equality (76) in the following way: for every t ∈ [0, T ]
Y ρ,Mt (u) = g(u) +
∑
k∈Z
∫ t
0
fkℜ
(
e−ikY
ρ,M
s (u)(dW ks + ρλ
k,M
s ds)
)
+ βt.
Recall that λk,Ms is complex-valued. Define for every t ∈ [0, T ]
Eρt := exp
(
− ρ
∑
k∈Z
∫ t
0
ℜ(λk,Ms dW ks )−
ρ2
2
∑
k∈Z
∫ t
0
|λk,Ms |2ds
)
.
Recall that by Lemma 42, there is a constant CM > 0 such that P
W ⊗ Pβ-almost surely,∑
k∈Z
∫ T
0 |λk,Ms |2ds 6 CM . It follows from Novikov’s condition that the process (Eρt )t∈[0,T ] is
a PW ⊗Pβ-martingale. Let Pρ be the probability measure on ΩW ×Ωβ such that Pρ is absolutely
continuous with respect to PW ⊗ Pβ with density dPρ
d(PW⊗Pβ) = E
ρ
T . By Girsanov’s Theorem,
((W kt + ρλ
k,M
t )t∈[0,T ])k∈Z is a collection of independent Pρ-Brownian motions, independent of
(β,G0). By uniqueness in law of equation (15), the law of (Y ρ,Mt )t∈[0,T ] under Pρ is equal to the
law of (xgt )t∈[0,T ] under PW ⊗ Pβ.
Fix t ∈ [0, T ]. Recall that φ̂(Y ) := φ(L[0,1]×Ωβ(Y )) for every Y ∈ L2([0, 1]×Ωβ). We deduce
that
E
W
E
β
[
φ̂(Y ρ,Mt )Eρt
]
= EWEβ
[
φ̂(Y ρ,Mt )
dPρ
d(PW ⊗ Pβ)
]
= EWEβ
[
φ̂(xgt )
]
.
III.3 Fourier inversion on the torus 37
The right-hand side does not depend on ρ, so we have
d
dρ |ρ=0
E
W
E
β
[
φ̂(Y ρ,Mt )Eρt
]
= 0. (85)
Let us now prove that ddρ |ρ=0E
W
E
β
[
φ̂(Z
g+ρaMt
t )Eρt
]
= 0. By assumption (φ2), φ̂ is a Lipschitz-
continuous function. By Lemma 44, we have for every ρ ∈ (−ρ0, ρ0)∣∣∣∣EWEβ [φ̂(Zg+ρaMtt )Eρt ]− EWEβ [φ̂(Y ρ,Mt )Eρt ]∣∣∣∣
6 E
W
[
|φ̂(Zg+ρaMtt )− φ̂(Y ρ,Mt )|2
]1/2
E
W
E
β
[
|Eρt |2
]1/2
6 ‖φ̂‖LipEW
[∥∥∥∥Zg+ρaMtt − Y ρ,Mt ∥∥∥∥2
L2([0,1]×Ωβ)
]1/2
E
W
E
β
[
|Eρt |2
]1/2
6 CM |ρ|5/4EWEβ
[
|Eρt |2
]1/2
.
Moreover, recalling that
∑
k∈Z
∫ T
0 |λk,Ms |2ds 6 CM (see Lemma 42)
E
W
E
β
[
|Eρt |2
]
6 eρ
2
0CM E
W
E
β
[
exp
(
− 2ρ∑k∈Z ∫ t0 ℜ(λk,Ms dW ks )− (2ρ)22 ∑k∈Z ∫ t0 |λk,Ms |2ds)]
= eρ
2
0CM ,
since the exponential term is a PW ⊗ Pβ-martingale. Therefore,∣∣∣∣EWEβ [φ̂(Zg+ρaMtt )Eρt ]− EWEβ [φ̂(Y ρ,Mt )Eρt ]∣∣∣∣ 6 CM |ρ|5/4. (86)
It follows from (85) and (86) that ddρ |ρ=0E
W
E
β
[
φ̂(Z
g+ρaMt
t )Eρt
]
= 0. Let us compute that
derivative: by (41), we have
0 =
d
dρ |ρ=0
E
W
E
β
[
φ̂(Z
g+ρaMt
t )Eρt
]
= EWEβ
[∫ 1
0
Dφ̂(Zgt )u ∂xZ
g(u)
t a
M
t (u)du
]
− EWEβ
φ̂(Zgt )∑
k∈Z
∫ t
0
ℜ(λk,Ms dW ks )

= EWEβ
[∫ 1
0
∂µφ(µ
g
t )(x
g
t (u))
∂ux
g
t (u)
g′(u)
aMt (u)du
]
− EWEβ
φ(µgt )∑
k∈Z
∫ t
0
ℜ(λk,Ms dW ks )
 .
We used Proposition 26 for the last equality. Therefore, equality (78) holds true.
Proof (Proposition 40). We want to prove
E
W
E
β
[∫ 1
0
∫ t
0
∂µφ(µ
g
t )(x
g
t (u))
∂ux
g
t (u)
∂ux
g
s(u)
Ag,εs (x
g
s(u))dsdu
]
= EWEβ
φ(µgt )∑
k∈Z
∫ t
0
ℜ(λksdW ks )
 .
which is equivalent to (65). In order to obtain that equality, it is sufficient to pass to the
limit when M → +∞ in (78). Recall that by (71), PW ⊗ Pβ [τM < T ] →M→+∞ 0. Since
{τM < T}M>M0 is a non-increasing sequence of events, it follows that PW ⊗ Pβ-almost surely,
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1{t6τM} → 1{t6T}. Thus, it only remains to prove uniform integrability of both members of
equality (78). Precisely, we want to prove:
sup
M>M0
E
W
E
β
[∫ 1
0
(
∂µφ(µ
g
t )(x
g
t (u))
∂ux
g
t (u)
g′(u)
aMt (u)
)3/2
du
]
< +∞; (87)
sup
M>M0
E
W
E
β
(φ(µgt )∑
k∈Z
∫ t
0
ℜ(λk,Ms dW ks )
)2 < +∞. (88)
We start with (87). For every M >M0, by Hölder’s inequality
E
W
E
β
[∫ 1
0
(
∂µφ(µ
g
t )(x
g
t (u))
∂ux
g
t (u)
g′(u)
aMt (u)
)3/2
du
]
6 E
W
E
β
[∫ 1
0
(
∂µφ(µ
g
t )(x
g
t (u))
)2
du
]3/4
E
W
E
β
[∫ 1
0
∣∣∣∣∂uxgt (u)g′(u) aMt (u)
∣∣∣∣6du
]1/4
.
By assumption (φ2), EWEβ
[∫ 1
0
(
∂µφ(µ
g
t )(x
g
t (u))
)2
du
]
is bounded. Moreover, by inequality (19),
E
W
E
β
[∫ 1
0
∣∣∣∣∂uxgt (u)g′(u) aMt (u)
∣∣∣∣6du
]
6 C
∥∥∥∥ 1g′
∥∥∥∥6
L∞
‖g′‖6L12 EWEβ
[∫ 1
0
∣∣aMt (u)∣∣12du]1/2 .
By definition (73) of aMt , we have
E
W
E
β
[∫ 1
0
|aMt (u)|12du
]
6 E
W
E
β
[∫ 1
0
T 11
∫ t
0
∣∣∣∣ g′(u)∂uxgs(u)Ag,εs (xgs(u))
∣∣∣∣12 dsdu
]
.
Remark that for every s ∈ [0, T ], ‖Ag,εs ‖L∞ 6 ‖Ags‖L∞ 6 ‖∂uxgs‖L∞‖h‖L∞ . Thus
E
W
E
β
[∫ 1
0
|aMt (u)|12du
]
6 C‖g′‖12L∞‖h‖12L∞EWEβ
[
sup
t6T
‖∂uxgt ‖12L∞ sup
t6T
∥∥∥ 1
∂ux
g
t (·)
∥∥∥12
L∞
]
6 C‖g′‖12L∞‖h‖12L∞EWEβ
[
sup
t6T
‖∂uxgt ‖24L∞
]1/2
E
W
E
β
[
sup
t6T
∥∥∥ 1
∂ux
g
t (·)
∥∥∥24
L∞
]1/2
6 C,
where the constant C does not depend onM . The last inequality is obtained by inequalities (27)
and (28), because g ∈ G2+θ and α > 52 + θ. We deduce (87).
Then, we prove (88). Furthermore, for every M >M0, for every t ∈ [0, T ]
E
W
E
β
(φ(µgt )∑
k∈Z
∫ t
0
ℜ(λk,Ms dW ks )
)2 6 ‖φ‖2L∞EWEβ
∑
k∈Z
∫ t
0
|λk,Ms |2ds

6 ‖φ‖2L∞EWEβ
∑
k∈Z
∫ t
0
|λks |2ds
 ,
since λk,Ms = 1{s6τM}λ
k
s . By inequality (67), E
W
E
β
[∑
k∈Z
∫ t
0 |λks |2ds
]
is bounded, so we de-
duce (88). It completes the proof of Proposition 40.
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III.4 Behaviour of the remainder term for small ε
The aim of this paragraph is prove Proposition 38. For each ε > 0, define
Hg,εt (u) :=
(Agt −Ag,εt )(xgt (u))
∂ux
g
t (u)
, (89)
where we recall that (xgt )t∈[0,T ] is the solution to the diffusion (15) on the torus, that µ
g· =
L[0,1]×Ωβ(xg· ), that Agt := ∂uxgt (F gt (·)) h(F gt (·)) and that Ag,εt := Agt ∗ϕε. The process (Hg,εt )t∈[0,T ]
appears in the definition (57) of I2 so that we can rewrite I2 as:
I2 :=
1
t
E
W
E
β
[∫ 1
0
∫ t
0
∂µφ(µ
g
t )(x
g
t (u)) ∂ux
g
t (u) H
g,ε
s (u) dsdu
]
. (90)
We start by showing that the processes (xgt )t∈[0,T ], (µ
g
t )t∈[0,T ] and (H
g,ε
t )t∈[0,T ] can all be written
as progressively measurable functions of u and the noises (W k)k∈Z and β.
For that purpose, let (Θ,B(Θ)) be the canonical space defined by Θ = C([0, T ],C)Z ×
C([0, T ],R) and B(Θ) = B(C([0, T ],C)Z) ⊗ B(C([0, T ],R)). Let P be the probability measure
on (Θ,B(Θ)) defined as the distribution of ((W k)k∈Z, β) on ΩW × Ωβ. Let Bt(C([0, T ],R)) :=
σ(x(s); 0 6 s 6 t); in other words the process (Bt(C([0, T ],R)))t∈[0,T ] is the canonical filtration
on (C([0, T ],R),B(C([0, T ],R))). Similarly, let (Bt(C([0, T ],C)Z))t∈[0,T ] be the canonical filtra-
tion on (C([0, T ],C)Z,B(C([0, T ],C)Z)). Let (B̂t(Θ))t∈[0,T ] be the augmentation of the filtration
(Bt(C([0, T ],C)Z) ⊗ Bt(C([0, T ],R)))t∈[0,T ] by the null sets of P. We used here notations in-
spired by Karatzas-Shreve [KS91, pp.308-311]. Notation: we denote in bold elements of Θ, e.g.
((wk)k∈Z,b) ∈ Θ.
We want to prove that
(a) There is a B(R)⊗ B(Θ)/B(C([0, T ],R))-measurable function
X : R×Θ→ C([0, T ],R)
(u, (wk)k∈Z,b) 7→ X (u, (wk)k∈Z,b)
which is, for every fixed t ∈ [0, T ], B(R)⊗ B̂t(Θ)/Bt(C([0, T ],R))-measurable, such that X
is continuous in u for P-almost every fixed ((wk)k∈Z,b) ∈ Θ and such that PW⊗Pβ-almost
surely, for every u ∈ R and for every t ∈ [0, T ],
xgt (u) = Xt(u, (W k)k∈Z, β). (91)
(b) There is a B(C([0, T ],C)Z)/B(C([0, T ],P2(R)))-measurable function
P : C([0, T ],C)Z → C([0, T ],P2(R))
(wk)k∈Z 7→ P((wk)k∈Z)
which is, for every fixed t ∈ [0, T ], Bt(C([0, T ],C)Z)/Bt(C([0, T ],P2(R)))-measurable, such
that PW -almost surely, for every t ∈ [0, T ],
µgt = Pt((W k)k∈Z). (92)
(c) There is a progressively-measurable function H : [0, T ] × R × Θ → R, i.e. for every
t ∈ [0, T ],
[0, t] ×R×Θ→ R
(s, u, (wk)k∈Z,b) 7→ Hs(u, (wk)k∈Z,b)
is B[0, t] ⊗ B(R) ⊗ B̂t(Θ)/B(R)-measurable, such that PW ⊗ Pβ-almost surely, for every
u ∈ R and for every t ∈ [0, T ],
Hg,εt (u) = Ht(u, (W k)k∈Z, β). (93)
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Proposition 46. Let θ, ε, g, f and h be as in Proposition 38. Then there exist three functions
X , P and H such that statements (a), (b) and (c) defined above are satisfied.
Proof. Consider the canonical space (Θ,B(Θ), (B̂t(Θ))t∈[0,T ],P). By Proposition 16, there is a
strong and pathwise unique solution to (15) with initial condition xg0 = g. Therefore, for every
fixed u ∈ R, there is a unique solution (xgt (u))t∈[0,T ] to
x
g
t (u) = g(u) +
∑
k∈Z
∫ t
0
fkℜ
(
e−ikx
g
s(u)dwks
)
+ bt.
Proof of (a). By Yamada-Watanabe Theorem, the law of (xg, (W k)k∈Z, β) under PW⊗Pβ is
equal to the law of (xg, (wk)k∈Z,b) under P. This result is proved in [KS91, Proposition 5.3.20,
p.309] for a finite-dimensional noise, but the proof is the same for the infinite-dimensional noise
((wk)k∈Z,b) ∈ Θ. By a corollary to this theorem (see Corollary 5.3.23 in [KS91]), it follows
that for every u ∈ Q, there is a B(Θ)/B(C([0, T ],R))-measurable function
X u : Θ→ C([0, T ],R)
((wk)k∈Z,b) 7→ X u((wk)k∈Z,b)
which is, for every fixed t ∈ [0, T ], B̂t(Θ)/Bt(C([0, T ],R))-measurable, such that P-almost surely,
for every t ∈ [0, T ],
x
g
t (u) = X ut ((wk)k∈Z,b). (94)
Moreover, again by Proposition 16, there is an event A ∈ B(Θ) of probability P[A] = 1 such
that for every ((wk)k∈Z,b) ∈ A, the function (t, u) 7→ xgt (u) is continuous on [0, T ] × R. Up
to modifying the almost-sure event A, we may assume that for every ((wk)k∈Z,b) ∈ A and for
every u ∈ Q, equality (94) holds. Therefore, we can define a continuous function in the variable
u ∈ R by extending u ∈ Q 7→ X u. More precisely, define for every u ∈ R, ((wk)k∈Z,b) ∈ Θ,
X (u, (wk)k∈Z,b) =

lim
un→u
(un)n∈QN
X un((wk)k∈Z,b) if ((wk)k∈Z,b) ∈ A,
0 otherwise.
In the latter definition, the limit exists and for every ((wk)k∈Z,b) ∈ A, Xt(u, (wk)k∈Z,b) =
x
g
t (u) for every t ∈ [0, T ] and for every u ∈ R. By construction, for every ((wk)k∈Z,b) ∈ Θ, u ∈
R 7→ X (u, (wk)k∈Z,b) ∈ C([0, T ],R) is continuous. It remains to show that X is progressively-
measurable. Fix t ∈ [0, T ]. By construction of X u, we know that for every u ∈ Q,
[0, t] ×Θ→ R
(s, (wk)k∈Z,b) 7→ X us ((wk)k∈Z,b)
is B[0, t] ⊗ B̂t(Θ)/B(R)-measurable. Since X is the limit of Xn := ∑k∈ZX k/n1{u∈[ k
n
, k+1
n
)}, we
deduce that for every t ∈ [0, T ],
[0, t] ×R×Θ→ R
(s, u, (wk)k∈Z,b) 7→ Xs(u, (wk)k∈Z,b)
is B[0, t]⊗ B(R)⊗ B̂t(Θ)/B(R)-measurable.
Recall that LPW⊗Pβ(xg, (W k)k∈Z, β) = LP(xg, (wk)k∈Z,b). Since P-almost surely, for every
u ∈ R and for every t ∈ [0, T ], xgt (u) = Xt(u, (wk)k∈Z,b), we deduce that PW ⊗Pβ-almost surely,
for every u ∈ R and for every t ∈ [0, T ], equality (91) holds. It completes the proof of (a).
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Proof of (b). This step is equivalent to find P : C([0, T ],C)Z → C([0, T ],P2(R)) such that
for every bounded measurable function Υ : R→ R, the function
〈Υ,P〉 : C([0, T ],C)Z → C([0, T ],R)
(wk)k∈Z 7→ 〈Υ,P((wk)k∈Z)〉 =
∫
R
Υ(x)dP((wk)k∈Z)(x)
is Bt(C([0, T ],C)Z)/Bt(C([0, T ],R))-measurable for every fixed t ∈ [0, T ]. Define P by duality:
for every Υ : R→ R bounded and measurable,
〈Υ,P((wk)k∈Z)〉 :=
∫
C([0,T ],R)
∫ 1
0
Υ(X (v, (wk)k∈Z,b)) dv dµWiener(b),
where µWiener denotes the Wiener measure on C([0, T ],R). Thus PW -almost surely, for every
t ∈ [0, T ], for every Υ : R→ R bounded and measurable,
〈Υ,Pt((W k)k∈Z)〉 = Eβ
[∫ 1
0
Υ(Xt(v, (W k)k∈Z, β))dv
]
= 〈Υ, µgt 〉,
where the last equality follows Definition 28. Thus we proved equality (92).
Moreover, for every t ∈ [0, T ], by composition of two measurable functions,
[0, t] ×R×Θ→ R
(s, u, (wk)k∈Z,b) 7→ Υ(Xs(u, (wk)k∈Z,b))
is B[0, t] ⊗ B(R) ⊗ B̂t(Θ)/B(R)-measurable. By Fubini’s Theorem, it follows that for every
t ∈ [0, T ],
[0, t] × C([0, T ],C)Z → R
(s, (wk)k∈Z) 7→
∫
C([0,T ],R)
∫ 1
0
Υ(Xs(v, (wk)k∈Z,b)) dv dµWiener(b),
is B[0, t]⊗ Bt(C([0, T ],C)Z)/B(R)-measurable. This completes the proof of (b).
Proof of (c). Define, on the canonical space (Θ,B(Θ)), Fgt = (xgt )−1 and
A
g
t := ∂ux
g
t (F
g
t (·))h(Fgt (·));
A
g,ε
t :=
∫
R
A
g
t (· − y)ϕε(y)dy;
H
g,ε
t (u) :=
1
∂ux
g
t (u)
(Agt −Ag,εt )(xgt (u)).
In order to prove that Hg,ε can be written as a progressively measurable function of u and
((wk)k∈Z,b), we will prove successively that this property holds for ∂uxg, Fg, Ag and Ag,ε and
we will deduce the result for Hg,ε by composition of progressively measurable functions.
Let us start with ∂ux
g. By Proposition 17, since g ∈ G1+θ and α > 32 + θ, P-almost surely,
for every t ∈ [0, T ], the map u 7→ xgt (u) is of class C1. Thus there exists a P-almost-sure event
A ∈ B(θ) such that for every ((wk)k∈Z,b) ∈ A, xgt (u) = Xt(u, (wk)k∈Z,b) holds for every
(t, u) ∈ [0, T ] × R and such that u 7→ xgt (u) belongs to C1. Define for every ((wk)k∈Z,b) ∈ A,
for every (t, u) ∈ [0, T ] ×R,
∂uXt(u, (wk)k∈Z,b) := lim sup
ηց0
Xt(u+ η, (wk)k∈Z,b)−Xt(u, (wk)k∈Z,b)
η
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Thus for every ((wk)k∈Z,b) ∈ A and for every (t, u) ∈ [0, T ]×R, ∂uxgt (u) = ∂uXt(u, (wk)k∈Z,b).
Moreover, by progressively-measurability of X , it follows from the definition of ∂uX is also
progressively measurable; more precisely, for every t ∈ [0, T ],
[0, t] ×R×Θ→ R
(s, u, (wk)k∈Z,b) 7→ ∂uXs(u, (wk)k∈Z,b)
is B[0, t]⊗ B(R)⊗ B̂t(Θ)/B(R)-measurable.
Now, consider Fg. Define for every x ∈ [0, 2pi]
F˜
g
t (x) :=
∫ 1
0
1{xgt (v)−xgt (0)6x}dv. (95)
Thus we have for every x ∈ [xt(0),xt(0) + 2pi]
F˜
g
t (x− xgt (0)) =
∫ 1
0
1{xgt (v)6x}dv =
∫ 1
0
1{v6Fgt (x)}dv = F
g
t (x).
Therefore, since for every x ∈ R, Fgt (x+ 2pi) = Fgt (x) + 1, we have
F
g
t (x) =
∑
k∈Z
1{x−2pik∈[xt(0),xt(0)+2pi)}
(
F˜
g
t (x− 2pik − xgt (0)) + k
)
.
Hence it is sufficient to prove that we can write F˜gt as a progressively measurable function of x and
((wk)k∈Z,b). Recall that P-almost surely, u 7→ xg(u) = X (u, (wk)k∈Z,b) is continuous. Thus
there is I such that P-almost surely, for every v ∈ [0, 1], for every x ∈ [0, 2pi], 1{xg· (v)−xg· (0)6x} =
I·(v, x, (wk)k∈Z,b) and such that for every t ∈ [0, T ],
[0, t] × [0, 1] × [0, 2pi] ×Θ→ R
(s, v, x, (wk)k∈Z,b) 7→ Is(v, x, (wk)k∈Z,b)
is B[0, t] ⊗ B([0, 1] × [0, 2pi]) ⊗ B̂t(Θ)/B(R)-measurable. It follows from Fubini’s Theorem and
from (95) that for every t ∈ [0, T ],
[0, t] × [0, 2pi] ×Θ→ R
(s, x, (wk)k∈Z,b) 7→
∫ 1
0
Is(v, x, (wk)k∈Z,b)dv = F˜gs(x)
is B[0, t]⊗ B([0, 2pi]) ⊗ B̂t(Θ)/B(R)-measurable.
Let us conclude with Ag, Ag,ε and Hg,ε. First, remark that Ag is obtained by product and
compositions of ∂ux
g, Fg and h, where h is a C1-function. Thus x 7→ Ag(x) is a progressively
measurable function of x and ((wk)k∈Z,b). It follows also that (x, y) 7→ Ag(x − y)ϕε(y) is a
progressively measurable function of x, y and (wk)k∈Z,b. By Fubini’s Theorem, we deduce that
x 7→ Ag,ε(x) is a progressively measurable function of x and ((wk)k∈Z,b). Again by products
and compositions, it follows that there is a progressively measurable function H such that P-
almost surely, for every u ∈ R and for every t ∈ [0, T ],
H
g,ε
t (u) = Ht(u, (wk)k∈Z,b).
It follows that PW ⊗Pβ-almost surely, equality (93) holds. It completes the proof of (c).
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Let us come back to equality (90). Using relation ∂µφ(µ
g
t ) = ∂v
{
δφ
δm(µ
g
t )
}
, we have
I2 =
1
t
E
W
E
β
[∫ 1
0
∫ t
0
∂v
{
δφ
δm
(µgt )
}
(xgt (u)) ∂ux
g
t (u) H
g,ε
s (u) dsdu
]
=
1
t
∫ 1
0
∫ t
0
E
W
E
β
[
∂u
{
δφ
δm
(µgt )(x
g
t (·))
}
(u) Hg,εs (u)
]
dsdu.
By definition (49),
[
δφ
δm
]
is equal to δφδm up to a constant, so their derivatives are the same. It
leads to:
I2 =
1
t
∫ 1
0
∫ t
0
E
W
E
β
[
∂u
{[
δφ
δm
]
(µgt )(x
g
t (·))
}
(u) Hg,εs (u)
]
dsdu. (96)
The crucial part of the proof on Proposition 38 is the following lemma, where the additional
noise β is playing a crucial role:
Lemma 47. Let θ ∈ (0, 1), g ∈ G1+θ and f be of order α > 32 + θ. Let h ∈ ∆1 and ε > 0. Fix
u ∈ [0, 1] and s < t ∈ [0, T ]. Thus the following equality holds true
E
W
E
β
[
∂u
{[
δφ
δm
]
(µgt )(x
g
t (·))
}
(u) Hg,εs (u)
]
= EWEβ
[[
δφ
δm
]
(µgt )(x
g
t (u)) H
g,ε
s (u)
1
t− s
∫ t
s
∂ux
g
r(u)dβr
]
. (97)
Proof. Fix u ∈ [0, 1] and s < t ∈ [0, T ]. Define, for every r ∈ [0, T ], ξr := 1t−s
∫ r
0 1{z∈[s,t]}dz.
For every ν ∈ [−1, 1], denote by (xνr )r∈[0,T ] the process (xg+νξrr )r∈[0,T ]. By Proposition 26,
P
W ⊗Pβ-almost surely, xνr (u) = xg+νξrr (u) = Zg(u)+νξrr . Remark that ξr does not depend on the
variable u. Let us apply Kunita’s expansion, see Proposition 27, to x = g(u) and ζt = ξt. We
obtain for every u ∈ R, PW ⊗ Pβ-almost surely for every r ∈ [0, T ] and every ν ∈ [−1, 1]:
xνr (u) = g(u) +
∑
k∈Z
fk
∫ r
0
ℜ
(
e−ikx
ν
z (u)dW kz
)
+ βr + ν
∫ r
0
∂xZ
g(u)+νξz
z ξ˙zdz.
Since both terms of the last equality are almost surely continuous with respect to u ∈ R, that
equality holds almost surely for every u ∈ R.
For every ν ∈ [−1, 1], define the following stopping time
σν := inf
{
r > 0 :
∣∣∣∣ν ∫ r
0
∂xZ
g(u)+νξz
z ξ˙zdβz
∣∣∣∣ > 1} ∧ T.
Define the process (yνr )r∈[0,T ] solution to the SDE:
dyνr (u) =
∑
k∈Z
fkℜ
(
e−iky
ν
r (u)dW kr
)
+ dβr + ν1{r6σν}∂xZg(u)+νξrr ξ˙rdr.
Remark that the processes (xνr )r∈[0,T ] and (yνr )r∈[0,T ] are equal until σν . In particular, they are
equal under the event {σν = T}. Let us define for every r ∈ [0, T ]
Eνr = exp
(
−ν
∫ r∧σν
0
∂xZ
g(u)+νξz
z ξ˙zdβz −
ν2
2
∫ r∧σν
0
∣∣∣∂xZg(u)+νξzz ξ˙z∣∣∣2 dz
)
.
By definition of σν , we have Eνr 6 exp
(
−ν ∫ r∧σν0 ∂xZg(u)+νξzz ξ˙zdβz) 6 exp (1). In particular,
(Eνr )r∈[0,T ] is a PW ⊗Pβ-martingale. Define Pν as the absolutely continuous probability measure
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with respect to PW ⊗ Pβ with density dPν
d(PW⊗Pβ) = EνT . Thus by Girsanov’s Theorem, the law
under Pν of ((W k)k∈Z, βν) is equal to the law under PW ⊗ Pβ of ((W k)k∈Z, β). It follows that
(Ω,G, (Gt)t∈[0,T ],Pν , yν , (W k)k∈Z, βν) is a weak solution to equation (15).
By Proposition 46) and Yamada-Watanabe Theorem,
LPν (yν , (W k)k∈Z, βν) = LPW⊗Pβ(xg, (W k)k∈Z, β) = LP(xg, (wk)k∈Z,b),
and Pν-almost surely, for every u ∈ R and for every t ∈ [0, T ],
yνt (u) = Xt(u, (W k)k∈Z, βν). (98)
Thus it follows from (98) that
E
ν
[[
δφ
δm
]
(µgt )(y
ν
t (u))H
g,ε
s (u)
]
= Eν
[[
δφ
δm
]
(µgt )
(Xt(u, (W k)k∈Z, βν))Hg,εs (u)]
= EWEβ
[[
δφ
δm
]
(µgt )
(Xt(u, (W k)k∈Z, βν))Hg,εs (u) dPνd(PW ⊗ Pβ)
]
.
Furthermore, by Proposition 46,
E
ν
[[
δφ
δm
]
(µgt )(y
ν
t (u))H
g,ε
s (u)
]
= EWEβ
[[
δφ
δm
] (Pt((W k)k∈Z)) (Xt(u, (W k)k∈Z, βν)) Hs(u, (W k)k∈Z, β) dPν
d(PW ⊗ Pβ)
]
= Eν
[[
δφ
δm
] (Pt((W k)k∈Z)) (Xt(u, (W k)k∈Z, βν)) Hs(u, (W k)k∈Z, β)] .
Moreover, remark that the processes (βr)r∈[0,s] and (βνr )r∈[0,s] are equal, because ξr ≡ 0 on
[0, s]. Since (Hs)s∈[0,T ] is progressively measurable, then Pν-almost surely, Hs(u, (W k)k∈Z, β) =
Hs(u, (W k)k∈Z, βν). Therefore,
E
ν
[[
δφ
δm
]
(µgt )(y
ν
t (u))H
g,ε
s (u)
]
= Eν
[[
δφ
δm
] (Pt((W k)k∈Z)) (Xt(u, (W k)k∈Z, βν)) Hs(u, (W k)k∈Z, βν)]
= EWEβ
[[
δφ
δm
] (Pt((W k)k∈Z)) (Xt(u, (W k)k∈Z, β)) Hs(u, (W k)k∈Z, β)] ,
since the law of ((W k)k∈Z, βν) under Pν is equal to the law of ((W k)k∈Z, β) under PW ⊗ Pβ.
The last term of that equality does not depend on ν anymore, so we get finally
d
dν |ν=0
E
ν
[[
δφ
δm
]
(µgt )(y
ν
t (u))H
g,ε
s (u)
]
= 0. (99)
Furthermore,
E
ν
[[ δφ
δm
]
(µgt )(y
ν
t (u))H
g,ε
s (u)
]
= EWEβ
[[ δφ
δm
]
(µgt )(y
ν
t (u))H
g,ε
s (u)Eνt
]
= EWEβ
[[ δφ
δm
]
(µgt )(x
ν
t (u))H
g,ε
s (u)Eνt
]
+R(ν), (100)
where R(ν) = EWEβ
[
1{σν<T}
([
δφ
δm
]
(µgt )(y
ν
t (u))−
[
δφ
δm
]
(µgt )(x
ν
t (u))
)
Hg,εs (u)Eνt
]
; we used here
the fact that 1{σν=T}(xνt (u) − yνt (u)) = 0. Let us show that R(ν) = O(|ν|2). By Hölder’s
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inequality and by the fact that Eνt 6 exp(1), we have
|R(ν)| 6 2 exp(1)(PW ⊗ Pβ)
[
σν < T
]1/4
E
W
E
β
[
Hg,εs (u)
2
]1/2
E
W
E
β
[
sup
v∈R
∣∣∣[ δφ
δm
]
(µgt )(v)
∣∣∣4]1/4 .
(101)
We control the different terms appearing on the right hand side. By Burkholder-Davis-Gundy
inequality with exponent 8 and by inequality (33), for every ν ∈ [−1, 1]
P
W ⊗ Pβ
[
σν < T
]
6 E
W
E
β
[
sup
r6T
∣∣∣ν ∫ r
0
∂xZ
g(u)+νξz
z
1{z∈[s,t]}
t− s dβz
∣∣∣8]
6 C|ν|8 EWEβ
[∣∣∣ ∫ t
s
∣∣∣∂xZg(u)+νξrr ∣∣∣2 1(t− s)2dr
∣∣∣4]
6
C
(t− s)5 |ν|
8
E
W
E
β
[∫ t
s
∣∣∣∂xZg(u)+νξrr ∣∣∣8dr] 6 C|ν|8,
where C is a constant depending on s and t changing from line to line.
Let us show that EWEβ
[
Hg,εs (u)
2
]
< +∞. Recall that Hg,εs (u) := (A
g
s−Ag,εs )(xgs(u))
∂ux
g
s(u)
. Thus
E
W
E
β
[
Hg,εs (u)
2
]1/2
6 E
W
E
β
[∥∥∥∥ 1∂uxgs
∥∥∥∥4
L∞
]1/4
E
W
E
β
[
‖Ags −Ag,εs ‖4L∞
]1/4
.
By (28), EWEβ
[∥∥∥ 1
∂ux
g
s
∥∥∥4
L∞
]
is finite. Moreover, since Ag,εs = A
g
s ∗ ϕε, we have ‖Ags −Ag,εs ‖L∞ 6
Cε‖∂xAgs‖L∞ , where C =
∫
R |y|ϕ(y)dy. Using inequality (68) and an analog to (69) with
exponent 4 instead of 2, we check that EWEβ [‖∂xAgs‖L∞ ] is finite. Thus there is C such that
E
W
E
β
[
Hg,εs (u)
2
]
6 C.
Then show that EWEβ
[
supv∈R
∣∣∣[ δφδm](µgt )(v)∣∣∣4] is finite. By definition (49), for every v ∈ R,
∣∣∣[ δφ
δm
]
(µgt )(v)
∣∣∣ 6 Eβ [∫ 1
0
∣∣∣ δφ
δm
(µgt )(v)−
δφ
δm
(µgt )(x
g
t (u))
∣∣∣du] . (102)
By inequality (12), there is a C > 0 such that PW -almost surely for every x ∈ [0, 2pi],∣∣∣∣∂v { δφδm (µgt )
}
(x)
∣∣∣∣ = |∂µφ(µgt )(x)| 6 C(1 + 2pi) + CEβ [∫ 1
0
|xgt (u′)|du′
]
. (103)
Thus there is C > 0 such that PW -almost surely, for every v, v′ ∈ [0, 2pi],∣∣∣∣ δφδm(µgt )(v)− δφδm (µgt )(v′)
∣∣∣∣ 6 C + CEβ [∫ 1
0
|xgt (u′)|du′
]
.
By Proposition 15, v 7→ δφδm(µgt )(v) is 2pi-periodic, thus the latter inequality holds for every
v, v′ ∈ R. Combining that inequality with (102), we get for every v ∈ R,∣∣∣[ δφ
δm
]
(µgt )(v)
∣∣∣ 6 C +CEβ [∫ 1
0
|xgt (u′)|du′
]
.
This leads to
E
W
E
β
[
sup
v∈R
∣∣∣[ δφ
δm
]
(µgt )(v)
∣∣∣4] 6 C +CEWEβ [∫ 1
0
|xgt (u′)|du′
]
, (104)
III.4 Behaviour of the remainder term for small ε 46
which is finite. Thus EWEβ
[
supv∈R
∣∣∣[ δφδm](µgt )(v)∣∣∣4] 6 C, whence we finally deduce, in view of
inequality (101), that |R(ν)| 6 C|ν|2.
Thus R(ν) = O(|ν|2). It follows from (99) and (100) that
d
dν |ν=0
E
W
E
β
[[
δφ
δm
]
(µgt )(x
ν
t (u)) H
g,ε
s (u) Eνt
]
= 0
It follows from (104) that
( [
δφ
δm
]
(µgt )(x
ν
t (u))
)
ν∈[−1,1]
is uniformly integrable. Using again in-
equality (103), we prove in the same way that
(
∂v
{ [
δφ
δm
]
(µgt )
}
(xνt (u))
)
ν∈[−1,1]
is also uniformly
integrable. Recall that xνt (u) = Z
g(u)+νξt
t and that, by inequality (33), (∂xZ
g(u)+νξt
t )ν∈[−1,1] is
uniformly integrable. Thus we get by differentiation:
0 =
d
dν |ν=0
E
W
E
β
[[
δφ
δm
]
(µgt )(Z
g(u)+νξt
t ) H
g,ε
s (u) Eνt
]
= EWEβ
[
∂v
{[ δφ
δm
]
(µgt )
}
(Z
g(u)
t ) ∂xZ
g(u)
t ξt H
g,ε
s (u)
]
− EWEβ
[[
δφ
δm
]
(µgt )(Z
g(u)
t ) H
g,ε
s (u)
∫ t
0
∂xZ
g(u)
r ξ˙rdβr
]
Using Z
g(u)
t = x
g
t (u) and ∂xZ
g(u)
t =
∂ux
g
t (u)
g′(u) and recalling that ξr :=
1
t−s
∫ r
0 1{z∈[s,t]}dz, we
have proved that
E
W
E
β
[
∂v
{ [ δφ
δm
]
(µgt )
}
(xgt (u))
∂ux
g
t (u)
g′(u)
Hg,εs (u)
]
= EWEβ
[[
δφ
δm
]
(µgt )(x
g
t (u))H
g,ε
s (u)
1
t− s
∫ t
s
∂ux
g
r(u)
g′(u)
dβr
]
.
We multiply both sides by g′(u) and we obtain equality (97), since ∂u
{[
δφ
δm
]
(µgt )(x
g
t (·))
}
(u) =
∂v
{ [
δφ
δm
]
(µgt )
}
(xgt (u)) ∂ux
g
t (u).
We conclude the proof of Proposition 38:
Proof (Proposition 38). Putting together equalities (96) and (97), I2 can be rewritten as:
I2 =
1
t
∫ 1
0
∫ t
0
E
W
E
β
[[
δφ
δm
]
(µgt )(x
g
t (u))H
g,ε
s (u)
1
t− s
∫ t
s
∂ux
g
r(u)dβr
]
dsdu.
Recall the definition (58) of Kg,εt (u) :=
∫ t
0
(Ags−Ag,εs )(xgs(u))
∂ux
g
s(u)
1
t−s
∫ t
s ∂ux
g
r(u)dβrds. By (89), we can
rewrite this in the form Kg,εt (u) =
∫ t
0 H
g,ε
s (u)
1
t−s
∫ t
s ∂ux
g
r(u)dβrds. Thus
I2 =
1
t
E
W
E
β
[∫ 1
0
[
δφ
δm
]
(µgt )(x
g
t (u))K
g,ε
t (u)du
]
.
By Cauchy-Schwarz inequality,
|I2| 6 1
t
E
W
E
β
[
‖Kg,εt ‖2L∞
]1/2
E
W
E
β
∣∣∣∣∣
∫ 1
0
[
δφ
δm
]
(µgt )(x
g
t (u))
Kg,εt (u)
‖Kg,εt ‖L∞
du
∣∣∣∣∣
2
1/2 .
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It remains to estimate EWEβ
[
‖Kg,εt ‖2L∞
]
. For every u ∈ [0, 1],
|Kg,εt (u)| 6
∫ t
0
‖Ags −Ag,εs ‖L∞
1
|∂uxgs(u)|
1
t− s
∣∣∣∣∫ t
s
∂ux
g
r(u)dβr
∣∣∣∣ ds
By inequality (68),
‖Ags −Ag,εs ‖L∞ 6 Cε ‖∂xAgs‖L∞ 6 Cε‖h‖C1
(
1 + ‖∂(2)u xgs‖L∞
∥∥∥∥ 1∂uxgs
∥∥∥∥
L∞
)
.
Thus we obtain
‖Kg,εt ‖L∞ 6 Cε‖h‖C1
{
1 + supr6T
∥∥∥∂(2)u xgr∥∥∥
L∞
}{
supr6T
∥∥∥ 1
∂ux
g
r
∥∥∥
L∞
+ supr6T
∥∥∥ 1
∂ux
g
r
∥∥∥2
L∞
}
·
∫ t
0
1
t− s
∥∥∥∥∫ t
s
∂ux
g
r(·)dβr
∥∥∥∥
L∞
ds.
Recall that h is a random variable on Ω0. Thus, by Hölder’s equality, we obtain
E
W
E
β
[
‖Kg,εt ‖2L∞
]1/2
6 Cε‖h‖C1E1E2E3. (105)
where
E1 := 1 + E
W
E
β
[
supr6T ‖∂(2)u xgr‖8L∞
]1/8
;
E2 := E
W
E
β
[
supr6T ‖ 1∂uxgr ‖
8
L∞
]1/8
+ EWEβ
[
supr6T ‖ 1∂uxgr ‖
16
L∞
]1/8
;
E3 := E
W
E
β
(∫ t
0
1
t− s
∥∥∥∥∫ t
s
∂ux
g
r(·)dβr
∥∥∥∥
L∞
ds
)41/4 .
Recall that by assumptions, g belongs to G3+θ and f is of order α > 72 + θ. By (27) and
by (28)
E1 6 C(1 + ‖g′′′‖L8 + ‖g′′‖3L∞ + ‖g′‖3L∞);
E2 6 C(1 + ‖g′′‖4L∞ + ‖g′‖4L∞ + ‖ 1g′ ‖8L∞).
Furthermore, E3 6 E3,1 + E3,2, where
E3,1 := E
W
E
β
[( ∫ t
0
1
t− s
∣∣∣ ∫ t
s
∂ux
g
r(0)dβr
∣∣∣ds)4]1/4 ;
E3,2 := E
W
E
β
[( ∫ t
0
1
t− s
∫ 1
0
∣∣∣ ∫ t
s
∂(2)u x
g
r(v)dβr
∣∣∣dsdv)4]1/4 .
By Hölder’s inequality, we have
E3,1 6 E
W
E
β
[( ∫ t
0
1
|t− s|1/2ds
)3 ∫ t
0
1
|t− s|5/2
∣∣∣ ∫ t
s
∂ux
g
r(0)dβr
∣∣∣4ds]1/4
6 C t3/8
( ∫ t
0
1
|t− s|5/2E
W
E
β
[∣∣∣ ∫ t
s
∂ux
g
r(0)dβr
∣∣∣4] ds)1/4.
By Burkholder-Davis-Gundy inequality, it follows that
E3,1 6 C t
3/8
( ∫ t
0
|t− s|2
|t− s|5/2ds
)1/4
E
W
E
β
[
sup
r6T
|∂uxgr(0)|4
]1/4
6 C
√
t‖g′‖L∞ ,
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where the last inequality holds by (20). By the same computation,
E3,2 6 C
√
tEWEβ
[
sup
r6T
∫ 1
0
|∂(2)u xgr(v)|4dv
]1/4
6 C
√
t (1 + ‖g′′‖L∞ + ‖g′‖2L∞),
where the last inequality holds by (25). We deduce that E3 6 C
√
t (1 + ‖g′′‖L∞ + ‖g′‖2L∞). By
inequality (105) and the estimates on Ei, for i = 1, 2, 3, we finally get:
E
W
E
β
[
‖Kg,εt ‖2L∞
]1/2
6 C
√
tε‖h‖C1C2(g),
where C2(g) = 1 + ‖g′′′‖3L8 + ‖g′′‖12L∞ + ‖g′‖12L∞ + ‖ 1g′ ‖24L∞ .
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The aim of this paragraph is to complete the proof of Theorem 33. We start from the result
given in Proposition 36.
Definition 48. Let Kt be the set of Gt-measurable random variables taking their values P-almost
surely in the set of continuous 1-periodic functions k : R→ R satisfying ‖k‖L∞ = 1.
Proposition 49. Let φ, θ and f be as in Theorem 33 and g : R→ R be a deterministic initial
condition belonging to G3+θ. Fix s and t in R+ so that t + s 6 T . Let h : R → R be a Gs-
measurable random variable with values in ∆1 satisfying P-almost surely ‖h‖C1 6 4. Then there
is a constant Cg > 0 depending on the initial condition g and independent of s, t and h such
that
E
[∣∣∣∣∫ 1
0
[
δPtφ
δm
]
(µgs)(x
g
s(u)) ∂uh(u)du
∣∣∣∣2
]1/2
6 Cg
‖φ‖L∞
t2+θ
+
1
23+θ
sup
k∈Kt+s
E
[∣∣∣∣∫ 1
0
[
δφ
δm
]
(µgt+s)(x
g
t+s(u)) k(u)du
∣∣∣∣2
]1/2
. (106)
Proof. Let us rewrite inequality (59) proved in Proposition 36. By definition (55) of I and by
equality (47), we have that I = − ∫ 10 δPtφδm (µg0)(g(u)) ∂uh(u) du. Choose ε0 = √tC‖h‖
C1C2(g)
1
23+
1
2 +θ
.
Thus, for every G0-measurable g and h,∣∣∣∣∫ 1
0
[
δPtφ
δm
]
(µg0)(g(u)) ∂uh(u)du
∣∣∣∣ 6 C ‖φ‖L∞t2+θ C3(g)‖h‖4+2θC1
+
1
23+
1
2
+θ
E
W
E
β
∣∣∣∣∣
∫ 1
0
[
δφ
δm
]
(µgt )(x
g
t (u))
Kg,ε0t (u)
‖Kg,ε0t ‖L∞
du
∣∣∣∣∣
2
1/2 ,
where C3(g) = C1(g)C2(g)
3+2θ.
Denote by E [·|G0] the conditional expectation with respect to the σ-algebra G0. Note that for
each random variable X on Ω, we have EWEβ [X] = E [X|G0]. Indeed, for each G0-measurable
random variable Y , E [XY ] = E0EWEβ [XY ] = E0
[
E
W
E
β [X]Y
]
. Thus it follows from the
latter inequality that:
E
[∣∣∣∣∫ 1
0
[
δPtφ
δm
]
(µg0)(g(u)) ∂uh(u)du
∣∣∣∣2 ∣∣∣G0
]
6 C
‖φ‖2L∞
t4+2θ
C3(g)
2‖h‖8+4θC1
+ 2 · 1
26+1+2θ
E
∣∣∣∣∣
∫ 1
0
[
δφ
δm
]
(µgt )(x
g
t (u))
Kg,ε0t (u)
‖Kg,ε0t ‖L∞
du
∣∣∣∣∣
2 ∣∣∣G0
 .
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Now, consider a deterministic function g and a Gs-measurable h, where s 6 T − t. Then,
starting the whole argument with the Gs-measurable variables xgs and h, instead of resp. g and
a G0-measurable h, we get:
E
[∣∣∣∣∫ 1
0
[
δPtφ
δm
]
(µgs)(x
g
s(u)) ∂uh(u)du
∣∣∣∣2 ∣∣∣Gs
]
6 C
‖φ‖2L∞
t4+2θ
C3(x
g
s)
2‖h‖8+4θC1
+
1
26+2θ
E
∣∣∣∣∣
∫ 1
0
[
δφ
δm
]
(µs,x
g
s
t+s )(x
s,xgs
t+s (u))
Ks,x
g
s ,εs
t+s (u)
‖Ks,xgs ,εst+s ‖L∞
du
∣∣∣∣∣
2∣∣∣Gs
 ,
where xs,x
g
s
t+s (u) denotes the value at time t+s and at point u of the unique solution to (15) which
is equal to xgs at time s and where εs is Gs-measurable. By strong uniqueness of (15), we have
the following flow property: xs,x
g
s
t+s = x
g
t+s and µ
s,xgs
t+s = µ
g
t+s. Therefore,
E
[∣∣∣∣∫ 1
0
[
δPtφ
δm
]
(µgs)(x
g
s(u)) ∂uh(u)du
∣∣∣∣2 ∣∣∣Gs
]
6 C
‖φ‖2L∞
t4+2θ
C3(x
g
s)
2‖h‖8+4θC1
+
1
26+2θ
E
∣∣∣∣∣
∫ 1
0
[
δφ
δm
]
(µgt+s)(x
g
t+s(u))
Ks,x
g
s ,εs
t+s (u)
‖Ks,xgs ,εst+s ‖L∞
du
∣∣∣∣∣
2∣∣∣Gs
 .
Remark that u 7→ Ks,xgs ,εst+s (u)/‖Ks,x
g
s ,εs
t+s ‖L∞ belongs to Kt+s. Thus, taking the expectation of the
latter inequality, there is C > 0 so that for every Gs-measurable function h satisfying ‖h‖C1 6 4
E
[∣∣∣∣∫ 1
0
[
δPtφ
δm
]
(µgs)(x
g
s(u)) ∂uh(u)du
∣∣∣∣2
]1/2
6 C
‖φ‖L∞
t2+θ
E
[
C3(x
g
s)
2
]1/2
+
1
23+θ
sup
k∈Kt+s
E
[∣∣∣∣∫ 1
0
[
δφ
δm
]
(µgt+s)(x
g
t+s(u)) k(u) du
∣∣∣∣2
]1/2
.
In order to prove inequality (106), it remains to show that there is Cg such that E
[
C3(x
g
s)
2
]
6 Cg.
Since C3(g) = C1(g)C2(g)
3+2θ , we have:
E
[
C3(x
g
s)
2
]
= E
[(
1 + ‖∂(3)u xgs‖2L4 + ‖∂(2)u xgs‖6L∞ + ‖∂uxgs‖8L∞ + ‖ 1∂uxgs ‖
8
L∞
)2
·
(
1 + ‖∂(3)u xgs‖3L8 + ‖∂(2)u xgs‖12L∞ + ‖∂uxgs‖12L∞ + ‖ 1∂uxgs ‖
24
L∞
)6+4θ ]
.
We refer to (25), (27) and (28) to argue that the right hand side is bounded by a constant
uniform in s ∈ [0, T ] and depending polynomially on ‖g′′′‖L∞ , ‖g′′‖L∞ , ‖g′‖L∞ and ‖ 1g′ ‖L∞ . The
constant is finite since g belongs to G3+θ.
Corollary 50. Let φ, θ, f and g satisfy the same assumption as in Proposition 49. Fix s and t
in R+ so that 2t+ s 6 T . Let h : R→ R be a Gs-measurable random variable with values in ∆1
satisfying P-almost surely ‖h‖C1 6 4. Then there is a constant Cg > 0 depending on the initial
condition g and independent of s, t and h such that
E
[∣∣∣∣∫ 1
0
[
δP2tφ
δm
]
(µgs)(x
g
s(u)) ∂uh(u)du
∣∣∣∣2
]1/2
6 Cg
‖φ‖L∞
t2+θ
+
1
23+θ
sup
k∈Kt+s
E
[∣∣∣∣∫ 1
0
[
δPtφ
δm
]
(µgt+s)(x
g
t+s(u)) k(u)du
∣∣∣∣2
]1/2
. (107)
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Proof. We get the desired inequality by applying (106) to Ptφ instead of φ. We note that
Pt(Ptφ) = P2tφ and that ‖Ptφ‖L∞ 6 ‖φ‖L∞ .
Fix t0 ∈ (0, T ]. For every t ∈ (0, t0], define
St := sup
k∈Kt0−t
E
[∣∣∣∣∫ 1
0
[
δPtφ
δm
]
(µgt0−t)(x
g
t0−t(u)) k(u) du
∣∣∣∣2
]1/2
,
where Kt0−t is defined by Definition 48.
Proposition 51. Let φ, θ, f and g be as in Theorem 33. For every t ∈ (0, t02 ], we have:
S2t 6 Cg
‖φ‖L∞
t2+θ
+
1
23+θ
St. (108)
Proof. Fix t ∈ (0, t02 ] and k ∈ Kt0−2t. Hence it is a continuous 1-periodic function and a Gt0−2t-
measurable random variable so that P-almost surely, ‖k‖L∞ = supu∈[0,1] |k(u)| = 1.
Let us denote by h the map defined for every u ∈ R by h(u) := ∫ u0 (k(v) − k)dv, where
k =
∫ 1
0 k(v)dv. We check that h is a Gt0−2t-measurable 1-periodic C1-function. Moreover,
‖h‖L∞ 6 2 and ‖∂uh‖L∞ 6 2; thus ‖h‖C1 6 4. Therefore, the assumptions of Corollary 50 are
satisfied, with s = t0 − 2t. We apply (107) with s = t0 − 2t:
E
[∣∣∣∣∫ 1
0
[
δP2tφ
δm
]
(µgt0−2t)(x
g
t0−2t(u)) ∂uh(u) du
∣∣∣∣2
]1/2
6 Cg
‖φ‖L∞
t2+θ
+
1
23+θ
St.
Moreover, ∂uh(u) = k(u) − k and by definition (49),
∫ 1
0
[
δP2tφ
δm
]
(µgt0−2t)(x
g
t0−2t(u)) · k du = 0.
Thus we obtain
E
[∣∣∣∣∫ 1
0
[
δP2tφ
δm
]
(µgt0−2t)(x
g
t0−2t(u)) k(u) du
∣∣∣∣2
]1/2
6 Cg
‖φ‖L∞
t2+θ
+
1
23+θ
St,
and by taking the supremum over every k in Kt0−2t, we get S2t 6 Cg ‖φ‖L∞t2+θ + 123+θSt.
We complete the proof of Theorem 33.
Proof (Theorem 33). It follows from Proposition 51 that for every t ∈ (0, t02 ],
(2t)2+θS2t 6 2
2+θCg‖φ‖L∞ +
1
2
t2+θSt.
Therefore, denoting by S := supt∈(0,t0] t
2+θSt, we have S 6 2
2+θCg‖φ‖L∞+ 12S. Since S is finite,
we obtain S 6 23+θCg‖φ‖L∞ . Thus for every t0 ∈ (0, T ], t2+θ0 St0 6 23+θCg‖φ‖L∞ . We deduce
that there is Cg > 0 such that for every deterministic 1-periodic function k : R → R and for
every t ∈ (0, T ], we have∣∣∣∣∫ 1
0
[
δPtφ
δm
]
(µg0)(g(u)) k(u) du
∣∣∣∣ 6 Cg ‖φ‖L∞t2+θ ‖k‖L∞ .
Let h ∈ ∆1. Thus k = ∂u
(
h
g′
)
is a 1-periodic function and we deduce that∣∣∣∣∫ 1
0
[
δPtφ
δm
]
(µg0)(g(u)) ∂u
(
h
g′
)
(u) du
∣∣∣∣ 6 Cg ‖φ‖L∞t2+θ
∥∥∥∥∂u ( hg′
)∥∥∥∥
L∞
6 Cg
‖φ‖L∞
t2+θ
‖h‖C1 ,
for a new constant Cg. Using equality (50), we obtain∣∣∣∣∣ ddρ |ρ=0Ptφ(µg+ρh0 )
∣∣∣∣∣ =
∣∣∣∣∫ 1
0
[
δPtφ
δm
]
(µg0)(g(u)) ∂u
(
h
g′
)
(u) du
∣∣∣∣ 6 Cg ‖φ‖L∞t2+θ ‖h‖C1 ,
which concludes the proof of the theorem.
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