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（2.3 節）の順に説明を行う．  
2.1. 主成分分析 
サンプル数  𝑁，次元数（変量の数）𝐷 のデータ行列  








ここで，‖𝐰‖ はベクトル  w の L2 ノルム（ユークリ





が多い．ここでは上位  𝐾 個の主成分に興味があると







データ行列  𝐗 の特異値分解を  𝐗 = 𝐔𝚺𝐕( とおく．第  𝑘 
番目の右特異ベクトルは第  𝑘 主成分の重みベクトル
と一致することが知られている．つまり，特異値分解
の結果を用いて，𝐰' (-) = 𝐕(: , 𝑘) として重みベクトルを
求めることができる．サイズ  𝑁 ×𝐷 の行列の特異値分
解にかかる計算量は  𝑂(min	(𝑁+𝐷,𝑁𝐷+)) であるため，
サンプル数  𝑁	が十分大きい時，その計算時間は次元数  
𝐷 の 2 乗に比例する．  
 
2.2. 量子インスパイア主成分分析 
本報告の実験では先行研究 Koide-Majima & Majima 
[7]で使われている量子インスパイアアルゴリズムと
同一のものを用いて主成分分析を行った．これは  Tang 
[3]によって提案された特異値分解を行う量子インス
パイアアルゴリズム（量子インスパイア特異値分解）





同様，データ行列  𝐗 ∈ ℝ!×# が与えられているとし，そ
の特異値分解を  𝐔𝚺𝐕( とする．量子インスパイア特異
値分解では，右特異ベクトル  𝐕(: , 𝑘)  を近似する
description を計算する．description とは行列  𝐒 ∈ ℝ.×# 
とベクトル  𝐮- ∈ ℝ.  (𝑘 = 1,⋯ ,𝐾 ) の組で， 𝐕(: , 𝑘) を  
𝐒(𝐮- によって近似するものをさす．ここで  	𝑃 は近似
精度と計算時間のトレードオフを制御するパラメータ
である．本報告では全て先行研究と合わせ  𝑃 = 150 と
した．量子インスパイア特異値分解では，2．3 節で説
明するデータ構造を用いることで右特異ベクトルの  
description を  𝑂(log	(𝑁𝐷)) の計算量で得ることができ
る．以下，量子インスパイア特異値分解によって右特
異ベクトルの  description を計算する手順を説明する． 
量子インスパイア特異値分解では，与えられたデー
タ行列から  𝑃 個の行と列を選び出し，サイズ  𝑃 × 𝑃 
の行列を作成する．その行列に対し通常の特異値分解
を行い，その結果を用いて元のデータ行列の右特異ベ
クトルを近似する  description を構成する．サイズ  𝑃 ×
𝑃 の行列を構成する際，その行・列は以下のルールで
選ばれる．まず，行を選択するために，行番号の添字  






ここで，‖𝐗‖/  は行列  𝐗 のフロべニウスノルムを表




行番号と同様に，列番号の添字  𝑗 ∈ {1,⋯ ,𝐷} も以下の











選ばれた添字を  𝑗', 𝑗+, ⋯ , 𝑗. とおく．これらの添字を








アルゴリズム 1: Matrix Sampling 
Input: データ行列  𝐗 ∈ ℝ!×#, パラメータ  𝑃 
Output: 行列  𝐖 ∈ ℝ.×., 添字  X𝑖0Y0&'
.  
1: For 𝑝 = 1 to 𝑃 do 
2: 確率分布  ℱ からサンプリングを行い，  
結果得られた添字を  𝑖0 とおく  
3: End for 
 
4: For 𝑝 = 1 to 𝑃 do 
5: 確率分布  𝒢 からサンプリングを行い，  
結果得られた添字を  𝑗0 とおく  
6: End for 
 
7:  (𝑝, 𝑞) 番目の要素が  𝐗34!,6"7
.8ℱ34!7𝒢36"7
 となる  
サイズ  𝑃 × 𝑃 の行列  𝐖 を定義する  
量子インスパイア特異値分解では，上記で構成され
た行列  𝐖 に通常の特異値分解を行う．その結果を  
𝐖 = 𝐔;𝚺;𝐕;(  と お く ． 得 ら れ た 結 果 を 用 い ，
description を 構 成 す る 行 列  𝐒 ∈ ℝ.×<  と ベ ク ト ル  
𝐮', ⋯ , 𝐮, ∈ ℝ.  を以下として定義する．𝐒 に関しては，
𝑝 番目の行が  𝐗O𝑖0, : P と一致する行列として定義する．




となるように定義する．上記のように  𝐒, 𝐮- を定義
すると，線形代数演算に関する乱択アルゴリズムの理
論から， 𝐒(𝐮-  がデータ行列  𝐗  の右特異ベクトル  







アルゴリズム 2: quantum-inspired singular (qiSVD) 
Input: データ行列  𝐗 ∈ ℝ!×#, パラメータ  𝐾, 𝑃 
Output: Description {𝐒, {𝐮-}-&', } , 添字  X𝑖0Y0&'
.  
 
1: Z𝐖, {𝑖0}0&'. [ ← MatrixSampling(𝐗, 𝑃) 
2: [𝐔;, 𝚺;, 𝐕;] ← SVD(𝐖) 
3: 𝑝 行目を  𝐗O𝑖0, : P とする行列  𝐒 ∈ ℝ.×< を定義  
4: 𝑝 番目の要素を  𝐔;(𝑝, 𝑘) O𝚺;(𝑘, 𝑘)e𝑃ℱ(𝑖0)P⁄  とする  
ベクトル  𝐮'- ∈ ℝ.	(𝑘 = 1,⋯ ,𝐾) を定義  
5: グラム・シュミットの正規直交化法を  {𝐒(𝐮'-}-&',  に  
適用し，{𝐒(𝐮-}-&',  が正規直行系となるようにベク
トルの組  {𝐮-}-&',  を得る（詳細は [7]参照）  
 
2.3. 二分木を用いたデータ構造 
本節ではデータ行列  𝐗 ∈ ℝ!×#  に対する量子インス







ンスパイア特異値分解を  𝑂(log	(𝑁𝐷)) の計算量で実行
するためのデータ構造の説明を行う．  
 量子インスパイアアルゴリズムでは  𝑃 × 𝑃 の行




る．説明の単純化のため，ここではベクトル  𝐱 ∈ ℝ! が







リズムを用いることで，与えられた値  𝑢 ∈ [0,1] に対し，













． 	 (6) 
そのため，値  𝑢 を一様乱数からサンプリングする
ことによって，上記のサンプリングを  𝑂(log(𝑁)) の計
算量で実行できる．これは通常の線形時間を要するア
ルゴリズム（例えば  Python の標準的なパッケージで




分布  ℱ(𝑖) からのサンプリングを  𝑂(log(𝑁)) の計算量
で行うことができる．また，データ行列の各列があら
かじめ二分木で格納されているとすれば，確率分布  




図  1．二分木データ構造とそれを用いたサンプリング．  (A) 二分木構造を用いたデータ
構造．(B) サンプリングに必要な計算時間．二分木を用いた場合と累積和法を用いた方法











の評価方法を説明する．いずれの実験も  Intel CPU 







された行列  𝐙 ∈ ℝ!×'@@, 𝐁 ∈ ℝ'@@×# を作る．そして，サ
イズ  𝑁 ×𝐷 の行列  𝐗 = 𝐙𝐁 を作り，それをデータ行列
として用いた．本報告の実験では  𝑁 = 10000 とし，デ





タの前処理は全て Koide-Majima & Majima [7]と同様の
手続きで行った．ここではその概要のみを説明する．  
最初の二つのデータセットは画像分野のものから
選択した．データセット 1 は MNIST [11]，データセッ
ト 2 は CIFAR10 [12]である．本報告の実験ではピクセ
ル値を特徴量とみなし，主成分分析と量子インスパイ
ア主成分分析を適用した．   
3 つ目，4 つ目のデータセットとしては，言語分野の
データを用いた．データセット 3 は英語 -ドイツ語の対
訳文のデータセット  WikiCLIR [13]，データセット 4は
英語 -日本語の対訳文のデータセット JESC [14]である．






















計測を行った．画素数は 2500 x 2484 であり，マウスの
非麻酔下の安静時脳活動を計測した．画素値を特徴量
























ここで，𝐖 ∈ ℝ#×, は主成分分析，または，量子イン
スパイア主成分分析で抽出された上位  𝐾 個の重みベ



























図  3．主成分分析と量子インスパイア主成分分析の実データを用いた比較．  (A) 計算時間の比
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