Initial value solvers typically input a problem specification and an error tolerance, and output an approximate solution. Faced with this situation many users assume, or hope for, a linear relationship between the global error and the tolerance. In this paper we examine the potential for such 'tolerance proportionality' in existing explicit Runge-Kutta algorithms. We take account of recent developments in the derivation of high-order formulae, defect control strategies, and interpolants for continuous solution and first derivative approximations. Numerical examples are used to verify the theoretical predictions. The analysis draws on the work of Stetter, and the numerical testing makes use of the nonstiff DETEST package of Enright and Pryce.
Introduction
WE are concerned with the numerical solution of the nonstiff initial value problem y'(t)=f (t,y(t) We assume that discrete numerical approximations are produced by a single 'one-pass' integration with an s-stage explicit Runge-Kutta (RK) formula. A typical step with such a formula advances the approximation v n _ 1 «=y(f n _ 1 ) to y n~y {t n ) according to k 1 =f(t n _ u y n _ l ), where h n := t n -t n _ t is the local stepsize, and the fixed scalars {a ip b it Cj} s ij=1 are the coefficients of the RK formula. In its simplest form, an 'implementation' of the RK formula is a method for choosing the stepsizes h n , and hence determining the mesh {t n }. This choice involves a trade-off between accuracy and computational expense. Smaller stepsizes give greater accuracy, but larger stepsizes allow the integration to be completed with fewer steps. For this reason, modern codes Current address: Department of Mathematics and Computer Science, University of Dundee, Dundee DD14HN. allow the user to supply a tolerance parameter, d, which gives an indication of the level of accuracy required. The codes then attempt to deliver a sufficiently accurate solution as efficiently as possible.
The fundamental measure of the error at each meshpoint t n is the global error y n -y(t n ). In general, it is not possible to keep the global error within a prescribed bound in a single integration. (Once we have strayed from the true solution we begin to track a neighbouring, and possibly divergent solution curve.) Hence, codes normally control a locally based measure of the error, and so control the global error indirectly, in a problem-dependent manner. Perhaps the best that we can ask in this situation is that if a fixed problem (1.1) is solved repeatedly over a 'reasonable' range of tolerance values, then the global error should decrease linearly with <5. Such behaviour is, of course, exactly what an optimistic user would automatically expect. Following Stetter (1978 Stetter ( , 1980 we refer to this characteristic as tolerance proportionality (TP). The aim of this work is to investigate the extent to which TP is likely to hold in modern RK codes. We pay special attention to high-order formulas, defect control techniques, and continuous extensions (interpolants). In the remainder of this section we outline the error control techniques that are in current use.
On a particular step from t n _ l to t n , the RK formula inherits the approximation }!"_, as a starting value. Hence the formula can be regarded as following the local solution for the step z n (t), which is denned by z' n {t)=f{t,z n {t)), z n (t H . 1 )=y H . 1 .
It is therefore useful to define the local error for the step,
We say that a formula has order p if p is the largest integer such that the local error satisfies le n = O{h p n +X ). Throughout this work we will suppose that the numerical solution is advanced with a pth order formula. (We also assume without further comment that the problem (1.1) is sufficiently smooth.) A result that will be needed later is that the local error in a pth order formula has an expansion of the form le n =/zr 1 V(%-i, r n -i) +W-2 ), (1-3) where ip is a smooth function.
Most of the error control techniques in existing codes attempt to ensure that some measure of the local error is small on each step. If est n =£ S, where est n is a measure of a local error estimate, then the step is accepted, otherwise the step is repeated with a smaller stepsize h n . The error estimate can be obtained by advancing from y n^ to y n with a subsidiary RK formula of a different order. The quantity ||y n ->» n || then gives an asymptotically correct approximation to the norm of the local error in the lower-order formula. Some codes use est n = ll^n-yJI, while others use est n = \\y n -y n \\lh n . The former choice is called error-per-step control, the latter error-per-unit-step. When the order of the subsidiary formula is less than p, we are estimating the local error in y n while advancing with the higher-order approximation y n . This is normally referred to as local extrapolation. In the other case, when the subsidiary formula is of order greater than p, we are estimating the local error in the actual numerical solution y n . There are thus four possible modes of local error control, which, following Shampine (1977) , can be abbreviated to EPS: No local extrapolation, error-per-step control. EPUS: No local extrapolation, error-per-unit-step control. XEPS: Local extrapolation, error-per-step control. XEPUS: Local extrapolation, error-per-unit-step control.
Each of the four modes has been used in practice. XEPS is arguably the most popular of the four, and is regarded as the most efficient (Shampine, 1977) .
Usually the Euclidean or infinity norm is used in the computation of est n and, in general, the local error estimate will be premultiplied by a weighting matrix diag {wf 1 } before the norm is taken. The extremes of w, = 1 and w, = id^n-ib + \y n \i) correspond to uniform absolute and uniform relative weights respectively. More general weighting schemes involve componentwise relative and absolute weighting parameters RTOL, and ATOL,, which may be specified by the user. For example, the code DERKF (Shampine & Watts, 1979) uses H>, = RTOLiKl^.jl, + \y n \i} + ATOL,.
A summary of the weighting types used in several popular codes is given in Higham & Hall (1989) . It is clear that our concept of tolerance proportionality must include the assumption that the weighting parameters remain the same as <5 varies.
In addition to the discrete numerical solution {y n }, it is frequently useful to have available a continuous function q(t) which approximates y(t) over the range [f o ,/ end ]. This can be done by augmenting the RK formula (1.2) with a 'continuous extension' q(t) of the form
where each ft,(r) is a polynomial in x (see, for example, Dormand & Prince, 1986; Enright etai, 1986; Higham, 1989ft; Shampine, 1985 Shampine, , 1986 . (If s>s then extra stages must be added to the basic RK formula.) The local approximations can be joined together in a piecewise fashion to give a global approximation to y(t). Continuous extensions usually satisfy the conditions q{t n -\) = y n -\ and q{t n )=y n , and hence are referred to as interpolants. Modern interpolants also match the derivative data at the meshpoints; that is,
in which case the corresponding global approximation is a C 1 function. To assess the accuracy of an interpolant, we say that q(t) has local order I if / is the largest integer such that for any fixed x e [0 ,1]
The literature includes examples where l=p +1, so that the local errors in the formula and the extension have the same order, and others where / = p. We will use the phrases 'higher order' and 'lower order' to distinguish between these two classes. For the latter class, since the global error in y n behaves like h^, where h max is the maximum stepsize, the global error in the discrete and continuous formulae should be compatible. Some consequences of the choice between / =p + 1 and I =p will be discussed in later sections.
Given the availability of C 1 approximations, Enright (1989a) suggested an alternative to the local error control schemes described above (see also Enright, 19896; Higham, 1989a, 19896 , for further developments). The idea is to form an interpolant and control a sample of the quantity
def (t)~q'(t)-f(t,q(t)),
which we call the defect in q(t). If we have an interpolant of local order /, and sample at a point t n _ x + r*h n , for some fixed x* e (0 ,1), then the defect sample satisfies
where <P is a smooth function. For a general continuous extension, the shape of the defect depends upon the problem and hence max [0>1] ||def (t n _ x + rh n )\\ cannot be controlled by sampling at a single prechosen point. However, numerical tests (see, for example, Enright, 1989a) have shown that the maximum is very rarely more than ten times the sampled value, if the sample point is carefully chosen. Special classes of interpolants were derived in Higham (1989a, 19896) for which one sample gives an asymptotically correct estimate of the maximum defect. To obtain such a property, one must pay a rather high cost per step in the formation of q(t).
In the next section we give some theoretical results relating the error control technique to the global errors in the discrete solution. The results are based on those of Stetter (1978 Stetter ( , 1980 . Section 3 then summarizes some numerical testing of various error control strategies in conjunction with formula pairs of orders (3,4), (4,5), and (7,8) . For these tests we make use of the nonstiff DETEST package (Enright & Pryce, 1987) . In Section 4 we look at the way that the global errors in the continuous extensions vary with the tolerance. Predictions based on an asymptotic analysis are tested numerically. We consider the global errors in approximations to the first derivative, both from the discrete data {f(t n , y n )} and the continuous extensions, in Section 5. Again, we present numerical results to test the asymptotic theory. Finally, in Section 6 we summarize and discuss our findings.
Theoretical results
What local constraints on the stepsize are necessary/sufficient for the discrete numerical solution to exhibit tolerance proportionality? In this section we reorganize and slightly extend some results of Stetter (1978 Stetter ( , 1980 ) that relate to this question. To be specific, Theorem 2.1 below is contained in, and Theorems 2.2 and 2.3 are extensions of, Theorem 1 of Stetter (1978) . (We mention that the 0(6) term appearing in the statement of Theorem 1 of Stetter (1978) should be an o(h n d) term.) Corollaries 2.1 and 2.2 were outlined informally in Stetter (1980) . Some related work on equivalent conditions for an approximate ODE solution can be found in Stewart (1970) .
Before beginning an analysis, we must be clear about what we mean by TP for a discrete method. Since the location of the meshpoints {t n } will generally depend upon the tolerance, it does not make sense to ask for the 'global errors at the meshpoints' to decrease linearly with the tolerance. Instead, we should ask for the existence of a continuous interpolant i](t) which passes through the meshpoint data {t n , y n } and satisfies i){t) -y(i)*=v{t)d, where v(t) is independent of the tolerance 6. Note that r/(t) need not be computable, since we are only concerned with the meshpoint approximation (in this section).
It is worth mentioning at this stage that the interpolant defined by = z n (tn) + le n =y n > so we do indeed have a continuous interpolant through the mesh data. Following Stetter (1979) we will refer to f]\(f) as the ideal interpolant. (It is ideal in the sense that, asymptotically, its defect has the smallest possible value on every step.) Note, however, that the first derivative of r\\{i) can be discontinuous at each meshpoint.
In the following analysis we suppose that for any tolerance value b there exists a corresponding mesh {/"} for the RK solution. The proofs include the implicit assumption that the stepsizes tend to zero as 6-*0; that is, max n h n = o(l) as 6-»0. We restrict the phrase 'piecewise continuous' to mean continuous except possibly at the meshpoints {t n }, and the phrase 'piecewise C 1 ' to mean continuous over the whole range [t 0 , t end ] with a first derivative which is continuous except possibly at the meshpoints {t n }. THEOREM 
Given the initial value problem y'(t)-f(t,y(t)) = O, y(t o )=y 0 , suppose r)(t) is piecewise C 1 and satisfies r](t o ) = y o . Let e{t) := r){t)-y{t) denote the global error in rj(t). Then the conditions A and B below are equivalent: Condition A: e(t) = v(t)d +g(t), where v(t) is C 1 and independent of d, and g(t) is piecewise C 1 with zeroth and first derivatives of o(<5). Condition B: r]'(t)-f(t,r)(t)) = Y(t)d+s(t), where y(t) is continuous and independent of 6, and s(t) is piecewise continuous and o(6).
Proof. We introduce a third condition, C, and then prove that and C=>A.
Condition C: e'(t)-f y (t, y(t))e(t) = y(t)S + u(t), where y{t) is the function appearing in condition B, and u{t) is piecewise continuous and o(<5) + O{e(t)
2 ).
) -/( where w(t) = O(e(t) 2 ), and hence, from A, w(t) = o(6). Using A in this equation we obtain ri'(t) ~f(t, r,(t)) = 6[v'(t) -f y (t, y(t))v(t)] +g'(t) ~f y (t, y(t))g(t) + w(t),
which has the required form. B => C: Subtracting the original ODE, y\t) -f{t, y(t)) = 0, from B gives
Using a Taylor expansion of f(t, r)(t)) =f(t, y(t) + e(r)) this becomes eV) -f y (t, y(t))e(t) + w(t) = y(t)d+s(t), where w(t) is piecewise continuous and O(e(t)
2 ). C^> A: Let v(t) denote the unique solution to the linear initial value problem
Standard theory (see, for example, Ascher, Mattheij & Russell, 1988: p. 86) shows that this initial value problem has a solution of the form -
6v(t) = Y(t) f Y-\n)u where the fundamental solution matrix Y(t) is defined by

Y'(O=fy(t,y(t))Y{t), Y(t o ) = I.
Note that Y{t) is independent of <5. It follows that
e{t)-6v{t) = g{t), where g(t) is o(<5) + O(e(t) 2 ) and continuous, and g'(t) is o(8) + O(e(f)
2 ) and piecewise continuous, giving the desired result.
• Theorem 2.1 shows that TP as defined by A is equivalent to causing the interpolant to solve a nearby system of differential equations. Asymptotically, the difference between the original system and the nearby system must depend linearly upon 6. Genuine TP also requires that the function v(t) in A should not be everywhere zero. A glance at the proof of Theorem 2.1 shows that this will be the case if y(f) #0 in B. We should also note that A is quite a strong condition in the sense that the first derivative of 77 (f) must also have a global error that varies linearly with 6, and the limit function, v'{t), must be continuous. First derivative global errors will be considered in Section 5.
We mentioned in the previous section that, ideally, the global error should vary linearly over the set of all 'reasonable' tolerances. Theorem 2.1 is an asymptotic result (5 -» 0) and hence only comes into effect when 8 is sufficiently small (with 'sufficiently small' being a problem-dependent concept). One purpose of the numerical experiments described in the next section is to see the extent to which useful practical conclusions can be drawn from this type of asymptotic analysis. The theorem also contains the implicit assumption that no rounding errors are made in the computations-it is clear that with finite-precision arithmetic the global error cannot decrease indefinitely with 6. 
(t) + e' n (t) -f(t, z n (t) + e n (t)) = Y (t)6 + s(t),
£"(*"_!) = 0.
Expanding the term/(f, z n {t) + e n (t)), and noting that z' n {t) =f{t, z n (t)), we find
£' n (t) -f y (t, z n (t))e n {t) = Y (t)6 + s(t), E n (t n^) = 0, where s(t) is piecewise continuous and o(<5) + O(e n (t) 2 ). We may replace z n (t) with the true solution y(t) in the above expression to give ett)-fy(t,y{t))e H (t) = Y (t)6 + s{t), e H (t n . l ) = 0, (2.2) where s(t) is o(8) + O(e n (t) 2 ).
Our aim is to find an expression for e n {t n ) = le n . The solution of (2.2) at t n has the form (c.f. the proof of Theorem 2.1) 
So, under our assumption about the local error control, we have
The continuity of y(t) ensures that y{t n ) = y(t) + o(l) for any t e [t n -i, t n ], and hence
Since r\i(t) is piecewise C 1 , the o(5) term above must be piecewise continuous as required for condition B.
The converse of the theorem is simply a special case of Theorem 2.2.
• Theorem 2.3 shows that the relationship between the local-error-per-unit-step and the defect is not only necessary for A and B, but is also sufficient in the case where r)(t) is the ideal interpolant. It also follows from Theorems 2.2 and 2.3 that if conditions A and B hold for any interpolant then they also hold for the ideal interpolant. The next result is a corollary to Theorem 2.3 that categorizes a general class of error control schemes for which A and B hold with the ideal interpolant. COROLLARY 2.1 Suppose that on every step we ensure that \\E(y n -u t n _ l ,h n ) \\ = 6 + o(6) .
Here ||»|| denotes a weighted norm, whose weights may depend upon y n _ x and y n (as discussed in Section 1) and E is a continuous function of the form Proof. We will show that the type of error control given by (2.6) implies condition (2.4).
From (2.7) we have
Now, as indicated in Section 1, the local error in the pth order Runge-Kutta formula is known to satisfy Using (2.8) this may be written
The local error control (2.6) then gives
We now have an expression for the local error that is almost of the form required by Theorem 2.3. A minor technicality is that the weighted norm ||»|| depends upon the numerical solution and hence upon 6. However, if we define ||| • ||| to be the corresponding weighted norm with true solution values ^(^-i), y(t n ), rather than y n -\,y n , appearing in the weights, then
(e(t n ))), where we recall that £(f n~i ) = y n -i-y(t n -i)
and e(t n ) = y n -y{t n ).
Since the stepsizes tend to zero as 6 -* 0, it follows from standard theory (see, for example, Hairer, N0rsett, & Wanner, 1987: Thm 3.4, p. 160 ) that the global error also tends to zero as <5 -* 0. So lf *"_,) HI = \\j>(y n -lt t nĤ ence, from (2.9),
III W\yn-l> ln-l) III
The continuity of V and y allows us to replace y n _! and f n _i by y(t n ) and /" respectively in the right-hand side of (2.10). Now it is clear from (2.6) and (2.7) that an O(h p n +2 ) term must also be O(h 2 n d) and hence must be o{h n 8). Thus (2.4) holds with Y (t) = rj>(y(t), t)l ||| %(y(f), t) |||. D Roughly, the corollary tells us that we can achieve A by controlling a smoothly varying O(h%) quantity on every step. Considering local error control, the EPUS mode has est n := H^ -%\\lh n = O(h%), and if we are in the usual situation where the two formulae in the RK pair have orders that differ by one, then XEPS gives est n := ||y n -y n \ [ = O(h%) . In both cases it follows from (1.3) that the local error estimate has an expansion of the form (2.7). Also, defect control based on a higher order interpolant has est n = O(h'~l) = O(h1) and (1.5) gives the required expansion.
The condition (2.6) is satisfied when the standard asymptotically based stepsize selection formula is used. After a step from t n -x to t n _ r + h n , the formula is
Here h opt is the asymptotically optimal stepsize, and the constant safety factor 6 6 (0,1) is introduced to reduce the chance of the step being rejected. The formula can be used to compute a new stepsize after a successful step, or after a rejected step. (In the latter case some authors favour a more crude strategy such as halving the stepsize.) Strictly, ( Each of the three error control modes listed in Corollary 2.2 will be implemented in the numerical tests of the next section.
As a final point, we mention that some nonasymptotic theory that is relevant for stiff and mildly stiff initial value problems was developed by Hall (1985 Hall ( , 1986 and by Hall & Higham (1988) and Higham & Hall (1989) . This analysis gives algebraic conditions involving the RK coefficients and the dominant eigenvalue(s) of the local Jacobian for determining whether or not a smooth stepsize sequence will arise. The same conditions also determine whether or not TP will be observed.
Discrete formulae
In this section we describe numerical tests on a variety of discrete RK formulae and error control techniques. The following formula pairs were tested: a 3,4 pair of N0rsett that appears in Enright et al. (1986) , the 4,5 pair RK5(4)7FM of Dormand & Prince (1980) , and a 7,8 pair of Sharp & Smart (1989) . Each pair was implemented in EPUS and XEPS mode. We also tested two defect control techniques based on the 4,5 pair. The first one uses the locally O(h%) Dormand-Prince-Shampine (DPS) interpolant of Shampine (1986) . This interpolant is constructed in such a way that the defect is always zero at the midpoint of a step, hence r* = \ should not be used as a sample point. It is also reasonable to ask for the sampled value to reflect the maximum size of the defect over the step. Although, in general, the shape of the defect will depend on the differential equations and will vary from step to step, in Higham (1990: Appendix B) we use an asymptotic expansion of the defect to justify the choice T* = 0-87832. The second defect control scheme that we tested is based on the more expensive locally O(h 6 n ) Hermite-Birkhoff (HB) interpolant from Higham (1989ft) . In this case the sample point r* = 0-89994 is guaranteed to control the maximum defect, asymptotically.
For stepsize selection, we used the formula (2.11) with a safety factor of 0-9, subject to the restriction
The final stepsize was further restricted so that the endpoint / end was reached exactly.
Our testing made use of the nonstiff component of the DETEST package (Enright & Pryce, 1987) . Detailed results for the 25 smooth scaled problems are given in Higham (1990) . Here, in Tables 3.1 and 3.2, we present the ratio of the endpoint global error and the tolerance for two typical problems. Uniform absolute weights were used, with tolerances of 10~2,10~3,..., 1O" 10 . Ideally, for each method and test problem this ratio will remain constant over all tolerances. Here, and throughout the numerical testing, the infinity norm was used.
A direct measure of the TP of a method on each problem is also available from DETEST. Based on the model Uglobal error|| « a least-squares fit is found by minimizing NTOL £xlog e (<5,)-log e Uglobal error, | (3.1) where 5 it i = 1,..., NTOL, is the range of tolerances used. The values of the proportionality constant C := exp (A), the exponent E, and the root mean square residual RES := (i?/NTOL)5 are returned. A method which comes close to exhibiting TP will have an exponent E =1 and a small residual RES. Tables 3.1 and 3.2 also include the exponent and residual values for both the endpoint global error (edpt) and the maximum global error over all meshpoints (max). Although it is clear that asking for linear proportionality of the norm of the endpoint or maximum global errors is a weaker requirement than A in Theorem 2.1, the DETEST results will certainly give insights into the likelihood of a condition such as A being satisfied.
Based on Tables 3.1 and 3.2, and the more detailed results in Higham (1990) , we make the following observations on the ratio of the endpoint global error and the tolerance:
(i) On all problems the ratio improves (varies less) as the tolerance decreases.
Typically the behaviour is poor for 8 ^ 10~4, although the 5 for which the ratio begins to settle down depends on the method and the problem. (ii) For both the EPUS and XEPS modes the relative performance worsens as the order increases-the lower-order methods exhibit better proportionality over a wider range of tolerances. (iii) For each method and almost all problems, the ratio varies by less than a factor of 1-5 at the most stringent tolerances. (iv) The performance of the defect control methods DPSdef and HBdef is similar to that of the XEPS45 method. (Note that these methods advance with the same RK formula while controlling different 0(/i;j) quantities.)
The first observation is not surprising, given the asymptotic nature of the analysis in the previous section. With regard to the second observation, Stetter (1980) notes that if an O(h%) quantity is controlled by 8, then the stepsize h n will decrease like O{5 Vp ). So, in the proofs that lead up to Corollary 2.2, discarding terms with an extra factor of h n is likely to be much less realistic than discarding terms with an extra factor of 6, and the theory becomes less meaningful as the order p increases. In fact many of the DETEST problems are quite 'easy' in the sense that they are integrated with very few steps, even at quite stringent tolerances. For example, on problem E5 for 6 2= 10~6, all methods required less than 35 steps. (The range of integration is [0, 20] for each DETEST problem.) As we would expect, the stepsizes used for a given problem and tolerance tend to increase with the order of the error estimate est n . On B2 at 6 = 10~8, for example, the XEPS34 method uses 267 steps while XEPS78 uses a mere 23.
An interesting side issue that is worth mentioning is the variation of the global error across different methods for a fixed problem and tolerance. Some insight can be gained by examining the proofs of Theorems 2.1 and 2.2. If condition A of Theorem 2.1 holds, then v(t) solves
v'(t)-f,(t,y(t))v(t) = Y (t), v(to) = 0.
( 3.2) The right-hand side y{t) is closely related to the local-error-per-unit-step, \e n lh n . Theorem 2.2 tells us that, at each meshpoint, y(t)d and \e n /h n are asymptotically equal. However, it is important to note that y(t): U-*R N is a vector-valued function of t in general. Hence, even if two different methods both keep the norm of le n /h n equal to 6 on each step, the individual components may have different signs and magnitudes, and hence the solutions v(t) of (3.2) will not necessarily be close. On the other hand, it can be argued that, of the different error control types, EPUS should be the most 'method-insensitive' since with other strategies a /-dependent multiple of the local-error-per-unit-step is controlled, and hence y(t) has a much greater degree of freedom. This is borne out in the results; the variation across the columns is generally less dramatic with EPUS than with XEPS.
Interpolants
We now turn our attention to the use of interpolants to provide continuous approximations to y{t). The first question that we ask is whether any of the standard interpolants can satisfy condition B (and hence condition A) of Theorem 2.1. The answer is no for any of the C 1 schemes that satisfy q'{t n ) =f(t n , y n ). For such schemes the defect is forced to be zero at the meshpoints, and since the location of the meshpoints varies with 6, condition B cannot hold. More specifically, for t = t n _ 1 + xh n e {t n -i, t n ] any continuous extension of the form (1.4) has a local error of the form
and a defect of the form
Here Fj(t n^, y n -t ) is an elementary differential of /, and a y (r) is a scalar polynomial that is independent of/. Because of the presence of the aj(r) factors, the value of the defect at the point t will depend on the relative location of t and the meshpoints t n -i, t n . Again, since the mesh varies with 6, condition B cannot be satisfied. Although this is discouraging, it is not the whole story, since Theorem 2.1 asks for proportionality of the global error in the interpolant and its first derivative. As we show below, useful results about the global error can be obtained by comparing q(t) with Jj^f).
We suppose now that an error control of the type defined in Corollary 2.1 is used, so that the ideal interpolant satisfies r /l (0-y(0 = "(0<5+g(0.
( 4-3) with v(t) and g(t) as in Theorem 2.1. For t e (f n _i, t n ], it is helpful to split the global error in q{t) into three parts:
We have #(0 -z n (t) = O(h' n ) for the local error in q{t), where l=p + 1 or l=p depending upon whether q(i) is chosen to be higher or lower order (see Section 1). The local error in r/,(f) satisfies (6), (4.6) showing that q(i) inherits the same proportionality as Jji(O-(Note that (4.6) is weaker than condition A, since A asks for g'(i) to be o{6).) A lower-order interpolant contributes an O{h p n ) = O(8) term in (4.5), and hence v(t)d will not necessarily dominate. In this case the relative sizes of the [q(t) -z n (t)\ local error term and the \*li{t) -y(t)\ global error term in (4.4) will depend upon the differential equations. The expansion (4.1) shows that the local error term has a highly mesh-dependent nature. Hence in general we cannot deduce a result of the form (4.6) for a lower-order interpolant.
Hence (4.4) may be written q(t) -y(t) = v(t)6 + o{6) + O(h' n ). (4.5) If <j(0 is higher order then the O(h' n ) term is o(d), so that (4.5) becomes q(t)-y(t) = v(t)6+o
To investigate the behaviour of interpolation schemes in practice, we performed numerical tests on four interpolants that have been derived for the Dormand-Prince RK5(4)7FM pair. We used lower-order (locally O(h 5 n )) interpolants from Dormand & Prince (1986) and Shampine (1986) , and higher-order (locally 0(/i*)) interpolants from Higham (19896) and Shampine (1986) )] respectively. The 4,5 pair was implemented in XEPS mode and, by partitioning each basic RK step into 10 equally spaced substeps, we used DETEST to compute f m max i max Higham, 1990 , for full details) we found that (i) the behaviour of both O(hf,) interpolants is reasonable (in fact the proportionality of the maximum global error in the interpolant is as good as that of the discrete formula for each problem); (ii) the proportionality of the O{h 5^) interpolants is similar to that of the higher order interpolants on many problems, but is noticeably worse on A5, B3, El, E4, and E5, and significantly worse on A4; this problem-dependent behaviour is to be expected from the analysis above.
For further illustration, we performed detailed numerical tests on the following (-10 We present results for a uniform absolute weighting scheme; experiments with other weighting schemes gave similar qualitative results. As a point of reference, we plot the norm of the meshpoint global error, scaled by 8, for tolerances of 10~\ 10~6, 10~8, and 10~1 0 in Figs 1 and 4. In both cases the global error ratio converges to a discernible limit function.
The corresponding global errors in the higher-and lower-order interpolants of Shampine (1986) are plotted in Figs 2,3 ,5, and 6. These were generated by evaluating the global error at 100 equally spaced points in the interval of integration. For the higher-order interpolant, we see that on the Fehlberg problem the global error ratios have almost exactly the same shape as for the discrete solution. On problem A4, the curves are somewhat 'wobbly', but the behaviour improves as the tolerance decreases. The proportionality of the lower-order interpolant is comparable with that of the discrete formula on the Fehlberg problem, but is slightly erratic over the first part of the integration. On problem A4, however, the lower-order interpolant behaves very poorly; although the global error ratios remain bounded, they are not smooth and do not appear to approach a limit as 6 decreases.
The behaviour of the lower-order interpolant on these two problems can be explained by looking at the actual size of the global errors. On the Fehlberg problem, the global error in the lower-order interpolant is the same size as that of the meshpoint solution, which shows that of the two O(d) terms [r?i(f) -y(t)] and \q(t) -z n (t)] in (4.4), the first term is dominating in the plots. On problem A4 the meshpoint global error is never more than 1.56, and the [q(t) -z n (t)] term clearly takes over in Fig. 6 . We also mention that fairly large stepsizes are used on problem A4-only 9, 19, 45, and 108 steps are needed at 6 = KT 4 , 10~6, NT 8 , and 1O~1 0 respectively. Thus, with the higher-order interpolant, we would expect the O(h n 6) term [q{t) -z n {t)\ in (4.4) to be significant, even at quite stringent tolerances-this is what appears to be happening in Fig. 5 .
Although carried out for a different purpose, numerical testing of several lower-and higher-order interpolants was performed in Enright et al. (1986) . There the authors used DETEST to compare the maximum global error in an interpolant with the maximum global error in the underlying discrete RK method. Their results are in broad agreement with ours, and the arguments above help to explain the somewhat erratic behaviour of the lower-order interpolants reported in that paper.
First derivatives
In addition to making an interpolant q(t) available, it is common for modern initial value codes to provide access to q'{t) (see, for example, Cash, 1989) . In this section we look at the behaviour of the corresponding global error, From Corollary 2.1, we see that if a suitable error control strategy is used, the ideal interpolant r\i(t) satisfies condition A of Theorem 2.1 and hence where v'(t) is independent of 6 and continuous. (We point out that although rji(O is only piecewise continuous, the jumps at the meshpoints are O(le n ) + o(<5) and hence do not affect the leading term in the global error.)
We saw in the previous section that standard computable interpolants q(i) will not satisfy condition A, and hence we cannot deduce anything about the TP of q'(t) directly. However, useful information is obtained indirectly by differentiating (4.4) to give
It can be shown that for continuous extensions of the form (1.4) the local error contribution q'{t) -z' n (i) has the same asymptotic leading term as the defect (4.2). So, for fixed t, this term varies with the meshpoint distribution, and hence with 6. For the higher-order interpolants we have l=p + 1, so the local error term q'(t)-z' n (t) is of the same order as the global error term r\ [(t) -y'(t) . Hence, in general, we cannot expect tolerance proportionality in (5.1). The situation is worse for lower-order interpolants; here I =p and the local error term dominates (5.1) asymptotically. We mention that instead of using q'{t) to approximate y'(t), the quantity f(t, q(t)) could be evaluated. The linearization
shows that f(t, q(t)) inherits TP from q(t). Depending on the application, this approach has two possible weaknesses. First, if a lot of off-meshpoint derivative approximations are needed then the extra / evaluations may prove expensive. Second, at a general point the y'(t) approximation is not the derivative of the y(t) approximation. To illustrate the behaviour of different first derivative approximations, we give the results of detailed numerical tests on the two problems used in the last section. Again, the XEPS45 pair was used to produce the discrete solution. computable, we used an eighth order formula to obtain the 'true' local solution values. More precisely, we computed the following approximation to ij/(f) := Here u{i) is the result of a step from {t n -i,y n -i} of length t -t n _ 1 using an eighth-order RK formula, and le n = y n -u(t n ). The corresponding results for the higher-and lower-order DPS interpolants are plotted in Figs 9 and 13 and Figs 10 and 14 respectively. We see from the figures that the global error to tolerance proportionality for both the meshpoint derivative and the ideal interpolant derivative is comparable with that of the discrete formula (see Figs 1 and 4) . (The r\{{t) behaviour is somewhat erratic on problem A4, but improves as the tolerance decreases.) The higher-order interpolant performs quite well on the Fehlberg problem, except in regions where the global error is small. On problem A4 the global error ratios for the higher-order interpolant remain bounded, but do not settle down to a limit. This behaviour, which we observed in the previous section for the zeroth derivative of the lower-order interpolant, agrees with the theoretical analysisthe two terms q'{t) -z' n {t) and r\ [(t) -y'(t) have the same asymptotic order, and if the first term is relatively large then we will not observe TP. The lower-order interpolant, with its asymptotically dominant q'{i) -z' n (t) term, fares much worse. On problem A4 the global error to tolerance ratio grows significantly as 5 decreases.
Conclusions
Tolerance proportionality clearly deserves to vie for a place among the many conflicting objectives of a one-pass integrator. In this work we focused on the potential for TP within existing explicit RK algorithms. The theoretical results presented in Section 2, which are based on some earlier work of Stetter, show that, ignoring rounding errors and with sufficiently small tolerances, a discrete RK formula will exhibit TP if either an EPUS or XEPS local error control method, or a defect control method based on a higher-order interpolant, is suitably implemented. Our numerical tests using the norm of the endpoint global error on the DETEST problems were in agreement with this result. However, we observed that with less stringent tolerances the global error behaviour can be much more erratic-here 'large stepsizes' render the asymptotic results inapplicable. In general, higher-order formulas fare worst because they tend to use larger stepsizes for a given problem and tolerance. Interestingly, the tests of Sharp (1988) found a high-quality 7,8 pair to be more cost-effective than other, lower order pairs. It seems that choosing an RK formula pair involves a trade-off between efficiency (cost versus accuracy achieved) and reliability (in the sense of TP). Our results revealed little difference in the TP performance of EPUS, XEPS, and defect control schemes of a similar order.
New results for continuously extended RK formulae were also presented. We showed that the approximations generated by 'higher order' interpolants (whose local errors have the same asymptotic order as the RK formula) automatically inherit the asymptotic TP properties of the discrete method. The same cannot be said for 'lower order' interpolants; here the local errors have an unpredictable problem-dependent effect on the global error proportionality.
The situation is worse when first derivative approximations are required. In this case higher-order interpolants cannot be guaranteed to behave smoothly, and lower order interpolants will never achieve TP, asymptotically. A simple, but potentially expensive fix is to evaluate / along the interpolant.
