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O objetivo desta dissertação é fazer um estudo dos espaços fibrados, mostrando como eles po-
dem ser classificados. Concretamente vamos nos concentrar em classificar fibrados vetoriais e
de forma mais geral vamos classificar G -fibrados principais, onde G é um grupo topológico e
finalmente classificaremos fibrados com conexão.
ii
Abstract
The aim of this work is to study fiber bundles and their classification. Concretely, we will classify
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Introdução
Um espaço fibrado pode ser entendido de duas maneiras duais. Geometricamente, um fibrado
é uma coleção de estruturas parametrizadas pelos pontos de um espaço B ; "acima de cada
ponto"de B colocamos uma estrutura (espaço vetorial euclideano,por exemplo). Dualmente,
podemos pensar da maneira topológica, como uma aplicação π : E → B tal que as fibras π1(b )
são todas "iguais"e compartilham alguma estrutura de maneira consistente.
O conceito matemático de espaço fibrado foi desenvolvido na década de 1930, e tem tomado
grande interesse em suas aplicações à geometria diferencial, um exemplo importante impor-
tante de espaço fibrado que aparece em geometria diferencial, è o espaço tangente a uma va-
riedade diferenciável. Em 1951 foi publicado o trabalho de N. Steerod [15] que é uma primeira
exposição sistemática do assunto.
Essencialmente uma estrutura fibrada consiste de um espaço E chamado de espaço total, um
espaço B chamado de espaço base, uma aplicação continua e sobrejetora p : E → B chamada
de aplicação projeção, e um espaço Y chamado de fibra tipica que é homeomorfo ao conjunto
p−1(b ), b ∈ B chamado de fibra sobre o ponto b . Alguns casos particulares de fibrados são os
fibrados vetoriais e de forma mais geral os G -fibrados. No primeiro caso, temos uma estrutura
vetorial em cada fibra p−1(b ) e no segundo, temos um grupo topológico que age efetivamente
sobre a fibra tipica Y .
O objetivo principal desta dissertação é classificar fibrados vetoriais, G -fibrados e finalmente
fibrados com conexão. Para o caso dos fibrados vetoriais, vamos ver como o "pullback"do fi-
brado canônico sobre a variedade γn de Grassmann é isomorfo a qualquer fibrado vetorial ξ
sobre um espaço base compacto ou paracompacto. Basicamente este isomorfismo é obtido
construindo uma aplicação entre o espaço total do fibrado ξ e o espaço total de γn que seja li-
near e injetora em cada fibra. No caso dos G -fibrados, vamos mostrar que qualquer G -fibrado
é o fibrado associado de algum fibrado principal. Portanto, se classificamos os fibrados princi-
pais também classificamos os G -fibrados. (Aqui o fibrado classificante é o fibrado construído
em [10]). Finalmente para classificar os fibrados com conexão vamos usar o fibrado de Stiefel
U (k ) · · ·V ok (Cn )→Gk (Cn ).
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Na literatura os fibrados classificantes são chamados de fibrados universais. Em particular,
quando o espaço base de um fibrado universal é um C W -complexo de dimensão n dizemos
que ele é n-universal, se e somente se, os grupos de homotopia πi do espaço total são zero para
0 ≤ i < n . Uma aplicação interessante dos fibrados n-universais é calcular grupos de homo-
topia. Estes fibrados também podem ser usados para mostrar que dois espaços são homoto-
picamente equivalentes. No capitulo 3 vamos ver que se G é um grupo topológico que é um
C W -complexo de dimensão n , então G é homotopicamente equivalente ao espaço de lazo do
conjunto B , onde B é o espaço base de algum fibrado n-universal. Outra cosa importante dos
fibrados classificantes ou universais, é que muitas vezes os fibrados são obtidos como fibrados
induzidos, é assim, que a partir de ter uma classificação nós podemos obter um novo fibrado,
por exemplo. No capitulo 5 vamos ver exemplos de como obter um novo fibrado a partir de
uma aplicação classificante dada pela aplicação de Hopf S7→ S4, estos exemplos permitem es-
tudar algumas propriedades geométricas dos "pullback"como é visto em [2]. Neste trabalho é
assumida como conhecida a teoria básica de variedades diferenciáveis. Para informação desta





Neste capitulo vamos dar algumas noções básicas sobre fibrados vetoriais, mostrando como
são construídos alguns dos fibrados que vamos usar neste trabalho. Daremos também alguns
resultados sobre grupoa de homotopia e fibrações, os quais serão úteis no final do capitulo 3.
Definição 1.1.1. Um fibrado vetorial real ξ sobre um espaço topológico B chamado base consiste
do seguinte:
1. Um espaço topológico E = E (ξ) chamado espaço total.
2. Uma aplicação π : E → B contínua e sobrejetora chamada de projeção.
3. Para cada b ∈ B uma estrutura de espaço vetorial real no conjunto π−1(b ).
4. Condição de trivialidade local: Para cada b ∈ B, existe um aberto U ⊆ B, e um homeo-
morfismo
h : U ×Rn →π−1(U )








isto é π ◦ h = p r1 onde p r1 é a projeção no primeiro fator. Além disso a correspondência
x → h(b ,x ) define um isomorfismo entre o espaço vetorial Rn e o espaço vetorial π−1(b ).
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De forma análoga podemos definir os fibrados vetoriais complexos. O par (U , h) é chamado de
sistema de coordenadas locais para ξ sobre B . Se for possível escolher U igual ao espaço B todo,
então ξ sera chamado fibrado trivial. O espaço vetorial π−1(b ) é chamado fibra sobre sobre b ,
ele pode ser denotado por Fb ou Fb (ξ).
Definição 1.1.2. Sejam ξ e η dois fibrados vetoriais sobre o mesmo espaço base B. Dizemos que
ξ é isomorfo a η, escreve-se ξ∼= η, se existir um homeomorfismo f : E (ξ)→ E (η) entre os espaços
totais que aplica cada espaço vetorial Fb (ξ) isomorficamente sobre o espaço vetorial Fb (η).
Exemplo 1.1.1. O fibrado trivial com espaço total B ×Rn , com aplicação projeção
π : B ×Rn −→ B
(b ,x ) 7→ b
e com estrutura de espaço vetorial nas fibras definidas por
t1(b ,x1)+ t2(b ,x2) = (b , t1x1+ t2x2)
É claro que π é continua além disso
h : B ×Rn −→ π−1(B ) = B ×Rn
(b ,x ) 7→ (b ,x )
é um homeomorfismo. O fibrado trivial sobre B sera denotado por ξnB .
Notemos que um Rn fibrado é trivial se e somente se é isomorfo a ξnB .
Exemplo 1.1.2. O fibrado tangente τM de uma variedade diferenciável M . O espaço total de
τM é a variedade T M , consistindo de todos os pares (x , v ) com x ∈M e v tangente a M em x . A
aplicação projeção π : T M → M é definida por π(x , v ) = x e a estrutura de espaço vetorial em
π−1(x ) é definida por:
t1(b ,x1)+ t2(b ,x2) = (b , t1x1+ t2x2)
A trivialização local de τM é obtida a través das cartas locais: seU é um aberto de M e x :U →
U ⊂Rn é uma carta local, então a aplicacão






fornece uma trivialização local do tangente (considerando os vetores tangentes como derivações).
Exemplo 1.1.3. Consideremos o espaçoRPn de retas pelo origem emRn+1. Notemos que é razoá-
vel considerarRPn como o espaço topológico quociente deRn+1−{0}/≡ onde≡ é uma relação de
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equivalência em Rn+1−{0} definida por x ≡ y se y =λx , com λ∈R e λ 6= 0.
O fibrado canônico γ1n sobre RPn , tem como espaço total o conjunto E (γ1n ) ⊆ RPn ×Rn+1, onde
E (γ1n ) = {(l , v )/v ∈ l } e como projeção a função
π : E (γ1n )→RPn
(l , v ) 7−→ l
Vejamos que γn 1 satisfaz a condição de trivialidade local. De fato, notemos que se x ∈ Rn+1 −
{0} então a reta l que passa pela origem e pelo ponto x pode-se ver como a classe de x ou seja
l = [x ]. Como os conjuntos Ũi = {x = (x1,x2, ...,xn+1)/x i 6= 0} são abertos saturados, segue que os
conjuntos Ui = {[x ]/x i 6= 0,} onde x = (x1,x2, ...,xn+1) são abertos emRPn , definamos h i : Ui×R→
π−1(Ui ) por
h i ([x ], t ) = ([x ], t
x1
x i




claramente h i é bijetora e contínua e sua inversa está definida por h
−1
i ([x ], y ) = ([x ], yi ), onde
y = (y1, ..., yn+1) h−1i é contínua, portanto h i é um homeomorfismo de Ui ×R com π−1(Ui ) tal que
a correspondência t → h([x ], t ) define um isomorfismo entre π−1([x ]) e R.
γ1n sera chamado o fibrado linha canônico sobre RPn .
Definição 1.1.3. Seja um fibrado vetorial ξ com projeção π : E → B, uma seção s de ξ é uma
função contínua s : B→ E tal que (π ◦ s )(b ) =b , ∀b ∈ B.
Diremos que s é não nula se: s (b ) é um vetor não-nulo na fibra π−1(b ) para cada b ∈ B.
Observação 1.1. Notemos que um R1-fibrado trivial ξ, com projeção π : E → B , admite uma
seção não nula, pois se definimos s : B → E como sendo s (b ) = h(b , 1), onde h : B ×R→ E é a
trivialização de ξ, vemos que s é contínua, além disso, π(s (b )) =b para cada b ∈ B.
Usando a observação anterior podemos demonstrar o seguinte teorema.
Teorema 1.1.1. O fibrado γ1n sobre RPn não é trivial para n ≥ 1.
Demonstração: Seja s :RPn :→ E (γ1n ) uma seção qualquer, e consideremos a função
Rn+1−{0}
p // RPn s // E (γ1n )
que leva cada x ∈Rn+1−{0} no ponto ([x ], t (x )x ). Notemos que t (x ) é uma função contínua de
valores reais pois s ◦p é contínua, além disso, t (x ) =−t (x ) já que p (x ) = p (−x ) ou equivalente-
mente ([x ], t (x )x ) = ([x ],−t (−x )x ) e portanto t (−x ) =−t (x ).
3
Se t (x ) = 0, s se anula na fibra e portanto o fibrado γ1n não é trivial. Se t (x )> 0 então t (−x )< 0.
ComoRn−{0} é conexo segue do teorema do valor intermediário que existe x0 tal que t (x0) = 0,
logo s ([x0]) = ([x0], 0). Portanto qualquer seção s anula-se na fibra, ou seja γ1n não é trivial. 
Agora vamos considerar uma coleção {s1, ...., sn} de seções de um fibrado vetorial ξ.
Definição 1.1.4. As seções s1, ..., sn são linearmente independentes, se para cada b ∈ B, os vetores
s1(b ), ..., sn (b ) são linearmente independentes.
Lema 1.1.1. Sejam ξ e η fibrados vetoriais sobre B e seja f : E (ξ)→ E (η) uma função contínua
que leva cada espaço vetorial Fb (ξ) isomorficamente no espaço vetorial correspondente Fb (η). En-











Demonstração: Se e ∈ E (η), então e ∈ Fb ′(η) onde b ′ = πη(e ). Como f : Fb ′(ξ)→ Fb ′(η) é um
isomorfismo, existe x ∈ Fb ′(ξ) tal que f (x ) = e . Se e1 6= e2 ∈ E (ξ) são tais que πξ(e1) = πξ(e2) = b
como f : Fb (ξ)→ Fb (η) é um isomorfismo segue que f (e1) 6= f (e2) portanto existe f −1.
Dado qualquer b ∈ B , escolhamos um sistema de coordenadas locais (U , g ) para ξ e (V,h) para
η, com b ∈U ∩V . Vejamos que a função h−1 ◦ f ◦ g : (U ∩V )×Rn → (U ∩V )×Rn é um homeo-
morfismo. Tomemos
h−1( f (g (b ,x ))) = (b , y )




f i j (b )x j onde [ f i j (b )] denota
uma matriz não singular. Seja [Fj i (b )] a matriz inversa de [ f i j (b )], então g −1◦ f −1◦h(b , y ) = (b ,x )




Fj i (b )yi . Assim h−1 ◦ f ◦ g e g −1 ◦ f −1 ◦h são contínuas.
Agora, notemos que se temosϕ eψ funções tais queϕ◦ψ é contínua eϕ é um homeomorfismo
então ψ é contínua, e se ψ é um homeomorfismo então ϕ é contínua, segue que f e f −1 são
contínuas. 
Teorema 1.1.2. Um Rn -fibrado ξ é trivial, se e somente se, ξ admite n seções s1, ..., sn que são
linearmente independentes.
Demonstração: Sejam s1, ..., sn seções de ξ linearmente independentes. Definamos f : B×Rn →
E (ξ) por f (b ,x ) = x1s1(b ) + · · ·+ xn sn (b ), x = (x1, ...,xn ), assim temos que f é uma função con-
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tínua. Vejamos que f leva cada fibra do fibrado trivial ξnB isomorficamente na fibra correspon-
dente de ξ ou seja temos que provar que
f : Fb (ξnB )→ Fb (ξ)
é um isomorfismo. De fato
linear: Sejam (b ,x ), (b , y )∈ Fb (ξnB ), logo
f (b ,x + y ) = (x1+ y1)s1(b )+ · · ·+(xn + yn )sn (b )
= x1s1(b )+ y1s1(b )+ · · ·+xn sn (b )+ yn sn (b )
= f (b ,x )+ f (b , y )
Injetividade: Sejam (b , y ), (b ,x ) em Fb (ξnB ) tais que f (b , y ) = f (b ,x ) vejamos que x = y . Como
f (b , y ) = f (b ,x ) então temos que:
x1s1(b )+ · · ·+xn sn (b ) = y1s1(b )+ · · ·+ yn sn (b )
logo (x1− y1)s1(b ) + · · ·+ (xn − yn )sn (b ), mas os vetores s1(b ), ..., sn (b ) são linearmente indepen-
dentes portanto temos que x1 = y1, ...,xn = yn segue que x = y .
Assim pelo teorema do núcleo e a imagem temos que F é um isomorfismo nas fibras.
Reciprocamente, suponhamos que ξ é trivial, com sistema de coordenadas (B , h). Definamos
s i (b ) = h(b , e i ) onde os e i são os vetores da base canônica de Rn , provemos que s1, ..., sn são
seções linearmente independentes, para i = 1, ..., n . Como s i (b ) = h(b , e i ) e a correspondência
x 7→ h(b ,x ) define um isomorfismo, temos então que os h i (b , e i ) são linearmente independen-
tes, portanto s1, ..., sn são seções linearmente independentes. 
1.2 Construção de fibrados a partir de fibrados dados.
a) Restrição de um fibrado num subconjunto do espaço base. Seja ξ um fibrado vetorial com
projeção π : E → B e seja B̄ um subconjunto de B . Definindo Ē = π−1(B̄ ) e π̄ : Ē → B̄ a
restrição de π a Ē , obtemos um novo fibrado vetorial que sera denotado por ξ|B̄ e é cha-
mado a restrição de ξ a B̄ . Cada fibra Fb (ξ|B̄ ) é igual à fibra correspondente Fb (ξ) e tem a
mesma estrutura de espaço vetorial. Se (U , h) é um sistema de coordenadas para ξ, então
(U ∩ B̄ , h |U∩B̄ ) é um sistema de coordenadas para ξ|B̄ .
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O seguinte exemplo é de grande importância neste trabalho, já que por meio deste fibrado
nos vamos a classificar os fibrados vetoriais, e os G -fibrados.
b) Fibrado induzido. Seja o fibrado ξ como acima, e seja B1 um espaço topológico qualquer.
Dada uma aplicação f : B1 → B é possível construir o fibrado induzido f ∗ξ sobre B1.
O espaço total E1 de f ∗ξ é um subconjunto de B1 × E que consiste de todos os pares
(b , e ) ∈ B1 × E tais que f (b ) = π(e ). A aplicação projeção π1 : E1 → B1 é definida por









onde f̂ (b , e ) = e . A estrutura de espaço vetorial em π−11 (b ) é dada por:
t1(b , e1)+ t2(b , e2) = (b , t1e1+ t2e2)
Portanto f̂ leva cada espaço vetorial Fb ( f ∗ξ) isomorficamente sobre o espaço vetorial
Ff (b )(ξ). Vejamos que f ∗ξ é localmente trivial. Sejam (U , h) um sistema de coordenadas
locais para ξ, definamos U1 = f −1(U ) e h1 : U1×Rn →π−11 (U1) por h1(b ,x ) = (b , h( f (b ),x )),
provemos que h1 é um homeomorfismo tal que x 7→ h1(b ,x ) define um isomorfismo.
Injetividade: Sejam (b1,x ) e (b2, y ) pertencentes a U1×Rn tais que h1(b1,x ) = h1(b2, y ),
isto é (b1, h( f (b1),x )) = (b2, h( f (b2), y )) dai seque que b1 = b2 e h( f (b1),x ) = h( f (b2), y ),
mas h é injetora, logo x = y , assim obtemos que (b1,x ) = (b2, y ).
Sobrejetividade: Seja (b , e ) ∈ π−11 (U ) segue que f (b ) = π(e ), ou seja e ∈ Ff (b )(ξ), mas
a correspondência x 7→ h( f (b ),x ) define um isomorfismo entre Ff (b )(ξ) e Rn , logo para
e ∈ Ff (b )(ξ) existe x ∈ Rn tal que e = h( f (b ),x ), portanto h1(b ,x ) = (b , e ) ou seja h1 é
sobrejetora.
Agora como h e f são contínuas, segue que h1 é contínua, além disso sua inversa é dada
por h−11 (b , e ) = (b , h−1(e )) que é uma função contínua, a correspondência x 7→ h1(b ,x )
define um isomorfismo, pois a correspondência x 7→ h( f (b ),x ) define um isomorfismo,
logo f ∗ξ é localmente trivial.
Se ξ for trivial, segue-se que f ∗ξ é trivial.
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Definição 1.2.1. Uma aplicação fibrada de η em ξ, é uma aplicação comtínua g : E (η)→ E (ξ)
que leva cada espaço vetorial Fb (η) isomorficamente sobre uns dos espaços vetoriais Fb ′(ξ). To-
mando ḡ (b ) = b ′ temos que a função resultante ḡ : B (η)→ B (ξ) é comtínua. Assim uma aplica-
ção fibrada de η em ξ é um par de aplicações (g , ḡ ) que satisfazem as condições da acima
Lema 1.2.1. Se g : E (η) → E (ξ) é uma aplicação fibrada, e se ḡ : B (η) → B (ξ) é a aplicação
correspondente de espaços base, então η é isomorfo ao fibrado induzido ḡ ∗ξ.
Demonstração: Definamos h : E (η)→ E (ḡ ∗(ξ)) por
h(e ) = (π(e ), g (e ))
onde π é a projeção do fibrado η. É claro que h é comtínua, vejamos que h aplica cada fibra
Fb (η) isomorficamente na fibra Fb ′(ḡ ∗ξ) onde ḡ (b ) =b ′. De fato, sejam e1, e2 ∈ Fb (η), logo π(e1+
e2) =b , assim obtemos que:
h(e1+ e2) = (b , g (e1+ e2))
= (b , g (e1)+ g (e2))
= (b , g (e1))+ (b , g (e2))
= h(e1)+h(e2)
portanto h é linear em cada fibra, provemos agora que h é injetora, logo pelo teorema do núcleo
da imagem obtemos que h é um isomorfismo nas fibras. Sejam e1, e2 ∈ Fb (η) tais que h(e1) =
h(e2), isto é, (b , g (e1)) = (b , g (e2)), segue que g (e1) = g (e2), mas g é injetora em cada fibra, logo
e1 = e2, segue-se do lema1.1.1 que h é um homeomorfismo, e assim η é isomorfo a g ∗ξ. 
No final da próxima seção e no capitulo 5 apresentaremos alguns exemplos de fibrados induzi-
dos por uma certa aplicação.
c) Produto Cartesiano Dados dois fibrados vetoriaisξ1,ξ2 com aplicações projeçãoπi : E i → Bi
i = 1, 2, o fibrado produto cartesianoξ1×ξ2 é definido como sendo o fibrado com projeção
π1×π2 : E1×E2→ B1×B2 onde a cada fibra (π1×π2)−1 = Fb1(ξ1)×Fb2(ξ2) é dada a estrutura
de espaço vetorial usual. Se (U1, h1) e (U2, h2) são sistemas de coordenadas locais para ξ1
e ξ2 respectivamente, então (U1 ×U2, h1 × h2) é um sistema de coordenadas locais para
ξ1×ξ2.
d) Soma de Whitney Consideremos dois fibrados ξ1 e ξ2 sobre um mesmo espaço base B . De-
finamos d : B → B × B por d (b ) = (b ,b ). O fibrado d ∗(ξ1×ξ2) sobre B é chamado a soma
de Whitney de ξ1 e ξ2 e sera denotada por ξ1⊕ξ2.
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Definição 1.2.2. Consideremos dois fibrados vetoriais ξ e η sobre o mesmo espaço base B com
E (ξ)⊆ E (η), então ξ é um subfibrado de η (escreve-se ξ⊂ η ) se cada fibra Fb (ξ) é um subespaço
vetorial da fibra correspondente Fb (η).
Lema 1.2.2. Sejam ξ1 e ξ2 subfibrados de η tais que cada espaço vetorial Fb (η) é igual a soma
direta dos espaços Fb (ξ1) e Fb (ξ2). Então η é isomorfo à soma de Whitney ξ1⊕ξ2.
Demonstração: Definamos f : E (ξ1⊕ξ2)→ E (η) por f (b , (e1, e2)) = e1+ e2, assim temos que f
é comtínua e leva cada espaço vetorial Fb (ξ1⊕ξ2) isomorficamente em seu espaço vetorial cor-
respondente Fb (η) segue do lema1.1.1 que f é um homeomorfismo, portanto ξ1⊕ξ2 é isomorfo
a η. 
1.3 Fibrado canônico sobre a Variedade de Grassmann
Nesta seção vamos construir um fibrado com espaço base a variedade de Grassmann chamado
de fibrado canônico sobra a grassmanniana, veremos mais adiante que este fibrado classifica os
fibrados vetoriais.
Definição 1.3.1. A variedade de Grassmann Gn (Rn+k ) é o conjunto dos n-planos pela origem de
coordenadas do espaço Rn+k .
Observação 1.2. Notemos que para o caso n = 1, a variedade de Grassamann G1(Rk+1) coincide
com o espaço projetivo RPk .
O conjunto Gn (Rn+k ) é dotado com a topologia quociente como segue:
Um n-referencial em Rn+k é uma n-tupla de vetores linearmente independentes de Rn+k . A
coleção de todos os n-referenciais em Rn+k é um subconjunto das n-copias Rn+k × · · · ×Rn+k
chamada variedade de Stiefel e se denota por Vn (Rn+k ). Temos uma aplicação canônica:
q : Vn (Rn+k )→Gn (Rn+k )
que leva cada n-referencial para o seu n-plano gerado, q é sobrejetora, então, dizemos que
U ⊆ Gn (Rn+k ) é aberto se, e somente se, q−1(U ) é aberto em Vn (Rn+k ). Agora, seja V on (Rn+k ) ⊆
Vn (Rn+k ) o conjunto de todos os n-referenciais ortonormais. Então Gn (Rn+k ) pode-se conside-
rar como uma identificação de V on (Rn+k ). Podemos ver que os seguentes diagramas comutam
V on (Rn+k )
q0
&&
i // Vn (Rn+k )
q





onde q0 é a restrição de q a V on (Rn+k ) e PG indica o processo Gram Schmidt e i é aplicação
inclusão.
Observação 1.3. O processo de Gramm Schimidt induz uma aplicação comtínua.
Lema 1.3.1. A variedade de Grassmann Gn (Rn+k ) é uma variedade topológica compacta de di-
mensão nk .
Demonstração: Provemos primeiro que Gn (Rn+k ) é um espaço Hausdorff. Para w ∈ Rn+k fixo,
seja ρw (X ) a distancia ao quadrado de w ao n-plano X . Se x1, ...,xn é uma base ortonormal de
X , então a identidade
ρw (X ) =w ·w − (w ·x1)2− · · ·− (w ·xn )2
prova que a composição
V 0n (Rn+k )
q0 // Gn (Rn+k )
ρw // R
é comtínua, portanto ρw é comtínua. Agora, se X , Y são dois n-planos diferentes tais que w
pertence a X mas não pertence a Y , então ρw (X ) 6= ρw (Y ), como R é Hausdorff segue que exis-
tem U , V abertos que contem ρw (X ) e ρw (Y ) respectivamente tais que U ∩V =φ, logo ρ−1w (U ) e
ρ−1w (V ) são abertos que contem a X e Y respectivamente, e além disso ρ
−1
w (U )∩ρ−1w (V ) =φ
Notemos que o conjunto V on (Rn+k ) é fechado e limitado em Rn+k × · · · ×Rn+k portanto é com-
pacto, segue de Gn (Rn+k ) = q0(V on (Rn+k )) que Gn (Rn+k ) é compacto, q0 é a restrição de q ao
conjunto V 0n (Rn+k ).
Agora vejamos que Gn (Rn+k ) é localmente homeomorfo aRk n . Seja X0 ∈Gn (Rn+k ), assimRn+k =
X0⊕X⊥0 , seja também P :Rn+k →X0 a projeção ortogonal e consideremos o conjunto U de todos
os n-planos Y tais que P(Y ) =X0.
Notemos que P |Y : Y → X0 define um isomorfismo entre Y e X0 pois P(Y ) = X0 assim P |Y é
sobrejetora e como P é linear segue que P |Y é linear e portanto é injetora, ou seja, K e r P |Y = 0,
mas K e r P |Y = Y ∩X⊥0 , logo U é o conjunto dos n-planos Y tais que Y ∩X⊥0 = 0. Notemos que
U é um conjunto aberto na Grassmanniana, além disso, cada Y determina uma transformação
linear TY : X0→X⊥0 e cada transformação T : X0→X⊥0 determina um n-plano YT ∈U . De fato, se
Y ∈U então cada y ∈ Y pode-se escrever de forma unica como y = x +x⊥, com x ∈X0 e x⊥ ∈X⊥0
e aplicação TY (x ) = x⊥ determina uma transformação linear. Reciprocamente se T : X0 → X⊥0
é linear o conjunto YT = {x +T (x )/x ∈X0} é um n-plano tal que YT ∩X⊥0 = 0. Isto induze uma
aplicação bijetora T : U → Hom (X0, X⊥0 ) ∼= Rnk tal que T (Y ) = T |Y . Afirmamos que T é um
homeomorfismo. Seja x1, ...,xn uma base fixa de X0, como P |Y é um isomorfismo entre Y e X0,
então, cada n-plano Y ∈U tem uma única base y1, ..., yn tal que
P(y1) = x1, ..., P(yn ) = xn
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Para provar que T é comtínua, é suficiente provar que ψ : U → (X⊥0 )n definida por ψ(Y ) =
(TY (x1), ..., TY (xn )) é comtínua. Consideremos as seguintes funções comtínuas:
• A projeção ortogonal P :Rn+k →X0.
• A projeção ortogonal P⊥ :Rn+k →X⊥0 .
• A aplicação D : q−1(U )→q−1(U )que leva cada n-referencial (y1, ..., yn )no único n-referencial
(y ′1, ..., y
′
n ) o qual gera o mesmo plano q ((y1, ..., yn )) e satisfaz P(y
′
i ) = x i .
• A função h : q−1(U )→ (X⊥0 )n definida por h(y1, ..., yn ) = (P⊥(y1), ..., P⊥(yn )).
Então, temos que ψ ◦q = h ◦D segue que ψ ◦q é comtínua e portanto ψ é comtínua, logo T é
comtínua.
Para provar T −1 é comtínua, consideremos a função comtínua ϕ : Hom (X0, X⊥0 )→ q−1(U ) de-
finida por ϕ(T ) = (x1 + T (x1), ...,xn + T (xn )), assim, como T −1 = q ◦ϕ concluímos que T −1 é
comtínua. 
O fibrado canônico γn (Rn+k ) sobre Gn (Rn+k ) é construído como segue: Seja
E = E (γn (Rn+k ))
O conjuntos dos pares
(n-plano em Rn+k , vetor no n-plano).
A topologia em E é a topologia subespaço de Gn (Rn+k )×Rn+k . A aplicação projeção π : E →
Gn (Rn+k ) é definida por π(X ,x ) = X e a estrutura de espaço vetorial sobre cada fibra em X é
definida por:
t1(X ,x1)+ t2(X ,x2) = (X , t1x1+ t2x2).
Lema 1.3.2. O fibrado vetorial γn (Rn+k ) satisfaz a condição de trivialidade local.
Demonstração: Seja U uma vizinhança de X0 como no teorema anterior. Definamos
h : U ×X0→π−1(U )
como segue: h(Y ,x ) = (Y , y ) tal que y é o único vetor em Y tal que P(y ) = x . As identidades
h(Y ,x ) = (Y ,x +T (x ))
h−1(Y , y ) = (Y , P(y ))
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mostram que h e h−1 são comtínuas. 
Exemplo 1.3.1. Seja S ⊆ R3 uma superfície regular. Sabemos que para cada p ∈ S, existe um
aberto V emR3 e uma função x : U →V∩S diferenciável, assim, se x(u , v ) = (x (u , v ), y (u , v ), z (u , v )),
então as funções x (u , v ), y (u , v ), z (u , v ) tem derivadas parciais comtínuas de todos os ordenes
em U. Além disso, para cada q ∈ U a aplicação d xq : R2 → R3 é injetora, ou seja, os veto-
res ∂ x
∂ u






)T e ∂ x
∂ v






)T são linearmente independentes. Seja p ∈ S com p =
(x (u , v ), y (u , v ), z (u , v )), podemos definir a aplicação de Gauss g : S→G2(R3) como sendo a com-




definimos ĝ : E (τS)→ E (γ2(R3)) como ĝ (p , v ) = (TpS, v ), onde TpS é o plano tangente a S trans-
ladado ao origem de coordenadas, obtemos que g é uma aplicação entre o fibrado τS e o fibrado










Segue do Lema 1.2.1 que o fibrado tangente τS é isomorfo ao fibrado induzido g ∗γ2(R2)
1.4 Grupos de Homotopia
Um dos objetivos desta seção é definir o grupo fundamental e os grupos de homotopia de ordem
superior, estes grupos permitem determinar em alguns casos se dois espaços são homotipica-
mente equivalentes. Os grupos de homotopia também desempenham um papel fundamental
na classificação de Fibrados Principais, como veremos nos próximos capítulos. As demonstra-
ções dos resultados apresentados nesta seção podem ser encontrados em [1].
Definição 1.4.1. Dois caminhos σ,τ : [0, 1] → X tais que σ(0) = τ(0) e σ(1) = τ(1) se dizem
caminhos homotópicos, se existe um aplicação chamada de homotopia H : [0, 1]× [0, 1]→ X tal
que
1. H (t , 0) =σ(t ) e H (t , 1) =τ(t ) para cada t ∈ [0, 1].
2. H (0, s ) =σ(0) e H (1, t ) =σ(1).
Se dois caminhos σ e τ são homoticos, escrevemos σ ∼ τ, ∼ é uma relação de equivalência no
conjunto dos caminhos em X . Denotamos por [σ] a classe de homotopia do caminhoσ.
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Definição 1.4.2. Dados dois caminhosσ,τ : [0, 1]→X tais queσ(1) =τ(0), seu produto é o cami-
nho
(σ ∗τ)(t ) =
(
σ(2t ) s e 0≤ t ≤ 1
2
τ(2t −1) s e 1
2
≤ t ≤ 1
O caminho inverso deσ éσ−1(t ) =σ(1− t ).
Lema 1.4.1. Sejam σ0,σ1,τ0,τ1 caminhos em X tais que σ0(1) = τ0(0), σ1(1) = τ1(0) e σ0 ∼ σ1,
τ0 ∼τ1. Então, τ0 ∗σ0 ∼τ1 ∗σ1.
O lema anterior permite definir a multiplicação de classes de equivalência como [σ]·[τ] = [σ∗τ].
1.4.1 O grupo fundamental
Definição 1.4.3. Um caminho σ : [0, 1]→ X se chama fechado ou laço, se σ(0) = σ(1). Se além
disso,σ(0) =σ(1) = x dizemos queσ é um caminho basado em x .
Se Ω(X ,x ) é a família dos laços basados em x , é claro que o produto e a inversão de caminhos
são operações internas neste conjunto. Sobre Ω(X ,x ) podemos considerar a relação de homo-
topia de caminhos, assim definimos o grupo fundamental de X no ponto x como π1(X ,x ) =
Ω(X ,x )/∼.
Teorema 1.4.1. π1(X ,x ) é um grupo.
Teorema 1.4.2. Se x , y ∈ X e σ é um caminho munindo x e y , então o homomorfismo de grupos
ϕσ :π1(X ,x )→π1(X , y ), definido por ϕσ([τ]) = (σ ∗τ ∗σ−1) é um isomorfismo.
Corolario 1.1. Se X é conexo por caminhos, o grupo fundamental π1(X ,x ) não depende do ponto
x ∈X . Neste caso, escreve-se π1(X ).
Lema 1.4.2. Sejaϕ : X → Y uma aplicação comtínua, então a aplicaçãoϕ∗ :π1(X ,x )→π1(Y ,ϕ(x )),
definida porϕ∗([ f ]) = [ϕ ◦ f ] é um homomorfismo de grupos, chamado homomorfismo induzido
por ϕ.
Teorema 1.4.3. Sejam ϕ : Y →Z ,ψ : X → Y aplicações comtínuas. Então
1. (ϕψ)∗ =ϕ∗ψ∗.
2. I∗ = I onde I∗ : π1(X ,x )→ π1(X ,x ) é o homomorfismo identidade induzido pela aplicação
identidade em X .
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Desta forma o grupo fundamental proporciona uma forma de passar da topologia a álgebra.
Ou seja, o grupo fundamental define um Funtor da categoria de espaços topológicos para a
categoria de grupos.
Teorema 1.4.4. Se ϕ : X → Y é um homeomorfismo, então a aplicação induzida ϕ∗π1(X ,x ) →
π1(X ,ϕ(x )) é um isomorfismo para cada x ∈X .
Corolario 1.2. Se X é contratíl, então π1(X ,x ) = {0}.
1.4.2 Grupos de homotopia de ordem superior
A definição do n-ésimo grupo de homotopia de um espaço X num ponto x0 ∈ X , πn (X ,x0), é
análoga ao grupo fundamental. Substituímos o intervalo I = [0, 1] pelo cubo I n que consiste
de todos os pontos t = (t1, ..., tn ) no espaço euclidiano tais que 0 ≤ t i ≤ 1 com i = 1, ..., n . Uma
(n − 1)-face do cubo I n é obtida fazendo algum t i = 0 ou 1. A união das (n − 1)-faces formam a
fronteira ∂ T n de I n .
Vamos considerar funções de I n em X que enviam a fronteira ∂ I n no ponto x0, assim os ele-
mentos de πn (X ,x0) são classes de homotopia de estas funções, uo seja
πn (X ,x0) =

[ f ]| f : (I n ,∂ I n )→ (X ,x0)
	
Se comprimimos a fronteira de um n-cubo num ponto, obtemos uma configuração equivalente
à n-esfera e um ponto de referencia y0 em Sn . Assim podemos definir um elemento de πn como
a classe de homotopia de funções de Sn em X que enviam o ponto y0 no ponto x0.
Uma generalização muito útil de grupos de homotopia πn (X ,x0) são os grupos de homotopias
relativos πn (X , A,x0) ao par (X , A) com ponto base x0 ∈ A. A (n − 1)-face inicial de I n , denotada
por I n−1 é definida como o conjunto dos (t1, ..., tn ) tais que tn = 0. A união das outras (n−1)-faces
de I n é denotada por J n−1. Então
∂ I n = I n−1 ∪ J n−1 ∂ I n−1 = I n−1 ∩ J n−1.
Se X é um espaço topológico, e A é subespaço de X , aplicação
f : (I n , I n−1, J n−1)→ (X , A,x0)
é uma função comtínua de I n em X tal que leva a I n−1 em A e J n−1 em x0. Em particular, leva
a ∂ I n em A e ∂ I n−1 em x0. Denotemos por F n (X , A,x0) ou simplesmente F n o conjunto de tais
funções.
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Se f 1, f 2 estão em F n , sua soma f 1+ f 2 é definida por:
( f 1+ f 2)(t1, t2, ..., tn ) =
(
f 1(2t1, t2, ..., tn ), t1 ∈ [0, 12 ]
f 2(2t1−1, t2, ..., tn ), t1 ∈ [ 12 , 1]
Se n ≥ 2 e t1 = 12 , então ambas linhas são iguais a x0. Portanto f 1+ f 2 é comtínua e pertence a F
n .
Duas aplicações f 0, f 1 ∈ F n são homotópicas, f 0 ' f 1 se existe uma função
f : I n × I →X
tal que f (t , 0) = f 0(t ), f (t , 1) = f 1(t ) e para cada r ∈ I a função f r : I n → X definida por f r (t ) =
f (t , r ) pertence a F n . A relação de homotopia em F n é uma relação de equivalência. Assim
definimos
πn (X , A,x0) =
¦
[ f ]| f : (I n , I n−1, J n−1)→ (X , A,x0)
©
Agora se f i ' f ′i (i = 1, 2) em F n , então f 1+ f 2 ' f ′1+ f ′2. De fato, sejam F : f 1 ' f ′1 e G : f 2 ' f ′2,
assim temos que a função H : I n × I →X definida por
H ((t1, ..., tn ), s ) =
(
F ((2t1, t2, ..., tn ), s ), t1 ∈ [0, 12 ]
G ((2t1−1, t2, ..., tn ), s ), t1 ∈ [ 12 , 1]
é uma homotopia entre f 1+ f ′2 e f 2+ f
′
2. Portanto podemos definir a soma emπn (X , A,x0) como:
[ f 1]+ [ f 2] = [ f 1+ f 2].
A notação de soma é usada porque o grupo πn (X ,x0) é abeliano para n > 1, para mais detalhes
podem ser consultados os livros [15] ou [1].
Operador bordo: O homomorfismo bordo
∂ :πn (X , A,x0)→ ∂ πn−1(A,x0)
é definido escolhendo um representante f de α ∈ Πn e restringindo f à face inicial I n−1 de I n ,
assim
∂ f : (I n−1, I n−2, J n−2)→ (A,x0,x0).
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Uma homotopia de f 0 e f 1 restrita a I n−1×I induz uma homotopia entre ∂ f 0 e ∂ f 1 em F n−1(A,x0),
portanto f 7→ ∂ f induz uma aplicação de classes de homotopia. Claramente
∂ ( f 1+ f 2) = ∂ f 1+ ∂ f 2.
Portanto ∂ :πn (X , A,x0)→πn−1(A,x0) é um homomorfismo.
Homomorfismo induzido: A função h : (X , A,x0)→ (Y , B , y0) induz uma aplicação h∗ :πn (X , A,x0)→
πn (Y , B , y0) que é um homomorfismo tal que (h f )∗ = h∗ f ∗, i d ∗ = i d e h∗ = f ∗ se h ' f .
Sejam i : (A,x0)→ (X ,x0) e j : (X ,x0,x0)→ (X , A,x0) as aplicações inclusões. A sequência infinita
de grupos
· · · // πn (A,x0)
i ∗ // πn (X ,x0)
j∗ // πn (X , A,x0)
∂ // πn−1(A,x0) // · · · // π0(X ,x0)
é chamada sequência homotópica de (X , A,x0).
Teorema 1.4.5. A sequência homotópica é exata.
Observação 1.4.1. Uma n-celula aberta ou fechada e é um espaço contrátil, portantoπn (e ,x0) =
0 para cada x0 ∈ e e para cada n ∈N. Consideremos (e ,S) uma q-celula fechada e a sua fronteira
S, ou seja um homeomorfismo de (I q ,∂ I q ), seja x0 ∈S. Então
πn (e )
j∗ // πn (e ,S)
∂ // πn−1(S)
i ∗ // πn−1(e )
é uma sequência exata, como πn (e ) = 0, então I m j∗ = 0, pela exatitude tem-se que K e r ∂ é zero,
além disso πn−1(e ) = 0 dai segue que K e r i ∗ =πn−1(S), novamente pela exatitude temos que:
∂ :πn (e ,S)∼=πn−1(S)
Definição 1.4.4. Um espaço X com ponto base x0, diz-se n-conexo, se πi (X ,x0) = 0 para i ≤ n
É fácil verificar que as seguintes condições são equivalentes.
1. Toda aplicação Si →X é homotópica à função constante.
2. Toda aplicação Si →X pode-se estender a uma aplicação D i+1→X .
3. πi (X ,x0) = 0 para todo x0 ∈X .
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O próximo Teorema é um resultado fundamental de toda a Teoria de Homotopia. Este teorema
é extremamente útil e mostra a importância dos grupos de homotopia.
Teorema de Whitehead 1.4.1. Se a aplicação f : X → Y , com X , Y C W complexos induz um
isomorfismo f ∗ :πn (X )→πn (Y ) para cada n ∈N, então f é uma equivalência homotópica.
1.4.3 Fibrações
Intuitivamente uma fibração generaliza uma propriedade topológica dos fibrado. O objetivo
desta seção é mostrar que todo fibrado é uma fibração de Serre.
Definição 1.4.5. Sejam E , B espaços topológicos. A aplicação comtínua p : E → B tem a pro-
priedade de levantamento de homotopia em relação ao espaço X , se para todo par de funções
g̃ : X ×{0} → E e G : X × I → B tais que p g̃ =G i , existe uma função comtínua G̃ : X × I → E tal












Definição 1.4.6. Uma aplicação comtínua p : E → B é uma fibração se tem a propriedade de
levantamento de homotopia. Se b ∈ B então p−1(b ) = Fb é chamada de fibra em b .
Exemplo 1.4.1. Se X̃ é um espaço de recobrimento para o espaço X , então a projeção P : X̃ → X é
uma fibração.
Exemplo 1.4.2. Se E = B × F , então a projeção P : E → B definida por (b ,x ) 7→ b é uma fibração




g̃ // B × F
p

X × I G // B
definamos G̃ : x × I → B × F por G̃ (x , t ) = (G (x , t ),q g̃ (x )) onde q : B × F → F é definida por













Definição 1.4.7. Uma aplicação p : E → B que tem a propriedade de levantamento em ralação a
todo cubo I n é chamada de fibração de Serre.
Proposição 1.4.1. Toda fibração de Serre p : E → B tem a propriedade de levantamento de ho-
motopia em relação a todo C W -complexo X .
Demonstração:
Como um C W -complexo tem a topologia do limite, então é suficiente mostrar que existe G̃n




g̃ n // E
p





onde g̃ : X → E e G : X × I → B são dadas e satisfazem g̃ n = g |X (n ) , Gn =G |X (n )×I .
Vamos provar por indução sobre n . Seja n = 0, então, para cada x ∈ X (0), existe uma função
contínua hx : {x }×I → E com hx (x , 0) = g̃ 0(x ) e p hx =G0 já que p é uma fibração de serre. Como
X (0) é discreto, a função G̃0 : X (0)× I → E definida por G̃0(x , t )hx (x , t ) = é contínua. Suponhamos
que n > 0 e que existe G̃n−1 : X (n−1)× I → E , seja e uma n-célula em X e seja φe : (Dn ,Sn−1)→










onde h |Dn×0 = g̃φe e h |Sn−1×I = G̃n−1(φe × i d ), agora os pares (I n+1, I n ) e (Dn × I , Dn ×0∪Sn−1×)
são homeomorfos. Portanto se re : Dn × I → E faze que o diagrama anterior comute, podemos
definir g e : ē × I → E por g e (x , t ) = re (u , t ) onde x ∈ ē e u ∈Dn satisfazem queφe (u ) = x , assim











"colando"todas as g e obtemos uma função contínua G̃n que satisfaz as propriedades que nos
desejamos. 
O seguinte Teorema, cuja demonstração pode ser encontrada em [6], mostra a relação que há
entre um espaço fibrado e uma fibração.
Teorema 1.4.6. Todo fibrado π : E → B sobre um espaço para compacto B é uma fibração.
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Para nossos propósitos vamos mostrar uma versão mais fraca do teorema anterior.
Teorema 1.4.7. Todo fibrado p : E → B com fibra F tem a propriedade de levantamento em
relação aos espaços C W -complexos.
Demonstração: Vamos mostrar que todo fibrado p : E → B com fibra F tem a propriedade de
levantamento em relação aos cubos I n , logo pela proposição anterior podemos concluir que
todo fibrado tem a propriedade de levantamento em relação aos espaços C W -complexos.
Consideremos o seguinte diagrama comutativo
I n







A família de abertos da forma G−1(V ) com V variando ao longo do sistema coordenado do fi-
brado p : E → B é uma cobertura aberta do espaço métrico compacto I n+1. Se λ é o numero de
Lebesgue de esta cobertura, então se A ⊂ I n+1 tem diâmetro menor do que λ, temos que existe
V vizinhança coordenada tal que A ⊂G−1(V ), ou seja G (A) ⊂ V . Dividamos I n em cubos C tal
que o diâmetro de C seja menor do que λ
2
e escolhamos pontos 0= t0 < t1 < · · ·< tm = 1 de I tal
que t j+1− t j < λ2 para cada 0 ≤ j <m , assim temos que o diâmetro de C × [t j , t j+1] é menor do
que λ, dai segue que G (C × [t j , t j+1])⊂V .
Vamos provar por indução que G =Gn : C×I → B tem a propriedade de levantamento para cada
cubo C da partição I n . De fato vejamos que para n = 0, p tem a propriedade de levantamento de
homotopia. Vamos a denotar as projeções V ×F →V e V ×F → F por αv e βV respectivamente.
se e ∈ p−1(V ), então ϕ−1V (e ) = (αVϕ−1v e ,βVϕ−1v e ), como p (ϕV (v,x )) = v segue que αVϕ
−1
V e = p e ,
portanto para cada e ∈ p−1(V ) tem-se que
ϕV (p e ,βVϕ−1v e ) = e .
Seja I 0 = {u }, existe uma vizinhança coordenada V tal que G ({u } × [0, t1]) ⊂ V . Definamos
G̃u : {u } × [0, t1] → p−1(V ) por G̃u (u , t ) = ϕV (G (u , t ),βVϕ−1v g̃ 0(u )). Agora pG̃u (u , t ) = G (u , t )
e G̃u (u , 0) = ϕV (G (u , 0),βVϕ−1v g̃ 0(u )) = ϕ(p g̃ 0(u ),βVϕ
−1




g̃ 0 // E
p







Suponhamos que G =Gn tem a propriedade de levantamento para todo k ≤ n . Consideremos
um cubo C em I n+1, então G (C × [0, t1])⊂ V , onde V é uma vizinhança coordenada. Se restrin-
gimos a retração
I n+1× [0, t1]→ (I n+1×{0})∪ (∂ I n+1× [0, t1])
ao cubo C , obtemos a retração
rC : C × [0, t1]→ (C ×{0})∪ (∂ C × [0, t1])
definamos
wC : (C ×{0})∪ (∂ C × [0, t1])→ p−1V
por wC |C×{0} = g̃ 0i |C×{0} e wC |∂ C×[o,t1 = G̃n |∂ C×[0,t1] onde G̃n existe pela hipótese de indução (∂ =
cubo em I n+1).
Finalmente, definamos
G̃C : C × [0, t1]→ p−1(V )
por
G̃C (u , t ) =ϕV (G (u , t ),βVϕ−1wC rC (u , t ))
Vejamos que G̃C |∂ C×[0,t1] = G̃n |∂ C×[0,t1] e que o seguinte diagrama comuta
C

g̃ 0 // p−1(V )
p






Claramente pG̃C (u , t ) = pϕV (G (u , t ),−) =G (u , t ), agora se (u , t )∈ (C×{0})∪(∂ C×[0, t1]), então
rC (u , t ) = (u , t ), se (u , t )∈C ×{0}, então G (u , t ) =G (t , 0) = p g̃ 0(u ) e wC (u , t ) = g̃ 0(u ), portanto
G̃n (u , t ) =ϕV (p g̃ 0(u ),βVϕ−1V g̃ 0(u )) = g̃ 0(u )
então se (u , t )∈ ∂ C × [0, t1], obtemos que G (u , t ) = pG̃n (u , t ) VC (u , t ) = G̃n (u , t ), portanto
G̃C (u , t ) =ϕV (pG̃n (u , t ),βVϕ−1V G̃n (u , t )) = G̃n (u , t )
Agora como a fronteira de cada cubo em I n+1 é um cubo em I n , pelo lema do colagem podemos
19
construir uma função
G̃1 : I n+1× [0, t1]→ E , tal que o diagramo em baixo comuta
I n+1









onde I1 = [0, t1]. Agora podemos repetir esta construção com o intervalo [t1, t2] e obtemos uma
aplicação I n+1× [0, t2] que coincide com G̃1 em I n+1×{t1}, comtínuando este processo obtemos
uma aplicação G̃ tal que o seguinte diagrama comuta
I n+1












Classificação de Fibrados Vetoriais
O objetivo deste capitulo é mostrar que qualquer fibrado vetorial é isomorfo ao "pullback"do
fibrado canônico sobre a grassmanniana, ou seja neste capitulo vamos classificar os fibrados
vetoriais como o "pullback"do fibrado canônico da grassmannina. Por último vamos mostrar
que o fibrado canônico sobre a grassamanniana infinita classifica homotopicamente os fibrados
vetoriais.
2.1 O fibrado Universal γn (Rn+k )
Teorema 2.1.1. Para todoRn fibradoξ sobre um espaço compacto B existe uma aplicação fibrada
ξ→ γn (Rn+k ) para k suficientemente grande.
Demonstração: Para construir uma aplicação fibrada f : ξ→ γn (Rm ) é suficiente construir uma
aplicação comtínua
f̂ : E (ξ)→Rm
que seja linear e injetora em cada fibra de ξ. Então a função f pode ser definida por
f (e ) = ( f̂ (fibra sobre e ), f̂ (e )) = ( f̂ (π−1(b )), f̂ (e ))
Afirmamos que f é comtínua. De fato, definamos g : B → Gn (Rm ) por g (b ) = f̂ (π−1(b )) =
g (π(e )), assim f fica definida como
f (e ) = (g (π(e )), f̂ (e )).
Portanto se provamos que g é comtínua, então temos que f é comtínua. Seja {Ui } uma cober-
tura finita aberta de B tal que cada ξ|Ui é trivial, consideremos as seguintes funções comtínuas:
h i : Ui ×Rn →π−1(Ui ) (h i são as trivializações locais)
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w i : Ui → (Ui ×Rn )n definida por w i (b ) = ((b , e1), ..., (b , en )) onde e1, ..., en são a base canônica
para Rn
Hi : (Ui ×Rn )n → (E )n definida por Hi ((b1, v1), ..., (bn , vn )) = (h i (b1, v1), ..., h i (bn , vn ))
G i : (π−1(Ui ))n → (Rm )n definida por G i (x1, ...,xn ) = ( f̂ (x1), ..., f̂ (xn ))
Como os h i são isomorfismos em cada fibra e f̂ é injetora em cada fibra, temos que G i ◦ Hi ◦
w i (b )∈Vn (Rm ), assim g |Ui =q ◦G i ◦ Hi ◦w i portanto g |Ui é comtínua, logo g é comtínua.
Vejamos agora como construir f̂ . Sejam U1, ...,Ur uma cobertura aberta de B tal que ξ|Ui é tri-
vial, como B é normal existe uma cobertura V1, ..., Vr tal que V̄i ⊆ Ui , analogamente podemos
encontrar uma cobertura W1, ..., W r tal que W̄i ⊆ Vi . Pelo lema de Urysohn, existem funções
comtínuas λi : B→ [0, 1] tais que
λi (W̄i ) = 1 e λi (V ci ) = 0.
Como ξ|Ui é trivial, existem aplicações comtínuas h i :π−1(Ui )→Rn tais que h i é linear e injetora
em cada fibra, com i = 1, ..., r . Definamos ĥ i : E (ξ)→Rn por
ĥ i (e ) = 0 se π(e ) /∈Vi
ĥ i (e ) = λi (π(e ))h i (e ) se π(e )∈Ui
claramente ĥ i são comtínuas, assim podemos definir f̂ : E (ξ)→Rr n como sendo f̂ (e ) = (ĥ1(e ), ..., ĥr (e )),
f̂ é comtínua e injetora em cada fibra. 
Notemos que pelo teorema anterior f : E → E (γn (Rn+k )) é uma aplicação fibrada, assim nos
podemos definir uma aplicação comtínua
g : B→Gn (Rn+k )









g // Gn (Rn+k )
Dai pelo lema1.2.1 ξ é isomorfo a f ∗γn (Rn+k ). Assim temos classificado os fibrados vetori-
ais como o pullback do fibrado canônico γn (Rn+k ). Neste sentido vamos dizer que o fibrado
γn (Rn+k ) é universal.
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Definição 2.1.1. Um espaço topológico B é paracompacto se B é Hausdorff e se para toda cober-
tura aberta {Uα} de B, existe uma cobertura {Vα} tal que
1. Vα esta contido em algum Uα.
2. Cada ponto de B tem uma vizinhança que intercepta um numero finito de Vα.
Se o espaço B é paracompacto de dimensão finita podemos aplicar um argumento similar para
construir uma aplicação fibrada entre ξ e γn (Rn+k )
Vamos mostrar que o lema anterior também é certo para o caso do que B seja um espaço pa-
racompacto de dimensão infinita. Para esto precisamos construir um novo fibrado análogo ao
fibrado canônico sobre a grassmanniana de dimensão finita. No caso do lema anterior tivemos
uma cobertura finita do B assim nos precisamos escolher um k suficientemente grande para
construir a aplicação f : ξ→ γn mas para o caso de B paracompacto nos podemos ter uma co-
bertura não contável, ou seja precisamos que k tenda ao infinito.
Seja R∞ o espaço vetorial que consiste das sequências infinitas
x = (x1,x2,x3, ...)
com x i ∈ R e onde só um numero finito dos x i são diferentes de zero. Para k fixo o subespaço
de todos
x = (x1,x2, ...,xk , 0, ...)




Definição 2.1.2. A variedade de Grassmann infinita
Gn =Gn (R∞)
é o conjunto dos n-planos pela origem R∞.
Notemos que Gn (Rn ) ⊆Gn (Rn+1) ⊆ ... além disso a topologia em Gn é a topologia fraca, ou seja
U ⊆Gn é aberto em Gn se, e somente se,U ∩Gn (Rn+k ) para todo k .
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2.2 Fibrado Universal γn
O fibrado canônico γn sobre Gn é construído como no caso finito dimensional como segue. Seja
E (γn )⊆Gn ×R∞
o conjunto de todos os pares
(n-plano em R∞, vetor no n-plano)
Definamos π : E (γn )→Gn por π(X ,x ) =X .
Antes de provar que γn é um fibrado vetorial, lembremos o seguinte resultado da topologia.
Lema 2.2.1. Sejam A e B espaços topológicos com A =
⋃
n≥1
An , onde A1 ⊆ A2 ⊆ ..... é dotado com
a topologia fraca ou topologia do limite. Então f : A → B é comtínua se e somente se, f |An é
comtínua para todo n.
Lema 2.2.2. γn é localmente trivial.
Demonstração: Seja X0 ⊆ R∞ um n-plano fixo,e seja U ⊆ Gn o subconjunto de todos os n-
planos Y com projeção X0 dada pele projeção ortogonal
P :R∞→X0
U é aberto, pois para cada k a interseção
Uk =U ∩Gn (Rn+k )
é um conjunto aberto. Definamos
h : U ×X0→π−1(U ).
Por h(Y ,x ) = (Y , y ) segue do lema 1.3.2 que h |Uk×X0 é comtínua para todo k , assim pelo lema
anterior h é comtínua, a identidade h−1(Y , y ) = (Y , Py )mostra que h é um homeomorfismo. 
Lema 2.2.3. Para cada fibrado vetorial ξ sobre um espaço paracompacto B, existe uma cobertura
localmente finita B contável U1,U2, ... tal que ξ|Ui é trivial para cada i .
Demonstração: Escolhamos uma cobertura aberta Vα localmente finita tal que ξ|Vi é trivial, e
escolhamos uma cobertura aberta Wα com W α ⊆ Vα para cada α. Pelo lema de Urysonh temos
que existe uma função comtínua λα : B→ [0, 1] que toma o valor de 1 em W α e valor de 0 fora de
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Vα. Dai segue que Vα = λ−1α ((0, 1]). Para cada b ∈ B , seja S(b ) o conjunto finito de índices α com
λα > 0.Para um conjunto finito de S de índices seja U (S) o conjunto dos b ∈ B tal que
λα(b )>λβ (b )
para α ∈ S e β /∈ S, notemos que U (S) = (λα(b )−λβ (b ))−1(0, 1], assim U (S) é aberto. Além, se S
e S′ são dois subconjuntos de índices diferentes com k elementos então U (S)∩U (S′) = φ. De
fato, existe α ∈ S com α /∈ S′ e β ∈ S′ tal que β /∈ S para b ∈ U (S) temos que λα(b ) > λβ (b ) e
λβ (b )>λα(b ), portanto U (S)∩U (S′) =φ
Seja Uk a união dos U (S) para os quais S tem k elementos, Uk e
B =U1 ∪U2,∪· · ·
Notemos que U (S) ⊆ Vα, daí, como {Vα} é localmente finita segue que {Uα} é localmente finita.
Além disso como cada ξ|Vα é trivial, tem-se que ξ|U (S) é trivial, portanto, como Uk é uma união
disjunta dos U (S), segue que ξ|Uk é trivial. 
Lembremos que no Teorema2.1.1 provamos que uma aplicação f : E →Rm linear em cada fibra
determina uma aplicação fibrada ξ→ γn (Rn+k ) para k suficientemente grande, o seguinte lema
é uma generalização para o caso do que B seja paracompacto, sua prova é análoga à prova do
teorema mencionado, só que neste caso precisamos usar o lema anterior para encontrar uma
cobertura contável {Ui } onde cada ξ|Ui seja trivial.
Lema 2.2.4. Seja ξ = (E , B ,π) um Rn -fibrado com B paracompacto. Então uma aplicação f :
E → R∞ que é linear e injetora em cada fibra de E determina uma aplicação fibrada F : ξ→ γn
definida por
F (x ) = (g (π(x )), f (x ))
com g : B→Gn (R∞) definida por g (b ) = f (π−1(b )).
Teorema 2.2.1. Se ξ = (E , B ,π) é um Rn -fibrado sobre um espaço paracompacto B, então existe
uma aplicação fibrada
F : ξ→ γn .
Demonstração: Seja {Ui } uma cobertura aberta localmente finita de B tal que ξ|Ui é trivial para
cada i . Além disso sejam {Vi } e {Wi } coberturas localmente finitas tais que W i ⊆ Vi e V i ⊆Ui .
Como B é normal,pelo lema de Urysohn para cada i existe uma função comtínua
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λi : B→ [0, 1]
tal que λi (W i ) = 1 e λi (V ci ). Sejam h i : Ui ×Rn → π−1(Ui ) e sejam ri : Ui ×Rn → Rn a projeção
sobre Rn . Para cada i definamos Hi : E →Rn por Hi (x ) =λi (π(x ))ri h−1i (x ) para cada x ∈π−1(Ui )
e Hi (x ) = 0 para cada x ∈ π−1(Ui )c . Claramente cada Hi é uma função comtínua, definamos




f (x ) = (Hi (x ))∞i
h i são isomorfismo em cada fibra, logo f é injetora em cada fibra, pelo lema anterior existe
F : ξ→ γn . 
2.3 Homotopia de Fibrados Vetoriais
Nesta seção vamos provar que o fibrado canônico γn sobre a grassamanniana infinita Gn , clas-
sifica homoticamente os fibrados vetoriais com espaço base paracompacto.
Vamos começar com a definição de homotopia entre aplicações fibradas, a qual é análoga à
definição de homotopia entre duas aplicações, ou seja, dizemos que dois aplicações fibradas
f , g : ξ→η sáo homotópicas, se existir uma família 1-parâmetro de aplicações fibradas
h t : ξ→η
com h0 = f e h1 = g tal que h é comtínua como função de duas variáveis. Em outras palavras a
aplicação
h : E (ξ)× [0, 1]→ E (η)
é comtínua.
Teorema 2.3.1. Todo par de aplicações fibradas de um Rn -fibrado em γn são homotópicas.
Demonstração: Observemos primeiro que se temos uma aplicação fibrada f : ξ → γn , então
fazendo f̂ = pR∞◦ f , onde pR∞ : Gn×R∞→R∞ é a aplicação projeção, obtemos que f̂ : E (ξ)→R∞
é uma aplicação linear e injetora em cada fibra de ξ, ou seja, toda aplicação fibrada f : ξ→ γn
determina uma aplicação f̂ : E (ξ) → R∞ linear e injetora nas fibras de ξ. Reciprocamente, f̂
determina f pela identidade
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f (e ) = ( f̂ (fibra sobre e ), f̂ (e )).
Agora, sejam f , g : ξ→ γn dois aplicações fibradas.
Caso 1: Suponhamos que f̂ (e ) 6=−ĝ (e ) para todo vetor e ∈ E (ξ) não zero, então a formula
ĥ t (e ) = (1− t ) f̂ (e )+ t ĝ (e ) 0≤ t ≤ 1
determina uma homotopia entre f̂ e ĝ . De fato, sabemos que as funções soma e produto por
escalar S : RnRn → Rn , m : R×Rn → Rn respetivamente são comtínuas, logo pelo lema 2.2.1
temos que as respetivas funções S : R∞×R∞→ R∞, m : R×R∞→ R∞ também são comtínuas,
assim como ĥ t é soma de funções comtínuas, segue que ĥ t é comtínua como função de duas
variáveis. Como f̂ (e ) 6= 0 para cada vetor e 6= 0, temos que f̂ t é injetora em cada fibra E (ξ), assim
podemos definir h t : E (ξ)× [0, 1]→ E (γn ) por
h t (e ) = (ĥ t (fibra em e ), ĥ t (e )).
Vejamos que h t é comtínua. De fato, temos que a aplicação h t : E (ξ)× [0, 1]→ E (γn ) determina
uma aplicação h̄ t : B (ξ)× [0, 1]→Gn tal que o diagrama em baixo comuta
E (ξ)× [0, 1]
πξ

ht // E (γn )
π

B (ξ)× [0, 1] h̄t // Gn
Seja {Ui } uma cobertura enumerável de B (ξ) tal que ξ|Ui é trivial, e sejam s1, ..., sn seções linear-
mente independentes de ξ|Ui . Então h̄ t |Ui×[0,1] pode ser considerada coma a composta de:
• A função comtínua H : Ui × [0, 1]→Vn (R∞) definida por H (b , t ) = ( f̂ t s1(b ), ..., ĥ t sn (b )), e
• a projeção canônica q : Vn (R∞)→Gn .
Pelo lema 2.2.1 q : Vn (R∞)→Gn é comtínua, portanto h̄ t é comtínua, segue que π ◦h t é comtí-
nua, de onde concluímos que h t é comtínua.
Caso Geral: Sejam f , g : ξ→ γn aplicações fibradas, e consideremos as transformações lineares
d 1 :R∞→R∞, d 2 :R∞→R∞ definidas como d 1(e i ) = e2i e d 2(e i ) = e2i+1 para todos os elementos
e i da base canônica de R∞. Sejam F e G aplicações fibradas induzidas por d 1 ◦ f̂ e d 2 ◦ ĝ respe-
tivamente, então aplicando o caso 1 temos que F ∼ f , F ∼G , e G ∼ g , aqui o sinal ∼ significa
ser homotopicas, daí segue que f ∼ g . 
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Corolario 2.1. Seja B un espaço paracompacto. Se f : B →Gn e g : B →Gn são duas aplicações
tais que f ∗γn ∼= g ∗γn , então f ∼ g
O teorema 2.2.1 e corolário anterior nos permite dizer que o fibrado canônico γn é universal no




Neste capitulo daremos um conceito mais geral do fibrado, no qual a fibra Y não tem que ser
mais um espaço vetorial. Concretamente vamos trabalhar com G -fibrados coordenados e G -
fibrados principais os quias são um caso particular dos G -fibrados coordenados.
Além disso vamos construir um G -fibrado principal devido a Milnor [10], que classifica os G -
fibrados.
3.1 G -fibrados ou G -fibrados coordenados
Definição 3.1.1. Um grupo topológico G é um conjunto que tem estrutura de grupo e tem uma
topologia tal que
1. A aplicação ρ : G →G definida por ρ(g ) = g −1 é comtínua.
2. A aplicação ϑ : G ×G →G definida por ϑ(g 1, g 2) = g 1 g 2 também é comtínua, e a topologia
em G ×G é a topologia produto.
Se G é um grupo topológico, e Y é um espaço topológico, dizemos que G é um grupo topológico
de transformações de Y em relação a η : G ×Y → Y se:
1. η é comtínua.
2. η(e , y ) = y para cada y ∈ Y , onde e é a identidade de G .
3. η(g 1 g 2, y ) =η(g 1,η(g 2, y )) para todo g 1, g 2 em G e y em Y .
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A aplicação η satisfazendo as condições anteriores é chamada ação à esquerda, neste caso di-
zemos que G age pela esquerda sobre Y . Por simplicidade escrevemos g · y em vez de η(g , y ).
Dai temos que 2. se escreve como e · y = y e 3. como (g 1 g 2)y = g 1(g 2y )
Para um g fixo, temos que y 7→ g · y é um homeomorfismo de Y em Y . Assim temos que G é
homeomorfo com um subgrupo de Hom (Y , Y ).
Definição 3.1.2. Dizemos que G age efetivamente sobre Y quando o único elemento de G tal que
g · y = y para todo y , é o elemento identidade e .
No capitulo 1 vimos que p : T M → M é um fibrado vetorial sobre a variedade M aqui T M =
⋃
u∈M Tu M . Seja (Ui ,ϕi )um sistema coordenado para o fibrado tangente, então, se x = (x
1, ...,x n ) =
ϕi (u ), um elemento em TUi se pode ver como um ponto u ∈M , e um vetor v =
∑
i X
i (u ) ∂
∂ x i
|u ,
onde x = (x 1, ...,x n ) = φi (u ). Agora, seja (u j ,ψj ) outro sistema coordenado para o fibrado
tangente tal que Ui ∩Uj 6= Φ e y = (y 1, ..., y n ) = ψj (u ). Se tomamos um vetor v ∈ Tu M , onde














Daí segue que X̃ j = ∂ y
j
∂ x i





é não singular, ou seja (G i j ) ∈ G L(n ,R),
assim as fibras de T M estão relacionadas por um elemento de G L(n ,R). O grupo G L(n ,R) é
chamado grupo de estrutura de T M , aliás, é claro que este grupo age efetivamente por multi-
plicação sobre o espaço vetorial Rn . Isto motiva a seguinte definição.
Definição 3.1.3. Um G -fibrado ou fibrado coordenado ξ é uma coleção como segue:
1. Um espaço E chamado espaço total ou espaço fibrado.
2. Um espaço B chamado espaço base.
3. Uma aplicação comtínua p : E → B chamada projeção.
4. Um espaço Y chamado fibra.







7. Para cada j em J um homeomorfismo
φj : Vj ×Y → p−1(Vj )
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tal que:
8. pφj (b , y ) =b para cada b ∈Vj , y ∈ Y .
9. Se a funçãoφj b : Y → p−1(b ) é definida por
φj b (y ) =φj (b , y )
então, para cada i , j ∈ J e cada b ∈Vi ∩Vj o homeomorfismo
φ−1j b φib : Y → Y
coincide com a operação de um elemento do grupo G .
10. Para cada par i , j em J a função
g j i : Vi ∩V j →G
definida por g i j (b ) =φ−1j b φib é comtínua.
Assim como no caso de fibrados vetoriais o conjunto p−1(b ) é chamado de fibra sobre sobre b e
sera denotado por Yb . Notemos que
g k j g j i (b ) =φ−1kbφj bφ
−1
j b φib (b ) =φ
−1
kb (b ) = g k i (b )
ou seja
g k j (b )g i j (b ) = g k i (b ) (3.1)
Dai segue que g i i = e onde e é a identidade em G
Portanto se fazemos i = k em 3.1 temos que
g j k (b ) = (g k j (b ))−1.
Definamos Pj : p−1(Vj )→ Y por
Pj (t ) =φ−1j b (t ),b = p (t ) (3.2)
Então Pj satisfaz as seguintes condições:
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Pjφj (b , y ) = y ,φj (p (t ), Pj (t )) = t , g j i (p (t )) ·Pi (t ) = Pj (t ) (3.3)
De fato
Pj (φj (b , y )) = φj b̂ (φj (b , y ))
= φ−1j b (φj (b , y ))
= φ−1j b (φj b (y ))
= y
onde b̂ = pφj (b , y ) =b Aliás, temos que:
φj (p (t ), Pj (t )) = φj b (Pj (t )),b = p (t )
= φj b (φ−1j b (t ))
= t
e por último temos
g j i (p (t )) ·Pj (t ) = φ−1j b φib (φ
−1
ib (t ))
= φ−1j b (t )
= Pj (t )
Notemos que para o caso de fibrados vetoriais o grupo G que age efetivamente sobre Rn é o
grupo das transformações lineares de Rn , G L(nR).
Definição 3.1.4. Sejam ξ e ξ′ dois fibrados coordenados com o mesmo grupo estrutural G . Uma
aplicação fibrada ξ→ ξ′ é uma aplicação contínua h : E → E ′, dos espaços totais de ξ e ξ′ respec-
tivamente que satisfaz as seguintes condições:
1. h leva cada fibra Yb de E homeomorficamente sobre a fibra Yb ′ de E ′, isto induze uma apli-













2. se b ∈Vj ∩ h̄−1(V ′k ), e hx : Yb → Yb ′ é a aplicação induzida por h, h̄(b ) =b ′, então a função
ḡ k j (b ) =φ′−1kb ′hbφj b = p
′
k hbφj b
de Y sobre Y coincide com a operação de um elemento de G , e
3. a aplicação
ḡ k j : Vj ∩ h̄−1(V ′k )→G
é contínua.
3.2 G -Fibrados Principais
Definição 3.2.1. Um fibrado ξ=

E , B , p , Y ,G
	
é chamado fibrado principal se Y =G e G age em
si mesmo por traslação à esquerda.
Outra definição de fibrado principal mais elegante afirma que se o grupo G é transitivo em G e
a função G → Y definida por g 7→ g y0 é aberta então o fibrado ξ é principal.
De fato, pela definição de G -fibrado temos uma ação G × Y → Y que é efetiva, além disso a
função
F : G −→ Y
g 7→ g y0
é aberta, agora como ξ é principal a ação é transitiva, logo F é uma bijeção, como F é comtínua
e aberta então G ∼= Y
Seja G · · ·E
p // B um fibrado principal, lembremos que se Pj : p−1(Vj ) → G é definida por
Pj (t ) = φ−1j b (t ) então Pj satisfaz 3.3. Assim podemos definir uma aplicação η : E ×G → E por
η(y , g ) = φi ((p (y ), Pi (y )g )), claramente η é comtínua, vejamos que é uma ação. De fato, seja
e ∈G o elemento identidade, então η(y , e ) =φi (p (y ), Pi (y )) = y , aliás temos que:
33
η(η(y , g 1), g 2) = η(φi (p (y ), Pi (y )g 1), g 2)
= φi (pφi (p (y ), Pi (y )g 1), Piφi (p (y ), Pi (y )g 1)g 2)
= φi (p (y ), Pi (y )g 1 g 2)
= η(y , g 1 g 2).
È fácil ver que a ação η é livre e transitiva em cada fibra de ξ
Notemos também que o espaço base B é homeomorfo a o espaço de orbitas E/G . De fato,
consideremos as funções f : E/G → B e f ′ : B → E/G definidas por f (xG ) = p (x ) e f ′(b ) = xG ,
com x ∈ p−1(b ) e b ∈U onde U é aberto em B . As funções f e f ′ estão bem definidas ja que para
y = x · g , com x , y ∈ E e g ∈G obtemos que
h(y G ) = p (x · g )
= p (φb (φ−1b (x ) · g ))
= (p ◦φb )(φ−1b (x ) · g )
= p r1(p (x ),φ−1b (x ) · g )
= p (x )
onde p r1 : U×G →U é a projeção na primeira componente. Aliás, se b ∈ B , x ,x ′ ∈ p−1(b ), então,
x ,x ′ estão numa mesma fibra de ξ, assim temos que existe g ∈ G tal que x = x ′ · g = η(x ′, g ),
portanto f ′(b ) = xG = (x ′g )G = x ′G , além disso, f e f ′ são inversas uma da outra.
Vejamos alguns exemplos de fibrados principais.
Exemplo 3.2.1. Fibrado de Referenciais. Seja M uma variedade de dimensão n, um sistema de
referência num ponto x ∈ M é uma base de Tx M ∼= Rn . O fibrado dos referenciais consiste em





onde Fx M = {bases de Tx M }, a projeção p : F M →M é definida por p (t ) = x se t ∈ Fx M .
O grupo G = G L(n ,R) age pela direita livremente em F M . De fato, sejam t ∈ F M e x = p (t ),
então existe R ∈ Tx M tal que t = (x , R). O grupo G L(n ,R) transforma bases em bases, assim, dado
g ∈G =G L(n ,R) podemos definir a ação à direita de G sobre F M como
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t g = (x , g (R)).
Vejamos que F M é localmente trivial. Seja (U , (x 1, ...,x n )) uma vizinhança coordenada de M , em




|u , ..., ∂∂ x n |u
©
. A aplicação
U ×G L(n ,R) −→ P−1(U )
(u , A) 7→ A( ∂
∂ x 1
|u , ..., ∂∂ x n |u )
define um difeomorfismo, que fixando x é um isomorfismo de grupos de lie.
Exemplo 3.2.2. Seja p : S1→S1 o fibrado sobre S1 tal que p (z ) = z 2. O grupo cíclico de dimensão
2, Z2 = {1,−1} age livremente pela direita sobre S1 da seguinte forma: Θ1 : S1 → S1, Θ−1 : S1 → S1








((0, 2π), e iθ ), ((−π,π), e iθ )
	
um atlas em S1, consideremos os conjuntos abertos U1 =





e iθ /θ ∈ (−π,π)
	
, definamosφ1 : U1×Z2→ p−1(U1)porφ1(e iθ , 1) = e
iθ
2 ,φ1(e iθ ,−1) =−e
iθ
2
eφ2 : U2×Z2→ p−1(U1) porφ2(e iθ , 1) = e
iθ
2 ,φ2(e iθ ,−1) =−e
iθ
2 , dai temos que
φ−11 =
(
e 2iθ se 0<θ <π
e 2i (π−θ ) se π<θ < 2π
Exemplo 3.2.3. Fibração de Hopf. Consideremos
S3 =
¦
(z 1, z 2)∈C2/‖(z 1, z 2)‖= 1
©
assim definimos
C2 −→ R3 ∼=R×C
(z 1, z 2) 7→ (|z 1|2− |z 2|2, 2z 1z̄ 2)
Se |z 1|2+ |z 2|2 = 1, então





= (|z 1|2− |z 2|2)2+ |2z 1z̄ 2|2
= |z 1|4+ |z 2|4−2|z 1|2|z 2|2+4|z 1|2|z 2|2
= (|z 1|2+ |z 2|2)2
= 1
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assim obtemos uma aplicação
H : S3 −→ S2
(z 1, z 2) 7→ (|z 1|2− |z 2|2, 2z 1z̄ 2)
sobrejetora, além disso, S1 age livremente sobre S3 pela direita da seguinte forma
η : S3×S1 −→ S3




E , p , B , Y ,G
	
um G -fibrado, e seja ξ̃ =
¦
Ẽ , p̃ , B ,G ,G
©
um G -fibrado principal, o fi-
brado produto se define de forma análoga como no caso dos fibrados vetoriais, ou seja, ξ̃×Y =
¦
Ẽ ×Y ,q , Ẽ , y ,G
©
onde q (ẽ , y ) = ẽ .
Definamos uma aplicação
P : ξ̃×Y → ξ
como segue: se x = p̃ (ẽ )∈Vi seja
P(ẽ , y ) =φi (x , p̃ i (ẽ ) · y )
A aplicação P assim definida é chamada de aplicação principal
Definição 3.2.2. Dois fibrados ξ e ξ′ sobre o mesmo espaço base e com a mesma fibra são equiva-
lentes, se existe uma aplicação fibrada.
h : ξ→ ξ′
que induz a aplicação identidade na base
Notemos que a definição anterior coincide com a definição de isomorfismos de fibrados vetori-
ais com o mesmo espaço base.
Teorema de equivalência 3.2.1. Sejam ξ e ξ′ dois fibrados com a mesma fibra e grupo G , seja
h : ξ→ ξ′ uma aplicação fibrada e seja f : B→ B ′ a aplicação induzida nas bases, então ξ e f ∗(ξ′)
são equivalentes.
Demonstração: ver [9] 
Vimos no capítulo 2 como o fibrado canônico sobre a grassmannina classifica os fibrados ve-
toriais, neste sentido dizemos que este fibrado é universal. Agora, nós sabemos que o grupo
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estrutural dos fibrados vetoriais é o grupo G L(R, n ), então no capítulo 2 classificamos fibrados
com grupo estrutural G L(R, n ). O objetivo da próxima seção é construir um G -fibrado principal
que é universal no sentido no Capitulo 2.
3.3 Construção do Milnor
Antes de fazer a construção do Milnor vamos a lembrar o conceito de join topológico. Intui-
tivamente o join de dois conjuntos A1 ◦ A2 é formados por todos os segmentos de retas com
extremidades no conjuntos, o join de três conjuntos A1 ◦A2 ◦A3 é formados por todos os triân-
gulos com vértices no conjuntos, o join de quatro conjuntos é formado por todos os tetraedros
com vértices no conjunto e assim sucessivamente...
Formalmente o join A1 ◦ · · · ◦An de n espaços topológicos é definido como segue: Um ponto no
join é caracterizado por:
1. n números reais t1, · · · , tn tais que t i ≥ 0 e t1+ · · ·+ tn = 1.
2. Um ponto a i ∈ A i para cada i tal que t i 6= 0.
Um ponto no join A1 ◦ · · · ◦ An vai-se denotar pelo símbolo t1a 1 ⊕ · · · ⊕ tn a n onde a i pode-se
escolher de forma arbitrária ou omitido se t i é igual a zero.
Por topologia forte em A1◦· · ·◦An queremos dizer que é a topologia mais forte tal que as funções
coordenadas
t i : A1 ◦ · · · ◦An → [0, 1] a i : t −1i (0, 1]→ A i
são comtínuas. Assim se (α,β )⊂ [0, 1] então t −1i (0, 1] =

t1a 1⊕ · · ·⊕ tn a n/t i ∈ (α,β )
	
é um aberto
em A1 ◦ · · · ◦An , aliás de U ⊂ A i é um conjunto aberto, temos que
a−1i (U ) = {t1a 1⊕ · · ·⊕ tn a n/a i ∈U , t i 6= 0} é um aberto no join A1 ◦ · · · ◦An . Assim uma subbase
para a topologia em A1 ◦ · · · ◦An é dada pelos seguintes tipos de conjuntos:
i) O conjuntos de todos os pontos t1a 1⊕ · · ·⊕ tn a n tais que α< t i <β .
ii) O conjuntos de todos os pontos t1a 1⊕ · · ·⊕ tn a n tais que a i ∈U ,t i 6= 0 com U ⊂ A i aberto.
Segue da topologia nos joins que uma função f : X → A1 ◦ · · ·◦An é comtínua se, e somente se, as
funções t i ◦ f e f ◦a i forem contínuas.
O join de uma quantidade infinita de espaços topológicos pode-se definir da mesma forma,
com a restrição do que todos exceto um numero finito dos t i são iguais a zero.
Consideremos G um grupo topológico e seja o conjunto
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EG∞ =G ◦G ◦G ◦ · · · ◦G ◦ · · · .
Seja R : EG∞×G → EG∞ uma aplicação definida pela formula:
R((t1 g 1⊕ · · ·⊕ tn g n ⊕0⊕ · · · ), g ) = (t1(g 1 g )⊕ · · ·⊕ tn (g n g )⊕0⊕ · · · )
Pela definição de topologia forte temos que R é comtínua além disso é claro que ela define uma
ação à direita em EG∞.
Em EG∞ podemos definir uma relação de equivalência ∼ dada por: e ∼ e ′ se, e somente se,
e ′ =R(e , g )
para algum g ∈G . Sejam BG∞ = EG∞/ ∼ e p : EG∞→ BG∞ a projeção canônica. Vejamos que
wG =

EG∞, p , BG∞
	
é um G -fibrado principal. De fato, as vizinhanças coordenadas Vj são os
conjuntos de todos os pontos p (t1 g 1⊕ · · ·⊕ tn g n ⊕ · · · ) em BG∞ tais que t i 6= 0 com i = 1, ..., n
Sejamφj : Vj ×G → p−1(Vj ) as funções coordenadas definidas por:
φj (p (t1 g 1⊕ · · ·⊕ tn g n ⊕ · · · ), g ) = t0(g 1 g −1j g )⊕ · · ·⊕ tn (g n g
−1
j g )⊕ · · ·
Agora definamos p j : p−1(Vj )→ por
p j (t1 g 1⊕ · · ·⊕ tn g n ⊕ · · · ) = g j
Assim temos as seguintes identidades
pφj (x , g ) = x p jφj (x , g ) = g φj (p (e ), p j (e )) = e
As transformações coordenadas são dadas por
g i j (p (t1 g 1⊕ · · ·⊕ tn g n ⊕ · · · )) = g i g −1j .
Agora vamos provar que todas as aplicações anteriores são comtínuas. Pela definição de topo-
logia forte no join a continuidade da aplicação p j é imediata, também é claro que p é comtínua.
Seja ε a identidade em G . A formula
φj (p (e ),ε) =R(e , p j (e )−1)










onde Uj é o conjunto dos t1 g 1 ⊕ · · · ⊕ tn g n ⊕ · · · tais que t j 6= 0, do anterior temos que φ ◦ p é
comtínua e pela topologia da identificação tem-se que φj (x ,ε) é comtínua como função de x .
Agora, segue da identidade
φj (x , g ) =R(φj (x ,ε), g )
que a função φj é contínua como função de duas variáveis. Por último segue-se da identidade
g i j (x ) = p iφj (x ,ε) que as funções g i j são comtínuas, portanto nos podemos concluir que wG é
um fibrado principal.
Antes de mostrar que o fibrado principal wG classifica qualquer outro fibrado principal com
espaço base paracompacto como o "pullback"de wG , é necessário dar duas definições e um
teorema que nos permitirão encontrar uma aplicação entre um G -fibrado principal ξ qualquer
e o fibrado wG
Definição 3.3.1. Uma cobertura {Ui }i∈S de um espaço topológico B diz-se enumerável se existir
uma partição da unidade u i localmente finita tal que
u−1i ((0, 1])⊂Ui para cada i ∈S
Definição 3.3.2. Um G -fibrado principal ξ sobre um espaço base B é enumerável se existir uma
cobertura enumerável {Ui }i de B tal que ξ|Ui é trivial para cada i ∈S
Um exemplo de um G -fibrado principal enumerável é o fibrado wG como mostra o seguinte
teorema.
Observação 3.1. Claramente todo fibrado principal sobre um espaço paracompacto é enume-
rável.
Teorema 3.3.1. O fibrado wG é enumerável.
Demonstração: A identidade t i (a g ) = t i (a ) onde g ∈G , nos permite definir uma única aplica-
ção
u i : BG∞→ [0, 1]
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como sendo u i ([t1 g 1 ⊕ · · · ⊕ tn g n ⊕ · · · ]) = t i ou seja que u i é uma aplicação tal que t i◦ = t i ,
vejamos que wG é trivial em cada Vi = u−1i (0, 1] = p (t
−1
i (0, 1]) definindo uma seção s i de wG
sobre Vi . Para isso, definamos a aplicação
s ′i : t
−1
i (0, 1]→ t
−1
i (0, 1]
por s ′i (e ) = e a i (e )−1. Notemos que esta aplicação satisfaz a seguinte propriedade:
s ′i (e g ) = e g (a i (e g ))
−1 = e g (a i (e )g )−1 = e g g −1a i (e )−1 = e a i (e )−1 = s ′i (e ).
A identidade anterior permite definir uma aplicação s i : Vi → t −1i (0, 1] como sendo s i (e ) =




p s i ([e ]) = p (e a i (e )−1)
= p (s i (e a i (e )−1))
= p (e )
= [e ]
logo, p s i (x ) = x para cada x ∈Vi , além disso, como as s ′i são comtínuas, temos que as aplicações
s i são comtínuas. Portanto temos que s i é uma seção, logo wG |Vi é trivial.
Mostremos que wG é enumerável construindo uma partição da unidade {vi }i≤j em BG∞ com
v−1i (0, 1]⊂Vi = u
−1
i (0, 1]
definimos w i : BG∞→ [0, 1] por
w i (b ) =m a x (0, u i (b )−
∑
j<i
u j (b ).
Como w−1i (0, 1] =
n
b/u i (b )>
∑




j<i u j (b )≥ 0 temos que u i (b )> 0, logo w
−1
i (0, 1]⊂
u−1i (0, 1] = Vi . Para cada b ∈ BG∞ seja m o menor i tal que u i (b ) 6= 0 e n o maior dos i tais que
u i (b ) 6= 0. Então temos que
∑
m≤i≤n u j (b ) =
∑
m≤i≤n t i = 1, além disso u m (b ) =wm (b ), assim se
tomamos b ∈ BG i n f t y e i =m temos que wm (b ) 6= 0 já que u m (b ) = wm (b ) e portanto tem-se
que b ∈w−1m (0, 1], ou seja que os conjuntos w
−1
i (0, 1] são uma cobertura de BG∞.
Aliás, como u i (b ) 6= 0 para i > n temos que w i (b ′) = 0 para todo b ′ tal que
∑




pois m a x (0,−
∑
0≤j≤n u j (b








afirmamos que Nn (b ) é
um conjunto aberto em BG∞. De fato Nn (b ) é aberto, se e somente se, p−1(Nn (b )) é abeto em
EG∞. Como
∑
0≤j≤n u j (b
′) > 1
2
então existe 0 ≤ i ≤ n tal que t i 6= 0, dado que p−1(Nn (b )) =

t1 g 1⊕ · · ·⊕ tn g n ⊕ · · ·/[t1 g 1⊕ · · ·⊕ tn g n ⊕ · · · ]∈Nn (b )
	
então p−1(Nn (b )) pode-se visto como a
união de conjuntos Ui =

t1 g 1⊕ · · ·⊕ tn g n ⊕ · · ·
	
, mas pela definição de topologia forte nos joins
temos que cada Ui é aberto em EG∞, portanto podemos concluir que Nn (b ) é aberto em BG∞.











é a partição da unidade que desejamos. 
Proposição 3.3.1. Seja ξ um fibrado principal enumerável sobre B. Então existe uma partição
da unidade contável {u n}0≤n tal que ξ|u−1i (0,1] é trivial para cada natural n.
Demonstração: Seja {vi }i∈T uma partição da unidade em B tal queξ é trivial sobre cada v−1i (0, 1]
para i ∈ T . Para cada b ∈ B denotemos o conjunto dos i ∈ T com vi (b )> 0 por S(b ) e para cada
conjunto finito S de T denotemos por W (S) o conjunto aberto dos b ∈ B tais que vi (b ) > v j (b )
para cada i ∈S e j ∈ T −S. Seja uS : B→ [0, 1] definida por
uS(b ) =m a x (0, m i n i∈S,j∈T−S(vi (b )−v j (b )))
assim, temos que W (S) = u−1S (0, 1], denotemos por C a r d (S) o número de elementos de elemen-
tos de S, se C a r d (S) =C a r d (S′), então W (S)∩W (S′) = Φ, de fato, seja i ∈S′−S, agora b ∈W (S)
temos que vi (b ) > v j (b ) e para b ∈ W (S′) temos que v j (b ) > vi (b ) o que não pode acontecer
simultaneamente. Por último, denotemos
Wm =
⋃
m=C a r d (S)
W (S) e wm (b ) =
∑
m=c a r d (S)
uS(b )
dai nos obtemos que Wm é um conjunto aberto por ser união de conjuntos abertos, além disso
B =
⋃
m≥1 Wm , pois se b ∈ B , e m é o número dos vi (b ) que são positivos, então temos que
b ∈ Wm . Aliás w−1m (0, 1] = Wm , de fato, se b ∈ w−1m (0, 1], então wm (b ) 6= 0, assim obtemos que
∑
m=C a r d (S)uS(b ) 6= 0, logo existe um S com C a r d (S) =m tal que uS(b ) 6= 0 dai vi (b )> v j (b ) com
i ∈S e j ∈ T −S, portanto b ∈Wm , a outra inclusão é análoga. Agora fazendo
u m (b ) =
wm (b )
∑
0≤n wn (b )
temos que {u m }0≤m é uma partição da unidade contável, além disso, como ξ é trivial sobre cada
W (S) e estes conjuntos são disjuntos temos que ξ é trivial sobre cada Wm . 
Finalmente o seguinte teorema nos permite classificar os G -fibrados principais enumeráveis.
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Teorema 3.3.2. Para cada fibrado principalξ com grupo G , e espaço base B paracompacto, existe
uma aplicação f : B→ BG∞ tal que ξ e f ∗(wG ) são equivalentes.
Demonstração: Como na prova do teorema de classificação de fibrados vetoriais, nosso obje-
tivo é construir uma aplicação fibrada nos espaços totais. Pela hipótese o fibrado ξ é enumerá-
vel, assim pelo teorema anterior existe uma partição da unidade u−1n (0, 1] em B contável tal que
ξ|u−1n (0,1] é trivial para cada n ≥ 0. Vamos denotar o conjunto u
−1
n (0, 1] por Un e seja
hn : Un ×G → E (ξ|Un )
o homeomorfismo coordenado gerado por o fibrado ξ|Un , logo nos podemos definir a aplicação
g : E (ξ)→ EG∞ como sendo
g (z ) = (u 0p (z )(q0h−10 (z ))⊕ · · ·⊕u n p (z )(qn h
−1
n (z ))⊕ · · · )
onde qn : Un ×G → G é a projeção no segundo fator, notemos que como nossa partição é lo-
calmente finita, temos que para os z onde h−1n (z ) não esta definida, u n (p (z )) = 0, portanto g é
bem definida, aliás, como ξ e wG são G -fibrados principais, então as fibras sobre um ponto de
esses fibrados são as orbitas no ponto, portanto h−1n (z s ) = h
−1
n (z )s , dai segue que g (z s ) = g (z )s ,
assim tem-se que g é uma aplicação fibrada, logo ela induz uma aplicação f : B → BG∞ e pelo
teorema 3.2.1 temos que ξ e f ∗(wG ) são equivalentes. 
3.4 Fibrado Associado
Nesta seção vamos construir um novo fibrado chamado fibrado associado, e vamos ver como
qualquer fibrado com grupo estrutural G pode ser obtido a partir de um fibrado principal asso-
ciado.
Seja P um fibrado principal sobre um espaço topológico M com projeção ρ : P → M e grupo
estrutural G , e seja Y um espaço topológico munido de uma ação de G dada por:
G ×Y −→ Y
(g , y ) 7→ g · y .
Consideremos o espaço topológico P ×Y munido da ação de G à direita definida por
(P ×Y )×G −→ P ×Y
((p , y ), g ) 7→ (p , y ) · g = (p · g , g −1 · y ).
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Vamos denotar o espaço das órbitas desta ação por P×G Y e a projeção canônica de P×Y sobre
P×G Y porρY e a classe de equivalência, ou órbita, de um par (p , y ) por [p , y ], assim temos que:
[p · g , g −1 · y ] = [p , y ] ou [p · g , y ] = [p , g · y ].









onde π[p , y ] = ρ(p ), p ∈ P, y ∈ Y . Segue da topologia quociente que π é comtínua. Provemos
que toda trivialização ϕ : U ×Y ×ρ−1(U ) de P sobre um aberto U de M induz uma trivialização
ϕY : U×Y →π−1(U )de P×G Y sobre o mesmo aberto U de M . De fato, sejaϕ : U×Y×ρ−1(U )uma
trivialização local de P . É claro que função s : U → P , definida por s (m ) = ϕ(m ,ε) é uma seção
local de P , onde ε é a identidade do grupo G , definamos ϕY : U × Y → π−1(U ) por φY (m , y ) =
[s (m ), y ],assim tem-se ϕY é comtínua, vejamos que é bijetiva. Sabemos que ϕ−1(p ) pode-se
escrever como
ϕ−1(p ) = (ρ(p ),φ(p )), p ∈ P−1(U )
onde φ : ρ−1(U ) → G , assim temos que φ(s (m )) = ε. Aliás, pode-se mostrar que ϕ(m , g ) =
s (m ) · g , dai, como ϕ(ϕ−1(p )) = p temos que p = s (ρ(p )) ·φ(p ), portanto, podemos definir ϕ−1Y
como sendo
ϕ−1Y [p , y ] = (ρ(p ),φ(p ) · y )
assim temos que:
ϕY (ϕ−1Y [p , y ]) = ϕY (ρ(p ),φ(p ) · y )
= [s (ρ(p )),φ(p ) · y ]
= [s (ρ(p )) ·φ(p ), y ]
= [p , y ]
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ϕ−1Y (ϕY (m , y )) = ϕ
−1
Y ([s (m ), y ])
= (ρ(s (m )),φ(s (m )) · y )
= (m ,ε · y )
= (m , y )
portanto, ϕY é bijetiva com inversa ϕ
−1
Y .
Definição 3.4.1. O fibrado

P ×G Y , M ,φ, Y ,G
	
é chamado de G fibrado associado ao G fibrado
principal P.
Finalmente para classificar os G -fibrados, vamos mostrar que qualquer G -fibrado E sobre M
com fibra Y , pode ser obtido como fibrado associado de algum G -fibrado principal P . Então,
a ideia é construir um G -fibrado principal usando as trivializações locais do fibrado E e depois
considerar considerar o fibrado P×G Y e mostrar que este é isomorfo ou equivalente ao fibrado
original E .
Seja (Ui ,ϕi ) uma trivialização local do fibrado E e sejam g i j : Ui ∩Uj :→G as funções de tran-
sição. Seja T ⊂M ×G × J o conjunto das triplas (m , g , i ) tal que m ∈Ui , então T é um espaço
topológico que é união disjunta de abertos Ui ×G ×{i }. definamos em T uma relação de equi-
valência dada por
(m , g , i )∼ (m ′, g ′, k ) se m =m ′, g k i (m ) · g = g ′.
Definamos o conjunto P como o conjunto das classes de equivalência desta relação, e seja
q : T → P
a aplicação canônica, ou seja, q (m , g , i ) = [m , g , i ]. Um conjunto U ⊂ P é aberto se, e somente
se, q−1(U ) é aberto em T , assim P é um espaço topológico e q é comtínua. Definamosρ : P→M
por ρ([m , g , i ]) =m . Então

P,ρ, M ,G ,G
	
é um fibrado principal, para mais detalhes ver [15].
Agora vejamos que {E ,πE , M , Y ,G } é isomorfo ao fibrado {P ×G Y ,π, M , Y ,G }. Seja f : E → P×G Y
definida por f (e ) = ([p , Pi (e )]) onde Pi é dada pela equação 3.2 e p = [πE (e ),ε, i ], πE (e ) ∈ Ui .









portanto temos f é um isomorfismo ou uma equivalência de fibrados.
Agora nosso objetivo é mostrar uma importante relação entre o grupo topológico G de um fi-
brado principal quando este é um C W -complexo e o espaço de laços de um conjunto B , onde
B é o espaço base de algum fibrado classificante. Para isto vamos trabalhar com a definição que
dá o livro de Steenrod [15] de fibrado n- Universal, e vamos a mostrar que wG é universal neste
sentido.
Definição 3.4.2. Fibrado n-Universal: Seja ξ um fibrado principal sobre um espaço B e com
grupo G . Dizemos que ξ é n-universal se para todo espaço C W -complexo K , para todo fibrado
principal ξ′ sobre K com grupo G e toda aplicação h de ξ|L em ξ onde L é subcomplexo de K
existe uma extensão de h de ξ′ em ξ.
Observação 3.4.1. 1. Notemos que se nos tomamos K = L, então temos uma aplicação h :
ξ→ ξ, assim pelo teorema 3.2.1 temos que ξ′ é equivalente a f ∗(ξ) onde f é aplicação nas
bases induzida pela aplicação h.
2. Um fibrado n-universal só classifica fibrados principais com espaço base C W -complexo de
dimensão finita.
O seguinte teorema dá uma caraterização para os fibrados n-universais.
Teorema 3.4.1. Um fibrado principal ξ=
 
E , p , B ,G ,G
	
é n-universal, se e somente se, πi (E ) = 0
para 0≤ i < n.
Demonstração: Seja e uma (i + 1)-celula e S a sua fronteira. Seja f : S → E , definamos f ′ :
S ×G → ξ×G , definida por f ′(y , g ) = ( f (y ), g ), e consideremos P : ξ×G → ξ dai temos que a
função composta P ◦ f ′ é uma aplicação fibrada de S×G em ξ. Se i < n , como ξ é n-universal,
P f ′ pode-se estender a uma aplicação h : e ×G → ξ, do fato que P é uma aplicação principal
segue que P(b ,ε) = b onde ε é a identidade em G , logo P f ′(y ,ε) = f (y ), portanto h(y ,ε) é uma
extensão de f a uma aplicação de e em E , assim temos que f : S→ E é homotomicamente tri-
vial para i = 1, ..., n −1.
Reciprocamente suponhamos que πi (E ) = 0 para i = 1, ..., n . Seja e uma (i + 1)-celula e S a sua
fronteira e seja h : S ×G → ξ uma aplicação fibrada, definamos f : S → E como f (y ) = h(y ,ε),
como πi (E ) = 0, f pode-se estender a f ′ : e → E , seja h ′ uma aplicação fibrada de e ×G em
ξ definida por h ′(y , g ) = P( f ′(y ), g ). Afirmamos que h ′ é uma extensão de h. De fato, é claro
que duas aplicações admissíveis λ, γ de G em Gx diferem por traslação à esquerda em G ,ou
seja existe g ∈ G tal que λ(a ) = g γ(a ) para cada a ∈ G , então, se λ(ε) = γ(ε), obtemos que
λ(ε) = gλ(ε), portanto g = ε, assim se duas aplicações admissíveis coincidem na identidade do
grupo G ,elas coincidem em todo G . Notemos que para y ∈S temos as seguintes igualdades
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h ′(y ,ε) = f ′(y ) = f (y ) = h(y ,ε)
Como h ′ e h são aplicações fibradas elas restritas as fibras são aplicações admissíveis, portanto
pelas igualdades da acima, elas coincidem em S ×G , assim temos provado que toda aplicação
fibrada h : S×G → ξ pode-se estender a h ′ : e ×G → ξ.
Agora seja ξ′ um fibrado sobre um C W -complexo K e seja ξ′′ = ξ′|L onde L é um subcomplexo
de K e suponhamos que temos uma aplicação h : ξ′→ ξ. Para cada 0-celula v de K que não esta
em L, tomemos duas aplicações admissíveis λ : G →Gv e γ : G →Gx , então podemos estender h
ao conjunto p ′−1(L)∪Gv , isto nos permite fazer uma extensão de h para o conjunto p ′−1(K 0∪L).
Suponhamos indutivamente que h se estende a p ′−1(K i ∪L) com i < n . Se e é uma (i +1)-celula
de K que não esta em L, dado que e é contrátil temos que ξ|S é equivalente ao produto S ×G
onde S é a fronteira de e . Portanto como h se pode estender a e×G , comtínuando este processo
obtemos que h se estende sobre p ′−1(K n ∪ L), portanto temos que ξ é n-universal.
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Antes de mostrar que wG é∞-universal lembremos que se A e B são dois espaços topológicos tal
que A ⊂ B , então dizemos que A é contrátil em B se a aplicação inclusão i : A→ B é homotipi-
camente trivial. Notemos que os conjuntos EGn podem ser definidos como sendo os conjuntos
dos pontos t0 g 0⊕ · · ·⊕ tn g n ⊕0⊕ · · · , assim obtemos que
EG0 ⊂ EG1 ⊂ · · · ⊂ EGn ⊂ · · ·
assim temos que nos podemos ver o conjunto EG∞ como EG∞ =
⋃
n≥0
EGn , assim, a topologia em
EG∞ é a topologia do limite. Vamos provar que EG∞ é contrátil, mostrando que EGn é contrátil
em EGn+1, ou seja temos que provar que a inclusão i : EGn → EGn+1 definida por
i (t1 g 1⊕ · · ·⊕ tn g n ⊕0ε⊕ · · · ) = (t1 g 1⊕ · · ·⊕ tn g n ⊕0ε⊕ · · · )
é homotopicamente trivial, onde ε é a identidade em G . Primeiro vejamos que i é contínua. De
fato, seja U ⊂ EGn+1 um conjunto aberto, como i−1(U ) é conjunto dos pontos t1 g 1⊕· · ·⊕ tn g n ⊕
0⊕ · · · ∈ EGn , tais que t1 g 1⊕ · · ·⊕ tn g n ⊕0ε⊕ · · · ∈U temos pela definição de topologia nos joins
que
α< t i <β ou t i 6= 0 e g i ∈V
onde V ⊆G é um aberto e i = 1, ..., n , portanto, em qualquer dos casos anteriores obtemos que
46
i−1(U ) é um aberto em EGn , logo i é comtínua. Agora vejamos que i é homotopicamente trivial,
seja Hn : EGn × I → EGn+1 definida por
Hn ((t1 g 1⊕ · · ·⊕ tn g n ⊕0⊕ · · · ), t ) = ((1− t )t1 g 1⊕ · · ·⊕ (1− t )tn g n ⊕ t ε⊕0⊕ · · · )
claramente Hn é bem definida, além disso, se U ⊆ EGn+1 é um aberto, temos que o conjunto
H−1n (U ) tem a forma V × [0, 1) onde V é um subconjunto de EGn formado pelos pontos (t1 g 1⊕
· · ·⊕ tn g n ⊕0⊕· · · ) tais que α< t i <β ou t i 6= 0 e g i pertence algum aberto de G , portanto temos
que V é aberto em EGn e assim obtemos que Hn é contínua. Aliás, temos que
Hn ((t1 g 1⊕ · · ·⊕ tn g n ⊕0⊕ · · · ), 0) = i (t1 g 1⊕ · · ·⊕ tn g n ⊕0ε⊕0ε⊕0ε · · · )
Hn ((t1 g 1⊕ · · ·⊕ tn g n ⊕0⊕ · · · ), 1) = 0g 1⊕ · · ·⊕0g n ⊕ · · ·
logo Hn é uma homotopia entre a função inclusão i e a constante 0g 1⊕· · ·⊕0g n⊕· · · , ou seja que
i é homotopicamente trivial. Finalmente definamos H : EG∞× I → EG∞ por H (a , t ) =Hn (a , t ),
para a ∈ EGn . H é bem definida, pois a homotopia Hn+1 restrita ao conjunto EGn coincide com
a homotopia Hn , além disso, como Hn é contínua para cada n , pela topologia do limite tem-
se que H é contínua. Assim H é uma homotopia entre a função identidade i d EG∞ e a função
constante, portanto podemos concluir que EG∞ é contrátil, logo o fibrado wG é∞-universal.
Observação 3.4.2. Se P : EG → BG é um fibrado universal, dizemos que o conjunto BG é um
espaço classificante.
Como uma aplicação dos fibrados n-universais, vamos ver uma importante relação entre o tipo
de homotopia de um grupo topológico e o seu espaço classificante.
Suponhamos que p : EG → BG é um fibrado∞-universal onde o grupo estrutural G e o espaço
total EG são espaços C W -complexos, então, pela universalidade temos que πn (EG ) = 0 para
todo n ∈N, seja f : EG →{e0} a aplicação constante, com e0 ∈ EG , portanto temos que
f ∗ :πn (EG )→πn ({e0})
é um isomorfismo, assim pelo Teorema de Whitehead temos que EG é contrátil. Seja H : EG ×
I → EG uma contração de EG , logo H (e , 0) = e0 e H (e , 1) = e , consideremos a funçãoφ = p ◦H ,
então seque que
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φ(e , 0) = p (H (e , 0)) = p (e0) = cons t a nt e
φ(e , 1) = p (H (e , 1)) = p (e )
portanto φ é uma homotopia entre a aplicação constante φe0 : EG → BG , φe0(e ) = p (e0) e a
projeção p : EG → BG . Consideremos o conjunto P(BG ) de todos os caminhos α : I → BG tais
queα(0) = p (e0), se consideramos a função H : P(BG )×I → P(BG ) tal que H (α, s )(t ) =α((1−s )t ),
vemos que esta define uma homotopia entre a aplicação identidade no conjunto P(BG ) e o
caminho constate α(0), segue que P(BG ) é contrátil. Agora se ϕ : EG → P(BG ) é definida por








onde q (α) = α(1) para cada caminho α ∈ P(BG ). Afirmamos que q é uma fibração. De fato,




G0 // P(BG )
q

Y × I G // BG
Então, nos podemos construir uma aplicação G̃ : Y×I → P(BG )definindo para cada (y , s )∈ Y×I
o caminho G̃ (y , s ) : I → BG como sendo


















dai temos que G̃ é contínua, e satisfaz as seguintes identidades
G̃ (y , 0)(t ) =G0(y , s ) G̃ (y , s )(0) = p (e0) G̃ (y , s )(1) =G (y , s )
Assim, temos que o seguinte diagrama comuta
Y ×{0}

G0 // P(BG )
q






Logo, tem-se que q : P(BG )→ BG é uma fibração, em particular é uma fibração de Serre, agora
como p : EG → BG é um fibrado, tem-se pelo Teorema 1.4.7 que p também é uma fibração de
Serre, aliás a fibra de q é o espaço de laços do conjunto BG denotado por Ω(BG ), dai segue que












Sabemos que p e q geram sequências exatas entre de grupos de homotopia, dos conjuntos G ,
BG , EG , P(BG ) e Ω(BG ), então usando essas sequências e os morfismos induzidos pelas apli-
cações Φ e ϕ temos o seguinte diagrama
· · ·πn+1(EG ) //
ϕ∗

πn+1(BG ) // πn (G )
Φ∗

// πn (EG )
ϕ∗

// πn (BG ) · · ·
· · ·πn+1(P(BG )) // πn+1(BG ) // πn (Ω(BG )) // πn (P(BG )) // πn (BG ) · · ·
Comoπn (EG ) = 0 e P(BG ) é contrátil, segue queϕ∗ é um isomorfismo, então pelo lema do cinco
obtemos que Φ∗ é um isomorfismo, logo pelo Teorema de Whitehead podemos concluir que o
grupo G é homotopicamente equivalente a Ω(BG ).
Observação 3.2. Na ultima linha acima, precisamo usar o fato queΩ(BG ) é C W -complexo, uma




4.1 Conexões em fibrados principais
Uma conexão é essencialmente uma forma de identificar os pontos de fibras diferentes. Uma
forma de ver a necessidade de tal noção é considerar a seguinte questão:
Dado um fibrado vetorial π : P→M , uma seção s : M → E e X ∈ Tx M o que significa a derivada
direcional d (s )X ?. Se consideramos uma seção apenas como uma aplicação entre as variedades
M e E , então uma resposta à pergunta é fornecida pela aplicação
Ds : T M → T P
mas isso ignora a maior parte da estrutura que faz um fibrado vetorial interessante. Nos prefe-
rimos pensar em seções como aplicações vetor-avaliadas, que podem ser somadas e multipli-
cadas por escalar, assim, gostaríamos de pensar a derivada direcional d s (x )X como algo que
respeita esta estrutura linear. A partir desta perspetiva, a resposta é ambígua, salvo que P seja o
fibrado trivial M ×Rn →M . Neste caso temos uma identificação natural nas fibras e podemos
pensar uma seção s simplesmente como uma aplicação s : M → Rn e a derivada direcional é
então:
d s (x )X =
d s
d t
(γ(t ))|t=0 = lim
x→0
s (γ(t ))− s (γ(0))
t
onde γ é um caminho diferenciável com γ̇(0) = X , assim podemos definir a plicação linear
d s (x ) : Tx M → Fb onde Fb é a fibra sobre x . O problema no caso em que o fibrado π : P→M não
seja trivial, é que não existe um isomorfismo natural entre fibras diferentes; precisamos de uma
estrutura extra. Isto nos leva a ideia de transporte paralelo. Intuitivamente o transporte paralelo
é uma maneira de identificar os pontos de fibras diferentes que estão sobre uma mesma curva.
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A comtínuação apresentaremos a definição formal deste conceito.
Dada uma curva t 7→ c (t ) uma curva em M , um levantamento de c em P é uma curva t 7→ c̃ (t )
em P tal que π(c̃ (t )) = c (t ). O seguinte teorema cuja demostração pode ser encontrada em [7]
nos permite definir o conceito de transporte paralelo.
Teorema 4.1.1. Seja π : P → M um fibrado vetorial diferenciável. Se p ∈ M e t 7→ c (t ) é uma
curva diferenciável em M com c (0) = p , então para cada u ∈ Fp tal queπ(u ) = p = c (0), existe um
único levantamento horizontal c̃ de c tal que c̃ (0) = u .
Definimos o transporte paralelo como sendo a função τt : Fp → Fc (t ) tal que τt (u ) = c̃ (t ). Po-
demos ver que τt é um isomorfismo de espaços vetoriais. Podemos mostrar também, que o
transporte paralelo τt : Fp → Fc (t ) induz uma transformação linear Horu : Tp M → Tu P tal que
o espaço Tu P e a soma direita da imagem de Horu denotada por Hu e o Kernel da aplicação
π∗u .Para mais detalhes ver [13]. Isto motiva a seguinte definição.
Definição 4.1.1. Sejaπ : P→M um fibrado principal sobre uma variedade M com grupo G . Para
cada u ∈ P seja Vu o subespaço de Tu P consistindo dos vetores tangentes à fibra que passa por u ,
isto é, Vu =Ker π∗u . Uma conexão C em P é uma escolha de um subespaço Hu de Tu P, para cada
u ∈ P, tal que:
1. Tu P =Vu ⊕Hu .
2. Hu ·g = (Rg )∗Hu para todo u ∈ P e g ∈G .
3. Hu é uma distribuição diferenciável.
O subespaço Vu é chamado de subespaço vertical e Hu é chamado de subespaço horizontal de
Tu P em relação à conexão C . Cada vetor X ∈ Tu P se decompõe numa soma X =Xv +Xh em que
Xv ∈Vu é a componente vertical de X e Xh ∈Hu é a componente horizontal de X .
Um conceito importante na teoria das conexões, e que nos vamos a usar mais para a frente, é o
conceito de forma de conexão. Antes de definir-lho lembremos alguns conceitos.
Seja f : P ×G → P uma ação à direita de um grupo de lie G numa variedade P . Para cada u ∈ P
seja f u : G → P a aplicação induzida, ou seja, f u (g ) = f (u , g ). Dado A ∈ g, onde g é a álgebra de
lie do grupo G , podemos associar o campo A# ∈X(P), chamado de genereador infinitesimal de
A, colocando para cada u ∈ P A#(u ) = ( f u )∗A
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Observação 4.1.1. Se α : R → G é um caminho definido por α(t ) = e x p (t A), assim α′(0) = A,
além disso,
A#(u ) = ( f u )∗A = ( f u )∗α′(0) = ( f u ◦α)′(0)




|t=0u · e x p (t A)
Proposição 4.1.1. A aplicação ψ : g → X(P) definida por ψ(A) = A# é um homomorfismo de
álgebras de lie. Quando a ação for efetiva, então ψ é injetiva, e quando a ação for livre, então
para A ∈ g não nulo o campo A# não se anula.
Demonstração: ver [7] 
Se {P,π, M ,G ,G } é um fibrado principal, então por definição G age livremente em P . Portanto,
dado A ∈ g não nulo o campo A# ∈X(P) não se anula, além disso, dado u ∈ P temos também que
o caminho t 7→ u · e x p (t A) tem imagem na fibra sobre x = π(u ), segue que A#(u ) ∈ Tu (π−1(x ))
assim podemos concluir, pela proposição anterior, que a aplicação ψu : g → Tu (π−1(x )) defi-
nida porψu (A) = A#(u ) é injetiva e como g e Tu (π−1(x )) tem a mesma dimensão como espaços
vetoriais, pelo teorema do núcleo e a imagem segue queψu é um isomorfismo.
Definição 4.1.2. A forma de conexão w de uma conexão C é definida em cada X ∈ Tu P como
sendo o único A ∈ g tal que A#(u ) =Xv .
A seguinte proposição dá uma caraterização para a forma de conexão w .
Proposição 4.1.2. A forma de conexão tem as seguintes propriedades:
1. w (A#) = A para cada A ∈ g.
2. σ∗g w = Ad g −1 ◦w isto é: w (σg )∗X = Ad g −1(w (X ) para todo g ∈ G e todo campo vetorial
X sobre P, aqui σg : P → P é definida como sendo σg (u ) = u · g e Ad g = DIg (e ), e é a
identidade em G e Ig : G →G é tal que Ig (h) = g −1h g .
Reciprocamente, dada uma 1-forma w com valores em g sobre P com as propriedades acima,
existe uma única conexão C em P cuja forma de conexão é w .
Demonstração: O item 1. da proposição segue imediatamente da definição de w . Para mostrar
2. vamos dividir a prova em dois casos, um para o caso em que X é horizontal e outro caso
para o qual X é vertical. Se X é horizontal, temos que w (X ) = 0, além disso, pela definição de
conexão temos que (σg )∗(X ) = 0, portanto w ((σg )∗)(X )=0 e a igualdade se segue pela linearidade
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de Ad g −1 . Se X é vertical, podemos supor que é um campo vetorial fundamental A#. Como
(σg )∗(X ) é o campo vetorial fundamental correspondente a Ad g −1 A, então,
(σ∗g w )u (X ) =wu ·g ((σg )∗X ) = Ad g −1 A = Ad g −1(wu X ).
Reciprocamente, dada uma 1-forma w satisfazendo as condições 1. e 2. definimos
Hu = {X ∈ Tu P/w (X ) = 0} .
Afirmamos que Tu P =Hu ⊕Vu . De fato, se v ∈Hu ∩Vu , então v = A#(u ), para algum A ∈ g, além
disso, w (v ) = 0 = w (A#(u )) = A portanto v = 0, segue que Hu ∩ Vu = {0}. Então é suficiente
provar que d i m (Hu ) +d i m (Vu ) = d i m (Tu P). Sabemos que wu é uma transformação linear de
Tu P em g, assim d i m (Tu P) é a soma de d i m (K e r (w )) e d i m (I m (w )), mas K e r (w ) =Hu , aliás,
como g é isomorfo a Vu temos que d i m (g) = d i m (Vu ), agora, como w (A#) = A para cada A ∈ g
tem-se que I m (w ) = g, logo d i m (g) = d i m (I m (w )) assim podemos concluir que d i m (Hu ) +
d i m (Vu ) = d i m (Tu P). e portanto obtemos que:
Tu P =Hu ⊕Vu .
Agora vejamos que (σg )∗Hu = Hu ·g . Seja v ∈ (σg )u ∗Hu , logo existe X ∈ Hu tal que (σg )u ∗X = v ,
assim tem-se que wu ·g (σg )u ∗(X ) =wu ·g (v ) pela condição 2 temos que:
wu ·g (σg )u ∗(X ) = p (H (e , 0)) = Ad g −1 ◦w (X )
= Ad g −1(0)
= 0
portanto v ∈Hu ·g , ou seja (σg )∗Hu ⊆Hu ·g
Agora, seja v ∈Hu ·g , como (σg )∗) é um isomorfismo, existe X ∈ Tu P tal que (σg )∗(X ) = v . Preci-
samos provar que X ∈Hu . De fato
w (v ) = w ((σg −1)u ·g ∗(X ))
= Ad g (wu ·g (X ))
= 0
dai segue que (σg )∗Hu =Hu ·g

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4.2 Conexão Canônica no Fibrado de Stiefel
Seja Cn o espaço n-dimensional dos números complexos. A variedade de Stiefel V ok (Cn ) se de-
fine de forma análoga ao caso real, ou seja, V ok (Cn ) é o conjunto dos k -referencias unitários em
Cn .
Se (v1, ..., vk ) é um k -referencial, então vi =
∑n




é a base canônica deCn , pode-
mos associar uma matriz de ordem (n , k ) como sendo A = (a i j ) com a i j = b j i , como (v1, ..., vk )
é ortonormal, temos que
∑n
α=1 b jαb l α =δi l , assim a matriz A satisfaz a condição A
∗A = Ik , onde
A∗ é a transposta conjugada. Portanto V ok (Cn ) é identificado com o conjunto das matrizes de
ordem (n , k ) tal que A∗A = Ik . Notemos que o grupo unitário de matrizes U (k ) age sobre V ok (Cn )
pela direita, com respeito a esta ação temos que q : V ok (Cn )→Gk (Cn ) é um U (k )-fibrado princi-
pal, onde Gk (Cn ) é a variedade de Grassaman emCn e q é a aplicação que leva um k -referencial
no seu plano gerado, o fibrado anterior é chamado de Fibrado de Stiefel.
Seja S : V ok (Cn )→Mn×k (C) uma aplicação da variedade de Stiefel no conjunto das matrizes de
ordem n ×k tal que S(v1, ..., vk ) = A onde A é a matriz associada ao referencial (v1, ..., vk ). Consi-
deremos a forma diferencial S∗dS com valores nas matrizes de ordem (k ×k ), S∗ é a transposta
conjugada da matriz S e dS é a matriz que se obtém depois de aplicar a derivada exterior em
cada componente da matriz S, notemos que S∗dS tem valores na algebra de lie u(k ) de U (k ),
pois S∗S = Ik , logo S∗dS+(dS∗)S = 0 ou S∗dS+(S∗dS) = 0.
Proposição 4.2.1. S∗dS é uma forma de conexão no fibrado Stiefel.
Demonstração: Sejam ξ ∈ V ok (Cn ) e s ∈U (k ), denotemos por Xξ o vetor tangente ao ponto ξ
e denotemos por Xξs a imagem de Xξ pelo diferencial da aplicação ξ 7→ ξs . Chamemos de f à
aplicação ξ 7→ ξs , assim f ∗(Xξ) = Xξs , logo (Xξs )(S) = f ∗(Xξ)(S), aliás, notemos que d (S ◦ f ) =
d (S)s já que d (S ◦ f ) = d (S · s ) = d (S)s +Sd (s )mas s ∈U (k ) é constante, então d (s ) = 0. Agora,
usando a regra da cadeia obtemos
(Xξs )(S) = dS(Xξs ) = dS( f ∗Xξ) = d (S ◦ f )(Xξ) = d (S)s (Xξ) = dS(Xξ)s .
Portanto




Seja agora a ∈ u(k ), a é o vetor tangente à matriz identidade Ik ∈U (k ) e ξa é a imagem de a
pelo diferencial da aplicação s 7→ ξs , então
(S∗dS)(ξa ) = S∗(ξ)(ξa )S
= S∗(ξ)S(ξ)a
= a
assim pela proposição 4.1.2 temos que S∗dS é uma forma de conexão no fibrado de Stiefel. 
Lema 4.2.1. seja U um conjunto aberto de Rn e V um subconjunto aberto relativamente com-
pacto tal que V̄ ⊆U. Para toda 1-forma diferenciável α em U com valores na álgebra de lie u(k )
existem funções diferenciáveis φ1, ...,φm ′ definidas em V e com valores no espaço das matrizes











onde m ′ = (2n +1)k 2.
Demonstração: sejam f 1, ..., f k 2 o conjunto de matrizes definidas positivas que formam uma





Como α tem valores em u(k ), então α/i é uma matriz Hermitiana, além disso α= λ1d xs + · · ·+




r=1λr s f r d xs , onde λr s são funções com valores em R. Se a r s = sup
V
|λr s |, fazendo λr s =








(a r s −λr s ).
Claramente µr s , νr s são funções diferenciáveis positivas. Portanto µr s = p 2r s e νr s = q
2
r s onde
pr s e qr s são funções diferenciáveis positivas, fazendo xs = bys então, para b suficientemente
grande temos que
∑n
s=1(µr s + vr s ) pode ser limitado por
1
2k 2










(µr s −νr s ) f r
)
é semi-definida positiva.









(µr s −νr s ) f r
)
.
Definamos agora as funções φj com valores no espaço Mk (C) para 1 ≤ j ≤ (2n + 1)k 2 como
segue:
• Para 1≤ j ≤ nk 2 φj é definida como as nk 2 funções pr s e i xs g r em algum ordem.
• Para nk 2+1≤ j ≤ 2nk 2,φj é definida com as nk 2 funções qr s e−i xs em algum ordem.
• Para 2nk 2+1≤ j ≤ (2n +1)k 2 φj é definida como as k 2 funções hr em algum ordem.
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∑
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∑
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∑
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∑
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d (µr s +νr s ) f r +
∑
r
hr d hr .
Como hr e d hr comutam temos que
1
2




















r ) = Ik . 
A seguinte proposição resolve o problema de classificar fibrados com conexão de forma local.
Proposição 4.2.2. Seja P um U (k )-fibrado principal sobre uma variedade X de dimensão menor
ou igual a n e γ uma forma de conexão em P. Para todo subconjunto aberto relativamente com-
pacto W de X com W̄ contido numa vizinhança coordenada U de X , onde P é trivial, existe uma
aplicação fibrada diferenciável Φ de p−1(W ) em V ok (Cm
′′) tal que o pull-back de γ0 por Φ é γ, onde
m ′′ = (2n +1)k 3 e p : P→X é a projeção.
Demonstração: Como P é trivial sobre U ⊆ X , existe uma seção local σ de P sobre U . Seja
α o pull-back de γ por σ, ou seja, α = σ∗(γ), pelo lema anterior, podemos encontrar funções










φ∗dφj =α onde m ′ = (2n +1)k 2.
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Definamos a função Φ de p−1(W ) sobre o espaço de matrizes de ordem m ′′×k como sendo















onde s ∈U (k ) é determinado por ξ=σ(p (ξ)) · s .
Φ esta bem definida, pois ξ e σ(p (ξ)) estão na mesma fibra, e como a ação de U (k ) sobre P é
livre e transitiva em cada fibra existe um único s ∈U (k ) tal que ξ=σ(p (ξ)) ·s . Agora mostremos
que Φ é uma aplicação de fibrados. De fato, temos que p (ξ · s ) = p (ξ), assim obtemos que:






φ1(p (ξ · ŝ ))
...





















onde ŝ ∈ U (k ) e ξ · ŝ = σ(p (ξ · ŝ )) · t = σ(p (ξ)) · t , mas ξ = σ(p (ξ)) · s , além disso, U (k ) age
livremente sobre P , portanto t = s ŝ , assim concluímos que:
Φ(ξŝ ) = Φ(ξ)ŝ .
Aliás, nós temos que







dai segue que Φ é uma plicação do fibrado P |p−1(W ) para o fibrado de Stiefel. Além disso
Φ∗(S∗dS)(X ) = S∗dS(φ∗X )
= S∗(φ∗X )S
= S∗X (S ◦Φ)
= S∗d (S ◦Φ)




σ∗(Φ∗dΦ)X = Φ∗dΦ(σ∗X )
= Φ∗(σ∗X )Φ
= Φ∗X (Φ ◦σ)
= (Φ ◦σ)∗d (Φ ◦σ)





Assim γ e Φ∗dΦ são duas conexões em P |p−1(W ) tal que seu pullback pela seção σ é o mesmo,
portanto γ=Φ∗dΦ.

Teorema 4.2.1. Seja P um U (k )-fibrado principal sobre uma variedade X de dimensão menor ou
igual a n e γ uma forma de conexão em P. Então existe uma aplicação de fibrados diferenciável
Φ de P na variedade de Stiefel V ok (Cm ) tal que γ é o pullback por Φ da conexão canônica γ0 em
V ok (Cm ), onde m = (n +1)(2n +1)k 3.
Demonstração: Como X é uma variedade diferenciável, então X é um espaço localmente com-
pacto, assim, para cada x ∈ X , com x ∈ U onde U é um celula coordenada, existe um aberto
Vi relativamente compacto tal que x ∈ Vi ⊆ V̄i ⊆ U , segue que {Vi } é uma cobertura para X ,
além disso, por [11] os Vi podem ser divididos em n + 1 classes Cj tais que dois conjuntos Vj ,
Vk na mesma classe não se interceptam. Seja {Wi } uma subcobertura de {Vi } e seja D j a união
dos conjuntos p−1(Wi ) onde W̄i ⊆ Vi e Vi ∈ Cj . Como cada celula coordenada U é contrátil,
então o U (k )-fibrado principal p : P → X é trivial sobre cada celula coordenada, assim pela
proposição anterior existem aplicações fibradasΦi de p−1(Vi ) à variedade de Stiefel V ok (C(2n+1)k
3)
e com conexão induzida γ em p−1(Vi ). Cada D j é a união disjunta de conjuntos p−1(Wi ) com
W̄i ∈ Cj , portanto existem aplicações diferenciáveis ψj definidas em D j tais que ψj (ξ) = Φj (ξ)
para ξ ∈ p−1(Wi ). Agora, é claro que os D j formam uma subcobertura para P , além disso, se
denotamos por θ a ação de U (k ) sobre P , como a aplicação p é U (k )-invariante então segue-se
que cada D j é invariante, ou seja, θs (D j ) =D j para cada s ∈U (k ), portanto existe uma partição




que é invariante pela ação θ , as-























para cada ξ∈ P













a soma é zero para os ξ /∈Di assim a somatório é só sobre aqueles i para os quais ξDi . Sabemos
que em D j se satisfaz a igualdadeψ∗∗ψi = I assim temos queψ
∗
iψi = I para todo i sobre o qual
a soma se estende. Portanto, como
∑
ζ2i (ξ) = 1, temos que Φ∗Φ(ξ) = I . Além disso, para cada
ξ∈ P e s ∈U (k ) temos






ζ1(ξ · s )ψ1(ξ · s )
...



































Assim Φ é uma aplicação fibrada de P na variedade de Stiefel V ok (Cm )



















Como no caso anterior, para cada ξ∈ P , a soma só toma valores sobre os i para os quais ξ∈Di .
Como em cada Di temos queψ∗iψi = I eψ
∗
i dψi =α. Agora, como
∑
ζi dζi = 12 d (
∑
ζ2i ) = 0,então
Φ∗dΦ=
∑






Alguns exemplos de classificação
Nos capítulos anteriores, vimos que os fibrados vetoriais e principais são sobre um mesmo es-
paço base X classificados por classes de homotopia de funções f → B onde B é a base de algum
fibrado universal. Neste capitulo estudaremos alguns exemplos de aplicações classificantes os
dois primeiros exemplos falam de R1-fibrados sobre S1 e S1-fibrados sobre S2, estes exemplos
mostram como a partir de ter uma classificação por homotopia, podemos obter a quantidade
que há deste fibrados. Os outros exemplos são mais contemporâneos e são baseados nos exem-
plos dados em [2].
5.1 Exemplos elementares
Exemplo 5.1.1. Fibrados vetoriais com fibra de dimensão 1 sobre S1
Os fibrados vetoriais de dimensão 1 ou R1-fibrados sobre S1, são classificados por classes de ho-












Pelo teorema de aproximação celular, temos que f : S1→RP∞ é homotópica a uma função S1→
RP∞. Sabemos que o numero de classe de homotopia de funções de S1→RP∞ é dado pelo numero
de elementos de π1(RP∞). Como RP1 ⊆ RP2 ⊆ · · · ⊆ RPn ⊆ · · · , aplicando o functor π1 temos a
sequência π1(RP1)→ π1(RP2)→ ·· · → π1(RPn )→ ·· · , que estabiliza em π1(RP2)∼= Z2. Daí, segue
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que há duas classes de homotopia de funções S1 → RP∞ e portanto há dois R1-fibrados sobre
S1. Usando o isomorfismo entre π1(RP1) e Z2 e o fato que RP1 é homeomorfo a S1 temos que os
R1-fibrados sobre S1, são o fibrado trivial, S1×R→S1 e o fibrado canônico γ1 sobre RP1.
Exemplo 5.1.2. Fibrados principais com fibra S1 sobre S2











Pelo teorema de aproximação celular funções S2 → CP∞ são homotópicas à aplicações S2 →
CP1 ∼= S2. Neste caso, a sequência induzida estabiliza desde o começo π2(CP1) ∼= π2(CP2) ∼= · · · , e
π2(CP1)∼=π2(S2)∼=Z, gerado pela aplicação identidade. Assim obtemos que S1-fibrados sobre S2,
são classificados por classes de homotopias de funções de S2 em S2 Neste caso temos que há igual
números de S1-fibrados sobre S2 como números enteros. Elas todas podem ser geradas da seguinte
maneira: considerando a S2 como a esfera unitária deR×C, consideramos a aplicação de grau n
φn (r, z ) =
1
p
r 2+ |z |2n
(r, z n ),












O espaço total é o conjunto dos pontos ((r, z ),θ )∈S2×S3 tais queφn (r, z ) = h(θ ).
Um analise similar pode ser feito para classificar fibrados S3-principais sobre S4 ∼=HP1; de novo
são classificados pelos números inteiros e a classificação é feita substituindo os números comple-
xos pelos quaternos no paragrafo acima.
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5.2 Exemplos geométricos recentes
Vemos como muitas vezes os fibrados são na pratica definidos como fibrados induzidos. Todos
os exemplos serão de fibrados principais com grupo S3 ∼=Sp (1), o grupo de quaternos unitários.
O fibrado que classifica S3-fibrados é S3 · · ·S∞→HP∞, e nos concentraremos em fibrados induzi-
dos pelo primeiro da cadeia, a fibração de Hopf S3 · · ·S7→S4 ∼=HP1. A importância dos exemplos
que descrevemos é que neles existem ações de grupos cujos quocientes são esferas exóticas, ou
seja, esferas homeomorfas, mas não difeomorfas à esfera padrão. O primeiro exemplo diz sobre
o grupo de Lie Sp (2) como espaço total de um fibrado sobre S7.
Exemplo 5.2.1. Seja h : S7→ S4 a aplicação de Hopf correspondente à ação de Hopf pela direita
de S3 sobre S7, ou seja, h((a ,b )T ) = (|a |2− |b |2, 2ab̄ ) e seja a : S4→S4 a aplicação antipodal de S4.
O "pullback"da fibração de Hopf pela aplicação a ◦h é o conjunto dos pontos ((a ,b )T , (c , d )T ) em
S7×S7 tais que
−(|a |2− |b |2, 2ab̄ ) = (|c |2− |d |2, 2c d̄ ).
Da igualdade anterior e do fato que |a |2+|b |2 = |c |2+|d |2, obtemos o seguinte sistema de equações:
a ā + c c̄ = 1
ab̄ + c d̄ = 0
b ā +d c̄ = 0
bb̄ +d d̄ = 1






tais que AA∗ = A∗A = I , em outras palavras, com o grupo de Lie Sp (2). Por-














 // S7 a◦h // S4
No diagrama, p e s denotam a primeira e segunda coluna de uma matriz em Sp (2). Se em vez
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de trabalhar com o conjunto dos quaternos, consideramos o conjunto dos números complexos,
obtemos que o grupo unitário de Lie U (2) pode ser realizado como o "pullback"da aplicação de













 // S3 a◦h // S2
Como o conjunto C é comutativo, então, o fibrado S1 · · ·U (2) → S2 é trivial, pois a função f :





é uma seção deste fibrado. No caso do fibrado
S3 · · ·Sp (2)→S7 este fato não é certo.
Exemplo 5.2.2. Consideremos a aplicaçãoφ : S8→S7 dada pela suspensão da aplicação de Hopf
η : S3→ S2. Cada vetor (y1, y2, y3) ∈R3 pode ser identificado como um quaterno imaginário puro
p = y1i+ y2j+ y3k, então, se y é um quaterno unitário, y se pode escrever como y = x1+αp onde
x1 e α são números reais tais que x 21 +α
2 = 1. Portanto a aplicação η : S3 → S2 pode-se escrever
como η(y ) = y iȳ . Seja S8 a esfera unidade deH×R×H e sejaψ : S8→R8 ∼=H×H definida como





. Como |ψ| = |x |2 +λ2 + |y |4 6= 0, então podemos normalizar o
vetorψ(x ) e definirφ = ψ|ψ| : S
8→S7.
Então, se consideramos o S3-fibrado p : Sp (2)→S7 e construirmos o seu "pullback"pela aplicação
φ obtemos que φ∗Sp (2) é uma subvariedade de S8×Sp (2) cujos pontos são pares da forma (u , A)
tais queφ(u ) = p (A), ou seja,φ(u ) é a primeira coluna da matriz A, assim, nós podemos esquecer
essa coluna e pensar φ∗Sp (2) como um subconjunto de S8×S7 tal que se (u , v ) ∈ φ∗Sp (2) então


φn (u ), v

= 0. Portanto concluímos que o "pullback"do S3-fibrado p : Sp (2)→S7 pela aplicação
φ é identificado por
E 11 =
(


























. Agora, se consideramos o "pullback"do fibrado de Hopf S3 · · ·S7 → S4 pela
aplicação f a ◦h ◦φ, vemos que f ∗S7 é o conjunto dos pontos ((x ,λ, y )T , (c , d )T )∈S8×S7 tais que
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−(|u |2− |v |2, 2u v̄ ) = (|c |2− |d |2, 2c d̄ )
Daí, obtemos um sistema de equações como no exemplo anterior e portanto podemos concluir













Exemplo 5.2.3. Seja O o conjunto dos octenos de Caley. Se q ∈O, então q se pode escrever como
q = cos(t )+αsin(t ), onde α é um octeno puro e 0≤ t ≤ 1. Seja a função φn : S7→S7 definida por
φn (q ) = q n = cos(nt )+αsin(nt ). Então, se consideramos o S3-fibrado p : Sp (2)→S7 e construir-
mos o seu "pullback"pela aplicação φn , obtemos que φ∗nSp (2) é uma subvariedade de S
7×Sp (2).























. Novamente, se consideramos o "pullback"do fibrado de Hopf pela aplicação f n =
a ◦h ◦φn obtemos que f ∗nS7 é o conjunto dos pontos (a ,b )T , (c , d )T )∈S7×S7 tais que
−(|u |2− |v |2, 2u v̄ ) = (|c |2− |d |2, 2c d̄ )
assim obtemos que f ∗nS
























Foi provado em [3], que o quociente de E 10n por essa ação é difeomorfo a Σ
7
n , n-vezes a 7-esfera
de Gromoll-Meyer.
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Estrutura celular na variedade de Grassmann
Definição 5.2.1. Um CW-complexo consiste de um espaço Hausdorff munido de uma partição
que satisfaz as seguintes condições:
1. Cada eα é topologicamente uma celula aberta de dimensão n (α)≥ 0, além disso, para cada
eα existe uma aplicação comtínua
f : Dn (α)→ K
que leva o interior do disco Dn (α) homeomorficamente sobre eα.
2. Cada ponto x pertence a e α mas não pertence a eα, pertence a uma celula de dimensão
menor.
3. Cada ponto de K esta contido num subcomplexo finito.
4. K é topologizado com a topologia fraca.
A estrutura celular da Grassmanniana é obtida como segue:
consideremos a sequência
R0 ⊆R1 ⊆R2 ⊆ ....⊆Rm
Todo n-plano X ⊆Rm pela origem gera uma sequência de enteros
0≤ d i m (X ∩R1)≤ d i m (X ∩R2)≤ ...≤ d i m (X ∩Rm ) = n
Dois enteros consecutivos em esta sequência diferem em não mais de um, daí seque que a
sequência tem n saltos, isto motiva a seguinte definição.
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Definição 5.2.2. O simbolo de Schubertσ= (σ1, ...,σn ) denota uma sequência de numeros natu-
rais que satisfazem
1≤σ1 <σ2 < ...<σn ≤m
.
Para cada simbolo de Schubert, seja e (σ)⊆Gn (Rm ) o conjunto dos n-planos X tais que
d i m (X ∩Rσi ) = i d i m (X ∩Rσi−1) = i −1
para i = 1, 2, ..., n . Claramente cada X ∈Gn (Rm ) pertence exatamente um só dos conjuntos e (σ).
Exemplo 5.2.4. Para n = 1 e m = 2 temos que G1(R2) = RP1, temos que σ = σ1 e σ = σ1 = 2,
e (1) =eixe dos x e (2) =retas pela origem-eixe x , assim temos que:
RP1 = e (1)∪ e (2).
Vamos mostrar que e (σ) é uma celula aberta de dimensão d (σ) = (σ1−1)+(σ2−2)+· · ·+(σn−n )
Seja H k ⊆Rk o conjunto dos x = (x1,x2, ...,xk , 0, ..., 0) com xk > 0.
Notemos que cada n-plano X pertence a e (σ) se somente se X tem uma base x1, ...,xn tal que
x1 ∈Hσ1 , ...,xn ∈Hσn
Definição 5.2.3. Seja e ′(σ) = v 0n (Rn ) ∩ (Hσ1 × ... ×Hσn ) o conjunto de todos os n-referenciais
ortonormais (x1, ...,xn ) tais que cada x i pertence a Hσi . Seja e ′(σ) o conjunto dos n-referenciais
ortonormais (x1, ...,xn ) tais que x i ∈H
σi
.
Lema 5.2.1. Cada n-plano X ∈ e (σ) tem uma única base ortonormal (x1, ...,xn ) que pertence a
x1 ∈Hσ1 , ...,xn ∈Hσn .
Demonstração: Seja x1 =X ∩Rσ1 com x ∈ e (σ) então
d i m (X ∩Rσ1) = 1
logo x1 = αe onde {e } é uma base de Rσ1 .Agora se ‖x1‖= 1 segue que ‖x1‖= ‖αe ‖, dai |α|= 1‖e ‖ ,









mas x1 ∈Hσ1 , ou seja xσ1 > 0, logo nos podemos descartar alguma das opções da acima, assim
temos um único vetor unitário x1 em X ∩Rσ1
Agora precisamos um vetor x2 unitário em X ∩Rσ2 com d i m (X ∩Rσ2) = 2 e ortonormal a x1.
Sejam λe1 + βe2, x1 = αe onde {e1, e2} ortonormal, portanto ‖x2‖ = 1 e λ =
p
1−β 2 ou λ =
−
p




assim obtemos que xσ2 = λ(e1σ2 +
e ·e1
e ·e2
e2σ2),mas x2σ2 > 0 dai nos podemos descartar uns dos λ e
obter um único vetor x2 unitário e ortonormal a x1. Este processo comtínua ate obter os vetores
x3,x4, ...,xn ortonormais. 
Lema 5.2.2. O conjunto e ′(σ) é topologicamente uma celula fechada de dimensão
d (σ) = (σ1−1)+ (σ2−2)+ · · ·+(σn −n )
com interior e ′(σ).
Demonstração: A prova é por indução sobre n . Para n = 1 o conjunto e ′(σ1) consiste de todos
os vetores
x1 = (x11,x12, ...,x1σ1 , 0..., 0)
com
∑
x 21i = 1, x1σ1 ≥ 0. Claramente e ′(σ1) é fechado e tem dimensão d (σ1) =σ1−1, além disso
é homeomorfo ao disco Dσ1−1.
Dados dois vetores unitários u , v ∈Rm com u 6=−v , seja T (u , v ) a única rotação deRm que leva
a u para v , e deixa fixo qualquer vetor ortogonal a u e v . Assim temos que T (u , v ) = T −1(v, u ) e
T (u , v ) = x
(u +v ) ·x
1+u ·v
(u +v )+2(u ·x )v
Segue da formula anterior que:
1. T (u , v )x é comtínua como função de três variáveis.
2. Se u , v ∈Rk , então T (u , v )x ≡ x (mod (Rk )).
Se b i ∈ Hσi tal que b i = (0, ..., 0, 1, 0, ..., 0) onde o numero 1 esta na σi -ésima posição, portanto
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(b1, ...,bn )∈ e ′(σ). Consideremos a rotação
T = T (bn ,xn ) ◦T (bn−1,xn−1) ◦ ... ◦T (b1,x1).
Esta rotação leva os n vetores b1, ...,bn a os vetores x1, ...,xn respectivamente.
De fato, as rotações T (b1,x1), ..., T (b i−1,x i−1) deixam fixo b i pois b i ·b j = b i ·x j = 0 para i > j as
rotações T (b i ,x i ) levam b i para x i e as rotações T (b i+1,x i+1), ..., T (bn ,xn ) deixam fixo a x i .
T (b i ) = T (bn ,xn ) ◦T (bn−1,xn−1) ◦ ... ◦T (b1,x1)b i
= T (bn ,xn ) ◦T (bn−1,xn−1) ◦ ... ◦T (b i ,x i )b i
= T (bn ,xn ) ◦T (bn−1,xn−1) ◦ ... ◦T (b i+1,x i+1)x i
= x i
Dadoσn+1 >σn , seja D o conjunto de todos os vetores unitários Hσn+1 com
b1 ·u = · · ·bn ·u = 0
D é fechado de dimensãoσn+1−n −1 e portanto é topologicamente uma celula fechada. Defi-
namos
f : e ′(σ1, ...,σn )×D→ e ′(σ1, ...,σn+1)
pela formula
f ((x1, ...,xn ), u ) = (x1, ...,xn , Tu )
Vejamos que (x1, ...,xn , Tu )∈ e ′(σ1, ...,σn+1). De fato
x i ·Tu = T b i ·Tu =b i ·u = 0
para i ≤ n , além disso
Tu ·Tu = u ·u = 1
Como Tu ≡ u (mod (Rσn )), tem-se que Tu ∈Hσn , é claro que f é comtínua, além disso a formula
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u = T −1xn+1 = T (x1,b1) ◦ ... ◦T (xn ,bn )xn+1
mostra que f −1 é bem definida e comtínua. Portanto e ′(σ1, ...,σn+1) é um homeomorfo ao pro-
duto e ′(σ1, ...,σn )×D segue da hipotesis de indução que
d i m (e ′(σ1, ...,σn+1)) = (σ1−1)+ · · ·+(σn −n )+ (σn+1− (n +1))
dai por indução sobre n temos que cada e ′(σ) é fechado e de dimensão d (σ). Analogamente
podemos provar por indução que e ′(σ) é o interior de cada celula e ′(σ). De fato o homeomor-
fismo
f : e ′(σ1, ...,σn )×D→ e ′(σ1, ...,σn+1)
leva o produto e ′(σ1, ...,σn )× i nt (D) sobre e ′(σ1, ...,σn+1)
Agora vejamos que a aplicação
q |e ′(σ) : e ′(σ)→ e (σ)
é um homeomorfismo. Pelo lema5.2.1 temos que q (e ′(σ)) = e (σ), além disso, se (x1, ...,xn ) ∈
e ′(σ)− e ′(σ) então o n-plano X = q (x1, ...,xn ) não pertence a e (σ), pois algum dos vetores x i
tem que pertencer a Rσi−1 , para todo j ≤ i , assim x j ∈ X ∩Rσi−1, portanto d i m (X ∩Rσi−1) ≥ i
Agora seja A ⊆ e ′(σ) fechadona topologia subespaço. Então Ā ∩ e ′(σ) = A onde Ā ⊆ e ′(σ) é
compacto, logo q (Ā) é fechado,dai temos que q (Ā)∩ e (σ) = q (A), logo q (A)⊆ e (σ) é fechado na







conjuntos e (σ) formam uma estrutura celular no espaço Gn (Rm ).
Demonstração: Vejamos que cada ponto na fronteira de e (σ) esta numa celula e (τ) de di-
mensão menor. Como e ′(σ) é compacto, a imagem q (ē ′(σ)) é igual a ē (σ). Como todo n-
plano X ∈ e (σ)− e (σ) tem uma base (x1, ...,xn ) ∈ e ′(σ)− e ′(σ) onde cada x i ∈ Rσi , segue que
d i m (X ∩Rσi )≥ i para cada i , assim o simbolo de Schubert (τ1, ...,τn ) associado com X satisfaz
τ1 ≤σ1, ...,τn ≤σn
mas nos temos que algum x i ∈Rσi−, logo d i m (X∩Rσi−)≥ i , assim obtemos que τi ≤σi−1<σi
daí segue que d (τ)< d (σ). 
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