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Abstract
We decompose the exterior and symmetric square of the reflection representation of the groups
GL(n) and SO+(2m) over a finite field of odd characteristic. As a byproduct of the method, we
confirm a new case (r = 2, m  4) of a conjecture of Aubert, Michel and Rouquier describing the
unipotent part of the Howe correspondence between Sp(2r) and SO+(2m).
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1. Introduction
To determine the decomposition of a tensor product of irreducible representations is a
fundamental question in representation theory, sometimes known as the Clebsch–Gordan
problem. For certain families of groups, such as the classical compact Lie groups, it has a
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tive Lie groups, p-adic reductive algebraic groups and finite groups of Lie type, no such
comprehensive solution has yet been found. Within these families the general Clebsch–
Gordan problem has been solved only for groups of small rank [1–3,24,25,27,29,30]. For
unrestricted rank, attention has typically focused on tensor products of small representa-
tions, both because they tend to possess interesting structural properties, such as being
largely multiplicity free, and because they arise in applications [10,16,31,35,38]. The little
evidence that is available for large representations of groups of unrestricted rank suggests
that their tensor products are relatively insensitive to the factors and exhibit little fine struc-
ture [36]. When the tensor product under consideration has the form π ⊗ π , it is natural
to consider the more refined question of decomposing the symmetric square
∨2
π and the
exterior square
∧2
π . This is less frequently considered, but we note the general results of
Mackey [22], as well as [23].
In this work we focus on the minimal non-trivial unipotent representation of the fi-
nite groups GL(n, q) and SO+(2m,q). These groups are split and simply-laced and so
the minimal representation coincides with the reflection representation [6,14], which we
denote by RefGL(n) and RefSO+(2m), respectively. Both these representations have natural
function-space models. The representation RefGL(n) is realized on the space of mean-zero
complex-valued functions on the projective space Pn−1, under the natural action of GL(n).
To realize RefSO+(2m), let (·,·) be a symmetric bilinear form of rank 2m and maximal
Witt index andQ0 = {x | (x, x) = 0} be the corresponding null quadric. The representation
RefSO+(2m) is realized on the space of complex-valued functions f on Q0 that vanish at 0
and satisfy fˆ = f , where ˆ denotes the Fourier transform with respect to (·,·), under the
natural action of SO+(2m). This assertion is justified in Corollary 5.5.
Our main results are the explicit decompositions of the symmetric and exterior square
of RefGL(n) and RefSO+(2m); these are given in Theorems 4.5 and 5.18. Since the state-
ments involve a substantial amount of notation, we do not give them here. However, we
would like to point out several interesting features of the decompositions. For GL(n), the
symmetric square has a single constituent that appears with multiplicity two; the remaining
constituents all have multiplicity one. The exterior square is multiplicity free, and the two
share a single common constituent. For SO+(2m), the entire tensor square is multiplicity
free and, consequently, the symmetric and exterior square have no common constituents. In
both cases, the exterior square has a single unipotent constituent: it is the principal series
unipotent representation corresponding, as described in [6], to the exterior square of the
reflection representation of the Weyl group. It is presently unclear to what extent this fact
reflects a general phenomenon.
To obtain these results, we begin by decomposing the tensor square of the reflection
representation. Our approach is based on the Howe correspondence and, in particular,
Kudla’s theory of seesaw pairs [15,26]. We show (Propositions 4.1 and 5.4) that the
Howe lift of the trivial representation with respect to the dual pairs (GL(1),GL(n)) and
(Sp(2),SO+(2m)) is essentially the reflection representation. By seesaw duality (Lemma
2.2), this allows us to relate the decomposition of the tensor square of the reflection repre-
sentation to the Howe correspondences with respect to the dual pairs (GL(2),GL(n)) and
(Sp(4),SO+(2m)). More precisely, we have to determine the lifts to GL(2) and Sp(4) of
all constituents of the lifts to GL(n) and SO+(2m) of the representations appearing in the
A.C. Kable, N. Sanat / Journal of Algebra 288 (2005) 409–444 411space of complex-valued functions on the finite symmetric spaces GL(2)/(GL(1)×GL(1))
and Sp(4)/(Sp(2)× Sp(2)). We find the representations that occur in these spaces (Propo-
sitions 3.1 and 3.7) and then (Sections 4.2, 5.3 and 5.4) determine as much of the Howe
correspondences as necessary in order to obtain the decomposition of the tensor square.
The decomposition of the tensor square of RefGL(n) was previously obtained by the second-
named author [32], by a different method.
With the decomposition of the tensor square in hand, we turn to the problem of refining
it to obtain the decompositions of the exterior and symmetric squares. Here our methods
are less systematic and scrupulous. To decompose
∨2 RefGL(n) and ∧2 RefGL(n) we use
the function-space model of RefGL(n) mentioned above to find explicit embeddings of the
constituents of the tensor square into one or the other. To obtain the analogous results on
SO+(2m) we bootstrap from the GL(m) results by considering the Jacquet functor with
respect to the Siegel parabolic in SO+(2m). This resolves the non-unipotent part of the
decompositions and places strong restrictions on the unipotent part. Dimension considera-
tions are then used to complete the argument.
The above discussion begs the question of how to determine the Howe correspondences
with respect to the various dual pairs. For this we rely on the important result of Srini-
vasan [34], which gives the uniform part of the restriction of the Weil representation to the
dual pairs (GL(m),GL(n)) and (Sp(2r),SO+(2m)), among others, in terms of generalized
Deligne–Lusztig representations [8,9,17,21]. We also use a result of Aubert, Michel and
Rouquier [4], which reexpresses the unipotent part of Srinivasan’s formula in a more conve-
nient form. On GL(n) all representations are uniform and so we can derive what we require
rather directly from these results. Both Sp(4) and SO+(2m) have non-uniform representa-
tions, and consequently we must work harder to obtain the required results. In particular,
the space of functions on Sp(4)/(Sp(2) × Sp(2)) contains two non-uniform representa-
tions, both unipotent, and the essential difficulty was to obtain the lifts of these. In order to
do so, it turned out to be necessary to determine the entire unipotent part of the restriction
of the Weil representation to (Sp(4),SO+(2m)). The result is given in Theorem 5.15. It
confirms [4, Conjecture 3.11] in this case. As described in [4, Section 6], the conjecture
had previously been confirmed computationally for m  11. We expect that the method
used in the proof of Theorem 5.15 can be used to give a proof of [4, Conjecture 3.11] in
full.
2. Notation and review
The purpose of this section is to introduce our notation and to review the background
material that we shall require. The notation introduced here will be used in later sections
without comment.
2.1. Finite groups and finite fields
Let G be a finite group. By a representation of G we shall always mean a finite-
dimensional representation of G with complex scalars. We silently make use of the fact
that all such representations are realizable over Q and hence over such fields as Ql . The
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denoted by [·,·]. If X is a finite set then let S(X) be the space of complex-valued functions
on X. If G acts on the left on X then there is a natural representation of G on S(X) given
by (g · f )(x) = f (g−1x). For any representation τ of G, let τ ∗ be the contragredient of τ .
If H is a subgroup of G and π is a representation of G then let resGH (π) be the restriction
of π from G to H and πH be the space of H -fixed vectors in π . If τ is a representation
of H then let indGH (τ) be the representation of G induced from τ . Let R(G) denote the
Grothendieck group of G, Irr(G) the set of irreducible representations of G and X(G) the
set of homomorphisms from G into C×. If K is a field containing Q then K ⊗ZR(G) may
be identified with the space of K-valued class functions on G.
Fix a finite field F of characteristic p = 2 and cardinality q = 3, and a non-trivial com-
plex additive character ψ of F . Let F denote the algebraic closure of F . Let ϕ : F× →
{±1} be the unique quadratic character of F× and set X′(F×) = X(F×) \ {1, ϕ}. Intro-
duce the equivalence relation ∼ on X(F×) given by χ ∼ χ−1. Let E be the quadratic
extension of F and σ the non-trivial element of Gal(E/F). If ν ∈ X(E×) then define
νσ ∈ X(E×) by νσ (x) = ν(xσ ). Introduce the equivalence relation ∼ on X(E×) given
by ν ∼ νσ . Let NmK2/K1 be the norm in the extension K2/K1 of fields. A character of
E× will be called indecomposable if it does not factor through NmE/F . Let X′(E×) be
the set of indecomposable characters of E× and X′0(E×) the set of indecomposable char-
acters of E× that are trivial on F×. Let E˜ be the quadratic extension of E and define
N= {x ∈ E | NmE/F (x) = 1} and N˜= {y ∈ E˜ | NmE˜/E(y) = 1}. Let ϕ˙ :N→ {±1} be the
unique quadratic character of N.
2.2. Algebraic groups
We shall denote algebraic groups by bold letters. If such a group is defined over F then
the corresponding group of F -points will be denoted by the corresponding non-bold letter.
We use “rational” as a synonym for “defined over F .”
Let G be a connected reductive group defined over F . Suppose that T is a rational max-
imal torus in G with Weyl group W(T) = NG(T)/T and that Gal(F/F) acts trivially on
W(T). Then the G-conjugacy classes of rational maximal tori in G are in one-to-one corre-
spondence with the conjugacy classes in W(T). We write Tw for a torus in G associated to
the class of w ∈ W(T). Let P be a (not necessarily rational) parabolic subgroup of G with
a Levi decomposition P = LU such that L is rational. Then there is an associated Lusztig
functor RGL , for whose properties [9, Chapter 11] is a convenient reference. In particular, if
P itself is rational then RGL coincides with the usual parabolic induction functor. We may,
by a harmless abuse of notation, write RGL in place of R
G
L when the context makes clear
which algebraic groups are meant.
Continuing with the notation and assumptions of the previous paragraph, suppose in
addition that G is split and that T is a split rational maximal torus. Let ζ be a complex-
valued function on W(T) and define
RGζ =
1 ∑
ζ(w)RGT (1). (1)|W(T)|
w∈W(T)
w
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tion on G. If π is a representation of W(T) then the symbol RGπ is to be interpreted by
identifying π with its character.
If G is a connected reductive group defined over F then StG will denote the Steinberg
representation of G (for which see [9, Chapter 9]) and RefG will denote its reflection
representation (for which see [6, Section 9]).
If V is a non-degenerate symplectic space over F then we shall denote the automor-
phism group of (V , 〈·,·〉) by Sp(V ). Let jm be the m-by-m matrix
jm =
( 1···1
)
(2)
and
J2m =
(
0m jm
−jm 0m
)
.
The condition gJ2mtg = J2m defines an algebraic subgroup of GL(2m), which we denote
by Sp(2m). The elements of the form
a(t1, . . . , tm) = diag
(
t1, . . . , tm, t
−1
m , . . . , t
−1
1
) (3)
comprise a maximal torus in Sp(2m), which we denote by T. The upper-triangular matrices
in Sp(2m) form a rational Borel subgroup, which we denote by B.
If V is a non-degenerate orthogonal space then we shall denote by O(V ) the auto-
morphism group of (V , (·,·)). The subgroup SO(V ) of O(V ) consists of all elements of
determinant one. There are two inequivalent orthogonal spaces of dimension n over F .
The groups associated to these spaces are isomorphic if n is odd, but not if n is even. The
condition gjntg = jn defines an algebraic subgroup of GL(n), which we denote by O(n).
Similarly, the conjunction of the conditions gjntg = jn and det(g) = 1 defines an alge-
braic group SO(n). If V is a non-degenerate orthogonal space over F of dimension n and
maximal Witt index then O(n) ∼= O(V ) and SO(n) ∼= SO(V ). The elements of the form
(3) comprise a maximal torus in SO(2m), which we denote by T. The upper-triangular
matrices in SO(2m) form a rational Borel subgroup, which we denote by B. Similarly,
the elements of the form diag(t1, . . . , tm,1, t−1m , . . . , t−11 ) comprise a maximal torus in
SO(2m+ 1), and the upper-triangular matrices in SO(2m+ 1) form a rational Borel sub-
group.
Since we shall not have to consider the non-split form of SO(2m) in any serious way,
we have simplified the notation by writing SO(2m) instead of SO+(2m) for the F -points
of the split form of SO(2m). We shall also use the notation SO+(2m) when convenient.
The F -points of the non-split form will be denoted by SO−(2m) when necessary.
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The irreducible representations of GL(2) will arise repeatedly and it will be useful to
introduce notation for them. The reader may refer to [9, Section 15.9] for verifications of
the assertions made here.
To each character χ ∈ X(F×) are associated a one-dimensional representation χ ◦ det
and a q-dimensional representation χ ⊗ StGL(2). To each pair of characters χ1, χ2 ∈
X(F×) with χ1 = χ2 is associated a (q + 1)-dimensional principal series representation
κ(χ1, χ2), and we have κ(χ1, χ2) ∼= κ(χ2, χ1). To each ν ∈ X′(E×) is associated a (q−1)-
dimensional cuspidal representation ρ(ν), and we have ρ(ν) ∼= ρ(νσ ). This completes the
list of the q2 − 1 irreducible representations of GL(2). Of these, q + 2 have trivial central
character. They are the representations 1 and ϕ ◦ det, the Steinberg representation StGL(2)
and its twist ϕ ⊗ StGL(2), (q − 3)/2 principal series representations κ(χ) = κ(χ,χ−1), in-
dexed by X′(F×)/∼, and (q−1)/2 cuspidal representations ρ(ν), indexed by X′0(E×)/∼.
Lemma 2.1. Fix θ ∈ E× such that θ2 ∈ F× \ (F×)2. Define m+ = (1 + ϕ(−1))/2 and
m− = 1 −m+. Then ∨2 StGL(2) is isomorphic to
1 ⊕ StGL(2) ⊕m+ · (ϕ ⊗ StGL(2))⊕
⊕
χ∈X′(F×)/∼
χ(−1)=1
κ(χ)⊕
⊕
ν∈X′0(E×)/∼
ν(θ)=−1
ρ(ν)
and
∧2 StGL(2) is isomorphic to
m− · (ϕ ⊗ StGL(2))⊕
⊕
χ∈X′(F×)/∼
χ(−1)=−1
κ(χ)⊕
⊕
ν∈X′0(E×)/∼
ν(θ)=1
ρ(ν).
Proof. The decomposition of StGL(2) ⊗StGL(2) is well known. The alternating and sym-
metric subspaces may be distinguished by using Theorem 4.1 and Lemma 2.3 of [13], for
example. 
2.4. Mutually centralizing pairs and seesaw pairs
Let G be a finite group and Ω a representation of G. Suppose that G1 and G2 are sub-
groups of G such that each is contained in the centralizer of the other. A representation of
G1 ·G2 may be regarded as a representation of G1 ×G2 by pullback along the natural map
G1 × G2 → G1 · G2. In this setting we obtain a map Θ : Irr(G1) → R(G2) by requiring
that
resGG1·G2(Ω) ∼=
⊕
π∈Irr(G1)
π ⊗Θ(π)
as representations of G1 × G2. This map extends to a homomorphism Θ : R(G1) →
R(G2). We call Θ a Howe map; Θ(π) is also called the Howe lift of π . Note that we
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pairs (G1,G2) and (H1,H2) inside G are called a seesaw pair if H1 ⊂ G1 and G2 ⊂ H2.
Lemma 2.2. Let (G1,G2) and (H1,H2) be a seesaw pair in G. Let ρ be an irreducible
representation of H1 and π be an irreducible representation of G2. Let Θ : Irr(G2) →
R(G1) and Θ ′ : Irr(H1) →R(H2) be the indicated Howe maps. Then we have
HomH1
(
res
G1
H1
(
Θ(π)
)
, ρ
)∼= HomG2(resH2G2(Θ ′(ρ)),π).
Proof. It is easily seen that both spaces are isomorphic to the space
HomH1×G2
(
resGH1·G2(Ω),ρ ⊗ π
)
. 
2.5. Description of the basic seesaw pairs
Let V1 and V2 be vector spaces over F and V = V1 ⊗F V2. The groups GL(V1) and
GL(V2) act naturally on V and so may be regarded as subgroups of GL(V ). As such,
they are a mutually centralizing pair and we obtain Howe maps between R(GL(V1)) and
R(GL(V2)) with respect the representation Ω = S(V ) of GL(V ). Note that Ω is pre-
cisely the Weil representation of GL(V ) in the sense of [11]; this remark is significant
only because we wish to use the results of [34] regarding the Howe map for the pair
(GL(V1),GL(V2)). We shall refer to the special case (GL(1),GL(n)) as D.I and the special
case (GL(2),GL(n)) as D.I′.
Suppose that W1 and W2 are also vector spaces over F and that W = W1 ⊗ W2. Then
(GL(V1) × GL(W1),GL(V2) × GL(W2)) is a mutually centralizing pair in GL(V ⊕ W)
and we obtain a Howe map with respect to the representation Ω = S(V ⊕ W). From this
observation, we obtain the following seesaw pair inside GL(2n), which will be referred to
as S.I:
GL(2) GL(n)× GL(n)
GL(1)× GL(1) GL(n).
(S.I)
Let V be a non-degenerate symplectic space over F and denote by Sp(V ) the symplectic
group of V . Associated to V and ψ there is a Weil representation ωV,ψ , or simply ωψ , of
Sp(V ) [11].
Let V1 be a non-degenerate symplectic space over F and V2 be a non-degenerate or-
thogonal space over F . Let 〈·,·〉1 denote the form on V1 and (·,·)2 denote the form on V2.
The space V = V1 ⊗F V2 together with the form given on simple tensors by
〈ξ1 ⊗ ξ2, ζ1 ⊗ ζ2〉 = 〈ξ1, ζ1〉1 · (ξ2, ζ2)2
is a non-degenerate symplectic space. The symplectic group Sp(V ) has a subgroup iso-
morphic to Sp(V1), acting on the first factor, and a subgroup isomorphic to O(V2), acting
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mutually centralizing pair (Sp(V1),SO(V2)) and Howe maps with respect to the represen-
tation Ω = ωψ . We shall refer to the special case (Sp(2),SO(2m)) as D.II and the special
case (Sp(4),SO(2m)) as D.II′.
If W1 is a second non-degenerate symplectic space, W2 is a second non-degenerate or-
thogonal space and W = W1 ⊗F W2 then there is a mutually centralizing pair (Sp(V1) ×
Sp(W1),SO(V2)× SO(W2)) inside Sp(V ⊕W). From this observation, we obtain the fol-
lowing seesaw pair inside Sp(8m), which will be referred to as S.II:
Sp(4) SO(2m)× SO(2m)
Sp(2)× Sp(2) SO(2m).
(S.II)
3. Decomposition of the parameterizing representations
This section will be devoted to the decomposition of the representations whose con-
stituents parameterize the decomposition of the tensor square of the reflection representa-
tion. These representations will be referred to as R.I and R.II. They are as follows:
indGL(2)GL(1)×GL(1)(1 ⊗ 1), (R.I)
indSp(4)Sp(2)×Sp(2)(1 ⊗ 1). (R.II)
The facts to be presented in the next three subsections follow straightforwardly from
known results. For this reason we give a brief indication of the proofs and leave aside
purely computational issues, such as the determination of double coset decompositions.
3.1. Decomposition of R.I
Proposition 3.1. We have
indGL(2)GL(1)×GL(1)(1 ⊗ 1) ∼=
⊕
π
mππ,
where the direct sum is over all irreducible representations of GL(2) having trivial central
character and mπ = 0 if π = ϕ ◦ det, mπ = 2 if π = StGL(2), and mπ = 1, otherwise.
Proof. The representation in question is isomorphic to RGL(2)GL(1)×GL(1)(1⊗1)⊗StGL(2), and
this is (1 ⊕ StGL(2))⊗ StGL(2); now use Lemma 2.1. 
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Let V be a four-dimensional vector space over F with ordered basis e−2, e−1, e1, e2
and symplectic form satisfying 〈e−2, e−1〉 = 0, 〈e1, e2〉 = 0 and 〈e−j , ej 〉 = 1 for j =
1,2. Then, with the conventions established in 2.2, Sp(V ) = Sp(4). The space V may be
regarded as the F -points of a suitable affine space over Z and Sp(4) acts on this affine
space. Let α(a(t1, t2)) = t1t−12 and β(a(t1, t2)) = t22 . Then {α,β} is the simple system for
Sp(4) with respect to the torus T and Borel subgroup B fixed in 2.2. We denote the Weyl
group W(T) simply by W . Let sα, sβ denote the simple reflections in W .
The Borel subgroup B may be characterized as the stabilizer of the isotropic flag
sp(e−2) < sp(e−2, e−1), where sp denotes the span. We denote by P1 the parabolic sub-
group stabilizing the isotropic line sp(e−2) and by P2 the parabolic subgroup stabilizing
the isotropic plane sp(e−2, e−1). Let K denote the subgroup Sp(2)× Sp(2) of Sp(4).
All the representations of Sp(4) that we must consider have trivial central character
and so may be regarded as representations of PSp(4) = Sp(4)/Z(Sp(4)). We call such a
representation generic if it appears in the unique Gelfand–Graev representation of PSp(4)
(see [9, Definition 14.29], for example).
Lemma 3.2. The representation R.II is multiplicity free and has q + 2 irreducible con-
stituents. None of these constituents is generic.
Proof. For the first statement, verify that |K\Sp(4)/K| = q + 2 and that KgK = Kg−1K
for all g. For the second, let U be the unipotent radical of B and verify that no (K,U)-
double coset in Sp(4) supports a non-zero function invariant on the left by K and trans-
forming on the right under U via the character used to define the Gelfand–Graev represen-
tation mentioned above. 
Lemma 3.3. There are distinct irreducible representations Γ1 and Γ2 of Sp(4) such that
indSp(4)B (1) ∼= 1 ⊕ 2 · RefSp(4) ⊕Γ1 ⊕ Γ2 ⊕ StSp(4),
indSp(4)P1 (1)
∼= 1 ⊕ Γ1 ⊕ RefSp(4),
indSp(4)P2 (1)
∼= 1 ⊕ Γ2 ⊕ RefSp(4) .
The representations 1, Γ1 and RefSp(4) are constituents of R.II.
Proof. For the first statement, use [6, Theorem 2.1]. For the second, combine the fact that
|K\Sp(4)/P1| = 3 with Lemma 3.2. 
For χ ∈ X(F×) we define χˇ ∈ X(T ) by χˇ (a(t1, t2)) = χ(t1t−12 ).
Lemma 3.4. If χ ∈ X′(F×), thenR
Sp(4)
T (χˇ) = Πn(χ)⊕Πg(χ),
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generic representation. The representation Πn(χ) is a constituent of R.II.
Proof. Corollary 5.4 of [12] implies that RSp(4)T (χˇ) has two irreducible constituents, each
appearing with multiplicity one, and Proposition 14.32 of [9] gives the claim about gener-
icity. The Mackey formula and Lemma 3.2 complete the proof. 
We fix a Levi factor L2 for P2 by defining L2 = 〈T,Uα,U−α〉. It is easy to see that
L2 ∼= GL(2) and we make this identification in what follows. We have
R
Sp(4)
T (χˇ)
∼= RSp(4)L2
(
κ(χ)
)
for χ ∈ X′(F×) and this leads us to write Πn(κ(χ)) = Πn(χ) and similarly for Πg(κ(χ)).
Lemma 3.5. Let ρ be an irreducible cuspidal representation of GL(2) having trivial cen-
tral character. Then
R
Sp(4)
L2
(ρ) = Πn(ρ)⊕Πg(ρ),
where Πn(ρ) is an irreducible non-generic representation and Πg(ρ) is an irreducible
generic representation. The representation Πn(ρ) is a constituent of R.II.
Proof. The first part is verified as in the proof of Lemma 3.4. By the Mackey formula,
the space of intertwining operators from RSp(4)L2 (ρ) into R.II has a subspace isomorphic to
HomL2(ρ, ind
L2
T (1)), and this one-dimensional by Proposition 3.1. Lemma 3.2 completes
the proof. 
Lemma 3.6. The space
HomSp(4)
(
R
Sp(4)
T (ϕˇ), ind
Sp(4)
K (1)
)
is two-dimensional. There is a unique constituent Λ of RSp(4)T (ϕˇ) that appears with multi-
plicity two and Λ is a constituent of R.II.
Proof. The Mackey formula gives the dimension of the intertwining space. Corollary 5.4
of [12] shows that RSp(4)T (ϕˇ) has five irreducible constituents, exactly one of which appears
with multiplicity two. Excluding these five, we have already identified q + 1 distinct irre-
ducible constituents of R.II in Lemmas 3.3–3.5. By Lemma 3.2, there is only one left to
find, and this is not consistent with the first two statements unless it is Λ. 
Proposition 3.7. The representation R.II decomposes as
1 ⊕ Γ1 ⊕ RefSp(4) ⊕Λ⊕
⊕
Πn(κ)⊕
⊕
Πn(ρ),κ ρ
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central character and ρ runs over the irreducible cuspidal representations of GL(2) having
trivial central character.
Proof. This is simply a compilation of the facts stated above. 
3.3. Additional properties of the constituents of R.II
There are five conjugacy classes in W(T), represented by the elements e, sα , sβ , sαsβ
and w0 = (sαsβ)2. These correspond to five conjugacy classes of rational tori in Sp(4). We
have Te ∼= (F×)2, Tsα ∼= E×, Tsβ ∼= F× ×N, Tsαsβ ∼= N˜, and Tw0 ∼=N×N. We abbreviate
Tsα to Tα , Tsβ to Tβ and Tsαsβ to Tαβ .
Proposition 3.8. For all χ ∈ X′(F×),
Πn
(
κ(χ)
)= 1
2
R
Sp(4)
Te
(χ ⊗ χ)+ 1
2
R
Sp(4)
Tα
(χ ◦ NmE/F ).
For all ν ∈ X′0(E×),
Πn
(
ρ(ν)
)= −1
2
R
Sp(4)
Tα
(ν)− 1
2
R
Sp(4)
Tw0
(ν ⊗ ν).
Proof. Standard techniques show that the given linear combinations are irreducible sub-
representations of RSp(4)L2 (κ(χ)) and R
Sp(4)
L2
(ρ(ν)), respectively. The other irreducible sub-
representation is obtained by changing the sign on the second coefficient in each linear
combination. It is well known that the non-generic constituents have the smaller dimen-
sion, and so [9, Proposition 12.17] may be used to resolve the ambiguity of sign. 
Proposition 3.9. We have
Λ = 1
4
R
Sp(4)
Te
(ϕ ⊗ ϕ)− 1
4
R
Sp(4)
Tw0
(ϕ˙ ⊗ ϕ˙).
Proof. This may be obtained by an application of [9, Theorem 13.23], along the lines of
the proof of Proposition 5.9 below. 
We fix a Levi factor L1 for P1 by defining L1 = 〈T,Uβ,U−β〉. It is easy to see that
L1 ∼= GL(1) × SL(2). There is a non-rational parabolic subgroup of Sp(4) with rational
Levi component L−1 isomorphic to U(1)× SL(2). The subgroup L−1 of Sp(4) contains the
tori Tβ and Tw0 .
Proposition 3.10. Let π be an irreducible, non-unipotent constituent of R.II. Then, for all
χ ∈ X(F×), ( )HomSp(4) R
Sp(4)
L1
(χ ⊗ 1),π = 0
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HomSp(4)
(
R
Sp(4)
L−1
(ν ⊗ 1),π)= 0.
Proof. This follows from Propositions 3.7–3.9, together with [9, Corollary 11.15]. 
4. The reflection representation of the general linear group
This section will be devoted to the decomposition of the symmetric and exterior squares
of the reflection representation of GL(n). We assume that n 3; the case n = 2 is anom-
alous and has already been dealt with in Lemma 2.1.
4.1. The lift of the trivial representation from GL(1)
Proposition 4.1. Let Θ : R(GL(1)) → R(GL(n)) be the Howe map associated to the mu-
tually centralizing pair D.I. Then
Θ(1) = 2 · 1 ⊕ RefGL(n) .
Proof. This is well known. 
4.2. Lifts to GL(2)
Let Θ ′ : R(GL(2)) → R(GL(n)) and tΘ ′ : R(GL(n)) → R(GL(2)) denote the Howe
maps associated to the mutually centralizing pair D.I′. We wish to calculate tΘ ′(Π) for
each representation Π of GL(n) that occurs in Θ ′(π) with π any irreducible constituent
of the parameterizing representation R.I. For this purpose, we appeal to the results of [34].
Note that, since we have assumed that q is odd and greater than three, the hypothesis of
the main theorem of [34] is satisfied. Let Ω = S(F 2 ⊗F Fn) with the canonical action of
GL(2)× GL(n) be the representation used to define the Howe map. By the main theorem
of [34], we have the decomposition
Ω =
2∑
k=0
∑
(T )⊂GL(k)
1
|W(T )|
∑
χ∈X(T )
R
GL(2)
T×GL(2−k)(χ ⊗ 1)⊗RGL(n)T×GL(n−k)(χ ⊗ 1). (4)
The notation (T ) ⊂ GL(k) indicates that T runs over the conjugacy classes of tori in GL(k),
and W(T ) is the Weyl group of T .
The irreducible unipotent representations of GL(n) are parameterized by the irre-
ducible representations of the symmetric group Sn which are in one-to-one correspon-
dence with unordered partitions of n. We denote by Πλ the unipotent representation of
GL(n) corresponding to the unordered partition λ of n. Recall that, with this notation,
RefGL(n) = Π[n−1,1].
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Θ ′(StGL(2)) are 1, Π[n−1,1], Π[n−2,1,1] and Π[n−2,2]. For these representations we have
tΘ ′(1) = 3 · 1 ⊕ StGL(2), tΘ ′(Π[n−1,1]) = 2 · 1 ⊕ 2 · StGL(2),
tΘ ′(Π[n−2,1,1]) = StGL(2), tΘ ′(Π[n−2,2]) = 1.
Proof. The proof follows easily from (4). 
Proposition 4.3. Let π be an irreducible representation of GL(2) having trivial central
character. Assume that π is not unipotent. Then the irreducible representation
Π = RGL(n)GL(2)×GL(n−2)(π ⊗ 1)
is the only constituent of Θ ′(π) and tΘ ′(Π) = π .
Proof. This follows easily from (4). 
4.3. The decomposition of ∨2 RefGL(n) and ∧2 RefGL(n)
Theorem 4.4. The representation RefGL(n) ⊗RefGL(n) decomposes as the direct sum of the
representations
1 ⊕ 2 · RefGL(n) ⊕ 2 ·Π[n−2,1,1] ⊕Π[n−2,2] ⊕RGL(n)GL(2)×GL(n−2)
(
(ϕ ⊗ StGL(2))⊗ 1
)
and ⊕
χ∈X′(F×)/∼
R
GL(n)
GL(2)×GL(n−2)
(
κ(χ)⊗ 1)⊕ ⊕
ν∈X′0(E×)/∼
R
GL(n)
GL(2)×GL(n−2)
(
ρ(ν)⊗ 1).
Proof. Let Π be an irreducible representation of GL(n). By Lemma 2.2 applied to the
seesaw pair S.I, Proposition 4.1 and Frobenius reciprocity, we have
HomGL(n)(4 · 1 ⊕ 4 · RefGL(n) ⊕RefGL(n) ⊗RefGL(n),Π)
∼= HomGL(2)
(
tΘ ′(Π), indGL(2)GL(1)×GL(1)(1 ⊗ 1)
)
. (5)
From this isomorphism it follows that Π does not appear in RefGL(n) ⊗RefGL(n) unless Π
appears in Θ ′(π), where π is some constituent of the representation R.I. In Proposition 3.1
we determined the irreducible constituents of R.I and in 4.2 we determined all Π occurring
in their lifts to GL(n). It remains to determine the multiplicity of each such representation
in the tensor square of the reflection representation. This may be done using (5) and the
results of 4.2. 
We now refine this result by determining the decomposition of the symmetric and exte-
rior square of the reflection representation of GL(n).
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to be the direct sum of ⊕
χ∈X′(F×)/∼
χ(−1)=
R
GL(n)
GL(2)×GL(n−2)
(
κ(χ)⊗ 1)
and ⊕
ν∈X′0(E×)/∼
ν(θ)=−
R
GL(n)
GL(2)×GL(n−2)
(
ρ(ν)⊗ 1).
Let m+ = (1 + ϕ(−1))/2 and m− = 1 −m+. Then ∨2 RefGL(n) decomposes as the direct
sum of
1 ⊕ 2 · RefGL(n) ⊕Π[n−2,1,1] ⊕Π[n−2,2]
and
m+ ·RGL(n)GL(2)×GL(n−2)
(
(ϕ ⊗ StGL(2))⊗ 1
)⊕Ξ1
and
∧2 RefGL(n) decomposes as
Π[n−2,1,1] ⊕m− ·RGL(n)GL(2)×GL(n−2)
(
(ϕ ⊗ StGL(2))⊗ 1
)⊕Ξ−1.
Proof. Throughout this proof, Pn−1 will denote Pn−1(F ). Let X = Pn−1 ×Pn−1, Y be the
space of flags of type (1,2, n) in Fn and G(2, n) be the Grassmannian of 2-planes in Fn.
If V is a space of functions on a symmetric subset of the product of a set with itself then
we shall denote by V + the subspace of functions satisfying h(x, y) = h(y, x) and by V −
the subspace of functions satisfying h(x, y) = −h(y, x).
Under the natural action of GL(n), S(Pn−1) decomposes as 1⊕RefGL(n). The represen-
tation
∨2
(1 ⊕ RefGL(n)) is realized on the space S+(X) and so
S+(X) ∼= 1 ⊕ RefGL(n) ⊕
∨2
RefGL(n), (6)
and similarly
S−(X) ∼= RefGL(n) ⊕
∧2
RefGL(n) . (7)
Let ∆ ⊂ X denote the diagonal in X and identify S(X \ ∆) with the subspace of
S(X) consisting of functions that vanish on ∆. The GL(n)-equivariant linear map T1 :
S(Pn−1) → S+(X) given by
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embeds 1 ⊕ RefGL(n) in S+(X). Note that im(T1)∩ S+(X \∆) = {0}.
Define T2 : S(Y ) → S+(X \∆) by
(T2f )
([ζ ], [ξ ])= f (sp(ζ ) < sp(ζ, ξ))+ f (sp(ξ) < sp(ζ, ξ)),
where ζ, ξ ∈ Fn \ {0} are linearly independent, and [ζ ] and [ξ ] denote the points
in Pn−1 corresponding to ζ and ξ , respectively. Clearly T2 is a GL(n)-equivariant
linear map. Suppose that f ∈ S(Y ) lies in the kernel of T2. Then, for any plane
p and distinct lines l, l′ < p, it must be true that f (l < p) = −f (l′ < p). Given
a flag l < p, there are lines l′, l′′ < p that are distinct and not equal to l. Thus
f (l < p) = −f (l′ <p) = f (l′′ <p) = −f (l < p) and so f (l < p) = 0. We conclude that
T2 is injective. The space Y is a homogeneous set for GL(n) with point stabilizer the stan-
dard parabolic of type (1,1, n− 2). Thus
S(Y ) ∼= RGL(n)GL(1)×GL(1)×GL(n−2)(1 ⊗ 1 ⊗ 1),
which is isomorphic to
1 ⊕ 2 · RefGL(n) ⊕Π[n−2,2] ⊕Π[n−2,1,1]. (8)
It follows from this, (6) and the observation made in the previous paragraph that (8) is
isomorphic to a subrepresentation of
∨2 RefGL(n).
Define T3 : S(Y ) → S−(X \∆) by
(T3f )
([ζ ], [ξ ])= f (sp(ζ ) < sp(ζ, ξ))− f (sp(ξ) < sp(ζ, ξ)).
Clearly T3 is a GL(n)-equivariant linear map. A function f ∈ S(Y ) lies in the kernel of T3
precisely when the value of f (l < p) depends only on p. The space of such functions may
be identified with S(G(2, n)) and consequently with
R
GL(n)
GL(2)×GL(n−2)(1 ⊗ 1),
which is isomorphic to
1 ⊕ RefGL(n) ⊕Π[n−2,2] (9)
and so T3 embeds the quotient of (8) by (9) as a subrepresentation of S−(X \∆). From (7)
it then follows that Π[n−2,1,1] appears in
∧2 RefGL(n). This verifies the unipotent parts of
the decompositions of
∨2 RefGL(n) and ∧2 RefGL(n).
Let Q < GL(n) be the standard (2, n − 2) parabolic over F so that Q ∼= (GL(2) ×
GL(n − 2)) · V , where V is the F -points of the unipotent radical. We extend the natural
action of GL(2) on P1 to an action of Q on P1 by making the unipotent radical and the
GL(n − 2)-block act trivially. Let π be a non-unipotent representation of GL(2) that ap-
pears in StGL(2) ⊗StGL(2). It follows from Lemma 2.1 that π may be realized on a unique
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representation
Π = RGL(n)GL(2)×GL(n−2)(π ⊗ 1)
may be regarded as the space of functions Φ : GL(n) → Eπ that satisfy the transformation
law
Φ(hg)(z) = Φ(g)(h−1z) (10)
for g ∈ GL(n), h ∈ Q and z ∈ (P1 ×P1)\ δ. The action of GL(n) on this space of functions
is (g0 ·Φ)(g) = Φ(gg0).
To embed Π into S(X \∆), we take advantage of the fibration
(
P1 × P1) \ δ X \∆
t
G(2, n),
where t : X \∆ → G(2, n) is defined by t ([ζ ], [ξ ]) = sp(ζ, ξ). Let p0 = sp(e1, e2), where
ej is the j th standard basis vector in Fn, and Z = t−1(p0). Since GL(n) acts transitively on
X \∆, given any x ∈ X \∆ we may find gx ∈ GL(n) such that gxx ∈ Z. Define T4 :Π →
S(X \∆) by
(T4Φ)(x) = Φ(gx)(gxx),
where we have identified Z with (P1 × P1) \ δ. The subgroup Q< GL(n) is precisely the
stabilizer of Z and it follows from this and (10) that T4 is well defined. It is routine to verify
that it is a non-zero, GL(n)-equivariant linear map and hence embeds Π into S(X \ ∆).
Clearly im(T4) ⊂ S+(X \∆) if and only if
Eπ ⊂ S+
((
P1 × P1) \ δ).
The non-unipotent part of the decomposition of
∨2 RefGL(n) and∧2 RefGL(n) now follows
from Lemma 2.1. 
The proof of Theorem 4.5 is close to an independent proof of Theorem 4.4. What
is missing is a proof that the irreducible representations that have been embedded into∨2 RefGL(n) and ∧2 RefGL(n) exhaust those spaces. It is here that Theorem 4.5 relies on
Theorem 4.4. In our situation, this could also have been resolved by comparing dimen-
sions, but we wished to avoid this. The combination of the argument from seesaw duality
with embedding arguments seems more natural.
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This section will be devoted to the decomposition of the symmetric and exterior squares
of the reflection representation of SO(2m). When considering this group, we assume that
m 4.
5.1. Further notation and review
Before we can begin our work on the tensor square of the reflection representation of
SO(2m) we must introduce further notation and recall some additional facts.
Let Wm = W(Bm) be the hyperoctahedral group. Then Wm ∼= S2  Sm and there is a
unique character ε : Wm → {±1} whose restriction to the canonical normal subgroup Sm2
is the product of the sign characters and that is trivial on Sm <Wm. We denote the kernel
of ε by W+m ; it is isomorphic to the Weyl group W(Dm).
We now recall some facts concerning the representation theory of Wm and W+m . Sec-
tion 7 of [37] is a good reference for this material. The irreducible representations of Wm
are in one-to-one correspondence with ordered bipartitions of m. If λ and µ are partitions
such that |λ| + |µ| = m then we write (λ | µ) for the associated ordered bipartition. The
irreducible representation of Wm corresponding to (λ | µ) will be denoted by V(λ|µ). The
trivial representation of Wm is V(m|0), the character ε is V(0|m) and the sign character is
V(0|[1]m). The natural representation of Wm as a reflection group, also known as the reflec-
tion representation, is V(m−1|1).
The restriction of V(λ|µ) to W+m is irreducible unless λ = µ; in that case, the restriction
is the direct sum of two distinct irreducible representations. Thus the irreducible repre-
sentations of W+m are in one-to-one correspondence with unordered bipartitions [λ | µ] of
m, except that bipartitions of the form [λ | λ] correspond to two representations. We shall
write V[λ|µ] for the irreducible representation of W+m corresponding to [λ | µ] if λ = µ and
V[λ|λ]+ and V[λ|λ]− for the irreducible representations of W+m corresponding to [λ | λ]. It
will not be necessary to distinguish them further.
Lemma 5.1. We have
indWmW1×Wm−1(1 ⊗ 1) ∼= 1 ⊕ V(m−1,1|0),
indWmW1×Wm−1(ε ⊗ 1) ∼= V(m−1|1),
indWmW2×Wm−2(1 ⊗ 1) ∼= 1 ⊕ V(m−1,1|0) ⊕ V(m−2,2|0),
indWmW2×Wm−2(V(1,1|0) ⊗ 1) ∼= V(m−1,1|0) ⊕ V(m−2,1,1|0),
indWmW2×Wm−2(V(0|2) ⊗ 1) ∼= V(m−2|2),
indWmW2×Wm−2(V(0|1,1) ⊗ 1) ∼= V(m−2|1,1),
Wm ∼indW2×Wm−2(V(1|1) ⊗ 1) = V(m−1|1) ⊕ V(m−2,1|1).
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for Wm (see Proposition 4.18 and the discussion in [37, Section 7.6]). 
Let Ω = ωψ be the Weil representation of Sp(4rm). Let Ωu denote the uniform projec-
tion of the restriction of Ω to the mutually centralizing pair (Sp(2r),SO(2m)) in Sp(4rm).
We mention the following well-known fact because we make frequent use of it.
Lemma 5.2. Let Θ : Irr(Sp(2r)) → R(SO(2m)) be the Howe map associated to the mu-
tually centralizing pair (Sp(2r),SO(2m)) in Sp(4rm). Suppose that ρ is an irreducible
uniform representation of Sp(2r) and that the ρ-isotypic component of Ωu is ρ ⊗Π . Sup-
pose further that every irreducible constituent of Π is uniform. Then Θ(ρ) = Π .
Proposition 5.3. The uniform, unipotent part Ωuu of the restriction of Ω to the mutually
centralizing pair (Sp(2r),SO(2m)) in Sp(4rm) is given by
Ωuu =
min(r,m)∑
l=0
∑
ζ∈Irr(Wl)
R
Sp(2r)
I (l,r;ζ ) ⊗RSO(2m)J (l,m;ζ ),
where
I (l, r; ζ ) = indWrWl×Wr−l (ζ ⊗ 1)
and
J (l,m; ζ ) = resWm
W+m
indWmWl×Wm−l
(
(ε ⊗ ζ )⊗ 1).
Proof. Proposition 4.1 of [4] gives an expression for the uniform, unipotent part of the
restriction of the representation ωψ to the mutually centralizing pair (Sp(2r),O(2m)) in
Sp(4rm). In order to interpret this expression, one must take into account the extension
of the notation RGζ explained at the bottom of page 367 of [4]. With this in mind, the
expression given in [4] is equivalent to
min(r,m)∑
l=0
∑
ζ∈Irr(Wl)
R
Sp(2r)
indWrWl×Wr−l (ζ⊗1)
⊗RO(2m)
res
Wm
W
+
m
indWmWl×Wm−l ((ε⊗ζ )⊗1)
.
It remains to compute the restriction of the second factor to SO(2m). This is easily done
using Clifford theory and the first two unnumbered equations on page 368 of [4]. The
restriction is found to equal
R
SO(2m)
res
Wm
W
+
m
indWmWl×Wm−l ((ε⊗ζ )⊗1)in both cases. 
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ple roots of SO(2m) are α1, . . . , αm, where αj (a(t1, . . . , tm)) = tj t−1j+1 for j = 1, . . . ,m−1
and αm(a(t1, . . . , tm)) = tm−1tm. To each subset J ⊂ {α1, . . . , αm} is associated a standard
parabolic subgroup QJ with a standard Levi decomposition QJ = MJ VJ . If 1  j  m
then let Qj = MjVj be the maximal parabolic subgroup and Levi decomposition associ-
ated to the set J = {α1, . . . , αm} \ {αj }.
5.2. The lift of the trivial representation from Sp(2)
Proposition 5.4. Let Θ :R(Sp(2)) →R(SO(2m)) be the Howe map associated to the pair
D.II. Then Θ(1) = 1 ⊕ RefSO(2m).
Proof. We apply Proposition 5.3 with r = 1. In the notation introduced in that propo-
sition, it shows that the uniform, unipotent part Ωuu of the restriction of ωψ to the pair
(Sp(2),SO(2m)) in Sp(4m) is the sum of
R
Sp(2)
I (0,1;1) ⊗RSO(2m)J (0,m;1)
and
R
Sp(2)
I (1,1;1) ⊗RSO(2m)J (1,m;1) +RSp(2)I (1,1;ε) ⊗RSO(2m)J (1,m;ε).
By applying Lemma 5.1, we obtain
Ωuu = 1 ⊗ 1 +RSp(2)1 ⊗RSO(2m)V[m−1|1] +R
Sp(2)
ε ⊗RSO(2m)1 +RSp(2)ε ⊗RSO(2m)V[m−1,1|0] .
It is well known that RG1 = 1 and RGsgn = StG for any connected reductive group G. Since
SO(2m) is split and simply laced, it follows from [21] that
R
SO(2m)
V[m−1|1] = RefSO(2m) .
The character ε coincides with the sign character on W1 and hence
Ωuu = 1 ⊗ (1 ⊕ RefSO(2m))+ StSp(2) ⊗
(
1 ⊕RSO(2m)V[m−1,1|0]
)
.
The claim now follows from Lemma 5.2. 
Let V = F 2m with the symmetric form (·,·) whose matrix with respect to the standard
basis is j2m (see (2)). Define the Fourier transform on S(V ) by
fˆ (ξ) = q−m
∑
ζ∈V
f (ζ )ψ
(
(ζ, ξ)
)
and let Q0 = {ζ ∈ V | (ζ, ζ ) = 0} be the null quadric in V . Note that the action of SO(2m)
preserves Q0 and commutes with the Fourier transform.
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fˆ = f, f (0) = 0} is isomorphic to RefSO(2m).
Proof. In Sp(2), let w = ( 0 −11 0 ) and x(c) = ( 1 c0 1). It is well known that the restriction of
ωψ to the pair (Sp(2),SO(2m)) may be realized on the space S(V ) with the natural action
of SO(2m) and the action of Sp(2) uniquely specified by the equations
(w · f )(ξ) = fˆ (ξ), (x(c) · f )(ξ) = ψ(−1
2
c(ξ, ξ)
)
f (ξ).
Let E < S(V ) be the space of the lift of the trivial representation from Sp(2). A function
f ∈ S(V ) lies in E if and only if fˆ = f , so that w fixes f , and f is supported on Q0, so that
x(c) fixes f for all c. Let f0 be the function that is qm−1 + 1 at 0, 1 at every other point of
Q0, and 0 elsewhere. A calculation shows that fˆ0 = f0 and so f0 ∈ E. The subspace C · f0
of E affords the trivial representation of SO(2m) and consequently, by Proposition 5.4,
the complementary invariant subspace of E affords RefSO(2m). Since E = C · f0 ⊕E0, the
claim follows. 
It would be interesting to find a direct argument to determine the dimension of E0 and
to show that it affords an irreducible representation of SO(2m).
5.3. Non-unipotent lifts to Sp(4)
Let Θ ′ :R(Sp(4)) →R(SO(2m)) and tΘ ′ :R(SO(2m)) →R(Sp(4)) be the Howe maps
associated to the mutually centralizing pair D.II′. The aim of this subsection is to cal-
culate tΘ ′(Π) for each representation Π of SO(2m) that occurs in Θ ′(π) with π any
non-unipotent irreducible constituent of the parameterizing representation R.II. The unipo-
tent constituents will be dealt with in 5.4.
The parabolic subgroup Q2 will play a substantial role in the analysis; we note that
M2 ∼= GL(2)× SO(2m− 4).
Lemma 5.6. Let π and ρ be irreducible representations of GL(2). Let T ⊂ GL(2) be
the diagonal torus and J : R(GL(2)) → R(T ) denote the linear extension of the stan-
dard Jacquet functor. Let T1, T2 ⊂ T be the subtori in which the second, respectively first,
diagonal entry is 1. If t = diag(t1, t2) then let t˘ = diag(t1, t−12 ) and denote the induced
action of this automorphism on R(T ) by the same symbol. Suppose that resTT1(J (π)) and
resTT2(J (π)) do not contain the trivial character. Then the space
HomSO(2m)
(
R
SO(2m)
M2
(π ⊗ 1),RSO(2m)M2 (ρ ⊗ 1)
) (11)
is isomorphic to
∗ ( )HomGL(2)(π,ρ)⊕ HomGL(2)(π,ρ )⊕ HomT J (π), J (ρ)˘ . (12)
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Let Ω = ωψ be the Weil representation of Sp(8m). By the main theorem of [34], the
uniform part Ωu of the restriction of Ω to the mutually centralizing pair (Sp(4),SO(2m))
inside Sp(8m) is given by
∑
k=0,1,2
(T )⊂Sp(2k)
1
|W(T )|
∑
χ∈X(T )
(T )R
Sp(4)
T×Sp(4−2k)(χ ⊗ 1)⊗RSO(2m)T×SO(T )(2m−2k)(χ ⊗ 1).
In order to interpret this expression, recall that there is a one-to-one correspondence be-
tween conjugacy classes of rational tori in Sp(2k) and conjugacy classes of rational tori
in SO+(2k)  SO−(2k), as described in [34, Section 3]. This correspondence is such that
a character of a rational torus in Sp(2k) may be identified with a character of the corre-
sponding torus in SO±(2k). These identifications are made in Srinivasan’s expression for
Ωu. Also, (T ) is defined to be 1 if T ⊂ Sp(2k) corresponds to a torus in SO+(2k) and to
be −1 if T corresponds to a torus in SO−(2k).
Proposition 5.7. Suppose that χ ∈ X′(F×) and let κ = κ(χ). Then
R
SO(2m)
M2
(κ ⊗ 1) = ∆s(κ)⊕∆l(κ),
where ∆s(κ) and ∆l(κ) are irreducible and dim(∆l(κ)) = q dim(∆s(κ)). We have
Θ ′(Πn(κ)) = ∆s(κ) and tΘ ′(∆s(κ)) = Πn(κ).
Proof. It is easy to use Lemma 5.6 to verify the first claim and to obtain the expressions
∆s(κ) = RSO(2m)M2
(
(χ ◦ det)⊗ 1) (13)
∆l(κ) = RSO(2m)M2
(
(χ ⊗ StGL(2))⊗ 1
)
. (14)
In order to determine Θ ′(Πn(κ)), we must sum all terms in Srinivasan’s formula whose
first factor has non-zero inner product with Πn(κ). In light of Propositions 3.8 and 3.10
and Eqs. (13) and (14), the resulting sum is
1
2
(
Πn(κ)+Πg(κ)
)⊗ (∆s(κ)+∆l(κ))+ 12(Πn(κ)−Πg(κ))⊗ (∆s(κ)−∆l(κ))
and hence the Πn(κ)-isotypic component in the restriction of the representation Ωu to
(Sp(4),SO(2m)) is Πn(κ)⊗∆s(κ). The representation ∆s(κ) is uniform and hence, by the
Lemma 5.2, we have Θ ′(Πn(κ)) = ∆s(κ). This argument also shows that tΘ ′(∆s(κ)) =
Πn(κ) ⊕ Υ , where Υ has no constituents in common with R.II, but does not yet imply
the stronger statement that Υ = 0. In order to obtain this one must check that no term in
Srinivasan’s formula for Ωu whose second factor has a non-zero inner product with ∆s(κ)
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and the expression
∆s(κ) = 12R
SO(2m)
Te×SO(2m−4)
(
(χ ⊗ χ)⊗ 1)+ 1
2
R
SO(2m)
Tα×SO(2m−4)
(
(χ ◦ NmE/F )⊗ 1
)
,
which follows from (13). Since we only require the weaker statement for our application
in 5.5, we refrain from giving further details. 
Proposition 5.8. Suppose that ν ∈ X′0(E×) and let ρ = ρ(ν). Then
R
SO(2m)
M2
(ρ ⊗ 1) = ∆s(ρ)⊕∆l(ρ),
where ∆s(ρ) and ∆l(ρ) are irreducible, and dim(∆l(ρ)) = q dim(∆s(ρ)). We have
Θ ′(Πn(ρ)) = ∆s(ρ) and tΘ ′(∆s(ρ)) = Πn(ρ).
Proof. There is a non-rational parabolic in SO(2m) with rational Levi component M−2
isomorphic to U(2)× SO(2m− 4). Let us write
∆s(ρ) = −RSO(2m)
M−2
(
(ν ◦ det)⊗ 1), (15)
∆l(ρ) = −RSO(2m)
M−2
(
(ν ⊗ StU(2))⊗ 1
)
. (16)
Then
∆s(ρ)+∆l(ρ) = −RSO(2m)Tα×SO(2m−4)(ν ⊗ 1) = R
SO(2m)
M2
(ρ ⊗ 1)
and ∆s(ρ) and ∆l(ρ) are integral linear combinations of irreducible representations. By
the dimension formula for Lusztig functions, dim(∆s(ρ)) > 0, dim(∆l(ρ)) > 0, and the
ratio of the second dimension to the first is q .
It is easy to show that (see the remark following the proof of Proposition 13.27 of [9])[
∆s(ρ),∆s(ρ)
]= [∆l(ρ),∆l(ρ)]= 1. (17)
In light of the observations made in the previous paragraph, it follows that ∆s(ρ) and ∆l(ρ)
are irreducible representations, and this completes the first part of the proof.
The determination of Θ ′(Πn(ρ)) and tΘ ′(∆s(ρ)) now follows the same lines as the
determination of Θ ′(Πn(κ)) and tΘ ′(∆s(κ)) in the proof of Proposition 5.7. According to
Propositions 3.8 and 3.10, the only terms in Srinivasan’s formula that make a contribution
are those with k = 2 and T = Tα or T = Tw0 . We have (T ) = 1 for both of these tori. On
Tα we must sum over characters conjugate to ν and on Tw0 we must sum over characters
conjugate to ν ⊗ ν. By using (15) and (16), the sum is found to be
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2
(−Πn(ρ)−Πg(ρ))⊗ (−∆s(ρ)−∆l(ρ))
+ 1
2
(−Πn(ρ)+Πg(ρ))⊗ (−∆s(ρ)+∆l(ρ)).
As before, an appeal to Lemma 5.10 completes the proof. 
Proposition 5.9. The representations
R
SO(2m)
M2
(
(ϕ ◦ det)⊗ 1) and RSO(2m)M2 ((ϕ ⊗ StGL(2))⊗ 1)
have a unique irreducible constituent Λ˜ in common. It may be expressed as
Λ˜ = 1
4
R
SO(2m)
Te×SO(2m−4)
(
(ϕ ⊗ ϕ)⊗ 1)− 1
4
R
SO(2m)
Tw0×SO(2m−4)
(
(ϕ˙ ⊗ ϕ˙)⊗ 1).
We have Θ ′(Λ) = Λ˜ and tΘ ′(Λ˜) = Λ.
Proof. It follows from Lemma 5.6 that there are five distinct irreducible representations ζj
(j = 1, . . . ,4) and Λ˜ such that
R
SO(2m)
M2
(
(ϕ ◦ det)⊗ 1)= Λ˜+ ζ1 + ζ2 and RSO(2m)M2 ((ϕ ⊗ StGL(2))⊗ 1)= Λ˜+ ζ3 + ζ4.
From these expressions we obtain
R
SO(2m)
Te×SO(2m−4)
(
(ϕ ⊗ ϕ)⊗ 1)= 2Λ˜+ ζ1 + ζ2 + ζ3 + ζ4. (18)
Let S be the standard maximal split torus in SO(2m− 4). Let
s = a(−1,−1,1, . . . ,1) ∈ SO(2m)
and note that s lies in the semisimple conjugacy class associated to the pair ((ϕ ⊗ ϕ)⊗ 1,
Te×S). For any x ∈ W(Te), let χx be the character of Tx associated to a(−1,−1) ∈ SO(4).
We have
R
SO(2m)
Tx×SO(2m−4)(χx ⊗ 1) =
1
|W(S)|
∑
y∈W(S)
R
SO(2m)
Tx×Sy (χx ⊗ 1), (19)
where Sy denotes a torus of type y in SO(2m − 4). Now, CSO(2m)(s) ∼= S(O(4) ×
O(2m − 4)) and, by [9, Theorem 13.23], there is a bijection between the Lusztig series
E(SO(2m), (s)) and E(CSO(2m)(s),1) that extends by linearity to a map of virtual repre-
sentations sending RSO(2m)Tx×Sy (χx ⊗ 1) to R
CSO(2m)(s)
Tx×Sy (1). Note that
C (s) C (s) ( )
R
SO(2m)
Tx×Sy (1) = ind SO(2m)CSO(2m)(s)◦ R
SO(4)
Tx
(1)⊗RSO(2m−4)Sy (1) .
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R
SO(2m)
Tx×SO(2m−4)(χx ⊗ 1)
to
indCSO(2m)(s)
CSO(2m)(s)◦
(
R
SO(4)
Tx
(1)⊗ 1). (20)
The structure of (20) for any x is easily determined. In particular, we find that there are five
unipotent representations ρ1, . . . , ρ5 of CSO(2m)(s) such that
indCSO(2m)(s)CSO(2m)(s)◦
(
R
SO(4)
Te
(1)⊗ 1)= 2ρ1 + ρ2 + ρ3 + ρ4 + ρ5,
indCSO(2m)(s)
CSO(2m)(s)◦
(
R
SO(4)
Tw0
(1)⊗ 1)= −2ρ1 + ρ2 + ρ3 + ρ4 + ρ5.
By the comparing the first of these equations with (18) it follows that ρ1 corresponds with
Λ˜ and ρ2, . . . , ρ5 correspond in some order with ζ1, . . . , ζ4. The second equation then
implies that
R
SO(2m)
Tw0×SO(2m−4)
(
(ϕ˙ ⊗ ϕ˙)⊗ 1)= −2Λ˜+ ζ1 + ζ2 + ζ3 + ζ4. (21)
The second claim in the statement follows on combining this identity with (18).
The determination of Θ ′(Λ) and tΘ ′(Λ˜) now follows exactly the same lines as the de-
termination of the Howe maps in Propositions 5.7 and 5.8. The necessary data is contained
in Proposition 3.9, (18) and (21). 
Lemma 5.10. Let T1,T2 ⊂ SO(4) be rational maximal tori and T3 ⊂ SO(4) be a maximal
torus rational with respect to the non-split rational structure on SO(4). Suppose that, for
i = 1,2,3, χi is a character of Ti such that the semisimple conjugacy class in SO(4)
corresponding to (χi, Ti) does not have 1 amongst its eigenvalues. Let z be an element of
O(4) \ SO(4). Then[
R
SO(2m)
T1×SO(2m−4)(χ1 ⊗ 1),R
SO(2m)
T2×SO(2m−4)(χ2 ⊗ 1)
]
= [RSO(4)T1 (χ1),RSO(4)T2 (χ2)]+ [RSO(4)T1 (χ1),RSO(4)z−1T2z(zχ2)],
where zχ2(t) = χ2(ztz−1), and[
R
SO(2m)
T1×SO(2m−4)(χ1 ⊗ 1),R
SO(2m)
T3×SO−(2m−4)(χ3 ⊗ 1)
]= 0.
Proof. Let S be the standard maximal split torus in SO(2m− 4). For i = 1,2 we have
R
SO(2m)
(χi ⊗ 1) = 1
∑
R
SO(2m)
T ×T (χi ⊗ 1)Ti×SO(2m−4) |W(S)|
x∈W(S)
i x
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double sum over W(S). The terms in this sum may be computed using [9, Corollary 11.15].
The key observation is that any element of SO(2m) that conjugates the pair (T1 ×Tx,χ1 ⊗
1) to the pair (T2 × Ty,χ2 ⊗ 1) must in fact lie in the subgroup S(O(4) × O(2m − 4)) of
SO(2m), because of the hypothesis on the eigenvalues of the semisimple conjugacy classes
associated to χ1 and χ2. Thus any such element may be thought of as a pair (g,h) with
g ∈ O(4), h ∈ O(2m − 4), det(g) = det(h), g(T1, χ1)g−1 = (T2, χ2) and hTxh−1 = Ty .
We may choose z′ ∈ O(2m − 4) \ SO(2m − 4) (recall our assumption that m  4). If a
given pair (g,h) satisfies det(g) = 1 then we leave it as it is. If instead det(g) = −1, we
replace it by the pair (z−1g, (z′)−1h) which conjugates (T1, χ1) to (z−1T2z, zχ2) and Tx
to (z′)−1Tyz′. The two new sets of pairs are equinumerous with the old sets and lie inside
SO(4)×SO(2m−4) (the new sets must be considered separately, since they may overlap).
On making use of these remarks, the double sum reduces to the right-hand side of the first
stated equality. The proof of the second stated equality is very similar. 
5.4. Unipotent lifts to Sp(4)
The purpose of this subsection is to determine the unipotent part of the restriction of
the Weil representation of Sp(8m) to the mutually centralizing pair (Sp(4),SO(2m)). To-
wards this end, it will be necessary to recall a number of facts concerning the unipotent
representations of Sp(4) and of SO(2m).
We first recall Lusztig’s notion of symbols and their relationship to the unipotent repre-
sentations of Sp(2r) and SO(2m); the original reference for this theory is [18]. A symbol
is an unordered pair X = ( S
T
)
of finite subsets S and T of N. Its rank is rk(X) = ||S|− |T ||
and its defect is
def(X) =
∑
m∈S
m+
∑
n∈T
n−
⌊
(|S| + |T | − 1)2
4
⌋
.
We introduce the equivalence relation on symbols generated by the elementary equivalence(
S
T
)
∼
( {0} ∪ (S + 1)
{0} ∪ (T + 1)
)
.
We shall henceforth identify a symbol with its equivalence class. Note that the rank and
defect are constant on equivalence classes.
If µ = µ1, . . . ,µr is a non-decreasing sequence of natural numbers then define
µ = {µi + i − 1}ri=1 ⊂ N.
Suppose that (λ | µ) is an ordered bipartition of r . By padding either λ or µ at the beginning
with zeros, we may assume that λ has one more part than µ. With this assumption we
associate to (λ | µ) the symbol ( λ
µ
)
of rank r and defect 1. This defines a bijection between
the set of ordered bipartitions of r and the set of symbols of rank r and defect 1. Similarly,
if [λ | µ] is an unordered bipartition of m, decorated with a + or − if λ = µ, then we may
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λ
µ
)
of rank m and defect 0. If the unordered partition had a decoration then we preserve
that decoration on the symbol. When convenient, we shall identify a [decorated] bipartition
and its corresponding [decorated] symbol.
Lusztig showed [18] that the unipotent representations of Sp(2r) are in one-to-one cor-
respondence with the set of symbols of rank r and odd defect. If X is such a symbol
then we denote by πX the corresponding unipotent representation of Sp(2r). According
to [6], the principal series unipotent representations of Sp(2r) are parameterized by the
representations of Wr , and hence by ordered bipartitions of r . The parameterization of
unipotent representations by symbols is compatible with the parameterization of principal
series unipotent representations by ordered bipartitions.
The unipotent representations of SO(2m) are in one-to-one correspondence with the
set of decorated symbols of rank m and defect divisible by four. By a decorated symbol
we mean an ordinary symbol
(
S
T
)
with S = T or a symbol ( S
S
)
with a + or − attached.
If X is such a symbol then we denote by ΠX the corresponding unipotent representation
of SO(2m). In this case, the principal series unipotent representations are parameterized
by unordered bipartitions of m, with a + or − attached if the bipartition has the form
[λ | λ]. As before, the parameterization by decorated symbols extends the parameterization
by decorated unordered bipartitions.
In what follows, in order to simplify notation, we shall write R(λ|µ) in place of RSp(2r)V(λ|µ)
and R[λ|µ] in place of RSO(2m)V[λ|µ] . The set of all R(λ|µ) is an orthonormal basis for the space
of uniform class functions on Sp(2r). The set of all R[λ|µ] with λ = µ and all R[λ|λ]± is
an orthonormal basis for the space of uniform class functions on SO(2m). In [19] and
[20], where it is required that q  0, and [21], where this requirement is removed, Lusztig
has shown how to express each R(λ|µ) in terms of the πY and each R[λ|µ] and R[λ|λ]± in
terms of the ΠY . His theorems are recalled in [28, Section 4] and, since it is a routine
matter of combinatorics to apply them, we shall not give any details of the computations.
In general, we shall use the letter P to denote the orthogonal projection operator onto
the space of uniform class functions; context will make its meaning precise. Note that the
decomposition theorems just mentioned make it possible to compute P(πX) and P(ΠX)
for any appropriate symbol X.
In addition to the five principal series unipotent representations identified in Lemma 3.3,
Sp(4) has a unipotent cuspidal representation, which we shall denote by ϑ . It is the rep-
resentation identified as θ10 in [33]. Henceforth, let X0 denote the symbol
( 0 1 2
−
)
of
rank 2 and defect 3. We have π(2|0) = 1, π(0|1,1) = StSp(4), π(1|1) = RefSp(4), π(1,1|0) = Γ1,
π(0|2) = Γ2 and πX0 = ϑ .
Lemma 5.11. We have
1. R(2|0) = 1;
2. R(0|1,1) = StSp(4);
3. R(1|1) = 12 (RefSp(4) +Γ1 + Γ2 + ϑ);
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5. R(0|2) = 12 (RefSp(4) −Γ1 + Γ2 − ϑ).
Proof. A calculation, as described above. 
Lemma 5.12. We have
1. P(1) = R(2|0);
2. P(StSp(4)) = R(0|1,1);
3. P(RefSp(4)) = 12 (R(1|1) +R(1,1|0) +R(0|2));
4. P(Γ1) = 12 (R(1|1) +R(1,1|0) −R(0|2));
5. P(Γ2) = 12 (R(1|1) −R(1,1|0) +R(0|2));
6. P(ϑ) = 12 (R(1|1) −R(1,1|0) −R(0|2)).
Proof. This follows from Lemma 5.11. 
We require similar results for certain representations of SO(2m). Note that Π[m|0] = 1
and Π[m−1|1] = RefSO(2m). Henceforth, let Y0 denote the symbol
( 0 1 2 m−1
−
)
of rank m and
defect 4.
Lemma 5.13. We have
1. R[m|0] = Π[m|0];
2. R[m−1,1|0] = Π[m−1,1|0];
3. R[m−1|1] = Π[m−1|1];
4. R[m−2,2|0] = 12 (Π[m−2,2|0] +Π[m−2,1|1] −Π[m−2|1,1] −ΠY0);
5. R[m−2|2] = Π[m−2|2] if m 5;
6. R[m−2,1,1|0] = Π[m−2,1,1|0];
7. R[m−2,1|1] = 12 (Π[m−2,2|0] +Π[m−2,1|1] +Π[m−2|1,1] +ΠY0);
8. R[m−2|1,1] = 12 (−Π[m−2,2|0] +Π[m−2,1|1] +Π[m−2|1,1] −ΠY0).
If m = 4 then 5. is replaced by R[2|2]+ = Π[2|2]+ and R[2|2]− = Π[2|2]− .
Proof. A calculation, as described above. 
Lemma 5.14. We have
1. P(Π[m|0]) = R[m|0];
2. P(Π[m−1,1|0]) = R[m−1,1|0];
3. P(Π[m−1|1]) = R[m−1|1];
4. P(Π[m−2,2|0]) = 12 (R[m−2,2|0] +R[m−2,1|1] −R[m−2|1,1]);
5. P(Π[m−2|2]) = R[m−2|2] if m 5;
6. P(Π[m−2,1,1|0]) = R[m−2,1,1|0];
7. P(Π[m−2,1|1]) = 12 (R[m−2,2|0] +R[m−2,1|1] +R[m−2|1,1]);
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9. P(ΠY0) = 12 (−R[m−2,2|0] +R[m−2,1|1] −R[m−2|1,1]).
If m = 4 then 5. is replaced by P(Π[2|2]+) = R[2|2]+ and P(Π[2|2]−) = R[2|2]− .
Proof. This follows from Lemma 5.13. 
Theorem 5.15. The unipotent part of the restriction of the Weil representation of Sp(8m)
to the mutually centralizing pair (Sp(4),SO(2m)) is given by
1 ⊗ (Π[m|0] +Π[m−1|1] +Π[m−2|2])+ StSp(4) ⊗(Π[m−1,1|0] +Π[m−2,1,1|0])
+ RefSp(4) ⊗(Π[m|0] +Π[m−1,1|0] +Π[m−1|1] +Π[m−2,1|1])
+ Γ1 ⊗ (Π[m−1|1] +Π[m−2|1,1])+ Γ2 ⊗ (Π[m|0] +Π[m−1,1|0]
+Π[m−2,2|0])+ ϑ ⊗ΠY0
for m 5. When m = 4, the term Π[m−2|2] in the first line is replaced by Π[2|2]+ +Π[2|2]− .
Proof. Throughout the proof, the symbol R[m−2|2] should be replaced by R[2|2]+ +R[2|2]−
if m = 4, and similarly with Π[m−2|2]. With this convention, the proof is the same for m = 4
and for m 5.
Let Ωunip denote the unipotent part of the restriction of the Weil representation to
(Sp(4),SO(2m)) and Ξ denote the representation given in the statement. By combining
Lemma 5.1 and Proposition 5.3, we obtain an expression for P(Ωunip) in terms of the
R(λ|µ) and R[λ|µ]. On calculation, it is found to be
P(Ωunip) = R(2|0) ⊗ (R[m|0] +R[m−1|1] +R[m−2|2])
+R(0|1,1) ⊗ (R[m−1,1|0] +R[m−2,1,1|0])
+R(1|1) ⊗ (R[m|0] +R[m−1,1|0] +R[m−1|1] +R[m−2,1|1])
+R(1,1|0) ⊗ (R[m−1|1] +R[m−2|1,1])
+R(0|2) ⊗ (R[m|0] +R[m−1,1|0] +R[m−2,2|0]).
On the other hand, Lemmas 5.12 and 5.14 give the information necessary to express P(Ξ)
in terms of the same basis. On doing so, it emerges that P(Ξ) = P(Ωunip). In particular,
the two representations have the same dimension. Thus it will suffice to show that Ξ is a
subrepresentation of Ωunip.
If f is any uniform class function on Sp(4)× SO(2m) then we have
[ ] [ ][f,Ωunip] = f,P(Ωunip) = f,P(Ξ) = [f,Ξ ]
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the class functions f1 = ϑ + Γ1, f2 = ϑ + Γ2, f3 = Γ1 + RefSp(4) and f4 = Γ2 + RefSp(4)
are all uniform. Let
Π ∈ {Π[m|0],Π[m−1,1|0],Π[m−1|1],Π[m−2|2],Π[m−2,1,1|0]}.
It follows from Lemma 5.14 that Π is uniform and so we may compute [fj ⊗Π,Ωunip] for
j = 1, . . . ,4, thus obtaining a system of equations for the quantities a(π) = [π ⊗Π,Ωunip]
with π ∈ {RefSp(4),Γ1,Γ2, ϑ}. Note that a(π) ∈ N. For example, if Π = Π[m−1|1] then we
obtain the system
a(ϑ)+ a(Γ1) = 1,
a(ϑ)+ a(Γ2) = 0,
a(Γ1)+ a(RefSp(4)) = 2,
a(Γ2)+ a(RefSp(4)) = 1.
The only solution to this system in natural numbers is a(RefSp(4)) = 1, a(Γ1) = 1,
a(Γ2) = 0 and a(ϑ) = 0 and so RefSp(4) ⊗Π[m−1|1] and Γ1 ⊗Π[m−1|1] both occur in Ωunip.
In this way, we verify that all π ⊗ Π , with Π uniform, that appear in Ξ also appear in
Ωunip.
It follows from Lemmas 5.13 and 5.14 that the class functions
F1 = ΠY0 +Π[m−2|1,1],
F2 = ΠY0 +Π[m−2,2|0],
F3 = Π[m−2|1,1] +Π[m−2,1|1],
F4 = Π[m−2,2|0] +Π[m−2,1|1]
are uniform. By calculating the inner products [fj ⊗Fk,Ωunip] for 1 j, k  4, we obtain
sixteen equations for the sixteen natural numbers
b(π,Y ) = [π ⊗ΠY ,Ωunip]
with π ∈ {RefSp(4),Γ1,Γ2, ϑ} and Y ∈ {[m − 2,2 | 0], [m − 2,1 | 1], [m − 2 | 1,1], Y0}.
From the two equations [f1 ⊗F4,Ωunip] = 0 and [f2 ⊗F3,Ωunip] = 0 we obtain b(π,Y ) =
0 for π = ϑ and Y ∈ {[m − 2,2 | 0], [m − 2,1 | 1], [m − 2 | 1,1]}, for π = Γ1 and
Y ∈ {[m− 2,2 | 0], [m− 2,1 | 1]}, and for π = Γ2 and Y ∈ {[m− 2,1 | 1], [m− 2 | 1,1]}.
By evaluating the inner products [f1 ⊗ F3,Ωunip] and [f2 ⊗ F4,Ωunip], we then ob-
tain b(Γ1, [m − 2 | 1,1]) = 1 and b(Γ2, [m − 2,2 | 0]) = 1. Next, we evaluate [f3 ⊗
F3,Ωunip] and [f4 ⊗ F4,Ωunip] and obtain a system of equations whose only solution
is b(RefSp(4), [m − 2,2 | 0]) = 0, b(RefSp(4), [m − 2,1 | 1]) = 1 and b(RefSp(4), [m − 2 |
1,1]) = 0. It remains to determine the four quantities b(π,Y0). To do this, we evaluate the
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system
b(Γ1, Y0)+ b(RefSp(4), Y0) = 0,
b(Γ2, Y0)+ b(RefSp(4), Y0) = 0,
b(ϑ,Y0)+ b(Γ1, Y0) = 1
whose only solution is b(RefSp(4), Y0) = 0, b(Γ1, Y0) = 0, b(Γ2, Y0) = 0 and b(ϑ,Y0) = 1.
We have now verified that all π ⊗ Π , with Π non-uniform, that appear in Ξ also appear
in Ωunip. Thus Ξ is a subrepresentation of Ωunip and, as explained above, this suffices to
complete the proof. 
Corollary 5.16. The irreducible representations of SO(2m), m  5, that occur in
Θ ′(1), Θ ′(RefSp(4)) and Θ ′(Γ1) are 1, RefSO(2m), Π[m−2|2], Π[m−1,1|0], Π[m−2,1|1] and
Π[m−2|1,1]. For these representations we have
tΘ ′(1) = 1 + RefSp(4) +Γ2,
tΘ ′(RefSO(2m)) = 1 + RefSp(4) +Γ1,
tΘ ′(Π[m−2|2]) = 1,
tΘ ′(Π[m−1,1|0]) = StSp(4) +RefSp(4) +Γ2,
tΘ ′(Π[m−2,1|1]) = RefSp(4),
tΘ ′(Π[m−2|1,1]) = Γ1.
If m = 4 then Π[m−2|2] is replaced by Π[2|2]+ and Π[2|2]− in the list, and the third equation
is replaced by tΘ ′(Π[2|2]+) = 1 and tΘ ′(Π[2|2]−) = 1.
Proof. This follows immediately from Theorem 5.15. 
5.5. The decomposition of ∨2 RefSO(2m) and ∧2 RefSO(2m)
Theorem 5.17. If m 5 then the representation RefSO(2m) ⊗RefSO(2m) decomposes as the
direct sum of
1 ⊕ RefSO(2m) ⊕Π[m−1,1|0] ⊕Π[m−2|1,1] ⊕Π[m−2|2] ⊕Π[m−2,1|1] (22)
and
Λ˜⊕
⊕
∆s
(
κ(χ)
)⊕ ⊕ ∆s(ρ(ν)).
χ∈X′(F×)/∼ ν∈X′0(E×)/∼
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1 ⊕ RefSO(8) ⊕Π[3,1|0] ⊕Π[2|1,1] ⊕Π[2|2]+ ⊕Π[2|2]− ⊕Π[2,1|1]
and the other summand remains unchanged.
Proof. Let Π be an irreducible representation of SO(2m). By Lemma 2.2 applied to the
seesaw pair S.II, Proposition 5.4 and Frobenius reciprocity, we have
HomSO(2m)(1 ⊕ 2 · RefSO(2m) ⊕RefSO(2m) ⊗RefSO(2m),Π)
∼= HomSp(4)
(
tΘ ′(Π), indSp(4)Sp(2)×Sp(2)(1 ⊗ 1)
)
.
From this isomorphism it follows that Π does not appear in RefSO(2m) ⊗RefSO(2m) unless
Π appears in Θ ′(π), where π is some constituent of the representation R.II. In Proposi-
tion 3.7 we determined the irreducible constituents of R.II and in Proposition 5.7–5.9 and
Corollary 5.16 we determined all Π occurring in their lifts to SO(2m). These same results
also give tΘ ′(Π) for each such Π . The stated decomposition follows. 
We now refine this result by determining the decomposition of the exterior and sym-
metric square of RefSO(2m).
Theorem 5.18. Fix an element θ ∈ E× such that θ2 ∈ F× \ (F×)2. For  = ±1 let
Ψ =
⊕
χ∈X′(F×)/∼
χ(−1)=
∆s
(
κ(χ)
)⊕ ⊕
ν∈X′0(E×)/∼
ν(θ)=−
∆s
(
ρ(ν)
)
.
Let r+ = (1 + ϕ(−1))/2 and r− = 1 − r+. Then, for m 5, ∨2 RefSO(2m) decomposes as
1 ⊕ RefSO(2m) ⊕Π[m−1,1|0] ⊕Π[m−2|2] ⊕Π[m−2,1|1] ⊕ r+ · Λ˜⊕Ψ1 (23)
and
∧2 RefSO(2m) decomposes as
Π[m−2|1,1] ⊕ r− · Λ˜⊕Ψ−1.
When m = 4, the term Π[m−2|2] in (23) is replaced by Π[2|2]+ ⊕Π[2|2]− and all other terms
are unchanged.
Proof. The Siegel parabolic Qm = MmVm in SO(2m) has Levi factor Mm ∼= GL(m).
The Weyl group W(Dm) ∼= W+m of SO(2m) has a canonical subgroup isomorphic to
W(Am−1) ∼= Sm, and it may be identified with the Weyl group of Mm. Suppose that ζ
is an irreducible representation of Sm, πζ is the corresponding principal series unipotent
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ing principal series unipotent representation of SO(2m). By [7, Theorem 70.24], we have
HomSO(2m)
(
ΠZ,R
SO(2m)
Mm
(πζ )
)∼= HomW+m (Z, indW+mSm(ζ )). (24)
Suppose that resW
+
m
Sm
(Z) =⊕lj=1 ζj . It follows from (24) and Frobenius reciprocity that
Π
Vm
Z
∼=
l⊕
j=1
πζj . (25)
Here, for Π a representation of SO(2m), ΠVm denotes the space of Vm-fixed vectors in Π ,
regarded as a representation of Mm.
On applying (25) to the reflection representation, we obtain
RefVmSO(2m) ∼= 1 ⊕ RefGL(m) .
Let T1 : RefGL(m) → RefVmSO(2m) be a non-zero Mm-intertwining operator and define T2 =
T1 ⊗ T1. The map T2 is an injective Mm-intertwining operator from RefGL(m) ⊗RefGL(m)
into
RefVmSO(2m) ⊗RefVmSO(2m) ⊂ (RefSO(2m) ⊗RefSO(2m))Vm.
Furthermore, it is clear that
T2
(∨2
RefGL(m)
)
⊂
(∨2
RefSO(2m)
)Vm
and
T2
(∧2
RefGL(m)
)
⊂
(∧2
RefSO(2m)
)Vm
.
Take χ ∈ X′(F×) such that χ(−1) = 1 and set κ = κ(χ). By Theorem 4.5,
π = RGL(m)GL(2)×GL(m−2)(κ ⊗ 1)
appears in
∨2 RefGL(m) and consequently also in (∨2 RefSO(2m))Vm . The cuspidal support
of π is {(
χ,GL(1)
)
,
(
χ−1,GL(1)
)
,
(
1,GL(1)
)}
and, examining the list of constituents of RefSO(2m) ⊗RefSO(2m) given in Theorem 5.17, we
see that ∆s(κ) is the only representation present that has the same cuspidal support. Thus
∆s(κ) ⊂∨2 RefSO(2m). A similar argument applies to the other non-unipotent constituents
of RefSO(2m) ⊗RefSO(2m). It allows us to conclude that∨2 ∧2r+ · Λ˜⊕Ψ1 ⊂ RefSO(2m) and r− · Λ˜⊕Ψ−1 ⊂ RefSO(2m) .
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that
1Vm = 1,
Π
Vm
[m−1,1|0] = RefGL(m),
Π
Vm
[m−2|1,1] = RefGL(m) ⊕Π[m−2,1,1],
Π
Vm
[m−2|2] = 1 ⊕ RefGL(m) ⊕Π[m−2,2],
Π
Vm
[m−2,1|1] = RefGL(m) ⊕Π[m−2,2] ⊕Π[m−2,1,1]
and so Π[m−2|1,1] and Π[m−2,1|1] are the only available representations whose Vm-fixed
modules include the representation Π[m−2,1,1] of GL(m). By Theorem 4.5, this representa-
tion appears in
∧2 RefGL(m) and so one or both of Π[m−2|1,1] and Π[m−2,1|1] must appear
in
∧2 RefSO(2m).
From the information given in Propositions 5.7 and 5.8 it is easy to determine the di-
mension of ∆s(κ(χ)) and ∆s(ρ(ν)). We find that
dim∆s
(
κ(χ)
)= (q + 1)(qm−2 + 1)(q2m−2 − 1)(qm − 1)
(q2 − 1)2 ,
dim∆s
(
ρ(ν)
)= (q − 1)(qm−2 + 1)(q2m−2 − 1)(qm − 1)
(q2 − 1)2 .
In Proposition 5.9, we expressed Λ˜ as a linear combination of two Deligne–Lusztig charac-
ters. By using the dimension formula for Deligne–Lusztig characters [9, Proposition 12.17]
we find that
dim Λ˜ = q(q
m−2 + 1)(q2m−2 − 1)(qm − 1)
(q2 − 1)2 .
The dimension of any unipotent representation may be determined from the associated
symbol. Chapter 13 of [5] is a good reference for this result; for the case of SO(2m) see
particularly p. 471 ff. In 5.4, we described how to obtain the symbol from the bipartition
parameterizing a principal series unipotent representation. By making use of these remarks,
we obtain
dim RefSO(2m) = q(q
m−2 + 1)(qm − 1)
q2 − 1 ,
dimΠ[m−2|1,1] = q
3(qm − 1)(qm−1 − 1)(qm−2 + 1)(qm−3 + 1)
2(q2 − 1)2 ,
q3(qm − 1)(qm−2 − 1)(qm−1 + 1)(qm−3 + 1)
dimΠ[m−2,1|1] = 2(q − 1)2(q2 + 1) .
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dim
∧2
RefSO(2m)
= q(q
m−2 + 1)(qm − 1)(q2m−1 + qm+1 − qm−1 − q2 − q + 1)
2(q2 − 1)2 .
From the second and third we find that dimΠ[m−2,1|1] − dimΠ[m−2|1,1] is a positive mul-
tiple of q2m−3 − qm + qm−3 + 1. Since m  4 and q > 1, this is always positive. Thus
Π[m−2,1|1] always has greater dimension than Π[m−2|1,1].
Suppose now that ϕ(−1) = 1. Then r− = 0, there are (q − 1)/4 classes in X′(F×)/∼
such that χ(−1) = −1 and (q − 1)/4 classes in X′0(E×)/∼ such that ν(θ) = 1. The infor-
mation gathered above makes it possible to compute
dim
∧2
RefSO(2m) −dim(r− · Λ˜⊕Ψ−1) (26)
and it is found to equal dimΠ[m−2|1,1]. Thus∧2
RefSO(2m) = Π[m−2|1,1] ⊕ r− · Λ˜⊕Ψ−1 (27)
in this case. If ϕ(−1) = −1 then r− = 1, there are (q − 3)/4 classes in X′(F×)/∼ such
that χ(−1) = −1 and (q − 3)/4 classes in X′0(E×)/∼ such that ν(θ) = 1. Again, it is
possible to compute (26) and again it is found to equal dimΠ[m−2|1,1]. Thus we obtain
(27) in this case also. The stated decomposition of ∨2 RefSO(2m) follows from this and
Theorem 5.17. 
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