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A Lie group approach is adopted to construct generalized Pinney equations of
two distinct types which admit nonlinear superposition principles. The procedure
also provides a route to discretizations of these Pinney equations which preserves
the property of admittance of a nonlinear superposition principle. To conclude,
underlying linearizations are placed in the context of results for C-integrable
nonlinear Schrodinger equations. Q 1997 Academic PressÈ
1. INTRODUCTION
The study of the coupled nonlinear ordinary differential equations, now
termed Ermakov systems, has a long history going back to 1880. The
prototype Ermakov system is represented by the celebrated Pinney equa-
tion with an auxiliary Schrodinger equation. The Pinney equation arises inÈ
a number of important physical contexts, most notably in the study of the
large amplitude deformation of tubes of neo-Hookean elastic materials
w x1, 2 and in the moving shoreline analysis of rotating liquid motion in a
w xcircular paraboloidal basin 3 .
The Pinney equation has the attractive property that it admits a nonlin-
ear superposition principle in terms of linearly independent solutions of a
w xlinear base equation 4 . Indeed, this property is enjoyed by the Ermakov
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system and its recent higher-dimensional and multi-component extensions
w x5]7 .
In an independent development, group methods with origins in work of
w x w xLie 8, 9 have been adduced in 10, 11 to establish nonlinear superposi-
tion principles for an important class of matrix Riccati equations with
applications in control theory. The commonality of the existence of a
nonlinear superposition principle with the Ermakov system suggests the
need for a systematic investigation into potential connections between the
structure of these systems. Here, that investigation is conducted via a Lie
theoretical approach and is directed at the canonical Pinney equation.
This, in particular, results in extensions of that equation which likewise
admit nonlinear superposition principles.
A serendipity of the Lie group approach is that it provides a natural
w xroute to the discretization of the matrix Riccati systems 12 . Here, the Lie
group approach is employed to generate a natural discretization of the
Pinney equation. This turns out to be gauge equivalent to the discretized
w xversion earlier obtained by Schief 13 which admits a nonlinear superposi-
w xtion principle. The matter of such discretization was also addressed in 14 .
To conclude, it is shown that the linearizations of extended Pinney-type,
obtained here by Lie group methods, may be placed in the broader context
of C-integrable nonlinear Schrodinger equations of generalizedÈ
w xEckhaus-type 15 .
2. GENERAL FRAMEWORK AND THE PINNEY SYSTEM
2.1. Nonlinear Ordinary Differential Equations with Superposition Formulae
w xIt has been known since at least the work of Lie 8 in 1893, that the
class of first order nonlinear ordinary differential equations with a funda-
mental set of solutions, namely, that which allows a superposition formula,
can be characterized in a group theoretical manner. Indeed, Lie presented
the following result.
 .The general solution y t of the system
y m s h m y, t , 1 F m F n 2.1 .  .Ç
can be expressed as a function of a finite set of particular solutions
 4  4y , . . . , y and n significant constants c , . . . , c1 m 1 n
y t s F y t , . . . , y t , c , . . . , c 2.2 .  .  .  . .1 m 1 n
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if and only if:
 .i The system has the form
r
y s Z t j y .  .Ç  k k
ks1 2.3 .
y, j g K n , Z , tgKk
 .with K s R or C .
 .ii The vector fields
n
m
mX s j y ­ 2.4 .  .k k y
ms1
generate a finite dimensional Lie algebra
r
mw xX , X s f X . 2.5 .k l k l m
ms1
The dimension r of the Lie algebra, the number n of equations and
.constants , and the number m of solutions in a fundamental set satisfy
mn G r . 2.6 .
 .We shall call 2.2 a superposition formula. This should not be confused
with ``soliton superposition'' and differs in many aspects. Thus, it provides
the general solution of a system of ODEs rather than a particular set of
.solutions of a system of partial differential equations . The solutions
y , . . . , y can be generically chosen though they must satisfy some inde-1 m
.pendence conditions , rather than being generated by Backlund transfor-È
mations from a particular solution.
The construction and classification of nonlinear ODEs with superposi-
tion formulae is reduced, by Lie's theorem reproduced above, to the
 .classification to all finite-dimensional subalgebras of diff n , the algebra of
n local diffeomorphisms of K . For n s 1 this is a simple task solved by
.  .  .Lie : the only finite dimensional subalgebras of diff 1 are sl 2, K and its
 . subalgebras. Moreover, sl 2, K can be realized up to local diffeomor-
.phisms in one way only, namely as
d d d
2X s , X s y , X s y . 2.7 .1 2 3dy dy dy
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Hence, the only single nonlinear ODE with a superposition formula is the
Ricatti equation
y s Z t q Z t y q Z t y2 . 2.8 .  .  .  .Ç 1 2 3
Linear inhomogeneous and linear homogeneous equations are special
 .cases Z s 0 or Z s Z s 0, respectively .3 1 3
For n G 2 the problem is much more complicated and the results are
correspondingly much richer. Already for n s 2 infinitely many finite
 . w xdimensional subalgebras of diff 2 exist 9 .
w xA concept of indecomposability was introduced in 10, 11 in order to be
able to study systems of n equations with n arbitrary. We call the system
 . m2.3 decomposable, if we can split the variables y into two subsets
x , . . . , x , z , . . . , z , a q b s n in such a manner that the system of1 a aq1 aqb
 .ODEs 2.3 decomposes as
r
ax s P t h x , x g K 2.9 .  .  .Ç  k k
ks1
r
bz s Q t j x , z , z g K . 2.10 .  .  .Ç  k k
ks1
 .  .Thus, there exists a subsystem 2.9 of lower dimension a - n that has a
superposition formula of its own.
If we restrict our considerations to indecomposable systems of ODEs, we
are lead to a study of transiti¨ e primiti¨ e Lie algebras and transitive
w xprimitive group actions 10, 11, 16 . A transitive primitive Lie algebra is a
 4Lie algebra-subalgebra pair L, L , where L ; L is a maximal subalge-0 0
bra of L, not containing any ideal of L. They have been classified in the
w xcontext of differential geometry 17]21 . For applications to ODEs with
w xsuperposition formulae see 10, 11, 16 .
The Lie algebra L is the algebra of Lie's theorem; L is the subalgebra0
of vector fields, vanishing at the origin of the considered space M. The
space M is a homogeneous space of the group G s exp L and G s exp L0 0
is the isotropy group of the origin.
w xFive types of transitive primitive Lie algebras exist 10, 11, 16 . In the
present article we are interested in two types. For both of them, L is a
simple Lie algebra. The subalgebra L is maximal parabolic in one case,0
maximal reductive in the other.
As typical examples of the nonlinear ODEs, one obtains matrix Riccati
 .  .equations. We take L to be sl N, K , L ; p r, s , a maximal parabolic0
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subalgebra of L. We have
C AZ s g sl N , K , Tr Zs0 . /yD yB
g g11 12G s exp Zs , det Gs1g g /21 22 2.11 .
N s r q s, rGsG1
C g K r=r , BgK s=s , AgK r=s , DgK s=r .
 .  .The considered space is M ; SL N, K rP r, s and its dimension is
n s dim M s rs. Homogeneous coordinates on M can be introduced as
matrix elements of the rectangular matrix
X XH r=sh s ; h9 s , X g K , Y , H g GL s, K 2.12 .  . /  /Y YH
 .and h and h9 describe the same point for any H g GL s, K . In these
homogeneous coordinates we write a set of linear equations h s Zh, i.e.,Ç
ÇX C A Xs . 2.13 . /  / / yD yB YÇY
To remove the redundancy h ; h9 we introduce affine coordinates W s
y1  .XY and reduce the linear system 2.13 to a matrix Riccati equation
ÇW s A q WB q CW q WDW . 2.14 .
For details and many other types of equations with superposition formu-
w xlae, we refer to earlier publications 22]27 .
The main attributes of the nonlinear ODEs with superposition formulae
are:
 .1 They are linearizable by an immersion into a higher dimensional
space.
 . w x2 They have the Painleve property 28, 29 at least after someÂ
appropriate transformation.
2.2. Discretization of Nonlinear ODEs Which Admit Superposition Formulae
A recent important result is that the nonlinear ODEs with superposition
formulae can be discretized, while preserving the above properties, as well
w xas the admittance of a nonlinear superposition formula 30 .
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This is achieved as follows. For each nonlinear ODE with a superposi-
tion formula we can construct a linear system by lifting the nonlinear
 :action of the group G ; exp L from the space M to a linear action on a
higher dimensional space. The nonlinear ODE with a superposition for-
mula is transformed to the linear system:
Çj t s Z t j t , Z t g L. 2.15 .  .  .  .  .
This linear system is discretized by putting t on a lattice with lattice step d
 .and replacing the element Z t g L of the Lie algebra by an element
 .  :g t g G s exp L of the corresponding Lie group
j s gj , 2.16 .
j ' j t , j s j t q d , g s g t g G. .  .  .
The nonlinear difference equation is obtained by projecting onto the space
M, using the same projection as in the continuous case.
In the particular case of matrix Riccati equations we have
G G11 12X Xs , det G s 1 2.17 . / /  /G G YY 21 22
 . y1as a discretization of 2.13 . For W s XY we obtain the discrete matrix
Riccati equation as a matrix homographic mapping
y1W s G W q G G W q G , 2.18 .  .  .11 12 21 22
r=s r=r s=s s=rW , W , G g K , G g K , G g K , G g K .12 11 22 21
2.19 .
Applications of nonlinear ODEs with superposition formulae have so far
been in the following areas:
 .1 Numerical analysis: the superposition formulae can be used to
solve, for example, matrix Riccati equations numerically in terms of
. w xparticular solutions, generated numerically 25, 31 .
 . w x2 In optimal control theory 26 .
 .3 In connection with Backlund transformations for integrable par-È
w xtial differential equations in 1 q 1 dimensions 32 . In particular, matrix
Riccati equations of various types occur as Backlund transformations inÈ
w xnonlinear s-models 34, 34 .
 . w x4 The provision of nonlinear, but linearizable mappings 30 .
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Here we propose a new application: the solution and discretization of
certain higher order nonlinear ODEs.
2.3. Application to Higher Order Equations
When dealing with a higher order nonlinear ODE, we first rewrite it as
 .a system of first order equations. If these can be written in the form 2.3 ,
 .we can read off the vector fields 2.4 . Let us consider the case when these
generate a finite dimensional Lie algebra L. We identify this Lie algebra
and choose a generic point x. The subalgebra L of vector fields vanishing0
at the point x can then be calculated. The next step is to construct the
corresponding space M ; GrG . The Lie algebra L is transformed to a0
 .canonical form, different for the case when the pair of Lie algebras L, L0
is primitive, or not. The transformation of the vector fields will also
transform the considered nonlinear ODE to a standard form. The equa-
tion can then be linearized, solved, and discretized in a manner which
preserves the linearizability. In what follows, this procedure is applied to
extensions of the classical Pinney equation.
3. LINEARIZATION OF GENERALIZATIONS OF THE
PINNEY EQUATION
The standard form of the Pinney equation is
a
u q v t u s , 3.1 .  .È 3u
where a is a constant which can be normalized to a s"1. To be able to
 .use the formalism described in Section 2, we replace 3.1 by the first order
system
u s ¨Ç
a 3.2 .
¨ syv t u q . .Ç 3u
 .  .We shall call 3.2 the ``Pinney system.'' The vector fields 2.4 in this case
are
a
X s ¨­ q ­ , X s u­ , X s ¨­ y u­ , 3.3 .1 u ¨ 2 ¨ 3 ¨ u3u
where X and X are read off the equation and their commutator X is1 2 3
 .   ..adjoined. The commutation relations are those of sl 2, R or sl 2, C ,
namely
w x w x w xX , X s X , X , X sy2 X , X , X s 2 X . 3.4 .1 2 3 1 3 1 2 3 2
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These are the same as those of the matrices
0 1 0 0 1 0Ä Ä ÄX s , X s , X s . 3.5 .1 2 3 /  /  /0 0 1 0 0 y1
Let us choose the point ¨ s 0, u s 1 as the origin of the space M. The
algebra of vector fields vanishing at this point is spanned by
1 0 1ÄX s X y a X s ¨­ q a y u ­ ; X s . 3.6 .1 2 u ¨3  / / ya 0u
 .We see that for a ) 0 the element 3.6 , considered over the field for real
 .  .numbers R, generates the compact rotation group O 2 , whereas for
 .  .a - 0 it generates the noncompact group O 1, 1 . Over the field of
complex numbers, K s C, the two are equivalent.
 .  .  .  .The algebra o 2 is maximal in sl 2, R ; o 2, 1 , whereas o 1, 1 is not.
 .  .Indeed, o 1, 1 is contained in a maximal parabolic subalgebra of sl 2, R
 4   4.conjugate to, for example, X , X or X , X . Thus, for a ) 0 and1 3 2 3
 .  .K s R the vector fields 3.3 and 3.6 correspond to a transitive primitive
  .  ..   .  ..Lie algebra sl 2, R , o 2 . For a - 0, K s R the pair sl 2, R , o 1, 1 is
  .  ..not primitive. Similarly, sl 2, C , o 2, C is not primitive.
3.1. The Nonprimiti¨ e Case
Let us consider a - 0, K ; R or a arbitrary, but allow solutions of the
 .Pinney system to be complex for a ) 0 . We can transform to new
 .  .  .coordinates u, ¨ ª x, y in which the vector fields 3.3 will have the
form
X ; x 2­ q f x , y ­ , X ; x­ q f x , y ­ , X ; ­ q f x , y ­ .  .  .1 x 1 y 2 x 2 y 3 x 3 y
3.7 .
exhibiting a foliation of M into leaves labelled by the coordinate x.
It turns out that, in this particular case, we can do better than that since
the space actually allows two foliations. Thus, if we set
’ ’¨ ya ¨ ya
x s q , y s y 3.8 .2 2u uu u
then we obtain
X s y x 2­ q y2­ , X s ­ q ­ , X s 2 x­ q y­ . 3.9 . . .1 x y 2 x y 3 x y
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The inverse transformation is
1r4 y1r2 1r4 y1r21r2 y1r2u s 2 ya x y y , ¨ s 2 ya x y y x q y . .  .  .  .  .
3.10 .
Notice that, if we require x and y to be real then we must impose the
 .restriction a - 0. In the new coordinates, the Pinney system 3.2 reduces
to two identical Riccati equations
x syx 2 y v t , y syy2 y v t . 3.11 .  .  .Ç Ç
The known superposition formula for Riccati equations can be used to
obtain a superposition principle for the Pinney equation. Alternatively, we
 .can linearize 3.11 by the Cole]Hopf transformation
Çf Èx s , f q v t f s 0 3.12 .  .
f
and similarly for the variable y. Let f and f be two linearly independent1 2
 .  .solutions of 3.12 . Using 3.10 , we obtain the solution of the Pinney
equation as
11r4’u t s 2 ya .  . 1r2y AD y BC W . 0
1r22 2= ACf q AD q BC f f q BDf , 3.13 .  .1 1 2 2
where A, B, C, D are constants satisfying AD y BC / 0 and W is the0
 .constant Wronskian of the two solutions f and f .1 2
 .The nonlinear superposition principle 3.13 can also be used for a ) 0
to provide real solutions u. The complex constants A, B, C, D and
solutions f , f can always be so chosen that the resulting expression for1 2
 .u t is real.
 .The result 3.13 is classical. We have however placed it in a general Lie
 .theoretical setting that suggests immediate generalizations. Thus, sl 2, K
 . w xis not a maximal subalgebra of diff 2, K 16 . It can be embedded into a
 .  .larger finite Lie subalgebra, in this particular case sl 2, K [ sl 2, K ,
realized by
x 2­ , x­ , ­ , y2­ , y­ , ­ . 3.14 . 4x x x y y y
We write the corresponding two Riccati equations as
x s A q D q B q E x q C q F x 2 , .  .Ç
3.15 .
y s A y D q B y E y q C y F y2 , .  .  .Ç
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 .where A, . . . , F are given functions of t. Using 3.8 we transform to the
 .  .``sl 2 [ sl 2 generalized Pinney system'':
1
2 2 3 ’u s y F ¨ u y a q E¨u q 2C ya u¨ .Ç ’2 ya u
4 2’qDu q B ya u 3.16 .4
1
2 2 2 2 2¨ s y F ¨ u q 3a u¨ q E ¨ u q 2a u .  .Ç 3’2 ya u
5 3 4’ ’ ’q2a ya C q D¨u y B ya ¨u y 2 ya Au . 3.17 .4
By construction, this system is linearizable. Indeed, if we set
Ç1 f 1 gÇ
x s y , y s y , 3.18 .
C q F f C y F g
 .then f and g solve linear equations while u and ¨ of 3.10 with x and y
 .  .  .as in 3.18 solve the system 3.16 , 3.17 . In principle we can eliminate ¨
 .  .from 3.16 , substitute into 3.17 and obtain a second order ODE for u.
The structure of the equation is quite complicated, but it simplifies greatly
 .for F s 0 since then 3.16 is linear in ¨ . We then obtain a generalized
Pinney equation. In particular, if we also set E s 0 and assume C / 0,
then the nonlinear equation
2 2ÇD C aC 1 D
2 5u s y2 u q u q q uÈ Ç 3’ C 4 auya
Ç Ç1 C 1 C
3 2Ç Çq D y D u q B y 2 B y 4 AC q 2 B u 3.19 . /  /’ C 4 C2 ya
 .results. This equation can be further simplified by setting for D / 0
1r41r2 ’y2 rCD yr ya C
u t s R t w z , z s , R s , .  .  . Ç  /  /’ 2 Dya
r 2 s 1, 3.20 .
 .or for D s 0, z s C. Equation 3.20 then reduces to a canonical form,Ç
namely
a D
2 5u q v t u s q D u u y u 3.21 .  .È Ç3  /16u
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  .with D s 0, or D s 1 i.e., we can choose C s 1, D s const in 3.20 with
.no loss of generality .
This type of equation is of importance since it occurs in similarity
reductions of derivative nonlinear Schrodinger equations. Indeed, thisÈ
suggests that the present linearizations may be placed in the more general
context of C-integrable Eckhaus type nonlinear Schrodinger equations.È
The connection is elaborated in Section 5.
3.2. The Transiti¨ e Primiti¨ e Case
Let us consider the case a ) 0, K ; R, i.e., the transitive primitive Lie
  .  ..  .  .algebra O 2, 1 , O 2 . The homogeneous space M ; O 2, 1 rO 2 is con-
w xstructed on use of the local diffeomorphism 10, 11, 20
SO p , q rSO p m SO q ; SL p q q , R rP p , q , 3.22 .  .  .  .  .  .
 .  .where P p, q is a maximal parabolic subgroup of SL p q q, R . We first
 .  .write a linear system h s Zh as in 2.13 , Z g sl p q q, R . We thenÇ
 .  .introduce a metric K of signature p, q and restrict Z to so p, q
according to
I 0p TK s , ZK q KZ s 0. 3.23 .0 yI /q
 .The matrix Riccati equation 2.14 is then rewritten as
Ç T T TW s A q WB q CW y WA W , C syC , B syB . 3.24 .
 .  .Furthermore, the homogeneous coordinates X, Y of 2.13 are required
to satisfy
hTKh s"1, X T X y Y T Y s"I. 3.25 .
In our case, p s 2, q s 1, the linear system is
xÇ x1 10 C A
xÇ s . 3.26 .xyC 0 B2 2 /  0 0 A B 0 xx 0Ç0
where A, B, and C are given functions of t. In affine coordinates
x s x rx , y s x rx we have1 0 2 0
x s A 1 y x 2 y Bxy q Cy , .Ç
3.27 .
y syAxy q B 1 y y2 y Cx , .Ç
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 .and condition 3.25 reduces to
x 2 y x 2 y x 2 s e s"1, 3.28 .0 1 2
 .  .where e sq1 corresponds to the space O 2, 1 rO 2 , and e sy1 to the
 .  .  .space O 2, 1 rO 1, 1 . The group O 2, 1 acts primitively on the first, but
 .not on the second. The o 2, 1 algebra now is
Ã 2A s 1 y x ­ y xy­ , . x y
Ã 2B syxy­ q 1 y y ­ , .x y 3.29 .
ÃC s y­ y x­ .x y
On comparison of the commutation relations of these vector fields with
 .  .  .3.4 we see that a transformation u, ¨ ª x, y must exist, such that the
 .operators 3.3 become
X s 1 q y y x 2 ­ y x 1 q y ­ . .1 x y
X s 1 y y y x 2 ­ q x 1 y y ­ . .2 x y 3.30 .
X sy2 xy­ q 2 1 y y2 ­ . .3 x y
This is achieved by putting
2u3¨ a q u2 ¨ 2 y u4
x s , y s . 3.31 .2 2 4 2 2 4a q u ¨ q u a q u ¨ q u
The inverse formulae are
1r4 1r42 2
a 1 y y x a 1 y y .  .
u s , ¨ s . 3.32 .2 2 2 21 y y1 y x q y 1 y x q y .  .
Notice that for a ) 0, we have x 2 q y2 - 1, while for a - 0, we have
x 2 q y2 ) 1. These correspond, respectively to stereographic projections of
two-sheeted, or one-sheeted hyperboloids onto a plane tangential to the
vertex of the upper sheet of the two sheeted hyperboloid. In other words,
for a ) 0 and a - 0, we have the Beltrami model of a real and an
 .imaginary Lobachevsky space, respectively. The transformations 3.31 and
 .3.32 are thus valid for both a ) 0, and a - 0.
 .  .  .The transformations 3.31 , 3.32 take the Pinney system into 3.27 with
A s 1 y v t , B s 0, C s 1 q v t . 3.33 .  .  .
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This, first of all, provides us with a different linearization of the Pinney
 .  .equation. Indeed, if x , x , x is the general solution of 3.26 , then1 2 0
 .x s x rx , y s x rx is the general solution of the indecomposable O 2, 11 0 2 0
 .  .Riccati system 3.27 and u of 3.32 is the general solution of the Pinney
equation.
The general solution of the Pinney equation can again be written as a
superposition of solutions of the linear Schrodinger equation. Returning toÈ
 .  .the coordinates x , x , x , in 3.32 and using 3.28 we write the solution0 1 2
of the Pinney equation as
1r4u s ae x y x 3.34 .  .’ 0 2
with h ' x y x satisfying0 2
{ Çh sy4v h y 2v h. 3.35 .Ç
If f and f are two linearly independent solutions of the linear equation1 2
Èf q v f s 0 3.36 .
 .then the general solution of 3.35 is
h s b f 2 q b f 2 q b f f . 3.37 .1 1 2 2 3 1 2
Finally, after renaming the constants, we rewrite the solution of the Pinney
equation as
1r22 2u s a f q a f q 2 a f f 3.38 . .1 1 2 2 3 1 2
with
a
2a a y a s . 3.39 .1 2 3 2w f , f .1 2
 .  .Again, the realization 3.29 of sl 2, R points to a different generaliza-
 .  .tion of Pinney's equation. The o 2, 1 algebra 3.29 is not maximal in
 .  .diff 2, R , but is a subalgebra of sl 3, R , where the corresponding action of
 .the group SL 3, R is that of the group of projective transformations of the
plane R2.
 .The corresponding sl 3, R projective Riccati equations can be written
as
x s A 1 y x 2 y Bxy q Cy q D 1 q x 2 q Exy q Fy q Gx .  .Ç
3.40 .
y syAxy q B 1 y y2 y Cx q Dxy q E 1 q y2 q Fx q Hy. .  .Ç
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 .The sl 3, R generalized Pinney system is obtained using the transforma-
 .tion 3.31 :
1
4 4 5 3 6 2u s y y 2 E q H u ¨ y 4 D q F u ¨ q 2 H y 2G u ¨ .  .  .Ç 38a u
4 3 8q4 F y D u y a A q C u ¨ q 2 E y H u .  .  .
q4aBu4 q a 2 H q 2 E 3.41 .  .4
1
4 5 5 4¨ s y 2 E q H u ¨ q 4 D q F u ¨ .  .Ç 48a u
4 2 3q4 aH q y2 H q G u u ¨ .
4 3 2 8q4 3a F y D D y F u u ¨ q H y 2 E u .  .  .
4 2q4a B q 2G y H u q 3a H q 2 E ¨ .  .
q4a yF q D y C q A u5 q 4a 2 F q D q C q A u . 3.42 .  .  .4
 .In principle, 3.41 can be solved for ¨ which can then be substituted in
 .3.42 . We shall present the result in a special case only, with
H sy2 E, F syD s 0, H s 2G. 3.43 .
 .Equation 3.41 is then linear in ¨ and we obtain
3E a a a2 E2Ç
4 9u s y u q u q y uÈ Ç 3 2 /a a u 4a
1 a 1 aÇ Ç
5 2Ç Çq E y E u q B y 2 B q 4ac q 2 B u 3.44 . /2a a 4 a
with A s a q c, C s a y c.
 .  .Application of a transformation analogous to 3.20 takes 3.44 , without
loss of generality, to the canonical form
a 3 1
4 9u q v t u s y u u y u , a / 0. 3.45 .  .È Ç3 2au 4a
It is noted that this extended Pinney equation admits a simple direct
linearization to
{4E¨ s ¨ q 4v¨ q 2v¨ , 3.46 .Ç Ç
via
1r42a ¨
u s . 3.47 .2 /2 H ¨ dt
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 .This is the analogue of the linearizing transformation 3.38 for the
 .classical Pinney equation. The transformation 3.47 comes from the linear
 .system associated with the projective Riccati system 3.40 and the trans-
 .formation 3.32 .1
4. DISCRETIZATION OF PINNEY EQUATION VIA
GROUP ACTION
 .On return to the system of uncoupled Riccati equations 3.11 , following
the prescription of Subsection 2.2, we replace the Lie algebra action by
that of the group and set
x y v y y v
x s , y s 4.1 .
1 q x 1 q y
x s x n , y s y n , x s x n q 1 , y s y n q 1 , v s v n .  .  .  .  .
 .  .to obtain the discretization of 3.11 . The transformation 3.8 now takes
 .4.1 into the discrete Pinney system
22u ¨ q u q a .
2u s , 4.2 .2v q 1 u .
2 2 3 3u ¨ q ¨u q a y v ¨ q u u .
¨ s u . 4.3 .22u ¨ q u q a .
 .  .Solution of 4.2 for ¨ , substitution into 4.3 , and factorization produces a
 .discrete Pinney equation, equivalent to the homographic mapping 4.1 ,
namely
2u y s u y s u 2u y s u q s u 2u q s u y s u 2u q s u q s u .  .  .  .
sy16a 4.4 .
2 2  .with s s v q 1, s s v q 1. It is noted that 4.4 is gauge equivalent to
w xthe discrete Pinney equation proposed in 13 .
 .A discretization can also be performed starting from the O 2, 1 coupled
 .Ricatti equations 3.28 . Since they lead to the same superposition formula
 .3.2 as the nonprimitive case we find, not surprisingly, that the discretiza-
tions are also equivalent. However, it should be emphasized that the two
 .  .generalized Pinney systems, namely those corresponding to sl 2 [ sl 2
 .and sl 3 , respectively, are not equivalent. Hence their discretizations are
also different.
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5. AN ECKHAUS CONNECTION
The linearizations of the generalized Pinney equations derived in the
previous sections may, in fact, be placed in the broader context of a class
of C-integrable nonlinear Schrodinger equations. The connection isÈ
recorded in the following.
The generalized Eckhaus equation
2 4< < < <iU q U q v x U q 4 U q U U s 0, 5.1 .  . .t x x x
may be linked to the time-dependent Schrodinger equationÈ
iw q w q vw s 0, 5.2 .t x x
w xby means of the change of variables 15
1 w
U s , 5.3 .’2 F
where the potential F is defined by
F s w*w , F s i w*w y wUw . 5.4 .  .x t x x
On the other hand, the similarity reduction
U s u x exp iu x q ilt 5.5 .  .  . .
 .takes 5.1 to the pair of real equations
u q v y l u q 8u2 u q 4u5 s u 2 u , .x x x x 5.6 .
2u u q u u s 0.x x x x
Integration of the second relation yields
b
u s , b s const, 5.7 .x 2u
 .which, upon substitution into 5.6 , delivers1
b 2
2 5u q v y l u q 8u u q 4u s . 5.8 .  .x x x 3u
 .This is precisely of the form 3.21 for positive a . It is noted that the exact
nature of the connection between the linearization procedure given in
Subsection 3.1 and that presented here becomes transparent if one com-
 .  .  .  .pares the linearizing transformations 3.10 ] 3.12 and 5.2 ] 5.4 .
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It is known that the Schrodinger operator i­ q ­ 2 q v is but the firstÈ t x
member of a hierarchy of linear self-adjoint operators. In particular, the
operator of third order gives rise to the linear equation
w s w q 4vw q 2v w , 5.9 .t x x x x x
where we here assume that w is real and v is a function of x only. The
corresponding bilinear potential F is now defined by
F s w 2 , F s 2ww y w 2 q 4vw 2 . 5.10 .x t x x x
Application of the previous transformation
1 w
U s 5.11 .’2 F
then generates the nonlinear third-order equation
U s U q 4vU q 2v U q 6U 2U q 18UU 2 q 12U 4U . 5.12 .t x x x x x x x x x
 .If U is only a function of x, multiplication of 5.12 by U and integration
yields
g
4 9u q v u q 6u u q u s , 5.13 .x x x 3u
2 .  .where U s u x . Thus, the generalized Pinney equation 3.45 is retrieved
 .  .and the linearizing transformation 3.46 ] 3.47 is nothing but the time-
 .  .independent analogue of 5.9 ] 5.11 .
It is evident from the above that a hierarchy of C-integrable Eckhaus-
type equations may be generated. The structure of this hierarchy and its
group reductions will be the subject of a separate investigation.
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