Abstract-Waveform design that allows for a wide variety of chirps has proven benefits. However, dictionary based optimization is limited and gradient search methods are often intractable. A new method is proposed using differential evolution (DE) to design cubic chirps with coefficients constrained to the threedimensional (3D) unit sphere. Nonlinear functions sufficiently approximated by a third order Maclaurin series can be represented in this chirp space. Cascaded integrator methods for generating polynomial chirps allow for practical implementation in real world systems. While simplified tracking models and finite waveform dictionaries have information theoretic results, we explore two-dimensional (2D) tracking continuous waveform design in cluttered environments.
I. INTRODUCTION
Tracking in cluttered environments is challenging [1] ; measurements that are processed could be from the target or from a false alarm due to noise in the radar receiver and/or cluttered returns. Optimal design of the transmit waveform is one approach that has been considered to increase tracking performance. While the optimal waveform for non-cluttered scenarios can be shown to be a function of the root mean-squared (RMS) bandwidth [2] , clutter error prediction and validation gating can complicate waveform selection [3] . Minimization of tracking error in challenging environments has been explored extensively for waveform optimization [3] [4] [5] [6] . While simplified scenarios such as clutter-free, one-dimensional tracking applied information theoretic results [7] , closed form solutions are often not possible in realistic environments such as 2D or 3D tracking in clutter [5] , where nonlinear relationships exist between the state space and the measurement model [8] . Further, these solutions employed finite waveform libraries containing only linear chirps. Nonlinear frequency-modulated (FM) signals have been explored in finite libraries in more complicated models [4] , but these too contained a limited number of fixed shape waveforms. In addition, traditional gradient-based optimization methods proved mathematically intractable, and so grid-based approaches were used to explore the time-bandwidth (TB) space. While this was a great improvement over previous works, the library was limited to grid points chosen in advance, and so potentially valuable waveforms between the grid points could never be chosen.
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Alternative methods of optimization for waveform design, such as genetic algorithms, have been explored to reduce integrated sidelobe levels and improve the ambiguous free range of radar systems [9] . However, they were employed only over the set of bi-phase and poly-phase fixed frequency and fixed amplitude waveforms. More general waveform spaces for generating nonlinear waveforms have been investigated in other works [10] , but the effort has been restricted to fixed waveforms for application-specific radar that do not vary with time as the tracking dynamics change.
To build on previous works in adaptive radar, two key elements are required: a parameterized waveform that can take on the shape of most waveforms of value for radar tracking, and an efficient method of optimization to minimize the meansquared error (MSE) in this new parameter space. These two elements are interrelated. A waveform must be parameterized such that it is conducive to efficient optimization. In addition, the optimal waveform can vary drastically with respect to the environment, and so the optimization process must allow for a rich set of waveforms to be available for selection. In this paper, we develop a novel parameterizable cubic polynomial FM (CP-FM) function and demonstrate how it can be constrained for efficient optimization using the evolutionary algorithm DE to generate nonlinear FM signals in a continuous space to minimize the predicted MSE (PMSE) in complex, cluttered tracking scenarios.
The paper is organized as follows. In Section II, we provide an overview of nonlinear target tracking using particle filtering, and we discuss waveform design to improve tracking performance under adverse environmental conditions. In Section III, we introduce the spherically-constrained cubic frequency-modulated waveform, and we propose the use of the evolutionary algorithm differential evolution to select the waveform's optimal parameters in Section IV. Our application of selecting the waveform parameters at each time step by minimizing the PMSE of tracking estimation is demonstrated in Section V.
II. SYSTEM MODEL
We want to estimate the physical state of a slowly fluctuating point target with a linear motion model in 2D space using a discrete-time constant velocity model [11] :
where W k is the process noise with covariance defined as
x k+1 is the target position along the x-axis at discrete time step k + 1, y k+1 is the target position along the y-axis,ẋ k+1 is the target velocity projected on the x-axis,ẏ k+1 is the target velocity projected on the y-axis, Δt is the discrete time step duration of the system (duration between time steps k and k +1), x kẋk y kẏk T is the state vector at discrete time k, and q k is the process model error intensity. Note that although we assume the velocity is constant (and therefore acceleration is zero), in reality the small perturbations of the velocity modeled by the dynamical error covariance matrix allow for small variations in acceleration. Nevertheless, the particle filter (PF) tracker allows for more sophisticated models [8, 11] to be included in the framework, and so results derived here can be extended by estimating the unknown changes in velocity. We assume a monostatic 2D radar configuration. At each time step, the state parameters to be estimated are the position in 2D space (x k , y k ), and the velocity, which has an x and y component. The observed parameters, after matched filtering [1] , are the range (r k ), range-rate (ṙ k ), and bearing (θ k ):
Note that the bearing angle measurement is assumed to be independent of the range and range-rate measurements. This is because we can assume that it was obtained from a separate sensor that is not a part of the returned waveform, such as an electro-optical (EO) sensor [6] . The PMSE, which serves as the cost function for the optimization process, is a function of the measurement error (for a given waveform) [3] , the previous state estimate, the predicted state estimate, the predicted measurement estimate, the clutter density, and the predicted signal-to-noise ratio (SNR). After each time step, we estimate the PMSE for the parameters we wish to test in the DE optimization step. The test parameters with the lowest cost value are used in the next time step.
We use a Poisson process as is typically assumed for probabilistic data association (PDA) [12] to model the potential clutter interferers. We will restrict targets enclosed by the 2D ellipsoid defined by the range and range-rate covariance and model covariance [4, 12] . To estimate the predicted error at each time step, clutter needs to be incorporated into the model. Unfortunately, this requires knowledge of the number of false alarms from clutter and their location, something not known before the return of the waveform. We estimate this average clutter spreading covariance by interpolating the table in [13] using cubic splines based on the approximation referenced therein.
While the tracking particle filter we use is the standard bootstrap particle filter (BPF) [8] , the final likelihood is weighted against the non-detect, clutter only probability [4] using PDA [12] , making the final kth particle weight:
whereP D is the estimated probability of detection based on the range measurement, P m k is the probability of m k clutterers (obtained from the probability mass function of the Poisson distribution), λ k,i represents the kth particle weight from the ith detection pre-PDA, N D is the number of detections, and V g is the validation gate volume. Note that the actual SNR, as well as the estimated SNR, are computed using the range and a reference range SNR as in [3] . The estimated SNR is computed using the predicted range value [3] . The probability of detection, true and estimated, is calculated using [14] :
III. CUBIC POLYNOMIAL FM WAVEFORM DESIGN
The transmitted waveform s(t) is given as [2] 
with time-varying phase function given by
and instantaneous frequency f s (t); here f c is the carrier frequency. The pulse energy is E t , and A(t) is a trapezoidal window as used in [4] with a 10 −8 s rise and fall time. The received waveform is given as [2] 
where E r is the received energy, f D is the Doppler frequency shift, and τ is the time shift (see [15] for additional information). Nonlinear FM signals have been shown to be well-matched to many environments [5] . We therefore aim to create a relatively small dimension space over which to optimize, but with a rich set of nonlinear waveforms. Since nonlinear functions can be approximated by a truncated Maclaurin series, we start by introducing the CP-FM signal instantaneous frequency:
Equivalently, this results in the quartic polynomial phase function (QPPF):
Note that any time-normalizing constants are omitted since they can be included as part of the parameters {A, B, C}. The instantaneous frequency of the CP-FM signal is characterized by the parameter set {A, B, C}, for A, B, C ∈ R. This allows for waveform design in a continuous space dictionary (infinite possible waveforms) instead of a discrete space dictionary (finite number of possible waveforms).
There is a problem with this simple parameterization, however. Since the bandwidth BW and time duration T of the signal scales and shifts the polynomial, there is some redundancy in the parameter space. For example, the waveform ultimately generated from the parameter coordinate {1, 1, 1} is the same as { To remedy this, we can constrain the coefficients such that the Euclidean norm is bound by unity:
This normalization amounts to constraining the coefficients to the surface of a 3D unit sphere. This in turn reduces the dimensionality of search space to two dimensions since the surface of a sphere can be traversed using two angles for a fixed radius in spherical coordinates. This corresponds to the transformation:
{A, B, C} = {cos θ sin ψ, sin θ sin ψ, cos ψ}
where 0 ≤ θ ≤ 2π and 0 ≤ ψ ≤ π. Optimization methods now need only to explore a 2D space, in addition to a timefrequency vector, since there is potential to optimize with respect to the TB product. We therefore have two sets of parameters: shaping parameters {θ, φ}, and time-bandwidth parameters {T, BW}. In this paper, we constrain 10 μs ≤ T ≤ 100 μs and 1.5 MHz ≤ BW ≤ 15 MHz. To map the polynomial, which is defined over the T = [−1, +1] arbitrarily, to the pulse duration [−T /2, T/2], we need to only scale the time axis. To map over the baseband frequencies [−BW/2, BW/2], the maximum and minimum values of the polynomial over [−1, +1] must be found. This means we must solve for the critical points of an arbitrary third order polynomial. This is done by interrogating the points at which the derivative is zero. The process is summarized in Algorithm 1, where the final coefficients are Ã ,B,C,D . The vector v of the critical points of the polynomial are first found depending on the nature of the roots. Then, individual critical points v i are removed from the set if they fall outside of our un-normalized pulse duration T = [−1, +1]. Finally, the maximum and minimum values found from evaluating the polynomial at each of the remaining critical points are found, and the new polynomial is scaled and shifted accordingly. Note thatD has been added to ensure the frequency excursion is symmetric around the baseband, so that when a carrier is added, the passband bandwidth around f c is BW.
IV. WAVEFORM PARAMETER SELECTION
DE is an evolutionary algorithm that allows for efficient optimization in complex environments [16] . It works by perturbing, combining, and comparing the cost of a parameter
Algorithm 1 CP-FM Normalization Algorithm
{A, B, C} = {cos θ sin ψ, sin θ sin ψ, cos ψ} if (A = 0) and B 2 > 3AC then
vector. Due to its simple but powerful nature, no differentiation is required, and it subsequently does not have any of the limitations of gradient search methods. Unlike dictionary based methods, it can traverse a continuous parameter space. Constraining the instantaneous frequency (IF) polynomial coefficients to our prescribed limits is possible with DE, and there are a variety of methods that can be used such as penalties, reinitialization, and bounce back [16] . We will saturate values at the edges of our search space for time and bandwidth, and allow the shaping angles to wrap and overflow naturally. At each time step, the optimization landscape changes as the target, which we assume is in motion, traverses along its trajectory. As a result, we have a few options as to how to resume the optimization method to speed convergence. One method is to simply start over [16] . Another method is to perturb the candidates about their current location and reevaluate the cost function [17] , which is our chosen method.
Since it is not known precisely what the minimum PMSE truly is at any time step, we simply tune with various simulations the number of iterations, G max . This has a direct impact on the minimal value achieved, as well as the aggregate computational complexity since more iterations require more evaluations of the cost function (see [16] for additional information).
V. RESULTS
We will look at how the continuous space optimization using DE compares to fixed waveforms, randomly selected waveforms, and waveforms optimized using a grid-search in low and high clutter scenarios. Note for space considerations, the x-axis label and tick marks are omitted. The x-axis represents time, where each marker indicates a track time step Δt. The high error region during acquisition and the convergent region where the error stabilizes as the velocity settles are omitted as they lack pertinent information to the discussion herein. In this paper we use the following parameters: Δt = 0. 
A. Low Clutter, Turning Target Motion
For the first example, we have low clutter, and a track with a slight turn. We start by looking at upswept linear FM (ULFM) waveforms in contrast to our DE baseline. In Figure 1 , we see that for this suite of waveforms, the optimized waveform outperformed all fixed waveforms. The results were similar for downswept chirps [15] . Observing the optimized parameters, it was noted that the quadratic parabolic chirp (QPC) with parameters {A, B, C} = {0, −1, 0} was heavily favored for this particular track. This waveform has a normalized RMS BW of 2.1480. We can compare this to the linear chirp with parameters {A, B, C} = {0, 0, 1}, where the normalized RMS BW is 1.8160, or the "bouncing exponential" with parameters {A, B, C} = { 2 , 0}, where the normalized RMS BW is 2.3377. We therefore investigated the dynamic DE selection relative to this suite of waveforms in Figure 2 . Here we see, as expected, a competitive fixed waveform. Note that the dynamically selected waveform, while nearly identical in PMSE, had a higher convergence rate than the fixed (max BW, max T ) QPC [15] . We subsequently compared our waveform generation engine to the alternative method of randomly selecting the shaping and time-bandwidth parameters. The performance margin is about 1 dB on average, as high as 2 dB at some points [15] . It is interesting to note that this gap is not larger. However, we carefully constructed the search space to remove redundancy and encapsulate what was anticipated to be desirable waveforms, so in some sense, it speaks to this result. Finally, we compare the DE optimization method to the previously used grid methods. The DE method performs as well or even 1 dB better than the grid method with an equivalent number of cost function calls [15] .
B. High Clutter, Turning Target Motion
We increased the clutter density by an order of magnitude with the same track to observe the disparity of performance with respect to this parameter. While the performance margin for convergent fixed waveforms was relatively unchanged, only the (min BW, max T ) upswept linear FM chirp, the (min BW, max T ) downswept linear FM chirp, the (min BW, max T ) QPC, and the (max BW, max T ) QPC had convergent tracks [15] . The remaining fixed waveforms did not have a single convergent trial in over 100,000 simulations [15] . Interestingly, in high clutter, randomly selecting waveform parameters has become a poor strategy, with nearly a 4 dB degradation [15] .
C. Low Clutter, Constant Velocity Track
We next look at a track with no turns to observe the behavior of the PMSE and DE optimizer with different motion dynamics. In Figure 3 , we immediately note that the optimized waveform is in close competition with two upswept linear chirps. Similarly, for downswept linear chirps, the same two (max BW, min T and max BW, max T ) match the optimized performance [15] . This contrasts to the previous track where a 1 to 5 dB margin was observed. This suggests the optimal shape has changed, and indeed, the optimized appeared to favor these chirps at various points in the track [15] . In Figure 4 , we see the once favored QPC suffers 2 dB of degradation until mid-way through the track. While maximizing the chirp duration T was crucial in the turn case, here, minimizing T seems to be equally as favored, a result seen in simplified scenarios [7] . Note for all competitive waveforms, the DE optimized waveform had a significantly higher convergence rate [15] .
VI. CONCLUSION
In this paper, we proposed a novel parameterizable FM waveform with a QPPF, the CP-FM waveform. We started by defining the system model and 2D tracking geometry, and selected the BPF to perform Bayesian state estimation based on noisy nonlinear measurements from the matched filtering. We then motivated and derived the QPPF waveform, and showed efficient normalization that reduced the waveform parameter space dimensionality and separated shaping parameters from TB parameters. We went on to motivate the choice of DE and the advantages of evolutionary methods for complicated, non-convex optimization problems, like nonlinear tracking in clutter. In the preceding section, we demonstrated that the optimal waveform shape can change depending on the scenario, motivating the shaping parameters, and that the optimal TB parameters can change depending on the scenario, motivating the TB parameters. For these scenarios, DE worked as well or better than grid methods with less cost function calls, while allowing for search of waveforms within a continuous space. We found that dynamic waveforms performed as well as the best fixed waveform for a given scenario, but with a higher convergence rate. Finally, we found that optimizing using DE outperforms random sampling of the waveform space in general.
