The spectral property of an Euler-Bernoulli beam equation with clamped boundary conditions and internal Kelvin-Voigt damping is considered. The essential spectrum of the system operator is rigorously identified to be an interval on the left real axis. Under some assumptions on the coefficients, it is shown that the essential spectrum contains continuous spectrum only, and the point spectrum consists of isolated eigenvalues of finite algebraic multiplicity. The asymptotic behavior of eigenvalues is presented.
Introduction and problem statement
In the last two decades, owing to the large applications of smart materials in modern technology, there has been an increasing research on elastic systems with viscoelastic damping [1, 2] . When the smart materials are added into the elastic structures, the Young's modulus, the mass density and the damping coefficients are changed accordingly. This passive method, on the one hand, makes the distributed control practically applicable but on the other hand, brings some new mathematical challenges which attract an increasing research interests [6, 22, 23] . For the controllability study of this kind of systems, we refer to [16, 17, [20] [21] [22] [23] 35] . The results of exponential stability by bounded viscous damping can be found in [3, 6, 10, 29, 39] . The exponential stability of one-dimensional wave and Euler-Bernoulli beam equations with Kelvin-Voigt damping was discussed in [26, 27] , and [28] for multi-dimensional case. Other studies can be found in [36] [37] [38] . Among these viscoelastic systems, two types of unbounded viscoelastic damping, Kelvin-Voigt damping and Boltzmann damping, are specially important. The Kelvin-Voigt damping models of linear viscoelasticity assume that the instantaneous stress depends on the instantaneous strain and the strain rate linearly. The Boltzmann models of linear viscoelasticity assume that the instantaneous stress depends on the instantaneous strain and the entire history of strain rate linearly. For the Boltzmann models of viscoelasticity, we refer to [9, 24] . The Kelvin-Voigt damping that is a special case of Boltzmann damping where the relaxation function is a delta function and is stronger than the Boltzmann damping. The associated system operator generates an analytic semigroup if the damping is global [7, 25] . Very recently, an interesting Riesz basis property was developed for such a system in [19] . 
ρ (0, 1).
We consider system (1.1) in the energy state Hilbert space H = H (
1.4)
With the operator A at hand, we can write system (1.1) into an evolutionary equation in H:
5) where Y (t) = (y(·, t), y t (·, t)) is the state variable and Y 0 = (y 0 (·), y 1 (·)) is the initial value.
The following Lemma 1.1 and Proposition 1.1 are straightforward. In the next section, we show that the operator A has no residual spectrum. A mistake in identifying essential spectrum of A in [34] is corrected. The continuous spectrum is discussed under the analyticity of coefficient functions. Finally, in Section 3, we develop the asymptotic property of the eigenvalues when the damping is global.
Essential and continuous spectrum
In this section, we consider the spectrum of A. Firstly, let us formulate the eigenvalue problem. Suppose that A(
The following Theorem 2.1 shows that σ r (A), the set of residual spectrum of A, is empty.
It is seen that (2.2) is the same as (2.1). Hence, λ ∈ σ p (A * ) if and only if λ ∈ σ p (A), and consequently σ r (A) = ∅. 2
The following Definition 2.1 comes from [11, p. 373 ].
Definition 2.1. Let T be a closed linear operator in a Hilbert space. The set of complex numbers λ is called the essential spectrum of T , and is denoted by σ ess (T ), if one of the following three conditions is satisfied:
Notice that if T is densely defined, then (iii) of Definition 2.1 can be replaced by dim N (λI − T * ) = ∞. The following Theorem 2.2 about the essential spectrum of A is from [34] .
Theorem 2.2. Let A be defined by (1.4). Then following assertions hold:
(i) The essential spectrum of operator A is given by (i) of Theorem 2.2 was also claimed in [34] but the proof there is incomplete. Actually, in [34] , the authors defined a
= 0}, as follows:
where
It was proved in [34] that B is self-adjoint and its essential spectrum is given by
However, in the proof of
in [34] , the authors claimed unfoundedly that when λ = 0 and λa(ξ ) + b(ξ ) = 0 for some ξ ∈ [0, 1], the rang of operator λI − B satisfies
Here we give a correct proof for (2.6). First, we show that
Let λ ∈ C \ {0} and λa(ξ )
which is equivalent to λg(x) = v(x), and f satisfying
(2.8)
If the measure of E λ is nonzero and (2.8) admits a solution, it must have 1 dx = 0 which is obviously true. Now for this special u, choose a closed interval E 2 ⊂ E 1 , ξ ∈ E 2 , such that the associated f with this u through (2.9) satisfies
and hence by (2.9 
Define the multiplication operator F :
This contradicts to λa(ξ ) + b(ξ ) = 0 and continuity of a, b. Hence R(λI − B) = H 1 , λ ∈ σ (B). Therefore (2.7) holds.
Next, we show (2.6). Let
. There are two cases:
, and a simple computation shows that
Hence, 
This is the first case of (2.11). When k ∈ {2, 3, 4}, the similar arguments lead to the other cases of (2.11). The condition (2.11) is easier to check for given functions a, b. For instance, the functions b(x) = x and any function a with a = 0 satisfy (2.11). 
. The proof will be accomplished if we can show that f ≡ 0 because σ r (A) = ∅ claimed by Theorem 2.1. This will be split into three steps:
Step 1: We claim that the solution f of the first equation in (2.1) that is rewritten specifically in following
is either analytic in a neighborhood of ξ with
We consider f in a neighborhood of ξ . By (2.10), we assume that 
where the three series on the right side above are the Taylor series and by assumption c = 
Otherwise, the form of the solution of Eq. (2.12) must be generalized to
Here r, r 2 , r 3 , α are roots of (2.13),
are analytic functions at ξ that have Taylor series whose radius of convergence are at least as large as the distance to the nearest singular point of the coefficient functions in Eq. (2.12). A direct calculation shows that
We have now two cases:
Case I: k < 4. In this case, we claim that f must be analytic in a neighborhood of ξ and f (ξ ) = 0.
We only give a proof for the case of k = 1 since other cases can be treated similarly. Now, the roots of (2.13) are r = 0, 1, 1, 2. By (2.14), (2.15), (2.16) and (2.17), in a neighborhood of ξ , the solution of (2.12) must be
where A i (x), i = 1, 2, 3, 4 are analytic at ξ , A i (ξ ) = 0, and have Taylor series whose radius of convergence are at least as large as the distance to the nearest singular point of the coefficient functions in Eq. (2.12). Then
Since f is continuous, it must have
By the continuity of ((a + λb) f ) , we have C 2 = 0. Hence,
which implies that f must be analytic in a neighborhood of ξ and f (ξ ) = 0.
Case II: k = 4. In this case, 0, 1 are not roots of (2.13). By the continuity of f and f , it follows from (2.14), (2.15), (2.16), and (2.
Step 2: We claim that for any
In fact, since there are at most finitely many regular singular points of (2.12) in [0, 1], by the boundary conditions and
Step 1, such interval [α 1 , α 2 ] exits. We will use the mathematical induction to prove the result.
First, we claim that there is anx
If ξ = γ 1 and ξ = γ 2 , suppose that ξ < γ 1 < γ 2 without loss of generality. By
which, together with (2.1) implies that
Next, we assume ξ = α 1 (otherwise, we may assume ξ = α 2 ). Suppose generally that
We will show that there are n + 1 number of different zeros
Obviously,
Set x 01 = α 1 and
Now we have two cases:
Moreover, from (2.19), we have
By Rolle's theorem, for each i ∈ {1, 2, . . . ,n + 1}, there is an
This together with (2.20) shows that there is a sequence
Case II: ξ = x ( j+1)2 and ξ = x ( j+2)2 . In this case,
By Rolle's theorem, we can get (2.21) also for some different
Since (2.21), by Rolle's theorem, for each i ∈ {1, 2, . . . ,n + 1}, we can find an
This is equivalent to, by (2.1), that
By mathematical induction, we get (2.18) eventually.
Step 
Since f is identical to zero in a neighborhood of any singular point ξ , f must be identical to zero everywhere by the uniqueness theorem of the regular ordinary differential equations. The proof is complete. 2 Remark 2.2. For one-dimensional wave equation with internal Kelvin-Voigt damping, we showed in [15] that Theorem 2.3 is still true for irregular singularity but it is not true without analytic assumption on coefficient functions. These are also expected for system (1.1), which however, needs nontrivial investigations in a separate paper.
Asymptotic behavior of eigenvalues
In this section, we consider the asymptotic behavior of eigenvalues of A. To do this, we assume further that
Suppose that λ is an eigenvalue with large modulus. Then
and we rewrite the characteristic equation (2.1) as
3)
The following Lemma 3.1 is direct.
and the first equation of (3.3) has the following asymptotic expression:
In order to find the asymptotic fundamental solutions of (3.3), we introduce the following space-scaling transformation:
Under this transformation, (3.4) becomes
with the boundary conditions:
With this transformation, we have the following Proposition 3.1. (3.12)
The following Lemma 3.2 gives the form of the asymptotic fundamental solutions of (3.7). 
13)
14)
and
. (3.15) Proof. The first claim is trivial. We only need to show that (3.13) are the asymptotic fundamental solutions of (3.7). This can be done along the same way of [5] and [31, Section 4] . Here we present briefly a simple calculation to (3.13), (3.14) and (3.15) . Letφ
where ϕ kj (z), j = 0, 1, 2, 3 are some functions to be determined, and
Setting the coefficients of μ j , j = 0, 1, 2, 3 to be zero gives
Use the conditions ϕ k0 (0) = 1 and ϕ ki (0) = 0, i = 1, 2, 3 to obtain
.
From (3.6), we have
where ϕ j (z), j = 0, 1, 2, 3 are given by (3.14) and (3.15) . The proof is complete. 2
Next, we consider the asymptotic behavior of eigenvalues λ of A. Let λ = μ 4 and μ ∈ S defined by (3.9). Let ϕ be a solution of (3.7). There are constants c k , k = 1, 2, 3, 4, such that (3.16) where ϕ k (z), k = 1, 2, 3, 4 are fundamental solutions given by (3.13), (3.14) , (3.15) , and (3.5) . By the boundary conditions of (3.8), we have
Hence, ϕ(z) has a nontrivial solution if and only if det( (μ)) = 0, that is, μ ∈ S satisfies the characteristic equation 
By the facts ω 2 − ω 1 = − √ 2i, ω 2 + ω 1 = − √ 2, we get the following Lemma 3.3.
Lemma 3.3. Let (μ) be given by (3.17) . Then the characteristic determinant det( (μ)) has the following asymptotic expression:
, 20) where
A 0 ,
and A k , k = 0, 1, 2 are given by (3.19), (3.5), (3.14) , and (3.15).
Proof. Since in sector S, det( (μ)) has the asymptotic form given by (3.18), det( (μ)) = 0 yields . (3.29) So Λ 0 is a bounded set of C and there is no eigenvalue on the imaginary axis. These together with (i) of Theorem 2.2 show that Re λ −α for some α > 0 for all λ ∈ σ (A). 2
