where an = a(n), a(x) being a known function; and it is to such series that the theorems of this paper apply.
The general method employed to discover the tests of the sequence suggests the test set forth in the first section of the present paper.
This test may be considered as the fundamental integral test of the second kind. From it are derived the test given in the second section, and the very simple and useful integral test of the third section. The fourth section gives a test applicable to a series of products of rather general form. The fifth extends the fundamental test to multiple series.
Fundamental integral test of the second kind
Theorem I. Given the series u0 + ui + u2+---(un>Q,n^p).
Let r" = un+i/un, and suppose that from a certain point x = p on, r(x) is a continuous, positive function such that r (n) = r", and suppose that a constant m exists, positive or zero, such that r(x') is r(x) when x' ^ x + m. Then a necessary and sufficient condition for the convergence of the given series is the convergence of the integral ,0° fX log r(x)dx, eJV dx. r Proof. Under the conditions, from a certain point on either r(x) > 1 or r ( x ) == 1. Suppose that r(x)^=l,p<x.
We take p to be an integer. The theorem then follows as before from a comparison of the two series » -p+i P log r(z)dz ¿_, un and ¿_, \ eJo-dx.
The method used in the following alternative proof is sometimes useful. Define two functions r(1) ( x ) and r(2) ( x ) such that
and such that r(1) (x) monotonically increases and r(2)(x) monotonically decreases when x increases. We can do this in the following way. Denote r<« (n) by rnl), and r«> (n) by r("2>. Take log r<¡> = log r" and log r<,2) = 0; if r'(x) S Otake Let r(x) be a continuous function such that, for x is p,
the series YlZ=*f(n) being a convergent series. Then a necessary and sufficient condition for the convergence of the given series is the convergence of the integral r j I eJ* J* Jlog r(x)dx dx.
Proof. By condition (c),
(1) r(*')^r(*)+/(z)<r(*)[l+^],
(2) r(*')Sr(*)|l -^p 1, O £*'■-* SI, x^p.
We have
where 0 < 6 < 1.. As : before, we write |log r (x) | S log C. Then by (1),
Since the series £/(») converges, and/(to) ==: 0, the product converges to a value F. Therefore r+1 flogr(x)dx , CF f eJ* dx ^ -to" . Jn UŜ imilarly, by (2), the product converges, say to 71!, and we get
J" tuT he theorem then follows by comparison.
A DERIVED TEST
The following test is based upon Theorems I, II, and III, in much the same way that Ermakoff's test* is based upon the familiar Maclaurin-Cauchy integral test. Let rn = un+i/u", and suppose that r(x) is a function satisfying the preliminary conditions given in any one of the Theorems I, II, or III, and that r( 3. An integral test involving (r(x) -1)
The following is the most generally useful integral test of the second kind. Theorem V. Given the series Uo + ui + u2 + ■ ■ ■ {un>0,n>ß).
Let rn = un+i/un, and suppose that r(x) is a positive, integrable function satisfying the preliminary conditions of one of the Theorems I, II, or III, and the further condition that \r (x) -1| < a < 1, pi<x.
Then a sufficient condition for the convergence of the series is the convergence of Therefore, since the preliminary conditions of one of the Theorems I, II, or III are satisfied, so that the given series and the integral Therefore when x increases indefinitely, if the second of these two integrals diverges, the first one also diverges, and the given series diverges.
In most cases of interest r ( x ) is a monotonically increasing function with unity as its limit. In such a case the condition \r(x) -11 < k/x becomes (r(x) -1) > -k/x. This condition is not a very great restriction. For in case the integral _ /»j (r(x) -l)dx rfj Jia dx diverges, if X is any constant greater than unity the product of the integrand by Xx is not finite for x infinite, and it is natural to assume that k r<r(*)-l)d* In all cases all of the preliminary conditions of the test hold for this series, except perhaps the condition that | r ( x ) -11 < k/x. Therefore if the integral of the test converges the series is known to converge. Suppose that the integral diverges.
The series also will then diverge. For in case that it converged we should have and r ( x ) -1 > -2p/x,
x > m, which shows that all of the preliminary conditions of the theorem are then satisfied. Consequently, since the integral diverges, the theorem leads to a contradiction of the assumption that the series converges, or the integral and the series always converge or diverge together. Just as we were able to establish d'Alembert's test and Raabe's first test, we can establish by means of Theorems I, II, III, and V most of the standard tests that use the test-ratio. [April km is the first that is not equal to unity, the corresponding series converges if km > 1, and diverges if km < 1.
In his study of the hypergeometric series Gauss* gave the following rule. 7/ _ nk + di n^1 + ■ • ■ + ak r" = to* + 6iTO*-1+ ••• +bk'
where kis a positive integer, the series converges if ( 61 -di ) > 1, and diverges if ( b\ -di ) =i 1. This test of course is merely the first test of the logarithmic scale. It is easily established directly by means of Theorem V, through one integration. This gives perhaps the easiest method of testing the hypergeometric series. The same results can be found by applying Theorem V directly to the hypergeometric series, though Gauss's test, so easily established by means of the theorem, is more convenient.
It is not difficult to show that in Theorem V the condition \r(x) -11 <kjx may be replaced by the condition that the series £ñ=" (1 -Tn ) converges, and r» S 1. Then by the Maclaurin-Cauchy integral test, we see that the series 52îS"un diverges if the series Z)"=" (1 -rn) converges and r" =i r"+i. Of course this test is very weak. In the case of the series 2" -1 (2* -1)(3P -1)
(3!)p for example, where r" l n"' this test, like Raabe's first test, indicates divergence only for p > 1, though by Theorem V we see that the series also diverges for p = 1.
A series of products
We have noticed the normal form to which may be reduced any series capable of being tested by means of a test of the second kind. This normal form suggests a somewhat more general class of series. Suppose that we are given the two-dimensional array of numbers The following theorem then holds Theorem VI. Let a(x,y) be a positive, integrable function for x =£ 0, y =: 0, such that Proof. We can take c < 1 and k > 1. Take the case that a ( x', y) and a ( x, y') monotonically decrease as y and x respectively increase. The theorem then follows from a comparison of the given series with the series n=0 *Jií by means of the inequalities (2) and (3).
The theorem can readily be extended to series for which the function a ( x, y) satisfies conditions similar to the conditions in Theorems II and III. A theorem analogous to Theorem V is also easily deduced.
As special cases this theorem in its extended form includes Theorems I, II, and III.
Example.
The following series is conveniently tested by means of Theorem VI. Therefore the series converges for /3 > 1, and diverges for ß s¡ 1.
Multiple series
The tests given for simple series are easily generalized for multiple series. Thus for double series we have the following theorem :
Theorem VII. Given the double series 00 00 Z-i ¿^ Umt n , Untl n ,> U .
m=0 n=0
Let rm = Um+i, o/iím, o, and pm? " = um< n+i/um¡ n. Suppose that r(x) is a continuous function for 0 = x, having the properties that r(m)=rm,0<c < r (x) < k, and r(x) monotonically increases as x increases; suppose also that p ( x, y) is a continuous function for 0 SI x, 0 SI y, having the properties that p(m,n) = pm, n, 0 < c < p(x, y) < k, and p(x, y) increases monotonically when either x or y increases; then a necessary and sufficient condition for the convergence of the given double series is the convergence of the double integral r c Joiog r{x)dx+foiog p(x>y)dy dx d The theorems of this paper have been stated for constant terms. They can readily be extended to series of functions, not only to test the convergence of a given series, but also to determine whether the convergence is uniform; uniform convergence of an integral implies uniform convergence of the corresponding series.
Cambridge, Mass. May, 1916 
