The accurate estimation of pressure drop during multiphase fluid flow in vertical pipes has been widely recognized as a critical problem in oil wells completion design. The flow of fluids through the vertical tubing strings causes great losses of energy through friction, where the value of this loss depends on fluid flow viscosity and the size of the conduit. A number of friction factor correlations, which have acceptably accurate results in large diameter pipes, are significantly in error when applied to smaller diameter pipes. Normally, the pressure loss occurs due to friction between the fluid flow and the pipe walls. The estimation of the pressure gradients during the multiphase flow of fluids is very complex due to the variation of many fluid parameters along the vertical pipe. Other complications relate to the numerous flow regimes and the variabilities of the fluid interfaces involved. Accordingly, knowledge about pressure drops and friction factors is required to determine the fluid flow rate of the oil wells. This paper describes the influences of the pressure drop on the measurement of the fluid flow by estimating the friction factor using different empirical friction correlations. Field experimental work was performed at the well site to predict the fluid flow rate of 48 electrical submersible pump (ESP) oil wells, using the newly developed mathematical model. Using Darcy and Colebrook friction factor correlations, the results show high average relative errors, exceeding ±18.0%, in predicted liquid flow rate (oil and water). In gas rate, more than 77% of the data exceeded ±10.0% relative error to the predicted gas rate. For the Blasius correlation, the results showed the predicted liquid flow rate was in agreement with measured values, where the average relative error was less than ±18.0%, and for the gas rate, 68% of the data showed more than ±10% relative error.
Introduction
In the oil and gas industry, multiphase flow in vertical pipes often occurs. The flow of fluids through the vertical pipe string causes a loss of energy through friction losses, where the value of this loss depends on the fluid flow viscosity and the size of the conduit. Often, the friction loss is an important part of the oil well completion design [1] . The pressure drop occurs as a result of the changes in potential and kinetic energy of the fluid due to the friction on the pipe walls [2] . Generally, the total pressure drop in the vertical conduit is basically related to four main components: frictional, hydrostatic, acceleration, and pressure drop. Among these four components, calculation of the pressure drop is the most complex component and has received extensive attention by researchers [3, 4] . Many researchers have attempted to determine the two-phase frictional pressure drop over the whole range
Experimental Arrangements and Measurement Procedure
The experiments conducted in the present study were carried out for two-phase flow through a vertical pipe of 48 oil wells using ESP pumps. A schematic of the experimental system is shown in Figure 1 . The flow measurement starts at the surface wellhead, and then down to the bubble point pressure location depth in the well. Wellhead flowing pressure was measured at normal production conditions before and after the wing valve shut-in, leaving the ESP pump running, to measure the build-up of pressure at the wellhead. The total shut-in time period of the wellhead valve was then recorded. The first free gas bubbles started liberating from the bubble point location depth inside the tubing string. This occurred in the production flowing well before and after the wellhead wing valve shut-in, and the changes of flow patterns inside the pipe were reallocated once again, due to variations of temperature and pressure along the conduit. As a consequence, the liberated gas was dissolved in the oil phase, and the location depth of the bubble point pressure relocated to another position after the wellhead wing valve shut-in. The column of liquid that replaced the liberated gas column space, during the shut-in time period, was the difference between the first and second bubble point location depths. Figure 2 shows the bubble point location depths before and after the wellhead wing valve shut-in. A conceptual basis of physics for prediction of fluid flow rate in the conduit was employed along with multiphase empirical correlations to compute the variations of fluid flow parameters inside the tubing.
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Required Input Data
The input data required were the well parameters data and physical properties data of the fluid, as seen in Table 1 . To carry out this study, 48 ESP oil wells were selected where the wells were producing from four different reservoirs using same production pipe diameter (3½ "). Also, these reservoirs had almost the same reservoir fluid properties: the bubble point pressure ranged from 924 psi to 1124 psi, the American Petroleum Institute (API) oil gravity ranged from 36 to 37 @ 60 °F, the oil viscosity ranged from 0.784 cP to 1.0119 cP, and the reservoir temperature ranged from 157 °F to 186 °F. Furthermore, Figure 3 classifies the input data required. 
The input data required were the well parameters data and physical properties data of the fluid, as seen in Table 1 . To carry out this study, 48 ESP oil wells were selected where the wells were producing from four different reservoirs using same production pipe diameter. Also, these reservoirs had almost the same reservoir fluid properties: the bubble point pressure ranged from 924 psi to 1124 psi, the American Petroleum Institute (API) oil gravity ranged from 36 to 37 @ 60 • F, the oil viscosity ranged from 0.784 cP to 1.0119 cP, and the reservoir temperature ranged from 157 • F to 186 • F. Furthermore, Figure 3 classifies the input data required. Figure 3 . Input data required. Figure 4 shows the algorithm steps to evaluate the mathematical model. The algorithm classified all the main stages and sub-steps in the model. In this process, the calculations were Figure 4 shows the algorithm steps to evaluate the mathematical model. The algorithm classified all the main stages and sub-steps in the model. In this process, the calculations were performed to obtain the bubble point pressure location depth before and after the wellhead wing valve shut-in. The fluid flowing pressure gradient could be calculated anywhere inside the pipe. All the variables needed to be identified to correctly evaluate the physics interactions between all the fluid parameters using the suitable multi-physics equations and empirical correlations. The calculation starts at the surface wellhead and then down to the location depth of the bubble point pressure as a function of temperature and pressure variations with depth. To consider the fact that flow regimes vary depending on the in situ flow rates of gas/liquid, the model calculates, at each foot along the vertical pipe, the variations of supercritical velocities, viscosities, and densities for both phases (liquid and gas). The in situ flow rate can also be calculated by the mathematical model at any flow regime at any depth. As shown in Figures 5 and 6 , the calculation iteration can stop at any depth (i, ..., i + n) using all the equations (from Equation (1) to Equation (56)), where there is a different flow regime along the vertical pipe. The calculation starts at the surface wellhead and then down to the location depth of the bubble point pressure as a function of temperature and pressure variations with depth. To consider the fact that flow regimes vary depending on the in situ flow rates of gas/liquid, the model calculates, at each foot along the vertical pipe, the variations of supercritical velocities, viscosities, and densities for both phases (liquid and gas). The in situ flow rate can also be calculated by the mathematical model at any flow regime at any depth. As shown in Figures 5 and 6 , the calculation iteration can stop at any depth (i, ..., i + n) using all the equations (from Equation (1) to Equation (56)), where there is a different flow regime along the vertical pipe. The following are the physics equations and the correlations applied to determine each independent variable at every single foot.
Computational Algorithm

Total pressure losses expressed as
Hydrostatic head is expressed as The following are the physics equations and the correlations applied to determine each independent variable at every single foot.
Hydrostatic head is expressed as
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Darcy-Weisbach equation [23] was used to calculate the frictional pressure loss
Reynolds number is given by
Three different friction factor correlations were applied to evaluate the impact of the friction on the computation of the fluid flow rate. The first correlation is the Blasius empirical correlation for turbulent flow [24] .
The second friction correlation applied is Darcy correlation [23] 
The third friction factor correlation applied is from Colebrook [25] 1
for Re <≈ 2300 and Re >≈ 4000. The gas density is expressed as
The density at wellbore condition, is given by
The oil density is expressed as
where
Liquid density is given by
Mixture density is expressed as
The gas viscosity is determined by the following equation [26] : 
Mixture viscosity is given by
Beggs and Brill equation [27] was applied to estimate the gas compressibility factor (Z)
Using Standing and Katz equations [28] 
Superficial gas velocity is expressed as
Superficial liquid velocity is expressed as
The water vapor density using the Sloan correlation [29] is expressed as
where the values of constants c 1 to c 6 are shown in Table 2 . The gas formation volume factor is expressed as
Using the Vasquez and Beggs equation [30] to obtain the oil formation volume factor
and oil gas ratio
where the coefficients C 1 , C 2 and C 3 are given by To make sure that the obtained liquid and gas hold-up is accurate, some popular correlations, used by the industry and are included in almost every commercial software package, were considered to predict the liquid and gas hold-up inside each well. The correlations considered in this study are the ones developed by Hagedorn and Brown [31] , Duns and Ros [32] , Orkiszewski [33] , and Aziz et al. [34] . The statistical results for the various prediction methods when applied to all 25 well tests are shown in Figure 7 and Table 3 . These results indicate that the Hagedorn and Brown correlation seems to predict liquid and gas hold-up better than the other correlations selected in this study. However, the overall results show minor differences between the different correlations. This is because each correlation was developed based on certain assumption and for a particular range of data. Using the Vasquez and Beggs equation [30] to obtain the oil formation volume factor
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where 
The liquid hold-up is
and
The liquid flow rate is expressed as
the cross section of the conduit is given by
The flow rates for gas, oil, and water are expressed as
Results and Discussion
The experiments were run on 48 ESP oil wells from four different reservoirs. For each friction factor correlation, the measured oil flow rate values for each oil well were compared against the predicted flow rate values. It should be noted that as the points near the dotted straight line drawn at 45 • (i.e., y = x) in the graph, the more accurate the prediction was. The results show that the pressure drop value was the significant parameter that had the main influence on the fluid flow rate computation. Indeed, any errors in pressure drop values would lead to high uncertainty errors of fluid flow rate prediction. For this reason, the properties of independent variables needed to be considered. Likewise, the interactions between each phase needed to be taken into account along with mixture properties and in situ volume fractions of oil and gas inside the conduit. Each multiphase flow correlation found the friction factor differently. Typically, each friction correlation made its own assumptions and modifications to make them useable to multiphase conditions. The prediction of frictional pressure drop in two-phase flow was usually complicated due to pressure and temperature variations along the flow path. When estimating the friction factor, there were a number of methods for calculating the Reynolds number depending on how much of the two-phase flow mixture was defined. Therefore, the oil and water were considered as a single liquid phase while the gas was considered as a separate phase.
By using the Blasius friction factor correlation, the differences between the predicted flow rate and the measured flow rate were very small. R-squared (R 2 ) explained exactly how the data points were fitted close to the regression line (y = x). Figures 8-10 displayed the regression model for oil, water, and gas flow rate measurements. It can be seen that the plots show that most data points lie on or close to the unit slope line (e.g., best fit line), indicating that the predicted and actual values were in excellent agreement and illustrated an accurate flow rate prediction for oil, water, and gas with good correlating coefficients of 0.994, 0.993, and 0.966, respectively. This means that 99.4%, 99.3%, and 96.6% of the variance in the oil, water, and gas data, respectively, was explained by the line and 0.6%, 0.7%, and 3.4% of the variance was due to unexplained effects. The figures show that the predicted wells flow rates fell within the accepted uncertainty when compared with the measured flow rates.
were in excellent agreement and illustrated an accurate flow rate prediction for oil, water, and gas with good correlating coefficients of 0.994, 0.993, and 0.966, respectively. This means that 99.4%, 99.3%, and 96.6% of the variance in the oil, water, and gas data, respectively, was explained by the line and 0.6%, 0.7%, and 3.4% of the variance was due to unexplained effects. The figures show that the predicted wells flow rates fell within the accepted uncertainty when compared with the measured flow rates. By using the Darcy friction factor correlation, the differences between the predicted fluid flow rates with the measured flow rates were larger than those of the Blasius correlation. Figures 11-13 displayed the regression model for oil, water, and gas flow rate measurements. From these figures, one can easily recognize that the data plotted is under-estimated for oil and water flow rates and scattered around the best fit line for gas flow rates. This discrepancy was more evident for high flow By using the Darcy friction factor correlation, the differences between the predicted fluid flow rates with the measured flow rates were larger than those of the Blasius correlation. Figures 11-13 displayed the regression model for oil, water, and gas flow rate measurements. From these figures, one can easily recognize that the data plotted is under-estimated for oil and water flow rates and scattered around the best fit line for gas flow rates. This discrepancy was more evident for high flow Figure 10 . Predicted vs measured gas rate using the Blasius correlation.
By using the Darcy friction factor correlation, the differences between the predicted fluid flow rates with the measured flow rates were larger than those of the Blasius correlation. Figures 11-13 displayed the regression model for oil, water, and gas flow rate measurements. From these figures, one can easily recognize that the data plotted is under-estimated for oil and water flow rates and scattered around the best fit line for gas flow rates. This discrepancy was more evident for high flow rates where the correlation coefficients for oil, water, and gas flow rates accounted for 90.6%, 86.6%, and 78.7% of the variance, respectively. The figures show that the predicted well flow rates did not fall within the accepted uncertainty when compared with the measured flow rates.
By using the Colebrook friction factor correlation, the differences between the predicted fluid flow rates with the measured flow rates were slightly better than the Darcy correlation performance, but still less than the Blasius correlation performance. Figures 14-16 displays the data fitting for oil, water, and gas flow rate measurements. Similar to the performance of the Darcy correlation, one can easily recognize that the data plotted is under-estimated for oil and water flow rates and scattered around the best fit line for gas flow rates. This discrepancy was more evident for high flow rates where the correlation coefficients for oil, water, and gas flow rates accounted for 93.0%, 87.1%, and 80.8% of the variance, respectively. The figures showed that the predicted wells flow rates did not fall within the accepted uncertainty when compared with the measured flow rates. Predicted vs measured water rate using the Darcy correlation. Figure 13 . Predicted vs measured gas rate using the Darcy correlation. Figure 13 . Predicted vs measured gas rate using the Darcy correlation. In general, the validation results of the predicted fluid flow rates were satisfactory when using the Blasius correlation rather than the Darcy or Colebrook correlations, where 96% and 98% of the In general, the validation results of the predicted fluid flow rates were satisfactory when using the Blasius correlation rather than the Darcy or Colebrook correlations, where 96% and 98% of the predicted fluid flow rates were in good agreement with the real measured oil and water flow rate, respectively. Furthermore, the relative errors were less than ±18%, which were still within the reasonable uncertainty, as shown in Figures 17 and 18 . For the predicted and measured gas rates, 68% of the wells showed about ±10% relative errors, as shown in Figure 19 . By using the Darcy correlation, 63% and 70% of the wells were not in good agreement with the predicted and measured oil and water rate, respectively, with more than ±18% for relative errors, as shown in Figures 20  and 21 . For predicted and measured gas rates, 79% of the wells showed more than ±10% relative errors, as shown in Figure 22 . By using the Colebrook correlation, 67% and 75% of the wells were not in good agreement with the predicted and measured oil and water rate, respectively, with more than ±18% relative errors, as shown in Figures 23 and 24 . For predicted and measured gas rates, 77% of the wells showed more than ±10% relative errors, as shown in Figure 25 . predicted fluid flow rates were in good agreement with the real measured oil and water flow rate, respectively. Furthermore, the relative errors were less than ±18%, which were still within the reasonable uncertainty, as shown in Figures 17 and 18 . For the predicted and measured gas rates, 68% of the wells showed about ±10% relative errors, as shown in Figure 19 . By using the Darcy correlation, 63% and 70% of the wells were not in good agreement with the predicted and measured oil and water rate, respectively, with more than ±18% for relative errors, as shown in Figures 20 and 21 . For predicted and measured gas rates, 79% of the wells showed more than ±10% relative errors, as shown in Figure 22 . By using the Colebrook correlation, 67% and 75% of the wells were not in good agreement with the predicted and measured oil and water rate, respectively, with more than ±18% relative errors, as shown in Figures 23 and 24 . For predicted and measured gas rates, 77% of the wells showed more than ±10% relative errors, as shown in Figure 25 . The results showed high relative errors in gas rate prediction which can happen due to the oil separator meters being insufficiently accurate. Also, these errors may occur due to fixed orifice plate meters used to measure the gas flow rate despite the fact that orifice plates are not appropriate to measure low gas rates. Besides, wear and corrosion can increase the orifice size and cause excessive loss.
Summary and Conclusions
The prediction of the fluid flow rate of oil wells using the new mathematical model has been made and validated with experimentally measured fluid flow rate data. To evaluate the influence of the frictional pressure drop value on the measurement of fluid flow rate of oil wells, Blasius, Darcy, and Colebrook friction correlations were applied. Using the Blasius correlation, the analysis showed that the predicted fluid flow rate values were in accord with the measured values, while by using the Darcy and Colebrook friction correlations, the results were not in good agreement with the measured values. This discrepancy was due to the fact that each friction correlation found the friction factor differently. To determine the friction factor, many expressions were used to compute the Reynolds number. Essentially, each empirical correlation states its own assumptions and modifications to defend the variable components in order to be applicable to multiphase conditions. The two-phase flow significantly complicated the pressure drop calculations, where any errors in determining the frictional pressure drop values would generate some inaccuracies in predicting the fluid flow rate of the oil wells. Consequently, mixture properties and the interactions between the existing phase's properties must be considered. Therefore, the gas and liquid volume fractions throughout the conduit needed to be determined. Overall, the performance of the new mathematical model indicated that the selection of the appropriate friction factor correlation would lead to predicting the gas and liquid flow rate within the acceptable accuracy. However, the friction loss dominated only with very high flow rates. For relatively small flow rates, the hydrostatic pressure The results showed high relative errors in gas rate prediction which can happen due to the oil separator meters being insufficiently accurate. Also, these errors may occur due to fixed orifice plate meters used to measure the gas flow rate despite the fact that orifice plates are not appropriate to measure low gas rates. Besides, wear and corrosion can increase the orifice size and cause excessive loss.
The prediction of the fluid flow rate of oil wells using the new mathematical model has been made and validated with experimentally measured fluid flow rate data. To evaluate the influence of the frictional pressure drop value on the measurement of fluid flow rate of oil wells, Blasius, Darcy, and Colebrook friction correlations were applied. Using the Blasius correlation, the analysis showed that the predicted fluid flow rate values were in accord with the measured values, while by using the Darcy and Colebrook friction correlations, the results were not in good agreement with the measured values. This discrepancy was due to the fact that each friction correlation found the friction factor differently. To determine the friction factor, many expressions were used to compute the Reynolds number. Essentially, each empirical correlation states its own assumptions and modifications to defend the variable components in order to be applicable to multiphase conditions. The two-phase flow significantly complicated the pressure drop calculations, where any errors in determining the frictional pressure drop values would generate some inaccuracies in predicting the fluid flow rate of the oil wells. Consequently, mixture properties and the interactions between the existing phase's properties must be considered. Therefore, the gas and liquid volume fractions throughout the conduit needed to be determined. Overall, the performance of the new mathematical model indicated that the selection of the appropriate friction factor correlation would lead to predicting the gas and liquid flow rate within the acceptable accuracy. However, the friction loss dominated only with very high flow rates. For relatively small flow rates, the hydrostatic pressure played the key role in the overall pressure drop in the vertical tubing. Thus, different multiphase flow models, either empirical or mechanistic model, used in the computation would output different predictions. That being said, the Blasius equation may be superior to other models coupled with the Hagedorn-Brown empirical correlation, as it has been shown in this work. Indeed, a very reasonable average relative error of 4.6% was observed between the predicted and measured flow rates. However, it may not be as good as it is when coupled with other mechanistic models that may further reduce this error. Further research is needed to further validate the developed model by accounting for other sophisticated multiphase models. 
