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Employing Confidence Intervals in Electron Microscopy Digital Image Analysis to
Promote Better Analytical Practices
Abstract
As the range of applications for nanoparticle systems continues to expand, the importance of providing
reliable, informative, quantitative characterization for nanomaterial categorization and quality control
continues to increase. Transmission Electron Microscopy (TEM) is a standard characterization technique
that provides nanoscale image representations of a thin nanomaterial sample and has the potential to
provide quantitative information with substantial digital image analysis. Modern semi-automatic TEM
image analysis processes, such as the popular software ImageJ, aim to improve on outdated manual
processes by incorporating user input with automated algorithms, decreasing the potential for human
error and time expense. These processes segregate particles from the background in grayscale TEM
images based on pixel intensity or particle shape, then calculate attributes such as size parameters from
the derived shapes. However, in attempting to create processes that require little effort and time for the
user, current image analysis procedures often undervalue the user’s knowledge of the system. Because
the automated algorithms are expected to incorporate information about the system more suited to
human determination, particles are often misidentified, resulting in inaccurate calculations. Furthermore,
the automated algorithms are hidden from the user, making discussion of data manipulation biases
arduous. To address these limitations, a novel TEM image analysis process was developed by integrating
a traditional data analytics perspective. To provide feedback on the reliability of quantified size
parameters, the presented process introduces confidence intervals based on image contrast and noise.
These percentages represent the clarity of the image and variability between particles, allowing the user
to choose what areas of the image they want to include in analysis. Encompassed in an easy-to-use
MATLAB® App dashboard, the process allows the user to customize a more effective TEM image analysis
process based on confidence interval feedback. In this project, a GdF3:Yb/Er rhombus nanoplatelet
system and two Fe3O4 spherical systems were analyzed with the MATLAB® App to quantify size
parameters comparable to standard ImageJ analysis. Additionally, the application’s ability to reveal image
properties using confidence intervals is showcased by probing the effects of pre-processing regimes,
magnification variation, and shape matching on size parameter reliability.
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As the range of applications for nanoparticle systems continues to expand, the importance
of providing reliable, informative, quantitative characterization for nanomaterial
categorization and quality control continues to increase. Transmission Electron
Microscopy (TEM) is a standard characterization technique that provides nanoscale image
representations of a thin nanomaterial sample and has the potential to provide quantitative
information with substantial digital image analysis. Modern semi-automatic TEM image
analysis processes, such as the popular software ImageJ, aim to improve on outdated
manual processes by incorporating user input with automated algorithms, decreasing the
potential for human error and time expense. These processes segregate particles from
the background in grayscale TEM images based on pixel intensity or particle shape, then
calculate attributes such as size parameters from the derived shapes. However, in
attempting to create processes that require little effort and time for the user, current image
analysis procedures often undervalue the user’s knowledge of the system. Because the
automated algorithms are expected to incorporate information about the system more
suited to human determination, particles are often misidentified, resulting in inaccurate
calculations. Furthermore, the automated algorithms are hidden from the user, making
discussion of data manipulation biases arduous. To address these limitations, a novel
TEM image analysis process was developed by integrating a traditional data analytics
perspective. To provide feedback on the reliability of quantified size parameters, the
presented process introduces confidence intervals based on image contrast and noise.
These percentages represent the clarity of the image and variability between particles,
allowing the user to choose what areas of the image they want to include in analysis.
Encompassed in an easy-to-use MATLAB® App dashboard, the process allows the user
to customize a more effective TEM image analysis process based on confidence interval
feedback. In this project, a GdF3:Yb/Er rhombus nanoplatelet system and two Fe3O4
spherical systems were analyzed with the MATLAB® App to quantify size parameters
comparable to standard ImageJ analysis. Additionally, the application’s ability to reveal
image properties using confidence intervals is showcased by probing the effects of preprocessing regimes, magnification variation, and shape matching on size parameter
reliability.
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Introduction
Nanomaterials are becoming more prevalent in various fields, from use in electronic
devices, to progress in energy storage, to pharmaceutical development and drug
delivery.1-4 While the increasingly wide range of uses for nanoparticle (NP) systems means
that these materials are receiving exceptional notoriety, it also signifies the need for
standardized criteria for defining and reporting the characteristics of newly synthesized
systems. Groups such as the European Commission have released recommendations for
reporting nanomaterial properties within the last decade. However, creating standards for
reporting system attributes is difficult across contrasting fields and because obtaining
information about NP systems often requires significant experience and skill.5 In addition
to categorizing nanomaterials, in disciplines such as the medical field the criteria for quality
control and uniformity in novel NP systems further indicates the need for analysis
processes that provide reliable, reproducible, and detailed characterizations.3
For most fields, NP system’s important properties include average size and size
distributions, morphology, composition, and crystal structure, among other more fieldspecific attributes. One standard technique in characterizing nanomaterials is
Transmission Electron Microscopy (TEM). In this technique, the electron beam’s
interaction with a thin nanomaterial sample is captured and used to create a grayscale
image of discreet particles within the system.6 This ability to produce an image
representation of individual particles at a nanoscale allows the user to “see” the system
with enough clarity to obtain qualitative information about the size, shape, and uniformity.
More specialized use of the instrument can procure information about the crystal surface
morphology and composition.7,8 Further image analysis can provide quantitative values
for these characteristics, making TEM imaging an effective technique regardless of
discipline.
TEM Instrumental Mechanics
Figure 1 diagrams the mechanical workings of a transmission electron microscope. An
electron gun provides the beam, which is directed by a series of lenses and apertures to
transmit through a thin sample. When the beam passes through the sample, the electrons
interact with the materials in a combination of elastic and inelastic scattering, diffraction,
and absorption.9 The primary result of these interferences is that deflected electrons
experience a modified pathlength. In contrast, electrons transmitted without incident
continue to travel directly towards a detector positioned below the sample slice. The
deflected beam’s path is controlled with additional lenses and apertures to reach the
image plane separately from the transmitted wave. The detector then interprets the
varying pathlengths and travel times as interactions associated with xy positions in the
sample, translating the information into a greyscale digital image where contrast
represents different electron behavior.6 This detection process is so precise that
aberration corrected TEM images can show resolution between individual atoms.10
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Figure 1. Adapted from Mast, Verleysen, Hodoroaba, and Kaegi.6 Diagram of electron beam interacting with
a thin sample to generate an image in transmission electron spectroscopy. The pathway of the electron
beam, controlled by lenses and apertures, is measured by a detector to determine the interaction with the
sample structure.

When the detector is positioned directly below the sample, the TEM is in traditional brightfield mode. In bright-field imaging, the detector measures the portion of the beam
transmitted through the sample, as indicated in Figure 1. Because the transmitted beam
intensity decreases when objects block it in the sample, the resultant images portray NPs
as dark silhouettes on a light background. The opposite is true for dark-field imaging,
where the detector is oriented to receive information relayed by the deflected beam
(Figure 1). In this case, the intensity information obtained by the detector is indicative of
areas of the sample where electrons were deflected. Thus, particles in dark-field images
appear lighter than the background.6
Information Provided by TEM Images
For either TEM mode, the resultant images are not pictures of the nanomaterial’s true
appearance but rather a representation of the system based on how the electron beam
interacted with the sample.6 Therefore, to analyze TEM images to obtain reliable
quantitative information, it is crucial to understand what the data represents. Nanomaterial
parameters such as particle size and morphology are calculated from the projections the
particles make in the image, treating these projections as discrete, measurable shapes.
The greater the contrast between these silhouettes and the background, the easier it is to
define the borders of the shapes and calculate accurate size parameters. The primary
source of this image contrast is particle mass-thickness. The thicker or denser the
particles, the more likely electrons will be deflected from the beam, resulting in silhouettes
2

that contrast more with the background. Other phenomena that effect the image contrast
include Bragg angle diffraction from crystalline particles and the phase interference
between the transmitted and diffracted beams.9
Because the contrast in a TEM image can be attributed to several phenomena, deliberate
sample preparation is crucial for obtaining usable data sets. For example, to increase
contrast from particle mass-thickness, the substrate should be composed of a material
with a lower atomic mass than the sample, enhancing the particles’ electron-blocking
effect in relation to the substrate.6 The sample must be sufficiently thin to mitigate phase
interference from diffracted electrons by maintaining a more intense transmitted beam
than the deflected beam.11 Furthermore, If the sample is too concentrated particles may
appear aggregated or overlapping, losing single-particle definition. To ensure a
statistically relevant number of single particles for analysis, particles should only cover a
small proportion of the image, with a visible background area separating each particle.6
The substrates may be charged to better control the particles’ orientation to the detector
to provide representative projections. For instance, a rod particle standing on its end will
portray a circular silhouette analogous to a spherical particle, giving misleading data about
the system. Additionally, the robustness of the sample must be understood to be able to
predict the potential for sample damage from a high-voltage electron beam during data
acquisition.12
While TEM images may look like clear pictures of the sample, the multiple contributions
to the image contrast, potential for sample damage, and difficulty of obtaining images
portraying detached particles makes quantitatively analyzing these images a complicated
task. For estimating particle size, TEM is overshadowed by averaging techniques such as
small angle x-ray diffraction because it is so difficult to measure a multitude of particles
solely from TEM images.13,8 However, TEM can give more comprehensive information
about the system because in addition to size, the images can probe shape, surface
morphology, composition, crystal structure, and packing. For instance, while x-ray
diffraction can analyze many particles quickly to determine the two particle sizes of a
bimodal system, rigorous analysis of TEM images could give a size estimate and the
shape, composition, and incorporation of the two particle groups.
TEM Image Analysis Processes to Date
To be competitive with other techniques, a digital TEM image analysis process must
analyze enough particles to be representative of the system in an inexpensive amount of
time. Because several images will likely need to be analyzed to reach a statistical sample
size, the process must also be reproducible between trials and from user to user. It should
also reduce the potential for the user and analytical biases to hide in the results by either
reporting these biases or taking steps to mitigate their introduction during analysis. In
theory, these criteria can be met by combining the information that the human user
intrinsically understands about the nanomaterial sample and the rapidity of computerbased calculations. The user can provide information such as the expected composition,
shape, and size of particles and recognize artifacts that the computer may identify as a
particle. They also understand what the criteria are for reporting the results. The computer,
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however, is immune to human error and thus calculates more accurate and fast
quantitative values.
At the advent of TEM image analysis, completely manual processes were employed,
involving steps such as drawing a line across a spherical particle on a computer screen
by-hand and measuring the length to find the particle diameter. The benefit of these
manual processes is that there is sufficient input from the user for system-representative
particles to be analyzed, while artifacts and agglomerates are ignored. However, running
a primarily manual process is extremely time-consuming and introduces significant user
bias.6 The results are rarely reproducible between users because each user may define
the particle’s edge differently. Indeed, calculations are sometimes irreproducible over trials
even with the same user as the user experiences fatigue and boredom.14 Therefore, semiautomatic processes that give more responsibility to the computer have mostly replaced
purely manual processes.
The objective of semi-automatic processes is to use automated algorithms to segregate
areas of interest in the image, correctly identify areas as particles, and then measure the
particles in bulk to find characteristics such as size parameters. The user may input the
criteria for identifying an area as a particle, but computations are completed
autonomously, reducing user bias and decreasing time-to-process. A simple, traditional
method for segregating particles from the image background includes setting a threshold
limit that separates pixels into two categories, particle or background, based on which side
of the threshold they fall.15 Because this process can segregate many particles quickly
and easily, it is applied in one of the most common image analysis software ImageJ, which
has been a staple for TEM image analysis since the 1980’s.16 However, thresholding often
fails to provide accurate particle segregation when the contrast between particle and
background is low or varied across the image. Usually, two or more particles will be
combined into a single shape if there is an area of low contrast between the particles,
creating an analysis-based agglomeration effect that overestimates the system size
parameters.
To address simple thresholding pitfalls, newer semi-automatic processes have explored
other algorithms that can segregate particles more readily. For example, Canny edge
detection has been used to implement local thresholding to identify particles, significantly
increasing the reliability of segregation over global thresholding algorithms.17 Other
procedures use deformable ellipse models to match to particle shape rather than basing
segregation on grayscale, calculating minimum energy pathways to create contours fitted
to the edge of particles, and using an irregular watershed algorithm to identify the area of
nonuniform particles.18-20 Another approach includes automating the image acquisition
procedure to produce more uniform images that can be analyzed jointly.21 Furthermore,
substantial research is on-going to use machine learning to segregate particles with less
user input.22,23 In these processes, the computer can obtain human knowledge of the
system itself, ultimately creating a completely automated process with no user bias and a
drastically decreased time-to-process. However, these processes are not currently as
accurate at segregating particles as the human eye and will not be accessible to most labs
for another decade.
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Until completely automated machine learning procedures are available, semi-automatic
processes are the most feasible to provide accurate nanomaterial characterization. While
currently published semi-automatic processes are efficient at segregating particles in
specialized or uniform systems, they often struggle to analyze nanomaterials not explicitly
tested with the software. One source of this failure is that the procedures limit the amount
of user input, meaning that too few parameters can be modified to customize the process
to a new system. On the one hand, semi-automatic processes aim to reduce the amount
of work for the user, lessen the technical skills required, and decrease user bias. On the
other hand, underappreciating how much more effectively the human eye can discern
particles in an image than a computer results in misidentifying particles that then must be
manually removed from final calculations. Sometimes this inability to adequately
segregate particles is so frustrating that users revert to using manual processes instead.
Data Analytics and TEM Characterization
There is a current niche in the TEM image analysis market for a semi-automatic process
that balances human and computer responsibilities better. Presently available software
like ImageJ restrict users too much, hiding the automated algorithms in black-box
processes that limit discussion of data manipulation biases in reported results. 24 Instead,
a process that helps the user approach characterizing TEM images from a data analytics
perspective would help glean more information from images, provide more reliable results,
and highlight data manipulation biases and how they affect quantitative results.
Incorporating data analytics skills in nanomaterial labs is logical as datasets’ size
increases rapidly with progress in computing power and instrumental design. Scientific
knowledge is not created from simple measurements but results from a pre-determined
procedure to obtain data, methodically gain information from the data, and finally interpret
the data to draw meaningful conclusions.25
Figure 2 gives a more detailed schematic of this data analytics approach to producing
scientific knowledge. After data acquisition, the user must survey the dataset to learn what
information is available. In terms of nanomaterial analysis, this may mean estimating the
size, shape, and number of particles present in a TEM image. Only after an initial
examination can the calculations necessary to reach the intended result, such as a size
parameter, be planned out. The green boxes in Figure 2 indicate the data manipulation
steps taken to calculate results. In a semi-automated digital image analysis process, these
steps are automated. The step that many currently available processes omit is removing
“dirty data” before analysis. In data analytics, it is assumed that every dataset contains
unusable data, although the criteria for what designates the data to be “dirty” may vary.
Therefore, the user must have autonomy in deciding what data should be removed from
the dataset before analysis. In TEM images, dirty data may include an image artifact from
a fault in the detector or two particles that are not separated correctly.
Most importantly, the steps in green inevitably provide new information about the system,
which should trigger a feedback loop to return the user to the planning portion of the
analytical procedure as depicted by the black arrow in Figure 2. According to data
analytics, an effective procedure should never run linearly. Instead, it should indicate

5

previously hidden aspects about the dataset that help the user plan a better procedure by
looping through the process several times.

Figure 2. Schematic of a standard data analysis process. After obtaining a dataset, the user creates a plan
for acquiring results (blue) by learning the characteristics of the dataset and mapping steps to change the
data. Processing the dataset (green) then provides new information, often requiring the user to return to the
planning phase to create more interpretable results.

Here, a new TEM image analysis process that incorporates a data analytics approach is
presented. This process is written as a MATLAB® Application.26 It incorporates a
dashboard where users can manipulate deliberately chosen parameters to customize the
process to calculate particle size parameters based on pre-analysis human knowledge of
the system. Data analytics concepts such as removing misidentified particles before
analysis are included. Most notably, this process introduces the concept of confidence
intervals in particle size parameters as an indicator of the data set’s goodness. Confidence
intervals are reported as a percentage indicator of the total image’s data reliability and
each identified particle based on grayscale contrast and noise. Furthermore, these
confidence intervals act as a trigger for the feedback loop indicated in Figure 2 to assist
the user in choosing better parameters before running the software. Because the process
is written as a MATLAB® App, the code is accessible in conjunction with the GUI, avoiding
a black-box process.
Firstly, this project provides benchmark statistics comparing manual and semi-automatic
processes and the effects of user bias in ImageJ. Then, the MATLAB® process is
presented by explaining the automatic algorithms in detail and introducing the dashboard’s
structure. The size parameter and confidence interval results from a GdF3:Yb/Er (20/2
mol%) rhombic platelet system are reported. Then, the effects of pre-processing regimes
and image magnification variation on two Fe3O4 spherical systems are explored. Finally,
a shape-matching functionality is introduced for spherical particles.
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Materials and Methods
Materials
TEM images of three systems were used as datasets. Application development and
testing were completed using an image of GdF3:Yb/Er (20/2 mol%) rhombic platelets
synthesized and imaged by Katherine Elbert. Further data analysis was conducted on
images of a Fe3O4 spherical particle system stabilized by oleic acid and a second Fe3O4
system with G2 dendrimer surface ligands. Both systems were synthesized and imaged
by Austin Keller.
Instrumentation
Images of all systems were captured on a JEOL JEM-1400 microscope equipped with a
Gatan Orius (Model 832) Camera. The GdF3:Yb/Er and Fe3O4-OA systems were imaged
on carbon grid substrates. The Fe3O4-G2 system was imaged on 5nm amorphous silicon
membranes.
Methods
Several pre-programmed functions available in MATLAB® were used in developing the
presented image analysis process. To identify particles, the process employs the function
imbinarize() that automates Otsu’s thresholding for grayscale images.27 Otsu’s
thresholding regime chooses a threshold limit by creating classes of grayscale values
present in the input image and determining the threshold that optimally separates the
classes into two sections. Visually, the regime is equivalent to creating a histogram of the
image’s range of grayscale values and choosing a position in the distribution. The intensity
values of the exceeding bins are saturated to the value 1, or white. In contrast, bins below
the limit are saturated to 0, or black. This saturation creates a binary spread of data, or
black-and-white image.28 While Otsu’s thresholding has been a commonly employed tool
for image object segregation, in the presented process the function is used exclusively to
identify particles and provide reference points for particle edges before the segregation
processing begins. After employing Otsu’s thresholding to isolate particle shapes, the
MATLAB® function regionprops() is used to determine each binary shape’s property
‘Centroid’.29 This function provides the xy-coordinates of each particle’s center of mass
and is used to determine the each identified particle’s center point.
Pre-processing of image datasets to increase the number of particles identified and
confidence in results was accomplished using the MATLAB® functions imadjust() to
increase contrast and imflatfield() to “flatten” or remove persistent background
gradients.30,31 The contrast regime by default saturates the top and bottom 1% of grayscale
values. Or, it is used in conjunction with the function stretchlim() to map the range of
grayscale values to a normal distribution, allowing the user to input proportions to specify
the top and bottom percent that is saturated.32 Image flattening is achieved using a
standard Gaussian smoothing technique with σ representing the standard deviation of the
kernel input. For this project, σ was set to 30.
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Finally, to match determined particle perimeters to perfect circles, the MATLAB® function
polyshape() was used to create measurable shape objects from particle edge points and
the perimeters of circles of a given radius.33 The function intersect() was then used to find
the polygon’s overlapping area, which was converted into a percent overlap.34
Standard statistical analysis methods were employed on the raw data obtained from
ImageJ software in experiments comparing manual and semi-automatic processing and
quantifying user bias. Outlying particle areas were identified by the standard deviation
method, where areas more or less than two standard deviations from the mean were
removed. Alternatively, the interquartile range method was used, where outliers are
defined as more or less than 150% the interquartile range from the mean. A statistically
significant sample size of particles is considered 100 or greater and are not required to be
analyzed from a single image.
Software
All programming was completed using MATLAB® version R2019a.35 Application
development was completed in the standard MATLAB® App Designer plugin on the same
license.26

8

Results and Discussion
Manual versus Semi-Automatic Image Processing
Size analysis of the Fe3O4-OA system synthesized by Austin Keller was performed by
characterizing eight TEM images of the system using manual and semi-automatic image
analysis processes in ImageJ to provide benchmark results differentiating these two types
of processes. ImageJ was an appropriate software for this experiment because it has been
widely utilized and considered a standard toolbox for digital analysis by material
laboratories since the 1990’s.16 Figure 3a represents the manual process used, where the
user drew a line with their cursor across each circular particle projection in the image,
highlighted in white. The line’s length was automatically converted from pixels to
nanometers by ImageJ using the image’s scale and recorded as the diameter. For the
semi-automatic process, the user-input involved converting the grayscale image to binary
by manually setting a threshold before running ImageJ’s automatic particle segregation
process. The user chose to have the automatic process remove particles cut off by the
edge of the image and only analyze particles with an area greater than 50 nm2. Figure 3b
displays the perimeters of the particles that the semi-automatic process identified and
analyzed.
(a)

(c)

(b)

(d)

dimer

trimer

Figure 3. Size analysis characterization of TEM images of a spherical Fe 3O4-OA system using ImageJ. (a)
representation of a TEM image after manual processing. (b) representation of a TEM image after semiautomatic processing. (c) size distribution of particles analyzed from eight images manually with red dashed
lines indicating outlier limits. (d) size distribution of particles analyzed from eight images semi-automatically
with red dashed line indicating the outlier limit.
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As discussed previously, a primary limitation of manual data analysis processes is the
time they take to complete. This experiment took the user an average of 26 minutes to
determine the diameter of an average of 144 particles per image, not including the time to
complete the statistical analysis of the raw results. In contrast, the semi-automatic ImageJ
process took less than 5 minutes to set up and less than a minute to run the automatic
portion for each image. However, the statistical analysis for the data generated by the
semi-automatic process took significantly longer than the manual data analysis, primarily
due to the number of outliers, or misidentified particles analyzed by the code. Table 1
gives the statistical results from both ImageJ processes, indicating that the semi-automatic
process recorded more than six times as many outliers as the manual process. This
surplus of outliers occurs when the automatic process fails to segregate two or more
particles from each other, as outlined by the orange oval in Figure 3b, resulting in a
recorded area that is two or more times the actual value.
Figure 3c and Figure 3d show the distribution of diameters measured using the manual
and semi-automatic ImageJ processes, respectively. The manual process distribution
appears to have a wider spread of diameters but is more normal in shape. Upper and
lower outlier limits were calculated by Equation 1, where x̄ is the mean of the distribution
and σ is the standard deviation. The limits are displayed with red dashed lines in Figure
3c.
k = ̅x ± 3σ
(1)
The size distribution for the semi-automatic data in Figure 3d diverges from a normal
distribution due to a long right tail. In this case, outliers were calculated exclusively as
greater than one standard deviation above the mean, as indicated by the single red
dashed line. The outliers to the right of this line are grouped in two areas representing the
area of two or three particles mistakenly aggregated during analysis. Table 1
demonstrates the increased importance of a robust statistical analysis for the semiautomatic results by showing how both the average diameter and standard deviation
decreased significantly with the removal of outliers. In contrast, little change within the
error was noticeable with the manual data. Unfortunately, the necessity of statistical
analysis for the semi-automatic process significantly increased the time of analysis,
diminishing the principal advantage that automatic processes should have over manual
processes.
Table 1. Statistical results from the size analysis of TEM images of a spherical Fe3O4-OA system using
manual and semi-automatic analysis processes in ImageJ.

Number of
Particles
Identified

Average
Diameter (nm)

Number of
Outliers

Average Diameter
after Outlier
Removal (nm)

Manual

1148

13.2 ± 0.8

16

13.2 ± 0.7

Semi-Automatic

918

14 ± 3

92

13.7 ± 0.7

Process Type
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Furthermore, because the manual process was also able to identify 230 more particles
than the semi-automatic process, as indicated in Table 1, the percentage of outliers in the
total dataset was even lower for the manual process, at 1.4% versus 11% for the semiautomatic process. This increase in the manual process’s statistical efficiency, in
conjunction with a comparable completion time to the semi-automatic process, explains
why many users revert to using manual ImageJ processing when in theory, the semiautomatic process should be preferential. In this case, the semi-automatic process did not
require enough user input to correctly identify particles, creating more work on the
backend for the user.
User Bias
Biases based on user experience and preference are prevalent in any digital analysis
process that includes user input. Purely manual processes’ accuracy is in question
because the determined size parameters rely on how the user defines the particle’s edge.
Semi-automatic processes are less susceptible to user biases because the calculation of
size parameters is standardized by the computer across the range of particles. However,
any variables that the user inputs into the software before running the automatic procedure
rely on the user’s expertise, knowledge of the system, and intention for the results. Here,
the effect of user identity on semi-automatic processes was explored by asking Austin
Keller (User A) and the author (User B) to characterize eight TEM images of the Fe3O4OA system synthesized by Austin Keller using ImageJ-based software. User B used the
traditional ImageJ interface and User A used Fiji, an ImageJ derivative interface that
employs the same code. To improve the separation of particles, both users changed each
image’s contrast before analysis to their specifications, but no other procedural
requirements were made.
Table 2. Statistical results from the size analysis of TEM images of a spherical Fe3O4-OA system using
ImageJ-based software as determined by two users.

User

Number of
Particles
Identified

Average
Diameter (nm)

A

1122

13.4 ± 1.3

B

1040

Outlier
Method

Number
of
Outliers

Average Diameter
after Outlier
Removal (nm)

Std Dev

32

13.2 ± 0.7

IQR

64

13.2 ± 0.6

Std Dev

24

13.8 ± 1.3

IQR

90

13.5 ± 0.6

14.0 ± 1.9

Table 2 reports that from the raw data obtained, User A determined the system’s average
diameter to be 13.4 ± 1.3 nm. User B found a 4.5% larger diameter and 46.2% wider
distribution of 14.0 ± 1.9 nm. One explanation for this discrepancy is a digital image
analysis trend where less experienced users are more susceptible to reporting size
parameters greater than their actual value.36 In this case, User B was the less experienced
user and is expected to provide a larger diameter. User A was also able to identify 82
more particles than User B, further indicating his greater expertise. Secondly, User B used
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a low contrast change method where a small percentage of the upper and lower limits of
the grayscale range in each image were saturated while User A chose a more thorough
contrast change regime based on the distribution of intensity values in the images. The
higher contrast in User A’s analysis likely introduced more data manipulation bias that
decreased the average diameter reported.
These disparities between the characterization results on the same system from two
different users highlight the importance of standardizing image analysis procedures in
laboratories where more than one operator is responsible for providing comparable
results. To study how inconsistent post-characterization statistical analysis regimes affect
final size distributions, both users’ datasets were further analyzed by identifying and
removing outliers using two outlier limit methods. In the first method, upper and lower
distribution limits were defined as three standard deviations above and below the mean
(Equation 1). The second method used Equation 2, where x̄ is the distribution mean, Q3
is the third quartile and Q1 is the first quartile. In this method, the limits were determined
by adding and subtracting 150% of the interquartile range (IQR) from the mean. For both
methods, all data points outside the calculated limits were identified as outliers and
eliminated.
k = ̅x ± 1.5 (Q3 - Q1)
(2)

(a)

(b)

Figure 4. Size distributions of a spherical Fe3O4-OA system using ImageJ-based software operated by User
A (a) and User B (b). Red dashed lines indicate outlier limits determined by the Std Dev method and green
dashed lines indicate outlier limits determined by the IQR method.

Figure 4 shows the particle size distribution of the samples analyzed by both users.
Figure 4a displays the positions of the upper and lower outlier limits in relation to the
original size distribution generated by User A, with the red dashed lines representing the
standard deviation (Std Dev) method and green dashed lines representing the IQR
method. Figure 4b presents the same information for User B’s results. In both cases, the
IQR method captured a significantly narrower range of the distribution. The number of
outliers identified by each method, as given in Table 2, verifies that the IQR method
identified at least two times as many outliers for both users. This drastic difference in
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outlier identification occurs because the standard deviation invariably incorporates and is
manipulated by outliers, whereas the IQR is more likely to omit outliers. For the more
experienced User A, the difference in the final reported average diameter and distribution
of the system was negligible between the Std Dev and IQR methods. However, for User
B the IQR method found a 2.2% decrease in average diameter and 53.8% decrease in
standard deviation. In particular, the IQR method’s ability to halve the standard deviation
to match the distribution reported by User B is significant because it suggests that this
method was superior in dealing with the results of an inexperienced operator. Because
the standard deviation of an NP system’s size parameters is often used to indicate the
sample’s monodispersity, a post-characterization procedure that provides more accurate
and reproducible size distributions is valuable. Comparing the Std Dev and IQR outlier
methods even more clearly emphasizes the necessity of standardizing data analysis
procedures from characterization to statistical analysis, especially when more than one
user is involved.
Novel Particle Segregation Procedure
Determining the size parameters of NPs in a TEM image traditionally begins with the
categorization of sections of the image as “particle” versus “background”. In the most
straightforward methods, such as Otsu’s thresholding, binning pixels based on an intensity
limit into two categories, “above” and “below”, creates segregated particle areas that can
be reimagined as shapes with measurable dimensions. However, while thresholding may
give information about whether a general area of the image is particle versus background,
the technique is not complex enough to accurately identify each particle section’s
perimeter. While the projections of particles in a TEM image appear to have distinct
boundaries to the human eye, the edge of a particle projection may occur over several
pixels. This blurring of the edge is particularly apparent with curved particles, such as
spheres. The change in electron behavior between the particle and substrate along the
edges is less evident because the projection grows thinner as you approach the edge. In
response to the limitations that thresholding regimes experience in determining particle
perimeters, the presented image analysis procedure divides the typical particle
segregation process into two steps. First, particle areas are identified using simple
thresholding methods, adapting the work by Vippola in 2016 (Figure 5).19 Then, the
position of the edge of each particle area is defined using a more robust, novel process
that improves upon the perimeters identified in the first step.
Figure 5a shows a brightfield TEM image of the GdF3:Yb/Er (20/2 mol%) platelet system
synthesized by Katherine Elbert, which was used in testing the presented procedure.
Initially, Otsu’s thresholding is used to bin the intensity values in Figure 5a into two groups,
saturating the “below” pixels to 0 and the “above” pixels to 1. In a brightfield image where
particles exhibit lower intensity values, the categories must then be inverted so particles
are labeled 1 while the background is 0. These categories are represented by white
(particles) and black (background) in Figure 5b. Next, any holes representing instrumental
noise within each particle area are filled in, creating the continuous shapes seen in Figure
5b.
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(b)

(a)

(c)

(d)

Figure 5. Visual representation of the presented method for identifying particles from a TEM image. (a)
original TEM image of a GdF3:Yb/Er (20/2 mol%) platelet system. (b) the image after Otsu thresholding,
inversion, and hole filling. (c) sections identified as particles after artifacts were removed based on area.
Each particle is labeled separately, depicted by different coloring. (d) center points of each identified particle
displayed on the original image. The orange oval indicates two particles that were not appropriately
segregated.

After the initial thresholding scheme, a series of size distributions based on area is
conducted for the white shapes shown in Figure 5b, removing outliers after each
distribution. This process removes noise artifacts, which may be only a few pixels wide
but are still identified as separated sections by Otsu thresholding. Most agglomerations of
particles are also removed during this step. The necessity of removing hundreds of
artifacts and unseparated particles further shows the limitations of simple thresholding as
a technique for both particle identification and perimeter determination. Then, any
remaining particle areas that are cut off by the edge of the image are removed. Next, the
remaining particle areas are redefined as different shapes and labeled with a distinct ID.
This labeling regime is portrayed in Figure 5c in different colors. Finally, each particle’s
center point is calculated as the center of mass and printed on the original image in Figure
5d.
At this point, the particle identification process is complete, but the shapes presented in
Figure 5c are not considered accurate perimeters for these identified particles. Instead,
the coordinates of the center points portrayed in Figure 5d are used as starting points to
more thoroughly probe the original image to determine the particles’ edge. Figure 5d also
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shows that the particle identification process is not perfect – the orange oval indicates two
particles identified as one particle and measured to have a small enough area that they
were not removed with the other agglomerates. Thresholding can fail to separate two
particles if even one pixel bridging the two regions has a value above the thresholding
limit. Therefore, a solely automated particle identification process using thresholding is
challenging to write, suggesting user input at this step is required, an option that will be
addressed in a future section.
Once the dataset has been modified to include the coordinates of each identified particle’s
center points, the perimeter determination process is employed. A situational question
depicts the foundation for this process: if an observer were standing on the center point of
a particle and walks towards the edge of the particle, how would they know when they
have left the particle? Suppose criteria are established to identify the point at which they
leave the particle. In that case, the observer can repeat this experiment multiple times at
different angles to find many points along the particle’s edge to make up a perimeter. The
observer’s journey to leave the particle is represented by a cross-sectional profile of the
TEM from the center point to the image edge. The criteria are based on the amplitude
behavior of the intensity profile.

(a)

(c)

1

2

3

4

(b)

1
2
3

4

Figure 6. Radiating profiles from a particle center point in a TEM image giving information about the position
of the particle edge. (a) lines radiating from the right (red) and left (green) of an identified particle from Figure
5d. (b) a single radiating line with positions where the line intersects background rather than particle. (c) the
profile designated by the red line in (b). Greater amplitude sections indicate background and are greyed out
and labeled corresponding to the line positions in (b). The blue highlighted section represents the area
between the particle center point and the first particle edge.

Figure 6a depicts 358 lines radiating from the center of a particle identified in Figure 5d
at 2° increments. These lines represent 358 pathways to leave the particle in the traveling
observer analogy. Because the processing math varies slightly for lines that begin or end
at the center point, the process handles lines to the particle’s right (red) separately from
those to the left (green). Next, an intensity profile is mapped along each line shown in
Figure 6a and analyzed to determine the edge point, resulting in 358 points combined to
form a particle perimeter. Figure 6b shows a single radiating line to demonstrate this
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process, with the corresponding profile given in Figure 6c. When analyzing a brightfield
image, the lower sections of the profile indicate where the profile crosses a particle. In
contrast, the sections of greater amplitude represent the line traveling through space
between particles, or background. In Figure 6c, the estimated background sections are
greyed out and labeled corresponding to their positions along the line in Figure 6b. The
transitions between white and grey areas then give information about each particle’s edge
crossed by the line. However, for the purpose of this process only the first transition,
determining the edge point of the primary particle, is important. The general area
representing the first particle is highlighted in blue in Figure 6c, meaning that the transition
of interest is between the first blue and grey sections.
While the general particle and background sections in Figure 6c are evident, the profile
is noisy enough to make identifying the exact position of the particle edge point unclear.
Profile noise results from a combination of instrumental and environmental static, the
resolution of the detector, and the composition of the particles and substrate. It is this
noise that makes particles in TEM images, which are so easily identified by the human
eye, difficult for simple computer algorithms, like thresholding, to differentiate. Therefore,
the next step is to remove the dirty data, or noise, from the data set and focus processing
on the regions of interest. Figure 7a shows the most significant section of the line profile
from Figure 6b. The corresponding profile in Figure 7b then only provides information
about the first two transitions: Position 1, where the observer crosses from particle to
background, and Position 2, where they cross back into a second particle.
(a)

(b)
1

2

1

2

1
2

(c)

(d)

Figure 7. Determining particle edge points from differential profiles. (a) subsection of a radiating line from a
particle center point. (b) corresponding profile to (a), where Position 1 indicates a transition from particle to
background and Position 2 is a transition from background into a second particle. (c) the same line profile
from (a) on particles identified by Otsu thresholding. (d) differential profile calculated from the profile in (b).
The green line is the noise limit at the 20th percentile of the amplitude range and the red profile corresponds
to the line in (c).
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Position 1 in Figure 7b indicates that the location of the first particle edge point occurs in
a steep region of the profile, somewhere between 69-78 on the x-axis. Logically, the
particle’s edge should occur where there is the most drastic change in intensity values,
assuming appropriate contrast between the background and particles. To better probe the
areas of most significant intensity change, the presented process then finds a differential
profile based on the original intensity profile, as depicted in Figure 7d. Starting from the
left of the profile, or center point of the particle, the differential algorithm calculates each
adjacent element’s difference. It adds the difference to the previous calculation if the
difference has the same sign (Appendix I). For example, if the profile increases in
amplitude from elements A to B to C, the value at element C in the differential profile is
the addition of the differences between A-B and B-C. If the profile decreases in amplitude
from elements C to D, the value at D is only the difference between C-D, which is now a
negative value. This regime allows for peaks in the differential profile to grow in amplitude
if there is a consistent increase or decrease across several pixels in the original intensity
profile. This phenomenon is more indicative of the edge of a particle than a sudden change
between two pixels, which is more likely to result from noise.
The differential profile given in Figure 7d is similarly noisy to the original intensity profile.
Therefore, the next step is to isolate the maximum peaks in the profile that are more likely
to indicate the particle’s edge. To do this, the presented process calculates the 20th
percentile from the range of intensity values in the total differential profile, illustrated by a
dotted green line in Figure 7d. Any peaks below this line are ignored as noise in further
processing. However, Figure 7d shows that two peaks near Position 1 have sufficient
amplitude to exceed the noise limit despite this precaution. From the differential profile, it
is impossible to tell which of these peaks represents the particle edge. Thus, the process
refers to the rough particle segregation using Otsu’s thresholding to provide a reference
peak. Figure 7c presents the particle shapes outlined by thresholding while identifying
particles with the same line profile indicated in Figure 7a. The corresponding differential
peak, which occurs when the line passes from the binary particle to the background, is
portrayed by a red line graph in Figure 7d. This reference point more closely aligns to the
second peak in the blue differential profile, implying that this peak is the particle’s edge.
The blue peak is shifted slightly to the right, indicating that further processing improved
upon the particle edge’s location determined by simple thresholding. Final processing to
identify the particle edge point includes matching the differential peaks’ location back to
the original intensity profile and choosing the half max of the peak in the original profile as
the position of the particle edge.
Sometimes, the profile noise obscures the edge peak to the point that edge point
identification is impossible. In these cases, the edge peak does not have sufficient
amplitude to exceed the noise limit and the edge point from the current profile is omitted
from the final particle perimeter. This error is more likely in grainy images due to insufficient
radiation from the electron beam during image acquisition or when the composition of the
particle and sample too similarly interact with the electrons, resulting in poor contrast.
Furthermore, the difference in noise level between profiles even radiating from the same
particle suggests that the edge points identified from profiles with lower noise levels are
more accurate, or more confident in their identification. In response, this process
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introduces the novel concept of confidence intervals to indicate the reliability of
measurements from each profile, and eventually, each particle and the image as a whole.

(a)

(c)

(b)

(d)

Figure 8. Visual representation of a confidence interval algorithm for determining particle edges from
profiles. (a) singe radiating line profile. The position of the edge peak in (c) is depicted by a yellow point
while the position of the maximum peak is depicted by a green point. (b) intensity profile corresponding to
the line in (a). (c) differential profile with the edge and maximum peaks indicated by dashed lines. (d)
absolute value of the differential profile in (c). The noise limit, or average of the profile, is indicated with a
red dashed line.

The presented confidence intervals are reported as percentages. A 100% interval would
result from a binary profile with no noise and a single edge peak, like the red profile from
Otsu’s thresholding in Figure 7d. The algorithm for finding the confidence interval of a
profile, and thus a single edge point, is divided into two sub-equations that calculate the
confidence attributed to the edge peak’s amplitude and the profile’s noise level. This
algorithm is described in Figure 8 by first delineating a profile pathway as a red line in
Figure 8a. The corresponding intensity profile is given in Figure 8b. Based on the edge
peak’s amplitude, the first attribute is calculated by computing the differential profile and
then identifying the edge peak and the maximum peak within the profile, as illustrated in
Figure 8c. The confidence from amplitude (α) is then the proportion of the amplitude of
the edge peak to the maximum peak, where α = 1 when the edge peak is the maximum
peak. In Figure 8c, α = 0.7290. To consider both positive and negative noise from the
differential profile in the second attribute, the profile’s absolute value is calculated and
displayed in Figure 8d. Then, the noise level is calculated as the average of the intensity
values of the absolute value profile, portrayed by a red dotted line in Figure 8d. The
confidence from profile noise (β) is given by first finding the noise level’s proportion to the
same maximum peak amplitude used for calculating α. However, since the final
18

confidence interval should be inversely proportional to the noise level, the proportion of
the noise level to the maximum peak is subtracted from 1 to find β. In Figure 8d, β =
0.8014. The final confidence interval averages the attributes from edge peak’s amplitude
and profile noise in Equation 3b.
confidence interval = (α + β)/2

(3)

Therefore, the overall confidence interval described in Figure 8 is 0.7652, which would be
reported as the percentage 76.52%.
The average of the confidence intervals for each profile gives the confidence interval of
the particle overall. When the confidence interval is determined for each particle in an
image, the particles can be compared by their perimeter’s reliability. Interestingly, the
presented process has found that the particles’ confidence intervals in the same image
can differ significantly. Figure 9 shows the TEM image of the GdF3:Yb/Er (20/2 mol%)
system after image analysis. Particle perimeter points calculated from radiating profiles to
the right of the particles are displayed in red. In contrast, edge points to the left of the
particle are shown in green. Number labels indicate ten exemplary particles in two areas
of the image. The confidence intervals for each of the labeled particles tabulated to the
image’s right show a range of 14.21%, implying that the data environment around each
particle is variable. Furthermore, the confidence intervals for particles 1-5 oriented to the
left of the image show consistently greater intervals than the second grouping of particles
6-10 to the image’s right. This contrast indicates that the presented confidence intervals
can expose trends in the cleanliness of the dataset that are not evident to the human eye.
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Figure 9. Particle edge points determined by right radiating profiles (red) and left radiating profiles (green)
portrayed on the original TEM image. Exemplary particles are labeled. Corresponding confidence intervals
for labeled particles are tabulated to the right.
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The inconsistencies in confidence intervals between particles confirm that single
thresholding regimes to segregate particles are ineffective because they treat the TEM
image as a single dataset. However, variability between particles is expected and the
ability to probe where differences may occur using confidence intervals would be greatly
beneficial to quality control procedures. For example, changes in noise and contrast
around a particle could result from composition variations, which may be problematic for
NP systems that need to be exceedingly uniform, especially in drug delivery. Or,
confidence inconstancy could occur due to background gradients, damaged areas of the
detector, or crystal structure orientation. These issues could indicate that instrumental
repairs or a more robust sample preparation procedure are needed to provide more
reliable data for quality control measures. Regardless of the reason for the range in
confidence intervals, the presented procedure offers a novel way to explore potential
biases that previous TEM image analysis procedures have neglected.
Presented MATLAB® Application
The confidence intervals presented in the previous section provide more information about
the image during analysis, enabling a feedback loop in the data analysis procedure as
outlined in Figure 2. However, for the feedback to be effective, there must be a way for
the analysis process to communicate information about the dataset to the user and allow
the user to change parameters in response to the new information. To meet these needs,
a dashboard was created for the presented process using MATLAB® App Designer, an
application that allows the user to both create a visual interface and manipulate the code
behind the GUI. Furthermore, while the process described in the previous section
successfully found the perimeter of particles within a TEM image, the MATLAB® App
provides this result in a more usable format by using these shapes to calculate size
parameters.
A screenshot of the created MATLAB® App after analysis of a TEM image of the
GdF3:Yb/Er (20/2 mol%) platelet system is given in Figure 10. The user chooses an image
before running the program, displayed throughout the process in the top left corner. The
user then selects a series of input parameters, allowing the automatic process to run more
effectively with human knowledge of the system. First, the user must set the nanometerto-pixel scale of the image, either by typing in a known scale or running a semi-automated
process to calculate the scale. Next, the user chooses whether the particles are lighter or
darker than the background, stating whether the image is brightfield or darkfield. Thirdly,
the user can decide if the image’s area is primarily particle or background, which is related
to the packing density and affects the particle identification code. If the user chooses that
there is more background area than particle, indicating a low packing density, an additional
input field appears to allow the user to select a minimum particle area to help remove more
significant image artifacts. Then, the desired size parameter is selected, and shape
matching is turned on or off for spherical particles. Finally, the user selects a minimum
confidence interval for the analysis. Any particles found to have a lower confidence interval
than this limit are not included in the analysis.
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Figure 10. Screenshot of the presented MATLAB® App dashboard. The original TEM image is depicted in
the top left corner, with user input options to the right. Identified particle center points and the final perimeters
are portrayed on two repetitions of the original image in the bottom left. Output statistics are given in the
bottom right.

Once information about the system has been set, the user presses the button “Identify
Particles”, running the code to identify particles and find their center points. The center
points are then displayed on the original image in the bottom left corner. As discussed in
the previous section, because the particle identification process sometimes fails to
segregate all particles, the additional functionality to remove misidentified particles is
included in the MATLAB® App. If the user clicks the button “Remove Misidentified
Particles”, a pop-up window appears, allowing the user to click on a particle center point
that they do not want to include in analysis (Figure 11a). When the user is satisfied with
the identified particles, they choose “Define Particle Perimeters” to finish the process and
obtain results. The Process Execution Notes in the dashboard’s bottom right give the user
information about the number of particles identified and analyzed, the minimum
confidence interval limit set, the average image confidence interval, and the average size
parameter with standard deviation. The user can also download the raw size parameter
and confidence interval data for each particle to a text file.
One limitation of the MATLAB® App interface in relation to ImageJ is that .dm3 files output
by Gatan software cannot be imported directly without an additional plug-in. In particular,
the nanometer-to-pixel image scale is affected by this limitation because the .dm3 files
contain the exact scale within metadata which cannot be read using the MATLAB® App.
The process for determining the image scale of non-.dm3 format images in ImageJ
includes manually drawing a line across the scale bar in the image to find the number of
pixels and dividing the number on the scale bar by the line’s length. This manual process
experiences inconsistencies because it relies on the user to determine the scale bar’s start
and end, meaning that the calculated scale is difficult to reproduce between users and
trials. Therefore, a semi-automatic process was written for the presented MATLAB® App
to calculate the scale as closely as possible. In this process, the user inputs the number
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on the scale bar similarly to the ImageJ manual process. However, instead of drawing a
line they draw a box that contains the entire scale bar, as shown in Figure 11b. The box’s
size and shape are irrelevant if the user encompasses the entire bar. Then, automatic
code segregates the scale bar from background artifacts (Figure 11c), measures the
length in pixels by finding the maximum Feret diameter, and calculates the nanometer-topixel scale. Using this process, the computed image scale is the same every time the
process is run, regardless of user.

(b)
(a)

(c)

Figure 11. Screenshots of user input steps in the presented MATLAB® App. (a) misidentified particle
removal where the user clicks on particle center points to remove from analysis. (b) semi-automatic scale
determination where the user crops the image around the scale bar. (c) a visualization of the cropped scale
bar after segregation from the background and measurement.

While the semi-automated MATLAB® App scale process removes the user bias associated
with the manual ImageJ process, it cannot exactly match the scale documented in the
.dm3 format. Table 3 shows the results of testing the MATLAB® App process on a TEM
image of the Fe3O4-OA spherical particle system, indicating that the MATLAB® App
process is unable to accurately calculate the scale past three decimal points when
compared to the scale read from the .dm3 image in ImageJ. Depending on the final size
parameters’ criteria, this difference may introduce too high an uncertainty for a quality
control process. Thus, the MATLAB® App includes the option to input the image scale
directly if the scale has been obtained from a different program.
The new scale process was also tested on both .jpg and .png formats of the same Fe3O4OA system image to study the image compression regimes’ impact on the calculated
scale. Interestingly, the .jpg scale was equal to the scale calculated for the .png image,
which is often preferred due to the lossless compression method employed (Table 3).
Therefore, the process maintains the same accuracy level even with the data manipulation
bias common in .jpg images. Then, the .jpg image was further processed to explore two
cropping methods: the crop tool in PowerPoint and changing the aspect ratio in Microsoft
Photos. This comparison considered the potential desire to crop a TEM image before
analysis to remove unwanted artifacts and decrease analysis time. The resulting scales
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given in Table 3 indicate that using a simple cropping tool almost doubled the calculated
scale, regardless of the degree of cropping. Modifying the aspect ratio, however, had no
effect on the image scale. This experiment revealed that if cropping is required, a more
robust digital image software is crucial to avoid data manipulation biases hidden in the
image format.
Table 3. Image scale calculated based on image format and processing. The DM3 image analyzed using
ImageJ is a reference for the accurate scale value.

Software
ImageJ
MATLAB® App
MATLAB® App
MATLAB® App
MATLAB® App
MATLAB® App
MATLAB® App

Image Format
DM3
JPG
PNG
JPG
JPG
JPG
JPG

Image Processing
None
None
None
Aspect Ratio to 4:3
Crop 20%
Crop 40%
Crop 60%

Scale (nm/pixel)
0.1265
0.1262
0.1262
0.1262
0.2345
0.2345
0.2345

As mentioned before, the presented MATLAB® App automatically outputs the average
chosen size parameter with a standard deviation of the particles analyzed so the user
does not need to complete further statistics. However, the user can set the minimum
confidence interval so particles that do not have as reliable perimeters are not included in
the size analysis. Figure 12 represents a process the user can use to find the confidence
minimum “sweet spot” for their specific result criteria. If a particle does not surpass the
confidence minimum, the perimeter is displayed in red to indicate that it is omitted from
the average size parameter calculation. In Figure 12a the minimum was set at 60% and
no particles achieved this confidence interval. The limit was then decreased in 5%
increments to obtain the results in Figure 12b-e, where all particles finally surpassed the
40% limit set in Figure 12e.
Table 4 displays that only when the confidence minimum was set at 50% or lower were
more than 20 particles identified. In most cases, the user would likely choose to set the
confidence minimum at 50% or lower to include a more statistically relevant number of
particles in the analysis. However, by decreasing the confidence from 55% to 50% the
average area was increased by 3.9% and the standard deviation by 217%. Thus, if the
user preferred to report a more uniform set of the ideal particles synthesized, they may
choose a higher confidence interval. Regardless, the ability to choose which particles to
analyze based on the reliability of data allows the user to easily customize the data
analysis process with the app’s feedback.
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(a)

(b)

(c)

(d)

(e)

Figure 12. Particle perimeters highlighted based on minimum confidence interval. Perimeters in red fall
below the minimum and are not analyzed while green perimeters surpass the minimum and are included in
analysis. The minimum confidence intervals were set at (a) 60%, (b) 55%, (c) 50%, (d) 45%, and (e) 40%.

Furthermore, Figure 12 shows that testing the system at different confidence minimums
allows the user to see the confidence limits of individual particles and indicates trends that
give more information about the entire dataset. Figure 12a to Figure 12e show that the
colored perimeters illustrate that the particles with higher confidence intervals are grouped
to the upper left of the image. This grouping indicates a contrast gradient in the
background of the image that is not immediately evident to the human eye. This gradient
is validated by the lack of particles segregated from the lower right side of the image.
Consequently, highlighting this trend acts as a signal to the user to improve data
acquisition processing to produce images that can be analyzed more easily or pre-process
the dataset to remove the gradient before analysis.
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Table 4. Statistical results from the size analysis depicted in Figure 12 based on minimum confidence
interval.

Minimum Confidence

Number Particles
Analyzed

Average Area (nm2)

Average
Confidence
Interval

60%

0

N/A

N/A

55%

8

964 ± 24

56.72%

50%

31

1002 ± 76

53.53%

45%

42

989 ± 84

52.16%

40%

44

985 ± 86

51.80%

Using the MATLAB® App interface versus the traditional MATLAB® Workspace is
advantageous because obtaining user input is more flexible with dashboard objects and
callback functions. Similarly, it is easier to display important information in pre-designated
graphs and text boxes, or even download data to a specified file. In Code View, code is
organized based on user intention in sections allocated for each button or graph, making
it easier to add functionalities or debug specific sections of the process. Furthermore, the
code tends to run more quickly. Overall, the MATLAB® App allows the presented TEM
image analysis algorithms to be shared between users with varying levels of programming
expertise and still generate reproducible results.
Effects of Pre-Processing
The capabilities of the MATLAB® App were further tested by analyzing eight TEM images
of the Fe3O4-OA system synthesized by Austin Keller. In analyzing these images, the
MATLAB® App exhibited a limitation in the number of particles identified and analyzed,
finding only 472 particles across the eight images where ImageJ was able to identify 918
particles. Figure 13a shows that when the first image was analyzed using the MATLAB®
App, only 58 particles were correctly identified and analyzed out of 138 visually apparent
particles. This inadequate sample size indicates that pre-processing the image, such as
increasing the contrast or removing background gradients, before analysis is necessary
to obtain comprehensive information. Pre-processing regimes are commonly used and
available in software like ImageJ. However, any pre-processing introduces data
manipulation biases because the original dataset is irreversibly modified. Then, using preprocessing techniques becomes a balancing act between obtaining more data and
minimizing the influence of introduced biases on the final size parameters. For example,
taking the time to find the minimum contrast increase necessary to identify a statistically
significant number of particles is a better practice than choosing an arbitrarily high contrast
regime that could change the results drastically. Often, it is impossible to mitigate all biases
from data analysis, meaning that understanding the extent and direction of the impact on
size parameters is important to report reliable and reproducible results.
Three regimes were added to the application to better understand the effect of preprocessing regimes in the MATLAB® App image analysis interface. Before identifying
particles, the user can choose to continue processing with contrast increase, flattening, or
flattening followed by contrast increase. The original image is processed with the chosen
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method, and the resulting image is used to identify particle center points and determine
particle perimeters. The contrast change regime increases the contrast of the image by
saturating the top and bottom 1% of the spread of grayscale values in the image to white
and black respectively. This method effectively narrows the distribution of pixel intensity
values, increasing the contrast between values. The user can change the percentage of
saturation within the background code. The flattening method is useful for images that
exhibit a background gradient, like the platelet system image in Figure 12. This technique
uses a Gaussian-distributed kernel to multiply the image matrix, smoothing the image such
that global intensity trends are corrected. The two pre-processing procedures can be used
in conjunction if both low contrast and a background gradient are image characteristics.
(a)

(b)

(c)

(d)

(e)

Figure 13. Particle perimeters determined using different pre-processing regimes to analyze a TEM image
of the Fe3O4-OA system. (a) original image, (b) 1% top and bottom contrast saturation, (c) flattening, (d) 1%
top and bottom contrast saturation and flattening, (e) 5% top and bottom contrast saturation and flattening.
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Figure 13 presents the MATLAB® App results from analyzing one TEM image of the
Fe3O4-OA system after either increasing the contrast by 1% saturation (Figure 13b),
flattening (Figure 13c), flattening with 1% contrast saturation (Figure 13d), or flattening
with 5% contrast saturation (Figure 13e). Misidentified aggregates and abnormally large
or small particles were removed before analysis. The low-contrast change regimes
portrayed in Figure 13b-d were chosen to study the effects of even minimal processing
on the number of particles identified. In contrast, the more robust regime depicted in
Figure 13e represents the minimum contrast increase that resulted in a statistically
relevant sample size of identified particles. The corresponding number of particles,
average particle diameter, and image confidence for each of these pre-processing
methods are given in Table 5.
Figure 13b shows that 1% contrast saturation was too minimal of a data modification to
allow the process to identify more particles. Additionally, the flattening regime identified
12 fewer particles and 3 fewer particles when combined with 1% contrast saturation. This
decrease in particles when employing flattening indicates that this image does not have a
strong background gradient. However, when the contrast was increased to 5% saturation
and combined with flattening, 30 more particles were identified and analyzed (Table 5).
For this image, the critical data manipulation was moderate contrast increase which
helped to remove any slight background gradient and identify a more statistically relevant
number of particles when combined with flattening. Interestingly, while the 5% contrast
saturation and flattening regime produced the most particles from every image, the results
from contrast increase and flattening alone were varied. Appendix II tabulates the results
for all eight images. In particular, flattening increased or decreased the number of particles
identified, presumably due to variation in background gradient across the images. These
results emphasize the importance of testing several pre-processing regimes before
deciding on a data analysis procedure, even when analyzing images taken during the
same acquisition session and of the same sample.
Table 5. Statistical results from the size analysis depicted in Figure 13 based on pre-processing regime.

Number Particles
Identified

Average Diameter
(nm)

Image Confidence

Original Image

58

13.7 ± 0.6

51.99%

1% Contrast Saturation

58

13.7 ± 0.6

57.34%

Flattening

46

13.6 ± 0.4

51.05%

1% Contrast and Flattening

55

13.6 ± 0.5

58.88%

5% Contrast and Flattening

88

13.5 ± 0.5

61.58%

Pre-Processing Regime

In addition to changing the number of particles identified, the pre-processing techniques
studied also modified the final size parameters and image confidence. Table 5 outlines
these modifications for a single image while Table 6 displays trends seen across all eight
images analyzed. Table 6 gives the direction of the trend for the number of particles,
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image confidence, average diameter, and standard deviation for each pre-processing
regime. The corresponding fractions indicate how many images out of eight experienced
the indicated trend. For example, Table 5 indicates that increasing the contrast to any
extent increased the image confidence, which was true for all the images as portrayed by
Table 6. This trend is expected because the confidence interval algorithm measures the
proportion of the edge peak’s amplitude to the range of the image, which increases when
a percentage of the top and bottom intensity values are saturated. Furthermore, contrast
saturation tended to decrease the average diameter, especially as the degree of contrast
increased. Again, this trend is logical because when background pixels are saturated
around a particle’s edge, the perimeter narrows, decreasing the average diameter.

Table 6. Trends in pre-processing effects on image analysis statistics of eight TEM images of a spherical
Fe3O4-OA system. Fractions represent the number of images that exhibited the indicated trends.

Pre-Processing Regime

Number of
Particles

Average
Diameter

Standard
Deviation

Image
Confidence

1% Contrast Saturation

6/8 no change

4/8 decrease,
4/8 no change

8/8 no change

8/8 increase

Flattening

5/8 decrease

3/8 decrease,
3/8 no change

4/4 no change,
3/4 decrease

7/8 decrease

1% Contrast and
Flattening

5/8 increase

7/8 decrease

4/4 no change,
3/4 decrease

8/8 increase

5% Contrast and
Flattening

8/8 increase

8/8 decrease

4/8 decrease

8/8 increase

In contrast, the flattening regime almost always decreased the image confidence and
showed varying effects on the average diameter (Table 6). Flattening is a blurring
technique that aims to converge pixel intensities, subsequently decreasing the image
confidence. This trend is concerning to the reliability of results. However, when contrast
saturation to any degree and flattening were combined, the effects from the contrast
increase outweighed the unpredictable effects from flattening. These results mean that by
combining the pre-processing techniques, background gradients can be removed while
still discussing the likely consequences of this data manipulation on the resulting size
parameters. The standard deviation for all regimes rarely increased as the pre-processing
techniques helped to remove outliers and narrow the size distribution.
The results given in Table 5 and Table 6 highlight the importance of running the process
several times with different parameters to compare the size parameters computed. While
increasing the contrast is known to decrease the average diameter consistently, flattening
could skew the size parameter in either direction. Thus, a comparison to the original image
is necessary. Additionally, the degree to which contrast increase decreases the average
diameter may exceed the criteria for strict quality control procedures and therefore must
be quantified. In analyzing the Fe3O4-OA system, the presented MATLAB® App provided
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clearly communicated information to study the effects of pre-processing regimes and
revealed a preferred technique in 5% contrast saturation with flattening for this system.
Table 7. Comparison of size parameter results obtained from ImageJ and MATLAB ® App processing of
eight TEM images of a spherical Fe3O4-OA system. Results are categorized by pre-processing regime and
calculated from raw data.

Software

Pre-Processing Regime

Number Particles
Analyzed

Average Diameter
(nm)

ImageJ

None

918

14 ± 3

ImageJ

Contrast Increase

1040

14.0 ± 1.9

MATLAB® App

None

472

13.7 ± 0.6

MATLAB® App

1% Contrast

483

13.7 ± 0.6

MATLAB® App

5% Contrast and Flattening

746

13.5 ± 0.5

Finally, the results of pre-processing TEM images of the Fe3O4-OA system with the
MATLAB® App were compared to analysis using ImageJ software to explore the two
processes’ overall functionality. Table 7 shows the comparison of ImageJ and MATLAB®
App analysis on all eight images with and without pre-processing. ImageJ analysis results
were calculated from the raw data without removing outliers. Both software decreased the
average diameter and standard deviation when the contrast was increased, validating this
trend. Most obviously, ImageJ was able to identify significantly more particles than the
MATLAB® App. Although the 5% contrast saturation and flattening regime helped to
narrow the gap in identified particles, ImageJ still found 294 more particles. However,
other characteristics of the MATLAB® App may mitigate this limitation. For instance, the
average diameter and standard deviation calculated from ImageJ are both larger because
the process is prone to agglomerating particles in identification. Furthermore, to remove
these outliers the user must manually review the raw data and complete time-consuming
statistics rather than removing misidentified particles at the beginning of the MATLAB®
App process. When statistics are completed, the ImageJ results match the MATLAB® App
results (Table 1).
While the MATLAB® App is inferior in identifying particles, this is expected because it
strives to use minimal amounts of pre-processing to reduce data manipulation bias and
includes stricter criteria to remove “blurry” particles. The time to reach the final size
parameter is similar for the two software, but the time cost originates from different
procedure sections. The MATLAB® App code is slow to run but the results are
automatically calculated, and the user does not need to complete additional analysis after
automation. ImageJ runs quickly but requires manual statistical analysis that introduces
user bias in the results. Finally, the MATLAB® App provides an easy feedback loop to help
the user improve the image analysis process by providing confidence intervals. The blackbox ImageJ processing does not facilitate additional learning about the system during
processing.
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Effects of Magnification during Data Acquisition
To further explore the MATLAB® App’s ability to analyze TEM images based on data
acquisition parameters, a series of TEM images of a Fe3O4-G2 spherical system
synthesized and imaged by Austin Keller were analyzed. The series included two sample
areas, each imaged three times at 250kx, 150kx, and 100kx magnifications. The samples
were imaged on 5 nm amorphous silicon membranes to increase the contrast with the iron
oxide particles than seen in the Fe3O4-OA system images discussed earlier. In this case,
5% contrast saturation only was used to pre-process the images. In contrast to the Fe3O4OA system, the particle areas in these images were already saturated to black, meaning
the flattening regime introduced artifacts in the particle areas in the process of removing
background gradients, making more particles unmeasurable. Furthermore, the ratio of
particle to background area parameter on the MATLAB® App dashboard was changed to
“Low: more background area.” This parameter automatically runs a modified particle
identification process where the image is filtered before Otsu’s thresholding because a
greater background area introduces more image noise. Filtering is not employed when
determining particle perimeters. In conjunction with this parameter, a minimum particle
area of 10 nm2 was chosen to remove noise artifacts more common with a greater
background area. Figure 14 displays the determined perimeters for each image analyzed
from Area B.
(a)

(b)

(c)

Figure 14. Particle perimeters determined from TEM images of a Fe 3O4-G2 spherical system acquired at
three magnifications, (a) 250kx, (b) 150kx, and (c) 100kx.

The benefit of using lower magnification images to characterize a NP system is that more
particles can be analyzed in a single image, as indicated for both areas outlined in Table
8. However, the magnification can affect the particles’ measurement because there are a
different number of pixels of data per particle. Indeed, Table 8 shows that the average
diameter decreased by 5% for Area A and 8% for Area B. This trend demonstrates that
size parameters calculated from images of different magnification are not directly
comparable. Therefore, it is essential to report the magnification of the images used to
characterize a NP system. Interestingly, the two areas exhibited opposing trends in image
confidence and standard deviation, with little change in either variable. Thus, image quality
and reliability of results remains largely unaltered by magnification variation, despite the
difference in average diameter.
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Table 8. Statistical results from the size analysis of TEM images of two areas of a Fe 3O4-G2 spherical
system acquired at three magnifications.

Area

A

B

Magnification

Number Particles
Analyzed

Average
Diameter
(nm)

Image
Confidence

250kx

31

8.1 ± 0.4

55.47%

150kx

78

8.0 ± 0.5

55.56%

100kx

215

7.7 ± 0.5

56.02%

250kx

39

8.4 ± 0.5

56.05%

150kx

113

8.2 ± 0.4

55.63%

100kx

256

7.7 ± 0.4

55.12%

Shape Fitting
To demonstrate the MATLAB® App’s potential for generating information about NP system
characteristics other than size parameters, the ability to match spherical particles to
perfect circles was added to the dashboard. When this functionality is activated, each
particle’s perimeter and diameter are computed. Then, a radius is calculated for each
particle from the diameter and a circle with the same radius is drawn at the center point
coordinates as the original particle. Next, the intercept of the area enclosed by the particle
perimeter and the perfect circle is measured and divided by the perimeter area, giving the
percent overlap of the determined perimeter to an ideal circle. This variable can be used
to report the uniformity of the shape of spherical particles. To exhibit this technique, each
of eight TEM images of the Fe3O4-OA spherical particle system synthesized and image by
Austin Keller were analyzed using 5% contrast saturation and flattening pre-processing
regimes. An example of the overlaid circles for one image is portrayed in Figure 15.
(a)

(b)

Figure 15. Particle perimeters determined from TEM images of a Fe 3O4-OA spherical system and matched
to perfect circles of the same radius. (a) particle perimeters determined from a TEM image with 5% contrast
saturation and flattening employed. (b) particle perimeters from (a) overlayed with circles of the same radius
in blue.
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The percent match to a perfect circle for the eight images is given in Table 9. The match
was in good agreement across all images, with a standard deviation of 0.2% and a range
of 0.6%. The average percent match of 95.68% emulates the known growth pattern of the
Fe3O4-OA particles, which become more faceted to form hexagonal projections as they
grow. At this size, the particles are not expected to be perfectly circular. Furthermore,
Table 9 indicates no correlation between the percent match and image confidence,
meaning that this functionality can produce reliable shape matching information regardless
of image quality. These results could be helpful for the quality control of nanomaterials
whose properties rely on fine-tuned and uniform shaping.
Table 9. Percent match of spherical Fe3O4-OA particles to perfect circles from analysis of eight TEM images
of the system.

Image

Percent Match to Perfect
Circle

Image Confidence

1

95.70%

61.58%

2

95.57%

60.13%

3

95.87%

60.98%

4

95.56%

62.76%

5

95.37%

62.02%

6

96.01%

62.78%

7

95.63%

61.16%

8

95.76%

59.19%

Average

95.68%

61.33%
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Conclusions and Future Work
The digital TEM image analysis MATLAB® App developed in this project showcases the
benefits of integrating a data analytics approach to characterizing nanomaterials by better
balancing user input with automated algorithms. The process shows more refined particle
perimeter determination than traditional Otsu thresholding, calculates size parameters
comparable to standard ImageJ processing, and provides results in a similar time to
ImageJ because no statistical post-processing analysis is necessary. Novel confidence
intervals can uncover new information about TEM images that help improve analysis
procedures, such as revealing a background gradient that can be adjusted by flattening
the image before analysis to identify more particles. Additionally, the application can
recognize trends in how pre-processing regimes and magnification variation in data
acquisition effect size parameters, opening discussion for data manipulation and
instrumental biases in reporting these results. Incorporating data analytics steps such as
removing dirty data by allowing the user to delete misidentified particles before analysis
improved the computed size parameters’ reliability. Furthermore, the foundation image
analysis process presented here could be applied to a range of characterization needs,
such as matching the particle perimeters to perfect shapes.
While the presented MATLAB® App effectively characterizes TEM images with substantial
but straightforward user input, the time expense to run the code is considerable. A faster
version of the code would need to be developed for more accessible use to improve the
application. Another limitation is the process’ inability to identify as many particles as
benchmark processes such as ImageJ. To increase the number of particles analyzed,
more rigorous pre-processing regimes should be included. However, if more robust preprocessing is available, data manipulation biases must be communicated clearly for
responsible size parameter reporting. Finally, the process gives the user significant
autonomy to select image analysis parameters, which may be overwhelming to less
experienced users. The application would be more user-friendly if it included an option to
provide suggestions for input parameters based on confidence interval results or standard
information about the system.
The functionality of the presented MATLAB® App lends itself to additional applications,
such as analyzing dark-field TEM and SEM images. With small adjustments to the code,
the same algorithms could expand the analysis capabilities to these similar techniques.
The application could include an option to populate popular input parameters for a chosen
technique to assist in switching between electron microscopy methods. Furthermore, the
existing misidentified particle removal step would make this process particularly effective
in analyzing systems that use internal reference standards. The reference particles can
be removed before analysis to provide parameters exclusive to the nanomaterial of
interest. Finally, further development of the MATLAB® App’s capabilities to include more
shapes, size parameters, and surface morphology would increase the range of systems
analyzed and provide more quantifications that can be interpreted using confidence
intervals.
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Appendix I. MatLab App Code Excerpts
Particle Identification
binData = imbinarize(data(:,:,1),'global'); %creates binary image using Otsu’s
thresholding
binInvert = imcomplement(binData); %inverts binary image so particles are
value ‘1’
fillInvert = imfill(binInvert,'holes'); %fills holes in particles
segments = bwconncomp(fillInvert); %segments objects in binary image
labelSeg = bwlabel(fillInvert, 8); %labels segmented objects with distinct
values
%Removes artifacts with area less than average area
areaStruc1 = regionprops(labelSeg,'Area');
Areas = zeros(1,length(areaStruc1));
for c = 1:length(areaStruc1) %extracts areas from struc format
Areas(c) = areaStruc1(c).Area;
end
avgArea = mean(Areas);
for c = 1:length(Areas)
if Areas(c) < avgArea
Areas(c) = 0;
end
end
labelNoArt = labelSeg; %creates image where artifacts will be removed
dimNoArt = size(labelNoArt);
for col = 1:dimNoArt(2) % delete artifacts from image
for row = 1:dimNoArt(1)
if labelNoArt(row,col) ~= 0
if Areas(labelNoArt(row,col)) == 0
labelNoArt(row,col) = 0;
end
end
end
end
reLabelNoArt = bwlabel(labelNoArt);
%Removes agglomerated particle objects
areaStruc2 = regionprops(reLabelNoArt,'Area')
Areas = zeros(1,length(areaStruc2));
for c = 1:length(areaStruc2)
Areas(c) = areaStruc2(c).Area;
end
avgArea = mean(Areas);
stdArea = std(Areas);
for c = 1:length(Areas)
if Areas(c) > avgArea + stdArea
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Areas(c) = 0;
end
end
labelNoAgg = reLabelNoArt; %creates image where agglomerates will be removed
dimNoAgg = size(labelNoAgg);
for col = 1:dimNoAgg(2)
for row = 1:dimNoAgg(1)
if labelNoAgg(row,col) ~= 0
if Areas(labelNoAgg(row,col)) == 0
labelNoAgg(row,col) = 0;
end
end
end
end
reLabelNoAgg = bwlabel(labelNoAgg);
%Removes additional artifacts
areaStruc3 = regionprops(reLabelNoAgg,'Area');
Areas = zeros(1,length(areaStruc3));
for c = 1:length(areaStruc3)
Areas(c) = areaStruc3(c).Area;
end
avgArea = mean(Areas);
for c = 1:length(Areas)
if Areas(c) < avgArea
Areas(c) = 0;
end
end
labelNoArt = reLabelNoAgg; %creates image where additional artifacts will be
removed
dimNoArt = size(labelNoArt);
for col = 1:dimNoArt(2) % delete artifacts and keep large objects
for row = 1:dimNoArt(1)
if labelNoArt(row,col) ~= 0
if Areas(labelNoArt(row,col)) == 0
labelNoArt(row,col) = 0;
end
end
end
end
reLabelNoArt = bwlabel(labelNoArt);
%Removes additional agglomerated particle objects
areaStruc4 = regionprops(reLabelNoArt,'Area');
Areas = zeros(1,length(areaStruc4));
for c = 1:length(areaStruc2)
Areas(c) = areaStruc2(c).Area;
end
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avgArea = mean(Areas);
stdArea = std(Areas);
for c = 1:length(Areas)
if Areas(c) > avgArea + stdArea
Areas(c) = 0;
end
end
labelNoAgg = reLabelNoArt; %creates image where additional agglomerates will
be removed
dimNoAgg = size(labelNoAgg);
for col = 1:dimNoAgg(2)
for row = 1:dimNoAgg(1)
if labelNoAgg(row,col) ~= 0
if Areas(labelNoAgg(row,col)) == 0
labelNoAgg(row,col) = 0;
end
end
end
end
reLabelNoAgg = bwlabel(labelNoAgg);
%Removes particles cut off by the image edge
labelPart = reLabelNoAgg;
for col = 1:dim(2)
for row = 1:dim(1)
if labelPart(row,col) ~= 0
if Areas(labelPart(row,col)) == 0
labelPart(row,col) = 0;
row = row+1;
end
else row = row+1;
end
end
col = col+1;
end
Top = [];
for col = 1:dim(2) %finds labeled objects cut off by top edge
if labelPart(1,col) ~= 0
if ~ismember(labelPart(1,col),Top)
Top = [Top,labelPart(1,col)];
end
end
end
Left = [];
for row = 1:dim(1) %finds labeled objects cut off by left edge
if labelPart(row,1) ~= 0
if ~ismember(labelPart(row,1),Left)
Left = [Left,labelPart(row,1)];
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end
end
end
Right = [];
for row = 1:dim(1) %finds labeled objects cut off by right edge
if labelPart(row,dim(2)) ~= 0
if ~ismember(labelPart(row,dim(2)),Right)
Right = [Right,labelPart(row,dim(2))];
end
end
end
Bottom = [];
for col = 1:dim(2) %finds labeled objects cut off by bottom edge
if labelPart(dim(1),col) ~= 0
if ~ismember(labelPart(dim(1),col),Bottom)
Bottom= [Bottom,labelPart(dim(1),col)];
end
end
end
Edges = [Top,Left,Right,Bottom] %combines objects by all edges
for col = 1:dim(2) %deletes objects cut off by edges
for row = 1:dim(1)
if labelPart(row,col) ~= 0
if ismember(labelPart(row,col),Edges)
labelPart(row,col) = 0;
end
end
end
end
centrStruc = regionprops(labelPart,"Centroid"); %finds object center points
centers = cat(1,centrStruc.Centroid) %creates table with center point
coordinates
centers = rmmissing(centers) %removes NaN values
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Particle Edge Point Determination – Right Side Only
roundCenters = round(newCenters); %rounds center point coordinates to match a
pixel
dimCenters = size(roundCenters);
imageDim = size(data);
RightParticlePoints = zeros([179 2]);
RightIntervals = [];
for n = 1:dimCenters(1)
%Creates array of radiating lines from center point to right side of image
lenRight = imageDim(2)-roundCenters(n,1)+1;
LinesRight = zeros([1 lenRight]);
xR = roundCenters(n,1):1:imageDim(2);
xR1 = roundCenters(n,1); %x starting point is x-coordinate of center point
y1 = roundCenters(n,2); %y starting point is y-coordinate of center point
c = 1;
for t = -89:1:89 %from angle -89 deg to 89 deg
m1 = -tand(t); %finds slope of line
y = m1*(xR-xR1) + y1; %determines y-values along line
LinesRight(c,:) = y;
t = t + 2;
c = c + 1;
end
%Creates array of intensity profiles along lines in LinesRight
dimLinesRight = size(LinesRight);
ProfilesRight = zeros([1 1]);
ProfilesRightX = zeros([1 1]); %initiates matrix for x-coordinates
ProfilesRightY = zeros([1 1]); %initiates matrix for y-coordinates
for c = 1:dimLinesRight(1)
[px,py,p] = improfile(data(:,:,1),xR,LinesRight(c,:));
p = (p(~isnan(p)))'; %removes NaNs
dimP = size(p);
ProfilesRight(c,1:dimP(2)) = p;
dimPx = size(px'); %determines number of data points to append
ProfilesRightX(c,1:dimPx(2)) = px';
dimPy = size(py'); %determines number of data points to append
ProfilesRightY(c,1:dimPy(2)) = py';
c = c + 1;
end
%Creates array of differential profiles calculated from ProfilesRight
dimProfilesRight = size(ProfilesRight);
difProfilesRight = []; %initiates differential matrix
for r = 1:dimProfilesRight(1)
for c = 1:dimProfilesRight(2)-1
p = ProfilesRight(r,c+1) - ProfilesRight(r,c);
if c == 1
difProfilesRight(r,c) = p;
c = c + 1;
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else
if p >= 0
if difProfilesRight(r,c-1) >= 0
difProfilesRight(r,c)= p + difProfilesRight(r,c-1);
c = c + 1;
else
difProfilesRight(r,c) = p;
c = c + 1;
end
else
if difProfilesRight(r,c-1) < 0
difProfilesRight(r,c)= p + difProfilesRight(r,c-1);
c = c + 1;
else
difProfilesRight(r,c) = p;
c = c + 1;
end
end
end
end
end
dimDifRight = size(difProfilesRight);
%Creates array of reference perimeters from Otsu’s thresholding
dimLinesRight = size(LinesRight);
BINProfilesRight = [];
for c = 1:dimLinesRight
[px,py,p] = improfile(labelPartPerimeters,xR,LinesRight(c,:));
p = (p(~isnan(p)))'; %remove NaNs
dimP = size(p);
BINProfilesRight(c,1:dimP(2)) = p;
c = c + 1;
end
%Finds index of perimeter profile peak
BINProfilesRightIndex = [];
for r = 1:dimLinesRight
x = find(BINProfilesRight(r,:)==n);
dim = size(x);
if dim(2) > 0
BINProfilesRightIndex(r) = x(1);
else
BINProfilesRightIndex(r) = 0;
end
end
%Finds noise level based on 20 th percentile of intensity range
imageMax = max(max(data(:,:,1)));
imageMin = min(min(data(:,:,1)));
imageRange = imageMax - imageMin;
percentile = imageRange*.20 + imageMin;
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%Finds local maxima in differential profiles above noise threshold
maxesDifRight = zeros([1 1]);
for r = 1:dimDifRight(1)
for c = 1:dimDifRight(2)
if difProfilesRight(r,c) < percentile
maxesDifRight(r,c) = 0;
else
maxesDifRight(r,c) = difProfilesRight(r,c);
end
end
end
dimMaxRight = size(maxesDifRight);
localPksRight = zeros([1 1]);
for r = 1:dimMaxRight(1)
[pks,locs] = findpeaks(maxesDifRight(r,:));
dimLocs = size(locs);
edgeLocs = [];
for c = 1:dimLocs(2)
edgeLocs(c) = abs(locs(c)-BINProfilesRightIndex(r));
end
edgeLocs;
p = find(edgeLocs==min(edgeLocs));
if dimLocs(2) > 0
localPksRight(r) = locs(p(1));
else
localPksRight(r) = 0;
end
if BINProfilesRightIndex(r) == 0
localPksRight(r) = 0;
end
end
dimPksRight = size(localPksRight);
startIncreaseRight = zeros(1,179);
for r=1:dimPksRight(2)
c = localPksRight(r);
if c ~= 0
while difProfilesRight(r,c) >= 0 && c > 1
startIncreaseRight(r) = c;
c = c - 1;
end
end
end
edgeIndexRight = [];
for r = 1:dimPksRight(2)
edgeIndexRight(r) =
round(((localPksRight(r)+startIncreaseRight(r))/2));
end
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dimEdgeRight = size(edgeIndexRight);
for c = 1:dimEdgeRight(2)
if edgeIndexRight(c) > (BINProfilesRightIndex(c)+3) ||
edgeIndexRight(c) < (BINProfilesRightIndex(c)-3)
edgeIndexRight(c) = 0;
end
end
RightEdgePoints = zeros([179
for c = 1:dimEdgeRight(2)
if edgeIndexRight(c) > 0
RightEdgePoints(c,1)
RightEdgePoints(c,2)
end
end
RightParticlePoints(:,:,n) =

2]);

= ProfilesRightX(c,edgeIndexRight(c));
= ProfilesRightY(c,edgeIndexRight(c));

RightEdgePoints;

Confidence Interval Algorithm – Right Side Only
%Calculates confidence intervals for right side profiles
IntervalsRight = [];
for r = 1:179
if edgeIndexRight(r) ~= 0
peakAmplitude = difProfilesRight(r,localPksRight(r));
maximumRight = max(difProfilesRight(r,:));
difRightProfile = [];
for c = 1:dimProfilesRight(2)-1
if difProfilesRight(r,c) ~= 0
difRightProfile(c) = difProfilesRight(r,c);
end
end
difRightProfile;
dimRight = size(difRightProfile);
absProfile = abs(difRightProfile);
absAvg = mean(absProfile);
noisePct = absAvg/maximumRight; %confidence based on noise
rangePct = peakAmplitude/maximumRight; %confidence based on amplitude
conInterval = ((1-noisePct)+rangePct)/2; %combined confidence
IntervalsRight(r) = conInterval;
else
IntervalsRight(r) = 0;
end
end
RightParticleIntervals(n) = mean(IntervalsRight);
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Appendix II. Pre-Processing Regime Comparison Results

Image

Pre-Processing Regime
Original Image

1

2

3

4

5

6

Number
Particles
Identified
58

Average Diameter
(nm)

Image
Confidence

13.7 ± 0.6

51.99%

1% Contrast Saturation

58

13.7 ± 0.6

57.34%

Flattening

46

13.6 ± 0.4

51.05%

1% Contrast and Flattening

55

13.6 ± 0.5

58.88%

5% Contrast and Flattening

88

13.5 ± 0.5

61.58%

Original Image

74

13.9 ± 0.5

49.18%

1% Contrast Saturation

78

13.7 ± 0.5

55.02%

Flattening

69

13.8 ± 0.5

46.62%

1% Contrast and Flattening

72

13.7 ± 0.5

56.75%

5% Contrast and Flattening

91

13.5 ± 0.5

60.13%

Original Image

59

13.8 ± 0.6

50.44%

1% Contrast Saturation

59

13.7 ± 0.6

56.11%

Flattening

45

13.9 ± 0.6

50.39%

1% Contrast and Flattening

67

13.7 ± 0.6

58.18%

5% Contrast and Flattening

88

13.5 ± 0.7

60.98%

Original Image

22

13.7 ± 0.8

51.24%

1% Contrast Saturation

22

13.7 ± 0.8

57.32%

Flattening

34

13.7 ± 0.5

52.10%

1% Contrast and Flattening

46

13.5 ± 0.7

59.66%

5% Contrast and Flattening

74

13.5 ± 0.7

62.76%

Original Image

16

13.5 ± 0.4

51.59%

1% Contrast Saturation

23

13.4 ± 0.4

57.90%

Flattening

41

13.4 ± 0.5

51.48%

1% Contrast and Flattening

50

13.3 ± 0.5

59.02%

5% Contrast and Flattening

90

13.3 ± 0.5

62.02%

Original Image

56

13.7 ± 0.5

54.16%

1% Contrast Saturation

56

13.7 ± 0.5

59.59%

Flattening

54

13.7 ± 0.4

52.22%

1% Contrast and Flattening

63

13.6 ± 0.5

59.81%

5% Contrast and Flattening

94

13.5 ± 0.4

62.78%

45

7

8

Original Image

81

13.8 ± 0.5

51.08%

1% Contrast Saturation

81

13.7 ± 0.5

56.57%

Flattening

67

13.8 ± 0.5

48.91%

1% Contrast and Flattening

74

13.6 ± 0.4

57.82%

5% Contrast and Flattening

96

13.6 ± 0.4

61.16%

Original Image

106

13.7 ± 0.5

48.74%

1% Contrast Saturation

106

13.7 ± 0.5

54.55%

Flattening

110

13.8 ± 0.5

45.42%

1% Contrast and Flattening

110

13.7 ± 0.5

55.59%

5% Contrast and Flattening

125

13.5 ± 0.5

59.19%
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