Understanding and discovering knowledge from GPS (Global Positioning System) traces of human activities is an essential topic in mobility-based urban computing. We propose TrajectoryNet-a neural network architecture for point-based trajectory classi cation to infer real world human transportation modes from GPS traces. To overcome the challenge of capturing the underlying latent factors in the low-dimensional and heterogeneous feature space imposed by GPS data, we develop a novel representation that embeds the original feature space into another space that can be understood as a form of basis expansion. We also enrich the feature space via segment-based information and use Maxout activations to improve the predictive power of Recurrent Neural Networks (RNNs). We achieve over 98% classi cation accuracy when detecting four types of transportation modes, outperforming existing models without additional sensory data or location-based prior knowledge.
INTRODUCTION
e advent of ubiquitous location-acquisition technologies, such as GPS and AIS (Automatic Identi cation System), has enabled massive collection of spatiotemporal trajectory data. Understanding and discovering knowledge from GPS and AIS data allows us to draw a global picture of human activities and improve our relationship with the planet earth. Among their many applications, trajectory data mining algorithms search for pa erns to cluster, forecast or classify a variety of moving objects, including animals, human, cars, and vessels [2, 12, 15, 27, 31, 33, 49, 50] . Such applications include time series forecasting tasks such as predicting the ow of crowds [47, 48] and time series classi cation tasks such as detecting human transportation modes [51] and shing activities [9, 23, 25] . ese applications allow us to improve tra c management, public safety, and environmental sustainability. In this paper, we investigate the transportation mode detection task using Recurrent Neural Networks (RNNs) that classify GPS traces into four classes (i.e., bike, car, walk and bus).
e reason why neural networks [6, 16] fail to achieve highly accurate models on this task is due to the di culty of developing hierarchies of feature compositions in low-dimensional and heterogeneous feature space. To address these issues, we extend our previous work [25] on RNNs beyond ocean data to detect human transportation modes from GPS traces. ere is a signi cant novelty over [25] : an in-depth analysis of the embedding method and a thorough investigation of its connections to basis expansion, piecewise function and discretization. Also, for the rst time, we put forth the positive use of Maxout in GRUs as universal approximators.
We propose the TrajectoryNet method that achieves state-ofthe-art performance on real world GPS transportation mode classi cation tasks. e proposed TrajectoryNet di ers with existing methods in that it uses embedding of GPS data, for the rst time, to map the low-dimensional and heterogeneous feature space into distributed vector representations to capture the high-level semantics 1 . e embedding can be viewed as a form of basis expansion that improves feature representation in the way that even a linear decision boundary in the embedding space can be mapped down to a highly nonlinear function in the original feature space. We also employ segment-based information and Maxout activations [17] to improve the predictive power of RNNs. e TrajectoryNet achieves over 98% and 97% classi cation accuracy when detecting 4 and 7 types of transportation modes. e rest of this paper is structured as follows: In Section 2 we provide de nitions about trajectory data mining. We also introduce RNNs especially Gated Recurrent Units (GRU) that will be used in this paper. In Section 3, we introduce the framework of the proposed model-TrajectoryNet. We detail the segmentation method that de nes the neighbourhood, embedding method and the Maxout GRU classi cation model. We highlight the relationship between embedding and discretization in neural networks and provide intuitive justi cations about the need of embedding for continuous features. In Section 4, we detail experiment se ings and discussions on the experimental results. We summarize the conclusion and future work in Section 5.
PRELIMINARIES 2.1 De nitions
De nition 2.1. A trajectory [11] is a part of movement of an object that is delimited by a given time interval [t Be in , t End ]. It is a continuous function from time to space.
De nition 2.2.
A discrete representation [11, 15] of a trajectory is made up of a sequence of triples S = (x 0 , 0 , t 0 ) , . . . , (x k , k , t k ) that represents spatio-temporal positions of the trajectory, but not providing the continuity of the movement of the object. Here (x i , i ) denotes the spatial coordinate at time t i . e discrete representation is due to the sampling nature of location-acquisition technologies where the trajectory data are sampled at discrete timestamps.
De nition 2.3. Point-based classi cation of a trajectory is the practice of learning a one-to-one mapping S → M that maps a sequence of discrete trajectory data S = (x 0 , 0 , t 0 ) , . . . , (x k , k , t k ) to a corresponding sequence of labels M = m 0 , . . . , m k where m i denotes the class label of triple (x i , i , t i ).
De nition 2.4. Segmentation [15] of a trajectory is to divide a trajectory into disjoint segments with some criteria such as time interval, trajectory shape or semantics that can provide richer knowledge from trajectory data.
De nition 2.5. Discretization of continuous features [1, 13, 14, 28] divides the domain of the continuous a ribute D ∈ [l, u] into a set of intervals using n cut-points represented by C = (c 1 , c 2 , . . . , c n )
where l, u are the lower and upper bounds of this a ribute.
Recurrent Neural Networks
RNN is a powerful model for learning from sequential data. GPS trajectories are a type of spatiotemporal data that naturally ts into the framework of RNNs. Unlike standard feedforward neural networks, RNNs use recurrent connections to retain the state information between di erent time steps. Long short-term memory networks (LSTMs) are introduced to overcome the optimization challenges in RNNs [5, 21, 22] with the use of a sophisticated network structure that selectively passes information at di erent time steps. ere is a rich family of LSTM architectures [8, 19] , and our recent work [25] suggests that Gated Recurrent Units (GRU) [7] are be er suited for point-based trajectory classi cation. Gated Recurrent Units [7] de ned in Equation (1) are a variant of LSTM.
where r t , z t are the reset and update gates to learn short and longterm memories, h t and h t are candidate and nal cell states at t, U and W are input-to-hidden and recurrent connections and denotes element-wise multiplication. Compared with LSTMs, this results in a simpli ed architecture with fewer parameters that are easy to train. is paper extends GRUs by introducing the Maxout activation function to learn more expressive memory states.
3 METHOD: TRAJECTORYNET Figure 1 shows the framework of the proposed TrajectoryNet 2 . e GPS records are divided into segments followed by extraction of point-and-segment-based features. It then discretizes the continuous features, embeds them into another space followed by Maxout GRUs described in Section 3.3 for classi cation. Many transportation mode detection algorithms divide a trajectory into segments of single-mode trips and assign a single transportation mode to each segment. Zheng et al. [51] uses walking as the dividing criteria based on the assumption that "people must stop and walk when changing transportation modes" [51] . However, this assumption has one major practical limitation: the absence of the walking segment due to uncertainties in the sampling process could merge a trajectory that has two distinct transportation modes into a single segment. is harms model performance by assigning a single label to this segment that contains two classes.
GPS
To address this problem, we assign transportation modes based on each discrete GPS sample instead of individual segments. is method enriches the point-based features with segment-based features while preventing the misclassi cations incurred by imprecise segmentation. Various methods can be used for segmenting GPS trajectories, including transition-based method [51] that uses walking to divide trajectories, clustering-based method [29, 41] that measures the similarities of sub-trajectories, time-based method [42] that uses equal time interval in each segment, distance-based method [30] that uses equal distance traveled in each segment, bearing-based method [10] that measures changes in bearing orientations and window-based method [32] that has the same number of GPS samples in each segment. is paper empirically evaluates the last four methods for their simplicity in implementation.
Embedding: From Feature Space to
Semantic Space 3.2.1 Motivation. In natural language processing, embedding is the process of converting nominal features, i.e., words, into continuous and distributed vector representations. Compared with local representations, distributed representations have be er nonlocal generalization [3] , are more e cient and can encode linguistic regularities and semantics.
In the context of transportation mode detection, continuous features-such as speed-are limited by their ability to capture various semantics in di erent applications. e continuous features can be viewed as observations derived from underlying latent factors that carry distinct semantics in di erent applications. Take speed as an example, 10km/h is "fast" for a running person but "slow" for a motorist-the same speed can take opposite ends of the spectrum depending on the context. It is not the value of the continuous features that ma ers, what is more important is how we interpret the meaning. To this end, it is desirable to develop representations that can explain the semantics of the continuous features. In other words, we are interested in converting continuous features into a vector representation that corresponds to their meaning.
3.2.2
The smoothness prior. One challenge facing the development of embeddings is that, unlike nominal features such as words, there are in nite possible values for continuous features. To address this NP-hard problem [37] , we use the concept of smoothness prior that helps de ne the way in which we embed continuous features. e task of transportation mode detection exhibits the property that physical a ributes (e.g. speed and acceleration) behave continuously, i.e., they generally do not change abruptly in a space or time neighborhood and present some coherence. We introduce a smoothness prior assumption: around the value of a particular continuous a ribute, e.g. speed, its semantics are more or less coherent, and changes in transportation modes do not occur all of a sudden. T 3.1. Let F be a continuous conditional cumulative distribution function of a discrete (categorical) variable Y given a continuous random variable X ∈ [l, u] where l and u are the lower and upper bounds of X . For each ϵ > 0 there exists a nite partition
right continuity of the conditional cumulative distribution function F , within the neighbourhood of c j+1 of radius delta δ > 0 there exists F (Y |c j+1 +δ ) < F (Y |c j )+ϵ, which contradicts with the de nition of c j+1 . us,
eorem 3.1 justi es the smoothness prior by stating that there exists a partition, or discretization, of the feature space of random variable X , such that the changes in conditional cumulative distribution F (Y |c − i+1 ) − F (Y |c i ) within each interval is arbitrarily small. More concretely, in the domain of transportation mode detection, if the cumulative probability of walking given speed is F ( | ), there exists a discretization such that within the speed interval ∈ [c i , c i+1 ) de ned by this discretization, the cumulative probability of walking is more or less coherent, and changes in the transportation mode do not occur suddenly. e proof of this eorem is based on Lemma 1.1 [39] in the proof of the Glivenko-Cantelli eorem [44] . e smoothness prior allows us to embed continuous features by discretizing them into intervals and embed the discretized attributes instead. We only discriminate among di erent intervals and there is no constraint that di erent parameterizations are required within the same interval. Discretization has been commonly used in density estimation such as density estimation trees [35] that use piecewise constant function to estimate probability distributions. It has also been used in data mining algorithms, such as C4.5 [34] and Naive Bayes [46] . From a Bayesian point of view, discretization allows us to use P(Y = |X = x * ) to estimate P(Y = |X = x) where x * is the discretized version of input x and is the label. Yang et al. [46] shows that "discretization is equivalent to using the true probability density function" in the naive Bayes framework and it is empirically be er to use discretization instead of unsafe parametric assumptions of the distribution. Moreover, discretization strengthens parameter estimation through the law of large numbers where more samples are available for each interval compared with in nite values of continuous features. In the context of point-based trajectory classi cation, it is di cult to "disentangle factors of variations in the data" [3] by developing feature compositions of the low-dimensional and dense feature space. us it is reasonable to discretize and embed continuous features into vector representations for be er classi cation.
3.2.3
The discretization trick. We introduce the "discretization trick" that maps discretized features into the embedding space by matrix multiplication shown in Figure 2a . e algorithm rst converts continuous features into a one-hot vector that indicates the interval in which a feature lies in: the rst feature f 1 = 1.5 is converted into i = [0, 1, 0] and the second feature f 2 = 2.5 is converted into j = [0, and combines them through element-wise addition. We use the former approach in our experiments as it provides a simple means of embedding by direct matrix multiplication. is embedding is learned through back-propagation.
Discretization strategies.
Meaningful splits are required to provide su cient predictive power for the semantic embedding.
ree discretization strategies are studied in this paper, namely, equal-width binning, Recursive Minimal Entropy Partitioning (RMEP) and fuzzy discretization. Equal-width binning determines the range of each feature and then divides this range with equal-width intervals. is method is unsupervised and straightforward to implement. RMEP [13] uses Shannon Entropy [40] to measure the impurity of labels within each partition and recursively partitions each feature using information gain. RMEP improves the supervised predictive power of the resulting intervals.
e recursion terminates when a speci ed number of bins has been reached, or according to Minimal description length principle [36] . Fuzzy discretization aims to improve results in overlapping data by allowing a continuous value to belong to di erent intervals in a so way with some (trapezoidal) membership functions [38] .
Intuitive justifications.
To conclude the discussions on embedding of the feature space, we highlight its bene cial characteristics. Instead of learning layers of neural networks directly on the low-dimensional and heterogeneous feature space with shared parameters for various candidate values of each feature, embedding develops be er feature representation by mapping the original features to another space that uses di erent embedding vectors to represent di erent values of each feature. is bears some resemblance to the kernel trick. However, adaptive piecewise basis expansions on the feature space is achieved here without explicit design of kernel functions. Whereas the row picture of the embedding matrix represents the process of converting a continuous value into a vector, the column picture of the embedding table can be understood as a type of basis expansion. Table 3a shows a sample embedding matrix that maps an a ribute D ∈ [0, 6] into a 3-dimensional embedding space. As shown in Figure 3b , each embedding dimension can be viewed as a basis expansion that detects di erent pa erns from the input space-the rst dimension detects values in [2, 4] , the second dimension is a quadratic transformation and the last dimension is an identity approximation. Each basis expansion can be viewed as an expert that specializes in detecting di erent input-output relationships. e output of the model can be interpreted as a mixture of experts [24] that covers di erent regions of the decision boundary with di erent nonlinear functions.
Maxout Gated Recurrent Units
We propose Maxout GRU that applies Maxout activation [17] instead of hyperbolic tangent (tanh) when calculating the candidate state h t . Maxout activation takes the maximum of a set of linear transformations resulting in an adaptive convex function. It is more expressive than tanh because only two maxout hidden units can approximate any continuous function arbitrarily well [17] . It also has be er gradient properties. We de ne Maxout GRU in (2) that takes "expressive" to the next level-in addition to the learned embeddings, we also achieve more exible memory states. In Equation 2, j .
We use this model in conjunction with the discretization method de ned in Section 3.2 that maps the input x t into embeddings such that independent embeddings can be learned to calculate the gates and candidate memory states. In addition to learning the semantic space, this embedding improves bias by reducing correlations between gate units and the candidate states; this is accomplished by decoupling the two lookup matrices U and U j . Figure 4 shows the architecture TrajectoryNet. e rst layer learns the embedding space and the second layer learns feature compositions. We use bidirectional GRUs instead of unidirectional GRUs to take account into bidirectional ow of information to achieve be er predictive power [18] .
Network Architecture

EXPERIMENTS 4.1 Experiment Settings
4.1.1 Data. We use the dataset collected by Zheng et al. [51] and randomly selected 23 people's trajectories with 2,194,281 GPS records. is dataset provides a large amount of data and a variety of transportation modes. We focus on the four-class classi cation task and touch upon the seven-class results at the end.
Features.
Two main types of features are used to detect transportation modes: point-based and segment-based features. Point-based features are associated with each individual GPS record and segment-based features are derived from the segments that aim to provide higher orders of information and regularize the noisesensitive point-based features. More speci cally, we calculated the following location-and-user agnostic features using raw GPS records: point-based speed p , average speed per segment a and standard deviation of speed per segment sd . However, the quality of features calculated from GPS records can be imprecise due to sensor-related reasons [11] . To alleviate this uncertainty, we use Hampel lter [20] to identify and lter outliers in the feature space.
Network training.
We use truncated backpropagation through time [45] to optimize the cross entropy loss with Adam optimizer [26] with mini-batches. e threshold of learning rate is 0.01 and we use validation-based early stopping to improve generalization [4] . We use uniform initialization in the range of [0, 0.001] [43] . We have experimented with di erent network structures and found that a two-layer structure with 50 hidden nodes in each layer works the best. Each feature is divided into 20 intervals, the embedding dimension is 50 and the Maxout activation consists of 5 pieces of transformations.
Evaluation.
We use Strati ed Leave One Batch Out (SLOBO) to evaluate the learned model that divides the data of 23 people into three groups: training, validation and testing set that contain trajectories of 16, 1 and 6 people, respectively. Because the trajectories from di erent person may contain varying proportions of transportation modes, we select the three subgroups with the objective of ge ing similar proportions of transportation modes that are representative of the population. e strati cation reduces variance in the training process and prevents validation-based early stopping from poor generalization. Because each trajectory has its own intrinsic characteristics, SLOBO also re ects the ability to generalize beyond trajectories of new individuals.
Four methods are selected to measure the model performance: point-based classi cation accuracy A point , distance-based accuracy A dist ance , cross-entropy loss E H and average F1 score A F 1 . e descriptions are shown in Table 1 . Table 2 shows the F1 score and accuracy on the test data with distance-based evaluation measures. e most frequent classi cation errors are between car and bus as well as walk and bus. Overall, TrajectoryNet achieves an encouraging 98% accuracy and outperforms existing baseline methods-including Decision Tree, Support Vector Machine, Naive Bayes, and Conditional Random Field-on the same dataset by a large margin. e improvement in F1 score over the decision tree based framework proposed by Zheng et al. [51, 52] is 31%, 16%, 22% and 22% for each class. is demonstrates the overall e ectiveness of the proposed TrajectoryNet. We further analyze the e ect of the individual components of the proposed TrajectoryNet in the rest of this section. Figure 5 shows the learning curves of GRUs with and without embedding. All three embedded GRUs have a be er (lower) cross entropy loss E H and converge faster than conventional GRUs: the E H embedded GRU achieves in only two epochs is be er than the best E H that GRU achieves in over 70 epochs. is speedup is because embedding decouples the dependencies between di erent input values that makes optimization more straightforward. e embedded GRUs are more stable compared with GRU that su ers from exploding gradients in epoch 20 (ReLU) and 55 (tanh). is improvement is due to the fact that even a linear decision boundary in the embedding space can be mapped down to a highly nonlinear function in the original space while being easier to optimize. It reinforces our claim that the representation learned by embedding improves the predictive power of RNNs.
4.2.3
The role of di erent activation functions. We also highlight the role of di erent activation functions in Figure 5 . We nd that Maxout activation functions converge be er no ma er whether embedding is used. is demonstrates that Maxout activation can learn more exible memory states in GRUs. Note that the uctuation in the learning curve is a result of Adam stochastic gradient descent with mini-batches. Whereas the tanh and ReLU su er from exploding gradients without the use of embedding, Maxout activation does not su er from exploding gradients as it has be er gradient properties-piecewise linear. 
4.2.4
The need for segment-based features. Table 3 shows the classi cation results when using di erent combinations of features, and demonstrates that the segment-based features can improve the model performance. is is consistent with our ndings about the probability density functions that di erent features complement each other to provide be er separation among various transportation modes. is also demonstrates that the segment-based features can enrich the point-based feature. Note that we used the same network architecture throughout these experiments. Also note that methods marked by in the Tables are signi cantly be er than methods without at a con dence level of 95% when performing t-test on E H , and the di erences are not signi cant among all methods marked by at the 95% con dence level. The e ect of segmentation. e selection of segmentation strategy can be expected to a ect the model performance. Table  4 shows results of di erent segmentation methods. e distancebased method performs the worst because di erent transportation modes travel at di erent speeds that result in a varying amount of samples within each segment. is further a ects the quality of segment-based features as a result of di erent sampling complexities in di erent transportation modes. e rest of the segmentation methods are not statistically di erent, and the bearing-based segmentation method has the best average performance. Please refer to [10] for further comparison and discussions. The e ect of discretization. Table 5 shows the results of di erent discretization methods. It may seem surprising that equalwidth binning works on a par with entropy-based method, but we nd equal-width binning robust, easy to implement and easy to train. Fuzzy coding [38] does not work as well as the previous two methods. Owing to the trapezoidal fuzzy function used in this experiment, the model is forced to learn a weighted sum of two embedding vectors at the same time which makes optimization di cult.
is means given the smoothness prior and proper granularities of the partitions, overlapping interval is not a necessity to learn good models. As shown in Table 6 , we experimented with various discretization granularities and found that the model was improved signi cantly when increasing the number of intervals from 10 to 20, but this choice made li le di erence when the number of intervals is between 20 to 50 for each feature. To further validate the e ectiveness of the TrajectoryNet, we undertake a more challenging task: classifying GPS records into seven classes, namely train, car, bus, subway, airplane, and bike. is is a much more challenging task and we achieve 97.3% point-based classi cation accuracy and 93.0% average F1 score, as shown in Table 7 . Compared with the four-class classi cation task, the reduction in model performance in mainly due to the insu cient amount of training examples for the two classes: subway and airplane. Figure 6 shows the predictions in the test data. e transportation modes, bike, car, walk and bus, are colored in purple, red, yellow, and green, respectively. e misclassi ed GPS records are colored in black. is gure shows the overall e ectiveness of the TrajectoryNet-only a very small fraction of data are misclassi ed. To further investigate the classi cation errors incurred from the TrajectoryNet, we highlight three scenarios in the data, labeled as A, B and C in the gure. Scenario A misclassi ed car into bus and scenario B misclassi ed bus into car. ese are the most common classi cation errors from the TrajectoryNet; it is challenging to distinguish these two classes as they sometimes manifest similar features. Scenario C are hard to notice from the visualization as they only occur during the transition between two transportation modes. is constitutes another common type of misclassi cation but only happens in rare occasions implying that the proposed TrajectoryNet is sensitive at detecting transitions between di erent modes.
CONCLUSION AND FUTURE WORK
We propose TrajectoryNet-a neural network architecture for pointbased trajectory classi cation to infer real world human transportation modes from GPS traces. To overcome the challenge of capturing the semantics of low-dimensional and heterogeneous feature space imposed by GPS data, we develop a novel representation that embeds the original feature space into another space that can be understood as a form of basis expansion. e embedding can be viewed as a form of basis expansion that improves the predictive power in the original feature space.
e embedding can also be viewed as a mixture of experts that specialize in di erent areas of the decision boundary with di erent nonlinear functions. We also employ segment-based features to enrich the feature space and use Maxout activations to improve the expressive power of RNNs' memory states. Our experiments demonstrate that the proposed model achieves substantial improvements over the baseline results with over 98% and 97% classi cation accuracy when detecting 4 and 7 types of transportation modes.
As for future work, we consider incorporating location-based prior knowledge such as GIS information, developing online classi cation systems and building user-dependent pro les to further improve this system. We also consider applying the proposed embedding method on other types of low-dimensional and heterogeneous time series data, e.g. Internet of things, to further explore the e ectiveness of the proposed embedding method.
