Matrix equations obtained as a result of separation of parameters of a two-parameter eigenvalue problem in the form of second order ordinary differential equation satisfying certain boundary conditions are considered in the paper. Power method is applied to obtain the greatest and the smallest eigenvalues and their corresponding eigenvectors of the problem. A numerical example is given in support of the method.
INTRODUCTION
The eigenvalues and eigenvectors of a matrix are needed for many applications. One such application arises in solving linear ordinary differential equatio ns. Computation of matrix eigenvalues and eigen vectors is one of the most important problems in numerical analysis. The eigenvalue computation is identical with the problem of computing zero of a polynomial, where as the eigenvector determination reduces the problem of solving a set of homogeneous equations.
In this paper power method is employed to find out the eigenvectors corresponding to the greatest and smallest eigenvalues of a matrix, obtained after transforming an ordinary differential equation into finite difference form.
TWO-PARAMETER PROBLEM
The aim of this section is to deal with two-parameter problems and discuss its theoretical aspects which are necessary for the present work. The problem considered here is in the form of the three point boundary value problem of the type (2.1) associated with boundary conditions (2.2) where are given continuous functions of the independent variable , is monotonic in .
In order to progress with the theoretical aspects first , it is necessary to introduce certain definitions pertaining to the above problem.
Definition
If the equation (2.1) subject to the boundary condition (2.2) is satisfied by the pair and then the pair is said to be an eigenvalue pair and an eigenfunction corresponding to the eigenvalue pair of the problem (2.1), (2.2).
The point at which an eigenfunction of the twoparameter problem (2.1), (2.2) vanishes in the interval or are called zeros (oscillating points) of the eigenfunction.
An eigenfunction of the two parameter problem (2.1), (2.2) is said to be oscillatory in respective interval i.e. either in or if there exist at least one zero in the interval.
From the boundary conditions (2.2) imposed on the problem, one must ensure of eigenfunctions which are at best oscillatory in the present case. Now the theorem cited in [1] for the real eigenvalue for the parameters is as below :
Theorem
If are real with are real for and is monotonic for , and the equation has no singularities in , then the eigenvalue pair of the problem (2.1), (2.2) are all real.
All the conditions of the theorem are satisfied in the present consideration. Hence, in the latter part of the discussion the eigenvalue pairs of the problem (2.1), (2.2) are considered as real.
The most common approach to the homogeneous twoparameter problem (2.1), (2.2) is to reduce it into another pair of equations each of which contains one parameter only. In this context a discussion on the reformulation of the problem in the Hilbert space under consideration may found in [2] .
To reformulate the problem (2.1), (2.2) in the tensor product of Hilbert spaces and separate the parameters involved in the problem, first the problem is written as the pair of equations :, .7) with boundary conditions
Now, applying the definition (2.1), for an eigenvalue pair for which both the equations in (2.7), (2.8) possess a common non-trivial solution of (2.7), (2.8) corresponding to a eigenvalue pair is also a solution of the original problem (2.1), (2.2). Few relevant definitions in this context are :.
Definition
A pair is called an eigenvalue pair of the problem (2.7), (2.8) if the pair of equations represented by the problem possess a common nontrivial solution in . The tensor product of the solutions is called an eigenvector of the problem corresponding to the eigen lue pair . 
A pair is called an eigenvalue pair of the problem (2.9), (2.10) if the equations possess a common non-trivial solution in .
The common non-trivial solution is called an eigenvector of the problem (2.9), (2.10) correspondin g to the eigenvalue pair .
The problem (2.9), (2.10) is meaningful for not only decomposable vectors , but also for some other vectors in . In that case, the problem will represent a pair of simultaneous equations both posed in the sam e space . The operators in one equation commute with the operators in the other equation. However, the two problems in (2.7), (2.8) and (2.9), (2.10) are equivalent as eigenvalue problems (Baruah [2] ).
On separating the pair of parameters and from the differential equation (2.9), the reduced form of the problem (2.9), (2.10) obtained as the pair of partial differential equations, (2.11) and (2.12) where , each of which is subject to the rectangular boundary conditions (2.10) assuming,
A pair is called an eigenvalue pair of the reduced problem (2.11), (2.12), (2.10) if the equations possess a common non-trivial solution in and the common solution is called an eigenvector of the problem (2.11), (2.12), (2.10) corresponding to the eigenvalue pair .
Clearly, an eigenvalue pair of the problem (2.7), (2.8) with an eigenvector is also an eigenvalue pair of the reduced problem (2.11), (2.12), (2.10) with the same eigenvector . But the converse is not necessarily true, because an eigenvector of the problem (2.11), (2.12), (2.10) may not be decomposable at all.
But in the present case, the two problems are equivalent problems. Hence corresponding to an eigenvalue pair , the eigenvector of (2.11), (2.12), (2.10) is then decomposable in to , where and are common non-trivial solutions of the problem (2.7), (2.8). The two solutions and are thus two eigenvectors of the original problem (2.1), (2.2) corresponding to the eigenvalue pair .
Thus, the original problem (2.1), (2.2 ) written in the form (2.7), (2.8) has been reduced to a pair of one parameter problems (2.11), (2.12), (2.10 ) in the tensor product . For the present case of the two-parameter problem in the form of ordinary differential equations (2.1), (2.2) can be interpreted as the replacement of the problem equivalently by a pair of one-parameter partial differential equations (2.11), (2.12) each of which is subject to the rectangular boundary conditions (2.10).
Next, using the equal interval size ' ' and replacing the derivatives in (2.11), (2.12) by their corresponding central difference approximation s, the difference equations obtained as below : (2.13) and (2.14)
From these two finite difference representations (2.13), (2.14) two linear system of equations can be obtained and from which one can find the coefficient matrices.
To these coefficient matrices Power Method can be applied to find out solutions which will give a solution for the boundary value problem. A numerical example is given in the next section.
NUMERICAL EXAMPLE
The boundary value problem considered is Putting taken from [3] in the above system of equations will give the coefficient matrix A as below :
Now, applying the power method ( [4] , [5] ) to the matrix ' ' after 52 iterations (using Mathemetica) the greatest eigenvalue of the matrix ' ' is found to be '-9.30045' and the corresponding eigenvector as, (3.9) This is also the eigenvector corresponding to .
Similarly for the difference equations (3.4) for taken from [2] , the greatest eigenvalue of the coefficient matrix B is found to be '9.3051'and its corresponding eigenvector as, (3.10) Thus, it is seen that the eigenvectors (3.9), (3.10) are almost equal and hence one can say that (-4.6204, 7.8787) is an eigenvalue pair with the corresponding eigenvector, (3.11) In the same process, it is easy to verify that (-4.32, 24.37), (9.11, 23.10) are also eigenvalue pairs. And for these eigenvalue pairs it was found that greatest eigenvalue pairs of the matrices A and B as (-9.3007, 9.2984), (-9 After obtaining the dominant eigenvalues of the two matrices ' ' and ' ' shifting of origin ([6], [7] ) are applied to these matrices to obtain the smallest eigenvalues as '-0.415'and '0.414' respectively and their corresponding eigenvector is . (3.14)
CONCLUSION
In this paper Power method is illustrated with the help of the numerical example (3.1), (3.2) after separation of parameters and . Here it is verified that (-4.6204, 7.8787), (-4.32, 24.37), (9.11, 23.10) are eigenvalue pairs. While it was attempted to verify the eigenvalue pair (-4.6204, 7.8787), it was found that the matrices ' ' and ' ' of which the greatest eigenvalue pair is (-9.30045, 9.30512) and their respective eigenvectors are also found, which are equivalent to the eigenvectors of (-4.6204, 7.8787) and thus gives a solution to the boundary value problem (3.1), (3.2) . After that by using the concept of shifting of origin, the smallest eigenvalue pair (-0.415, 0.414) and its corresponding eigenvector are also obtained. 
