We define the L p -cohomology of a Gromov hyperbolic Riemannian manifold relative to a point on its boundary at infinity and prove that it is, as in the classical case, a quasi-isometry invariant. We obtain an application to the problem of quasi-isometry classification of Heintze groups. More precisely, we explicitly construct non-zero relative L p -cohomology classes on a Heintze group R n ⋊ α R, which allows us to prove that the eigenvalues of α, up to a scalar multiple, are invariants under quasi-isometries.
Introduction 1.Quasi-isometries and Gromov hyperbolic spaces
Let X and Y be two metric spaces, we denote the distance by |· − ·| in both cases. A map F : X → Y is a quasi-isometry embedding if there exist two constants λ ≥ 1 and ǫ ≥ 0 such that for all x, x ′ ∈ X,
We say that F is a quasi-isometry if we also have that F (X) is C-dense for some C ≥ 0, which means that for every y ∈ Y there exists x ∈ X such that |F (x) − y|≤ C. In this case we say that X and Y are quasi-isomtric spaces.
It is easy to see that the composition of quasi-isometries is a quasi-isometry and that every quasi-isometry F : X → Y admits a quasi-inverse, a quasi-isometry F : Y → X such that F • F and F • F are at a bounded uniform distance to the identity. These two properties give us an equivalence relation between metric spaces. In this context, it is natural to consider the following question: Given a family of metric spaces, how to determine its quasi-isometry classes?
There is a natural relation between quasi-isometries: F ∼ G if the uniform distance between F and G is bounded. Under this equivalence the quasi-inverse of a quasiisometry is unique, then we can consider the group of quasi-isometries of some metric space X as QI(X) = {F : X → X : F is a quasi-isometry}/∼ .
Observe that the composition of quasi-isometries passes to the quotient, then it defines a product on QI(X). We also use the notation QI(X, Y ) = {F : X → Y : F is a quasi-isometry}/∼. Now suppose that X is proper, geodesic and Gromov hyperbolic. This last property means that there exists a positive real number δ > 0 such that every geodesic triangle ∆ = [x, y] ∪ [x, z] ∪ [y, z] is contained in a δ-neighborhood of any two of its edges. In this case one can define the boundary at infinity (or simply boundary) of X, denoted by ∂X, as the set of equivalence classes of all geodesic rays up to bounded Hausdorff distance. We refer to [GdlH90] for more details about this. The set X = X ∪ ∂X has a natural topology for which it is a compactification of X (see for example [BHK01, Charpter 4] ).
An important fact we will use is that every quasi-isometry F : X → Y between Gromov hyperbolic metric spaces induces a homeomorphism between their boundaries ∂F : ∂X → ∂Y (see [GdlH90, Charpter 7, Section 4] ). In order to simplify the notation we also write F (ξ) = ∂F (ξ) if ξ is a point in ∂X. It follows directly from the construction of the boundary map that G ∼ F implies ∂F = ∂G.
L p -cohomology
An important quasi-isometry invariant is L p -cohomology. We define it in two different contexts.
To start, consider X a simplicial complex with finite dimension and a length distance |· − ·|. Assume that there exist a constant C ≥ 0 and a function N : [0, +∞) → N such that (a) all simplices in X have diameter smaller than C; and (b) every ball with radius r intersects at most N(r) simplices.
In this case we say that X has bounded geometry.
Fix a real number p ∈ [1, +∞) and consider for each k the Banach space
with the usual ℓ p -norm, where X k denotes the set of k-simplices in X. The coboundary operator δ = δ k : ℓ p C k (X) → ℓ p C k+1 (X) is defined by δ k (θ)(σ) = θ(∂σ), where ∂ is the usual boundary operator. It is easy to see, using bounded geometry, that δ k is continuous.
The k-space of ℓ p -cohomology of X is the topological vector space
It is sometimes convenient to consider also the k-space of reduced ℓ p -cohomology of X as the Banach space
Let us assume now that X is Gromov hyperbolic. For a point ξ ∈ ∂X denote by ℓ p ξ C k (X) the subspace of ℓ p C k (X) consisting of all k-cochains that are zero on a neighborhood of ξ in X. We say that a k-cochain θ is zero or vanishes on U ⊂ X if for every k-simplex σ ⊂ U we have θ(σ) = 0. Note that ℓ p ξ C k (X) is not a closed subspace, so it is not a Banach space.
The coboundary operator δ k maps ℓ p ξ C k (X) on ℓ p ξ C k+1 (X), then for every k ∈ N and p ∈ [1, +∞) we define the k-space of ℓ p -cohomology of X relative to ξ as the quotient
Im δ| ℓ p ξ C k−1 (X)
.
In Section 2 we prove the following result:
Theorem 1.1. Let X and Y be two uniformly contractible and Gromov hyperbolic simplicial complexes with finite dimension and bounded geometry, and ξ a fixed point in ∂X. If F : X → Y is a quasi-isometry, then for every p ∈ [1, +∞) and k ∈ N there is an isomorphism of topological vector spaces between ℓ p ξ H k (X) and ℓ p F (ξ) H k (Y ).
A metric space is uniformly contractible if there is a function φ : [0, +∞) → [0, +∞) such that every ball B(x, r) = {x ′ ∈ X : |x ′ − x|< r} is contractible into the ball B(x, φ(r)).
Theorem 1.1 is also true for ℓ p -cohomology in the classical sense, see [Gro93, BP03] . In fact, the proof we give in Section 2 is an adaptation of the proof of Theorem 1.1 of [BP03] .
In order to define the de Rham version of L p -cohomology consider a Riemannian manifold M of dimension n, an integer k = 0, . . . , n and p ∈ [1, +∞). Let us set some definitions and notations:
x is the Riemannian norm on T x M.
(ii) A k-form ω is measurable if the coefficients of the pull-back ψ * ω are measurable functions for every parametrization ψ :
L p -locally integrable) if it is measurable and the function x → |ω| x is in L p (M) (resp. L p,loc (M)). In the case p = 1 we just say that ω is integrable (resp. locally integrable). We denote by L p (M, Λ k ) the space of L p -integrable k-forms on M up to almost everywere zero forms, which is a Banach space equipped with the L p -norm
where dV is the volume form on M.
(iii) We say that a k-form ω is smooth, or that it is a differential k-form, if its coefficients for every parametrization are smooth. We denote by Ω k (M) the space of differential k-forms on M.
Consider the space
It is not complete with the norm ω = ω p + dω p , so we consider its completion L p C k (M). Observe that the usual derivative is continuous on (L p Ω k (M), ), thus it can be extended to a continuous function d = d k :
As before, we also have the k-space of reduced L p -cohomology as the Banach space
Remark 1.2. There is an equivalent definition of de Rham L p -cohomology. Indeed, we can consider it as the quotient Z k,p (M)/B p,k (M), where
Here d is the weak derivative in the sense of distributions. See for example [GT10] . Since L p (M, Λ k ) is complete and contains L p Ω k (M), every form in L p C k (M) can be seen as an element of L p (M, Λ k ). Using Hölder's inequality we can see that every k-form in L p C k (M) has weak derivative in L p C k+1 (M), then the equivalence between both definitions of de Rham L p -cohomology follows from Proposition 2 of [GT10] , whose proof is based on regularisation methods (see for example [GKS84, GT06] ).
If M is complete and Gromov hyperbolic, we can consider for ξ ∈ ∂M the subspace
Given such a pair (M, ξ), where M has bounded geometry, there exists a pair (X M , ξ) called a simplicial pair associated to (M, ξ), where X M is a simplicial complex with finite dimension and bounded geometry that is quasi-isometric to M, and ξ ∈ ∂X M corresponds to ξ by the quasi-isometry between M and X M . The simplicial complex X M will be constructed as a nerve of a covering (see the precise definition in Section 3). Then we have the following result: Theorem 1.3. Let M be a complete Gromov hyperbolic Riemannian manifold with bounded geometry and ξ ∈ ∂M. Take (X M , ξ) a simplicial pair associated to (M, ξ). Then for all p ∈ [1, +∞) and k ∈ N the spaces L p ξ H k (M) and ℓ p ξ H k (X M ) are isomorphic.
The proof of this result is done in Section 3, it is again an adaptation of the proof in the classical case (see [Pan95, Gen14] 
Heintze Groups
A result by Heintze ([Hei74] ) says that every homogeneous, connected and complete Riemannian manifold with negative sectional curvature is isometric to a Lie group of the form N ⋊ τ R with a left-invariant Riemannian metric. Here N is a connected and simply connected nilpotent Lie group and the homomorphism τ : R → Aut(N) satisfies d e τ (t) = e tα , where α is a derivation on the Lie algebra Lie(N) with all its eigenvalues with positive real part. Moreover, if N ⋊ τ R is such a group, then there exists a left-invariant Riemannian metric on N ⋊ τ R with negative sectional curvature. A group with this structure is called a Heintze group and will be denoted by N ⋊ α R if τ is determined by α.
Two left-invariant metrics on a Lie group are always bi-Lipschitz equivalent, so the quasi-isometry class of a Lie group does not depend on the choice of the leftinvariant metric. In particular a Heintze group with any left-invariant metric is Gromov hyperbolic. This also shows that two isomorphic Heintze groups are quasi-isometric. The converse is not true in general: every Heintze group is quasi-isometric to a purely real Heintze group, which is determined by a derivation with real eigenvalues (see [Cor18] ). If we restrict the problem to purely real Heintze groups we have the following conjecture: This conjecture remains open in its full generality, however there exist some partial results. For instance, it is proved in the case of Heintze groups of Carnot type ( [Pan89] ) and for groups of the form R n ⋊ α R ( [Xie14] ). See also [Pan08, SX12, Xie15a, Xie15b, CS17] for related results and particular cases.
We are interested in finding quasi-isometry invariants related to L p -cohomology. In Section 5, using the relative L p -cohomology, we obtain a proof of the following result:
Theorem 1.7. Let G 1 = R n−1 ⋊ α 1 R and G 2 = R n−1 ⋊ α 2 R be two purely real Heintze groups. If G 1 and G 2 are quasi-isometric, then there exists λ > 0 such that α 1 and λα 2 have the same eigenvalues (counted with multiplicity).
The original proof of this result is done in [Pan08] . The strategy used by Pansu is to compute the values of p where the L p -cohomology in degree k of a Heintze group R n−1 ⋊ α R is zero and where it is different form zero. From this he obtains some critical exponents related to the eigenvalues which are invariant by quasi-isometry. The difficult part of this proof is to construct non-zero cohomology classes for the exponents where the L p -cohomology is not zero. The advantage of the relative version is that the construction of these non-zero classes is easier than in the original case. A proof of Theorem 1.7 that uses different methods can be found in [Xie14] . The general case is proved in [CS17] using an induction argument and results given in
There is an important fact that we have to consider about the boundary of a Heintze group G = N ⋊ α R: All vertical lines t → (x, t), for x ∈ N, are geodesics asymptotic to the future, they determine a special point in ∂G denoted by ∞. One can also prove that all points in ∂G \ {∞} are represented by an unique vertical line (to the past), so we can write the boundary as ∂G = N ∪ {∞}.
2 Quasi-isometry invariance of simplicial relative ℓ p -cohomology
Consider X a finite-dimensional simplicial complex with bounded geometry.
Proposition 2.1. The operator δ :
The inequality is consequence of Jensen's inequality. If N : [0, +∞) → R is the function corresponding to the bounded geometry of X we get
Observe that every element θ ∈ ℓ p C k (X) has a natural linear extension to θ :
The support of a chain c = m i=1 t i σ i in C k (X), with t i = 0 for all i = 1, . . . , m, is |c|= {σ 1 , . . . , σ m }. We also define the uniform norm and the length of c by c ∞ = max{|t 1 |, . . . , |t m |}, and ℓ(c) = m.
To prove Theorem 1.1 we need the following lemmas.
. Let X and Y be two uniformly contractible simplicial complexes with bounded geometry. Then, any quasi-isometry F : X → Y induces a family of maps
(ii) For every k ∈ N there exist constants N k and L k (depending on k and the geometric data of X, Y and F ) such that
Proof. We consider for X and Y the same constant C ≥ 0 and function N : [0, +∞) → N corresponding to their bounded geometry. We assume also that both spaces are uniformly contractible for the same function φ.
For
Since F is a quasi-isometry and X has bounded geometry, then
where a − and a + denote the vertices of a. This supremum depends only on the geometric data of X, Y and F . Using again the bounded geometry of Y we can find a
, and it is contained in a ball with radius kCL k−1 . Since Y is uniformly contractible, c F (∂σ) is the boundary of a chain contained in a ball B with radius φ(kCL k−1 ). Its length is bounded by the number of simplex in B, which is less than N(φ(kCL k−1 )). We define c F (σ) as such a chain that minimize
). Consider F, G : X → Y two quasi-isometries between uniformly contractible simplicial complexes with bounded geometry. If F and G are at bounded uniform distance, then there exists an homotopy h :
Moreover, h(σ) ∞ and ℓ(h(σ)) are uniformly bounded by constants N ′ k and L ′ k that only depend on the geometric data of X, Y, F and G.
Proof. Since F and G are at bounded distance, for all k ≥ 0,
Note that it is possible using an argument as in the previous lemma.
Suppose that h is defined for degree m ≤ k − 1 and consider σ ∈ X k . Since c F and c G commute with the boundary, we have
is a cycle contained in a ball with radius bounded independently of σ ∈ X k . As in the previous lemma we can find
, and ℓ(h(σ)) and h(σ) ∞ uniformly bounded. Now assume that X is Gromov hyperbolic. We are ready to prove the invariance of relative ℓ p -cohomology.
Proof of Theorem 1.1. We define the pull-back of a cochain θ ∈ ℓ p F (ξ) C k (Y ) as
Observe that F * depends on the choise of c F . Let us first show that F * θ ∈ ℓ p C k (X):
Since F is a quasi-isometry and the distance between
This also proves the continuity of F * . Now we prove that for every θ in ℓ p
where d H denotes the Hausdorff distance. By construction of c F the distance (1) is uniformly bounded by a constantC k . We
We conclude that F * θ vanishes on U. By definition we have δF * = F * δ which implies that F * defines a map in cohomology denoted by
We have to construct a family of continuous linear maps H k :
where h is the map defined in Lemma 2.3. Using the same argument as for F * , we can prove that H k θ is in ℓ p C k−1 (X) and H k is continuous. To see that H k θ vanishes on some neighborhood of ξ observe that h(σ) have uniformly bounded length, which
And if k ≥ 1,
This proves the claim. As a consequence of the claim we have that F # does not depend on the choice of c F . Moreover, if T : Y → Z is another quasi-isometry, a possibe choice of the funciton c T •F is the composition c T •c F . In this case (T •F ) * = F * •T * and then (T 
are bi-Lipschitz diffeomorphic to the unit ball in R n (n = dim(M)) with uniform Lipschitz constant. Such a covering can be constructed using a triangulation of M such that every simplex is uniformly bi-Lipschitz equivalent to the standard Euclidean simplex of the same dimension. For every vertex we consider U(v) the interior of the union of all simplices containing v. Then we can define U as the collection of sets U(v). In [Att94] it is shown how to construct a triangulation with this property in the case of bounded geometry. Another possibility is to consider the nerve of the covering constructed in [Gen14, Property 4.6.11].
For each ℓ ∈ N we consider the set
Let X M be the nerve of the pair (M, U), this is the simplicial complex such that:
• Every simplex is isometric to the standard Euclidean simplex of the same dimension.
Observe that X M is quasi-isometric to M. Moreover, there is a family of quesiisometries F : X M → M verifying F (U) ∈ U for all vertex U ∈ U, that we call canonical qusi-ismometries. These canonical quasi-isometries are all at bounded uniform distance from each other, then they represent an unique element of QI(X M , M), and therefore they induce the same map on the boundary. Denote by ξ ∈ X M the point corresponding to ξ by a canonical quasi-isometry. We say that (X M , ξ) is a simplicial pair corresponding to (M, ξ). By construction, if M is uniformly contractible then so is X M .
In order to prove Theorem 1.3 we will use two lemmas which appear in [Pan95] . We give their complete proofs.
. Then the complex (D * , δ), defined by
for every K and ∪ K≥0 D *
[K] = D * . Moreover, by definition of E * , one has D * [0] = E * . Therefore, to prove the lemma, it will suffice to show that D *
[K] retracts to D * [K−1] for every K ≥ 1.
To construct the expected homotopies we first define some special maps denoted by h ′ and b. In order to simplify the notation we set
We also write C = C 0 ∪ C 1 . By assumption, for every ℓ ∈ N, the complex (C * ,ℓ , d ′ ) retracts to the subcomplex (E ℓ → 0 → 0 → · · ·). Thus there exist continuous operators
On the subspace C 1 relation (1) implies that
On C 0 relation (2) implies that
Therefore the relation δ • h ′ + h ′ • δ = Id − b is valid on the whole space C. This implies in particular that b commutes with δ.
We are now ready to show that D *
Indeed, if d ′ ω = 0, then one has also d ′ d ′′ ω = 0. The definition of b and the relation (1) yield :
be the induced operator. As we saw above, it commutes with δ.
and also
is the inclusion. All these maps are continuous, then the lemma follows.
Lemma 3.2 (Lemma 8 in [Pan95] ). Let B be the unit ball in R n , then the chain complex (L p C * (B), d) retracts to the complex (R → 0 → 0 → · · ·).
In the proof of Lemma 3.2 we will use the following version of the Leibniz Integral Rule: Then the k-form defined by
belongs to Ω k (M) and its derivative is
where dΦ(x, y) denotes the derivative of the differential k-form x → Φ(x, y) for a fixed y ∈ N.
Proof of Lemma 3.2. For a fixed point x ∈ B we define the cone of a k-simplex τ = (x 0 , . . . , x k ) as the (k + 1)-simplex C τ = (x, x 0 , . . . , x k ). Supose that χ : Ω k (B) → Ω k−1 (B) is defined for all k ≥ 1 so that for every (k − 1)simplex τ ⊂ B, we have τ χ(ω) = Cτ ω for every differential k-form ω. The function χ will depend on x, we write χ x = χ if necessary.
Claim:
We take σ a k-simplex in B and ω ∈ Ω k (B), then
where the last equality comes from Stokes theorem.
Since the equality holds for every k-simplex we conclude (2) (see for example [Whi57, 
Where ∂ ∂t is the vector field on [0, 1] × B defined by ∂ ∂t (s, y) = (1, 0). We conclude that
The contraction of a k-form ̟ with respect to a vector field V is the (k − 1)-form defined by
Observe that the k-form (x, t) → η * t (ι ∂ ∂t ϕ * ω) satisfies the condition (i) of Lemma 3.3 because it is smooth in both variables and the interval [0, 1] is compact, then χ is smooth. By definition and the claim it satisfies equality (2). Observe that if ω is closed, then χ(ω) is a primitive of ω, so it is enough to prove the classic Poincaré's lemma. However, in our case we need a primitive in L p , so we take a convenient average. Define
where 1 2 B = B 0, 1 2 .
Since (x, y) → χ x (ω) y is smooth in both variables we can use again Lemma 3.3 to show that h is in Ω k (B). Note that this works because we take the integral on a ball with closure included in B. Moreover, the derivative of h is
Then using (2) we have
We want to prove that h is well-defined from L p Ω k (B) to L p Ω k−1 (B) and that it is continuous. To this end we first bound |χ x (ω)| y for y ∈ B and ω ∈ Ω k (B). Since ι ∂ ∂t ϕ * ω is a form on [0, 1] × B that is zero on the direction of ∂ ∂t , we have
for all t ∈ (0, 1) and y ∈ B. Then we can compute
From this and the assumption that t ∈ (0, 1) we get |χ(ω)| y ≤ 1 0 |y − x||ω| ϕ(t,y) dt.
(4)
Consider the function u : R n → R defined by u(z) = |ω| z if z ∈ B and u(z) = 0 in the other case. Using (4) we have
We write z = ty + (1 − t)x, then
Observe that 1 B(ty,1−t) (z) = 1 implies that |z − y|≤ 2(1 − t). Then we have
The notation f g means that there exists a constant C such that f ≤ Cg. This implies
Using that B(y,2) |z − y| 1−n dz is finite and Jensen's inequality we obtain
Using the identity dh(ω) = ω − h(dω) we have
We conclude that h is well-defined and bounded for k ≥ 1.
If ω = df for certain function f we observe that
where α is the curve α(t) = ϕ x (t, y). Then χ x (df )(y) = f (y) − f (x), from which we get
which is crearly continuous because 1 2 B has finite Lebesgue measure. Then the identity (3) is true for all ω ∈ L p Ω k (B), k ≥ 0, and h is continuous in all degrees.
Note that, since h is bounded, then it can be extended continuously to L p C k (B) for every k ≥ 0. The equality (3) is also true for every ω ∈ L p C k (B), then it is the retraction we wanted. Proof. Suppose that L is the Lipschitz constant of f . Let ω ∈ L p C k (N), by Remark 1.2 we can see ω and its derivative as elements of L p (N, Λ k ), then
Using that the pull-back commutes with the derivative the same argument shows that df * ω p p = f * dω p p ≤ L n+p(k+1) dw p p .
Proof of Theorem 1.3. We define the bicomplex (C k,l ξ , d ′ , d ′′ ) (k,l)∈N 2 as follows: First consider
The norm on C k,ℓ is given by
Then C k,ℓ ξ is the subspace of all elements ω ∈ C k,ℓ for which there exists V a neigborhood of ξ in M such that ω U = 0 for all U ⊂ V .
We define the derivatives d ′ : C k,ℓ ξ → C k+1,ℓ ξ and d ′′ :
It is easy to show that d ′ and d ′′ are continuous and satisfy
Observe that the elements of Ker d ′ | C 0,ℓ ξ are the functions g ∈ U ∈U ℓ L p C 0 (U) satisfying the following conditions:
• dg U = 0 for all U ∈ U ℓ , then g U is essentially constant.
Using the construction of X M and the fact that U is bi-Lipschitz (with uniform Lipschitz constant) to the unit ball in R n we have that Ker d ′ | C 0,ℓ ξ is isomporhic to ℓ p ξ C ℓ (X) and d ′′ coincides with the derivative on this space.
On the other hand the elements of Ker
We can take a k-formω in L p C k (M) such thatω| U = ω U for all U ∈ U. This k-form is zero on some neighborhood of ξ, then there is a isomorphism between Ker d ′′ | C k,0 ξ and L p ξ C k (M) for which d ′ coincides with the derivative on the second space.
Claim 1: For a fixed ℓ, (C * ,ℓ ξ , d ′ ) retracts to (Ker d ′ | C 0,ℓ ξ → 0 → 0 → · · ·).
Lemma 3.2 implies that there exists a family of bounded maps h :
We denote L p C −1 (B) = R and d : L p C −1 (B) → L p C 0 (B) the inclusion. Consider for every U ∈ U ℓ a smooth bi-Lipschitz function f U : U → B with constant L (which does not depend on U). Then we define H :
Using Lemma 3.4 and the definition of h we can prove that H defines the retraction we wanted. In particular it is bounded.
Claim 2: For a fixed k, (C k, * ξ , d ′′ ) retracts to (Ker d ′′ | C k,0 ξ → 0 → 0 → · · ·).
We have to construct a family of bounded linear maps κ : Consider {η U } U ∈U a partition of unity with respect to U. If ℓ ≥ 1 and ω ∈ C k,ℓ ξ , then we define
A direct calculation shows that κ is as we wanted.
Finally, aplying Lemma 3.1 we obtain that (D * , δ) is homotopically equivalent to (Ker d ′ | C 0, * ξ , d ′′ ) and (Ker d ′′ | C * ,0 ξ , d ′ ). The proof ends using the above identifications.
Observe that in the previous proof we can consider the bicomplex given by the elements ofC
which vanish on a neighborhood of ξ. Following the same arguments (which involves the observation that Lemma 3.2 is true also for the complex (L p Ω * (B),d)) we can prove the homotopy equivalence between the chain complexes (ℓ p ξ C * (X M ), δ) and (L p ξ Ω * (M), d), and as a consequence Theorem 1.4.
Some duality ideas
In [GKS86] and [GT10] the following fact is proved: If M is a complete n-dimensional Riemannian manifold, then for every p ∈ (1, +∞) and k = 0, . . . , n, the dual space
The construction of such isometry start with the pairing , :
By Hölder's inequality this pairing is well-defined. The proof uses that L p (M, Λ k ) and L q (M, Λ n−k ) are Banach spaces. The relative case is a very diferent context, however it makes sense to ask the following question: What would be the natural pairing for
The answer seems to come from the idea of local cohomology, which can be found in [Car16] . Let us see the definition:
Consider M a complete Gromov hyperbolic Riemannian manifold and ξ a point in ∂M. A differential m-form ω on M is L q -integrable with respect to ξ if for every V ⊂ M a closed neighborhood of ξ, we have that
Then we define Ω q,m loc (M, ξ) as the space of all differential m-forms which are L qintegrable with respect to ξ in M. Observe that Hölder's inequallity implies that the bi-linear pairing , :
is well-defined by the expression (5) if 1 p + 1 q = 1. This allows to consider the induced linear transformations µ ω : Ω q,m loc (M, ξ) → R, µ ω = ω, · and ν β :
it is enough to find a closed form β ∈ L q C n−k (M) such that ω, β = 0. Something similar can be done to prove that ω is not zero in L p H k (M) (see [Pan08, Lemma 13] ). In Section 5 we will use the pairing (6) to construct non-zero classes in relative L p -cohomology.
An application to Heintze groups
Let G = R n−1 ⋊ α R be a purely real Heintze group, where α has positive eigenvalues λ 1 ≤ · · · ≤ λ n−1 . The product on G is given by (x, t) · (y, s) = (x + e tα y, t + s).
We denote by L (x,t) and R (x,t) the left and right translations by (x, t) on G.
Observe that a neighborhood system for the point ∞ ∈ G is given by the compactification in G of sets of the form G \ (B R × [T, −∞)), where B R = B(0, R) ∈ R n−1 for some positive number R, and T ∈ R. This will be important to work with the L p -cohomology relative to ∞.
If , 0 is an inner product on T 0 G such that the two factors R n−1 and R are orthogonal, then it determine an unique left-invariant metric on G defined by
where v 1 , w 1 ∈ R n−1 , v 2 , w 2 ∈ R and λ is a fixed positive real number. In particular, if v is a horizontal vector in T (x,t) G (i.e. v = (v 1 , 0)), then the norm associated to , (x,t) of v is v (x,t) = e −tα v 0 .
For k = 1, . . . , n − 1 consider the number w k = w k (α) = λ 1 + · · · + λ k . The aim of this section is to prove the following result:
Theorem 5.1. Let k = 2, . . . , n − 1, then L p ∞ H k (G) = 0 for all p > tr(α) w k−1 and L p ∞ H k (G) = 0 for all p ∈ tr(α) w k , tr(α) w k−1 .
The following lemma is proved more generally in [Cor18] .
Lemma 5.2. Consider two Heintze groups G 1 = N 1 ⋊ α 1 R and G 2 = N 2 ⋊ α 2 R. If G 1 and G 2 are quasi-isometric, then there exists a quasi-isometry F :
Proof. Since N i (i = 1, 2) acts on G i by isometries, there are two possibilities:
• QI(G i ) acts transitively on ∂G i , or
• ∞ is a fixed point by QI(G i ).
If G 1 is in the first case, then G 2 too and every quasi-isometry between G 1 and G 2 carries ∞ to ∞. In the second case it is enough to take a quasi-isometry F : G 1 → G 2 and then H ∈ QI(G 2 ) such that H(F (∞)) = ∞. The composition H • F is the quasi-isometry we wanted.
Combining the previous lemma with Theorem 5.1 and Corollary 1.5 we deduce:
Corollary 5.3. Let G 1 = R n−1 ⋊ α 1 R and G 2 = R n−1 ⋊ α 2 R be two purely real Heintze groups. If G 1 and G 2 are quasi-isometric, then for all k = 1, . . . , n − 1, we have tr(α 1 ) w k (α 1 ) = tr(α 2 ) w k (α 2 ) . Note that Theorem 1.7 follows as a direct consequence of Corollary 5.3. As we saw in Theorem 1.4, we can restrict to differential forms. In this section we use the notation L p ∞ H k (G) for the cohomology spaces of the chain complex (L p ∞ Ω * (G), d). We start with the diagonalizable case because it is easier from the technical point of view and it is enough to show the main ideas of the proof of Theorem 5.1.
Diagonalizable case
Let us suppose that α is diagonalizable. Note that if α 1 = P −1 α 2 P with P ∈ GL(R, n), then
defines an isomorphism of Lie algebras. This implies that both Heintze groups are isomorphic and then quasi-isometric. So we can suppose that α is diagonal with the eigenvalues in increasing order on the diagonal. Denote by dx and dt the Lebesgue measure on R n−1 and R respectively. Consider {e 1 , . . . , e n } the canonical basis of R n and {e * 1 , . . . , e * n } its dual basis. The differential 1-form dx i on G (i=1,. . . ,n) is such that (dx i ) (x,t) = e * i . We will be a bit ambiguous and use also the notation dt = dx n . The left-invariant metric we consider in G is the one generated by the Euclidean inner product on T 0 G = R n .
(ii) The volume form on G is dV (x, t) = e ttr(α) dx 1 ∧ . . . ∧ dx n .
The notation f ≍ g means that there exists an uniform constant C ≥ 1 such that C −1 f ≤ g ≤ Cf , i.e. f g and g f .
Proof. (i) On Λ k (T 0 G) we consider the inner product , 0 that makes the basis
This means that the inner product is left-invariant.
The left-invariant norm induced by this inner product is denoted by [ ] (x,t) . Since the operator norm | | (x,t) is also left-invariant, there exists a constant C ≥ 1 independent of the point (x, t) such that,
As a consequence it is enough to prove (i) for [ ] (x,t) :
(ii) Here it is enough to prove that e ttr(α) dx 1 ∧ . . . ∧ dx n (v 1 , . . . , v n ) = 1 for some positive orthonormal basis {v 1 , . . . , v n } in T (x,t) G, for example {e tλ 1 e 1 , . . . , e tλ n−1 e n−1 , e n }.
Let V be the vertical vector field defined by V (x, t) = e n , and ϕ t (x, s) = (x, s + t) its associated flow. We say that a k-form ω is horizontal if
then ω is horizontal if, and only if, all coeficients a i 1 ,...,i k−1 ,n are zero.
Lemma 5.5. If ω is an horizontal k-form, then for all x ∈ R n−1 , s ∈ R and t ≥ 1 we have |ϕ * t ω| (x,s) e −tw k |ω| (x,s+t) .
Proof. Suppose that ω is as in (7) . Then, using the norm [ ] (x,t) as in Lemma 5.4, we have
We prove now the first part of Theorem 5.1 following the idea of [Pan08, Proposition 10].
Proposition 5.6. Let k = 2, . . . , n − 1, then L p ∞ H k (G) = 0 for all p > tr(α) w k−1 .
Proof. Take ω a closed form in L p ∞ Ω k (G). We want to construct an L p -integrable differential (k − 1)-form ϑ such that dϑ = ω. Set
Observe that, since ω vanishes on a neigborhood of ∞, we have the pointwise convergence of the above integral. Therefore ϑ is well-definded as a (k − 1)-form.
Since ι V ω is a horizontal form, by Lemma 5.5 we have that for all (x, s) ∈ G and t ≥ 0,
where ǫ = pw k − tr(α) > 0. It is easy to see that |ι V ω| (x,s) ≤ |ω| (x,s) for all (x, s) ∈ G, so ϕ *
We know that there exists T ∈ R such that ι V ω (x,s) = 0 for all s ≥ T , then ϑ (x,s) is an integral on a compact interval for every (x, s) ∈ M. Since (x, s, t) → ϕ * t ι V ω is smooth we can use Lemma 3.3 to see that ϑ is in Ω k−1 (M) and
The Lie derivative of ω with respect to the vertical field V is
Observe that d dt ϕ * t ω = ϕ * t L V ω. Then using the Cartan formula L V ω = dι V ω + ι V dω and that ω is closed, we obtain
For every (x, r) ∈ G we have
The limit exists because the expression in brackets is constant for t big enough. Then we conclude
for all (x, t) ∈ G, which finishes the proof.
Proposition 5.7. For all k = 2, . . . , n−1 and p ∈ tr(α)
Proof. We want to construct a closed differential k-form ω on G which represents a nonzero class in L p -cohomology relative to ∞. Remember that we are working with the chain complex (L p Ω * (G), d) . The strategy is inspired by the duality ideas mentioned in Section 4. That is, we will give a (n − k)-form β ∈ Ω q,n−k loc (G, ∞), with 1
which shows that ω represents a non-zero element in L p ∞ H k (G). Consider two smooth functions g : (−∞, +∞) → [0, 1] and f : R n−1 → [0, 1] such that:
• supp(f ) is compact, and • g(t) = 0 for all t ≥ 1 and g(t) = 1 for all t ≤ 0.
We define ω (x,t) = d (f (x)g(t) dx 1 ∧ . . . ∧ dx k−1 ). Using triangular inequality we have
Observe that the first term is finite because f g ′ is smooth and has compact support. Then it is enough to show that for all j = k, ..., n − 1 the form ω j = ∂f ∂x j gdx j ∧ dx 1 ∧ · · · ∧ dx k−1 is in L p : λ k +···+λ n−1 , that is equivalent to p < tr(α) w k−1 . We now prove (a):
In the second equality we use Stokes theorem.
In order to prove (b) we take ϑ ∈ L p ∞ Ω k−1 (G). There exist two constant R 2 , T 2 > 0 such that the support of ϑ is contained in B R 2 × (−∞, T 2 ]. By Stokes theorem
where in the second equality we use again that |dϑ ∧ β| is in L 1 (G). Suppose that ν β (dϑ) = 0, then there exist ǫ > 0 and t 0 such that for all t ≤ t 0 ,
Assume that
To simplify the notation we write a = a 1,...,k−1 and a t = a(·, t). Observe that
In the last line we use (9), (10) and Jensen's inequality. Since ϑ is in L p ∞ Ω k−1 (G) we conclude that (9) must be false and then ν β (dϑ) = 0.
Finally, we prove the last part of Theorem 5.1 in the diagonal case:
Proof. We considere ω and β as in the proof of Proposition 5.7. The main difficulty to apply the previous argument in this case is that β does not belong to Ω q,n−k loc (G, ∞), then ν β is not well-defined. An alternative is to consider the functioñ
which is well-defined because supp(̟) ∩ (R n−1 × [t, +∞)) is compact for every t ∈ R. It is clear thatν
Furthermore we can show using the above argument thatν β (dϑ) = 0 for all ϑ ∈ L p ∞ Ω k−1 (G). This implies that ω represents a non-zero class in L p -cohomology relative to ∞.
Non-diagonalizable case
We rename the eigenvalues of α by µ 1 < · · · < µ d , with d ∈ {1, . . . , n − 1}. Fix a Jordan basis of R n−1 , B = {e ℓ ij : i = 1, . . . , d; j = 1, . . . , r i ; ℓ = 1, . . . , m ij }, where r i is the dimension of the µ i -eigenspace spanned by {e 1 i1 , . . . , e 1 ir i }, m ij is the size of the j-Jordan subblock associated to µ i , and α(e ℓ ij ) = µ i e ℓ ij +e ℓ−1 ij for all ℓ = 2, . . . , m ij . We can write
Let us denote by ∂ ∂t the unit positive vector which spans the factor R of G and by dt the 1-form associated to ∂ ∂t . The elements of the dual basis of B are denoted by dx ℓ ij . We put on G the left-invariant Riemannian metric that makes the basis B ∪ { ∂ ∂t } orthonormal in T e G.
Observe that e tα e ℓ ij = e µ i e ℓ ij + te ℓ−1 ij + . . . +
This implies
For every k = 1, . . . , n − 1 we denote by ∆ k the set of multi-indices
with i h = 1, . . . , d, j h = 1, . . . , r i h and ℓ h = 1, . . . , m i h j h for every h = 1, . . . , k. We assume also that the function h → (i h , j h , ℓ h ) is injective and preserves the lexicographic order. For a multi-index as (12) we write dx I = dx ℓ 1 i 1 j 1 ∧ · · · ∧ dx ℓ k i k j k , and w I = µ i 1 + · · · + µ i k . Consider in ∆ 1 the lexicographic order and ζ : ∆ 1 → {1, . . . , n − 1} the bijection that preserves it. We denote dx h = dx ℓ ij if h = ζ(i, j, ℓ). We have the following general version of Lemma 5.4: Lemma 5.9. (i) For every I ∈ ∆ k there exists a positive polynomial P I such that |dx I | (x,t) ≍ e tw I P I (t).
(ii) The volume form on G is dV (x, t) = e −ttr(α) dx 1 ∧ · · · ∧ dx n−1 ∧ dt.
We say that a polynomial P is positive if P (t) > 0 for all t ∈ R. Observe that the class of positive polynomials is closed under the sum and the product.
Proof. (i) As in the diagonalizable case we consider the left-invariant inner product , (x,t) on Λ k (T (x,t) G) such that the basis {dx I : I ∈ ∆ k } is orthonormal in Λ(T 0 G). The induced norm is again denoted by [ ] (x,t) . Then
From this expression it is easy to extract the polynomial P I . Then the equivalence between [ ] (x,t) and | | (x,t) implies (i).
(ii) As in Lemma 5.4 it is enough to prove that dV (x, t)(v 1 , . . . , v n ) = 1 for some positive orthonormal basis {v 1 , . . . , v n } ⊂ T (x,t) G. Since B ∪ ∂ ∂t is orthonormal in T 0 G, the basis B t ∪ ∂ ∂t = {d 0 L (x,t) (e ℓ ij ) : i = 1, . . . , d; j = 1, . . . , r i ; l = 1, . . . , m ij } ∪ ∂ ∂t = e tλ i e ℓ ij + . . . + t ℓ−1 (ℓ − 1)! e 1 ij : i = 1, . . . , d; j = 1, . . . , r i ; ℓ = 1, . . . , m ij ∪ ∂ ∂t is orthonormal in T (x,t) G. Then we can check the equality evaluating dV (x, t) in the elements of B t ∪ ∂ ∂t .
We need to estimate the contraction of the vertical flow ϕ t in this case. To this end we define another left-invariant norm on G: For every v ∈ R n we write
where the first sum corresponds to decomposition (11). Given a point (x, t) ∈ G we define v (x,t) = i,j v ij (x,t) +|a|.
Using that the subspaces V ij are invariant by e tα we can easily see that the norm (x,t) is left-invariant and as a consequence equivalent to the norm (x,t) . This give us the following lemma:
Lemma 5.10. Let ω be a k-form on G, then |ω| (x,t) ≍ sup{|ω (x,t) (v 1 , . . . , v k )|: v i (x,t) = 1 for all i = 1, . . . , k}, with constant independent of ω and the point (x, t) ∈ G.
A set of vectors in R n−1 is said to be α-linearly independent (denoted also α-LI) if it can be extended to a basis of the form i,j B ij , where B ij is a basis of V ij .
Lemma 5.11. If ω is a horizontal k-form, then the supremum in Lemma 5.10 is reached on an α-LI set.
Observe that in the previous lemma, since ω is horizontal, we can think of ω (x,t) as an alternating k-linear map on R n−1 .
Proof. Since the closed ball for the norm (x,t) is compact, the supremum is reached on a set of vectors v 1 , . . . , v k ∈ R n−1 with v ℓ (x,t) = 1 for all ℓ = 1, . . . , k. We write these vectors as in (13):
Then |ω (x,t) (v 1 , . . . , v k )| = i,j ω (x,t) ((v 1 ) ij , v 2 , . . . , v k )
, v 2 , . . . , v k .
Since v 1 (x,t) = i,j (v 1 ) ij (x,t) = 1, there exists a pair (i 1 , j 1 ) such that
Observe that the vector u 1 = (v 1 ) i 1 j 1 (v 1 ) i 1 j 1 (x,t) is unitary with respect to the norm (x,t) and it is in V i 1 j 1 . This implies that the inequality (14) is in fact an equality. Continuing in this way we can construct an α-LI set {u 1 , . . . , u k } that satisfies what we wanted. Here |e −tJ | denotes the operator norm of the matrix e −tJ . Since all norms on R m 2 ij are Lipschitz equivalent, there exists a constant C ij > 0, depending only on m ij , such that
where a ℓ,r are the entries of e −tJ . Notice that they are polynomials in t, in particular a ℓ,ℓ = 1 for every ℓ = 1, . . . , m ij . Then the lemma follows taking P ij (t) = C 2 ij 1≤ℓ,r≤m ij a ℓ,r (t) 2 . Now we are ready to prove the general version of Lemma 5.5.
Lemma 5.13. If ω is a horizontal k-form on G, then there exists a positive polynomial Q such that |ϕ * t ω| (x,s) e −tw k Q(t)|ω| (x,s+t) ∀t ≥ 0. Proof. Using Lemmas 5.10 and 5.11 we have
, . . . , v k v k (x,s+t)
: {v 1 , . . . , v k } is α − LI Suppose that v ℓ ∈ V i ℓ j ℓ for every ℓ = 1, . . . , k, then by Lemma 5.12 and the fact that we are considering α-LI sets we obtain |ϕ * t ω| (x,t) e −tw k Q(t)|ω| (x,s+t) , where Q = ij P ij . Usingν β as in Proposition 5.8 and the above argument it is easy to prove that L p ξ H k (G) = 0 for p = tr(α) w k−1 , which finish the proof of Theorem 5.1 in the general case.
