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Trace Gas-Induced Brine and Disordered Interfacial Layers on Ice 
Min-Hsuan Kuo 
 
Brine and disordered interfacial layers (DILs) on ice are known to significantly alter the 
interaction between trace gases and ice surfaces. In order to better predict the impact of a 
warming climate on atmospheric composition, a quantitative physical understanding of the 
interaction between ice surfaces and key atmospheric trace gases is essential.  
In the series of complementary studies presented in this dissertation, theoretical and experimental 
techniques were employed to gain insight into the phenomenon of interfacial layers. A brine 
layer model developed based on equilibrium thermodynamics is the first model to have the 
unique capability of taking into account the non-ideality of the brine, as well as incorporate 
equilibrium partitioning among the gas, brine, and ice phases. The model was applied to study 
ice systems containing NaCl, HNO3, and HCl. We found that for all three systems, accounting 
for the non-ideal behavior of the brine was important, especially at low temperatures. Our 
findings also suggest that gas phase HNO3 and HCl can induce the formation of brine layers on 
ice at temperatures close to the bulk melting point. In addition, we identified environmentally 
relevant regimes where brine is not predicted to exist, but the presence of DILs can still 
significantly impact air-ice chemical reactions.  
Next we examined the interaction of HNO3 with water ice for partial pressures 2×10
-8
 Torr to 
1×10
-5
 Torr and at temperatures from 216 to 256 K using (i) the surface-specific technique 
ellipsometry and (ii) a coated wall flow tube (CWFT) reactor, both coupled with chemical 
ionization mass spectrometry (CIMS) detection of HNO3 in the gas phase. Our ellipsometry 
  
results show that exposure to HNO3 induces surface disordering on ice at a range of 
environmentally relevant temperatures and HNO3 partial pressures, particularly in the vicinity of 
the boundary between the ice and the HNO3 3H2O phases. The coated wall flow tube studies 
indicate that the nature of HNO3 uptake changes from reversible adsorption to a continuous flux 
of HNO3 into the bulk in the presence of a disordered interfacial layer. These results have 
implications for atmospheric chemistry in the upper troposphere and in Polar regions. 
Ellipsometry and CWFT-CIMS techniques were also used to study HCHO and CH3CHO in 
partial pressure and temperature conditions akin to polar snowpack interstitial space. Although 
these light aldehydes do not interact as strongly with the ice surface as does HNO3, they were 
also found to induce surface disorder, especially at low temperatures. HCHO and CH3CHO were 
also observed to cause the formation of opaque domains. For HCHO, the opaque domains were 
associated with high solute loading on the surface combined with temperature cycling. 
CWFT-CIMS studies of HCHO uptake by ice, show a hint of hydrate formation signature, 
though the result is not clear enough to be conclusive. Acetaldehyde ellipsometry studies 
revealed a hitherto unknown DIL surface transition at around 223±2 K, in agreement with earlier 
findings that partitioning behavior of CH3CHO is different above and below this transition 
temperature. Our findings regarding ice surface modification by HCHO and CH3CHO alter the 
typical view of simple Langmuir adsorption and suggest that more complex interactions are 
occurring at the air-ice interface that can potentially impact exchange of trace gases between 




0BTABLE OF CONTENTS 
TABLE OF CONTENTS ................................................................................................................................... i 
LIST OF FIGURES AND TABLES ................................................................................................................ v 
LIST OF ACRONYMS .................................................................................................................................... vii 
ACKNOWLEDGEMENTS .......................................................................................................................... viii 
DEDICATION .................................................................................................................................................... x 
 
CHAPTER 1 INTRODUCTION ...........................................................................................................1 
1.1. Motivation ................................................................................................................................ 1 
1.2. Thesis overview ...................................................................................................................... 4 
1.3. Experimental techniques and general procedures .................................................... 6 
1.3.1. Ellipsometry ............................................................................................................................................ 6 
1.3.2. CWFT-CIMS .............................................................................................................................................. 9 
1.3.3. Ice sample preparation ................................................................................................................... 10 
1.3.3.1. Ellipsometry samples ................................................................................................. 11 





CHAPTER 2 MODELING INTERFACIAL LAYERS ON ENVIRONMENTAL ICES ................. 14 
2.1. Introduction ........................................................................................................................... 14 
2.2. Modeling approach .............................................................................................................. 17 
2.2.1. General description of the brine model .................................................................................... 18 
2.2.2. Non-volatile solutes .......................................................................................................................... 21 
2.2.3. Volatile solutes .................................................................................................................................... 21 
2.2.3.1. Known melt solute concentration ......................................................................... 22 
2.2.3.2. Known partial pressure ............................................................................................. 23 
2.3. Applications ........................................................................................................................... 24 
2.3.1. Application to the NaCl-H2O system .......................................................................................... 24 
2.3.2. Application to soluble gas phase acids ..................................................................................... 27 
2.3.2.1. HNO3-H2O system ........................................................................................................ 27 
2.3.2.1. HCl-H2O system ............................................................................................................. 33 
2.3.2.2. Application to laboratory studies of trace gas-ice interactions ................. 36 
2.4. Conclusions ............................................................................................................................ 37 





CHAPTER 3 NITRIC ACID-INDUCED SURFACE DISORDERING ON ICE ............................ 43 
3.1. Introduction ........................................................................................................................... 43 
3.2. General experimental procedures ................................................................................. 45 
3.2.1. Nitric acid generation and delivery ........................................................................................... 45 
3.2.2. Ellipsometry control experiments and data analysis ......................................................... 45 
3.2.3. CWFT-CIMS experiments ................................................................................................................ 47 
3.3. Results and discussion ....................................................................................................... 47 
3.4. Conclusions and atmospheric implications ................................................................ 56 
 
CHAPTER 4 SMALL ALDEHYDES AT THE AIR-ICE INTERFACE .......................................... 58 
4.1. Introduction ........................................................................................................................... 58 
4.2. General experimental procedures ................................................................................. 62 
4.2.1. Formaldehyde preparation and delivery ................................................................................. 62 
4.2.2. Acetaldehyde preparation and delivery ................................................................................... 63 
4.3. Formaldehyde results and discussion .......................................................................... 64 
4.4. Acetaldehyde results and discussion ............................................................................ 78 




CHAPTER 5 CONCLUSION AND RECOMMENDATIONS FOR FUTURE WORK ................. 88 
5.1. Modeling brine layers on environmental ices ........................................................... 88 
5.1.1. Summary and model extension to include other solutes .................................................. 88 
5.1.1. Coupling brine layer model with MISTRA-SNOW ................................................................ 89 
5.2. Experimental investigations into air-ice chemical interactions ......................... 91 
5.2.1. Summary of findings ......................................................................................................................... 91 
5.2.2. Further work on systems already studied ............................................................................... 92 
5.2.2.1. Microphysical location of trace gas-ice interaction ........................................ 92 
5.2.2.2. Secondary organic material from HCHO and CH3CHO .................................. 93 
5.2.3. Other systems of interest ................................................................................................................ 95 
 





1BLIST OF FIGURES AND TABLES 
UFigure 1-1: Ellipsometry experimental setupU ................................................................................ 8 
UFigure 1-2: CWFT-CIMS experimental setupU ............................................................................ 10 
UFigure 1-3: Zone-refining apparatus and ice cylindersU ............................................................... 13 
UFigure 1-4: Ice sample viewed under crossed polarizer sheetsU ................................................... 13 
UFigure 2-1: Model application to NaClU ....................................................................................... 26 
UFigure 2-2: Comparison of model predictions of v with data for NaClU .................................... 26 
UFigure 2-3: HNO3-H2O non-volatile solute scenario, non-idealU ................................................. 29 
UFigure 2-4: HNO3-H2O non-volatile solute scenario, idealU ........................................................ 29 
UFigure 2-5: Model comparison for a melt concentration of 10 µM HNO3U ................................. 30 
UFigure 2-6: HNO3-H2O equilibrium partitioning scenario, non-idealU ........................................ 32 
UFigure 2-7: HNO3-H2O equilibrium partitioning scenario, idealU ................................................ 32 
UFigure 2-8: HCl-H2O both scenarios, non-idealU ......................................................................... 35 
UFigure 2-9: HCl-H2O both scenarios, idealU ................................................................................. 35 
UFigure 3-1: HNO3 ellipsometry data at 216 and 222 KU .............................................................. 48 
UFigure 3-2: Summary of ellipsometry study results for HNO3-H2O systemU .............................. 50 
UFigure 3-3: Variable temperature ellipsometry experiment of HNO3 on iceU .............................. 52 




UFigure 4-1: HCHO variable temperature ellipsometry dataU ........................................................ 66 
UFigure 4-2: Predicted x and y signals for DIL with varying refractive indeces U .......................... 69 
UFigure 4-3: HCHO variable temperature ellipsometry dataU ........................................................ 71 
UFigure 4-4: HCHO variable pressure ellipsometry experimentsU ................................................. 73 
UFigure 4-5: HCHO variable pressure ellipsometry data at 231 and 235 KU ................................. 75 
UFigure 4-6: CWFT-CIMS data of ice film exposed to HCHOU .................................................... 76 
UFigure 4-7: Summary of CH3CHO ellipsometry experimentsU .................................................... 81 
UFigure 4-8: Ice sample with opaque domainsU ............................................................................. 82 
UFigure 4-9: CH3CHO ellipsometry data at 224 and 239 KU ......................................................... 84 
UFigure 4-10: CH3CHO variable temperature dataU ....................................................................... 85 
 
UTable 2-1: List of symbols used in Chapter 2U ............................................................................. 17 
UTable 2-2: Cutoff values for brine formation predicted by modelU .............................................. 39 





2BLIST OF ACRONYMS 
BL Brine layer 
CIMS Chemical ionization mass spectrometry 
CPS Counts per second 
CWFT Coated-wall flow tube 
DIL Disordered interfacial layer 
FTIR Fourier transform infrared [spectroscopy] 
IPCC Intergovernmental Panel on Climate Change 
IR Infrared 
MISTRA Microphysical strata [model] 
NAT Nitric acid trihydrate 
NEXAFS Near edge X-ray absorption fine structure 
NMR Nuclear magnetic resonance 
PBL Polar boundary layer 
PSC Polar stratospheric clouds 
QLL Quasi-liquid layer 
UHP Ultra high purity 
ULT Ultra low temperature 






Many people have contributed, directly or indirectly, to the work presented in this dissertation 
and to my personal growth (and sanity) over the years. I’m especially grateful and indebted to 
the following people: 
Prof. V. Faye McNeill, thank you for believing in me and allowing me the freedom and 
independence you know I needed, but also nudging me to go in the right direction when I lose 
focus. You never cease to amaze me with your keen ability to pick out what is important in what 
seems to me a tangled mess of information that I dump on your desk from time to time. You 
have taught me more than just how to do good science. Thank you for being a role model and 
for your patience and understanding in accommodating my many idiosyncrasies.  
Dr. Samar G. Moussa, thank you for being a wonderful mentor, colleague, and friend all at the 
same time. Your genuine enthusiasm for science is contagious. I miss and will always look up to 
your gentle kindness, firm principles, and good-natured mischievousness.  
Neha, Allie, and Joe, you have been the best labmates I could possibly dream to have. I 
depended on you for everything from resolving pump issues to dealing with “what am I doing 
with my life” crises. Without you, the last five years would never have been so memorable. And 
all other McNeill group alums, thank you for being the unique, brilliant, caring, and sometimes 
hilarious people that you are. You have left your marks on the walls of our office and also in my 
life.  
Teresa and Mary, many thanks for your able assistance with ordering supplies for me and 
handling mounds of paperwork that would have made my head spin. 
ix 
 
Noah from TechAir, Kenvin from Extrel, Olly from Beaglehole, Patrick from Yankee Glass, Jim 
from Agilent, and Walter from the machine shop, your services and assistance have been 
immensely helpful to me. It’s been a great privilege working with people as competent and 
courteous as you are. 
To my grandparents, parents, and siblings, thank you for your support through all these years. 
Although I’m pretty sure you still don’t know what I do, I feel boundless comfort and humility 
in knowing that I can always count on your loving support whatever I decide to do. Thank you 
for your love. I’ll continue to do my best to make you proud. 
Prof. John L. Bové of The Cooper Union, thank you for being an inspiration to me. I’ll always 
remember the day you told me, “because students are too precious” when I asked you why you 
never use notes in class. I don’t know if I will ever get to that level, but I promise I will try to 
emulate your spirit in educating future generations of students. 
To my Cooper buddies, Joyce, Lin, Andrew, Zhen, and Sooraj, although we only see one 
another once or twice a year these days, our reunions are the things I look forward to the most. 
Seeing you guys has been one of the best and much needed stress relief formulas. 
And Mike, thank you for always being there for me, celebrating happy moments with me and 
patiently comforting and encouraging me in my occasional bouts of self-doubt. I can’t tell you 
how much I appreciate all the little things you do for me, those subtle moments that speak 
volumes about your thoughtfulness and how well you understand me. Thank you for loving and 
accepting me as I am and for bringing out the best in me.  
Lastly, I thank the National Science Foundation for providing financial support for our research 

























or success, like happiness, cannot be pursued; it must 
ensue, and it only does so as the unintended side-effect 
of one's personal dedication to a cause greater than 
oneself or as the by-product of one's surrender to a person other 
than oneself. Happiness must happen, and the same holds for 
success: you have to let it happen by not caring about it. 
 












“Warming of the climate system is unequivocal, as is now evident from observations of 
increases in global average air and ocean temperatures, widespread melting of snow and 
ice and rising global average sea level.”1 
 
“In both polar regions, there is strong evidence of the ongoing impacts of climate change 
on terrestrial and freshwater species, communities and ecosystems (very high confidence). 
Recent studies project that such changes will continue (high confidence), with implications 
for biological resources and globally important feedbacks to climate (medium 
confidence).”2 
 
The undertone of urgency in these rather conservative statements from the Fourth Assessment 
Report (AR4) by the Intergovernmental Panel on Climate Change (IPCC) has marked the mood 
of climate research in the last few decades. As evidence of global warming from scientific 
research accumulate, drastic changes in polar environments unfold at previously unforeseen 
paces. Over the last few decades, the rate of warming in the Arctic has been twice the global 
average value.
2
 Due to the complexity and interconnectedness of cryospheric systems, many 
uncertainties and open questions remain as to the true impact of a changing climate on Polar 
Regions, and the inevitable ramifications thereof for global climate trends. Much attention has 




reduction of snow and sea ice cover has numerous other crucial albeit subtler implications for 
climate. Chief among these has to do with the role of ice and snow as environmentally important 
heterogeneous surfaces, upon which physical and chemical interactions with (or among) gas 
phase species take place. In fact, exchange of trace gases with snow and frozen halide surfaces 
largely control atmospheric composition in Polar Regions.
3–5
 In addition, heterogeneous 
chemistry of cloud ice particles play a critical role in the depletion of stratospheric ozone, 
leading to the well-known “ozone holes” over the Polar Regions.6–8 Cirrus clouds in the upper 
troposphere provide surfaces for important heterogeneous reactions and can significantly alter 
visible and infrared radiation fluxes.
9,10
  However, despite the importance of snow and ice, 
quantitative understanding of how they interact with key trace gases in the atmosphere is still 
lacking.  
 
The dynamic nature of the ice surface further complicates efforts to elucidate gas-ice 
interactions.
3,11–13
 The presence of a disordered interfacial layer (DIL) on ice well below its bulk 
melting point has been known for over a century and described variously in the literature as 
“surface melting”, “premelting layer”, “liquid-like layer”, or “quasi-liquid layer” (QLL).12,14,15 
Little is known about the conditions under which DIL exists or how its presence affects the 
uptake of trace gases to ice. Although the presence of DIL is frequently invoked to explain 
experimental observations, direct evidence of its effect on uptake or rates of heterogeneous 
reactions on ice is scarce.
8,16–18
 Another type of interfacial layer prevalent in the polar 
environment is often referred to as a brine. Brines are formed by the selective segregation of 
solutes to the surface, grain boundaries, or micropockets when aqueous solutions containing 
impurities become frozen.
11,19




well as coastal snow. Brines are usually highly concentrated and can be low in pH under some 




A quantitative physical understanding of the interactions of snow and ice with trace gases is not 
only important for understanding past climate and analyzing current trends, it is also of 
instrumental importance in our ability to accurately project future climate conditions. In terms of 
the study of past climate, or paleoclimatology, an understanding of the fate of various trace gases 
upon contact with snow is essential in the interpretation of ice core data from which long term 
climate records have been derived. State of the art computer models which generate predictions 
of future climate trends are only as accurate as their inputs. Physically sound models which are 
able to account for heterogeneous chemistry occurring in snow are currently lacking. Models 
which include snow chemistry typically treat DILs as aqueous solutions occupying a fixed 
volume fraction.
22–25
 Experimental evidence, however, have shown that properties of the DIL 
differ from liquid water and its thickness changes depending on temperature and solute 
loading.
14,16,18,26,27
   
 
Fundamental investigations into the nature of interfacial layers (DIL and brine) on environmental 
ices and their impact on key atmospheric traces gases need to be undertaken with earnestness in 
order to fill major gaps in our current understanding. To this end, we have employed 
complementary experimental and theoretical techniques to study several important trace gases 
under conditions relevant to the polar atmosphere. In the next section, major themes and research 





1.2. 17BThesis overview 
The main purpose of this work is to examine the important yet little understood phenomenon of 
interfacial layers (brine and DIL) on ice surfaces under atmospherically relevant conditions. We 
endeavored to elucidate the conditions under which disordered interfacial layers and brine layers 
exist and how they might affect the uptake of key trace gases important to atmospheric chemistry 
of the polar boundary layer.   
 
Chapter 1 relates the motivation for the research work conducted and describes the basis and 
general procedures for the techniques used to accomplish the objectives stated above. 
 
Chapter 2 presents a model developed based on equilibrium thermodynamics and can be used to 
predict important physical quantities of brines layers on ice, such as volume fraction, solute 
concentration, and thickness of the brine. This model uniquely combines the capabilities to 
account for non-ideality of the brine with equilibrium partitioning of solute species among gas, 
brine, and ice phases. Application of the model to NaCl-H2O, HCl-H2O, and HNO3-H2O systems 
were demonstrated.  
 
Chapter 3 presents experimental investigations into the HNO3-ice system, with emphasis on the 
state of the ice surface in contact with nitric acid. Ellipsometry and coated wall flow 
tube-chemical ionization mass spectrometry (CWFT-CIMS) experiments were performed over a 
wide range of environmentally relevant conditions to study whether HNO3 induces disorder on 




In Chapter 4, similar experimental studies as those in Chapter 3 were performed to examine the 
interactions of ice with formaldehyde (HCHO) and acetaldehyde (CH3CHO). These two light 
aldehydes are prevalent in the atmosphere and play important roles in modulating the level of 
key oxidants. Changes in the surface state of ice upon contact with HCHO and CH3CHO and the 
interpretations thereof were discussed.   
 
Lastly, Chapter 5 provides a summary of key findings as well as recommendations for future 
work which can serve to further our understanding of and ability to model trace gas-ice 
interactions through a physically sound characterization of the phenomenon of disordered 
interfaces on environmental ice surfaces. 
 
Publications based on the work included in this dissertation shall provide new physical insights 
that are of interest to communities of scientists conducting research in the area of air-ice 
chemical interactions, and hopefully be of value to furthering the greater goal of understanding 







1.3. 18BExperimental techniques and general procedures 
1.3.1. 35BEllipsometry 
Ellipsometry is a surface-sensitive technique used to characterize optical properties of thin films 
based on the change in light polarization upon reflection from a sample surface. The polarization 
of light can be described by a p component in the plane of incidence and an s component 
perpendicular to the plan of incidence and parallel to the sample surface. The phase-modulated 
Picometer Ellipsometer (Beaglehole Instruments) used in the experiments herein is equipped 
with a Ne/He laser with a wavelength of 632.8 nm and a polarizer which produces incident light 
beams linearly polarized in the p and s directions. Upon reflection from a sample surface, the 
amplitude and phase of the p and s waves are altered. The complex ratio of the amplitude of the 
reflected p- and s-polarized light is measured by the ellipsometer and can be used to deduce the 
refractive index and thickness of the surface film, among other relevant physical quantities. This 
ratio can be expressed as 
      (1-1)
28
 
where  and  are the amplitudes of the p- and s-components of the reflected light, 
respectively. Data collected using the Picometer Ellipsometer are given in parameters denoted as 
x and y signals, which are related to the amplitude reflectivity ratio by 
       (1-2) 
       (1-3) 
where . At the Brewster angle of the substrate, ,
29
 therefore,  




reflectivity ratio, respectively. All ellipsometry experiments were conducted with an angle of 
incidence at 52.6 degrees, the Brewster angle corresponding to air-ice interface.  
 
A schematic diagram of the experimental setup is shown in Figure 1-1. Ice samples were placed 
in a pre-cooled aluminum holder inside a double-jacketed Pyrex flow tube. The length and inside 
diameter of the flow tube are 30 and 3.81 cm, respectively. A small piece of ice was placed 
upstream of the main sample to ensure that the ice surface is in equilibrium with water vapor in 
the gas phase. Prior to the experiment, the sample holder and the flow tube were cooled to ~253 
K and then heated to ~268 K to anneal the sample, giving it a highly reflective surface. The flow 
tube is then cooled down to the desired experimental temperature. The low temperatures required 
for the experiments were achieved using a ultra-low temperature recirculating chiller 
(ThermoFisher, NESLAB ULT 80) with synthetic silicone oil (Dow Chemicals, Syltherm XLT) 
as coolant. Experiments were performed in the laminar flow regime (Re<100) with N2 (TechAir, 
UHP grade) as the carrier gas. Trace gas conveyed by N2 was delivered through a movable 
injector mounted near the centerline of the flow tube. 
 
The tip of the injector was located downstream of the sample in the beginning of the experiment. 
Once a stable signal baseline had been established, the injector was pulled back to exposed the 





Figure 1-1: Ellipsometry experimental setup 
 
The flow tube was operated at low vacuum (~17 to 50 Torr) to ensure efficient radial diffusion of 
the trace gas to the ice surface. Throughout the experiments,  and  signals were 
continuously monitored by the ellipsometer software program. Ambient light was reduced to a 
minimum in order to prevent stray light from entering the detector and altering the readings. 
Significant changes in  and  are indicative of changes in the surface state of the sample. The 
magnitude of signal change is proportional to the refractive index of the surface. Signal changes 
corresponding to true melting were shown to be different from experimental observations of 






The technique and general experimental procedure outlined above was used to probe ice surfaces 
exposed to HNO3, HCHO, and CH3CHO under conditions relevant to the polar boundary layer. 
The results are presented in Chapters 3 and 4. 
 
1.3.2. 36BCWFT-CIMS 
A schematic of the CWFT-CIMS setup is shown in Figure 1-2. Trace gas uptake experiments 
were conducted using a coated-wall flow tube (CWFT) reactor coupled to chemical ionization 
mass spectrometry (CIMS) detection. The flow tube used in these experiments is 40 cm in length 
and has a 3.81 cm (1.5 in) inner diameter. The inner sample channel is cooled by coolant (Dow 
Chemicals, Syltherm XLT) flowing in a concentric jacket, which is insulated by a vacuum jacket 
and the entire flow tube is wrapped in a 1 inch thick polyurethane foam sleeve. Ice samples were 
hollow cylinders or films, and their preparations are detailed in the next section. The flow and 
pressure conditions within the flow tube were in the same range as described for the ellipsometry 
experiments.  
 
The effluent from the flow tube was directed into the CIMS. A 
210
Po ionizer situated at right 
angles to the main flow imparted charge onto chemical ionization reagent molecules, which then 
collided with and transferred charge to or else clustered with the analyte. The chemical ionization 
reagent ions used were SF6
-
 for HNO3 and H3O
+
 for HCHO and CH3CHO. Charged analyte 
ions/clusters then passed into differentially pumped chambers, through focusing lenses and an 






Figure 1-2: CWFT-CIMS experimental setup 
 
Similar to the ellipsometry experiments described above, trace gas in carrier N2 was delivered 
through a movable injector mounted near the centerline of the flow tube. The injector was 
initially downstream of the ice film while CIMS signal baseline was being established. Once a 
stable signal baseline was attained, the injector was pulled to expose a fixed length of the ice film 
to the trace gas. Ion counts at specific mass to charge (m/z) ratios corresponding to the analyte 
were recorded throughout the experiment. At the end of the experiment, the injector was returned 
to its initial position. 
  
1.3.3. 37BIce sample preparation 
Zone-refined (ZR) ice was used in both the ellipsometry and CWFT experiments. Although the 
geometry of the ice samples were different for ellipsometry and CWFT, both underwent the same 
zone-refining procedure following a modified version of the Bridgman technique.
30




samples were grown from Millipore water (18.2 MΩ). Once the water had frozen, the sample 
was processed using the apparatus illustrated in Figure 1-3A. The sample was placed inside a 
donut-shaped heated aluminum ring, initially set at the foot of the sample. A precision motor 
(Maxxon) rotates a finely threaded rod, causing the heated ring to advance upwards at a rate of 
~5 m/s. In this manner, sections of the sample slowly melted and refroze, leading to highly 
ordered crystals with low defect density. Our zone-refined ice samples, when viewed with 
crossed polarizer sheets, were composed of large grains on the order of a few centimeters. See 
Figure 1-4 for a photograph of a fragment of a CIMS ice sample viewed under crossed polarizer 
sheets.  
 
1.3.3.1. 53BEllipsometry samples 
For ellipsometry experiments, ice cylinders were grown inside a free standing Pyrex test tube 
with a kinked capillary at the bottom and were zone-refined as described in the previous section 
and illustrated in Figure 1-3A. Ice samples ~2.5 cm in diameter and ~1.3 cm thick were cut from 
the ZR ice cylinders with a razor blade in a direction perpendicular to the c axis, exposing the 
atmospherically relevant (0001) basal surface.
31
 Unlike crystals with basal orientation, ice 
crystals with prismatic orientation
32
 exhibit roughening near the melting point of ice which can 
interfere with the characterization of DIL.
33
 The annealing procedure described in section 1.3.1 is 








1.3.3.2. 54BCWFT samples 
Ice samples used for CWFT-CIMS experiments were made using a three-piece assembly 
consisting of the following items: an outer Plexiglas tube 30 cm in length with a 2.54 cm (1 in) 
ID, a slightly shorter inner tube of 1.91 cm (3/4 in) OD, and a two-tiered rubber stopper. See 
Figure 1-3B for an illustration of the assembly. Ice formed in the annular space between the two 
tubes and was subsequently zone-refined using the technique described above. Prior to the 
experiment, room-temperature water was slowly poured into the central channel (inside the 
smaller tube) to partially melt the inside of the ice film formed so that the inner tube may be 
dislodged from the film. Once the inner tube was removed along with the rubber stoppers, the ice 
film (~2mm thick), still housed in the outer tube, was returned to the freezer for 15 to 20 minutes 
at 253 K before being transferred into the pre-cooled flow tube (also at ~253 K). When the 
sample and flow tube temperatures were equilibrated, the chiller setting was lowered to the 







Figure 1-3: Zone-refining apparatus and ice cylinders 
A Pyrex test tube with a kinked bottom (A) was used to make zone-refined ice samples for ellipsometry 
experiments. The 45 degree kink serves to selectively orient the direction of ice growth.
30
 CWFT-CIMS 
samples were made using the assembly shown in B. 
 
 
Figure 1-4: Ice sample viewed under crossed polarizer sheets 
Fragment of hollow ice cylinder used in CWFT-CIMS 
experiments. Continuous color gradation is characteristic of a 





2. 8BMODELING INTERFACIAL LAYERS ON ENVIRONMENTAL ICES 
 
The material in this chapter is based on work by Min H. Kuo, Samar G. Moussa, and V. Faye 
McNeill previously published in Atmospheric Chemistry and Physics, volume 11, issue 18 of 






Ice-gas interactions in the environment affect atmospheric composition and climate in a number 
of ways. Exchange of trace gases with snowpack and frozen halide surfaces largely control 
atmospheric composition in polar regions.
3–5
 The heterogeneous chemistry of cloud ice particles 
also plays critical roles in polar stratospheric ozone depletion
6–8





 A quantitative physical understanding of the interactions of snow and ice with 
trace gases is critical for atmospheric chemistry modeling, as well as for the interpretation of 
records of climate and biogeochemistry obtained via ice core analysis.
3
 Furthermore, the extent 
of snow and ice ground cover, sea ice, and cloud ice particle numbers are sensitive to changes in 
global climate.
2,40,41
 Therefore, accurate representation of the heterogeneous chemistry of snow 
and ice in coupled atmospheric chemistry-Earth system models is necessary in order to predict 
the effects of climate change on atmospheric composition. 
 
Interfacial layers on ice contribute to the reactivity of ice surfaces and their ability to catalyze 




distinct regimes: the ‘quasi-liquid layer’ (QLL) also known as disordered interfacial layer (DIL), 
and brine layers (BL). The QLL is a nanoscale region of surface disorder that exists on pure ice 
(or at very low impurity concentrations) below the melting temperature. It is not a true liquid 
phase: it violates Gibbs’ Phase Rule. In contrast, brines are true liquids that exist in equilibrium 
with pure ice in frozen aqueous systems with higher solute content (e.g. sea ice, or snow with 
contaminants).
11,19
 Brines form when water containing solutes is frozen and impurities are 
excluded from the ice lattice, resulting in their selective segregation and concentration at the 
crystal surface, grain boundaries, micropockets, or triple junctions.
20,42–50
 Acids are believed to 
concentrate at the grain boundaries and triple junctions in glacier ice and polar ice sheets, 
existing in an aqueous brine.
42,44–53
 The segregation effect is coupled with freezing point 
depression in the brine as it becomes more concentrated. Freeze concentration can create pH 




Brine on snow and ice is typically represented in snow chemistry models using a thermodynamic 
model which assumes ideal solution behavior in the brine based on a fixed input solute 
content,
55,56
 or by assuming a constant brine volume fraction or layer thickness.
24,25,57
 Existing 
models assume complete exclusion of impurities from the ice lattice, whereas some 
environmentally important solutes have been shown to have small but non-negligible solubility 
in the ice matrix.
58,59
 It is also generally assumed that equilibration of solutes with the gas phase 
when the brine is in equilibrium with surface air or firn air does not influence brine thickness. 
 
In this study we present a model for brines and their associated liquid layers on environmental 
ices. The unique aspects of this model are that it takes into account nonideal solution behavior in 




the brine and the gas phase for volatile solutes. We demonstrate its application to volatile and 
non-volatile environmentally relevant solutes such as NaCl, HCl, and HNO3 and compare its 
performance to existing models and experimental data where available. We find that accounting 
for non-ideal solution behavior in the concentrated brine and partitioning of the solute into the 
ice matrix are particularly important for modeling brines in environmental ices at low 
temperatures. We also identify environmentally relevant concentration and temperature regimes 
where brine is not predicted to exist based on these models, but the QLL may significantly affect 







2.2. 20BModeling approach 
A general description of the model is followed by more specific discussions on the treatment of 
(1) non-volatile solutes and (2) soluble gas-phase strong acids. All the symbols used in this 
section are defined in XTable 2-1X. 
 
Table 2-1: List of symbols used in Chapter 2 
Symbol Quantity 
T  System temperature 
mT  Bulk melting temperature of pure ice (273.15K)  
P  System pressure 
fus





Mole fraction of solute in brine 
,0sx  
Mole fraction of solute in unfrozen solution 
Ix  
Sum of all solute-ion mole fractions in brine 
,0Ix  
 
Sum of all solute-ion mole fractions in unfrozen solution 
ice
sx  
Mole fraction of solute in ice matrix 
,0Hx  
Mole fraction of ion H
+
 in unfrozen solution 
,0Ax  
Mole fraction of ion A
-
 in unfrozen solution 
ice
HAx  
Mole fraction of HA in ice matrix 
s  
Activity coefficient of solute in brine 
H  
Activity coefficient of ion H
+
 in brine 
A  
Activity coefficient of ion A
-
 in brine 
 
Mean ionic activity coefficient 
HK  
Henry’s law constant 
sp  
Partial pressure of solute in gas phase 
HAp  





Proportionality constant in equation 7 
sub
sh  
Partial molar enthalpy of sublimation of s from ice 
n
 
Ice vapor pressure depression factor in equation 7 
 Mole fraction of molecules in brine (water + solutes) 
V  
Volume fraction of brine 
brineM  
Mole-fraction-weighted molar mass of brine 
totalM  
Mole-fraction-weighted molar mass of entire sample 
brine
wn  Moles of water in brine layer 
brine
sn  
Moles of solute in brine layer 
wn  Total number of moles of water in sample 
sn  Total number of moles of solute in sample 
BLd  Thickness of liquid layer 
V  Volume of ice sample 
A  Surface area of ice sample 
brine  
Density of brine 
total
 Density of entire ice sample 
 
 
2.2.1. 38BGeneral description of the brine model 
For brine existing in equilibrium with ice, the mole fraction and activity coefficient of the solute 
in the brine are related to system temperature and pressure by the following thermodynamic 
relationship:  
      (2-1) 
where  is the mole fraction of solute in the brine,  is the activity coefficient of the solute in 
the brine,  is the enthalpy of fusion of water, R is the gas constant, T and P are the system 




the appendix to this chapter. For ideal solution behavior in the brine, the term  in eq 
(2-1) goes to zero. This term can be regarded as a measure of the deviation from ideality, and is 
referred to as the “non-ideality index” hereinafter in this work. For the ideal solution case 
(non-ideality index  0) an analytical solution to eq (2-1), similar to that presented by Cho et al. 
(2002),
55
 can be obtained and is given by 
      (2-2) 
where  is the mole fraction of the solute in the completely melted sample and  is the 
bulk melting temperature of ice.  
Using expressions of  available in the literature, eq (2-1) can be solved numerically for  
and the non-ideality index can be evaluated. Parameterized equations of activity coefficients as 




The predicted solute mole fraction in the brine, , can be used to calculate the fraction of moles 
in the brine layer, : 
       (2-3)  
where and  are the moles of solute and water in the brine, respectively, and  
and  are the amount of water and solute in the total sample, respectively. For solutes such as 
HCl and HNO3 which may partition to the ice matrix,
58,59
 the amount of solute in the ice is equal 
to , otherwise if the solute is completely sequestered in the brine, . 
Brine mole fraction is related to brine volume fraction, , via the densities ( ) and molar 




         (2-4) 
Note that  (i = brine or total) and  are mole-fraction-weighted averages. The brine 
density can be estimated from density correlations, such as those given in Clegg and Wexler 
(2011) for many environmentally relevant solutions.
64
  
In the absence of brine micropockets, a simple geometric argument allows us to estimate the 
thickness of the brine layer from the volume fraction. 
          (2-5) 
where V/A is the volume to surface area ratio of the ice sample. V/A can be flexibly adjusted to 
describe the geometric characteristics of the system of interest. Therefore, this treatment can be 
applied to grain boundaries as well as at the gas-ice interface, provided that a reasonable 
representation of grain shape and size is available. Thomas et al. (2011) assumed spherical grains 
with  mm radius in their snow model, in this case . Note that the model 
described by eqs (2-1 to 2-5) yields a liquid layer thickness of zero at zero impurity 
concentration (even at temperatures close to the melting point) and therefore will not predict the 
presence of the QLL on pure ice in the absence of solute.   
 
In the next few paragraphs, we discuss more specifically about how the modeling method 
described by eqs (2-1 to 2-5) can be adapted to (1) systems with non-volatile solutes and (2) 
systems with volatile solutes which exist in equilibrium between the gas phase, the brine, and the 






2.2.2. Non-volatile solutes 
For systems containing only non-volatile solutes, the solute concentration in the melt is generally 
known and fixed, making the solution of eq (2-1) or eq (2-2) straightforward. We show an 
application to the NaCl-H2O system in section 2.3.1. Note that for non-volatile solutes the 
concentration and activity coefficient equations are often expressed in terms of molality rather 
than mole fraction. Eq (2-1) written in terms of solute molality can be found at the end of the 
derivation in section 2.5. 
 
2.2.3. 40BVolatile solutes 
Volatile solutes exist in equilibrium between the brine and any adjacent gas phase (i.e. firn or 
surface air) according to Henry’s Law. For a generic gas phase acidic species HA, which 
dissociates completely in solution to form H 
+




   
       (2-6) 
where pHA is the partial pressure of HA, KH is the Henry’s law constant,  and  are the mole 
fraction and activity coefficient of ion i, and  is the mean ionic activity coefficient. Henry’s 





Some volatile solutes are also known to diffuse into the ice matrix. Knowing the partial pressure, 








where  is the equilibrium mole fraction of solute s in ice,  is a constant,  is the 
partial molar enthalpy of sublimation of s from ice,  is the partial pressure of the solute in the 
gas, and  is the ice vapor pressure depression factor. 
 
When modeling the volume fraction or layer thickness in a system where such processes are 
involved, two scenarios naturally arise. The first scenario is one in which the concentration of 
dissolved species in the melt sample is known. This is akin to field studies where snow samples 
are collected and melted for analysis. In the second scenario the partial pressure of the solute gas 
is known, but partitioning to the condensed phase is unknown, as is the case in typical laboratory 
uptake experiments. Although the general modeling framework remains the same (eqs 2-1 to 2-5), 
different approaches are needed to determine solute partitioning into the liquid (interfacial brine) 
and solid (ice matrix) phases for the two scenarios described above. We discuss the two 
approaches below. The notations used in the following discussion differ slightly from those used 
in eqs (2-1 to 2-5) and (2-7) and are based on a generic gas phase molecule HA, which 






2.2.3.1. 55BKnown melt solute concentration 
If the solute mole fraction in a melted snow/ice sample is known, we have the model input 
, which is the total solute-ion mole fraction in the melted sample. Note that 
here the notation  is used instead of  in order to highlight the fact that molecular HA 
dissociates in aqueous media, and the solute mole fraction in the solution is the sum of the mole 
fractions of the ions present. Likewise, , the total solute mole fraction in the brine layer, is 




in this case. Solving Eq (2-1), we obtain . Assuming brine-gas equilibrium, the partial pressure 
of the solute in the gas phase can be predicted by Henry’s law (eq. 2-6), and the partitioning of 
solute to the ice matrix can be determined using eq (2-7). We can then find the brine mole 
fraction, , for which mass balance closure is achieved: 
        (2-8) 
From here on eqs (2-4) and (2-5) can be used to calculate the brine volume fraction and 
thickness.  
 
2.2.3.2. 56BKnown partial pressure 
In the scenario in which the partial pressure of the acid is known but solute content of the 
condensed phase is unknown, eq (2-7) can be used to calculate the mole fraction of acid in ice 
( ) at equilibrium. Eq (2-6) can be used to solve for  , but since  is itself a function of 
, an iterative solution is required. In order to calculate the brine mole fraction, another iterative 
loop is triggered, in which the brine mole fraction, , is varied until the  calculated using eq 
(2-1) matches that obtained by Henry’s law. Using the converged , eqs (2-4) and (2-5) can be 
applied to obtain  and . 
In Section 2.3.2, we show examples demonstrating the application of the model to the 






In the following paragraphs, we apply the model to several different scenarios and demonstrate 
its ability to predict relevant quantities, such as brine volume fraction, thickness and brine 
composition. 
 
2.3.1. 41BApplication to the NaCl-H2O system 
Surface brine layers on sea ice are known to be chemically important, and many studies have 
been done to probe the freeze concentration effect.
24,55,65–67
 Cho et al. (2002) derived a 
thermodynamic model to predict the fraction of liquid water in the surface brine layer formed 
upon freezing of a salt-containing solution, assuming low solute concentration and ideal solution 
behavior.
55
 In real environmental systems, however, brine layers are likely to be highly 
concentrated and therefore exhibit deviations from ideality. Akinfiev et al. (2001) used 
experimental data for the NaCl-H2O system to derive a set of Pitzer equation parameters, which 
can be used to calculate the ionic activity coefficient  of NaCl in an aqueous solution at 
subzero temperatures. 
 
Using the computing software MATLAB® (R2011a, MathWorks), we created an algorithm 
which incorporates the Pitzer parameterizations given by Akinfiev et al. (2001), to solve eq (2-1) 
numerically for the concentration of NaCl in the brine, evaluate the non-ideality index, and 
estimate the volume fraction of the brine for a range of temperatures at a given melt 
concentration, , specified by the user.  
 
Figure 2-1 shows the results for brine volume fraction and the non-ideality index for a range of 




the completely melted sample. The highest concentration (1.12 m) approximates the salt content 
of sea water. Figure 2-1A shows that brine volume fraction increases rapidly with the amount of 
salt present in the system. For a given initial concentration,  decreases gradually as 
temperature drops from  and then remains fairly constant as it approaches the eutectic 
temperature, which is marked by the dotted vertical line in Figure 2-1. From Figure 2-1B, one 
can see that the effect of non-ideality can become significant, especially at low temperatures and 
for systems with higher salt content.  
 
Cho et al. (2002) used NMR to determine the salt concentration in the brine layer formed upon 
freezing of sea water and compared the experimental results to a thermodynamic model derived 
assuming low solute concentration (similar to eq 2-2).
55
 Figure 2-2 shows the volume fraction 
predicted by both models as well as Cho et al.’s NMR data for sea water. At lower temperatures, 
our model can more accurately reproduce the experimental data by capturing the effect of 
non-ideality. Although good agreement exists between our model and the experimental data of 
Cho et al. at sub-eutectic temperatures, one should use caution in interpreting the results from the 





Figure 2-1: Model application to NaCl 
Calculated A) brine volume fraction and B) the 
non-ideality index of the brine layer at 
different NaCl concentrations in the melt and 




Figure 2-2: Comparison of model predictions 
of v with data for NaCl 
Volume fraction of brine layer on frozen sea 
water extracted from NMR data by Cho et al. 
(2002) as a function of temperature. The solid 
gray line represents the calculated volume 
fraction of the brine layer using Cho’s model. 
The solid red line represents the calculated 
thickness of the brine layer using the BL model 
in this study. The eutectic temperature is 





2.3.2. 42BApplication to soluble gas phase acids 
In this section we demonstrate the application of the model to the HNO3-H2O system and the 
HCl-H2O system. In both cases, three scenarios will be discussed: 1) the total solute content in 
the condensed phase is known, a) with or b) without additional solute partitioning to the gas 
phase and ice matrix, and 2) known gas-phase composition but unknown condensed phase 
composition. HNO3 and HCl are of course volatile solutes that are known to diffuse into the ice 
matrix to a limited extent, but application of scenario (1b) allows us to compare our model to 
existing models which neglect solute partitioning among the three phases. We then apply the 
model to conditions representative of laboratory studies of trace gas-ice interactions. 
 
2.3.2.1. 57BHNO3-H2O system 
Nitric acid is known to have active roles in the heterogeneous chemistry of polar stratospheric 
clouds (PSC) and stratospheric ozone destruction.
68,69
 In the presence of water, nitric acid can 
dissociate to form nitrate ions. Nitrate is photo-active in the actinic region. The photolysis of 
nitrate ions in liquid layers on ice is believed to play a role in HONO and NOx production in 
snow.
56,70,71
 Figure 2-3 shows the application of the model to the HNO3-ice system assuming the 
first scenario (non-volatile solute, no equilibration with the gas phase or incorporation into the 
ice matrix). Non-ideal solution behavior is taken into account as described by eq (2-1). In this 
graph, the brine volume fraction (Fig. 2-3A), the brine layer thickness (Fig. 2-3B) and the brine 
mole fraction of NO3
-
 (Fig. 2-3C) are plotted as a function of inverse temperature and at different 
concentrations (the concentrations in the legend represent the total concentration in the melt). 
Note that brine layer thickness was calculated for Figures 2-3 to 2-9 assuming spherical ice 
crystals, 1mm in radius following Thomas et. al. (2011).
22




from 3µM (coastal Antarctic snowpack)
56
 to 8mM (similar to cirrus ice composition observed by 
Voigt et. al. (2007).
72
 As the concentration of HNO3 increases, the brine layer thickness and 
volume fraction also increase, reaching a maximum at the melting temperature of ice. At a given 
melt concentration, the thickness of the BL decreases with decreasing temperatures, while solute 
mole fraction increases (Fig. 2-3C), illustrating the process of freeze concentration. As shown in 
Figure 2-3C, the mole fraction profiles for the various melt concentrations 3µM - 8mM overlap. 
This phenomenon can be understood by recalling eq (2-2) (which is a simplified form of eq 2-1), 
in which  appears only in the term , which is approximately equal to 1 for small 
. As the brine becomes more concentrated, its solution behavior is expected to become less 
ideal. We re-ran the model assuming ideal solution behavior by using eq (2-2) to solve for . 
Plots for the ideal case are shown in Figure 2-4.  
 
Curves for a melt concentration of 10µM are shown together along with the Cho et al. (2002) 
model in Figure 2-5. We find that the ideal solution assumption as applied in this model and by 
Cho and coworkers results in an underestimation of the brine volume fraction and thickness and 
an overestimation of the nitrate mole fraction in the brine. At a melt concentration of 10µM, the 
ideal solution assumption leads to an underestimate of the volume fraction by more than 30% at 











Figure 2-3: HNO3-H2O non-volatile solute scenario, 
non-ideal  
Figure 2-4: HNO3-H2O non-volatile solute scenario, 
ideal 
Model prediction based on non-volatile solute scenario of A) brine volume fraction, B) brine thickness 
calculated assuming spherical ice crystals, 1 mm in radius, and C) nitrate mole fraction in the brine at different 
nitrate concentrations in the melt and at a range of temperatures. Fig. 2-3 on the left shows results obtained 
using the full model which accounts for non-ideal behavior, whereas in Fig. 2-4 on the right, ideal solution 






Figure 2-5: Model comparison for a melt 
concentration of 10 µM HNO3   
A) brine volume fraction, B) brine thickness calculated 
assuming spherical ice crystals, 1mm in radius and C) 
nitrate mole fraction in the brine are shown using our 
models assuming nonvolatile solute (black) or 
enforcing solute partitioning among the gas, brine, 
and ice matrix (blue). Results from the full models 
which account for non-ideal behavior (solid lines) or 
assuming ideal behavior (dashed lines) are shown. 
Predictions from the model of Cho et al. (2002) are 
shown for comparison (grey line). 
 
 
Figure 2-6 shows the effect of enforcing equilibration of HNO3 in the brine with the gas phase 
and the ice matrix on the brine volume fraction (Fig. 2-6A), thickness (Fig. 2-6B) and the nitrate 
mole fraction in the brine (Fig. 2-6C). When comparing Figure 2-3 to Figure 2-6, one sees that 
when solute partitioning to the ice matrix is taken into account, predictions of  and  are 
lower at low temperatures, due to the increased solubility in the ice matrix (see eq. 2-8). If we 
take the same system but now assume that the brine is an ideal solution by setting the 




than the non-ideal case. Predictions for brine volume fraction, layer thickness, and brine 
composition are shown using the gas-brine-ice equilibrium model for a total melt concentration 
of 10µM NO3
-
 for comparison with the other models in Figure 2-5. Note that for a given fixed 
melt composition, the prediction of brine composition is determined not by model but by 
whether or not the ideal solution assumption was used. 
 
Note that using the gas-brine-ice equilibrium model for a given fixed total solute content typical 
of melted snow samples can lead to relatively high predicted gas phase concentration. For 
example, at a melt concentration of 3µM and at 245 K, the predicted gas phase HNO3 
concentration was 194 ppb. The concentration is ~1000 times more than gas phase concentration 
observed at snow surface in Summit, Greenland.
22
 Gas-phase concentrations of species which are 
generated in the snowpack may be elevated >10x in firn air as compared to the ambient air.
22
 
However, it is also likely that some of the brine in the snow sample was not in contact with air 
prior to melting (i.e. was present in a grain boundary, triple junction or micropocket), or that 
equilibrium is not reached for volatile species generated in the snowpack, and for these reasons 






Figure 2-6: HNO3-H2O equilibrium partitioning 
scenario, non-ideal 
Figure 2-7: HNO3-H2O equilibrium partitioning 
scenario, ideal 
Model prediction for the scenario where HNO3 partitioning is allowed based on gas-brine and gas-ice 
equilibrium for A) brine volume fraction, B) brine thickness calculated assuming spherical ice crystals, 
1mm in radius, and C) nitrate mole fraction in the brine at different nitrate concentrations in the melt and 
a range of temperatures. Fig. 2-6 on the left shows results obtained using the full model which accounts 







2.3.2.1. 58BHCl-H2O system 
HCl has been shown to play a catalytic role in the destruction of stratospheric ozone.
7
 In aqueous 
systems, HCl can dissociate to form chloride ions. In the polar boundary layer, chloride is highly 
active and can be oxidized to form reactive halogen species in air that can lead to the depletion of 
ozone in the boundary layer.
5
 Similar to the analysis we presented in the previous section for 
HNO3, for the situation in which the melt solute concentration is known, we apply our model to 
calculate the mole fraction of chloride ions in the brine using two different methods: (1) 
assuming that the dissolved acid is non-volatile and does not partition to the gas phase or the ice 
matrix, and (2) enforcing equilibrium partitioning of HCl among the gas, brine, and ice phases. 
For each of the two methods, we run the model using either eq (2-1) or eq (2-2) to calculate the 
chloride mole fraction in the brine to investigate the effect of accounting for non-ideal solution 
behavior. Figure 2-8 shows the results obtained when non-ideality is considered (eq 2-1). Figure 
2-9 shows the results obtained when the system is assumed to be ideal (i.e. calculate  using 
eq 2-2), and Solid curves in Figures 2-8 and 2-9 represent cases where the chloride is assumed to 
be non-volatile, whereas dotted curves are for cases where brine-gas and gas-ice equilibrium 
conditions are enforced. The concentrations in the legend are those of the completely melted 
sample and encompass the range encountered in the natural environment. The primary 
observation in both Figures 2-8 and 2-9 is the major difference in the shape of the  and  
curves when different assumptions about solute partitioning are used. Whereas  and  
persist down to very low temperatures when the solute is treated as non-volatile, both quantities 
show a drop-off to zero as the temperature decreases when partitioning is allowed. In addition, 
when the solute is treated as non-volatile, different melt concentrations yielded distinct curves 




we observed for the HNO3-ice system, the mole fraction of chloride ion in the brine did not 
depend significantly on melt concentration.  
 
When comparing Figure 2-8 (non-ideal) and Figure 2-9 (ideal), one sees that, consistent with the 
results for HNO3, the ideal model consistently under-predicts  and  and over-predicts 
. Another key observation is that when the ideal model is used (Figure 2-9), and we allow 
solute partitioning to the gas and ice matrix (dotted curves),  and vanish at much higher 
temperatures than that observed when non-ideality is taken into account (Figure 2-8 dotted 
curves). 
 
Generally, Figures 2-8 and 2-9 clearly illustrate that the brine volume fraction and thickness 
predicted by the model can differ greatly when different assumptions are used. Thus, the user 
must carefully analyze which set of assumptions are best suited for the system being studied. The 
above examples demonstrate the use of the model when the solute mole fraction in the melt is 
known. In controlled laboratory environments, it is more likely that one may wish to apply this 
model to predict the volume fraction or thickness of an interfacial layer, knowing the partial 
pressure of the gaseous acid to which the ice is exposed. An example is provided in the following 







Figure 2-8: HCl-H2O both scenarios, non-ideal Figure 2-9: HCl-H2O both scenarios, ideal 
Model prediction of A) brine volume fraction, B) brine thickness calculated assuming spherical ice crystals, 
1mm in radius and C) chloride mole fraction in the brine at different chloride concentrations in the melt and at 
a range of temperatures. Fig. 2-8 on the left shows results obtained using the full model which accounts for 
non-ideal behavior, whereas in Fig. 2-9 on the right, ideal solution behavior was assume. The solid lines 
represent the non-volatile solute scenario. The dotted lines represent a partitioning scenario based on 







2.3.2.2. 59BApplication to laboratory studies of trace gas-ice interactions 
Laboratory studies investigating trace gas-ice interactions often make use of ice samples with 
very low initial impurity concentrations. The model presented here can be used as a valuable tool 
to identify the presence of brine and characterize the properties of any existing brine layer under 
conditions relevant to laboratory experiments. Applying our model to conditions similar to the 
NEXAFS study of HNO3 uptake to ice by Krepelova et. al. (2010) (7.5×10
-7
 Torr and at 231 K)
73
 
we predict no brine layer formation, consistent with their experimental finding that neither BL 
nor QLL was present.   
 
Using the method described in the section 2.3.3.2, we calculated brine volume fraction and 
thickness for four HCl partial pressures spanning the HCl-ice regime on the HCl-H2O phase 
diagram
8
 which have recently been examined for interfacial layer formation using 
ellipsometry.
8,16








 Torr HCl), 
no appreciable layer formation was found until the temperature is raised to a few degrees K 
below the bulk melting point. McNeill et al. (2006, 2007) detected a disordered surface layer 
using ellipsometry (at 2 × 10
-6
 Torr HCl at 218K). They calculated the solubility of HCl into this 
layer and found that it was intermediate between that of a true liquid and that of ice – i.e., a 
“quasi-liquid”. They also demonstrated that the presence of the layer greatly influenced the 
ClONO2 + HCl surface reaction and HCl-CH3COOH coadsorption. We tested the conditions 
used in the experiments by McNeill et al.(2006, 2007) using our model and determined that a 
true liquid layer (i.e. brine layer) is not present, consistent with their interpretation that the layer 





We have developed a model for liquid brine layers on environmental ice systems that is valid 
across a wide compositional range and for temperatures relevant to the Polar Regions and the 
upper atmosphere. In the environment, the composition and properties of the air-ice interface are 
constantly changing. Our model, because it can be applied over a wide range of temperatures and 
compositions and enforces equilibration among the brine, the gas, and the ice matrix, can be used 
to describe this dynamically evolving interface. The modeling method is highly versatile and can 
be easily adapted to a variety of systems. In the examples used herein, we applied the model to 
single-solute systems. However, systems containing multiple solutes can be treated using the 
same general framework by incorporating appropriate expressions for activity coefficients which 
take into account solute-solute interactions.
63,74–82
 This model can be also applied to organic 
solutes granted that the Henry’s law constant, activity, and solubility for these species in ice are 
known as a function of temperature.
76,77,79,83,84
    
 
The parameters used here to calculate the interfacial layer thickness in each test case were based 
on experimental data from the literature. However, many of the physical parameters of ice in 
complex environmental systems have yet to be quantified experimentally. For example, the 
solubility of key trace gases in ice will need to be measured in order to accurately model not just 
the chemistry of the air-ice interface, but the thickness of the liquid layer. More laboratory 
studies of interfacial layer thickness as a function of temperature and impurity load for different 
solutes are needed for model validation. Particularly, the effect of organic material on liquid layer 
thickness and composition has not yet been investigated. Finally, complete and precise 




the thickness of the liquid layers at the air-ice interface, is often not available. This underscores 
the importance of measurements of snow/ice composition, morphology and air composition for 
understanding air-ice chemical interactions in Polar Regions. 
 
The HCl-ice example in section 2.3.2.2 highlights an important fact that modelers interested in 
the effect of interfacial layers on chemistry, for example, should always bear in mind: under 
relatively pristine conditions for which the a brine layer is not predicted, a quasi-liquid layer may 
still be present and can significantly affect interfacial chemistry. Table 2-2 summarizes scenarios 
for which our model predicted very little or no brine formation (we assign a cutoff of  ≤ 
3×10
-5
, which corresponds to a brine layer of 10nm on a sphere with radius 1mm). A model such 
as that of Wettlaufer (1999) may be used to predict the QLL thickness at very low impurity 
concentrations.
14
 However, we stress caution when modeling interfacial chemistry based on such 
a calculation, since at this time very little is known about the relationship between the extent of 








Table 2-2: Cutoff values for brine formation predicted by model 
Conditions for which the brine volume fraction, , is less than 3×10
-5
 as predicted by the model under various 
scenarios. This cutoff value of  corresponds to a brine layer of 10nm on a sphere with radius 1mm. 
NaCl (Non-volatile solute) 
NaCl-H2O: >3×10
-5
 for [223 < T < 273 K]
*
 and  > 5x10
-9
 mol/kg 
HNO3 and HCl 




  for < 80 μM and at T < 269 and 
<3×10
-5




  for < 55 μM and at T < 269 K 
<3×10
-5
  for < 5.5 μM in the range [180 < T < 273 K] 




  for [180 < T < 273 K] and [3 μM < < 10 μM] and 
<3×10
-5
  for T < 268 K and ≤80 μM and 
<3×10
-5
  for T< 218 and ≤800 μM 
HCl-H2O: <3×10
-5
  for < 5.5mM and at T < 239 K 









          or < 1x10
-7









          or < 2x10
-7






2.5. 23BAppendix – Derivation and molal form of Equation 2-1 
Table 2-3 lists all symbols used in the derivation that are not already defined in Table 2-1. 
 
Table 2-3: Additional symbols used in derivation of Equation 2-1 
Symbol Quantity 
ice
wf  Fugacity of pure ice 
brine
wfˆ  Fugacity of water in brine layer 
vap
wf  Fugacity of water in vapor space above ice 
wf  
Fugacity of pure liquid water 
wx  Mole fraction of water in brine layer 
ice
wH  Enthalpy of ice at T, P 
0,ice
wH  Enthalpy of ice at reference state 
brine
wH  Partial molar enthalpy of water in brine layer 
0,liq
wH  Enthalpy of water in unfrozen liquid solution at reference state 
brine
wH  Enthalpy change upon formation of brine layer 
vap
wH  Enthalpy change upon vaporization 
ice
wV  
Volume of ice at T, P 
brine
wV  Partial molar volume of water in brine layer 
fus
wV  Volume change of fusion 
brine
wV  Volume change upon formation of brine layer 
vap
wV  Volume change upon vaporization 
w  Activity coefficient of water in brine 
sm  
Molality of solute in brine layer [=] mole/kg water 
wM  






For a system in which solid ice is in equilibrium with a brine,
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            (A1) 
Expanding, 
  (A2) 
Substituting for the partial derivatives of fugacity,  
 (A3) 
Collecting terms,   
       (A4) 
     (A5) 
We know that 
            (A6)  
therefore, 
      (A7) 
Substituting into eq (A5) yields 
     (A8) 
Also,  
           (A9)  
     (A10) 




           (A11) 
Substituting eq (A11) into eq (A8),  
  (A12) 
Neglect the partial molar enthalpy and volume of mixing, and simplify. 
       (A13) 




wV  , eq (A13) 
simplifies to:  
         (A14) 
Eq (A14) can be rewritten in terms of solute mole fraction xs using the Gibbs-Duhem equation  
          (A15)  
and the fact that xw = 1- xs : 
         (A16) 
For systems with non-volatile solutes, the concentration and activity coefficient equations are 
often expressed in terms of molality rather than mole fraction. Equations (A16) can be written in 
terms of solute molality using the substitution: 
            (A17) 
where sm  has the units of (mole solute/kg H2O) and wM is the molar mass of water.  
For example, eq (A16) can be rewritten as: 





3. 10BNITRIC ACID-INDUCED SURFACE DISORDERING ON ICE 
 
The material in this chapter is based on work by Samar G. Moussa, Min H. Kuo, and V. Faye 
McNeill previously published in the journal Physical Chemistry Chemical Physics, volume 15, 
issue 26 of 2013. doi: 10.1039/c3cp50487e. The published research article shares the same title 
as this chapter.
17
 Experiments discussed in this chapter were performed in partnership with Dr. 
Samar G. Moussa. 
 
3.1. 24BIntroduction 
A fundamental understanding of trace gas-ice interactions is essential for the interpretation of ice 
core records, as well as modeling atmospheric chemistry and climate.
3,34,73,86
 Despite its 
importance, there is still a significant gap in our understanding of the uptake of trace gases to ice. 
This is due, in part, to uncertainty regarding the microphysical location of adsorbed species and 
the state of the ice surface.
8,16,23,34,73,86–90
 A disordered interfacial layer (DIL), also known as the 
quasi liquid layer (QLL), is believed to influence the interaction between gas phase species and 
the ice surface.
8,16,23,49,73,89
 The presence of this nanoscale region of disorder on ice below the 
bulk melting temperature has been confirmed by a variety of theoretical and experimental 
techniques.
8,12,14,27,33,34,55,91–106
 Surface and bulk impurities are known to modulate the presence 
and extent of the DIL on ice.
8,34
 For example, McNeill and coworkers showed experimentally 
that exposure to gas-phase HCl induced surface disordering on ice at temperatures as low as 193 
K and at a range of conditions under which a thermodynamically stable solution or hydrate 
would not be present.
8,16




HNO3 is an important reservoir for NOx species and its chemistry can affect the oxidative 
capacity of the troposphere.
36,73,107–110
 In the upper troposphere, ice particles in cirrus clouds 
scavenge gas-phase HNO3.
111,112
 The adsorption of nitric acid (HNO3) to cirrus cloud ice crystals, 
in the presence of high-intensity UV radiation, can perturb HOx and NOx chemistry and the 
ozone budget.
36,111–115
  In addition, the adsorption of HNO3 to snow and ice surfaces affects 
chemistry in the Polar boundary layer. The photolysis of nitrate ions in the DIL is also believed 
to play a role in HONO and NOx production in snow, interstitial air and emission above 
snow.
23,116,117
     
 
In this work, we examined the interactions between HNO3 and ice from a surface-specific 
perspective, providing new insight to the understanding of an environmentally important and 
frequently studied system.
36,73,87,108,111–113,115,118–120
 Ellipsometry was used to directly probe the 
ice surface to detect surface changes induced by exposure to HNO3. The results show that, under 
a range of conditions that include atmospherically relevant temperatures and HNO3 partial 
pressures, a change in the state of the ice surface is observed on pure ice upon exposure to HNO3. 
Based on our data analysis and a series of control experiments designed to distinguish these 
observations from bulk phase changes or 2D adsorption of HNO3 to the gas-ice interface without 
surface change, we interpret this change to be indicative of the formation of a DIL on the ice 
induced by HNO3. In addition, a flow tube reactor with ice-coated walls, coupled with chemical 
ionization mass spectrometry detection of the gas phase, was used to characterize HNO3 uptake 
onto ice under conditions where a DIL was and was not detected using ellipsometry. The results 





3.2. 25BGeneral experimental procedures 
3.2.1. 43BNitric acid generation and delivery 
A dilute mixture of HNO3 in nitrogen (TechAir, UHP grade) was prepared and stored in a 5 L 
glass bulb (10-100 mTorr diluted to 760 Torr with N2) prior to each experiment via three 
consecutive cycles of freeze-pump-thaw of 3:1 (v:v) mixture of sulfuric acid (97%; Fisher 
Scientific) and HNO3 (68% -70%, Pharmo-AAper). A flow meter (MKS, 0-10 sccm) delivers a 
constant flow of dilute nitric acid from the bulb to the injector inlet at the upstream end of the 
flow tube. 
 
3.2.2. 44BEllipsometry control experiments and data analysis 
All experiments were performed following the general procedure outlined in section 1.3.1. 
Control experiments to verify instrument sensitivity to detect changes in surface state were done 
using pure, single-crystalline (zone-refined) ice in an inert environment. In these experiments, 
the temperature of the flow tube housing the pure ice sample was varied, and we noted the 
temperature at which abrupt signal changes indicating surface transformation was observed. We 
found that the onset temperature for surface disorder on pure ice is ~243 ± 5 K, in good 
agreement with previous studies.
8,27,33,92–98,106
 This result was found to be reproducible under 
different flow tube pressures (760, 47, and 17 Torr). Additional control experiments were 
performed in the presence of HNO3 in order to establish the ellipsometer signal change 
associated with the formation of HNO3∙3H2O and bulk melting of the sample in the appropriate 
regions of the HNO3-ice phase diagram. These control experiments allowed us to distinguish 
signal changes due to surface disorder induced by HNO3 from those resulting from bulk phase 




The Beaglehole bielli_multilayer Igor Pro
TM
 software tool can be used to simulate single 
wavelength ellipsometry data for a system of multiple layers of different materials and varying 
thicknesses on a substrate.
28
 The program takes as inputs the real and imaginary parts of the 
refractive index of each layer in the system, the wavelength of the He/Ne laser (632.8 nm), and 
the angle of incidence, and calculates the transmitted and reflected light intensities for the s and p 
polarizations through each interface in the system. The relevant refractive indices (n) for this 
experimental system are 1.00, 1.31 and 1.33 for ice, N2, ice, and liquid water, respectively. The 
values of the imaginary part of the refractive index, k, for ice, liquid water, and N2 are near zero. 
To get information about the thickness and refractive index of the DIL, the bielli_multilayer 
simulation model was used to predict ellipsometer signal vs. disordered layer thickness for an 
ice-DIL-N2 system for several assumed values of , the real part of the refractive index for 
the DIL. The imaginary part of the refractive index, , was assumed to be 10
-8
. For all of the 
tested values of , the predicted ellipsometer signals change nonlinearly and 
non-monotonically with layer thickness. In all cases, the dependence of the signals on layer 
thickness is periodic, but the period, amplitude, and overall functional form of the dependence on 
layer thickness changes dramatically with small changes in the assumed value of . Because 
of this sensitivity to  (sensitive to 0.01 changes), by analyzing any ellipsometer signal 
changes induced by changes in temperature or HNO3 partial pressure during the experiment, it is 
possible to make an estimate of  as well as the thickness of any induced layer. For the nitric 
acid hydrates, n ≥ 1.44,121 and data for concentrated aqueous solutions of HNO3, H2SO4, NaCl, 
and various sugars
122,123
 indicate that the addition of a solute to water increases the value of n. 





3.2.3. 45BCWFT-CIMS experiments 
Uptake experiments were performed following the procedure described in section 1.3.2. The 
pressure of the flow tube was maintained constant at 46-47 Torr. Detection occurred via chemical 
ionization using SF6
-
 as the reagent ion. SF6
-
 reagent ions were generated by passing a 50 sccm 
flow of SF6 (TechAir, 99.9%) in a flow of N2 (TechAir, UHP grade) through a 
210
Po radioactive 
source (NRD Nuclecel, P-2031). HNO3 was monitored as NO3
-∙HF (m/z 82 amu).57 Prior to each 
experiments, ZR ice hollow cylinders were placed in the FT at ~252 K (the temperature of the 
refrigerator where ice cylinders were stored) to avoid fracture and then they were cooled down to 
the desired temperature. 
 
3.3. 26BResults and discussion 
Figure 3-1 shows results of HNO3 uptake experiments at constant temperature and HNO3 partial 
pressure. During an experiment, the x and y signals from the ellipsometer were monitored 
continuously. Baseline signals from the smooth pure ice surface were established before the ice 
sample was exposed to gas-phase HNO3. For an experiment at 222 K (Fig. 3-1, black curve) the 
x and y signals remained unchanged upon exposing the ice surface to 10
-6
 Torr HNO3, which was 
initiated at t = 27 min. Under similar conditions the 2D adsorption of HNO3 onto ice samples 
was observed via CIMS using CWFT experiments.
87,112
 The lack of observed change in the 
ellipsometer signal showed that the technique was not sensitive to 2D uptake (adsorption) of 
HNO3 on the surface. For another exposure experiment at the same HNO3 partial pressure (10
-6
 
Torr) but at 216 K (Fig. 3-1, grey curve), significant signal changes were observed upon 
exposure to HNO3, suggesting a change in the surface state. We have distinguished the 




formation via control experiments under conditions in the appropriate regions of the HNO3-H2O 
phase diagram. The signal change was consistent with the temperature induced DIL formation on 
pure ice, however the refractive index on pure ice was ~1.33 (that of liquid water) and thickness 
was ~ 25 nm.  
 
 
Figure 3-1: HNO3 ellipsometry data at 
216 and 222 K 
Time study of phase-modulated 
ellipsometry signals for two 
constant-temperature experiments. Top 
panel is the x-signal and the bottom 
panel is the y-signal. Note that the 
ellipsometry signals change non-linearly 
with increasing disorder. The grey trace 
(216 K) represents HNO3-induced 
disorder at the interface, whereas the 
black trace (222 K) represents a 
non-disordered condition. HNO3 partial 
pressure is 1x10
-6




Using the Beaglehole bielli_multilayer software tool (Beaglehole, Inc.) which is based on 
Lekner’s three-layer model,124 we found that the observed signal change was consistent with the 
formation of an interfacial layer ~163 ± 10 nm with a refractive index of n = 1.39.  Although 




and brine formation is not predicted by the model of Kuo et al.
34
 at temperatures below 269 K 




 Torr, this value of n is consistent with 
published values for supercooled HNO3-H2O solutions or hydrates.
122
 This suggests that at these 
conditions the surface resembles liquid water or HNO3 solution rather than ice (n = 1.308), i.e., a 
DIL is present. McNeill et al. inferred n = 1.34 for the DIL induced by HCl.
8
 We note that the 
time (~55 min) needed to induce this layer is longer than that (~20 min) needed for HCl to 
induce a DIL (thickness ~100 nm) as shown by McNeill et al (2006).
8
   
 
Figure 3-2 shows a summary of all ellipsometry measurements superimposed on the HNO3-ice 
phase diagram.
58
 If the x and y ellipsometer signals showed no change upon exposure (similar to 
the black trace in Fig. 3-1), we designated the data point by a red circle. However, if the results 
showed a significant change (five times the noise level) in the ellipsometry signals (e.g. grey 
trace in Fig. 3-1), we classified this data point as showing surface disorder induced by HNO3 and 
represented it by a blue square in Figure 3-2.
8
 Similar to what was observed using ellipsometry 
by McNeill et al. (2006) for the HCl-ice system,
8
 trace gas-induced DIL formation is observed in 





Figure 3-2: Summary of ellipsometry study results for HNO3-H2O system 
The HNO3-ice phase diagram was adapted from Thibert and Domine (1998). Error bars correspond to ±1 K 
temperature variation and ±10
-7
 Torr variation in HNO3 partial pressure in the flow tube on average. The 
dotted blue line represents the phase boundary between ice and HNO3.3H2O. The shaded area surrounding 
this line shows ± 20% uncertainty in the position of the coexistence line. 
 
We also performed ellipsometry studies in which the partial pressure of HNO3 over the ice was 
held constant while the flow tube temperature was ramped linearly. Figure 3-3 shows 
representative ellipsometry signals at a constant HNO3 partial pressure of 1.1 × 10
-6
 Torr. The 
experiment was initiated at 226 K and the ice sample was cooled. A discontinuity in the 
ellipsometry signal was observed when the temperature reached 216 K at t = 7 min, indicative of 
a transition from a 2D system of HNO3 adsorbed on ice to a system featuring a DIL.
112
 When the 




observed with the signal returning to the previous level. Applying the multilayer model to the 
data shown in Fig. 3-3, we found the data was modeled well by an interfacial layer ~158 nm 
thick with n ~ 1.39. Regarding the reversibility of the DIL formation, a slight hysteresis (2 K) 
was observed upon re-heating the sample. Comparing the results of Figs. 3-1 and 3-3 shows that 
the rate of signal change in the constant temperature experiments was slower than that in the 
variable temperature experiment, but since the change in the refractive index was the same in 
both sets of experiments, this indicates that the changes in the signals are independent of 
thermodynamic pathway.  
 
Although the existence of the DIL on pure ice near the melting point of ice is well-known, our 
observations that, in some cases, cooling the sample at a constant HNO3 partial pressure may 
also lead to DIL formation highlight the fact that the state of the surface is not only a function of 
temperature but also of chemical composition at the interface. At colder temperatures gaseous 
HNO3 has a greater tendency to partition to the condensed phase. Moreover, cooling the system 
brings it closer to the solid solution- HNO3∙3H2O phase boundary, where greater disorder is 
expected. McNeill et al (2006) observed an analogous trend for the HCl-ice system: They 
observed surface change near the boundaries of the HCl/ice phase envelope but not in the center, 









Figure 3-3: Variable temperature ellipsometry experiment of HNO3 on ice  
Time study of phase-modulated ellipsometry signals for a temperature scanning experiment. Top panel is 




CWFT–CIMS experiments of HNO3 uptake on ZR ice cylinders provide evidence that the uptake 
of HNO3 onto ice is affected by the surface state. Figure 3-4 shows a pair of representative data 
points, one at which a DIL is expected to be present based on the ellipsometry results (217 K and 
1.1× 10
−6
 Torr HNO3) and another where it is not (238 K and 2.66× 10
−6
 Torr HNO3). The figure 
shows CIMS signals for the HF∙NO3
-
 ion at m/z 82. The dotted lines in the figure represent the 
signal baselines. Point A indicates the time at which the ice film was exposed to dilute gas phase 
HNO3. Point B indicates the termination of exposure as the movable injector is returned to the 




“no-surface change” condition (higher partial pressure and temperature), for which we observed 
a fast initial uptake followed by a partial recovery of signal to ~90% of the initial baseline, which 
is then sustained in a slow, continuous uptake mode. This mode of uptake is usually interpreted 
in literature as a combination of adsorption onto the ice surface followed by diffusion into the 
bulk.
16
 On the other hand, the uptake profile measured under conditions of “HNO3-induced 
disorder” (bottom panel) does not recover to the baseline after 120 minutes.  The lack of signal 
recovery indicates a continuous flux of HNO3 from the surface to the interior of the ice sample, 
persisting throughout the experiment. This type of uptake was observed by McNeill et al. (2006) 
for HCl uptake to ZR ice cylinders under QLL/DIL conditions. The characteristic flux into the 
bulk was shown by McNeill et al. (2007) to be consistent with diffusion from a concentrated 
interfacial layer into the bulk. 
 
The results of the present combined ellipsometry and CWFT studies provide support for the 
findings of earlier research work involving HNO3-ice interactions. To our knowledge, this study 
is the first to investigate the HNO3-ice system using ellipsometry, and few studies directly 
analyzing the state of the ice surface in the HNO3-ice system using surface-specific techniques 
exist in the literature.
73
 Our results are in agreement with a recent study of HNO3 uptake to ice 
by Krepelova et al. (2010) using electron yield near edge X-ray absorption fine structure 
(NEXAFS).
73
 At 231 K and a HNO3 partial pressure of 7.5 × 10
−7
 Torr, Krepelova et al. (2010) 
did not observe a change in the NEXAFS signal. Similarly, under the same conditions, 
surface-disordering was not observed by our ellipsometry experiments. Ullerstam et al. (2005) 
conducted uptake experiments of HNO3 onto polycrystalline thin ice films in a coated-wall flow 
tube.
112




partial pressures in the vicinity of the ice-HNO3 trihydrate equilibrium line on the ice-HNO3 
phase diagram. Hence, our experimental results serve as the first evidence (to our knowledge) to 
support the conjecture by Ullerstam et al. that the change in their observed uptake coefficient 
may be attributed to what they referred to as “surface roughening.” The difference in the uptake 
profiles in this study (Fig. 3-4) compared to those shown in Ullerstram et al. can be attributed to 
differences in experimental conditions and in the type of ice used in the two studies i.e. 
polycrystalline vs. zone –refined ice. The ice hollow cylinders used in our study are relatively 








Figure 3-4: Comparison of DIL and 
non-DIL uptake profiles of HNO3 
on ice 
HNO3 CIMS signal (HF∙NO3
-
 peak at 
m/z 82) for an experiment under 
non-disordered (no DIL) conditions 
(top) and another in which 
HNO3–induced DIL was detected 






3.4. 27BConclusions and atmospheric implications 
We have shown that HNO3 can induce a surface change consistent with the formation of a DIL 
on the ice surface at temperatures as low as 217 K and near the phase envelope bounding the ice 
region of the binary phase diagram. This conclusion echoes that of McNeill et al. (2006), who 
found that the presence of DIL at stratospherically relevant conditions has a significant impact on 
HCl uptake and the HCl+ClONO2 reaction.
8
 Using a three-layer model to interpret the 
ellipsometry results, and comparing our results to the predictions of the thermodynamic model of 
Kuo et al. (2011),
34
 as well as control experiments designed to characterize our signal response to 
bulk phase transitions, we arrive at the conclusion that the observed surface disorder is a DIL 
induced by the presence of HNO3, rather than brine (a true interfacial solution) or bulk solid 
hydrate. The presence of a DIL on the surface of ice at environmentally relevant HNO3 partial 
pressures and relatively low temperatures for which the DIL is expected to be absent on pure ice 
has potentially important implications for the chemistry of snow and ice in the environment. We 
note that the ellipsometry experiments described here were performed on single-crystalline ice 
samples due to the necessity of a reflective surface; it is not known how variations in bulk 
morphology may influence the gas-ice interface, i.e. whether or not these results may be 
extrapolated to ice systems of other morphologies. That being said, these results highlight the 
fact that, under relatively pristine conditions where a brine is not expected
34
 (e.g. low marine 
influence, freshly fallen snow), a disordered interfacial layer may still be present on snow which 
could affect trace gas-ice chemistry in potentially significant, but as-yet poorly characterized 
ways. The presence of a DIL on ice at temperatures as low as 217 K can affect the quantum 
yields for photolysis of NO3
-
 and HNO3 since the form (dissociated or undissociated) of HNO3 at 
the interface can dictate surface chemistry/photochemistry.
116,125




that the surface state influences the uptake of HNO3. Therefore, the uptake of HNO3 into ice 
cannot be described by a single model (i.e. Langmuir or Henry’s Law) across the entire range of 
environmentally relevant conditions as the state of the interface may vary.
22,126
   
 
The prevalence, extent and impact of disordered or liquid interfacial layers at the ice surface in 
the presence of adsorbing gases is the topic of a substantial ongoing debate.
13
 More studies are 
needed to directly characterize the nature of the ice surface under conditions relevant to the polar 







4. 12BSMALL ALDEHYDES AT THE AIR-ICE INTERFACE 
 
4.1. 28BIntroduction 
Small aldehydes, such as formaldehyde (HCHO) and acetaldehyde (CH3CHO), are the most 
abundant carbonyl compounds in the atmosphere. They can be emitted directly to the atmosphere 
from combustion sources or form from secondary sources through the photo-oxidation of volatile 
organic compounds (VOC’s), which are hydrocarbons of both biogenic (made in nature) and 
anthropogenic (produced by human activity) origins.
127–129
 As a result of their prevalence in the 
atmosphere and their reactive nature, small aldehydes play a central role in atmospheric 
chemistry.
127,130,131
 Particularly, aldehydes and other carbonyl compounds are known to undergo 
photolysis to produce hydroxyl radicals (OH), a primary atmospheric oxidant.
127
 While the main 
daytime sink for formaldehyde is photolysis, removal of HCHO through dry and/or wet 
deposition is prevalent at nighttime.
107
 For acetaldehyde, reaction with atmospheric NO3 radicals 
is the main removal process.
107
 In Polar Regions, aldehydes have been found to contribute 
significantly to the OH budget, which determines the oxidizing capacity of the polar boundary 
layer.
132,133
 In addition, aldehydes also play a role in modulating the amount of ozone (O3) in the 
polar atmosphere during the spring. Aldehydes react with bromine atoms and thereby terminate 




In addition to their prevalence in the atmosphere, HCHO and CH3CHO have also been found to 
be present in both Arctic and Antarctic snowpacks in concentrations higher than those in the 
overlying air.
126,134,136–146




involves both physical and chemical processes. Physical incorporation mechanisms include 
dissolution into snow crystal lattice during their growth in the atmosphere, adsorption onto snow 
crystal surfaces, or integration as organic aerosol components.
141,143,147,148
 Organic aerosols can 
be incorporated into snow via several pathways. For example, aerosols may be scavenged by 
snow crystals during their growth or fall, or simply dry-deposited onto the snow surface after 
precipitation.
141,143
 In addition, the presence of aldehydes in snow can also be due to in situ 
photochemical production from photolysis or other reactions of precursor species within 
snowpacks.
134,138,141,144,149
 This hypothesis is consistent with the observation of higher aldehyde 





Only a small number of laboratory studies have been undertaken to elucidate the nature of the 
interaction of HCHO or CH3CHO with ice. HCHO has been found to adsorb to the ice surface in 
ways consistent with the Langmuir mechanism,
150,151





 form hydrogen-bonded networks with water,
153
 or exist as clathrates.
154
 
Laboratory data on the CH3CHO-ice system are even scarcer.
155,156
 Nevertheless, one can glean 
the fact that the nature of CH3CHO adsorption onto pure or HNO3-doped ice changes depending 
on the temperature and partial pressure conditions at which the experiments were conducted. 
HCHO-ice and CH3CHO-ice systems have also been studied using computer simulations based 
on molecular dynamics and grand canonical Monte Carlo methods.
157–159
 Both HCHO and 
CH3CHO were predicted to follow Langmuir-type adsorption via a single hydrogen bond with 
water and remain intact on the surface. This has been confirmed experimentally in the case of 






 In the case of formaldehyde, lateral dipole-dipole type interactions were also 
found to stabilize adsorbed molecules.
157
 Both aldehydes were found to have much lower 
affinities with the ice surface as compared to other small, partially oxygenated hydrocarbons, 
such as methanol and acetone.   
 
While the studies noted above provide valuable insight into the process of HCHO and CH3CHO 
uptake by ice, many were performed under cirrus cloud conditions, and were therefore at much 
lower temperatures than those typically found in the polar boundary layer. In addition, earlier 
studies clearly indicate that HCHO-ice and CH3CHO-ice interactions can be quite different when 
temperature and partial pressure conditions change. For example, Petitjean et al. (2009) found 
that experimentally observed partitioning coefficients of CH3CHO between gas and ice matches 
well with those derived from Langmuir isotherms below 223K, but deviate from calculated 
values at temperatures above 223 K.
156
 Such temperature-dependent change in uptake behavior 
was also observed for other compounds. For instance, Sokolov and Abbatt found that 1-butanol, 
1-pentanol, and acetic acid adsorption on ice can be described well by Langmuir isotherms at 
temperatures above ~225 K, but not below.
161
 Orem and Adamson (1969) also reported 
observing unusually high heats of adsorption of n-alcohols on ice at T > 238 K.
162
 At present, 
little is known as to why different behaviors dominate under different conditions. Although the 
presence of DILs is sometimes invoked to explain deviations of observed behavior from models, 
direct evidence is scarce at best. These facts highlight the need to better characterize and 
understand how HCHO and CH3CHO interact with ice under conditions relevant to the polar 








 acids on ice show clear evidence that 
surface modification can occur when pure ice is exposed to trace gases and uptake behavior of 
the trace gas onto ice surfaces can be significantly altered. McNeill et al. (2006, 2007) and 
Moussa et al. (2013) have shown that HCl- or HNO3-induced disorder leads to different uptake 
profiles in CIMS as compared to conditions where no disorder was observed using ellipsometry. 
Unlike the strongly acidic trace gases, HCl and HNO3, studied previously, HCHO and CH3CHO 
are much weaker acids (pKa 13.3 and 13.6, respectively) and their interactions with the ice 
surface likely differ from those of HCl and HNO3. For example, HCl and HNO3 tend to 
dissociate on ice surfaces upon adsorption, but aldehydes are unlikely to do so. Nevertheless, 
since formaldehyde is highly soluble in water, in the presence of disordered interfacial layers, 
there is potential for HCHO to dissolve into the DIL, form hydrates or solid solution with H2O, 
or undergo polymerization reactions to produce secondary organic material.
163
 The additional 
methyl group on acetaldehyde can lead to very different partitioning behavior as compared to 
formaldehyde. For example, the effective Henry’s law coefficient for HCHO uptake on water 
surface has been estimated to be three orders of magnitude higher than that of CH3CHO at 298 
K.
164
 Furthermore, its larger size may prevent acetaldehyde from being incorporated into the ice 
matrix to form solid solutions.
149
 However, CH3CHO can undergo aldol condensation in the 
presence of water, whereas HCHO cannot.
165
 Like HCHO, formation of hydrates and heavier 
secondary organic material can also occur in CH3CHO-ice systems. Therefore, it is highly 
possible for HCHO and CH3CHO to modify the ice surface in meaningful ways that pertain to 
gas-ice partitioning and the aldehydes’ availability for reaction. In order to understand the uptake 
of HCHO and CH3CHO by ice and snow under typical conditions in the Polar Regions, it is 




with ice; hence, the goal of the studies presented in this chapter is to provide answers to the 
following critical questions:   
1. Can HCHO and CH3CHO modify ice surfaces?  
2. Do they induce DIL, form hydrates or solid solutions with H2O, or simply adsorb in a 
monolayer?  
3. What is the implication for snowpack processing and boundary layer concentrations of 
these trace gases?  
 
4.2. 29BGeneral experimental procedures 
Ellipsometry and CWFT-CIMS experiments were performed following the procedures outlined 
in sections 1.3.1 and 1.3.2, respectively. Experiments involving formaldehyde were performed in 
partnership with Dr. Samar G. Moussa. 
 
4.2.1. 46BFormaldehyde preparation and delivery 
A Pyrex vessel containing paraformaldehyde powder (Sigma-Aldrich, 95%) was submerged in 
an oil bath, which was heated to 413 K (140
o
C), at which temperature paraformaldehyde 
thermally decomposed into gaseous HCHO. The HCHO gas was captured in a cold finger 
pre-cooled to 77 K using liquid nitrogen. The cold finger and the connecting Schlenk line were 
under a low vacuum. At 77 K, HCHO forms a white solid. The cold finger was then placed 
inside a dewar containing a silicone oil bath (Dow Chemicals, Syltherm XLT), the temperature 
of which was controlled by adding liquid nitrogen. At typical bath temperatures (128 to 188 K), 
HCHO was a viscous liquid. A flow controller (MKS, 0-10 sccm) directed 2 to 8 sccm of N2 into 




flow tube through the movable injector. The concentration of HCHO in the flow tube was 
calculated by first using Antoine’s coefficients166 to determine the vapor pressure of HCHO at 
the given bath temperature and then taking into account known dilution ratios. Bath temperature 
was recorded frequently throughout the experiment to track variations in HCHO partial pressure 
inside the flow tube. 
 
4.2.2. 47BAcetaldehyde preparation and delivery 
Acetaldehyde (Sigma-Aldrich, >99.5%) stored inside a cold finger was subject to three cycles of 
freeze-pump-thaw. After the last thawing step, CH3CHO was discharged via a Schlenk line into a 
5 L glass bulb at low vacuum. The pressure in the Schlenk line and the bulb was monitored using 
an analog pressure gauge (Varian, 801). Excess CH3CHO was pumped away until the desired 
partial pressure was achieved, typically in the range of 100 to 300 mTorr. The bulb was then 
filled with N2 to 760 Torr. Dilute CH3CHO from the bulb was delivered into the injector via a 






4.3. 30BFormaldehyde results and discussion 
Two laboratory uptake studies have been reported in the literature for HCHO on ice. While 
Burkhart et al. (2002) observed an increase in the partition coefficient with decreasing 
temperature (238-268 K), the data of Winkler et al. (2002) showed that surface coverage was a 
function of HCHO partial pressure in the gas phase but not a function of temperature (198-208 
K).
150,151
 Comparing their results to models and field measurements, Burkhart et al. concluded 
that the partitioning process likely involves both adsorption and diffusion into the bulk. Barret et 
al. (2011) showed that HCHO does indeed diffuse into the ice matrix and form a solid solution 
with ice.
84
 The amount of HCHO in the ice phase at equilibrium depends on both temperature 
and partial pressure of HCHO in the gas phase. Barret et al. also suggested that at very high 
HCHO partial pressures and low temperatures, a solid poly-oxomethylene glycol mixture could 
form due to spontaneous oligomerization of HCHO in the presence of H2O. Micro-Raman 
spectroscopic studies performed by Chazallon et al. (2005, 2008) found two distinct crystalline 
phases formed by HCHO and H2O at different temperatures.
153,154
 They suggested that one of the 
two phases was a hydrogen-bonded network between HCHO oligomers and water molecules 
(T>213 K), whereas the second phase (163<T<213 K) consisted of oligomers interacting with 
surrounding water molecules through weak forces.
153
 Furthermore, under conditions where ice 
film porosity was low, formation of nearly pure HCHO-clathrate was observed.
154
 Based on their 
results, the authors suggested that metastable hydrates of HCHO may play a role in modulating 
air-ice partitioning of HCHO in polar environments.  
  
We have conducted two types of experiments to characterize the nature of the interaction 




used ellipsometry to probe the state of the ice surface under different conditions, and the second 
type of experiment was CWFT-CIMS uptake studies. The two complementary techniques allow 
us to gain insight into the role of interfacial phenomenon in HCHO uptake by ice. We conducted 
experiments in the HCHO-H2O solid solution stability regime on the binary phase diagram of 
Barret et al. (2011),
84
 which can be subdivided into two regions at the 238 K mark, above which 
intrinsic DIL from pure water exists and below which it does not. This distinction is important 
since the degree of disorder in ice structure near the surface may affect the availability and 
flexibility of water molecules to form bonds. 
 
In the first type of experiment (Figures 4-1 to 4-5), ellipsometry was used to detect changes in 
the reflectivity of the ice surface as pure ice is exposed to a known partial pressure of HCHO. We 
conducted both variable temperature (Figures 4-1 and 4-3) and variable pressure (Figures 4-4 
and 4-5) experiments. In both sets of experiments, significant changes in the ellipsometry signal 
(>5 times the noise level) were noted and subsequently analyzed. Observed surface states were 
classified into four distinct categories – Stable, Growing, Induced, and Opaque - as explained 





Figure 4-1: HCHO variable temperature ellipsometry data 
Variable temperature ellipsometry experiments plotted on HCHO-H2O phase diagram (Barret et al. 2011). Data 
markers differentiate between different types of surface states as explained in the text. Bold numbers next to 
data points are elapsed time (seconds) from the start of the experiment. Blue arrows track the progress of 
cooling experiments, and red arrows heating experiments.  
 
In Figure 4-1, four sets of variable temperature experiments are plotted. Arrows track the 
progress of the experiment through surface transitions represented by the symbols in the legend. 
The partial pressure of HCHO varied slightly during each experiment. Points labeled “Stable” ( ) 
in Figure 4-1 represent ice surface states at the beginning of each experiment when both x and y 
ellipsometry signals were stable, and the temperature ramp was initiated. Earlier ellipsometry 
experiments on pure ice done in our laboratory suggested that an intrinsic DIL exists at 
temperatures above ~238 K.
17




sample either remains stable (  in Figures) or grows ( ) when exposed to HCHO. In Figure 4.1, 
the intrinsic DIL was observed to grow upon exposure to HCHO in all cases. At T< 238 K, since 
there is no intrinsic DIL, surface transitions indicated by large changes (> 5 times noise level) in 
x and y ellipsometry signals were interpreted as DIL formation ( ) induced by HCHO. In 
addition, we observed that the initially clear and reflective ice surface can become opaque ( ) 
during the course of the experiment. We interpret this change as due to the formation of hydrates 
on the surface. This hydrate formation appeared to be dependent on HCHO loading on the 
surface.  
 
For the three cooling experiments shown in Figure 4-1, some common trends can be noted. As 
the ice surface was exposed to HCHO, the intrinsic DIL grew, possibly as a result of HCHO 
incorporation into the layer via hydrogen bonding. As the temperature decreased, the DIL, now 
containing solvated or trapped HCHO, formed a more ordered phase as the mobility of surface 
molecules was reduced. Subsequently, when the solute loading became high enough and the 
temperature sufficiently cold, a solid hydrate phase formed and was observed as the opaque 
domains on our ice samples. Comparing the three cooling experiments, one can see that the 
opaque layer formed much more rapidly at high partial pressures of HCHO, indicating that 
sufficient solute loading is needed for the hydrate to form. As for the heating experiment shown 
in Figure 4-1 (marked by red arrows), although no intrinsic DIL would have been present in the 
beginning of the experiment, the combination of high HCHO partial pressure and low 
temperature were conducive to HCHO partitioning to the condensed phase. This appeared to 
have led to an induced DIL followed fairly rapidly by transition to hydrate as sufficient HCHO 




computer simulations showing HCHO-H2O hydrogen bonds on the surface of ice and lateral 
stabilization of adsorbed HCHO.
157,167
 Furthermore, the observed “hydrate” may be akin to the 
hydrogen bonded network of HCHO and H2O observed by Chazallon et al. (2008) using micro 





In order to better understand the data, a brief discussion on quantitative analysis using 
ellipsometry is necessary. The detection of surface transition by ellipsometry is accomplished via 
changes in the amplitude of the x and y signals, which reflect how much the refractive index of 
the surface deviates from that of ice. Figure 4-2 illustrates how x and y signals change when the 
assumed refractive index of a DIL at the air-ice interface is varied. If the refractive index of the 
DIL ( ) is very close to that of ice (  = 1.308), x and y signal amplitudes will be very 
small, as depicted in the panel labeled  = 1.31 in Figure 4-2. At a constant , a DIL 
growing in thickness can be detected as oscillating x and y signals. A change in surface state, on 
the other hand, results in a change in , detectable by a shift in the amplitude and phase of 
the x and y signals. Under real experimental conditions, however, both the refractive index and 
the thickness of the DIL may change simultaneously and possibly also continuously. Thus, 
observed x and y signals typically will not resemble the theoretical predictions shown in Figure 
4-2. Nevertheless, observed amplitude and phase changes in signal can still be reliably used to 
estimate the refractive index and thickness of the DIL when carefully analyzed. The y signal is 
typically used when determining the change in signal amplitude in our data analysis because all 
experiments were conducted at the Brewster angle of ice (52.6 degrees), at which y signals are 





Figure 4-2: Predicted x and y signals for DIL with varying refractive indeces 
For a three-layer system composed of air, DIL, and ice, the multilayer evaluation tool in the Beaglehole 
Picometer software was used to predict x and y signals for a growing DIL layer having a range of assumed 
refractive indices bracketing that of ice at n=1.308. Signal amplitudes and phases of x, y signals are both 
important in determining the refractive index of observed surface transitions. 
 
In the variable temperature experiment shown in Figure 4-3, the sample was gradually cooled 
from 247 to 228 K. Surface transitions occurred in several places as the temperature decreased. 
These transitions are marked on the bottom panel of Figure 4-3 (y signal) by arrows labeled with 
the symbol representing the type of transition and the time at which it occurred. Between t = 
1780 and 5420 s, the change in y signal amplitude indicated that a surface state different from the 
intrinsic DIL at the beginning of the experiment had formed. The dip in signal around t = 4000 s 




thickening DIL. The surface change at t = 5420 s was marked as “Induced DIL”, but it likely 
signified the beginning of the transition from DIL to the opaque hydrate phase, which was 
completed around t = 6540s. Beyond t = 6540 s, a rapid drop in the intensity of light arriving at 
the detector accompanied the formation of an opaque layer. It can be seen from Figure 4-3 that 
after t = 6540, x and y signals showed somewhat higher noise as a result. This opaque layer was 
not a uniform film over the surface but existed in domains roughly 5 mm in size. Since the 
HCHO partial pressures used in our experiments are not high enough for poly-oxomethylene 
glycols to form,
84
 the opaque domains observed are likely hydrates akin to what Chazallon et al. 






Figure 4-3: HCHO variable 
temperature ellipsometry 
data 
In the experiment shown 
here, the temperature of the 
flow tube was slowly ramped 
down from 247 to 228 K, as 
indicated by the gray curve. 
This experiment corresponds 
to the bottom set of 
connected segments shown in 
Figure 4-1.  
The annotations in the bottom 
panel show time points at 
which surface transitions were 
observed and marked in 




When the signal change at t = 6540 s (Figure 4-3) was analyzed using the multilayer evaluation 
tool (see Figure 4-2), the refractive index and thickness of the hydrate layer were found to be 
approximately 1.294 and 83 nm, respectively. The same analysis was done on another set of 
cooling experiment in which a hydrate transition was also observed, and the refractive index and 
thickness of the layer were estimated to be 1.296 and 82 nm. Unfortunately, no literature values 




comparison. An interesting case for reference is Uchida et al.’s measurement of air-hydrate 
crystals (clathrates) in Antarctic ice sheets.
168
 All of the hydrates measured in their study had 
refractive indices that are only slightly greater than ice by ~5x10
-3
. Similarly, most published 
refractive indices of organic materials were measured to be greater than that of ice (or greater 
than water’s 1.33 in most cases), but such measurements were typically taken at room 
temperature when the substances are in the liquid phase. Therefore, a refractive index lower than 
that of ice is certainly uncommon, but not impossible. For example, amorphous Teflon (Dupont, 
Teflon® AF) is reported to have refractive indices ranging from 1.29 to 1.31. Furthermore, 
theoretical estimates by Groh and Zimmermann (1991) place the lower limit of organic polymer 
refractive index at around 1.29.
169
 Although we have termed the opaque layer we observed 
“hydrate” for ease of reference, its true nature remains unclear. Since formaldehyde does have 
the tendency to polymerize under the right conditions, it is also possible for the observed opaque 
layers to be polymeric in nature. However, there is not enough evidence at this stage for further 
speculation. Better characterization of this opaque material is needed to determine its chemical 
nature and how it might impact air-ice chemical interactions in the polar boundary layer. Some 
suggestions for further studies are offered in Chapter 5.  
 
Figure 4-4 shows a summary of variable pressure ellipsometry experiments. Each pair of symbol 
and arrow represents one experiment. It can be seen from Figure 4-4 that at temperatures below 
238 K, where no intrinsic DIL was present in the beginning of the experiment, induced DILs 
were only observed at high HCHO partial pressures and/or low temperatures. In addition, it 
appeared that DIL induction occurred more rapidly at lower temperature, which is consistent 




For the two experiments performed at T>238 K (to the left of dash line), it appeared that 




Figure 4-4: HCHO variable pressure ellipsometry experiments 
Variable pressure ellipsometry experiments plotted on HCHO-H2O phase diagram. Legend and other notations 
are the same as in Figure 4-1 unless otherwise noted. Here, a red open circle (○) marks experiments in which 
no significant signal changes were observed. Orange arrows represent the variation in HCHO partial pressure 
during the experiment. 
 
Figure 4-5 shows two variable pressure experiments as an example of raw data from which 
points on Figures 4-4 were derived. As shown in the top panel of Figure 4-5, the two sets of data 




 for both experiments was in the immediate vicinity of 1.95x10
-4
 Torr. It is therefore worth 
noting that while x and y signals changed substantially at 231 K (gray trace), they remained 
fairly constant for the experiment at 235 K (black trace). Since both experiments were performed 
at temperatures below 238 K, no intrinsic DIL from pure ice premelting was present in either of 
the two cases. An interesting feature in the y signal from the experiment at 231 K is worth 
pointing out. Note that between ~5500 and ~6700 s, the y signal in gray exhibits a cyclic pattern. 
Using the multilayer evaluation tool in the Picometer software, this signal change is consistent 
with a growing DIL having a refractive index of ~1.311 (only slightly larger than the 1.308 of ice) 
and a layer thickness between 85 and 112 nm. Thus, this data point (231 K) was marked as 
“Induced” in Figure 4-4. In contrast, since x and y signals showed negligible change at 235 K, 
this data point was designated by a “no change” symbol. Nevertheless, closer inspection of both 
data sets shown in Figure 4-5 reveals that the signals had an overall upward trend, albeit very 
slight for the T = 235 K case. This feature was observed in all variable pressure experiments, and 
suggests that the refractive index might be changing continuously at a much slower rate than 
what was observed in variable temperature experiments (Figure 4-3). This slow change in 
refractive index is likely linked to the extent of HCHO coverage on the ice surface. A related 
point worth noting is that no opaque layers were formed in any of the variable pressure 
experiments performed, even at long times (9000s or 2.5 hrs). This fact suggests that surface 
saturation alone does not lead to formation of the opaque layer, a temperature induced transition 







Figure 4-5: HCHO variable pressure 
ellipsometry data at 231 and 235 K 
The gray trace in each of the three 
panels corresponds to an experiment 
conducted at 231 K and the black trace 
to one at 235 K. The top panel maps 
the variation in HCHO partial pressure 
inside the flow tube throughout the 
experiment. Although  in the 
two cases were nearly identical, x and 
y signals showed significant changes at 
231 K but remained relatively constant 
at 235 K.   
 
 
As complement to ellipsometry, we examined HCHO uptake onto thin ice films in a coated wall 
flow tube with gas phase analysis by chemical ionization mass spectrometry (CWFT-CIMS). We 
did not observe significant differences in the uptake profiles in the two subregions demarcated by 
T=238 K. This was also the case when uptake profiles obtained using zone-refined and 
polycrystalline ice films were compared. Generally, HCHO interaction with the ice surface 
appears to be weak, supporting the findings of Winkler et al. (2002).
151




example of CIMS trace of HCHO as the ion cluster HCHO-(H2O)3-H
+




Figure 4-6: CWFT-CIMS data of ice film exposed to HCHO 
Gas phase HCHO was monitored by CIMS at m/z 85. The black curve is the change in m/z 85 signal relative to 
baseline. Red vertical lines mark the times at which exposure to HCHO was initiated and terminated. 
 
Figure 4-6 is reminiscent of CIMS traces that show evidence of fast initial uptake followed by 
slower and sustained uptake likely indicative of hydrate formation or flux into bulk ice, though it 
is certainly not as clear as in cases found in McNeill et al. (2007) for HCl hexahydrate 
formation.
16
 In Figure 4-6, the second dip in HCHO signal at ~1800 seconds into the experiment 
could be an indication for the hydrate formation we observed in our ellipsometry experiments, 




HCHO partial pressure continued to rise throughout the experiment as the bath containing the 
HCHO source bubbler warmed up, small changes in signal may be masked as a result. Attempts 
were made to use other approaches to produce a more constant HCHO source, such as HCHO in 
a bulb diluted with N2, but those methods failed to produce HCHO signals detectable by our 
CIMS system.  
 
Results from our studies of the interaction of HCHO on ice have important implications for 
air-ice chemical interactions in the polar boundary layer. Since polar snow regularly undergoes 
temperature cycling, gas phase HCHO in and above snow can cause the type of surface transition 
(opaque layers) observed on our laboratory ice samples. In warmer sunlit months, photolysis of 
organics in snow can lead to the production of HCHO within the snowpack. If the temperature is 
warm enough for an intrinsic DIL to exist, HCHO can dissolve into the DIL, and as temperature 
decreases, HCHO may be trapped in the opaque hydrate form we observed. Even if the 
temperature is too cold for an intrinsic DIL to exist, we have shown that HCHO can induce 






4.4. 31BAcetaldehyde results and discussion 
Our studies of formaldehyde-ice interactions presented in the last section had yielded some 
interesting results such as the formation of an opaque hydrate layer not previously known. As 
discussed in the introduction to this chapter, acetaldehyde interaction with ice can be reasonably 
expected to be similar to that of formaldehyde in some respects, but differ significantly in others 
due to the presence of the extra methyl group. Previous studies in the literature shed some light 
on CH3CHO-ice interactions. A pair of studies investigating the adsorption of CH3CHO on pure 
and HNO3-doped ice had been performed by Hudson et al. (2002) and Petitjean et al. (2009) with 
an underpinning interest in the process of CH3CHO scavenging by cirrus clouds.
155,156
 Based on 
experiments conducted between 120 and 200 K, Hudson et al. (2002) found that measurable 
acetaldehyde adsorption occurred only on pure ice but not on nitric acid trihydrate (NAT) ice, ice 
with monolayer coverage of HNO3, or supercooled aqueous HNO3 solution. Petitjean et al. 
(2009), conducted CWFT-MS experiments of CH3CHO uptake on pure and HNO3-doped ice 
films from 203 to 253 K.
156
 This temperature range is of greater interest to us because it covers 
conditions typically found in the polar boundary layer. In contrast to the results obtained by 
Hudson et al., Petitjean et al. found that adsorption on supercooled HNO3 solution was one to 
two orders of magnitude higher than those measured on pure and HNO3-doped ice.
156
 Petitjean et 
al. also reported that adsorption was completely reversible under all experimental conditions. 
Additionally, when calculated surface coverage on pure ice was plotted against gas phase 
CH3CHO concentration, adsorption appeared to be consistent with the Langmuir model for the 
range of temperatures and concentrations tested.
156
 Partition coefficients derived based on the 
Langmuir model showed linear correlation with 1/T for temperatures between 203 and 223 K. At 




as indicative of the presence of QLL/DIL on the surface. This conjecture is revisited and 
compared to our results later in this section. The difference in the findings by Hudson et al. and 
Petitjean et al. is not surprising because the two studies were done at very different temperature 
and pressure conditions. While Hudson et al. worked with temperatures below 200 K and 






; Petitjean et al. worked 
with temperatures above 200 K and CH3CHO concentrations ranging from 5.7 x 10
11





. Although the work by Petitjean et al. covers a range of temperatures relevant 
to the polar boundary layer, the concentrations of CH3CHO used in their study were, for the most 











In order to better characterize CH3CHO-ice interactions under conditions found in the polar 
boundary layer, we conducted a series of ellipsometry experiments to study the effect of 
acetaldehyde exposure on ice surfaces. The range of temperatures and CH3CHO partial pressures 
used were [218 < T < 242 K] and [1.1x10
-5 
<  < 3.4x10
-5
 Torr] (equivalent to [4.6x10
11 




]), respectively. These conditions are well within the 
sub-monolayer coverage regime on the adsorption isotherms produced by Petitjean et al. 
Ellipsometry experiments were performed in the same manner as the ones using formaldehyde, 
with the exception of trace gas generation/delivery method, as detailed in section 4.2.2. Figure 
4-7 show a summary of all the CH3CHO-ice ellipsometry experiments performed. While most 
experiments were performed at constant temperature, two temperature-ramping experiments, one 
heating and one cooling, were also conducted. As depicted in Figure 4-7, surface changes due to 




temperature is in good agreement with Petitjean et al.’s findings that showed different 
partitioning behavior above and below 223 K.
156
 However, their conjecture that the presence of 
QLL/DIL above 223 K may be the cause of observed deviations from theoretical partition 
coefficients seems somewhat at odds with our finding that DIL is induced at temperatures below 
225 K. Closer inspection reveals that our observation of DIL induction at T<225 K is actually in 
agreement with Petitjean et al.’s finding of greater partitioning to the surface below 223 K. At 
temperatures greater than 225 K, we observed neither induced DILs (225<T<238 K) nor growing 
intrinsic DILs (T>238 K). This suggests that CH3CHO adsorption does not lead to changes in 
surface state or dissolution into an intrinsic DIL, as was the case for HCHO. As discussed in 
Chapter 3, our ellipsometry technique is insensitive to 2-D uptake. Therefore, our results imply 
that in the CH3CHO partial pressure range we studied and at 225<T<241 K, acetaldehyde uptake 
onto ice surface proceeds by (sub-)monolayer physisorption even when an intrinsic DIL is 
present. This result is consistent with findings from computer simulations.
159,171
 It is unclear why 
Petitjean et al. found temperature-independent uptake at T>223 K. A possible explanation is that 
the CH3CHO concentrations used by Petitjean et al. were high enough to induce DIL or cause an 
intrinsic one to grow. Since our ellipsometry studies cover only the lowest part of the CH3CHO 
concentration range tested by Petitjean et al., it is possible that at higher acetaldehyde 
concentrations, induced DIL or intrinsic DIL growth may occur, which could alter the expected 
temperature-dependent uptake behavior. One way to test this hypothesis is to examine Petitjean 
et al.’s data at the lowest part of the concentration range for any discontinuities signifying 
transition in uptake behavior from surface adsorption to DIL interaction. Unfortunately, the data 






Figure 4-7: Summary of CH3CHO ellipsometry experiments 
Experiments in which x and y signals showed significant change are marked by green diamond symbols. 
Open red circles mark experimental conditions under which x and y signals remained relatively constant. 
A black dot in the center of a symbol indicates that the sample developed a nearly opaque white layer 
during the experiment. The blue arrow represents the path of a cooling experiment, and the orange arrow 
a heating experiment. The gray vertical line at T = 238 K demarcates the temperature above which 
intrinsic DIL from pure ice is present. The green vertical line T = 225 K separates regions in which induced 






As shown in Figure 4-7, some ice samples developed opaque white domains during the course of 
the experiment, similar to what was found in experiments with ice exposed to formaldehyde. 
Figure 4-8 shows a contrast-enhanced photograph of such a sample, with opaque domains 
outlined in white. 
 
 
Figure 4-8: Ice sample with opaque 
domains 
Ice sample is backlit and the contrast has 
been enhanced in post-processing. 
Opaque domains are outlined in white. 
Light and dark patches show different 
crystal grains in the sample. 
 
Although the opaque domains formed by acetaldehyde on ice were visually similar to the 
hydrates found in HCHO-ice experiments, they did not have the same kind of signature in 
ellipsometry. When opaque domains formed in HCHO-ice experiments, the ellipsometry signals 
showed large changes in amplitude (see discussion in section 4.3). In contrast, when opaque 
domains formed in CH3CHO-ice experiments, the x and y traces merely exhibited greater noise 
near the end of the experiment, but did undergo step changes in amplitude. In addition, whereas 
HCHO hydrate formation was apparently favored at high HCHO partial pressures and low 
temperatures, formation of opaque domains on ice exposed to CH3CHO did not correlate with 
temperature or partial pressure. Extrapolation of CH3CHO vapor pressure to experimental 
temperatures suggests that condensation on the surface was unlikely.
172




opaque domains were found in both HCHO-ice and CH3CHO-ice experiments, available 
evidence seem to indicate that they might be very different in nature, especially in terms of their 
effect on the refractive index of the surface.  
 
Similar to HCHO, we found that CH3CHO can also induce surface disorder on pure ice. In this 
case, however, the phenomenon appears to be controlled predominately by temperature. Figure 
4-9 shows examples of two experiments at the same CH3CHO partial pressure, but different 
temperatures. At 239 K (black trace), there were no significant changes in the signals. On the 
other hand, at 224 K (gray trace), sizable signal variations indicating changes on the surface were 
observed. The bottom panel of Figure 4-9 shows x and y signals at 224 K between [2800 < t < 
3300 s]. In this view, the oscillatory pattern in both x and y became apparent. As mentioned in 
the discussion of HCHO ellipsometry results in section 4.3, signal oscillations in sinusoidal form 
could be a manifestation of growing DIL atop the ice substrate. In this case, analysis of the data 
using the multilayer evaluation tool yielded an estimated refractive index of 1.30 and a DIL 
thickness of ~240 nm. Note that the DIL refractive index here is again lower than that of ice, as 









Figure 4-9: CH3CHO ellipsometry 
data at 224 and 239 K 
The top two panels show x and y 
signals from two sets of 
experiments, one in which 
surface change was observed 
(gray) and another where it was 
not (black). The bottom panel is a 
close up of a portion of the x and 
y signals from the experiment at 
224 K, corresponding to the gray 
trace in the top two panels. Both 
experiments were conducted at a 







Figure 4-10 shows data from two variable temperature experiments, one heating (panel A) and 
the other cooling (panel B). In both cases, the temperature of the flow tube was ramped gradually 
between 221 and 250 K. Note that the temperature profiles plotted in gray were not real-time 
measurements, but generated from carefully calibrated correlations between sample and coolant 






Figure 4-10: CH3CHO variable temperature data 
Data from experiments in which the sample temperature was ramped between 221 and 250 K. The top panel 
shows a heating experiment and the bottom panel shows a cooling one. The partial pressure of CH3CHO in 
both cases was held constant at ~2.4x10
-5
 Torr. Dashed lines serve to aid the eye in identifying temperatures 






Two points of major transition were apparent from rapid changes in x and y signals. The 
transition at T = ~238 K was expected to arise due to the onset of pure ice DIL. The transition at 
223 K (or 221 K in the case of the cooling experiment), however, was most likely linked to ice 
surface modification by acetaldehyde. The fact that a transition occurring between 221 and 223 
K was detected during both heating and cooling may be suggestive of a change in surface state 
that is independent of thermodynamic pathway. In addition, a transition point at 223 K again 
echoes with Petitjean et al.’s observation of different partitioning behaviors demarcated by T = 
223 K, as discussed earlier.
156
 One may notice that the magnitude of signal changes in panel A of 
Figure 4-10 was ~5 times greater than those in panel B. Recall that the amplitude of signal 
change is a function of the refractive index at the air-ice interface. Thus, a larger x, y signal 
change means greater deviation from the refractive index of pure ice. In the heating experiment 
shown in panel A, the signal change at T = 223 K corresponded to a refractive index of 1.294. 
For the cooling experiment in panel B, the much smaller signal change at T = 221 K 
corresponded to a refractive index of 1.305. This confirms our finding that above 223±2 K, the 
interface is ice-like (refractive index close to 1.308) and below that temperature, it is, for the lack 
of a more precise term, polymer-like (refractive index close to 1.29). Since both variable 
temperature experiments were conducted at roughly the same CH3CHO partial pressure, no 
conclusions can be drawn with respect to the dependence of the transition point on partial 
pressure. More experiments at varying partial pressures of CH3CHO will need to be performed in 





4.5. 32BSummary and conclusions 
Findings from our investigations into aldehyde-ice systems had yielded a few new insights not 
previously known. To our knowledge, this is the first report of aldehyde-induced surface disorder 
on ice surfaces in the literature. We found that when ice with an intrinsic DIL (T > 238 K) was 
exposed to formaldehyde, the DIL grew in thickness, possibly as a result of HCHO dissolution 
into the DIL. Acetaldehyde, on the other hand, was not observed to cause thickening of intrinsic 
DILs. The difference in the behavior of the two may hinge upon the extra methyl group on 
CH3CHO, which makes it less soluble than HCHO. Furthermore, at temperatures below 238 K, 
HCHO-induced DIL formation was found to be favored at a range of relatively high partial 
pressures and/or low temperatures. CH3CHO-induced DIL, however, was only observed at 
temperatures below ~225 K. Although opaque domains were found in both HCHO-ice and 
CH3CHO-ice experiments, the difference in their respective ellipsometry signatures suggested 
that they may not be as similar in chemical nature as they are in appearance. These observations 
suggest that the interaction between these small aldehydes and ice are more complex than simple 
Langmuir-type surface adsorption. Hitherto unknown transitions in surface state identified in 
both HCHO-ice and CH3CHO-ice systems may contribute to furthering the understanding of 
aldehyde uptake by and emission from snowpacks under varying atmospheric conditions. Future 
investigations need to focus on better characterizing the formation of hydrates/opaque domains 
we observed as well as the induction of DIL surface transitions. New insights derived from this 
work may contribute toward better parameterization of snow chemistry models and help explain 







5. 14BCONCLUSION AND RECOMMENDATIONS FOR FUTURE WORK 
 
5.1. 33BModeling brine layers on environmental ices 
5.1.1. 48BSummary and model extension to include other solutes 
In Chapter 2, we presented a brine layer model which has the unique capabilities of accounting 
for the non-ideality of the brine as well as enforce overall mass balance closure between the air, 
brine, and ice phases.
34
 Application of the model to volatile (HNO3 and HCl) and non-volatile 
(NaCl) solutes showed that (1) accounting for non-ideal behavior can significantly affect the 
calculated solute concentration in and volume fraction of the brine, especially at low 
temperatures, and (2) brine layers can be induced by gas phase solutes at temperatures close to 
the bulk melting point of ice.  
 
The model can be readily applied to non-volatile solutes other than NaCl provided that 
Pitzer-type parameterizations are available for evaluating the activity coefficient of the solute in 
the brine. Mixtures of non-volatile solutes may be modeled in the same manner by including 
solute-solute interaction terms in the Pitzer parameterizations. Examples of such 
parameterizations can be found in the work by Clegg, Brimblecombe, and Wexler.
64,75,82,173,174
 
When more solutes are involved, the complexity of the problem quickly increases, but should not 
be completely intractable. For instance, when multiple non-volatile solutes are present, it may be 
possible to test the sensitivity of the overall activity coefficient to the inclusion of specific 
solutes, and thereby determine if the problem can be simplified by including only the solutes 




Modeling other volatile solutes presents a much greater challenge. Other than the feasibility of 
evaluating the activity coefficient as a function of temperature and solute concentration, some 
solutes may have significant solubility in ice. In addition, parameterization of Henry’s law 
constants will also need to be available. Therefore, in order to model species exchanged among 
the gas, brine, and ice phases, basic physical chemistry data on partitioning among the different 
phases need to be obtained.  
 
It should be noted that the modeling approach presented in Chapter 2 is only appropriate for 
solutes which can exist within an aqueous phase in equilibrium with ice. Some species present in 
snow, such as water-insoluble organics are not amenable to treatment using equilibrium 
thermodynamic modeling of the type discussed here. Furthermore, disordered interfacial layers, 
which are not a true thermodynamic phase, also need to be modeled very differently from brines. 
Nevertheless, despite its limitations, the brine model presented in Chapter 2 may still be a very 
useful improvement upon current methods of capturing air-ice chemical interactions in 
simulations.     
 
5.1.1. 49BCoupling brine layer model with MISTRA-SNOW 
Most snow chemistry models currently available represent air-ice chemical interactions by 
assuming a surface liquid film of constant volume fraction or thickness. The film is typically 
modeled as an ideal solution. However, as detailed in Chapter 2, brine is most likely not an ideal 
solution and its volume fraction or thickness is known to change depending on temperature and 
solute concentration. A more realistic representation of the brine layer could be a valuable 




A recent study by Thomas et al. presented a coupled snow and boundary layer atmospheric 
chemistry model called MISTRA-SNOW.
57,126
 MISTRA stands for UmiUcrophysical UstraUta model 
and was originally developed as a 1-D boundary layer model
175,176
 with an emphasis in cloud 
microphysics and later expanded to include gas, aerosol and cloud droplet chemistry.
177,178
 
Coupled to MISTRA is a SNOW module, which is a 1-D model that includes physical 
descriptions of heat and mass transfer within the snowpack and wind pumping of gases in the 
interstitial air. In terms of chemistry, the SNOW module accounts for gas phase chemistry in and 
above the snowpack as well as heterogeneous and multiphase chemistry involving atmospheric 
aerosols.
57
 Currently, the SNOW module treats air-snow chemical interactions by assuming that 
spherical grains of snow are covered in a liquid-like layer (LLL) of fixed thickness and 
possessing the properties of an aqueous solution. Specifically, an enhancement factor, , relates 
the concentration measured in melted snow to that in the LLL. Currently,  is a fitted parameter 
and thus is not determined from known physical basis. Although predictions by our brine layer 
model has not been fully confirmed experimentally, the model provides a more detailed and 
physically sound alternative to the current representation of LLL in MISTRA-SNOW. 
Incorporation of the brine characterization scheme from Chapter 2 into the snow module of 
MISTRA-SNOW may substantially improve the predictive capability of the overall model. Plans 
for collaboration with Prof. Roland von Glasow of the University of East Anglia are currently 






5.2. 34BExperimental investigations into air-ice chemical interactions 
5.2.1. 50BSummary of findings 
In the studies reported in Chapters 3 and 4, ellipsometry was used to study surface disorder 
induced by HNO3, HCHO, and CH3CHO. For HNO3, it was found that surface disorder was 
induced under conditions within the ice stability regime of the phase diagram, near the boundary 
with the nitric acid trihydrate phase.
17
 Brine layer formation was not predicted by our model 
under those conditions.
34
 CWFT-CIMS experiments under temperatures and HNO3 partial 
pressure conditions where DIL was found to be present showed a sustained uptake of HNO3 into 
the bulk. Under non-DIL conditions, CIMS uptake profile showed fast initial adsorption of 
HNO3 onto the surface followed by saturation. This difference in profile confirms that the 
presence of an induced DIL indeed alters the uptake of HNO3 by ice.  
 
Both HCHO and CH3CHO were shown to also have the ability to induce surface disorder on ice. 
While formaldehyde was found to cause significant ellipsometer signal changes under a range of 
conditions, acetaldehyde-induced disorder was only observed to occur below ~225 K. Variable 
temperature data with CH3CHO on ice confirms that a surface transition occurs in the vicinity of 
223 K, echoing the observations from previous research on CH3CHO adsorption on ice.
156
 In 
addition, opaque white domains were observed to form on some samples exposed to HCHO and 
CH3CHO. Although the opaque domains caused by HCHO and CH3CHO were visually similar, 
their ellipsometry signatures and conditions for formation differ greatly, suggesting that they may 
not be alike in chemical nature. Sufficiently high solute loading coupled with temperature 
cycling appear to favor the formation of opaque domains in HCHO-ice experiments. Opaque 




acetaldehyde partial pressure or temperature. For both HCHO-ice and CH3CHO-ice systems, it is 
clear from our ellipsometry results that different surface states exist under varying temperature 
and concentration conditions. This implies that in the polar environment, where regular 
temperature cycling occurs, these aldehydes have the potential to significantly alter expected 
air-ice exchange of trace gases and thereby alter the atmospheric composition of the polar 
boundary layer.   
 
Further characterization of surface disorder induced by HNO3, HCHO, and CH3CHO is essential 
to understanding the interaction between these chemical species and the surface of ice and snow. 
Some recommendations for further investigation into these systems are given in the following 
section. 
     
5.2.2. 51BFurther work on systems already studied 
5.2.2.1. 60BMicrophysical location of trace gas-ice interaction 
Even under conditions where surface disorder does not exist, the ice surface is still a fairly 
complex substrate for adsorption. Different types of adsorption sites are present in all 
environmental ice samples. Trace gas in the atmosphere or in snowpack interstitial air can adsorb 
onto ice crystal surface or grain boundary sites. The microphysical location of adsorption can 
affect the fate of adsorbates on ice and their availability for reaction
13
. Adsorption to different 
types of sites is likely associated with different energies as well as adsorption and desorption 
constants. For example, McNeill et al. (2007) observed two different modes of HCl adsorption 
on polycrystalline ice films.
16
 There was a relatively strong mode associated with irreversible 




evidence suggests that the stronger mode reflects adsorption on the crystal surface, whereas the 
weaker mode is likely linked to adsorption to grain boundaries.  
 
The same experimental techniques used in McNeill et al. (2007) can also be applied to the trace 
gas-ice systems already studied to gain insight into the microphysical location of interaction. 
Briefly, different types of ice samples with varying degrees of polycrystallinity can be used in 
CWFT-CIMS experiments under the same partial pressure and temperature conditions where DIL 
does not occur. Subsequent comparison among sets of experiments using different types of ice 
but with all other variables held constant can provide a clue to the location of adsorbates on ice. 
More specifically, several types of ice can be used for this purpose. The first type is zone-refined 
ice, which ranks lowest on the polycrystallinity scale. Large grains on ZR ice should amplify 
gas-ice interactions taking place on crystal faces. The second type is smooth ice films formed by 
evenly wetting the inside of a glass tube and inserting it into a cold flow tube. Smooth ice films 
made in this way have thickness on the order of microns, and as there are almost inevitably 
multiple nucleation sites, the films will be polycrystalline. The third type of ice is formed via 
condensation of water from the gas phase – a vapor-deposited film. This last class of ice films 
contains the greatest number of nucleation sites and thus the highest density of grain boundaries. 
A good understanding of the type of adsorption sites involved in air-ice chemical interactions 
will not only benefit the interpretation of field and laboratory data, but also contribute to improve 
representations of the phenomenon in models.  
5.2.2.2. 61BSecondary organic material from HCHO and CH3CHO 
In Chapter 4, experimental investigations into the interaction of ice with formaldehyde and 




the presence of water. HCHO reacts with water to form methylene glycol, which subsequently 
polymerizes to produce polyoxomethylene glycols.
179
 Acetaldehyde, on the other hand, has been 
known to polymerize uncatalyzed when kept at low temperatures or frozen.
180
 If these 
polymerization reactions occur in environmental ices, they could potentially impact air-ice 
partitioning of these aldehydes. In addition, oligomeric species and high molecular weight 
secondary organic material formed as a result may have different light-absorbing properties as 
their precursors, and may contribute to snow albedo reduction.
149
 Therefore, analyzing ice that 
has been exposed to HCHO or CH3CHO for high molecular weight secondary organic material 
will help elucidate the potential importance of polymerization processes in snow.  
 
An applicable analytical technique is Aerosol-CIMS. Ice samples exposed to HCHO and 
CH3CHO can be melted for analysis. The melted samples will go through an atomizer and 
subsequently heated in a volatilization flow tube before entering into the CIMS for detection. 
This method has been used successfully in the McNeill Group to analyze aqueous aerosol 
mimics containing formaldehyde and acetaldehyde,
163
 among many other organic compound 






5.2.3. 52BOther systems of interest  
There has been an increasing recognition of the importance of organic species in ice and snow 
during the last two decades.
149
 Light-absorbing organics in snow has the potential to significantly 
alter snow albedo and have been implicated in the snow-albedo feedback mechanism that 
amplifies the effect of climate change in the Arctic.
181–183
 Cycling of organics between the 
cryosphere and atmospheric aerosols further increase their impact on climate through the direct 
and indirect aerosol effects as well as the hydrological cycle.
149,184
 Two other small aldehydes are 
often found alongside HCHO and CH3CHO in field studies: glyoxal and methylglyoxal. In arctic 
snowpacks and frost flowers on young sea ice, they are typically present in concentrations lower 
than HCHO, but on the same order of magnitude.
185–187
 Sources of glyoxal and methylglyoxal in 
snow are not yet well-defined, but are likely in common with those of formaldehyde and 
acetaldehyde, as described in Chapter 4. Glyoxal and methylglyoxal have been found to undergo 
self- and cross-reactions in aqueous aerosol mimics to produce high molecular weight, 
light-absorbing secondary organic material.
188,189
 In this manner, glyoxal and methylglyoxal 
contribute to secondary organic aerosol mass in the atmosphere and significantly alter the optical 
properties of seed aerosols. To date, no laboratory studies have been reported in the literature on 
glyoxal-ice or methylglyoxal-ice interactions. Due to their prevalence and active roles in the 
atmosphere, snow, and aerosol phases, an understanding of how glyoxal and methylglyoxal 
interact with ice surfaces is essential. The same series of experimental techniques applied to 
HCHO and CH3CHO in Chapter 4, as well as those recommended in section 5.2.2, should be 
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