Abstract. Scheduling problems, e.g., a job-shop scheduling, are classical NP-hard problems. In the paper a two-level adaptation method is proposed to solve the scheduling problem in a dynamically changing and uncertain environment. It is applied to the heterarchical multi-agent architecture developed by Valckenaers et al. Their work is improved by applying machine learning techniques, such as: neurodynamic programming (reinforcement learning + neural networks) and simulated annealing. The paper focuses on manufacturing control, however, a lot of these ideas can be applied to other kinds of decision-making, as well.
Complexity of Scheduling
The general job-shop scheduling is a very complex problem. If we suppose, e.g., that every job consists of exactly m operations and each machine can do every operation, then the size of the search space is (n!) m . Thus, it is not possible to try every potential solution, not even in cases such as n = 20 and m = 10 because even in this case the size of the search space is much larger than the number of particles in the known Universe 1 . Except for some strongly restricted special cases 2 , the job-shop scheduling is an NP-hard optimization problem [14] . It means that no polynomial time algorithm exists that always gives us the exact optimal schedule, unless 3 P = NP. Moreover, there is no good polynomial time approximation of the optimal scheduling algorithm: Williamson et al. [22] gave the first nontrivial theoretical evidence that shop-scheduling problems are hard to solve even approximately. They showed that if f (the performance measure) is the maximum completion time (C max ), then if a (polynomial time) ε-approximator with ε < 5/4 exists for the job-shop problem then it implies that P = NP. Because of these properties, the job-shop scheduling has earned the reputation of being notoriously difficult to solve.
Multi-Agent Systems
Many different approaches such as integer programming [15] , Lagrangian relaxation [4] , branch and bound algorithms [13] [2] , simulated annealing [10] , genetic algorithms [3] [6], neural networks [9] , reinforcement learning [23] , etc. have been tried for solving the job-shop scheduling problem. Though, some of them, e.g., integer programming, have elegant mathematics they scale exponentially and are only able to solve highly simplified "toy" instances. Others, such as genetic algorithms, have some promising experimental results but it is not clear how to put these approaches into a distributed (multi-agent) system. As we stated before, our objective is to propose an adaptive extension to a previously designed heterarchical multi-agent architecture. Before we continue our investigation on job-shop scheduling, let us give a short review on multi-agent systems in general and in manufacturing. According to Baker [1] , an agent is basically a self-directed software object. It is an object with its own value system and a means to communicate with other objects like this. Unlike a lot of software, which must be specifically called upon to act, the agent software continuously acts on its own initiative. In a heterarchical architecture, agents communicate as peers, no fixed master/slave relationships exist, each type of agents is usually replicated many times, and global information is eliminated. Advantages of these heterarchical multi-agent systems include: self-configuration, scalability, fault tolerance, emergent behaviour, and massive parallelism [1] . Other authors claim that the advantages of heterarchical architectures also include reduced complexity, increased flexibility, and reduced cost [20] , [7] , [5] , [16] , [18] as well. This approach is useful for manufacturers who often need to change the configuration of their factories by adding or removing machines, workers, product lines, manufacturers who cannot predict the possible manufacturing scenarios according to which they will need to work in the future.
The PROSA Architecture
PROSA, developed by Van Brussel et al. [21] , is a holonic reference architecture for manufacturing systems. It is a starting point for the design and development of multi-agent manufacturing control. The structure of the architecture identifies three kinds of agents (holons), their responsibilities, and the way they interact. The basic architecture consists of three types of basic agents: order agents (internal logistics), product agents (process plans), and resource agents (resource handling). Resource agents correspond to physical parts (production resources in the manufacturing system, like: factories, shops, machines, furnaces, conveyors, pipelines, material storages, personnel, etc.), and contain an information processing part that controls the resource. Product agents include the process and product knowledge to ensure the correct production. They act as information servers to other agents. Order agents represent a task or job in the manufacturing system. They are responsible for performing the assigned work correctly and on time.
Ant Colonies
Many approaches in multi-agent systems were inspired by heterarchical biological systems such as wasp nests, bird flocks, fish schools, wolf packs, termite hills and ant colonies. Valckenaers et al. [19] presented a coordination and control technique, which was inspired by food-forging ants. They identified the key achievement of this biological example: limited exposure of the individuals, combined with the emergence of robust and optimized overall system behavior. In their work the environment was agentified and made it part of the solution. The PROSA reference architecture was applied to separate resource, logistic, and process concerns and new type of agents were introduced, called ants, which are mobile and they gather and distribute information in the manufacturing system. Their main assumption is that the agents are much faster than the ironware that they control, and that makes the system capable for forecasting. Agents are faster and, therefore, can emulate the system's behavior several times before the actual decision is made. Scheduling in this system is done based on local decisions. Each order agent sends ants moving downstream in a virtual manner. They gather information about the possible schedules from the resource agents and than they return to the order agent with the information. The order agent chooses a schedule and sends ants to book the needed resources. After that the order agent regularly sends ants to rebook the previously found best schedule, because if the booking is not refreshed, it evaporates (like the pheromone in the analogy of food-forging ants) after a while. From time to time, the order agent sends ants to survey the possible new (and better) schedules. If they find a better solution, the order agent books the resources that are needed for the new schedule and the old booking information simply evaporates.
Adaptive Approach
The multi-agent manufacturing system inspired by food-forging ants is very promising, but as to the scheduling problem it can be regarded as a framework only. From what we stated above on the complexity of scheduling, it is clear that even if the mobile agents are much faster than the ironware, they cannot survey every possible schedule. They should select schedules from an initial set for investigation. They should adapt to the current state of the system and make guesses about the presumably good schedules. If the system changes, they should explore the new situation. If the system stabilizes, they should exploit the information they have gathered. In the paper we propose a two-level adaptation mechanism with these properties. Our below approach applies neurodynamic programming (reinforcement learning + neural networks) and simulated annealing.
Neurodynamic Programming
Two main paradigms of machine learning are known: learning with a teacher, which is called supervised learning, and learning without a teacher. The paradigm of learning without a teacher is subdivided into self-organised (unsupervised) learning and reinforcement learning. Supervised learning is a "cognitive" learning method performed with the support of a teacher: this requires the availability of an adequate set of input-output examples. In the contrary, reinforcement learning is a "behavioral" learning method, which is performed through interaction between the learning system and its environment. The fact that this interaction proceeds without a teacher makes reinforcement learning particularly attractive for dynamic situations. We refer to the modern approach of reinforcement learning as neurodynamic programming, because dynamic programming provides its theoretical foundation and neural networks provide its learning capability. The operation of a reinforcement learning system is characterized as follows [8] :
1. The environment evolves by probabilistically occupying a finite set of discrete states.
2. For each state there is a finite set of possible actions that may be taken. 3. Every time the learning system takes an action, a certain reward is incurred. 4. Sates are observed, actions are taken, and rewards are incurred at discrete time steps.
The agents' goal is to maximize their cumulative profit (reward). This does not mean maximizing immediate gains, but the profit in the long run. In our scheduling system the rewards are computed from the performance measures of the achieved schedules.
Markov Property
An important concept in reinforcement learning is the Markov property. The environment satisfies the Markov property if its state signal compactly summarizes the past without degrading the ability to predict the future. Formally, if we denote the state at time t by s t , the action taken by a t and the reward received by r t , we can compute how the environment might response at time t+1 to the action taken at time t. If the system has Markov property, the response of the environment at t+1 depends only on the state and action representations at t. 
for all s, r, s t , a t and for all histories s t , a t , r t , …., r 1 , s 0 , a 0 . In this case the environment and the task as a whole are also said to have the Markov property [17] . A reinforcement learning task that satisfies the Markov property is called a Markov Decision Process (MDP). In our work we presuppose that our system states satisfy the Markov property. We may safely assume so, because the only thing that matters if we want to develop an incremental scheduling algorithm, is the current schedule of the resources. It is not relevant how this schedule has evolved.
Temporal Difference Learning
Reinforcement learning methods are based on a policy π for selecting actions in the problem space. The policy defines the actions to be performed in each state. Formally, a policy is π: S x A → [0,1] a mapping (partial function) from state and actions to the probability π(s, a) of taking action a in state s. A value of a state s under a policy π is the expected return when starting in s and following π, thereafter,
where γ is a parameter, 0 ≤ γ ≤ 1, called discount rate. (If γ = 0, the agent is "myopic", and as γ approaches 1, the agent becomes more farsighted.) As in most reinforcement learning work, we attempt to learn the value function of the optimal policy π * , denoted by V * rather than directly learning π * :
To learn the value function we can apply the method of temporal difference learning known as TD(λ), developed by Sutton [17] . A value function V π (s) is represented by a function approximator f(s, w), where w is a vector that holds the parameters of the approximation e.g., weights if we use neural networks. If the policy π were fixed, TD(λ) could be applied to learn the value function V π as follows. At step t+1, we can compute the temporal difference error at step t as: where λ is a smoothing parameter that combines the previous gradients with the current gradient e t , and α is the learning rate. This way, TD(λ) could learn the value function of a fixed policy. But we want to learn the value function of the optimal policy. Fortunately, we can do this by the method of value iteration. During the learning we continually choose an action that maximizes the predicted value of the resulting state (with one step look ahead). After applying this action, we get a reward, and update our value function estimation. This means that the policy continuously changes during the learning process. TD(λ) still converges under these conditions [17] .
Adaptive Scheduling
Now, we can return to the problem of scheduling and present our approach. As we stated before, we propose a two-level adaptation improvement to the framework designed by Valckenaers et al. [19] . Intuitively, the function of the first level is to route the mobile agents (ants) so they should not have to investigate every possible schedule. Some presumably good schedules are selected on the basis of information gathered previously. The second level of adaptation controls how greedy the system is, more precisely, the ratio of exploitation and exploration.
Markov Decision Process
First, we investigate the first level of adaptation. Recall that the order agents are responsible for the processing of the jobs and the resource agents control the ironware. When an order agent sends mobile agents (ants) to gather information from the resource agents about the feasible schedules, they cannot investigate every possible schedule (see the part about the complexity of scheduling) and, therefore, when they reach a decision point, they have to choose only some possibilities but they should not choose all of them except in case of problems of very small size. We suggest that they use the information gathered by the resource agents. The resource agents can learn the possible good schedules of the actual state of the system and only send ants in directions which are presumably good. Every resource agent can learn how to direct ants passing it. To learn the promising scheduling traces we use temporal difference learning. State s that we use for deciding which action is to be taken is the remaining operation sequence of the job that the ant investigates with the earliest start time. Consequently, the state space is O * x R. A possible action a is the sending of the ant to a resource agent whose machine can process the next operation of the job (the first operation of the remaining operation sequence). Note that it is possible to send an ant to the sender resource agent. π(s, a) is the probability of taking action a in the state s if we use policy π. The randomization of ant routing is not only needed for exploration but it also helps us to avoid pathologic behavior.
A difference form the "classical" Markov Decision Processes is that a resource agent is not restricted to send the ants in one direction only. We threat every π(s, a) as independent probabilities and it is possible to take two or more actions in a state. This is called branching. Thus, we can explore several schedules. Naturally, we have to be very careful about the branching factor we use, otherwise, the system could turn intractable. This way, the ants move from agent to agent and sometimes they branch. When an ant virtually investigated a schedule (its remaining operation sequence is empty), it computes the performance measure of the achieved schedule and then it starts traveling back to the resource agents and the order agent that started it to support feedback. The feedback information is communicated during the back traveling process. The rewards for the TD(λ) reinforcement learning mechanism are computed form the achieved performance measures. If an ant arrives back at a resource agent where there was previously a branching, then it waits until all of the other ants arrive back, and than only the ant with the best schedule travels back to the previous resource agent, the others terminate (let us call this unbranching). Every time an ant arrives back at a resource agent, it gives a reward according to the schedule that was investigated. The resource agent uses this information to learn the optimal scheduling routes of the current system. Similarly to the authors of [19] we, too, assume that the agents work much faster than the ironware they control, so they can repeat this process several times before the system changes. Thus, from the viewpoint of the agents the system changes very slowly.
Simulated Annealing
At this point two questions arise, namely, how we should set the branching factor of ants and what happens if the system changes? These questions are answered on the second level of adaptation. A simulated annealing mechanism [12] controls the "temperature" of the system, which is the expected branching number of ants at a resource agent. To keep things as simple as possible, let us suppose that this branching factor is equal regarding all of the resource agents. Consequently, we can define the "temperature" by T = E{π(s, a)} for a state s. Note that the expected number of branches is not necessarily an integer. If the system changes, then we raise the temperate (the expected number of branches) to force the system to explore the new situation. If the system stabilizes, we slowly cool the system down by lowering the temperature to achieve that the agents exploit the information they have gathered. We can change the temperature by simply rescaling the probabilities.
Although it is a difficult question in itself and investigating that was not the main goal of our research, some ideas are provided on how the system has been changed. If an order agent books a new schedule, the situation changes, but in that case the order agent can inform the system (the other order agents) about it. Machine(s) may break down or a new machine(s) may become available, but in these cases the resource agents, which control the changed machines, should inform the system about the change(s). Because our learning algorithm can work in relatively slowly changing non-stationary environments, not recognizing system changes does not disastrously effect the whole system. But if we can recognize a change, we can force the system to make more exploration. Fig. 1 . This figure shows a possible way of ants in the system. They all start from an order agent and they visit resource agents only which are colored gray. At an agent they continue their way in a direction with probability π (s, a) . Resource agent r a does a normal routing but at r b there is a branching
Experimental Results
In order to verify the above algorithm, experiments were initiated and carried out. Although the evaluation and analysis of this method is far from being over, some preliminary results are presented here. In the test program, the aim of scheduling was to minimize the maximum completion time (C max ). We have extended the job-shop scheduling problem by considering also the distances between machines (note that the distance between two machines can be infinite as well). We did not use any function approximator in our program, because the state space (of reinforcement learning) was relatively small, however, for large problems one cannot avoid using an approximator (e.g., neural networks are candidates for such an approximator). The methodology of testing was as follows: first, we made an advance schedule by scheduling random orders with simple dispatching rules. We did it to generate a non-empty schedule. Then we generated order agents to given jobs and tested how quickly they can find a good (or the optimal) schedule with different parameter values. We also compared our results with other scheduling algorithms (such as branch and bound). We have tested the exploration / exploitation features of our algorithm, as well. Since our solution is a randomized algorithm, we have generated our results, which we
: order agent resource agents r b r a present here, by averaging several (usually a hundred) runtime outcomes. We also give the (standard) deviation of our samples. Table 1 . This table shows a comparison between different scheduling algorithms. It shows how many steps they required (step = virtually putting an operation to a machine) and the performance that they achieved. The BF is the "Brute Force" algorithm (it tries every possible variation). It is only shown because from that column, one can see the size of search space and the optimal performance. The BB column shows the data for the "Branch and Bound" algorithm. It always finds the optimal schedule. The ND(X) columns show the data for our "Neurodynamic" algorithm with branching factor X. The number of iterations is also shown. We have generated the data for our algorithm by averaging several runtime results (for each type of branching factor) While there are many ways to compute decision probabilities from the previously learnt return estimations, in our test program we used a particular one, called Boltzmann distribution. We modified the original formula to let the system have higher (than one) expected branching numbers. Here, we briefly present, how we computed the probabilities of sending ants from the learnt value estimations: suppose that a resource agent r has estimation for the expected return value if it sends an ant with the remaining operation sequence γ to the resource agent a at time t. Let us denote that by V a (γ, t). Let us denote the branching factor by β. If our aim is to maximize the achieved return values, we can compute the probabilities of sending ants from these data in the following way (note that this formula is slightly more complicated when we consider distances as well):
BF
where τ is the so-called Boltzmann temperature. High temperatures cause the actions to be all (nearly) equiprobable. Low temperature causes a greater difference in selection probability for actions that differ in their value estimation. As we can see, high Boltzmann temperature also causes the system to make more explorations. The formula that we should use if we want to minimize the achieved return values, like in the case of minimizing C max , can be easily computed from (1 In the paper a two-level adaptation mechanism was presented to improve the performance of a previously developed multi-agent based manufacturing control system. The system can learn the routing of mobile agents, called ants, which gather information about the possible schedules of a particular job. In the proposed system the resource agents route the ants. Temporal difference learning is used for learning the directions (probabilities) of the possible good schedules. The branching factor of ants is controlled by simulated annealing. The main advantages of the algorithm are as follows:
1. Parallel: the computation of schedule is massively parallel: all of the order and resource agents work independently. 2. Robust: the system can handle changes: for example, the constant learning rate makes the system "forget" old information. Using neural networks as function approximator also makes the system more stable, because one of the well-known properties of neural networks is that they have great fault tolerance. 3. Iterative: the algorithm can support us (sub-optimal) solutions in settable time slices.
It permanently tries to improve the previously found best schedule. 4. Flexible: one can change the working of the algorithm by changing the branching temperature or the Boltzmann temperature or even the learning rate. 5. Fast convergence: the solution statistically finds the optimal schedule much faster than the "classical" branch and bound algorithm.
Some experimental results, too, were presented in the paper. Future research direction could be to improving the system by localizing the temperate of the system in a way that every agent should be to control its own temperature. We also plan to schedule transportation and storage resources. The presented method will be tuned with different function approximators, as well. The approach to the reinforcement-learning problem is slightly different from the classical one, because in the system an agent can take more than one action at once (it can send ants to more than one direction).It is supposed that this feature does not affect the learning abilities of temporal difference learning, however, this may need further investigations.
