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I n the last issue, 1 we presented three articles that were nice examples of analytics at the macro level, an area that has benefi ted dramatically from the volume and velocity of Big Data to leverage ever-growing datasets for realtime analysis. Micro-level predictive analytics, on the other hand, involves
G u e s t e d i t o r s ' i n t r o d u c t i o n
making inferences about future or unknown outcomes pertaining to individual fi rms, people, or instances. Emphasis on individual or small groups of people, organizations, and other types of granular entities has become the focus of an area referred to as behavior informatics. 2 Table 1 gives examples of micro-versus macro-level prediction tasks in various application areas, including marketing, security, sales, fraud, politics, security, and health. While the obvious difference is the level of granularity for specifi c "instances" in the data matrices, the shift in granularity also introduces some nuances with respect to the variety of predictors that can be utilized. For example, micro-level prediction contains greater intra-entity information, including perceptual constructs, individual behavior, and spatial-temporal indicators. When considering an individual's susceptibility to a particular cybersecurity threat, for instance, recent work suggests that users' security awareness and perceived vulnerability to the threat are powerful predictors. 3, 4 Similarly, when contrasting macro-level health Predictive Analytics: Predictive Modeling at the Micro Level outcome prediction with the micro level, the latter's veracity issues, such as an individual's health-related selfreporting and disclosure biases and inaccuracies, present unique challenges. 5, 6 Likewise, when examining fraud at a specific firm-year level, anomalous reporting relative to industry peers provides powerful insights that aren't as effective for macro-level fraud detection. 7 Other examples include unemployment rate prediction 8 and crime detection. 9 In summary, micro-level prediction tasks embody sufficient differences relative to macro-level tasks. Accordingly, in this special issue on the topic of predictive analytics, we feature four articles that apply analytics at the micro level to individual customers, users, and firms.
Micro versus Macro
In This Issue
In the first article, entitled "Predicting Location-Based Sequential Purchasing Events by Using Spatial, Temporal, and Social Patterns," Yun Wang and Sudha Ram examine a microlevel predictive analytics task looks at individuals' sequential purchase patterns based on spatial, temporal, and social relationship features. Although several studies have exploited these features in isolation, the novelty of Wang and Ram's work lies in their combination and the application of sophisticated smoothing methods to regulate probability distributions related to space and time. Experiments based on 3 million transactions initiated by 13,000 customers from nearly 300 locations reveal that the proposed model outperforms other baseline methods in both spatial sequence and temporal preference prediction. The important takeaway from this work is that social relationship features are useful and complementary to the temporal preferences and spatial contexts for sequential pattern prediction. Given the omnipresent nature of spatial-temporal data-and its centrality to various forms of behavior prediction-the results have important implications that extend well beyond the important purchasing task examined in this study to include a plethora of behavior prediction tasks in domains as broad and diverse as health and security.
The second article, entitled "A Twitter Hashtag Recommendation Model that Accommodates for Temporal Clustering Effects" by HsinMin Lu and Chien-Hua Lee, looks at how to identify relevant hashtags to facilitate users' access to interesting tweets and thereby enhance social media-based event tracking. The key nuance of the authors' work is the development of a combined topic-overtime mixed membership model that can exploit the joint usage of tweets and hashtags along with the temporal clustering effect of tweets to predict hashtags (that is, topics) in which users might be interested. Experiments based on 1 million tweets reveal that the proposed TOT-MMM method outperforms other baselines such as a purely tweet similarity-based method and the classical latent Dirichlet allocation topic modeling method. The important takeaway from this work is that latent semantics (topics) embedded in tweets and hashtags can be mined to predict users' potential interests.
The third article is entitled "Does Summarization Help Stock Prediction? A News Impact Analysis," by Xiaodong Li and his colleagues. While previous studies have explored a variety of features for stock return prediction, the main novelty of this work is how it leverages a text summarization method to extract the most informative lexical features from financial news article for stock return prediction. More specifically, the proposed summarization model (self-present sentence relevance; SPSR) can iteratively exploit the semantic links among sentences to identify the most informative lexical units from news articles. Experiments based on six years of stock data from the Hong Kong stock market and financial news articles from the corresponding period reveal that lexical features extracted from summarized news articles rather than full-length news articles can more accurately predict stock returns at individual stock, business sector, and whole stock market levels. Whereas a fair amount of work has examined stock price movements for a portfolio of firms, individual firm-level prediction is generally considered more challenging due to the volatility of individual firm's financial performance. 10 This further underscores the impressiveness of the results attained by Li and his coauthors. The final article in this special issue is our own: "Predicting Behavior" (handled in a separate peer review process). Traditional behavior modeling approaches have their shortcomings: a heavy reliance on objective, observed data, and a failure to consider the granular, microlevel decisions and actions that collectively drive macro-level behavior. To address these shortcomings, our framework advocates the integration of objective and perceptual information and decomposes behavior into a series of closely interrelated stages to facilitate enhanced behavior prediction performance. Our framework's strength lies in its simplicity and generalizability: each instantiation of the framework leverages different specific categories of predictors and varying classifiers. We also discuss how the framework could be applied to essentially any application area and present examples pertaining to cybersecurity and health behavior prediction tasks. W e believe the four articles highlighted here are good exemplars of predictive analytics, encompassing novel insights, key nuances such as the importance of leveraging an appropriate variety of predictors, rigorous analytical methods, large-scale experimentation, and interesting findings. All four provide important takeaways for researchers and practitioners working in these respective areas.
