Spatially averaged intensity profiles of the chromospheric Na I D and Ca II infrared lines exhibit a pronounced red asymmetry in their cores with bisectors in the shape of an inverse C. This shape stands in stark contrast to the regular C-shape of photospheric spectral line bisectors, which on average exhibit a blue shift as a result of the asymmetry in surface area subtended by convective upflows over downflows. The nature of the inverse chromospheric C-shape is investigated by comparing spatially averaged profiles of the Na I D and Ca II infrared lines with mean profiles computed through three-dimensional snapshots of a hydrodynamic convection simulation and a one-dimensional simulation of chromospheric radiation hydrodynamics. In part the red asymmetry is the result of the asymmetry in time the atmosphere spends in downward motion compared to upward motion when it is traversed by acoustic shocks. Profiles from convection simulations without shocks suggest that convective motions play a limited role in shaping the chromospheric line asymmetry. Further simulations that include effects of both convection and shockwave formation are needed to reach a definitive conclusion on the origin of the inverse C-shaped bisectors.
Introduction
With a density that is typically four orders of magnitude lower than that of the underlying photosphere, the solar chromosphere is mostly transparent at optical wavelengths, except for the centers of a handful of strong spectral lines. It becomes optically thick at continuum wavelengths only in the much less accessible regions of microwave and ultraviolet radiation long-ward and short-ward of the optical window. Few viable diagnostics, therefore, are available for routine chromospheric temperature, velocity and magnetic field measurements. Interpretation of these diagnostics is problematic because the low density environment favours radiative transitions over collisional ones, affecting both line excitation and ionization equilibria. As a result, chromospheric lines generally require non-LTE radiative transfer solutions to determine the population of their upper and lower levels, their formation heights, and their possible contributions to the radiative gains and losses in the chromospheric energy balance. Furthermore, typical time scales for ionization and recombination (Carlsson & Stein 2002 ) and chemical evolution (Asensio Ramos et al. 2003) in the chromosphere are longer than dynamical time scales, so that ionization balances and chemical concentrations can be expected to be out of statistical equilibrium. Finally, whereas the kinetic energy contained in gas motions dominates over magnetic energy in the photosphere, except perhaps in sunspots, the chromosphere encompasses the transition to a low plasma β (8πP gas /B 2 < 1) regime, where plasma motions are dominated by the magnetic field. These theoretical complications combine with the observational difficulties mentioned above to explain why so much detail of chromospheric structure and dynamics is still in dispute.
The chromosphere was originally characterized as the layer of the solar atmosphere that gives rise to the crimson off-limb emission in the combined wavelengths of H-α and -β observed at solar eclipses, but is now often referred to as the layer in which the initial (monotonic, and by assumption ubiquitous) temperature rise from the cool photosphere to the hot corona occurs in one-dimensional hydrostatic semi-empirical models of the solar atmosphere (Gingerich et al. 1971; Vernazza et al. 1973 Vernazza et al. , 1976 Vernazza et al. , 1981 Maltby et al. 1986; Fontenla et al. 1990 Fontenla et al. , 1991 Fontenla et al. , 1993 . This association with a specific shape of the temperature structure, rather than a temperature regime, has given rise to controversy since the notion of an ubiquitous temperature rise starting at about 500 km above the visible surface, as predicted by the "standard" models, seems untenable considering the failure of these models to explain the formation of the dark cores of vibration-rotation of the CO molecule observed towards the solar limb (Ayres & Testerman 1981; Ayres 1981; Ayres et al. 1986; Ayres & Wiedemann 1989; Uitenbroek 2000; Asensio Ramos et al. 2003; Wedemeyer et al. 2004) . Further doubt was cast on the uniqueness of the hydrostatic models as valid inversions of the spatially and temporally averaged solar spectrum by the results of radiation-hydrodynamic simulations describing the behavior of acoustic waves traveling through solar atmosphere. These simulations clearly indicate that it is possible to have chromospheric emission from an atmosphere which, on average, has no chromospheric temperature rise at all (Carlsson & Stein 1995) .
In contrast to the semi-empirical hydrostatic models, which essentially constitute multiparameter fits to the observed spatially and temporally averaged spectrum, dynamic ab-initio simulations start out by specifying all the relevant physical processes, and further only specify the appropriate upper and lower boundary conditions to let the equations determine the structure and dynamics of the simulated atmosphere. Excellent examples are hydrodynamic simulations of the solar convection (Nordlund 1982; Stein & Nordlund 1989; Stein & Nordlund 1998) and the radiation-hydrodynamic simulations of the chromosphere (Rammacher & Ulmschneider 1992; Carlsson & Stein 1995 Skartlien et al. 2000; Carlsson & Stein 2002; Wedemeyer et al. 2004) . Since these simulations are usually intended to simulate the general behavior of the solar atmosphere, rather than specific events in it, the validity of such simulations has to be judged by comparing statistical properties of the emergent spectrum, of which the average spectrum is one of the most important ones, as it is for semi-empirical modeling. Because the atmospheric structure and dynamics in simulations directly depend on the details of the included physics these are very helpful in the investigation of what the relevant processes are that shape the solar atmosphere.
A clear indication of the realism in current state-of the-art hydrodynamic simulations of solar convection is the close agreement between simulated and observed bisectors of photospheric Fe I lines in the average spectrum (Asplund et al. 2000b) . Calculated bisectors match the well-known C-shapes of the observed spatially averaged profiles very accurately when a sufficiently fine numerical mesh is employed (Asplund et al. 2000a ). The characteristic shapes of these bisectors are the result of differences in line strength, continuum level, and area coverage between up-and downflows in the convective motions. Typically, such numerical simulations with spatial resolutions of 20-30 km are able to reproduce both the residual intensity and the FWHM of weak Fe I lines to better than 1%, without any free parameters.
One of the most convincing results of chromospheric hydrodynamics calculations is the reproduction of the so-called K 2V phenomenon and the concomitant demonstration that it is the result of shock wave dynamics Carlsson & Stein (1995) . This phenomenon represents a very characteristic pattern in the evolution of the line profiles of the H and K resonance lines of singly ionized calcium in non-magnetic supergranulation cell interiors (Rutten & Uitenbroek 1991) . It consists of a gradual shift of the K 3 central absorption towards the red, followed by a short brightening of the violet K 2 emission reversal and a sudden shift towards the blue of K 3 . This pattern may repeat itself for several cycles with a typical period of three minutes. In Ca II H and K line-core filtergrams the sudden brightenings of the K 2V emission reversal appear as isolated bright points with a typical scale of several arcsecond. The hydrodynamic simulations faithfully reproduce the K 2V phenomenon both qualitatively, and quantitatively (Carlsson & Stein 2002) , and demonstrate that it is the result of pass-ing acoustic shock waves, with the gradual redshift caused by (almost ballistically) falling material behind the shock, the sudden brightening the result of a combination of the linecore opacity being shifted to the blue and the heating directly behind the shock, and the blueshift of K 3 the direct result of the shock front passage. The K 2V phenomenon results in an asymmetric spatially averaged profile of the H and K lines in the quiet Sun, with a K 2V reversal that is slightly enhanced over K 2R , indicating that the waves that give rise to it are an integral part of chromospheric dynamics.
Further proof of this was provided by von Uexkuell & Kneer (1995) who found that, although the K 2V bright points appear to be part of a horizontally extended wave field, the high amplitude oscillations (with intensity 1.5 times the average) that give rise to distinguished bright point features occur only 5-10% of the time in supergranulation cell interiors. Because of the small surface area to which the highest amplitude variations seem to be confined the bright point occurrences appear in only about 20% of the internetwork when integrated over one hour, giving the impression that the wave phenomenon is rare, despite the fact that the general pattern of which the bright points are part is much more common. The notion that these phenomena are part of a larger pattern agrees with the observations of who find that about 50% of the internetwork is covered with threeminute type oscillations as judged from intensity variations of lines and continua in the UV observed with the SUMER instrument on board the SoHO satellite, and the observations of the C II lines at 103.7 nm reported by Wikstøl et al. (2000) , who find that much of the internetwork region is taking part in these oscillations in both Doppler shift and intensity. Krijger et al. (2001) discuss Fourier modulation maps of observations in the TRACE 155, 160, 170 nm passbands, which show extensive area coverage by the 3-min type oscillations in quiet-Sun areas. These bands respond to temperature variations in the upper photosphere and temperature minimum region (300 -500 km Fossum & Carlsson 2004) .
In this paper we explore the possibility to further constrain chromospheric dynamics by comparing the bisectors of spatially averaged line profiles of the Na I D and Ca II infrared lines with those obtained from dynamic simulations. In this we build on the very successful comparison of observed and computed bisectors of photospheric absorption lines started by Dravins (1987a,b) ; Dravins & Nordlund (1990) and continued by Asplund et al. (2000b,a) . The pertinent observations are described in Section 2, the model calculations in Section 3, and conclusions are discussed in Section 4.
Observations of chromospheric redshift
The spatially averaged profiles of some chromospheric spectral lines exhibit a pronounced asymmetry towards the red in their cores, especially at disk center. As examples the atlas profiles of the Na I D 1 and Ca II 854.2 nm lines at disk center and towards the limb (at µ = 0.2) are shown in Figures 1 and 2 . The profiles are taken from the Kitt Peak Preliminary Atlas, which tabulates high-quality disk center and µ = 0.2 spectra of relative intensity from 295 to 1080 nm taken with the NSO Fourier Transform Spectrometer by Brault (Brault 1978 (Brault , 1993 . The atlas is provided by Kurucz 2 , and is hereafter called the KPNO atlas. These observed profiles are compared with Non-LTE profiles of these lines calculated through the one-dimensional solar atmosphere model FALC (model C of Fontenla et al. 1990) , which is designed to reproduce the average quiet-Sun spectrum. Because this model is in hydrostatic equilibrium, the calculated profiles are exactly symmetric, highlighting by comparison the asymmetry on the red side of the cores of the observed profiles. Since the atlas spectrum is given in relative intensity, it was scaled arbitrarily in intensity to fit the continuum level outside the calculated profiles in all four cases.
The red asymmetry of the chromospheric line cores is particularly evident in the shape of the line bisectors drawn with thick curves in Figures 1 and 2 with their difference in wavelength with the synthetic bisectors, the dashed lines which define line centre, amplified by a factor of 20. While the total offset of the observed line bisectors (solid curves) with respect to the computed ones (dashed curves) indicates there may be a discrepancy between the wavelength calibration of the lines in the KPNO atlas and the rest wavelengths calculated from the energy levels in our atomic models, the curved shape of the bisectors most likely represents an intrinsic property of the solar chromosphere. This is certainly the case for the calcium infrared line. In the case of the Na I D 1 line the situation is less clear, but the presence of structure in the disk-center bisector of that line also points in the direction of a true solar origin. The relative shift of the profile of this line close to the limb is more suspicious, since we may expect a zero Doppler shift at the true limb. Photospheric lines show a small redshift at the limb, the so-called limb effect, which is the result of the inversion of the granular temperature contrast in the layer just above the photosphere and the preference of observing receding horizontal motion against the higher temperature over intergranular lanes in this layer (Balthasar 1985) . For the rest, the line-of-sight projection of vertical velocities, which decreases with the cosine µ of the viewing angle, should vanish, and line shifts due to horizontal flows should mostly average out. The magnitude of 1.24 pm of the Na I D 1 µ = 0.2 bisector, corresponding to a redshift 638 m s −1 (comparable to the gravitational redshift of . −1 ), therefore strongly suggests the presence of an offset between the calculated hydrostatic profile and the atlas introduced by an error in the wavelength calibration of the atlas or in the theoretical rest wavelength (converted to wavelength in air) of the lines, or a combination of both.
For each of the two lines separately we can estimate a potential artificial wavelength offset in the following way. If we assume the wavelength mismatch is the same for both µ values, and if we assume that the solar redshift scales linearly with µ, then we can estimate the artificial offset by fitting a straight line through the two maximum values of the bisectors for µ = 1.0 and µ = 0.2 and calculate what the intercept is for µ = 0. In this way we find that the Na I D 1 line in the atlas is shifted by 586 m s −1 towards the red when compared to the calculated FALC profile, and that the Ca II 854.2 line is shifted by 337 m s −1 towards the red. In further comparisons with calculated profiles we will shift the atlas profiles by these amounts to provide a better estimate of the absolute redshift of the two lines. The maximum redshift in the 854.2 bisector, corrected by the estimated artificial offset is 4.58 pm, which amounts to a downward velocity of 1.6 km s −1 .
The third curve in Figure 2 represents the spatially averaged profile of the λ854.2 line evaluated from a 150 ×270 section of quiet Sun in a spectroheliogram obtained with the Kitt Peak Vacuum Tower (KPVT) on 2001, Apr 18 at a viewing angle corresponding to µ = 0.93. The data was corrected for dark current, flat fielded and corrected for a 9% scattered light contribution. A line-core intensity map of the observed area is shown in Figure 3 , with the rectangle on the left marking the area over which the line profile was averaged to obtain the curve plotted in Figure 2 . Like the atlas profiles, the spatially averaged observed profile was scaled to the absolute intensity of the calculated Ca II profile. It closely matches the atlas profile and exhibits the same red asymmetry, confirming that the atlas profile is indeed representative of the average quiet Sun. Since the dispersion relation in these observations was derived from the KPNO atlas we have to shift the average profile to the blue by the same amount as the atlas, namely 337 m s −1 , or 0.96 pm.
To confirm that the inverse C-shape of the 854.2 nm bisector is not a peculiarity of this line we plot the bisectors of the other IR triplet lines at 849.8 and 866.2 nm in Figure 4 . Since the 866.2 nm line is severely blended in the blue part of its core we can only show the bottom part of its bisector. The 849.8 line is the weakest of the with a gf value that is 9 times smaller than that of the 854.2 line. Clearly all three IR lines show the same pattern. The stronger H and K resonance lines of singly ionized calcium are so much broader than the IR lines that line asymmetries are more difficult to detect, and their average profiles are much more affected by contributions of the magnetic network where the K 2 emission is much enhanced. The average network cell interior profile is asymmetric with a stronger K 2V The rectangle on the left indicates the area from which the spatially averaged spectrum in Figure 2 was obtained. For clarity the map shows 1 − I core / < I cont >, rather than relative intensity I core / < I cont >, where < I cont > is the continuum intensity averaged over the whole scan. The brightness scale is inverted, so that the brightest regions appear dark in the figure. North is to the right. emission reversal than its counterpart on the red side. This is the result of the wave pattern that gives rise to the K 2V phenomenon (Rutten & Uitenbroek 1991) .
Of chromospheric lines in the visible other than those of sodium and calcium, solely the hydrogen Balmer α line bisector shows a hint of the pattern, with an amplitude of only 0.5 pm, corresponding to a downward motion of 228 m s −1 . The Mg I b lines do not show the inverse C-shape in their atlas profiles, nor do the Hβ and higher Balmer lines. In the near IR the He I 1083.0 nm line shows mostly outflow in coronal holes, only spatially compact regions with downflows of approximately 2 km s −1 , and and no predominant flow velocity in the average quiet Sun. (Dupree et al. 1996) . This line tends to form higher than the Ca II lines when the atmosphere is irradiated by EUV and soft X-Ray radiation from the transition region and corona. 
Model calculations

Non-LTE numerical code and model atoms
Because both the Na I D 1 and Ca II 854.2 line emanate from the relatively low density of the chromosphere, their formation has to be treated under the general assumption of Non-LTE, which requires the sodium and calcium population numbers to be solved consistently with the radiation field. The equations of transfer and statistical equilibrium for both lines were solved numerically with the code described by Uitenbroek (2001) . This code extends the Multi-Level Accelerated Lambda Iteration (MALI) scheme of Rybicki & Hummer (1991 to include the effects of Partial Frequency Redistribution (commonly abbreviated to PRD), which is needed in the case of the solar Ca II H and K lines, but not for the Na I lines, except very close to the solar limb (Uitenbroek & Bruls 1992) . The equations of Non-LTE radiative transfer can be solved with this code in one-, two-, and three-dimensional Cartesian geometry. In multi-dimensional geometry the short characteristics method is used for the formal solution of the transfer equation, as described by Auer et al. (1994) for periodic boundary conditions. In one-dimensional geometry the Feautrier method is used as it was formulated by Nordlund (1982) and Rybicki & Hummer (1991) for the static case (i.e., in case of the profiles from hydrostatic models shown in Figures 1 and 2) , and the short characteristics method was used for the dynamic calculation (Section 3.3).
For Ca II modeling in one-dimensional geometry a standard five-level plus continuum model (Uitenbroek 1989 ) was used, including PRD in the H and K resonance lines. The already relatively simple Ca II atomic model was further reduced to a two-line, three-level plus continuum model containing only the K and 854.2 nm lines and their upper and lower levels for solutions in three-dimensional geometry. The profiles of the Na I D lines were calculated with a 12-level, 27-line atomic model (Bruls & Rutten 1992 ) in one-dimensional geometry. In three-dimensional geometry a smaller Na I atom was employed to remedy the large demand on computer memory placed by such a calculation. For these cases the atom was reduced to a 4-level, 2-line model which included only the D lines and their upper and lower levels ( 2 P and 2 S), and the Na II ground state. Taking out all the Na I levels above the 2 P state results in a severe underestimate in the population number of the sodium 2 S ground state, because it eliminates the level's main repopulation route that has to balance radiative ionization by the super-thermal radiation field in the 2 P bound-free continuum (Bruls & Rutten 1992). To compensate for this underpopulation the abundance of sodium was raised in the three-dimensional calculations by 0.4 dex from its nominal value of 6.33 (Grevesse & Anders 1991) . This value was determined by matching the Na I D profiles calculated with the small atom in the one-dimensional quiet-Sun model FALC to the atlas spectrum.
In all cases all bound-free continua in the "active" Ca II and Na I models (i.e., the models that were treated under general Non-LTE conditions) were treated in detail, while bound-free transitions in "background" atoms were assumed to be in LTE. PRD in the Ca II H and K lines was treated in the angle-averaged approximation, which is valid even in the strong velocity gradients of chromospheric shock dynamics (Uitenbroek 2002) .
Line formation in three-dimensional geometry
In order to investigate a possible connection between convective motions and the observed redshift in the chromospheric line cores of Na I and CaII the profiles of the Ca II 854.2 and Na I D 1 lines were computed through a snapshot from a simulation of solar convection by Asplund et al. (2000b) . This simulation extends from approximately 2.8 Mm below to 1000 km above the visible surface (the latter defined as the average height of optical depth unity at 500 nm) and had a horizontal grid size of 200×200 points with a spacing of 30 km. Ionization of hydrogen and other elements is treated in LTE, which leads to an underestimate of the hydrogen ionization and the electron density in the upper photosphere and lower chromosphere because the effect of the superthermal Balmer continuum is neglected. For the required Non-LTE transfer computations in calcium and sodium a single snapshot was re-interpolated to a 100 2 ×82 grid, which extended in height from 350 below to 1000 km above the visible surface, and had a horizontal equidistant grid size of 60 km and an equidistant vertical spacing. An angular grid of 3 inclination angles, on a Gauss-Legendre quadrature, and 1 azimuth angle per octant was used. The intensity in the vertical direction (which is not part of the angular quadrature) was calculated in a separate formal solution starting from the angular mean radiation field and population numbers given by the full angular solution.
In the Asplund et al. (2000b) simulation the time-averaged horizontal mean vertical velocity reaches up to 400 m s −1 in the downward direction at the top of the numerical domain of their hydrodynamic simulation (their figure 14, at 1000 km). This results from the imposed zero net mass flux at the upper boundary of the simulation box and the typically smaller density and hence larger velocity of the downflowing material. Asplund et al. (2000b) considered the net downflow and the resulting predicted red shift of lines forming in the upper part of their simulation (i.e., above approximately 500 km) to be artificial and possibly the result of insufficient numerical resolution.
The spatially averaged profile of the Ca II 854.2 line over the whole field-of-view of the snapshot is plotted in Figure 5 with its bisector (thick curve, amplitude enhanced by a factor 20), and with the KPNO atlas profile and its bisector (solid curves). The calculated profile is much darker in its core than the observed one because the hydrodynamic simulation does not have a chromospheric temperature rise anywhere, and underestimates the electron density in the upper part of the atmosphere because hydrogen ionization is treated in LTE. The computed spatially averaged profile is redshifted with respect to the central wavelength of the line, but the amplitude of the bisector is about one fifth of that of the observed one. The convective motions alone, therefore cannot explain the observed red asymmetry in the core of the Ca II 854.2 line. was determined by fitting a parabola to the central part of the line. The COG method measures the shift of the whole line, weighted towards the core. In the convective flow field the COG determination appears to be mostly sensitive to photospheric motions, since it clearly outlines the granular pattern. By contrast, in photospheric lines the COG method provides good estimates for the actual line-of sight velocity at the depth of line-core formation (Uitenbroek 2003) . Averaged over the surface of the snapshot the COG method shows an upward velocity of 760 m s −1 . For comparison, the COG of the spatial average in the atlas indicates a downward motion of -250 m s −1 , when the atlas is corrected for the artificial line offset (Section2), a serious discrepancy. The line-center shift (Figure 6, bottom panel) , on the other hand is mostly sensitive to motions in the upper part of the snapshot and shows a pattern that is not easily correlated with the photospheric granulation pattern. The surface The spatial average of vertically emergent profile of the Na I D 1 line over the whole simulation snapshot, shown in Figure 7 with the dashed curve. The observed and calculated bisectors are very similar in shape, although the calculated has a larger amplitude towards the blue in the photosphere, and towards the red in the upper layers of the simulation.
Since we consider the spatially averaged profile of only a single snapshot, we cannot be certain that the calculated profile is offset as a whole by oscillations that are present in the hydrodynamic simulation. These have a larger spatial scale than the granular pattern and move the whole atmosphere up and down by typically ±300 m s −1 (Asplund et al. 2000b ), basically providing macroscopic broadening to the longterm time averaged profile without changing its shape.
Ca II 854.2 nm line formation in a 1-D radiation-hydrodynamics simulation
The three-dimensional radiation-hydrodynamic simulations of Skartlien et al. (2000) extend even higher than the ones presented by Asplund et al. (2000b) , and partly solve the problem of Non-LTE continuum formation by applying a multi-group method for background line scattering (Skartlien 2000) . Bound-free continua are still treated in LTE, by solving the Saha-Boltzmann equations at the local temperature. From these simulations, which include convection and which have relaxed numerical viscosity to better allow for wave propagation and shock formation, it is clear that above 0.7-0.8 Mm wave motions start to dominate over convective pressure dominated motions (e.g, figures 10 and 11 in Skartlien et al. 2000) . Thus, it makes sense to investigate what the influence is of these acoustic wave motions on the average chromospheric line profiles considered here.
A time series of 376 snapshots from a one-dimensional radiation-hydrodynamic simulation of chromospheric dynamics by Carlsson & Stein (1999) was used to compute the temporally averaged profile of the Ca II 854.2 nm line under the influence of acoustic waves. These simulations consider the evolution and upward propagation of acoustic waves generated at the bottom of the atmosphere. When the acoustic waves travel upward through the gravitationally stratified atmosphere they steepen into shocks which heat the atmosphere and give rise to chromospheric emission. The series of 376 resulting 854.2 nm line profiles is rendered as a time-slice in Figure 8 . This particular time series has oscillations of moderate amplitude: the co-temporal evolution of the K line only show clear K 2V grains at 9, 12, 32, 59, and 62 minutes in the sequence. Note that very little intensity variation is present in the wings of the line because the amplitude of the waves is small near the photosphere and because the waves are nearly isothermal due to the very efficient radiative cooling at these heights in the atmosphere. The bisector of the mean profile over the series is given in Figure 9 (dash-dotted curve). It shows that the mean profile of the 854.2 nm line is almost symmetric and does not have any significant redshift.
The mean profile of a shorter sequence with much higher amplitude modeling a bright K 2V grain is shown in Figure 10 . The profile has a net redshift, but the its shape is qualitatively different from the observed profile having a regular C-shaped bisector, which is however still shifted towards the red as a whole. Examination of a subset of the long lowamplitude sequence containing the K 2V bright points at 9 and 12 min. shows that a high amplitude is a prerequisite for a redshifted mean profile. The mean profile of this partial sequence is still almost symmetric. The reason for the red asymmetry of the high-amplitude mean profile is the behavior of the acoustic wave when it steepens into a shock. How this process explains bright grains in the Ca II K line is explained in detail in Carlsson & Stein (1997) . When the shockwave passes through the height in the atmosphere from which the intensity in the inner core of the 854.2 nm line comes this region will experience a short burst of upward motion, resulting in a blue shift. After passage of the shock the material that was thrown up by it falls back accelerating downward until it is swept up by the next shock. This results in a gradually increasing redshift in the inner line core. Depending on the strength of the shock, there is a larger asymmetry between the times the atmosphere is in upward or downward motion. If the shock is weak the wave is almost sinusoïdal and results in a nearly symmetric line profile when averaged over time. Despite the large asymmetry in the times the atmosphere spends in up-and downflow during the passage of a strong shock, the flow is not in conflict with conservation of mass, because the upflow occurs in the dense phase of the wave, while the downflowing material is rarefied. Thus, it seems that the presence of high-amplitude shock waves could explain the red asymmetry in the observed mean chromospheric line profiles. 
Discussion and conclusions
The spatially averaged profiles of chromospheric absorption lines, especially those of the Ca II IR triplet, and to a lesser degree the sodium D lines, have a central bisector in the shape of an inverse C (Section 2). This is in sharp contrast to the bisectors of photospheric lines, whose regular C-shape is the result of the area asymmetry between up-and downflow in the solar granulation, and the correlation between these flows and intensity. The numerical modeling of sodium and calcium line formation in a three-dimensional hydrodynamic convection simulation in the present paper shows that the inverse C shape may similarly be in part the result of convective motions. The spatially averaged profile of the Na I D 1 line computed through a single snapshot from such a simulation shows a substantial redshift (Section 3.2). However, there is a significant mismatch between the COG velocity of the average observed profile of 250 km s −1 downward, and the average over the FOV of the convection simulation snapshot of 760 km s −1 upward. Moreover, the computations seem to underestimate the amplitude of the stronger Ca II 854.2 nm line bisector towards the red by a factor of five ( Figure 5 ). Asplund et al. (2000b) argue that the average mean redshift at the top of their computational is artificial, and probably the result of insufficient numerical resolution and problems with the upper boundary conditions. They note that the downflow is noticeably larger in simulations that extend to only 0.6 Mm and might be reduced if the simulations could be extended beyond the 1.0 Mm of the present one. Indeed, their assessment seems to be confirmed by the absence of redshifts in upper-photospheric lines (Allende Prieto & Lopez 1998) . Above the chromosphere, in the transition region and corona, ultraviolet emission lines are redshifted by an amount that decreases from about 10 km s −1 for the O IV lines that form at a temperature of 1.86×10
5 to an approximately vanishing shift of the He I line at 58.4 nm which forms at 3.2 × 10 4 K in the middle to upper chromosphere (Peter & Judge 1999) . The maximum observed excursion of the Ca II 854.2 nm bisector of 1.6 km s −1 to the red at diskcenter is probably not inconsistent with this because of the uncertainties in absolute wavelength calibration in both cases, and the fact that the UV shifts are determined from the whole line profile and represents an average over the whole line forming region, whereas the bisector value determined here represents a maximum over such region.
Images in diagnostics that arise from 300-500 km above the photosphere are dominated by the so-called inverse granulation pattern Rutten et al. (2004, and references therein) . This pattern is the result of convective overshoot when upflowing granular material runs into the strong density decline of the gravitationally stratified atmosphere above the convection. The overshooting into the low density overlying region causes rapid horizontal expansion and cooling. The horizontal expansion is slowed down over the intergranular lanes where compression heating takes place, hence the inversion of the granular contrast compared to photospheric layers. The flows in this layer are therefore mostly horizontal and are unlikely to contribute to the asymmetry in the chromospheric lines since it is mostly due to vertical motions (Figure 2) .
A second possibility is that the inverse C-shape of the chromospheric lines is the result of wave motions of the type that produce the Ca II K 2V phenomenon and the related asymmetry in the spatially averaged H and K line core in non-magnetic areas. When the upward traveling acoustic waves steepen into shocks they give rise to an asymmetry in the time the traversed material spends in upward and downward motion. Thus, the inverse C-shape towards the red in bisectors of chromospheric lines could be the result of this asymmetry in time rather than the asymmetry in surface area which gives rise to the regular C-shaped bisectors towards the blue in photospheric lines. Indeed, the mean profile of the Ca II 854.2 nm line calculated over a series of 20 snapshots from a chromospheric dynamics simulation containing a large amplitude oscillation shows an average redshift, but the central portion of the profile displays a prominent increase in redshift with formation height where a decrease is observed (Section 3.3).
An intriguing clue towards the origin of the red asymmetry in the Ca II 854.2 nm line is presented by the behavior of that line in so-called circumfacular regions (Harvey 2005) . In these areas surrounding active regions on the Sun the 854.2 nm line profile is on average deeper and much more symmetric. This seems to rule out a substantial convective contribution to the average shape of the line since the convective pattern is normal in the areas surrounding active regions, even though its amplitude is suppressed in the active regions themselves. Near active regions however, the plasma β = 1 surface is generally lower (McIntosh & Judge 2001) . Since acoustic waves suffer conversion to other wave modes at this surface it is possible that in the circumfacular regions acoustic waves are converted before they reach the high amplitudes that preferentially give rise to the red asymmetry in the chromospheric line cores.
However, judging from the simulated Na I and Ca II line profiles presented here it seems that neither convective motions nor acoustic waves alone give satisfactory mean line shapes. Since both the three-dimensional convection simulations, in which shockwave formation is suppressed with numerical viscosity, and the one-dimensional radiation-hydrodynamics simulations, which lack the area asymmetry in up and downflows, miss important ingredients that shape the form of chromospheric lines we cannot reach a definitive conclusion about the origin of the inverse C-shape in these lines from the line formation calculations presented here. It is clear that for this purpose we need simulations that include both ingredients, that reach to low enough densities to adequately cover the range in formations heights of the chromospheric lines discussed here, and that include the proper Non-LTE radiative contributions to the energy balance in the chromosphere.
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