The goal of this paper is to give an efficient computation of the 3-point Gromov-Witten invariants of Fano hypersurfaces, starting from the Picard-Fuchs equation. This simplifies and to some extent explains the original computations of Jinzenji. The method involves solving a gauge-theoretic differential equation, and our main result is that this equation has a unique solution.
Introduction
Gromov-Witten invariants compute "numbers of pseudo-holomorphic curves" in a symplectic manifold. They are rigorously defined as integrals on moduli spaces of stable maps. Therefore it is difficult to calculate Gromov-Witten invariants directly from the definition.
An alternative method of computation comes from mirror symmetry. Although the mirror symmetry phenomenon is not yet completely understood, it suggests that Gromov-Witten invariants can be computed in terms of coefficients of power series solutions of certain differential equations. The most well known example is the quintic hypersurface in CP 4 ; this is a Calabi-Yau 3-fold. Fano hypersurfaces are more elementary from the point of view of Gromov-Witten invariants, and it was established by Givental that the Gromov-Witten invariants in this case are determined by the "Picard-Fuchs equation". The Picard-Fuchs equation of the quintic hypersurfaces in CP 4 is ∂ 4 − 5e t (5∂ + 4)(5∂ + 3)(5∂ + 2)(5∂ Before Givental's work, partial results on the quantum cohomology of Fano hypersurfaces had been obtained by ) and Beauville ([Bea95] ). Subsequently, Jinzenji ([Jin02] ) observed that a simple Ansatz leads to the correct Gromov-Witten invariants and he obtained complicated but explicit formulae from this Ansatz. The aim of this paper is to calculate the 3-point Gromov-Witten invariants of a Fano hypersurface by using the method of [AG05, Gue05] . In this method, the flat connection associated to the D-module D/(PF) is "normalized" by applying the Birkhoff factorization. We shall Degree Axiom. Let x, y and z be homogeneous cohomology classes. Then GW A (x, y, z) = 0 unless deg x + deg y + deg z = 2 dim C M + 2c 1 (A).
Here c 1 is the first Chern class of M.
Equivariance Axiom. For any homogeneous cohomology classes x, y and z of M, For any t ∈ H 2 (M; C), we define the (small) quantum product • t of H * (M; C). Let x, y ∈ H * (M; C) and ( , ) the intersection pairing:
Since the pairing is non-degenerate, there is a unique cohomology class x • t y ∈ H * (M; C) such that for any z ∈ H * (M; C) where q = exp(t(A)). The above sum is finite if the variety M is Fano. The quantum product • t makes H * (M; C) a ring QH * (M) with identity. The ring QH * (M) is called the quantum cohomology ring. QH * (M) is supercommutative, namely, if x, y ∈ H * (M; C) are homogeneous, then
Let b 0 , . . . , b s be a basis of H * (M; C) and b 0 , . . . , b s its dual basis with respect to the intersection pairing. We can write an explicit formula for the quantum product:
Using the quantum product, we define a family of connection
The connection
Fano hypersurfaces of complex projective spaces
Let N ≥ 5 be an integer. M k N denotes a hypersurface of degree k in the projective space CP N−1 and ι : M k N → CP N−1 denotes the inclusion map. The hypersurface M k N is connected and simply connected. Let p ∈ H 2 (CP N−1 ; Z) be the hyperplane class and b = ι * p. The i-times cup product of b is denoted by b i , whereas the i-times quantum product is denoted b i . According to the hard Lefschetz and Lefschetz hyperplane theorems, the cohomology ring H * (M k N ; C) consists of two parts:
. This is the space generated by the Kähler form of
. This is the orthogonal complement of the Kähler part H ♯ (M k N ) with respect to the intersection pairing.
We will only consider the case N > k, i.e. the case where M k N is Fano. Now we are going to study the quantum cohomology ring of M k N . Theorem 3.1 Letb be the homology class defined as follows:
Then for any a, b
(See [CJ99] for the proof.) The second identity implies that H ♯ (M k N ) is closed with respect to the quantum product. We denote this subring by QH ♯ (M k N ). We concentrate on the quantum product of the subring QH
Its dual basis with respect to the intersection pairing is 1
where A is a generator of
Then we can write
where we abbreviate
The quantum differential system
We consider the quantum differential system for M k N which is defined as
(where m = 1, . . . , N − 2). The following important fact was proved by Givental in [Giv96] . 
where ∂ means ∂ ∂t .
Jinzenji proposed a method to complete the Gromov-Witten invariants of Fano hypersurfaces from the Picard-Fuchs equation in [Jin02] . We explain briefly Jinzenji's method for the Fano hypersurface M 3 5 .
The Gauss-Manin system for M 3 5 is
Reducing this system, we have
Givental's theorem implies that this differential equation becomes
Thus we conclude L
1 0 = 6, L 1 1 = 15, L 1 2 = 6, L 2 0 = 36.
Birkhoff factorization
We modify the quantum differential system with the parameter h as follows:
(where m = 1, . . . , N − 2). We shall use the following modification of theorem 4.1: 
where q = e t .
We will prove the proposition in section 7.
In this section and the next section, we will show that the Picard-Fuchs equation with h gives the Gromov-Witten invariants by using the Birkhoff factorization, as in [Gue05, AG05] .
Let Λ = C[q] be the polynomial ring generated by q and D be the module generated by h∂ over Λ(h). First of all we consider the D-module M h = D/(P N,k ), where (P N,k ) is the left ideal generated by the operator
Second, we introduce a family of (flat) connection 1-forms
Then
where ω, θ 0 , . . . , θ p are matrix-valued 1-forms independent of h.
Finally we obtain a connection from Ω h PF by using the Birkhoff decomposition which is a candidate for the Dubrovin connection. We consider h as a parameter in
is the group of all smooth map from S 1 to
where L − extends holomorphically to 1 < |h| ≤ ∞ and L + to |h| < 1, and L − | h=0 = I. In other words, L − and L + have expansions in h as follows:
Note that the Birkhoff decomposition exists if and only if L takes values in the big cell of the loop group. For any q ∈ V there exists γ ∈ GL(C N−1 ) such that γL belongs to the big cell around q. Thus we may assume that there is a Birkhoff decomposition of L.
If we expandΩ h = (L − ) −1 dL − as a series in h, then only negative powers of h appear. On the other hand, we have
Since the negative powers of h disappear except for
0 in the above expression, we
0 . In the next section we will see that∇ h = d +Ω h agrees with the restricted Dubrovin connection ∇ h D , where the restricted Dubrovin connection is the restriction of the Dubrovin connection to the trivial bundle
The restriction is well-defined because the quantum product on H ♯ (M k N ) is closed. It is difficult to execute the Birkhoff decomposition in general. Note that we need only L + to work outΩ h . Since the non-negative powers of h in (L − ) −1 dL − disappear, we can obtain differential equations for L + :
Here, L i denotes the equation for Q i .
To calculate L + we introduce some notation. Let E i,j be the N − 1 × N − 1 matrix with (i, j)-component 1 and all other components zero.
For an integer n with |n| ≤ N − 1, we define an
We call this an n-diagonal matrix. The identity E i,j E α,β = δ j,α E i,β implies that the product of an n-diagonal matrix and an m-diagonal matrix is an (n + m)-diagonal matrix.
The matrix diag −1 (1, . . . , 1) is denoted by I −1 . For a matrix A = (a i,j ) and non-negative integer n, we call the matrix diag n (a 1,1+n , a 2,2+n , . . . , a N−2−n,N−2 ) the n-diagonal component of A.
Furthermore we define non-negative integers λ k i as in the previous section by
The Picard-Fuchs operator of M k N is described in terms of λ k i as follows:
If there is no danger of confusion, we omit the upper suffix of λ k i .
Recall that P i = (h∂) i . We have:
Thus
where
Note that qdt = dq because q = e t .
The following properties will be useful in the calculation of L + .
Proposition 5.3 ([Gue05])
If we set deg h = 2 and deg q = 2(N − k), the following statements hold.
(iii) There is a matrix X such that Q 0 = exp X and the n-diagonal component of X vanishes for n ≤ 1.
(iv) For i ≥ 1 and n ≤ i + 1, the n-diagonal component of Q i vanishes.
According to the above proposition, we may assume that the Q i are of the form
Before solving the equations for L + , we note the following identities:
First, we consider the equation (L 0 ). The left hand side is dQ 0 = ∑ α≥1 αq α−1 Q α 0 , while the right hand side is
Thus we have
Second, we consider the equation (L 1 ). The left hand side is dQ 1 = ∑ α≥1 αq α−1 Q α 1 dq, while the terms in the right hand side are
Finally, we consider the equation (L i ). The right hand side is dQ i = ∑ α≥i αq α−1 Q α i dq, and the terms in the right hand side are
Looking at the above identities, we see that Q γ i is determined by the following information:
Example: We apply the above results for M 5 7 . Its Picard-Fuchs operator is P 7,5 = (h∂) 6 − 5qh 4 (5∂ + 4)(5∂ + 3)(5∂ + 2)(5∂ + 1).
First we calculate Ω h PF :
Second, we calculate Q i and L + . We can put
where Q α i is a constant (i + 2α)-diagonal matrix. We can determine them in the following order: 
Finally, we calculateΩ h : 
We will see thatΩ h agrees with the restricted Dubrovin connection Ω h D .
Example: We apply the above results for M 4 5 .
where Q α i is a constant (i + α)-diagonal matrix. We can determine them in the following order:
,
, Finally, we calculateΩ h : 
Adapted gauge group
There are three important ingredients of the theory, i.e., D-modules (with adapted basis), "adapted" systems of differential equations, and "adapted" (flat) connections. These are closely related to each other. (changing unknown functions) P P P P P P P P P P P P P P P q dΦ = ΦΩ h P P P P P P P P P P P P P P i dΦ = ΦΩ h Let t be a coordinate function on C and q = e t . We consider families of connections and the gauge group on the trivial bundle C × C N−1 → C. The space of connection 1-forms on the bundle is the space of End(C N−1 )-valued functions on C and the gauge group is the space of GL(C N−1 )-valued functions C. Therefore if we think of h as the loop parameter, then the space of families of gauge transformations is identified with ΛGL(C N−1 )-valued functions on C. 
where U ∈ G AD and Ω h is a family of connection 1-forms.
An adapted family of connection 1-forms
A family of connection 1-forms Ω h is called adapted if Ω h satisfies following properties.
(P) There is an End(C
We denote by A AD the space of adapted families of connection 1-forms. Since ∂ = ∂/∂t = q∂/∂q preserves degree, for U ∈ G AD and Ω h ∈ A AD the family of connection 1-forms U * Ω h is also adapted. In other words, the adapted gauge group G AD acts on the space A AD of adapted families of connection 1-forms.
Theorem 6.1 (Uniqueness)
Since U is adapted, U can be written as
for some integer p. HereQ i is independent of h. Note that U| q=0 = I impliesQ 0 | q=0 = I and Q i | q=0 = 0. Comparing coefficients of powers of h in the identity
gives the system: (ii) There is an integer m such that the n-diagonal component of X has degree 2n + 2m for each n.
Proof. Let us write A and X as finite sums as follows:
Note that the initial condition on A implies A 0 = 0. The equation can be written as
We have X 0 = 0 since 0 = X 0 + A 0 . If X β = 0 for β = 0, . . . , γ, then the identity
By induction on γ, we conclude that X γ = 0 for all γ, i.e., X = 0.
An adapted system of ordinary differential equations
We consider the system dΦ = ΦΩ h (with parameter h) of ordinary differential equations, where Φ = (ϕ 0 , . . . , ϕ N−2 ). The system dΦ = ΦΩ h is called adapted if Ω h is an adapted family of connection 1-forms. If we introduce new unknown functions Ψ = ΦU with U ∈ G AD , then the system of o.d.e. is equivalent to a new adapted system of o.d.e. dΨ = Ψ(U * Ω h ).
An adapted system can be reduced to an ordinary differential equation. There is an End(C N−1 )-valued polynomial R = R h (q) = r α,β 0≤α,β≤N−2 in q and h such that Ω h = 1 h R h (q)dt. Since r α,β = 0 for α > β + 1, the system is written as
For each β, ϕ β can be written in terms of ϕ 0 and its derivatives:
(P) There exist polynomials σ β,γ in q and h so that
(H) For each β and γ, σ β,γ is a homogeneous polynomial of degree 2(β − γ).
If the above conditions hold for ϕ 0 , . . . , ϕ β , then
Since deg r α,β = 2(β − α + 1) and deg σ β,γ = 2(β − α + 1), the conditions hold for ϕ β+1 . 
A D-module and an adapted basis
We consider a D-module M h = D/(P) of rank N − 1 for some differential operator P ∈ D. We assume that there exists homogeneous polynomials a α of degree 2α such that P = (h∂ .
be another adapted basis of M h . The adapted conditions imply that there exists an adapted gauge transformation U ∈ G AD such that
The family Ω ′h of connection 1-forms associated with the adapted basis
Therefore
Conversely, an adapted family Ω h of connection 1-forms defines a D-module M h and an adapted Λ(h)-basis as follows. There is an End(C N−1 )-valued polynomial R = R h (q) = r α,β 0≤α,β≤N−2 in q and h such that Ω h = 1 h R h (q)dt. The differential operators P 0 , . . . , P N−1 are defined inductively as follows.
We define a D-module M h by D/(P N−1 ) and we call the operator P N−1 the reduced operator of Ω h . As in subsection 6.2, 
Since the monic polynomial P ′ ∈ Λ(h) [h∂] has order N − 1, P ′ must agree with P. 
Theorem 6.4 (Equivalence)

Relation between Birkhoff factorization and Jinzenji's results
Recall the quantum differential system (with parameter h) for M k N : 
