JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. where A is the square root of the positive Laplacian, -A. This article is a sequel to the article "Local Tomography" [SIAM J. Appl. Math., 52 (1992Math., 52 ( ), pp. 459-484, 1193Math., 52 ( -1198 by Faridani, Ritman, and Smith. The principal new results are (1) good bounds for Af and A-lf outside the support of f, particularly when f has 0 moments up to some order; (2) identification and reduction of global effects in local tomography, i.e., identification and reduction of the dependence of Lf(x) on the values of f at points at an intermediate distance from x; (3) an algorithm for computing approximate density jumps from Af when f is a linear combination of characteristic functions and a smooth background. Several examples are given: some from real x-ray data, some from mathematical phantoms. They include three-dimensional 7-micron resolution reconstructions from microtomographic scans.
1. Introduction. Standard, or global, tomography entails the reconstruction of a function f from specified line integrals of f. In the commonly used filtered backprojection formulas, the operator A of A. P. Calderon, defined below, plays a central role. Since A is a global operator, computation of any particular value f(xo) uses integrals over lines far removed from xo (all lines in dimension 2).
Initially [15, 16, 17 , 181 local tomography entailed the reconstruction of Af instead of f. Computation of Af(xo) uses integrals only over lines passing arbitrarily close to x0, and since A is an invertible elliptic pseudodifferential operator, Af and f have precisely the same singular set. In particular, Af is smooth in any region where f is constant, and is singular along the boundary between two such regions. Early experiments revealed that the similarities between Af and f are much stronger than might be expected. In the typical gray-level pictures of computed tomography the two are very much alike, except that in any region where f is constant, Af is cupped.
Quantitative relations between Af and f were studied in detail in [3] for f = Xx, the characteristic function of a set X. In particular, it was shown that Axx(x) dies rapidly away from X and near OX is roughly inversely proportional to ?d(x, OX), where d(x, AX) is the distance from x to the boundary of X (+ inside X, -outside). On the other hand, it was shown that A-1Xx(x), also computable from integrals over lines arbitrarily close to x, behaves like c + d(x, OX) inside X and like (c + d(x, O9X))1-n outside. Somewhat surprisingly, for a suitable choice of it, experimental reconstructions show that the two cups nearly cancel in the linear combination Af + MA-1-f, not just when f is the characteristic function of a fixed set X but for typical density functions in general. To some, the addition of a multiple of A-1f is merely *Received by the editors May 22, 1995; accepted for publication (in revised form) April 26, 1996. This research was supported in part by NSF grants DMS-9404436 and BIR-9317816.
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cosmetic, although already in [16] this procedure was suggested in order to restore lowfrequency information. In the context of medical tomography, the primary analytical tool of the radiologist is a well-trained eye. Interpretation of radiographs is based on a constellation of features, boundaries being only one. The experience of the authors in offering reconstructions to radiologists suggests that visual similarity to conventional radiographs is very important in practice.
It was also shown in [3] that Axx is roughly inversely proportional to the diameter of X. While this is useful if the only objective is detection of small features of low density contrast, Af apparently loses even qualitative information about density relations except between features of approximately the same size. An unexpected effect of the addition of ,uA`f is a significant improvement of such qualitative information. The cup cancellations and the improvement in qualitative density relations are illustrated in Figure 4 .1 and in the examples in section 11. A theorem showing that true density jumps in f can be obtained from Af is given in section 8. An algorithm for doing so and examples with real x-ray data are given in section 9.
Local tomography, as developed in [3] , entails the reconstruction of Lf = ca(Af + ttA`f), where ,i depends on the radius ro of the smallest ball containing the region in which it is desired to reduce cups and improve density relations, and ag normalizes so that if Xro is the characteristic function of the ball of radius ro, then LXro (0) = 1. Section 4 contains a partly empirical and partly theoretical prescription for choosing At. The terms "global" and "local" tomography are somewhat paradoxical. In global tomography, the outcome is local: the computed value of f (x) depends only on the values of f at points very close to x. The reconstruction process, however, is global. In dimension 2, for instance, computation of f (x) uses integrals of f over all lines in the plane. In local tomography the reverse is true. Computation of Lf (x) uses only integrals over lines passing very close to x, but the computed value of Lf (x) depends on the values of f everywhere. Sections 3 and 5 contain quantitative estimates of how Lf(x) depends on the values of f away from x (for example, how the local reconstruction of the x-ray attenuation coefficient of a heart is affected by the spine) and how this dependence can be reduced. Section 6 contains extensions and proofs of the results used in section 5.
With recent advances in the technology of x-ray sources and high-resolution light imaging charge coupled device (CCD) arrays, microtomography with spatial resolution to a few microns has become feasible. At this resolution local tomography has a significant advantage over global tomography: small volumes (or areas) within a large one can be reconstructed without physical dissection or the problems associated with incomplete data. One setup for local microtomography is described in section 10. A 23-micron resolution projection of a three-dimensional reconstruction of a rat heart and a 7-micron resolution reconstruction of a cross section of a region of interest within the heart are shown in section 11.
Other examples of local microtomography can be found in [13, 14, 16, 17, 18] . Other recent works on local tomography include [1, 5, 6, 8, 10, 11, 12] . In paper [6] a method, different from that of section 9, is developed to determine density differences from parallel beam line integral data of piecewise smooth functions. The paper [5] and monograph [11] also discuss determination of density differences. They are discussed further in section 9. In paper [8] , local tomography is used in a wider sense, involving reconstruction of pseudodifferential operators applied to the unknown function. The operators may only be microlocally elliptic. In paper [10] a particular local operator is found for three-dimensional "reconstruction" from cone-beam data corresponding to a curve of sources. Numerical experiments show successful detection of some discontinuity surfaces. Papers [1, 12] discuss a wavelet approach to local tomography and determination of density differences.
The main results are as follows.
(1) If X is the characteristic function of the unit ball in RT, then
This relation is used often in this paper in computing bounds for A and A-1 applied to functions supported in a ball. (The point here is a sharp evaluation of the constants.) (3) Let g have support in lxl < 1. For lxl > 1, A-lg(x) and Ag(x) depend only on the moments of g of orders less than k, up to errors decaying as the respective right sides in (2) . This allows an evaluation of and reduction of the effect on Lg(x) of high contrast features away from x. Indeed, suppose that g has the form g = go + +b, where ,b is high contrast. Given k, there is a function 0, depending only on the moments of b up to order k, so that with f = -q the inequalities of (2) apply. This gives Lg = Lgo + Lq + Lf, where Lq is computable (if the necessary moments of / are known) and Lf is small except close to the support of f. Quantitative results are given in section 5.
(4) A theorem on determining true density jumps from a reconstruction of Af is given in section 8, and an algorithm for doing so is developed in section 9.
(5) Numerical and physical examples are given. Many of the results of this paper are displayed in the figures. f.) All functions f are assumed bounded and measurable, in which case sup f is the essential supremum, i.e., supf = inf{ea: f(x) < a a.e.}. If X is a set, X? will denote its interior, X its closure, and Xc its complement.
The following constants hold a fixed meaning throughout. IS n-11 = 2-rn/2/r(n) which is for n a positive integer the area of the unit n -1 sphere. The constant Cn is given by The convolution is a Cauchy principal value when evaluated at a point in the support of f. When the point x is not in the support of f, the convolution is an ordinary integral, and integration by parts gives
Af(x) = -Cn Jx -yj-n-l f(y) dy.
The inverse of A is the Riesz operator defined by
The inverse will not be needed for n = 
These integrals can be evaluated in terms of elementary functions when n is odd (and n > 3) and in terms of elementary functions and complete elliptic integrals when n is even (and n > 2). Specifically, for n = 2,
where E is the complete elliptic integral of the second kind and K is the complete elliptic integral of the first kind, and, for n = 3, (2 A-1X(x) = dn Ix1-n 2Fi(1/2, (n -1)/2; (n + 2)/2; 1/jxj2).
Using the series for the hypergeometric function gives
A X(x) = dn E (I ( Afr(x) = r-Af (-) and A-lfr(x) =rA-1f (-).
It was proven in [3] that Ax is a principal value distribution, which is not a function in any neighborhood of any point on the unit sphere. THEOREM 3.1. Let X be the characteristic function of the unit ball. Then Many of the subsequent bounds will be expressed in terms of Ax and A-1X. In view of Theorem 3.1 it is then important to understand the behavior of A-1x(x). Exact formulas were given at the end of section 2, but it is also convenient to have bounds in terms of elementary functions. The lower bound is obtained in the same way except that Ix12 -t2 is replaced by Ix12 instead of Ix12 -1.
[ Figure 3 .1 shows the graphs of A-1x(x) and the upper and lower bounds of Theorem 3.3 in the case n = 2.
Remark 3.4. In most of this paper, the behavior of Lf in the range of a diameter or two of the support is of interest. For the case of the ball, exact asymptotics for A-1x, and hence through (3.2) for AX, as lxl decreases to 1 are available. From [5, 11] have computed the first few terms in the asymptotic expansion of Af for more general f. 4 . Prescription for ,t. As described in the introduction, the local reconstruction operator is Lf = a(Af +jtA-1f), where the purpose of Ol and the term ,A-A1f is to reduce cups in Af and to improve density relations. Figure 4 .1 shows graphs of LXr for several values of ,t and r. In all cases, ae is chosen so that LX(O) = 1. The graphs show that the cup reduction and density relation improvement of ,t > 0 over 10 . Let rw be the radius of a ball circumscribing the whole object, and let ri be the radius of a ball circumscribing the region of interest for the local tomography. It has been observed experimentally that it is sufficient to choose At to make LXro almost flat throughout most of the ball of radius ro, ri < ro < rw. When the region of interest is the full object, ro = ri = rw. When the region of interest is not the full object, the full object nevertheless influences cups and density relations within the region of interest and ro > ri. Examples in the next section show the effect of taking ro = r and of taking ro = (ri + rw)/2.
The ratio LXro(pro)/LXro(0), with p < 1, measures the relative deviation across the ball. Using formula (3.1) gives
which is independent of ro if At is scaled by It may be of interest to compare the general prescription c = 6, At = cro-2 with the independent empirical determination of A in three scans from an early-generation Siemens scanner. The three scans (see [3] ) were of a plastic resolution phantom, a head, and an abdomen. In these scans the region of interest was the full object, so ro = ri. The units are chosen so that the radius of the reconstruction circle is 1.
(a) phantom: ro .36, and so (4.1) gives t = 46. The value chosen experimentally was t = 45.
(b) head: The average ro .33, so (4.1) gives t = 55. The value chosen experimentally was t = 45.
(c) abdomen: The average ro .57, so (4.1) gives t = 18.5. The value chosen experimentally was t = 25.
5. Identification and reduction of global effects. Suppose that a density function g has the form g = go + b, where b is some localized high contrast feature.
The problem is to identify, and reduce if necessary, the effect of 4 on the local reconstruction at points outside the support of 4. Let 4 have support in the ball B with center 0 and radius r. Throughout this section it is assumed that lxl > r. In the simplest and most practical case the result is as follows. 
As might be expected from formula (2.6), sharp bounds for e6 (which is c-,1 of Theorem 5.2) involve combinations of hypergeometric functions. The graphs in 
Insertion of the bounds in (5.2) and use of (3.1) and (3.2) give In using (5.3) and (5.4) for computation it is convenient to choose units so that ro is 1. In this case, ,l = 6, ai = I/(,uL+ 1) = 1/7, 1xI/r, and sup IfI are all independent The mathematical phantom of Fig. 11 .2 models a few of the features of the dog chest of Fig. 11 .1. In particular, the heart and spine are represented by simple ellipses. In the following, these ellipses are referred to as heart and spine. In the phantom of Fig. 11 .2 suppose that the region of interest is the heart, and consider the effect of the spine on this region. If X is the ellipse supporting the spine, 'b = 3XX, IXI/IBI = 2/3, 7 = 2Xr, sup If I = 2, and within the heart, 2.6 < IxI/r < 7.94. The q's in (5.3) and The last inequality shows that subtraction of the known Lo reduces the effect of 4' on the heart by a factor at least 2.5. With the average locally reconstructed heart density from Fig. 11 .2, the percentage variation is 1.02% < %varLo < 1.81%.
The effect of the heart exterior on the local reconstruction of the heart is shown in Fig. 11 .1, the reconstruction of the chest of a living dog. In this case scanner parameters, scaling, and windowing are not available, and the situation is complicated by beam hardening, so the analysis of the effect of the spine on the heart is less complete than the one above. Approximate boundaries and distance measurements can be obtained from the local reconstruction. The phantom parameters were chosen as approximations, so the bounds of Fig. 5 .2 are essentially valid here too, the main difference being that within the heart xxl/r > 3 (as opposed to 2.6). Evaluation of (5.3) gives If 4 = cXx, the local reconstruction furnishes an accurate boundary for X, so the problem is to determine c. Often c is known a priori, other times it may be determined by the procedure of section 9. As explained above, even with a knowledge of c, the comparison between the numerical reconstruction in Fig. 11 .1 and the prediction derivable from (5.5) cannot be repeated for the dog chest.
In general the identification and reduction procedure is as follows. (Again 4' has support in the ball B with center 0 and radius r.) For some chosen k > 0, (I) Find a computable function q with support in B and with the same moments of orders < k as , and for which Lqk is also computable. This is discussed in section 7.
(II) For Iy = ?1 and il = k, write
where pil is a homogeneous polynomial of degree 1. Let mi be the moments of f = -ck (0 for orders < k), and set
Note that (5.6) and (5.7) give is finite. Proof. The first statement is obvious from (5.10) and the bounds in Theorems 3.1 and 3.3. The rest follows from (5.11) and (5.8), provided that pryk is not identically zero on the unit sphere. If Py,k is identically zero on Sn-1, then (5.9) shows that u = IxI-n-y satisfies a linear constant coefficient partial differential equation on x $& 0. This is possible only when -y is even, while in fact ay = ?1. 0 The argument leading to (5.3) gives (5.12) lLf (x) I < a sup If I (r-1l),uk (x(/r) + 1r(( X I r)2-1)
A X(x/r) and (5.13)
Bounds for e and 7r for arbitrary n, k, and ay = ?1 are given in Theorem 6.2. They appear to be adequate if lxl >'-3 but inadequate for lxl close to 2. Better bounds for r, with n = 2,3 and k = 1, 2, are given in Theorem 6.3. Better bounds for e, with n = 2 and k = 1, are given in Corollary 6.4. In principle, the better bounds can be given for general n and k, but the derivations involve manipulations with hypergeometric functions whose complexity increases rapidly with k. Theorem 6.3 and its corollary already indicate the complexity for small k. Standard software can provide graphs of 71 and e which can be used instead of the formulas. Graphs of E?1,1 for n = 2 are given in Fig. 5 .1, and graphs of ri?1,k for k = 1, 2 and for n = 2, 3 are given in Fig. 6 .1.
When n = 2 the use of (5.11) and (5.13) with k = 1 gives results equivalent to the use of (5.10) and (5.12) with k = 2, and the derivations and formulas for eyj are equivalent in complexity to those of 1H,2. Use of (5.11) and (5.13) is easier, however, because q51 and qy,I are easier to deal with than q2. (Recall from (I) above that qk iS a function with the same moments of orders < k as 0.) 6. Bounds for Af and A-'f outside the support of f . The main objective of this section is to establish the decay results, stated in the introduction and section 5, for Ayf when f is a function with compact support whose moments, up to a given order, are zero. In one space dimension, a function f of compact support with 0 moments up to order k is the kth derivative of another function with compact support. Integration by parts in formula (2.1) and estimation using bounds for the kfold primitive would give a decay result for Af qualitatively like that sought. A similar argument can be made in higher dimensions, using an induction and the theorem of Bogovskii [2] , which states that a compactly supported HI function in a connected Lipschitz graph domain whose integral is 0 is the divergence of a H'+1 vector field with compact support in the same domain. This approach is not followed here, because it appears to be hard to maintain control of the bounds through the induction step.
Since the hypothesis of zero moments is invariant under dilation, formula (3.1) shows that it is enough to consider functions supported in the unit ball B. This assumption will hold implicitly throughout this section. The first result follows directly from (2.1) and (2.2). When combined with Theorem 3.3, it gives useful bounds on Af and A-1f, at least for positive f. Comparison with formula (5.9) shows that the last term is, up to the constant c , P-y,k(X/ XI) I X-n-k-. In view of this, the estimate (5.11) for IAYf(x) -q,k(x) I results from dilation after simply transposing the j = k term from the right-hand side of formula (6.4) to the left-hand side, multiplying by ca, and following through the proof of Theorem 6.2. 0 Improved estimates near Ix 1 have been obtained for k = 1,2 and n = 2,3. The computations become extremely long, so only a few details are presented below. Vn (resp., Wj) is, up to a multiple, A-1X (resp., AX). The Sn,k and Tn,k are given Functions with prescribed moments. The problem is to find a computable function b = qk with the same moments mi, Iif < k, as 0 and with Lo also computable. Again X has support in the ball with center 0 and radius r.
In the usual case k = 1, q$ = (mo/IBf)Xr will do. Lo is computed by (3.1) and (3.2), along with (2.4) and (2.5), if n = 2, 3 -or with the one-dimensional integrals of (2.3), the series expansion of (2.6), or the bounds of Theorem 3.3 if n > 3.
For the general case there is the following lemma. LEMMA 7.1. Let e z Ck-l (or the Sobolev space Hk-1) have compact support and integral 1. Let mi be given for IiI < k. There is a unique differential operator Pk-1 (D) of order < k -1 such that Ok = pk-1(D)e has the prescribed moments mi.
Proof. is of class Cm, has support in the unit ball, and has integral 1. Therefore its dilate, em (X) -r em(x/r), is of class Cm, has support in the ball of radius r, and has integral 1. em is the standard approximate delta-function for local tomography. Relatively simple one-dimensional integrals for Ae7m and A-lelm are given in [3] . An inductive proof can be given to provide a bound for sup 1b,-in terms of sup 1, 1, but it is rather complicated and probably inefficient and so will not be derived here, where the cases k = 1, 2 predominate.
For k = 2 there is a more tractable q, namely,
, where aj = mj JXi dx.
In this case it can be shown that sup 1,0 -01 < 1.43 sup 61, assuming that 0b is either nonnegative or nonpositive. Since xjX = -1/2Dj[(1 -x12)X], AO5 and A-1q can be obtained from the formulas in [3] mentioned above (with m = 1/2). Nevertheless, it remains easier to use (5.11) and (5.13) with k = 1 than to use (5.10) and (5.12) with k = 2: both give equivalent bounds. Equations (5.11) and (5.13) with k = 2 would give still better results, but the formulas for Ey,2 become prohibitively complicated relative to a rather minor improvement in identifying and reducing the effect of the high contrast feature 0b. Perhaps there will be other problems where the case of general n, k, and -y will be useful. Remark 7.2. A referee has suggested that a q$k with the same moments and support as 0b, the line integrals of such Oqk, and Lqk might be produced numerically rather than analytically.
8. Density jumps from local tomography. The purpose of this and the following section is to demonstrate that quantitative information about density jumps is contained in images of Ag and can be extracted under realistic conditions. Alternative methods to compute density differences from local tomographic data have been recently and in part concurrently developed by others; see [5, 6, 11, 12] .
The discussion concentrates on the case where g is a linear combination of a smooth function and of characteristic functions of sets, i.e., The problem is to estimate the density difference cj -ci when Xi and Xj are adjacent in the sense that they have a common nontrivial boundary r, i.e., that The functions F1 and F2 satisfy limt,o F1 (t) = limt,o+ F2 (t) = wx. For n -2 and n = 3, F2(t) < oc for 0 < t < 0.74 and 0 < t < 0.58, respectively. Ix -y -n-2dy < (n + 1) CnIn+2(d(x, &Y) ), x E zyc. Numerical computation of density jumps. Numerical implementation of (8.3) or (8.4) requires computation of numerical reconstructions of Ag and AXxj inside a region of interest R. Let Ag and AXx3 denote these reconstructions. It is assumed that g has the form (8.1) with sets Xi such that Xi C R or Xi n R = 0. This entails no loss of generality since any set Xi violating this condition can be replaced by the two sets Xi n R and Xi n RC. AXxj is computed using simulated x-ray data after &Xj has been found from Ag. In principle, either (8.3) or (8.4) can be used, but as already mentioned above, the estimate (8.4) is likely to be more accurate. Since this was confirmed by numerical experiments, the method presented below is based on (8.4) ; i.e., it is an implementation of the approximate formula 1V7Ag (x) I IC3 -C%l VAXxj(x)V where x is assumed to be close to the boundary under investigation. This gives only cj-ci , but since the sign of cj -ci is preserved in Ag, this is all that is needed.
The numerical method consists of the following steps:
(1) Reconstruct Ag from local data inside a region of interest.
(2) Determine Xj by finding 6Xj from Ag. (3) Compute AXx3 inside the region of interest from simulated x-ray data, using the same sampling geometry as for the original data.
(4) If x (E Xj, take the ratio JVAg(x)J/J VAxx3 (x) as an estimate for the magnitude of the density jump. The gradients are computed numerically. It is advisable to use suitable averages of the gradients over points near the boundary of Xj instead of the gradient at the single point x. This reduces effects due to measurement noise.
The method is demonstrated with x-ray data from a medical scanner. The top left picture of Fig. 9.1 shows the global reconstruction of a cross section of a human pelvis. The x-ray data come from an old generation Siemens hospital scanner. Units are such that the radius of the global reconstruction circle is one. The figure displays the reconstruction inside the rectangle [_0.9, 0.9]2. The scanning geometry is a fan-beam geometry with 360 source positions, source radius 2.868, and 512 rays per source. The first ray in each fan is assumed to be tangent to the circle of In the lower left is the image of IVAgI, which will be used for finding OXj. Noise is present, but the boundaries are clearly discernible. Using MATLAB's image processing toolbox the vertices of a polygon approximating OXj were found by point-and-click with a mouse. The picture on the lower right shows the local reconstruction Ag, with the dark line indicating the polygonal approximation to aXj found in this way.
The top left of figure. These reconstructions were computed from simulated x-ray data, using the same scanning geometry as in the reconstruction from real data. Having no specific information on the detectors, the positive detector width was modeled by averaging line integrals over the angular distance between two adjacent detectors.
The following averaging procedure was used to estimate the density difference.
Let M be the maximum of I VAg I in R'. Take the average of IVAg (x)jI over all points x in R' such that IVAg (x) I > tM for some t E (0, 1). The same averaging procedure is applied to IVAxj3 (x) 1, with M replaced by the maximum of I VAxx,I in R'. The ratio of the two averages is the estimate d(t) for the density difference. The estimate depends on the choice of t. If t is too close to 1, the average is taken over very few points, while a small t will include points too far from the boundary. So t should be chosen small enough to have sufficiently many points for averaging but large enough so that only points close to the boundary contribute to the averages. At present there is no more specific rule for choosing t, but the discussion below shows that it yields good results in a realistic situation with noisy x-ray data. The method was also applied to the reconstruction of a Siemens calibration phantom [3] with x-ray data from the same scanner. Again density jumps could be estimated with a relative error of less than 5%.
These examples demonstrate that density differences can be estimated from local reconstructions under realistic conditions. The procedure is not fully automatic, but current interactive image processing software makes the user input quick and convenient. The boundary detection process can be automated using more sophisticated edge-detection methods like the one developed in [7] . Interested readers may obtain from the authors the software and x-ray data used for the above experiments.
When implementing the method described above a few parameters have to be chosen judiciously, and a few comments on how to do this are in order. If the filtered backprojection algorithm is used, the reconstruction Ag will, apart from discretization errors, be equal to e * Ag. The point-spread function e is assumed to be of the form e = er defined in (7.2), usually with m = 11.4174; cf. the appendix of [3] . Choosing the point-spread radius r entails the usual tradeoff between stability (larger r) and high resolution (smaller r) and will depend on the number of measured line integrals as well as on the accuracy of these measurements. In the example above, r = .0225, which means that the minimum of the convolution kernel falls on the second detector; cf. [3, sect. 9] .
The other important parameter is the spacing h of the grid of points where VAgI = IV(e * Ag)I is computed. IV(e * Ag)I varies rapidly near a boundary, and h has to be sufficiently small so that the maximum of the gradient at the gridpoints is close to the overall maximum. There is at present no rigorous error analysis, but the special case with g the characteristic function of a halfspace seems to give sufficient guidance for practical purposes. As is shown below, this example also illuminates the relation between the method presented here and two of the methods developed in [5] . If g is the characteristic function XH of a halfspace H, then both Ag and e * Ag can be computed as follows. For x 0 OH one has [3, Theorem 4.5] AXH(X) = (rrd(x))<1, where d(x) is the signed distance of x from OH, i.e., d(x) = d(x, OH) for x E H and d(x) = -d(x, AH) for x , H. Computing e * AXH involves the Radon transform of e. It is given by Roe(s) = j e(sO +y)dy, 0 E S1, s E R.
Here 01 denotes the subspace orthogonal to 0. Since e is radial, Roe does not depend on 0. Therefore the subscript 0 will be suppressed and Re(s) viewed as a function of the one variable s. It now follows that
where 'H denotes the Hilbert transform, 7-Re(t) = r-1PV j ( )ds.
Observing that for functions f of one variable Af (t) = d Hf (t) gives
Inspection of the graph of ARe for m = 11.4174 now yields that the width of the interval where JARe(t)I > 0.98(maxSER JARe(s) ) is approximately r/20. Hence a rule of thumb for choosing h would be to set h = r/20. The method described above can be simplified by making a priori assumptions about the unknown boundary aXj, so that the polygonal approximations and the reconstruction from simulated data are avoided. For example, Xj could be assumed to be a halfspace H. Replacing Ag and Axxj in (8.3) and (8.4) with e*Ag and e*AXH and using (9.1) and (9.2) give the approximate formulas These two formulas are the basis of two of the algorithms proposed in [5, 11] for dimension n = 2; cf. formulas (2.17) and (2.21) in [5] . The derivation in [5, 11] is different and employs an asymptotic expansion for Ag, where g is smooth except for jumps across smooth boundaries.
10. Microtomography. With recent advances in the technology of quasi-monochromatic x-ray sources such as synchrotron radiation or roentgen tubes which have a sufficiently high x-ray flux to permit suitable filtering and sufficiently small focal spots (effectively .4 x .6 mm. in the examples in Figs. 11.4-11.6), microtomography with spatial resolution to a few microns has become feasible. At this resolution local tomography has a significant advantage over global tomography: small volumes (or areas) within a large one can be reconstructed without physical dissection or the problems associated with incomplete data. A projection of a 23-micron resolution reconstruction of a rat heart and a 7-micron resolution reconstruction of a small part of a cross section of this heart are shown in Figs. 11.4-11.6. Other examples of local microtomography can be found in [13, 14, 16, 17, 18] .
The setup producing the microtomography shown in Figs. 11.4-11.6 is as follows. X-rays pass through a specimen (in this case a rat heart) mounted on a rotating turntable, then strike a fluorescent screen to produce visible light. The light is focused by a lens on a CCD chip, which converts the light intensity at each detector to a measurement of the x-ray intensity at the corresponding point of the screen. In the case of an ROI scan, the ROI is centered on the axis of rotation and the lens is focused so that only light generated by x-rays hitting the region of interest is focused on the CCD chip. Thus, the full resolution of the chip is available to the ROI.
11. Remarks on the reconstructions. Figures 11.1-11 .6 present reconstructions of the chest of a living dog, a m4thematical phantom, and an excised rat heart. In the first and third examples, which involve real data, it is not known how the scanner reconstruction algorithms treat the multiplicative constants in the reconstruction formulas, so the parameter ,u had to be determined empirically. Af and A-lf were windowed separately to give good pictures at 256 gray levels, and a good weighted average was determined empirically (usually in a few seconds). The purpose of the mathematical phantom is twofold. One purpose is to show an example in which all the parameters are known. The other is to provide a comparison of the actual influence of one feature on the reconstruction of another with the influence predicted by the theorems of sections 5 and 6, as well as an example of the efficacy of the procedure for reducing this influence. Therefore the phantom is very simple. Three-dimensional tomography is being used [19] to compute lung volume and changes in lung volume. The photo shows the central cross section of the three-dimensional recon-struction in [19] . The graphs show the reconstructed densities along the vertical line, with the top of the line at the left of the graph. The global cup in the global reconstruction g is due to beam hardening. In the case IL :$ 0, it was chosen to provide global flatness.
FIG. 11.2. Mathematical phantom. Global, local: t = 13, 34, 0. Since the relevant parameters are unknown in the example of the dog chest, the global effects of local tomography are also shown as they appear in a simplified mathematical phantom. The outer circle has a radius of .96. The outer ring has width .04 and density 1. The main interior has density .3. The interior disk (heart) has center (-.3, 0), radius .4, and density 1.3. The ellipse (spine) has center (.49, 0), half axes . 1 and .15, and density 3.3.
If the region of interest is the full phantom, ro = ri = 1, and i.t = 6. If ro = 4.2 (slightly larger than the radius of the interior disk), 1i = 34. If ro is halfway between the radius of the interior disk and the radius of the phantom, it = 13. Correct densities and 5-point averages of reconstructed densities and density jumps, along the line shown, are as follows. (Jump is the difference between the adjacent features.) spine jump heart jump lung correct 3. 11.3 . Mathematical phantom, continued. Lines across the "heart." With , 34, the effect of the spine becomes clear, as shown in the left graph of Lg along the same line (the heart alone). The middle graph shows the same line of a local reconstruction of the phantom without the spine feature, i.e., of Lg -L+. The right graph shows the effect of making the standard correction described at the beginning of section 5, namely, Lg -Lo, where 4 is a multiple of the characteristic function of the disk circumscribing the spine, the multiple chosen to give the two the same mean value. The reconstruction of the spineless phantom, Lg -L4', is almost identical to the standard correction. The wiggles in Lg and Lg -Lo come from streak artifacts along lines tangent to the boundary of i. They are not present in Lg -Lf, a reconstruction of the phantom without the spine. The global effect of the rest of the heart exterior can be seen in the increase, from left to right, of Lg -Lt0 and Lg -Lo. About half of the increase across the heart is due to the spine, half to the rest of the heart exterior. FIG. 11.4 . Microscopic reconstruction of rat heart, 23-micron-resolution projections. Global, local: ,u $ 0, pt = 0. A rat heart with contrast dye in the arteries was embedded in a plastic cylinder of diameter and height about 12 mm. The heart was scanned by J. H. Dunsmuir of the Exxon Research and Development Company, Annandale, NJ, with a 512 x 512 CCD chip as the detector. 512 horizontal cross sections were reconstructed with global and local Feldkamp algorithms written by P. J. Thomas of the Mayo Clinic. This gave three-dimensional reconstructions in which each voxel represents a 23-micron cube in the heart. The image processing to create the projections was done by R. T. V. Avula, also of the Mayo Clinic. The "bright" chamber in the central panel is most likely a film of contrast medium on the chamber surface. FIG. 11.5 . Microscopic reconstruction of rat heart, 23-micron resolution cross section. Global, local: it 5 0. This is cross section -100 among the -255, +255 cross sections in the threedimensional reconstruction. Cross section 0 is the central one, i.e., the one in the plane of the x-ray focal spot normal to the axis of rotation.
FIG. 11.6. Rat heart (continued), ROI scan, 7-micron resolution. Global, local: ,i : 0. The region scanned was a cylinder of diameter and height about 3 mm. located at the edge of the heart and about one third of the way from the bottom. The light generated by x-rays hitting this region was focused so as to cover the CCD chip, and the resulting resolution is about 7 microns. The cross section shown is part of the cross section of Fig. 11 .5. Relative to that full cross section, the center is at the edge of the dark interior at about 9 o'clock.
The left picture comes from the global Feldkamp algorithm, the right from the local Feldkamp algorithm. For the global algorithm the data were completed by assigning to a ray not meeting the region scanned the attenuation that would result from a uniform ellipsoid circumscribing the heart. If the heart had not been excised so that bone, muscle, and air passed in and out of the field of view, global reconstruction with data completion would be less effective. The theorems of sections 5 and 6 and the mathematical phantom in Fig. 11.2 show that the local reconstruction would be only minimally distorted had the heart not been excised.
Note added in proof. In the statement Theorem 8.1 an additional hypothesis is required for (8.4) and (8.6); namely, d(x, ro) = d(x, OX3). Similarly, for (8. 10) in Lemma 8.2 it must also be assumed that d(x, Fo) = d(x, 9Y). This additional hypothesis is needed to use the cited result from [3, p. 477] .
