Understanding why Earth's lithosphere is divided into several plates while other terrestrial bodies have unbroken lids is a long-standing challenge, often addressed with the help of numerical modelling. A key mechanism defining the transition between these two convective regimes is the formation of shear zones that cut through the entire lithosphere in regions with high stresses. Here we present a modelling study in which lithospheric stresses resulting from small-scale convection in the upper mantle are analysed. We perform model simulations that include elasticity and a free surface and evaluate how these physical complexities affect stress distribution inside the lithosphere, which in turn controls the depths of yielding and the possible initiation of subduction. We show that the spatial distribution of stress is significantly altered by the presence of elastic deformation only when the model lithosphere acts as a thick plate capable of bending. Whether or not this is the case depends on the viscosity model. For an Arrhenius viscosity limited by a cut-off value that produces an essentially rigid lid, flexure dominates the observed lithospheric stress pattern in simulations with a free surface. The amplitudes of the stress are, when a free surface is assumed but elasticity is neglected, largely overestimated. Including both a free surface and elasticity results in stresses with maximum amplitudes close to those observed in the traditional models with a viscous rheology and a free-slip upper boundary, suggesting that having no additional complexity is, in a way, better than employing just a free surface. We also demonstrate how the use of impermeable free-slip side boundaries can result in the formation of unnatural, laterally locked convection cells, and bias the results of a parametric study. For each point in the parameter space, we perform several simulations with slightly different initial temperature fields in order to statistically eliminate the occurrence of locked states.
Parametric studies of thermal convection in which the value of shear modulus (i.e. the measure of elasticity) is varied and lithospheric stresses examined were performed only later by Beuchert & Podladchikov (2010) and Thielmann et al. (2015) , the latter demonstrating the importance of considering a free surface. Their numerical experiments were limited to the stagnant lid regime of convection and ignored plasticity.
A key question is, how may a stagnant lid be broken to produce subduction? There are two primary sources of forces acting to break a stagnant lid: the lateral variations of pressure resulting from variations in lid thickness and basal traction due to convection of sublithospheric mantle (e.g. Moresi & Solomatov 1998) . The stresses that develop in the lithosphere due to these forces are much smaller than the experimentally determined values of rock strength (Kohlstedt et al. 1995) . Therefore, to be able to 'break the lid' in a numerical model (i.e. to form more plates out of one), one needs to assume that over geological timescales the strength of the lithosphere is actually lower than its yield stress. This idea stands behind parametrizing brittle and ductile yielding by applying a smaller friction coefficient and yield stress than measured in the laboratory (see e.g. Tackley 2000) . The maximum strength one can prescribe and still obtain lid failure in a convection simulation is referred to as the critical yield stress.
When internally heated regional-scale convection is assumed, the critical yield stress value is very low-a few MPa (Solomatov 2004a,b) . Thus, subduction initiation is not very likely to be triggered by small-scale convection in the upper mantle. If at all, it can only take place in previously weakened regions, for instance where grain-size of minerals is reduced (e.g. Rozel et al. 2011) , structural inheritance is present (e.g. Duretz et al. 2016) , or where conversion of fracture zones into a subduction zone has taken place (Stern & Gerya 2018) .
Nevertheless, the internally heated regional-scale model setup is convenient for investigating the link between convective and lithospheric stresses. In a downwelling dominated convection, the internal loading is simple and its fluctuations are limited. Recently, Crameri & Tackley (2016) demonstrated that initiating subduction is easier when the traditional free-slip surface is replaced by a more realistic free surface upper boundary. Thanks to bending of the lithosphere and building topography, the stresses are much higher in models with a free surface, raising the critical value of yield stress by tens of percent. Their model did not include the elastic deformation.
Free surface and elasticity are, however, in a mutual relationship-the effect of one is strongly linked to the effect of the other. Including elasticity and neglecting a free surface leads to underestimating the effect of elasticity. The flexure of a plate is suppressed when the surface is vertically fixed. Perhaps, this is one of the reasons why elasticity is often regarded as unimportant in numerical models. On the other hand, considering a free surface and neglecting elasticity leads to overestimating the lithospheric stresses. Stresses inside a bent viscoelastic plate are governed by the plate's shear modulus and not by the plate viscosity, as long as the viscosity is sufficiently large. This viscoelastic stress reduction effect was noted by Kaus & Becker (2007) and analysed in more detail by Patočka et al. (2017) .
Here we repeat and extend the simulations of Crameri & Tackley (2016) and study how viscoelastic stress reduction affects the critical value of yield stress in models of upper-mantle convection. We analyse the role of viscosity profile that is assumed in the mantle, which turns out to be the key property governing the way in which elastic deformation alters the spatial distribution of stresses. Parametric studies of mantle flow, such as the one presented here, have to deal with chaoticity and fluctuations intrinsic to every thermal convection with a high Rayleigh number. Two simulations with identical parameters and slightly different initial conditions typically result in internal dynamics that are different in detail, but have global characteristics that reach the same values in statistically steady state independently of the initial conditions. It may occur, however, that some simulations fall into meta-stable states with different flow characteristics and remain locked in these meta-stable states for long periods of time.
We demonstrate that if only one initial thermal distribution is used when investigating the effects of free-surface versus free-slip upper boundary, then meta-stable states may bias the evaluation of critical yield stress. In order to obtain results that are not affected by sporadic occurrence of meta-stable states, we perform, for each point in the parameter space, several simulations that slightly differ in their initial conditions.
M O D E L S E T U P
In our analysis we first reproduce the regional models of Crameri & Tackley (2016) . In these models the Frank-Kamenetskii approximation of temperature dependence of viscosity was used. Then we extend their analysis by evaluating the initiation of subduction in more Earth-like models with viscosity following the Arrhenius law. The models in first group assume an incompressible, internally heated upper mantle and apply the Boussinesq approximation. The aspect ratio is 4. Viscosity is dependent only on temperature and follows Frank-Kamenetskii approximation:
The meaning of symbols and their values are summarized in Table 1 . This formulation is based on non-dimensional models of Solomatov (2004a) , dimensionalized according to parameters chosen by Crameri & Tackley (2016) (listed here in Table 1 ). In the original models only two parameters are needed to describe the η(T) relationship: the heating-based Rayleigh number Ra H and FrankKamenetskii parameter θ. These are set to Ra H = 0.1 and θ = 60 (cf. table 2 of Crameri & Tackley 2016) . In the second group of models (Sections 3.4 and 3.5) we use an Arrhenius law instead of eq.
(1), with parameters that are adjusted to provide a better fit to the real Earth. These parameters are specified in the respective sections. The models are designed to evaluate the lithospheric stresses caused by small-scale convection in the upper mantle. Rocks in the cold lithosphere have a finite strength, which may be exceeded due to the convective stresses, resulting in brittle failure. Downloaded from https://academic.oup.com/gji/article-abstract/216/3/1740/5232403 by Univerzita Karlova v Praze, Matematicko-fyzikalni fakulta user on 08 January 2019 At higher temperatures and pressures, that is, in the deeper parts of the lithosphere, a ductile failure may similarly be activated (Kohlstedt et al. 1995) . Both of these mechanisms are parametrized by a pseudo-plastic flow rule with pressure dependent yield stress
where τ y is the yield stress, τ 0 is its surface value, μ is the friction coefficient and p is the pressure. Repeating Crameri & Tackley (2016) we vary both τ 0 (4.4-10.2 MPa) and μ (0.003-0.0063) and for these parameters we assume four profiles of yield stress: (i) constant, with τ y = ∞, that is, with no plasticity, (ii) constant, with τ y = τ 0 , (iii) linearly increasing with pressure, with τ y = μ p and iv) composite, with τ y = min[τ 0 , μ p] (cf. In view of this fact, the role of the friction coefficient is primarily to avoid sublithospheric yielding rather than to represent a realistic Byerlee's friction law. It is essentially the integrated strength of the lithosphere that matters when failure of a stagnant lid is investigated, as pointed out by Solomatov (2004a) and discussed in Results.
For each tested yield stress profile, we perform three types of simulations: (1) with viscoplastic (VP) rheology and a free-slip upper boundary (represented by red colour in all figures); (2) with VP rheology and a free surface (green); and (3) with visco-elasto-plastic (VEP) rheology and a free surface (blue). Within this framework, the effects of elasticity and a free surface are systematically studied. Numerical solutions are obtained using the code StagYY (Tackley 2008 ), enhanced to model the flow of Maxwell-type VEP material with the Jaumann stress rate. Implementation of visco-elastoplasticity is based on the method developed by Moresi et al. (2002) (for details, see Patočka et al. 2017) . The shear modulus G is set to 7 × 10 10 Pa throughout the mantle. To approximate a free surface we use a sticky-air layer (Matsumoto & Tomoda 1983; Schmeling et al. 2008) . We follow Crameri & Tackley (2016) and employ a 30 km thick layer with a viscosity of 6.92 × 10 19 Pa s. The C-condition (Crameri et al. 2012) , determining to what extent the air layer is a good approximation of a free surface, is well satisfied (Crameri & Tackley 2016 ; see also Section 4). In order to avoid oscillations that are commonly referred to as the 'drunken sailor effect' we use a stabilization algorithm by Kaus et al. (2010) (see also Duretz et al. 2011) .
At the bottom boundary an impermeable free-slip condition is prescribed. At the vertical boundaries we assume either impermeable free-slip (models r950-r1050) or periodic boundary conditions (models w1000 and A1000).
The initial temperature distribution is given by equation:
where T 0 + T surf is the initial internal temperature (temperature below the thermal boundary layer), d TB = 180 km is the initial thickness of the thermal boundary layer and z is the depth. At the surface we prescribe the constant temperature T surf and at the bottom zero heat flux. Random temperature perturbations with amplitude 25 K are used to initiate convection. We perform three sets of simulations that differ in the value of T 0 : 950, 1000 and 1050 K. We label these sets as r950, r1000 and r1050 respectively. The letter 'r' stands for reflective side boundaries. In another set of simulations, labelled w1000, in which we deviate from Solomatov (2004a) and Crameri & Tackley (2016) and use periodic side boundary condition instead of the reflective sides, so that material that leaves the right boundary appears on the left side and vice versa. For each point in the parameter space we thus have four simulations with internal dynamics that are different in detail due to their slightly different initial (or side boundary) conditions.
The values of d TB and T 0 are chosen so that convection only gradually develops and slowly thins the lithosphere. We aim to determine the critical value of yield stress in statistically steady state of convection for each model-breaking the lid in the initial, transient stage of a model evolution is not desired. Note that for the VP simulations with a free-slip top and VP simulations with a free surface, the only difference from Crameri & Tackley (2016) is in the initial temperature distribution. The exact formula for initial temperature is not given in Crameri & Tackley (2016) , but they also start their simulations from an initial state slightly cooler than a quasi-steady-state to which the models are converging. The VEP simulations with a free surface are our extension and the main focus of this paper.
For the purposes of lithospheric stress evaluation we introduce two quantities related to the deviatoric part of the Cauchy stress tensor field τ =τ (x, z), that stem from the second invariant of τ ,
with τ xx , τ zz and τ xz denoting the Cartesian components of the deviatoric stress τ . The first quantity we focus on is the maximum deviatoric stress for a given depth τ max (z):
where 4D is the model domain width. The second quantity τ lid is the stress averaged over the lithospheric lid
The area of the lithosphere is obtained by thresholding the model domain by a predefined isotherm. The temperature value defining this isotherm is determined so as to match the velocity-based definition of the lithosphere in Solomatov & Moresi (2000) , see Fig. 3 below.
R E S U LT S
The structure of our results section is as follows. First, we repeat and extend the analysis of Crameri & Tackley (2016) and evaluate the critical stress in a broad group of models with VP rheology and a free-slip top (abbreviated as red cases), VP rheology and a free surface (green cases) and VEP rheology and a free surface (blue cases). We will demonstrate that the critical yield stress does not depend very much on whether or not elasticity and/or a free surface are employed (Section 3.1). We analyse τ max (z) and τ lid in the reference (i.e. without plasticity) simulations, observing that τ max (z) differs substantially between the three considered 'red', 'green' and 'blue' scenarios, but that τ lid is comparable. This leads us to a hypothesis that the critical yield stress is linked to the average lithospheric stress τ lid rather than to the peak amplitudes of stress in the reference simulations.
The absence of a shift in the critical yield stress due to a free surface is surprising, because it contradicts the previous findings of Crameri & Tackley (2016) . In Sections 3.2 and 3.3 we explain the apparent controversy. In Section 3.2 we discuss the nature of fluctuations in the performed models and demonstrate that when side boundaries are impermeable, convection cells may get laterally Downloaded from https://academic.oup.com/gji/article-abstract/216/3/1740/5232403 by Univerzita Karlova v Praze, Matematicko-fyzikalni fakulta user on 08 January 2019 locked and spuriously affect the lithospheric stresses. In Section 3.3 we illustrate the importance of varying the initial conditions in a parametric study of thermal convection. By isolating individual subsets of simulations that have identical initial temperature distribution (e.g. r1000 or r1050), we show that mutually contradictory conclusions can be drawn based on the individual subsets. Robust results are obtained only when several simulations that start from different temperature fields are executed for each point in the explored parameter space.
Section 3.4 conceptually follows Section 3.1, further investigating the link between τ lid and the critical yield stress. We perform simulations with viscosity obeying an Arrhenius law limited by a cut-off value-an assumption much more common in geodynamical modelling than the Frank-Kamenetskii approximation. The region of high stresses spreads into a thicker part of the lithosphere in this case and the differences in the spatial distribution of stress due to elasticity and a free surface are much more pronounced. The building of topography is associated with lithospheric flexure and the stress patterns of bending dominate τ max (z) when a free surface is assumed. The average stress τ lid is, however, again comparable for all three scenarios and the critical yield stress is, as a consequence, little affected by elasticity or a free surface. In Section 3.5, we study whether τ lid depends on the properties of the lithosphere at all, or whether it is determined by the sublithospheric dynamics only. We increase the convective vigour, shifting the Rayleigh number to a value more representative of the upper mantle of the Earth, and show that τ lid then depends on the lid rheology and on the way its outer surface is treated.
Influence of elasticity and a free surface on the critical yield stress
At the beginning of our simulations the upper mantle is rather cold and the thermal boundary layer thick. The conductive heat flux near the surface does not balance out the internal heat production and internal temperature is rising. Downwellings (sinking plumes) develop and get stronger as the temperature difference across the thermal boundary layer increases. As a result, progressively deeper plastic yielding is triggered in the thinning lithosphere, eventually reaching the LAB in some of the simulations. The formation of lithospheric-scale shear zones may cause the entire lid to 'break' and sink into the mantle. We adopt the notation by Solomatov (2004a) and call these 'subduction events', even though they are missing some of the defining features of Earth-like subduction.
In Table 2 we show the time that elapsed before the first subduction event occurred in each of the performed simulations. If failure of the lid did not occur within 10 Gy we mark the time as infinity. In Table 3 we summarize the results from Table 2 and compare them with the previous results by Crameri & Tackley (2016) (see table 2 therein). For each yield stress profile we show two numbers: the first one is the percentage of simulations (among all models with different initial temperature and different side boundary conditions) that experienced a subduction event within the first 10 Gy and the second number (in parentheses) is the harmonic mean of the first-event times from Table 2 .
As expected, the results show that increasing the average strength of the lithosphere makes subduction events less likely. However, they also suggest that neither a free surface nor elasticity have a significant influence on the likelihood of subduction initiation. This is surprising for two reasons. First, it contradicts the previous findings by Crameri & Tackley (2016) , who observed a free surface boundary condition to result in an increase of the critical yield stress for all the considered yield stress profiles (Byerlee, depth-constant, composite) . Second, a significant increase of lithospheric stresses was reported in numerical experiments of stagnant lid convection with a free surface when compared to free-slip surface, this increase being much smaller when elasticity was also included (Thielmann et al. 2015; Patočka et al. 2017) . A shift in the critical yield stress, defining the transition from a stagnant lid to plate-like behaviour, is thus likely to be expected when elasticity is included.
We will try to explain these surprising results by analysing the lithospheric stresses and their fluctuations. In order to understand the effects that control stress evolution we will start with models that do not include plastic yielding. Fig. 1 depicts the depth profiles of the maximum stress τ max (z) in simulations np-w1000. Each line corresponds one time instant, and we present 200 profiles that evenly sample the time interval 6 to 10 Gy. In this time interval the model is already in a statistical steady state, as indicated by the RMS velocities plotted in Fig. 2 . The spread of these lines illustrates the range of short-period fluctuations once statistically steady state is reached. When viscous rheology is assumed, the simulation with a free surface (green profiles in Fig. 1 ) shows higher near-surface stresses when compared to the simulation with a free-slip surface (red profiles). This increase is reduced upon including elasticity (blue profiles).
The mutual differences between the stress profiles are confined to the very narrow, near-surface region of very high stresses, known as the stress boundary layer (Fowler 1985; Solomatov 2004a ). Thickness of the stress boundary layer δ s is related to the FrankKamenetskii parameter θ and to the near-surface temperature gradient (see eqs 8 and 9 in Solomatov 2004a), and it is smaller than the thickness of the lithosphere (compare Figs 1 and 3). Its existence was originally described by Fowler (1985) as a result of assuming a free-slip instead of a no-slip upper boundary condition. In the theory of Solomatov (2004a) , the integral of τ II over the stress boundary layer δ s in a viscous simulation is used to anticipate the depth of yielding in a corresponding VP simulation-when stress limiter τ 0 is introduced, the depth of yielding δ y is expected to be such that δ y τ 0 matches this integral (cf. his eqs 7 and 11 and Fig. 2 ). In Fig. 1 we see that the stress boundary layer forms also when a free surface is assumed and also when elasticity is included. It has a similar depth but the maximum amplitudes of stress in it are altered, the VP simulation with a free surface having more than 1.5 times larger peak amplitudes then the other two cases.
In Fig. 4 we show the time evolution of τ lid in the np-w1000 simulations. Here, the second invariant of the deviatoric stress is integrated over the entire lid, defined by a 1000 K isotherm (cf. Fig. 3 ). The average lithospheric stress is, within the range of fluctuations, comparable for the three investigated scenarios (VP with free-slip surface, VP with a free surface, VEP with a free surface). The differences in peak amplitudes of stress are not reflected in the value of τ lid -their contribution to the integral (6) is small. Now let us compare the above reference models np-w1000 with the models that include plastic yielding (w1000). When plastic yielding is included, the stress boundary layer disappears as the stresses are spread over a larger volume of the lithosphere by the action of plastic yielding (Fig. 5 ). Here we plot the maximum stresses for simulations w1000 with τ 0 = 7.3 MPa, that is, the cases in which lid failure did not occur (cf. Table 2 ). The depth of yielding is similar in the models with free-slip, free-surface and free-surface and elasticity, reflecting the behaviour of the volumetric averages of lithospheric stress rather than the differences in its peak amplitudes. The link between τ lid and the critical yield stress value explains why Downloaded from https://academic.oup.com/gji/article-abstract/216/3/1740/5232403 by Univerzita Karlova v Praze, Matematicko-fyzikalni fakulta user on 08 January 2019 Table 2 . Time (in Gy) of the first subduction event for each performed simulation. Table 3 . Likelihood of subduction initiation for each tested yield stress profile. For this study we show percentage of simulations (out of models r950-r1050 and w1000 as listed in Table 2 ) that yielded subduction initiation and harmonic mean of the first subduction event in Gyr (in parentheses). For Crameri & Tackley (2016; CT2016) we show whether subduction was or was not initiated.
we do not observe a shift in the critical yield stress due to elasticity or a free surface (Table 3) . Fig. 2 shows the temporal evolution of mean velocities in the reference simulations, documenting short-period fluctuations in their statistically steady states. These correspond to the birth of new downwellings, the lateral movement of their roots along the LAB, and to chaotic sinking of material. When comparing Figs 2 and 4, one can see that the time variability of v rms (t) and τ lid (t) fluctuations is different, the latter having slightly longer characteristic wavelength. This is because the evolution of τ lid (t) depends primarily on the number of convection cells and their size, while v rms (t) is linked to the dynamics of individual sinking plumes.
Short-period versus long-period fluctuations
One set of simulations in Table 2 is particularly odd, the set r1000, because it indicates that assuming a free surface makes subduction events less likely than when a free-slip top is prescribed. In order to understand this seemingly counterintuitive finding, we will now analyse the corresponding reference simulation np-r1000 which has the same initial temperature distribution as r1000. In Fig. 6 we plot the evolution of τ lid in np-r1000 and there seems to be a fluctuation with an usually large wavelength-the red curve in Fig. 6 rises by over 1 MPa after 7 Gy and stays elevated for several Gy, its mean gradually returning to the value it had around 7 Gy only outside the depicted time window of 10 Gy. Careful analysis of the respective simulation reveals that this increase of the average stress is related to spatial organization of convection cells near the right edge of the model domain.
In a typical convection simulation lateral variations of lid thickness naturally develop. As a result, certain downwellings are more stable than others. These downwellings can be recognized by forming regions of horizontal compression in the near-surface layer above their roots (see the two white, near-surface bands in the bottom panel of Fig. 7 ). Other sinking plumes that spontaneously emerge at the LAB tend to move laterally towards these stable downwellings and merge with them, opening space for upwellings in the zones where horizontal extension dominates the near-surface stress pattern.
Note that the wavelength of dynamic topography is not identical to the instantaneous wavelength of the convection cells. Indeed, dynamic topography depends on the lid thickness and its rheology, while the convective vigour is determined by the Rayleigh number characterizing the sublithospheric flow. The relationship between dynamic topography and the underlying dynamics is generally a delicate one and becomes simple only for stationary flow or at extremely large wavelengths with respect to the lid thickness (for a review, see Flament et al. 2013 ). In the simulations considered here the lithosphere is thick and thus filters out the short wavelength features of the underlying flow.
When free-slip is assumed at the side boundaries, and a sinking plume gets pushed towards such an edge, its position is locked in one direction as it cannot penetrate the side boundary. In Fig. 7 Downloaded from https://academic.oup.com/gji/article-abstract/216/3/1740/5232403 by Univerzita Karlova v Praze, Matematicko-fyzikalni fakulta user on 08 January 2019 Figure 1 . Depth profiles of horizontal maximum of the deviatoric stress τ max (z). We show 200 profiles at equally spaced times between 6 and 10 Gy in the reference simulations np-w1000 without plastic yielding. Red colour stands for the numerical experiment with a free-slip surface and viscous rheology, green colour is for a free surface and viscous rheology, and blue colour stands for a free surface and viscoelastic rheology. Only the top 200 km are shown. The negative depths of −30 to 0 km correspond to the sticky air layer when a free surface is employed. Figure 2 . Temporal evolution of the average flow velocity in the simulations np-w1000. Red curve is the numerical experiment with a free-slip surface and viscous rheology, green curve is with a free surface and viscous rheology, and blue colour stands for a free surface and viscoelastic rheology.
Downloaded from https://academic.oup.com/gji/article-abstract/216/3/1740/5232403 by Univerzita Karlova v Praze, Matematicko-fyzikalni fakulta user on 08 January 2019 Horizontally averaged temperature (grey) and velocity (orange) profiles in the statistically steady state of the set np-w1000 (the velocity profiles and their ranges are comparable for all the three scenarios, here we show the simulation with a free-slip top). Horizontal black line shows the estimated depth of the lithosphere. This depth is obtained by extrapolating the linear segment of the velocity profile to zero, see the thick purple line (for details see Solomatov & Moresi 2000) . In this paper, we define the lithosphere numerically by thresholding the model domain with an isotherm. The value of this isotherm, ca. 1000 K, is determined by marking the intersection between the horizontal black line (depth of the lithosphere) and the grey temperature profiles, see the vertical black arrow. The velocity and temperature profiles are evenly sampled from the statistically steady state to illustrate the scatter of these quantities. we illustrate how this results in a locked convection cell in the npr1000 simulation with a free-slip surface. The dynamic topography near the right edge of the model domain is positive, see the black near-surface band in Fig. 7 , which is due the rising material below it. With a permeable side boundary, the plume sinking along the right boundary would move further to the right, making way for the return flow of the rising material. Since it cannot go there, a smaller than usual convection cell develops and remains in position for several Gy. Due to thermal thinning of the lithosphere overlying the resulting stable upward flow, we observe the above mentioned increase of stress in Fig. 4 in the time window of 7-10 Gy. 'Locked states' can be viewed as an artefact of the model geometry limitations. As discussed in the next section, they affect the initiation of subduction and thus make the critical yield stress Downloaded from https://academic.oup.com/gji/article-abstract/216/3/1740/5232403 by Univerzita Karlova v Praze, Matematicko-fyzikalni fakulta user on 08 January 2019 less constrained. In order to avoid locked states (and the subduction events in which the lid is broken along a side boundary discussed below), we perform the model set np-w1000. The models of this set differ from the above discussed set np-r1000 by the boundary conditions on the vertical boundaries. While npr1000 models used impermeable free-slip sides with zero heat flux, models np-w1000 have periodic boundary conditions on the sides. The average lid stresses for these models with periodic boundary conditions depicted in Fig. 4 is more steady when compared to Fig. 6. 
Role of the initial temperature perturbation and meta-stable states
Since we do not observe a systematic increase of the critical yield stress due to a free surface, why was it observed by Crameri & Tackley (2016) ? When looking in Table 3 we note that, if only one set of model simulations was considered, the set r1000, we would observe a systematic effect of the free surface, but it would be exactly opposite to the one reported by Crameri & Tackley (2016) we would conclude that in simulations with a free surface the lid is less likely to break as the critical yield stress is systematically higher. On the other hand, if r1050 was the only set at hand, we would confirm the findings of Crameri & Tackley (2016) , the lid breaking more easily in the 'green' cases for all tested yield stress profiles, the shift of the critical yield stress being the same as reported in Crameri & Tackley (2016) .
This also explains the apparent contradiction between our results and the results of Crameri & Tackley (2016) : There is no contradiction-we are able to identify a set of simulations that almost exactly reproduces the results in Crameri & Tackley (2016) . However, when more sets of simulations with different initial conditions are included we reach a different conclusion about the shift of the critical yield stress than Crameri & Tackley (2016) , who did not vary the initial temperature distribution.
In this section we analyse the mutual disagreement between individual sets by investigating the role of initial perturbation of temperature that is used to initiate convection in our models (and in the models of Crameri & Tackley 2016) . Typically, when a parametric study of mantle convection is performed, the only parameters changed in the input files used to execute the code are the parameters whose effect is being investigated. Thus, the only numbers changed in the input files of all the simulations with a free-slip surface and VP rheology that are labelled as r1000, were the values of τ 0 and μ. In all these simulations the initial temperature field was exactly the same, because the initial geometry and position of tracers was the same (note that most programming languages use a mathematical algorithm to produce a sequence of pseudorandom numbers that will be the same if the seed is the same). In effect, the first downwellings develop at the very same positions in space and time, and since the interplay between a stagnant lid and sublithospheric dynamics is limited, the internal dynamics are nearly identical for several Gy among all the 'red' simulations from the set r1000 (i.e. regardless of the considered yield strength profile).
In the set r1000 we conclude that the model with a free-slip surface is more likely to result in subduction initiation than when a free surface is considered, which seems surprising. Here, however, the locked state discussed above comes into play. The model with a free-slip surface develops into the locked state with a stable small convection cell near its right edge, as discussed in the previous section. The stable upwelling associated with the locked convection cell thins the lithosphere and consequently the lid breaks off. This process is demonstrated in Fig. 8 , where two snapshots illustrate the time evolution of the model r1000 that has a composite yield stress with τ 0 = 10.2 MPa and μ = 0.0063. A similar subduction initiation occurs in the model r1000 with Byerlee's yield stress that has a μ = 0.006. While these two subduction events occur at a different time (7.6 and 6.0 Gy-cf. Table 2), they are both caused by a locked convection cell near the right edge of the model domain, similar to the one observed in Fig. 7 in the np-r1000 simulation. It is likely that the occurrence of these subduction events is linked through the fact that all the 'red' r1000 simulations start from the same initial temperature distribution and thus have nearly identical internal dynamics in the first few Gy of their evolution.
When a free surface is employed, the initial temperature perturbation geometry is different because of the presence of the sticky-air layer. The spatial positions of the first downwellings are thus different than in models with a free-slip surface. This initial temperature field is then the same for both types of free-surface models-the 'green' VP and 'blue' VEP simulations with a given T 0 . The freesurface models from the set r1000 do not end up in the locked state favouring the lithosphere breakup.
When a subduction event occurs in our models, it proceeds in a rather unphysical manner (regardless of whether the event results from a locked convection cell or not). The subduction events are not single-sided and generate too large velocities (cf. Fig. 8 , see also figs 7 and 8 in Solomatov (2004a) ). The subduction dynamics themselves are, however, not the subject of this paper (see Section 4). Note also, that due to the low values of τ 0 and μ the subduction events are often accompanied by yielding of a large portion of the model domain. This behaviour is typically related to a material being locked by a side wall during the respective event-domaindeep yielding does not take place in the set w1000, confirming that periodic boundaries are a better choice for this type of simulations.
The models with different initial internal temperature fields T 0 (r950-r1050) evolve into different configurations of the convection pattern. On average we do not find a systematic shift in critical yield stress value due to elasticity or a free surface in the simulations with reflective side boundaries. Similarly, no systematic increase or decrease of the critical yield stress is observed for the set w1000, where laterally locked convection cells do not develop. In summary, when the employed yield stress is close to the critical value, statistical variations (e.g. associated with differing random initial conditions) have a large effect on whether or not subduction occurs within the simulated time period. Any systematic influence of a free surface or elasticity appears to be smaller than this statistical variation.
Role of the viscosity profile
In the above discussed models we assumed the Frank-Kamenetskii approximation of viscosity (eq. 1). In order to evaluate the effects of viscosity model we will further use a pressure and temperature dependent viscosity following an Arrhenius law. A viscosity cut-off η max is applied to limit the viscosity in the coldest parts of the model domain:
where E act = 240 kJ mol −1 is the activation energy, V act = 8.9 × 10 −7 m 3 mol is the activation volume, R is the gas constant and p 0 is lithostatic pressure. The prefactor η 0 is computed such that η is equal to 10 16 Pa s for a temperature of 1600 K and zero pressure. The value of η max , which is the upper viscosity cut-off, is set to 10 27 Pa s. In the Appendix we discuss the effect of the value of η max .
The choice of prefactor η 0 ensures that sublithospheric viscosity in statistically steady state is similar to the model cases with Frank-Kamenetskii approximation. Fig. 9 compares the viscosity profile obtained in statistically steady state when an Arrhenius law is employed with the previously assumed Frank-Kamenetskii approximation. The main difference is that in the Arrhenius case there is a layer of finite thickness with a high and constant viscosity, which tends to bend as a coherent unit-such behaviour can be expected in the upper mantle of the Earth for activation energies E act within the range predicted by laboratory measurements. Eq. (7) is perhaps the most common viscosity law used in numerical experiments of mantle convection, which makes it ideal for the purposes of this study. The effects that we discuss below, however, could also be obtained if a cut-off value was introduced to limit the viscosity resulting from eq. (1) and the parameter θ therein increased.
The difference between the considered viscosity profiles can be illustrated by observing the spatial distribution of the Maxwell relaxation time in the VEP model. For η = 10 27 Pa s the Maxwell time η/G is ca. 450 Myr, which is much larger than the characteristic time of the modelled convection (cf. Fig. 2) . As a result, the behaviour of material with η = 10 27 Pa s is effectively elastic. For the Arrhenius law we obtain a thick layer of effectively elastic material, while for the Frank-Kamenetskii profile such layer is very thin, because the viscosity exponentially drops right below the surface.
Again, we perform three types of simulations: (1) with VP rheology and a free-slip upper boundary; (2) with VP rheology and a Downloaded from https://academic.oup.com/gji/article-abstract/216/3/1740/5232403 by Univerzita Karlova v Praze, Matematicko-fyzikalni fakulta user on 08 January 2019 Figure 9 . A comparison of horizontally averaged viscosity profile in statistically steady state of the reference simulation with the Arrhenius law (pink) and the reference simulation with the Frank-Kamenetskii approximation (blue). Depicted are the cases with a free-slip surface, but the viscosity profiles do not depend on the upper boundary condition or on the inclusion of elasticity. The range of fluctuations in the statistically steady state is not shown here, but is small (cf. the temperature profiles in Fig. 3 ). The green dashed line is for the more vigorously convecting simulations discussed in Section 3.5. While the viscosity prefactor larger in this case, the temperature profile is hotter (cf. Fig. 14) and the resulting viscosity is smaller. free surface; (3) with VEP rheology and a free surface. The initial temperature distribution is again given by eq. (3), with T 0 equal to 1000 K, and the resolution is 512 × 128 cells. Side boundaries are periodic in order to avoid locked convection cells. We denote this set as A1000. Reference simulations in which plastic yielding is suppressed (τ 0 = ∞) are labelled np-A1000.
In Fig. 10 we compare the maximum stress profiles τ max (z) in the simulations np-A1000. We see that the effects of a free surface and elasticity are much more pronounced here than in the models with a Frank-Kamenetskii approximation (cf. Fig. 1 ). With a free surface, the maximum stresses are significantly higher when compared to the simulation with a free-slip surface and display a clear bending pattern, reaching its maxima in the zones of plate's extension and compression (with a sharp local minimum near the neutral plane of bending). When elasticity is included, the bending pattern is still present, but the amplitudes of bending stresses are smaller, because they are governed by the value of shear modulus and not by the value of viscosity.
In the viscoelastic case, the top 100 km behave essentially as an elastic plate and the stresses are thus proportional to the total strain, that is, to the actual flexure of the lid. In the viscous case the stresses are, of course, proportional to the strain rate instead. Nevertheless, when a free surface is assumed the velocity field associated with the building of topography resembles the displacement field typical for a bent plate. Consequently, the stress patterns in a viscous lid are qualitatively similar to those in a viscoelastic lid (although their characteristic wavelength may be different and memory effects may come into play, see Patočka et al. 2017) . For this reason we refer to the corresponding stress patterns as 'bending stresses' in both cases even though it is the rate of bending rather than the flexure itself that determines them in a viscous case.
Note also the perhaps unexpected role of the viscosity cut-off η max . The original reason for approximating the Arrhenius function with the exponential function (1), that is, the Frank-Kamenetskii approximation, was that assuming the Arrhenius viscosity results in an extremely narrow stress 'skin' layer that is hard to resolve in numerical simulations (see e.g. fig 1 of Solomatov 2004a) . However, when a viscosity cut-off is introduced the sharp increase of stress is limited to depths below the point where η max starts controlling the viscosity and above this point the stress decreases towards the surface, that is, it does not reach its maximum at the outer surface. This is because the strain rate decreases towards the surface and since the viscosity is constant in the shallow depths the stress decreases too (see the top panel in Fig. 10) . The presence of a viscosity cut-off in eq. (7) is thus important for the spatial distribution of stress and we pay further attention to it in the Appendix.
When a free surface is assumed, the part of the lithosphere that has constant viscosity bends as a coherent unit, localizing the respective stresses into this region (cf. middle and bottom panel in Fig. 10) .
Despite the presence of bending stresses in the profiles in Fig. 10 , the average value of the second invariant of the deviatoric stress across the lid does not differ much among the three scenarios (Fig. 11) . Perhaps the only notable difference among the curves in Fig. 11 is that the amplitude of short-period fluctuations is larger in the viscous simulation with a free surface (green line) than in the other two. Note also that the volumetric averages in Fig. 11 are similar in amplitude to those in Fig. 4 . Now let us move to VP and VEP models to determine the critical yield stress. In order to avoid bias caused by the initial temperature distribution as discussed above, here we perform several sets in which the initial temperature T 0 is the same (1000 K), but we use a different seed for random perturbations in each set. We label these ten sets A1000a, A1000b,.., A1000j. Table 4 summarizes the likelihood of subduction initiation in these sets. Table 4 is constructed in the same way as Table 3 , only the source data are this time the sets A1000a-j.
Looking at the results in Table 4 , we may conclude that the critical yield stress is lower than in the previously considered cases with Frank-Kamenetskii approximation (cf. Table 2, τ y = 4.4 MPa). This is a result of two competing effects, which can be deduced from the stress profiles depicted in Fig. 10 . First let us analyse the case with a free-slip surface. When compared to Frank-Kamenetskii viscosity model, the sharp increase of stress, typical for a stress boundary layer, has shifted deeper to ca. 100 km depth and the maximum amplitudes are lower. Because of this shift, it is easier to activate plastic yielding near the LAB. While the depth of yielding was the key ingredient for breaking the lid in sets r950, r1000, r1050 and w1000, for the set A1000 it is not the only factor. Due to the presence of an upper viscosity cut-off, stresses are much lower at shallow depths and it is more difficult to activate plastic yielding near the upper boundary. The latter effect is stronger here, and forming a lithosphere-scale shear zone is thus slightly more difficult in the sets A1000a-j than in the previously considered sets with FrankKamenetskii approximation.
When a free surface is assumed, bending ensures that plastic deformation is triggered near the surface and above the transition between η max and the Arrhenius law. Developed shear zones form conjugate inclined sets in the regions of plate extension and compression and are typically not symmetrical with respect to the neutral plane. The neutral plane of bending can move towards the surface or LAB as plastic softening effectively thins the portion of the lithosphere that behaves as a stiff plate. In Fig. 12 we present viscosity Table 4 . Likelihood of subduction initiation when the Arrhenius law is assumed. Red, VP free-slip; green, VP free; blue, VEP free. Each statistic comes from 10 sets of runs with different initial temperature perturbations. In parentheses we show the harmonic mean of the times (in Gyr) marking the first subduction event in each simulation (for the procedure, see Tables 2  and 3). and strain-rate distribution in models A1000a with VP rheology and free slip, VP rheology and free surface and finally with VEP rheology and free surface. For each model we chose a snapshot that represents a maximum yielding episode. Low viscosity bands inside the lithosphere correspond to regions where plastic deformation was triggered. By comparing the three models in Fig. 12 we see that plastic yielding is much more pronounced in simulations with a free surface, reflecting the differences in maximum stress amplitudes depicted in Fig. 10 (consistent with findings reported by Crameri & Tackley 2016, see fig. 5 therein) . Including elasticity results in the formation of multiple shallow and short-lasting shear zones, but does not alter the behaviour of plastic yielding in the major shear zones dramatically (the bottom panel in Fig. 12 ).
Worth noting is that the simulations with a free surface depicted in Fig. 12 , in which τ 0 is close to the critical value, did not result in a subduction event even though they exhibit lithosphere-deep yielding. Indeed, the formation of a lithosphere-deep shear zone is a condition necessary but not sufficient for initiating a subduction event. From Table 4 we see that lid failure is equally likely for all the considered scenarios. Again, this result reflects a prediction that could have been made on the grounds of considering the average stresses in the reference simulations (cf. Fig. 11 ), rather than a prediction based on the (significant) differences in the maximum stress amplitudes observed in Fig. 10 .
In the top panel of Fig. 13 we show the stress patterns that correspond to the situation depicted in Fig. 12 . We analyse only the simulations with a free surface, and compare the stress structures during episodes of deep yielding (the top panel) with those in 'quiet' times (the bottom panel), where plastic yielding almost does not take place. We see that the bending stresses, which dominate the upper part of the lithosphere in quiet times, change into deep zones of lithospheric extension and compression when deep plastic yielding is triggered by the underlying convection. For a detailed analysis of lithospheric stress patterns in simulations without plastic yielding, similar to those depicted in the bottom panel of Fig. 13 , we refer the reader to earlier literature on viscoelastic stagnant lid convection (Beuchert & Podladchikov 2010; Thielmann et al. 2015; Patočka et al. 2017 ). Here we merely note that the key difference is not in the characteristic spatial wavelength of these patterns, but rather in the way they change with time. In the viscous case the bending patterns reflect the instantaneous direction of the topography development and thus naturally change with time more rapidly than in the viscoelastic case, where the stress patterns reflect the instantaneous topography itself. In a way, they relate to each other just as a function relates to its time derivative, because the elastic stresses are proportional to the strain while the viscous stresses are proportional to the strain rate.
Effect of increased convective vigour
The models presented above have lower convective vigour than what is expected in the upper mantle of the Earth. These models were motivated by parameters of earlier studies of Crameri & Tackley (2016) and Solomatov (2004a) , to which we make comparisons. In the statistically steady state of our reference simulations (both with the Frank-Kamenetskii and Arrhenius laws) the lithosphere is ca. 190 km thick and the average aspect ratio of convection cells is between 0.5 and 1 (cf. Figs 7 and 12) , which is more than the values inferred from geophysical observations (e.g. Petersen et al. 2010; Watts et al. 2013) .
In this section we discuss additional simulations that have parameters identical to the set np-A1000, only the internal heating rate H is now set to 12 × 10 −12 W kg −1 (twice the value assumed in previous model cases) in order to obtain a thinner lithosphere and smaller convection cells in the statistically steady state (Figs 14  and 15 ). We also adjusted η 0 to more Earth-like values, making the viscosity equal to 10
18 Pa s for a temperature of 1600 K and zero pressure. The initial temperature T 0 in eq. (3) was increased to 1100 K.
Internal dynamics are not the only factor controlling the average value of the lithospheric stress. The properties of the stagnant lid, its ability to accommodate convective forces acting at the LAB, also play an important role. As a result, the amount by which the average lid stress changes when model parameters are varied depends on the upper boundary condition and on the considered rheology. In our additional, more vigorously convecting simulations, accounting for a free surface and neglecting elasticity leads to overestimating the lithospheric stress τ lid by tens of percent when compared to the more realistic VEP case (Fig. 16 ). When both a free surface and elasticity are included, the average lid stress is, in the statistically steady state of the simulation, only slightly higher than the traditional purely viscous case with a freeslip surface. This, however, does not imply that the spatial distribution of stress is comparable too (Fig. 17 , see also Figs 10 and 12).
In Sections 3.1-3.4 the mean value of τ lid (t) was not significantly influenced by assuming a free surface or elasticity. This perhaps implies that the convective forces are closely linked to τ lid in these models with low convective vigour and a thick lithosphere. The convective forces are given by the size of convection cells and the velocities of the internal flow-characteristics that do not depend on the lid properties-and, generally speaking, their relationship to the stress generated inside the lithosphere is not straightforward. For several cases previously studied in the literature, for example, for a benchmark example with a rising cylinder or for simulations of large-scale convection, the average lithospheric stress is significantly affected by considering elasticity and a free surface (see e.g. Thielmann et al. 2015; Patočka et al. 2017) . Similarly, in the more vigorous models of upper-mantle convection studied in this section τ lid depends on the lid rheology and model surface treatment, being almost 2 × smaller due to the inclusion of elasticity in the scenario with a free surface (cf. the green and blue lines in Fig.  16 ).
In the Appendix we test the effect of η max by repeating the set np-A1000 from Section 3.4, only with a different value of η max . For high values of η max we observe, similarly as in Fig. 16 , that τ lid is larger in the 'green' scenario than in the other two scenarios. In a way, Downloaded from https://academic.oup.com/gji/article-abstract/216/3/1740/5232403 by Univerzita Karlova v Praze, Matematicko-fyzikalni fakulta user on 08 January 2019 Figure 12 . Viscosity fields and strain rates in simulations A1000a with constant yield stress τ 0 = 4.4 MPa. Bands of low viscosity inside the lithosphere mark the regions where convective and bending stresses triggered plastic deformation, locally increasing the strain rate. Snapshots are taken to represent episodes of maximum yielding in the respective simulations. Note that the internal dynamics are similar in the middle and bottom panels as both simulations were started from exactly the same initial temperature field (they both belong to the same set A1000a).
Downloaded from https://academic.oup.com/gji/article-abstract/216/3/1740/5232403 by Univerzita Karlova v Praze, Matematicko-fyzikalni fakulta user on 08 January 2019 increasing the internal Rayleigh number (Ra) has a similar effect as increasing the cut-off viscosity η max . Indeed, there is a connection between these two parameters: when Ra is held constant and η max is increased (see the Appendix), the characteristic timescale of internal dynamics remains the same and the timescale of lithospheric deformation increases. If, on the other hand, η max is kept constant and Ra is increased, then the timescale of lithospheric deformation remains unaltered and the characteristic timescale of internal deformation decreases. In other words, increasing Ra shifts the relative ratio of both timescales in the same direction as increasing η max does.
D I S C U S S I O N
The models of small-scale convection presented here are rather simplified when compared to the state-of-the-art regional-scale modelling. This is partly because they lack compositional variation of the physical properties of rocks and phase transitions of minerals. However, the goal of this study is to systematically evaluate the effect of elasticity and a free surface on lithospheric stresses resulting from upper-mantle convection. For this purpose the models are instructive and they also have the advantage of having been used in previous parametric studies by Solomatov (2004a) and Crameri & Tackley (2016) , to which we can make comparisons. We show 100 profiles at equally spaced times between 9 and 10 Gy. The depth profiles of horizontally averaged stress depicted here are similar to the depth profiles of horizontal maximums of stress τ max (z) in these simulations, only they have lower amplitudes and the stress structure in the shallow region is better visible here, especially for the case without elasticity and with a free-slip top (top panel).
The subduction events in our models occur in a rather unphysical manner, not resembling Earth-like subductions. It is not the subduction dynamics that we pay attention to. We investigate mantle-lithosphere interaction that may precede a subduction-the small-amplitude flexure of a stagnant lid caused by the underlying convection. In particular, we focus on the relationship between the lithospheric stresses in reference simulations without plasticity and the corresponding depths of yielding once plasticity is switched on. We do not analyse the stresses beyond the point of triggering a subduction event, because Earth-like subduction is single-sided and not symmetrical as in our simulations. The effects of elasticity on the large-amplitude bending associated with Earth-like subduction has been studied elsewhere, with a realistic subduction zone being contained in the initial set-up of their models (Farrington et al. 2014) The stresses generated in the lithosphere by small scale convection are relatively small-a few MPa. Consequently, the values of yield stress τ 0 and friction coefficient μ that we test are also small, much smaller than the values obtained in laboratory measurements. Global-scale convection generates an order of magnitude larger stresses inside the lithosphere, but the nature of fluctuations in a complex Earth-like global convection makes it more challenging to systematically analyse the effect of elasticity (chapter 4 in Patočka 2018). Nevertheless, our findings about the relationship between the lithospheric stress distribution and the critical yield strength are likely to be transferable to models of global-scale convection, as this relationship can be expected not to depend on the exact numerical values of τ 0 and μ (at least it does not depend on the exact numerical values in the theory of Solomatov (2004a) , developed for the 'red' scenario).
The problem of using too low yield strengths in geodynamical simulations has gained much attention in the last decades. Some advocate the use of low friction angles or yield stresses on the grounds that they are effectively averaging multiple short-timescale rapid slip events to a geological timescale of numerical simulations, but it is generally viewed as controversial. Moreover, pseudo-plasticity with low friction angles results in poorly localized shear-zones, with yielding occurring within much larger volumes of the lithosphere than observed in nature. Methods have been proposed to overcome this discrepancy, either through a strain-rate dependence of the friction angle (e.g. van Dinther et al. 2013) , or by considering structural inheritance of the lithosphere . The effects of viscoelasticity in such models may be more dramatic than in the traditional models presented here, especially when elastic energy from a large volume of the model domain is released within a small region, as observed in a numerical experiment of lithospheric shortening by Jaquet et al. (2016) . Note however, that the tectonic setting of their experiment is very different: the amount of elastic energy that can be stored (and subsequently released) in models of plate shortening is essentially unlimited, while the amount of elastic energy that is stored in our models is controlled by the flexure of the lid-and this is limited, at least prior to a subduction event, as the topography is merely a signature of the underlying convection. We avoid additional model complexities here in order to map the effects of elasticity and a free surface in a typical VEP setting.
When specifying the value of the sticky-air viscosity η st , one is limited by the requirement that the sticky-air layer allows vertical movements of the physical surface without exerting significant stresses. The vertical movements of the physical surface generate a channel flow inside the thin air layer and one can compare the pressures resulting from this flow with the lithostatic pressures due to the developed topography. The ratio of these stresses is known as the C-number and should be low (Crameri et al. 2012 ). In our simulations the C-condition is well satisfied. Nevertheless, having the viscosity of the sticky-air similar to that of the asthenosphere may appear questionable (cf. Fig. 9 ). Indeed, one may then suspect the coupling of the sticky-air layer to the lithosphere to be comparable to the coupling between the lithosphere and the asthenosphere. For this reason we recomputed the sets w1000 and A1000a with a lower value of the sticky-air viscosity, η st = 10 18 Pa s. The outcome of the numerical simulations was nearly identical, confirming that using the C-condition was a sufficient criterion for choosing the value η st . Note also that including elasticity allows a much broader range of air-layer viscosities that can be tested, because the method of implementation of elasticity significantly reduces the numerical viscosity contrasts the solver has to tackle (Beuchert & Podladchikov 2010 ).
C O N C L U S I O N S
We investigated the effects of a free surface and viscoelasticity on the maximum value of yield stress that allows stresses caused by convection to break the stagnant lid and initiate subduction. First, we performed models of upper-mantle convection that are based on the work of Solomatov (2004a) extended by Crameri & Tackley (2016) . Contrary to the results of Crameri & Tackley (2016) we found no significant shift of the critical yield stress due to a free surface in these models. When plastic deformation is not included, radial profiles of maximum stress have similar shapes regardless of the choice of the upper boundary condition or elasticity, even though the maximum amplitudes vary substantially. When plastic yielding is allowed, plasticity smears out any differences and the depth ranges over which yielding takes place are comparable. As a result, the value of critical yield stress is, as far as can be determined given the statistical variation between cases, the same for all three tested scenarios (VP rheology and a free-slip upper boundary; VP rheology and a free surface; VEP rheology and a free surface).
For low Rayleigh numbers, thermal convection simulations tend to experience meta-stable states, which mutually differ, for example, by the number of prevailing convection cells. Meta-stable states cause long-term fluctuations of the average lithospheric stress and complicate the evaluation of the critical yield stress. The occurrences of a locked convection cell can bias the results of a parametric study: the trends observed in a meta-stable state in a particular subset of performed model simulations are not valid for broader range of models. Periodic side boundary conditions help to eliminate laterally locked convection cells and are thus a more suitable alternative than impermeable free-slip sides.
Whether or not the spatial distribution of lithospheric stresses is significantly influenced by a free surface and/or elasticity depends primarily on the amount of plate bending in the respective simulation. The bending is governed by the assumed viscosity profile and by the temporal variation of loads. Viscosity profiles with a thick layer of essentially rigid (highly viscous) or essentially elastic material favour the formation of a typical bending stress pattern while the profiles with viscosity exponentially decaying directly from the surface do not. Lithospheric stresses in our numerical experiments with an Arrhenius viscosity clipped by a prescribed cut-off value are dominated by the bending pattern and are thus largely dependent on the assumed upper boundary condition and on the inclusion of elasticity. Nevertheless, the critical yield stress in these models is still only slightly affected by the surface boundary condition, with a free surface increasing the critical value.
When the convective vigour is increased to better match that expected for the upper mantle of the Earth, the interplay between internal dynamics and lid properties becomes more complicated. It is then not only the spatial distribution of stress that is affected by including elasticity, but also the volumetric average of stress inside the lithosphere. We show that neglecting elasticity can result in a significant overestimation of lithospheric stresses in the more vigorous models. Finally, we evaluate the effects of maximum viscosity. This cut-off value is often used as a numerical convenience, but its effect on the model dynamics is however seldom discussed. Here we show that increasing the cut-off viscosity increases the average stresses in viscous models with a free surface, while in viscoelastic models mean stress does not depend on the viscosity cut-off, since the lithospheric deformation is controlled by the elastic component. This is a clear advantage of viscoelastic models when compared to models that neglect elasticity.
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A P P E N D I X : E F F E C T O F T H E U P P E R V I S C O S I T Y C U T -O F F
When the Arrhenius law with typical values of activation energy and activation volume is assumed, enormous values of near-surface viscosity are obtained. Since most numerical tools cannot handle the resulting viscosity contrasts, it is common to limit the viscosity by an upper viscosity cut-off η max . The value of η max is rarely discussed in geodynamical simulations, and one would thus expect that it should not be very important. Here we test its effect on the stresses developed in the cold lithosphere.
In Fig. A1 , we show the maximum stresses in the model with Arrhenius viscous rheology and a free surface np-A1000 that was discussed in in the main text (cf. middle panel of Fig. 10 ), together with two additional simulations, which are identical except that they employ different values of viscosity cut-off, 10 26 and 10 28 Pa s. When the value of η max is increased to 10 28 Pa s the maximum deviatoric stresses grow significantly higher (Fig. A1, lower panel) . A similar trend is observed for the average deviatoric stress (integrated over the area of the lithosphere) as shown in Fig. A2 . We also note that, apart from the increase of the average stress, the amplitude of its fluctuations increases too.
The purpose of Figs A1 and A2 is to warn against using a free surface and neglecting elasticity at the same time. The large 'bending' stresses therein are a result of building topography on top of the very stiff, purely viscous lid. These are unphysical, because in nature the highly viscous lithosphere can be expected to behave elastically with bending stresses corresponding to the total flexure of the lid rather than to its rate of flexing.
When a free surface is considered and elasticity is included, bending can take place, but the range of average stresses developed in the lithosphere does not depend on the value of η max (the top panel of Fig. A3 ). As long as the viscosity is high enough to make the Maxwell relaxation time η/G much larger than the characteristic time of the underlying convection, the lid behaves essentially as an elastic plate. The response of a viscoelastic plate in such a regime is governed by the plate shear modulus, plate viscosity being irrelevant as the deformation is primarily an elastic deformation and viscous strain rates are negligible.
When a free-slip condition is assumed at the top, the average lithospheric stress has nearly identical evolution for all cut-off values considered (the bottom panel of Fig. A3 ). This result suggests that only the bending stresses are affected by the value of η max , and since no bending occurs for the case with a vertically fixed surface, the stress in free-slip models is not affected by viscosity cut-off.
Independence of model results on the (typically rather arbitrary) value of η max is a desired property. By comparing the top and bottom panels of Fig. A3 , we see that, from this point of view, either prescribing a free-slip condition at the top or assuming a free surface and including elasticity are suitable options. 
