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A B S T R A C T   
The daily deployment of new applications, along with the exponential increase in network traffic, entails a growth in the complexity of network analysis and 
monitoring. Conversely, the increasing availability and decreasing cost of computational capacity have increased the popularity and usability of machine learning 
algorithms. In this paper, a system for classifying user activities from network traffic using both supervised and unsupervised learning is proposed. The system uses 
the behaviour exhibited over the network and classifies the underlying user activity, taking into consideration all of the traffic generated by the user within a given 
time window. Those windows are characterised with features extracted from the network and transport layer headers in the traffic flows. A three-layer model is 
proposed to perform the classification task. The first two layers of the model are implemented using K-Means, while the last one uses a Random Forest to obtain the 
activity labels. An average accuracy of 97.37% is obtained, with values of precision and recall that allow online classification of network traffic for Quality of Service 
(QoS) and user profiling, outperforming previous proposals.   
1. Introduction 
Network monitoring and analysis are becoming more challenging 
due to the growth in traffic demands. There are many new applications, 
causing network management challenges and resulting in an increase in 
the complexity of identifying the applications present on the network. 
This identification is useful for applying QoS policies and detecting in-
trusions, among other tasks. Each application has its own network re-
quirements; therefore, it is essential to identify these requirements to 
manage and provide the appropriate resources needed to ensure correct 
operation. 
The traditional approaches for network traffic classification are 
largely based on the recognition of well-known ports and on DPI (deep 
packet inspection) [5]. However, there are many applications that use 
dynamic ports, and many online services are transported over HTTP 
(Hypertext Transfer Protocol), making it more difficult to recognise 
those services with a port-based approach. The raise in users’ privacy 
concerns has increased the use of HTTPS (secure HTTP), Virtual Private 
Networks and encrypted tunnels, making service classification based on 
DPI unfeasible. Moreover, many governments are promoting laws to 
prevent internet service providers (ISPs) and other companies from 
inspecting users’ data. Due to these factors, new analysis methods such 
as those based on machine learning techniques have obtained an 
increasing popularity among academic researchers and industrial users. 
This paper is focused on the characterisation of user network activ-
ities in a temporal window using machine learning techniques. We 
designed a novel analysis architecture using unsupervised techniques, 
such as K-Means, gaussian mixtures (GM) and BIRCH (balanced iterative 
reducing and clustering using hierarchies), and supervised techniques 
such as support vector machines (SVM), random forests (RF) and neural 
networks (NN), respectively. We present a new approach that differs 
from the existing methods in the ways in which it pre-processes the input 
data to the automatic learning algorithms and in the quality of the 
classification results. Previous works consider all user flows in the 
classification and make classifications separately, running the risk of 
losing flow information in different layers of the classification. To solve 
these problems, an extra layer of classification has been added to ach-
ieve aggregation of information from all the user’s flows. A time 
window-based approach is used to accomplish traffic classification that 
allows its online usage in conjunction with the reconfiguration of QoS, 
security or accounting policies. The sizes of the time windows are 
selected by experimental evaluation to obtain fast and accurate results. 
All this is achieved with a flow level window and three steps in the 
classification system. The code for the implementation of the system and 
the dataset utilised are being published along with this paper. 
The remainder of this paper is structured as follows: Section 2 
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describes the user activities considered and the traffic capture method-
ology. Section 3 presents our approach to performing the traffic classi-
fication, including both data preprocessing and classification 
techniques. Section 4 presents the tuning of the parameters for the 
classification models. Section 5 presents the evaluation of the system 
with the captured dataset. Section 6 provides overviews of related work 
in traffic classification, and Section 7 concludes the paper. 
2. User activities and traffic traces 
In the design of the classification system, we must define the user 
network activities we wish to distinguish. Additionally, a full set of 
network traces is needed to train and test the system. Therefore, a traffic 
capture methodology that allows us to obtain the network traces with 
associated user activities (labelling) is proposed. 
2.1. Types of user activities 
Depending on the scenario, classification per specific application 
may be needed (for cybersecurity policies); or more general classes can 
be defined (for QoS or user profiling). We will focus on the latter cate-
gory, in which a small number of traffic classes is sufficient to charac-
terise the network traffic. In a DiffServ QoS scenario, for example, the 
number of traffic classes is usually very limited to simplify configuration 
and management. In scenarios such as user profiling, privacy is very 
important and identifying specific applications in network traffic should 
be avoided. Therefore, fewer and more general traffic classes are defined 
to identify different user profiles. With these requirements in mind, we 
refer to prior literature [3,15] to find simplified classes such as the 
following:  
- Interactive: The interactive class contains traffic from applications 
that execute real-time interactions in order to provide a suitable user 
experience. Examples of this type of application include remote file 
editing in Google Docs, any chatting app or using a remote shell 
session.  
- Bulk data transfer: Bulk data transfer activity is comprised of the 
traffic for those applications that perform transfers of large volume 
data files over the network, usually making use of a significant per-
centage of the available network bandwidth. Some applications that 
exhibit this type of network behaviour are SCP/FTP applications, and 
direct downloads of large files from web servers like Mediafire or 
Dropbox, among others.  
- Web browsing: Web browsing activity includes all of the traffic 
generated while searching and consuming different web pages, 
including the download of all multimedia content such as images, 
ads, javascript libraries, or any other web component. 
- Video playback: Video playback activity includes traffic from appli-
cations that consume video in streaming or pseudo-streaming modes. 
In both cases, the usage of the network involves bursts of packets that 
are compensated with the use of buffers. Twitch and YouTube are 
widely known examples of these applications, and they support 
streaming and pseudo-streaming, respectively.  
- Idle behaviour: Idle behaviour activity consists of the background 
traffic generated by the personal computer when the user is idle. 
There are many applications that do not require user interaction 
while making use of the network. Automatic processes, antivirus 
signature updates, operating system updates, connectivity checks, 
zeroconf and discovery applications are examples of processes that 
exhibit this type of behaviour. 
These activities have been chosen to cover the most common be-
haviours exhibited by the network traffic from different applications 
while using a simple and intuitive set of classes. Moreover, the classifi-
cation of user activities into this group of classes does not compromise 
privacy since a specific application has not been inferred. 
2.2. Traffic datasets 
This section covers the methodology used to capture network traffic 
and the experimental setup used to obtain the main dataset. In addition, 
we present an external dataset provided in [6] that will be used to 
compare our results in a completely different network scenario. 
The goal for obtaining the main dataset is to perform traffic captures 
in both testing and deployment environments with the minimum num-
ber of changes required for moving from one to another. Additionally, 
due to the extensive time investment in dataset generation, this meth-
odology should be independent of the metrics used and the classification 
procedures described below. This will allow reuse of the dataset in other 
scenarios. 
The capture process is performed using Tshark [20], a Linux CLI tool, 
although many other options could be used [14]. The capture is per-
formed using a network probe attached to the router that forwards 
network traffic from/to the user, as shown in Fig. 1. A SPAN (Switched 
Port Analyzer) session must be enabled in the router to obtain a copy of 
all the traffic at the network probe. Once the data are in a pcap file 
format, the relevant fields are extracted and exported to a CSV (com-
ma-separated values) file because it is a lighter format and is easier to 
handle. Although Tshark implements this functionality, there are some 
performance issues with high-rate volume traces and this parsing pro-
cess is performed using Scapy [17], a Python library for handling live 
network traffic and pcap files. All non-TCP or UDP packets are filtered 
out, as is each packet with an empty payload, since they are not sig-
nificant for the classification. The CSV file is composed of a list of 
packets, with one line per packet. Each packet is characterised by the 
following features: the timestamp of the packet, a designation of being a 
TCP or UDP packet, the payload size in bytes, the source and destination 
IP addresses, and the transport ports involved. Pcap and CSV files are 
used to simplify the training and testing procedures but, in a real 
deployment, live data processing would be performed. 
When performing a traffic capture to collect a dataset with which to 
train and evaluate the classification system, the type of user activity 
must be known. In order to obtain the packet trace and the type of user 
activity, a single host performs an activity from a known traffic class 
while the generated packets are being captured using Tshark. This al-
lows us to determine the class with which the trace should be associated. 
This process could be done with multiple simultaneous users if each user 
only performs activities from a single class and the labels are associated 
with the user instead of the whole trace. The labels are required for the 
training phase of the system but, once trained, the classification system 
itself will provide the labels. 
The main dataset is composed of several traffic traces, each 
belonging to a certain user and activity. For each traffic class, the 
following activities are performed: bulk (direct download from Media-
fire or a university repository, transfer using SCP/SSH, upload using 
Dropbox), video (YouTube, Twitch, university online classroom), web 
(web browsing in blogs and news sites, university Moodle) and inter-
active (Google Docs, CLI sessions with SSH). The full dataset in both 
pcap and CSV formats is being published along with this paper and can 
be found at [4]. Several traces have been captured for each traffic class 
with different underlying applications and characteristics. The main 
characteristics of the captured traces are shown in Table 1. 
We will also use the dataset provided in [6]. This dataset contains 
labelled traces for traffic classes different to those considered by us, and 
particularly to the following: p2p, video, web, bulk, chat, email and 
voip. Some of these classes contain very few traces and will be discarded 
for the analysis (the web class contains 3 traces, email only 4 traces and 
p2p 1 trace, while all other classes have at least 20 traces). The main 
dataset will be used though the analysis of our proposal and this external 
dataset will be used for the final validation. 
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3. Classification of user activities 
The proposed classification system takes as input a stream of packets 
with fields from the IP and TCP/UDP headers, as described in Section 
2.2. A data preprocessing step is required to transform the network 
traffic into a set of features that the classification system can handle. The 
packets are restructured into a three-level hierarchical window data 
structure that splits the data by user and into temporal windows, making 
them independent of each other. Then, a three-layer classification pro-
cess is performed to obtain the user activity associated with each clas-
sification window. Fig. 2 shows the workflow of both phases. 
3.1. Data preprocessing 
Data preprocessing (Fig. 3) is required to describe the network traffic 
with a set of representative features. First, if the data are provided as 
multiples traces with a single-user and activity per trace, they are 
merged into one stream of packets. However, if the capture was made in 
a network with multiple users, the merging step is not required. If the 
merging is necessary, all traces are translated to a common starting time, 
allowing captures made on different days to be merged. The output of 
this step is a single stream of packets resulting from several users, and 
hence, the subsequent steps of the process can be independent of the 
data input format. 
The data are split by user (identified by IP address) and by temporal 
windows (traffic restructuration in Fig. 3), making each window and 
user independent from the rest. A window filtering operation is per-
formed to remove from the dataset any window with no significant 
amount of traffic. Finally, feature extraction is performed using the 
process described in the following sections. 
3.1.1. Hierarchical windows 
We cannot assume that a user will only perform one single activity 
during the entire trace, therefore the traffic must be divided into time 
intervals for classification. These intervals must be chosen so as to 
capture enough data to constitute a representative depiction, but they 
must not be so large as to mix several activities. Accordingly, starting 
with any single-user traffic stream, the traffic will be separated into 
classification windows. A classification window is the element that the 
system attempts to classify with one of the activities described in Sec-
tion 2.1 and is hereinafter referred to as a CW (Classification Window). 
Each of these windows can be composed of multiple flows, wherein a 
flow is defined as the bidirectional conversation of all the packets with 
the same values in the source and destination IP addresses, source and 
destination TCP/UDP ports, and protocol field in the IP header. During 
any activity, the flows present in a CW can have a different degree of 
relevance in the final classification. In order to allow the classification 
system to keep that information, the traffic of each of the CWs described 
earlier is also split into a set of FW (Flow Windows). The FW covers the 
network traffic for each flow over the duration of the CW. Each CW will 
Fig. 1. Capture diagram for the main dataset.  
Table 1 









Mean Duration (s/ 
trace) 
Packets Mean (pkts/ 
trace) 
Flows Mean (flows/ 
trace) 
Bulk PCAP 19 8704.13 3598.99 189.42 446738.47 21.53 
CSV 350.86 3586.16 188.75 308832.47 15.53 
Video PCAP 23 1406.34 4494.81 195.43 67577.78 37.04 
CSV 58.35 4458.98 193.87 41691.74 33.52 
Web PCAP 23 148.62 4203.46 182.76 10620.39 240.17 
CSV 8.50 4113.04 178.83 6227.35 235.96 
Interactive PCAP 42 30.58 8934.00 212.71 3141.64 7.00 
CSV 4.46 8932.84 212.69 1783.38 6.98 
Idle PCAP 52 0.69 6341.57 121.95 66.38 7.04 
CSV 0.11 5936.64 114.17 34.85 6.81  
Fig. 2. Diagram for classification phases and workflow.  
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have as many FW as the number of flows present in that CW. 
Finally, each FW is also split into shorter temporal windows, 
allowing the characterisation of each FW based on the behaviour 
exhibited in this set of new windows. This final division is made to allow 
the system to differentiate between flows containing bursts in traffic, a 
constant send or receive rate, or those with just one request-response 
transaction. In the remainder of this paper, we will refer to each of 
those shorter windows as BW (Behaviour Windows). 
The three types of windows are shown in Fig. 4 for the traffic profile 
of a certain user. In this figure, CW1 has 3 flows and CW2 has only 2 
flows. Features of each flow are collected in several BW, but some of 
them (marked in white in the figure) will be empty as the real duration 
of the flow can be less than the CW. In the description provided in 
Section 4, the lengths of CWs and BWs were chosen as 5 s and 0.5 s, 
respectively, to obtain the best classification results. For such window 
sizes, the number of packets and flows per window in the main dataset 
are those shown in Table 2. 
3.1.2. Windows filter 
A filtering step is performed to remove periods of time not repre-
sentative of user activity. Several CWs are captured for every user ac-
tivity exhibiting little traffic, (if any), due to pauses in the user’s 
interaction. The filtering is performed based on the amount of traffic in 
the CW by selecting a bytes-per-window threshold. As noted earlier, a 5 s 
CW length is assumed during the traffic restructuring (the length se-
lection is discussed in Section 4). A plot of CW sizes (in bytes) for each 
traffic activity in the main dataset is shown in Fig. 5. Based on these 
data, a 3 Kbyte threshold is selected; this is easily exceeded by any active 
application. Given that web activity has a nearly flat distribution, 
interactive activity is used to select the threshold such that the majority 
of samples are not filtered out. In addition, video activity includes a 
small group of samples exhibiting activity levels at approximately 1 
Kbyte/window, and these should be filtered. 
Table 3 shows the number of windows from our traffic traces for each 
activity and type of window, before and after application of the bytes 
threshold used to filter out low volume windows. We can see that 
filtered CWs are not from either bulk or idle activities, because bulk has 
no idle intervals and idle traffic is not being filtered. Meanwhile, several 
CWs with both video and web activities are filtered because both traffic 
behaviours have inherent idle intervals. However, the number of FWs 
and BWs in those activities are reduced by a significantly lower per-
centage. This is because the CWs that are filtered out contain almost no 
traffic, and so nothing flows within them. 
3.1.3. Feature extraction 
Using the CW and the underlying structure, a set of features are 
defined for each of the window levels. This section describes the features 
and methodology used to extract windows (BW to CW) from the stream 
of packets using only statistics determined from the counts, sizes, and 
inter-arrival times of those packets. 
The features used are shown in Table 4. These features are found to 
be the best choices among all those tested for each window (not listed 
here for brevity), and they provide optimum results for the full set of 
metrics initially tested for each level. A feature labelled as “bidirec-
tional” in the table indicates that a feature is obtained for each direction 
in the communication. Otherwise, only one feature is extracted per 
sender and receiver pair. 
Fig. 3. Preprocessing phases.  
Fig. 4. Hierarchical windows data structure.  
Table 2 
Numbers of packets and flows per hierarchical window in the main dataset.   
Mean Standard deviation 
Packets/CW 1877.04 4381.05 
Packets/FW 478.01 2263.63 
Packets/BW 47.80 247.53 
Flows/CW 3.93 14.12  
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3.2. Classification system 
Using the hierarchical structure of the three window types, the sys-
tem will perform a three-layer classification; it proceeds from the first 
(BW) to the last (CW) and will attempt to infer the prevailing user ac-
tivity. This means that both the CW and the classification process are 
completely independent between different windows, and from one user 
to another. The traffic activities are associated with the CW (third layer), 
and labels cannot be spread to other layers because different activities 
could have similar flows and types of behaviours inside each FW. The 
classification system uses an unsupervised clustering algorithm for the 
first two layers, assigning clusters to each BW and FW, respectively, to 
produce a dimensionality reduction in the feature space. The third layer 
is capable of performing a supervised learning classification. Fig. 6 
shows two diagrams for the full process, particularizing for the case of 
CW2 in Fig. 4. 
The first layer (Fig. 6.a) is composed of three steps: feature extrac-
tion, window filtering and feature standardisation. Starting from a BW, 
the features described in Table 4 for a BW are obtained. In the case of an 
empty window, the BW is ignored in this layer. Each feature is stand-
ardised using the mean and standard deviation shown by the same 
feature among all the BWs of the training set. The standardisation 
consists of subtracting the mean value and dividing by the standard 
deviation so that the distribution of that feature presents a mean value of 
0 and a standard deviation of 1. This is performed to scale all the features 
to a similar range so that, regardless of the original magnitude, they are 
comparable with each other. Finally, using an unsupervised clustering 
model, each BW is associated with one of the K possible clusters indi-
cating the type of network behaviour exhibited in that temporal interval. 
The K clusters are obtained from all observations of the traffic for each 
BW in the training phase. 
The workflow of the second layer (Fig. 6.a) is similar to the first 
layer. Each BW is associated with a cluster while using a special cluster 
identification for the empty windows. The clusters from all the BWs in an 
FW are binary-encoded, indicating in the output whether or not a cluster 
was present in that FW. This binary array is merged with the extracted 
features from the FW (Table 4), which are standardised with the same 
methodology used in the first layer. Finally, all the features are applied 
to a new unsupervised clustering model that will output one cluster 
identifier for each FW present in the given CW. 
Finally, in the third layer (Fig. 6.b), a supervised learning model is 
used and trained with the activity labels associated with each of the CWs 
of the training set. The same encoding process is used to obtain a set of 
features that are representative of the FWs that comprise the CW, and it 
also merges them with the set of features extracted from the CW 
(Table 4). That feature set is then normalised as previously described 
and applied to the supervised learning model. As a result of this process, 
the identification of the traffic activity is obtained for each CW. 
The unsupervised clustering models considered for layers 1 and 2 are 
K-Means, GM (gaussian mixtures) and BIRCH (balanced iterative 
reducing and clustering using hierarchies). The supervised learning 
models considered for layer 3 are SVM (support vector machine), RF 
(random forest) and NN (neural networks). A comparison of the per-
formance of these methods at different layers is described in the next 
section. 
Fig. 5. Probability distribution of bytes per CW and traffic class in the main dataset.  
Table 3 


























Bulk 728 1120 11200 728 1120 11200 
Video 904 1782 17820 493 1544 15440 
Web 837 9102 91020 283 8235 82350 
Interactive 1809 2211 22110 1173 1860 18600 
Idle 1219 526 5260 1219 526 5260 
TOTAL 5497 14741 147410 3896 13285 132850  
Table 4 
Window selection features.  
WINDOW FEATURE BIDIRECTIONAL 
Behaviour Window Packet Count No 
Packet Count Send-Receive Ratio Yes 
Packet Inter-arrival Time Mean No 
Packet Size Sum No 
Packet Size Sum Send-Receive Ratio Yes 
Packet Size Mean No 
Packet Size Standard Deviation No 
Packet Size Range No 
Flow Window Packet Count No 
Packet Inter-arrival Time Standard 
Deviation 
No 
Packet Size Standard Deviation No 
Classification 
Window 
Packet Count No 
Packet Size Sum No 
Flows Count Yes 
Hosts Count Yes  
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4. Tuning the operational parameters 
In this section, the results obtained with the classification system are 
reported, along with the methodology used in the experiments. The 
classification system is implemented using the Scikit-learn API [13] and 
the code used to perform the evaluation of the experiments can be found 
in [4]. The experiments consist of four distinguishable parts: a) per-
forming the data restructuration with the dataset, b) randomly splitting 
the structured dataset into training and testing sets to perform 
cross-validation, c) building and training the models, and d) testing the 
system. The splitting, training and testing processes are repeated up to 
100 times to ensure consistency in the results. Each repetition of this 
sequence will hereinafter be referred to as an iteration. The results are 
measured using the precision, recall (also called sensitivity) and F1 score 
metrics. These metrics are defined in expressions (1), (2) and (3), and 
they are applied to any particular traffic class. TP is the number of True 
Positive instances (those that are correctly predicted), FP is the number 
of False Positives (those that are incorrectly assigned to a class), and FN 
is the number of False Negatives (those that are incorrectly assigned to 
another class). The F1 score is defined in terms of precision and recall, 
and is useful for providing a metric that involves both of them. All these 













To apply our proposed method, we must first define the time lengths 
for BWs and CWs. Using the main dataset described in Section 2, a 
parameter-tuning process is performed to select the best combination for 
those values. This tuning is performed using K-Means as unsupervised 
clustering at layers 1 and 2 and RF as the supervised classification at 
layer 3. In Fig. 7 the mean of the classes’ recall and precision values are 
shown for different combinations of lengths for the CW and BW. The 
results obtained are slightly improved when the lengths of the BWs are 
greater than 0.3 s. At first glance, any CW value greater than 5 s appears 
to maximise recall and precision. In addition, CW has to be a multiple of 
BW. A BW of 0.5 s is selected as a suitable value. 
To select the best value for CW, computational complexity and 
memory usage are also considered. Fig. 8 shows the computational time 
in seconds and the memory usage in MBytes for the training and testing 
(without feature extraction) of the full main dataset, with a fixed BW 
length of 0.5 s and variable CW length (x-axis of the figure). This shows 
that memory usage is linearly dependent on the CW length, due to the 
cost of generating features for all the BWs present in the flows of the CW. 
Conversely, the computational complexity increases with CW values 
smaller than 5 s, due to the increase in the number of observations for 
the unsupervised classification model at layer 3. 
Memory usage increases with the CW length, hence a CW length of 5 
s is chosen to optimise time and memory consumption, and, at the same 
time, it provides us with enough user traffic to allow the classification of 
activities. Performing the classification of traffic in windows of 5 s 
provides enough granularity to be applied in a QoS scenario and it is in 
Fig. 6. Three-layer classification system: a) Layers 1 and 2 for a single FW, b) Third layer for a single CW.  
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the order of magnitude of the time periods when users typically main-
tain their network activity [19]. Therefore, in what follows, we utilise 
values of CW=5 s and BW=0.5 s. 
The main dataset is split into training and testing sets. In our eval-
uation the dataset is randomly split by trace (and by user after the data 
merging process), assigning each trace to the training set with a prob-
ability of 60%. The rest of the traces will be used for the evaluation. The 
models are trained with the training set and then the performance is 
evaluated using the testing set. All features from Table 4 are considered 
in the feature extraction process. Fig. 9 shows the average recall and 
precision for the different classes, resulting from different combinations 
of the number of clusters in the first and second layer (both axes). The 
figure shows that 10 or more clusters constitute a suitable number of 
clusters for the first layer; this is also generally true for the second layer 
but depends on the number of clusters selected in the first layer. We must 
also consider that, when the number of clusters in the first layer is too 
high relative to the number in the second one, the classification per-
formance of the system decays due to an unbalanced overcomplexity. 
Nevertheless, the second layer performs well with a high number of 
clusters when the amount in the first layer remains low. This is because 
there are more possible FW types than there are BW types, as they 
represent a higher level of complexity. 
To select the best combination of FW and BW clusters, it is also 
important to consider computational time. Fig. 10 shows the time in 
seconds required to perform both the training and testing steps with the 
entire main dataset, without including feature extraction. The compu-
tational complexity of K-Means is linearly dependent on the number of 
clusters. In our case, there are always more samples in the first layer than 
there are in the second one (by a factor equalling the ratio CW-length / 
BW-length), therefore the number of clusters in the first layer has more 
impact on computational performance. This is shown in Fig. 9, which 
Fig. 7. a) Global recall and b) precision results for CW and BW time lengths (s).  
Fig. 8. Computational time and memory usage versus CW length.  
Fig. 9. a) Global recall and b) precision results versus number of clusters.  
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represents the vertical (second layer) and horizontal (first layer) slopes. 
Using the results in Figs. 9 and 10, we select the lowest values for the 
numbers of clusters in the first and second layer that still maintain high 
recall values (over 93.7%). These values are 15 clusters for the first layer 
and 20 clusters for the second layer. 
From Fig. 10, a total computational time of 2.9 s is obtained for the 
selected number of clusters. This computational time is for testing and 
training the full main dataset. If we consider the sum of the feature 
extraction time and the computational time for processing a single CW, 
it is in the order of milliseconds. Therefore, the proposal is able to 
classify each CW (5 s) almost immediately after its network traffic has 
been captured, allowing an online operation. 
4.1. Online performance 
We have selected the operational parameters to obtain the best 
computational times, however, they could still result in processing times 
incompatible with online operation over real traffic. To allow this online 
operation we have to consider the feature extraction time from network 
traffic and the time to perform the classification for each CW. The sum of 
both times have to be equal or less that the CW (5 s) to allow online 
operation. 
The feature extraction time is the time needed to obtain the metrics 
shown in Table 4 from network traffic. We have measured the time 
needed to parse the data in the main dataset and perform feature 
extraction for each CW, in what is shown as the restructure time in 
Fig. 11. We used a low end CPU (Intel Core i5-4570 3.20GHz) and 
custom python software to obtain these results. The restructure time has 
a linear dependence on the number of packets per CW. In the 5 s interval 
of the CW, over 750,000 packets can be processed, which translates into 
over 9 Gbps with Ethernet full-sized packets. This isa higher rate than 
needed for a typical user. More importantly, this task can be performed 
in parallel to packet capture in real network probes. Nowadays, network 
probes are able to capture, analyse and store 10 Gbps and higher data 
rates with off-the-shelf systems [12]. The metrics needed in our classi-
fication system are very simple compared to the complex metrics that 
these network traffic analysis systems are able to provide for application 
performance monitoring. Most of the computation time in our software 
was dedicated to moving packets to memory and dissecting packet 
headers. These tasks are already carried out by any traffic analysis 
probe, therefore, the computation of our metrics is a minimal overhead. 
Our metrics can be obtained in real time in any of those systems. This 
means that each CW we would have all the metrics available to perform 
classification right after the last packet in the CW under analysis, 
without noticeable delay. 
The online operation of our system is not affected by the feature 
extraction time, but it could be limited by the classification time, which 
can only take place after the CW time is completed. We need a classi-
fication time below the 5 s CW time to avoid an unstable system where 
more classification work arrives that it can be carried out. Fig. 12 shows 
the time needed to perform the classification of a single CW, depending 
on the number of flows present. It shows the contribution from each 
classification layer. From the figure,the classification time of a single CW 
from a user with a small number of flows is 50ms and for 100 concurrent 
flows it is close to 55ms. The average number of concurrent flows per 
user in the main dataset is 3.93 flows/CW, therefore 100 flows/CW is a 
worst-case configuration and the computational time gets incremented 
slowly with the number of concurrent flows. 
Fig. 13 shows the classification time for populations of simultaneous 
users with an average of 3.93 flows/CW (the profile found in the main 
dataset). The classification time suffers a close to linear increase for 
populations above 20 users. Below 20 users, the added overhead from 
the function calls to the machine learning library is noticeable. For 
larger populations, the processing time remains below 1 s, up to 2,500 
simultaneous users. Even using a low end CPU, several gigabits per 
second of traffic from thousands of users can be classified without more 
than one or two seconds time-delay. We believe this response time is 
enough for online operation in the use-cases described in this paper. 
5. Classification results 
After choosing the operational parameters, we evaluated the system 
for different classification systems in each layer using the testing traces 
of the main dataset. The unsupervised clustering models at layers 1 and 
Fig. 10. Computational time (in seconds) versus number of clusters.  
Fig. 11. Restructure time (feature extraction) versus number of packets per CW.  
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2 are K-Means, GM and BIRCH. The supervised learning models at layer 
3 are SVM, RF and NN. The results are summarized in Table 5 and are 
very similar for all combinations. For the SVM, RF and NN models 
several combinations of their parameters were tested, and no particular 
set of values provided results significantly better than the others. 
The evaluation results in Table 5 show that the best combination is K- 
Means for the first and second layers and RF for the third layer. How-
ever, it is only slightly better than all the other combinations. Owing to 
the layered structure and the optimised choice of window size and 
number of clusters parameters, all the combinations of classification 
systems offer high values of precision, recall, accuracy and F1 score. 
Focusing on the K-Means and RF combination, Table 6 contains, for 
each user activity, the mean and standard deviations for recall, precision and F1-score obtained for 100 iterations. In addition, a confusion matrix is shown in Fig. 14 to aid in visualising the relationships between traffic 
activities. The rows of the matrix represent the predicted classification 
distribution for a single activity, while the columns show the true ac-
tivity distribution for each predicted class. In the main diagonal of the 
matrix, the recall for each class is shown. 
Results from Table 6 and Fig. 14 show that the precision and recall 
results are outstanding, with values over 95%, for all except web ac-
tivities. Web activity provided the worst results because it shares its 
feature space with all the other activities and presents the behaviour 
with the greatest variability. It is common to find idle intervals in web 
browsing and request-response transactions that are like those in 
interactive traffic. Meanwhile, the Video and Web classes are sometimes 
mistaken because their activities are sometimes mixed, for example, 
when using web pages to access the content in video activities and when 
there are video ads present on web pages. The mean accuracy of the 
system for K-Means and RF combination is 96.09% (Table 6) showing 
Fig. 12. Classification time versus number of flows per CW.  
Fig. 13. Classification time versus number of simultaneous users (with 3.93 flows/CW each)  
Table 5 








model (layer 3) 
Precision Recall F1- 
Score 
Accuracy 
K-Means SVM 0.9350 0.9330 0.9330 0.9574 
K-Means RF 0.9609 0.9541 0.9566 0.9737 
K-Means NN 0.9400 0.9371 0.9374 0.9628 
GM SVM 0.9259 0.9268 0.9234 0.9478 
GM RF 0.9559 0.9551 0.9545 0.9736 
GM NN 0.9404 0.9402 0.9387 0.9604 
BIRCH SVM 0.8937 0.8686 0.8746 0.9098 
BIRCH RF 0.9520 0.9495 0.9497 0.9709 
BIRCH NN 0.9372 0.9259 0.9298 0.9552  
Table 6 















Bulk 0.991 0.010 0.990 0.008 0.990 0.005 
Video 0.958 0.031 0.952 0.020 0.955 0.019 
Web 0.875 0.073 0.872 0.064 0.871 0.050 
Interactive 0.970 0.019 0.985 0.009 0.977 0.009 
Idle 0.991 0.007 0.990 0.006 0.991 0.004  
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that the CWs are assigned by the system with high accuracy. 
We apply our proposal to the external dataset provided by [6] and 
compare the results to those provided in that paper. This is a dataset that 
is manually labelled using traffic classes different to our proposal. We 
have used our three-layered architecture with the new traffic classes and 
this external dataset, obtaining the results shown in Table 7. The test is 
performed as proposed in [6], using a 10-fold cross validation and 
comparing the results using mean values of precision and recall 
(Table 7). Our proposal improves precision and recall in 3 out of the 4 
traffic classes. Checking the confusion matrix in Fig. 15, the problem 
with this external dataset is the overlap between the video and bulk 
classes. For both classes the traffic traces have long periods of time 
without network activity, making it very difficult to distinguish between 
them. In the architecture presented in this paper, the decision window is 
a constant CW of 5 s. This short window allows online operation, while 
in [6] the best decision window is 15 s long, three-times larger and 
worse for online operation. 
6. Related work 
Network traffic classification has been a growing research field in 
recent years and multiple approaches can be found in the literature. 
Considering the machine learning algorithms used, there are supervised 
[5,7,10,15] unsupervised [21,2], and hybrid learning approaches [16, 
1]. Considering the type of classification, efforts have been made to infer 
the application network protocol [1,2,7], while other works are aimed at 
obtaining the application creating the traffic flows [16,10,21] or clas-
sifying the traffic by its network behaviour [5,10,15]. Regarding the 
technique employed, some authors make use of the first n packets of a 
flow [1,2,7], while other approaches are based on temporal windows 
[16]; however, all of them allow a near online classification. There are 
also offline techniques that use the entire captured trace [5,10,15,21]. 
Additionally, the vast majority of methods perform the classification of 
the traffic flows independently [1,2,5,7,15,21], while all flows are 
considered together more infrequently [16]. 
The authors of [15] used Nearest Neighbour and Linear Discriminant 
Analysis to classify traffic flows from protocols like HTTPs, FTP, and 
Telnet into interactive, Bulk, Streaming and Transactional traffic be-
haviours. The characterisation of the flows was performed using features 
from full traffic flows at different levels: Packet, Flow, Connection, 
Intra-flow and Multi-flow. In [5], the traffic flows were classified with a 
network behaviour-based set of activity classes. The characterisation is 
made using packet count, size and time-related features from the full 
traffic flows with an improved SVM algorithm. Deep learning is used in 
[10] to perform both application identification and traffic characteri-
sation. An automatic deep learning-based feature extraction procedure 
is proposed with a Neural Network based classifier. The authors of [7] 
suggest an SVM-based procedure to perform TCP traffic classification 
that infers the application layer protocol used by each flow, learning 
from a dataset with HTTP, POP3, FTP and SSH, among others. The flows 
are characterised using the size and direction of the n (from 3 to 6) first 
packets of the flow, ignoring packets such as TCP acknowledgements, 
keepalives, etc., that have an empty payload. K-Means, an unsupervised 
learning algorithm, is used by the authors of [21] to perform application 
identification with the captured traffic flows kept separate using a 
feature selection algorithm. They also compare the results obtained 
when the selected features are applied directly to the model compared 
with a previous logarithmic transformation. 
In [1], efforts were made to obtain the protocols used in the traffic 
flows. The authors used a hybrid combination of K-Nearest Neighbour 
and K-Means to distinguish among protocols like HTTP, SMTP, POP3 or 
Skype, using features obtained from the number of packets, the size of 
those packets, the download and upload rates, and the transport pro-
tocol (TCP or UDP). In [2], traffic flows were associated with protocols 
like Edonkey, FTP, HTTPS and SSH using K-Means. Each flow was 
characterised using only the size of the first five packets of that flow 
while ignoring TCP control packets like SYN and ACK. Once the clusters 
were defined, a payload processing tool was used in the training phase to 
obtain the underlying protocol and allow a cluster-application associa-
tion that is then used in the online classification. In [6] a two stages 
scheme is proposed using C4.5 decision tree and K-Nearest Neighbors, 
but needing to define an adhoc flow timeout depending on the scenario 
from 15 to 120 s. In [9], the classification is limited to video streaming 
traffic using Naive Bayes models and consideration of the computational 
complexity. Our proposal is not limited to video traffic and, computa-
tional complexity is taken into consideration while tuning the model. 
All these papers, while being substantially different, have some 
common features that are improved by our proposal. In each earlier 
study, the classification is made by considering individual traffic flows, 
Fig. 14. Confusion matrix for the main dataset.  
Table 7 
Experimental results by activity class for external dataset.   
Proposal at [6] Our proposal 
Activity Precision Recall Precision Recall 
Video 0.82 0.74 0.97 0.90 
Chat 0.83 0.82 0.84 0.95 
Bulk 0.83 0.85 0.74 0.84 
VoIP 0.98 0.98 0.995 0.995  
Fig. 15. Confusion matrix for external dataset.  
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instead of using all the traffic generated by a user. Furthermore, those 
that allow online classification considered the first n packets, so they are 
not using all the data present in each flow. Conversely, some techniques 
classify the flows after the communication has ended, so online classi-
fication is not feasible. In our case, all the traffic per flow is used and 
online classification is possible because of the window-based approach. 
A combination of K-Means and SVM is used in [16] to infer the un-
derlying application in temporal windows of mobile network traffic. 
K-Means is used to obtain clusters from different flows in a shorter 
temporal window. Those clusters are then grouped and encoded to serve 
as features for the SVM algorithm. All the clusters obtained from the 
measurement windows are merged, causing the loss of information on 
how many flows there are and how they behave individually. Therefore, 
one of our improvements is the introduction of a flow level window 
allowing the system to use this information. Furthermore, instead of 
providing traffic data to the system only until a confident prediction is 
made, we fixed the length of the CW so continuous monitoring can be 
performed even in the event of a change in user activity. 
In [16], the use of an overly short (5 ms) Behavioural Window forces 
the system to be trained with specific application patterns instead of 
network usage behaviour, making the classification of new applications 
more difficult. Also, our experiments show that the use of a small 
Behaviour Window has a considerable impact on computational speed 
and memory usage since the number of samples for the K-Means layer is 
increased. This leads to longer training and testing time, so the classi-
fication of online traffic is compromised when multiple users are being 
monitored. 
Performance of machine learning schemes is important for online 
classification,. In [11], the authors use a specific structure designed to 
store parameters of a decision tree to take the smallest memory space to 
fit it into an FPGA and to reduce the number of memory accesses. The 
authors in [22] present a classification system for QoS, implemented at 
kernel level in a FreeBSD firewall to reduce system calls at user level. It 
can use a decision tree or a Naïve Bayes classifier. In this case, perfor-
mance is critical because decisions have to be performed for each packet. 
Also, the complexity of extracted features is important for the perfor-
mance of the system, as proposed in [18], where features are selected 
among those less expensive to obtain. It also proposes to have one de-
cision tree for each feature and later joining the results of all trees, 
improving the final performance specially if implemented in a FPGA. 
The importance of feature extraction is also described in [8], where 
processing is made scalable thanks to a computer cluster using Hadoop 
for a large set of complex features. In our proposal, the features used in 
the classification are simple, and limited metrics are accumulated in 
counters for all packets in each window. This allow us to apply feature 
extraction and processing for online operation. 
7. Conclusions 
In this paper, we propose a new hybrid system to classify network 
traffic into a simple set of user activities, based on the network behav-
iour exhibited by the underlying application. These traffic classes are of 
use in QoS differentiation and user profiling. Unlike the vast majority of 
previous studies, the classification is not performed for the different 
traffic flows individually; instead, all the traffic generated by the user is 
taken into consideration. Additionally, the three window-based 
approach uses all packets, unlike the most common techniques based 
on only the first packets in each flow. The definition of the Classification 
Window (CW) provides the system with enough information to obtain 
consistent metrics and an online classification. 
The use of the Behaviour Window (BW) allows us to characterise the 
flows based on behaviour in a set of small-time intervals. Similarly, the 
Flow Window (FW) permits the differentiation of activities based on the 
flows present in its network traffic, instead of only the global behaviour 
of the CW. Up to 97% global accuracy is attained by using the hierar-
chical multilayer architecture in both the windowed data structure and 
the classification system. The best combination of models were K-Means 
for the first two classification layers, and a Random Forest in the last 
layer. 
The computational cost has also been considered to provide the best 
architecture for online classification of user activities. In addition, the 
multilayer architecture allows the system to be parallelised and imple-
mented in a distributed architecture. 
Future work can approach different scenarios where it is necessary to 
identify specific applications rather than general traffic classes, for 
example, security and billing scenarios. Specifically, our future work 
targets intrusion detection problems and the classification of traffic from 
benign applications and different types of malware (such as ransomware 
or malware). The classification of simultaneous activities performed by 
one user can also be considered, thereby obtaining more than one label 
for each window. 
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