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Mechanochemically active systems experience chemical reactions when sub-
jected to critical levels of mechanical force and have applications in self-healing
and early warning systems. One approach towards developing such systems
is the use of force responsive chemical groups called mechanophores that can
be covalently bonded to polymeric systems. In the past decade a library of
mechanophores have been developed - ones that change color, fluoresce, un-
veil cross-linking sites, and trigger catalysis when activated to force. Though
mechanophores in bulk polymers have been extensively studied, the place-
ment of mechanophores at interfaces has attracted little attention. Augment-
ing interfaces with covalently attached mechanophores has tremendous poten-
tial for damage management in polymer composites that fail through interfacial
debonding. We refer to a polymer composite augmented with mechanophores
as an Interfacial Mechanophore Augmented Composite (IMAC).
In this dissertation we investigate the multiscale physics of mechanophore
activation in IMACs and capture design principles for IMACs. First,
mechanophore activation at an interface is studied using a molecular dynam-
ics (MD) interface model subjected to shear. Our simulations demonstrate that
interfacial mechanophores activate starting with the mechanophores aligned
along the direction of shear and progress to the the rest of the mechanophores.
For interfacial mechanophores to activate the attachments to the substrate need
to withstand the force necessary for mechanophores to activate. Given strong
attachment, mechanophore activation is primarily governed by interfacial dis-
placements.
Next, inspired by our MD study, we connect the macroscopic stress state in
an IMAC to mechanophore activation using an extensible link mechanophore
model. The extensible link model mechanophore stretches with the attach-
ment points, activating when a desired length change is achieved, and ex-
erts negligible tractions on the underlying system. With this mechanophore
model, mechanophore activation can be computed directly from the displace-
ment fields in an IMAC near the interface. We demonstrate this model frame-
work through the classical mechanics systems of (1) a circular filler particle in a
planar polymer matrix subjected to remote loading and (2) a three dimensional
IMAC with a dispersed, dilute volume fraction of spherical filler particles sub-
jected to uniaxial loading. The interfacial debonding is governed by cohesive
zone laws. Our simulations show the interplay between debonding mechanics
and mechanophore activation. Mechanophore activation relative to debond de-
pends on two crucial non-dimensional parameters - the length change required
to activate relative to critical interface debond length scale and the critical in-
terface debond stress relative to matrix Young’s modulus. We compute design
maps to showcase the zone where mechanophores can be expected to activate
during debond. We also compute the impact of other material parameters and
volume fraction of filler particles on mechanophore activation.
Lastly, we answer a fundamental question of how the force dependent rate
of a mechanophore reaction is affected by the environment in which it is placed.
We use a 1D transition state theory approach for the computing reaction rates,
with a sinusoidal potential representing the environment superimposed on a
mechanophore double-well potential. We find that reaction rates are signifi-
cantly affected by the addition of the potentials via changes in energy barriers
and the creation of metastable states.
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CHAPTER 1
INTRODUCTION
The coupling of mechanical forces and chemical reactions has potential for the
development of new multifunctional materials and is the recent focus of the
field of mechanochemistry [40]. The governing principle for mechanochem-
ical systems is mechanical input performs work to lower the energy barrier
for a particular chemical reaction. One popular modus for realizing force re-
sponsive chemistry in polymeric materials is through the covalent incorpo-
ration of force triggered chemical moieties called mechanophores. A library
of mechanophores geared towards damage management applications such as
self-reporting and self-healing polymeric materials have been created in the
past decade. Fluorescent [10, 5, 82, 57, 42, 44], color changing [64, 26, 69, 80],
and chemiluminescent [6] mechanophores are promising for reporting applica-
tions. Catalyst unveiling [62, 27, 18], grafting site unveiling [67, 90], and small
molecule releasing [11, 33, 55] mechanophores are promising for self-healing.
These mechanophores have been shown to work in a variety of polymers (e.g.
silicone [16], polymethylmethacrylate [10], polyurethane [34], and epoxy [58]).
While mechanophores in bulk polymers are well studied experimentally
and theoretically, mechanophores at interfaces are relatively uncharted and are
the primary interest of our work. Augmenting interfaces motivated as an ap-
proach to damage management of the ubiquitous polymer composites that fail
through interfacial debonding. We believe that the interface holds potential
for mechanophore augmentation as the strains during debonding are localized
at the interface in contrast to the bulk polymer where strain preceding dam-
age is distributed throughout the bulk. We refer to such systems as Interfacial
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Mechanophore Augmented Composites (IMAC).
To the best of our knowledge, the only experimental realizations of IMACs
are epoxy matrix composites synthesized by the Bruns group [49, 46] and the
Gilman group [85]. The Bruns group immobilized enhanced yellow fluorescent
protein mechanophores at the interface between epoxy resin and glass/carbon
fibers and demonstrated the loss of fluorescence due to debonding induced pro-
tein unfolding. The Gilman group covalently attached Rhodamine spirolactam,
a mechanophore that fluoresces on activation, between silk fiber and an epoxy
matrix demonstrated its activation during uniaxial loading along the fiber di-
rection. Moore’s group took steps towards an IMAC by grafting anthracene cy-
cloadduct mechanophores at the interface between polymethacrylate and silica
nanoparticles, however the particles were characterized only in solution[39, 41].
In a system similar to an IMAC, Otsuka’s group studied the activation of diaryl-
bibenzofuranone (DABBF) mechanophores contained within rigid silica net-
works that are introduced as hard domains inside the relatively soft poly (butyl
acrylate) (PBA) matrix [32] . Although the DABBF mechanophores are dis-
tributed throughout the silica domains, the authors suggest that mechanical
loading primarily activates mechanophores located at the silica/PBA interface.
In order for IMACs to reach their potential, we need a framework for under-
standing the governing physics.
A model for a mechanochemical system inherently has to bridge two scales
to connect a macroscopic observable such as displacement or stress state with
the molecular concentration of mechanophores activated. In bulk polymers
with mechanophores, models have connected the macroscopic observable to
the force felt by the mechanophore and in turn computed the rate of the
2
mechanophore reactions and concentration of activated mechanophores using
a kinetics approach [71, 72, 81, 73]. Similarly for an IMAC we present how the
two scales can be bridged in Chapters 2 and 3.
In Chapter 2 we study the molecular scale by constructing two models: a
molecular dynamics (MD) idealized interface system with covalently bonded
idealized mechanophores subjected to shear and an explanatory kinematic
model. In both the models, the mechanophore is idealized as a bonded two bead
system undergoing a bond length extension reaction governed by a double-well
potential. Relative to the MD model, the kinematic model carries simpler as-
sumptions and the similarities and differences in the results help elucidate the
governing physics. First we study the progress of mechanophore activation
with shear and present the evolution of mechanophore orientation with de-
formation. Next, we discuss the impact of mechanophore attachment strength
on mechanophore activation. We observe that if the attachment is sufficiently
strong then mechanophore activation is governed by the relative displacement
of the attachment points on either side of the interface. We also discuss the im-
pact of other effects such as mechanophore-substrate cohesive interactions and
substrate-substrate adhesive interactions.
In Chapter 3 we present a framework to connect the macroscopic stress
state to the molecular level mechanophore activation at a debonding inter-
face in an IMAC. Taking inspiration from work in Chapter 2 we simplify the
mechanophore to an extensible link connected across the interface. The end
points of the extensible link deform with the underlying system without exert-
ing any traction on the system. We showcase this framework in two classical
mechanics models: a circular particle in an infinite planar matrix and a polymer
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composite with a dilute disperse set of spherical particles. The interface in both
the models is governed by a cohesive zone law. The interplay between debond-
ing mechanics and mechanophore activation is elucidated with particular focus
on whether mechanophore activation relative to debonding damage occurs over
a zone that is relevant for reporting or healing. The impact of different material
parameters are also discussed and guidelines for mechanophore choice is also
provided.
In Chapter 4 we take a closer look at a how mechanophore reaction rates
are affected by the environment when the mechanophore is subjected to force.
This question is studied from a fundamental statistical thermodynamic view
point of the rate of chemical reactions. The mechanophore is modeled through
a one-dimensional double-well potential and the environmental interactions are
represented by a sinusoidal potential interactions. We describe the detailed im-
pact of the various parameters of this representative system on modifications of
mechanophore reaction rates. Lastly, we summarize the crucial results of this
dissertation in Chapter 5 and discuss possible future directions that this work
can be taken towards.
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CHAPTER 2
MOLECULAR INTERFACIAL MECHANOPHORE ACTIVATION
2.1 Introduction
Mechanophore activation at a solid interface is a process dependent on the
transmission of the macroscopic force to the mechanophore attachment points,
and the interaction between the mechanophore and the substrates, and the in-
teractions between the mechanophores. Amidst this complexity, we can choose
to model a specific mechanophore-interface system and evaluate mechanophore
response to macroscopic loading or in contrast a representative mechanophore
model can be bonded at an ideal interface where the impact of different interac-
tions can be evaluated. We choose the latter approach with an intent to ascertain
general design guidelines.
An interface with a non-interacting set of mechanophores subjected to shear
loading is considered. Such a scenario represents an interface with a sparsely
dispersed population of mechanophores. We develop both a kinematic model
and molecular dynamics (MD) model with coarse grained mechanophores and
representative substrates. These models are used to interrogate the percentage
of mechanophores activated as a function of interfacial displacement for dif-
ferent degrees of interactions between the mechanophore and substrate. Fur-
thermore we examine how the presence of ambient temperature and adhesive
interfacial conditions affect activation.
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2.2 Methods
To build a model that captures mechanophore activation due to interfacial shear,
we begin with a representative mechanophore and its interactions with a sub-
strate. The mechanophore is simplified to two coarse grained beads bonded
together. The bond potential is a double-well potential that models a reversible
isomerization reaction with bond length change. This 1D potential model in-
spired by first principle steered molecular dynamics studies of mechanophores
[60, 10], assumes that the entire reaction can be mapped onto a single reaction
coordinate and that the force directed chemical reaction takes this same reaction
pathway [68].
The double-well potential (Fig. 2.3) is constructed in two steps: (1) a Bezier
cubic spline forming the wells of the double-well potential (2) two Morse po-
tentials (Eq. 2.2) forming the repulsive and attractive portions either side of the
constructed spline such that the second derivative is continuous with the Bezier
splines. The control points of the Bezier curve are given in Table. 2.1 and the
parameters for the stitched Morse potentials are given in Table. 2.2. The values
were chosen to obtain extremal energy values (Table 2.2) in the range of those
from quantum mechanical calculations of the mechanophore spiropyran [10]. A
mechanophore is termed open (activated) if the bond length is greater than the
position of the second potential minima and is termed closed otherwise.
This double-well model potential captures the basic physics seen across
mechanophores: with applied force the energy barrier for the forward reaction
is lowered and the energy barrier for the reverse reaction is increased. This is
seen in plots of the force modified potential VF in Fig. 2.1. The force modified
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potential at point r is obtained by
VF (r) = V (r)− F · (r− r0) (2.1)
which is the difference between the potential V (r) and the work done by the
force F in displacing the system. Here, r0 is a reference point where no work is
considered done.
Each bead of the mechanophore is covalently bonded to a substrate. The co-
valent substrate attachment is modeled with a Morse potential that captures the
anharmonicities of the bond away from equilibrium [52] and the dissociation of
the bond [19] with a finite energy. The Morse potential V Morse as a function of
bond length r is
V Morse = D
[
e−2α(r−r0) − 2e−α(r−r0)] (2.2)
where r0 is the equilibrium bond length at absolute 0,D is the energy required to
break the bond, and α is inversely proportional to the half-width of the potential
well (see Fig. 2.2). The bond stiffness (kMorse) of the bond at r0 is directly related
to α and D:
kMorse = 2α2D. (2.3)
The half-width wMorse1/2 is defined as the distance from the equilibrium point
r0 at which the applied force dV Morse/dr is maximum (FMorsemax ). The maximum
force and half-width are related to the Morse potential parameters by:
FMorsemax =
αD
2
(2.4)
wMorse1/2 =
ln(2)
α
. (2.5)
For the interpretation of results, we define a finite bond break off point rMorsebreak :
rMorsebreak = r0 + 3w
Morse
1/2 . (2.6)
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Table. 2.1. Control points for Bezier cubic spline
Distance (A˚) 4 4.5 6 9 10 11.5 12.5
Potential (kcal/mol) −10 −30 −60 −52 −30 0 0
Distance (A˚) 12.6 13.5 15 17
Potential (kcal/mol) −58 −55 −45 −25
E
n
e
rg
y
 (
K
c
a
l/
m
o
l)
100
−100
−150
−200
2
50
−50
0
Distance
4 6 8 10 12 14 16 18
Fig. 2.1. Force modified double-well potential VF (r) energy curves for different
forces F acting along the bond and r is varied along the double-well bond.
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A mechanophore is termed detached if one of the attachment bonds extend be-
yond rMorsebreak . The ranges of attachment bond parameters used in this study are
given in Table 2.2.
The idealized substrates can interact with each other and with the
mechanophore beads through nonbonded interactions. The nonbonded interac-
tions are modeled with Lennard-Jones (LJ) potentials (Fig. 2.3) — in the molec-
ular dynamics model we use an LJ 12-6 potential for each particle, in the kine-
matic model we use an LJ 9-3 potential [48] which is an integration of the LJ 12-6
over the substrate. These LJ potentials are given by:
V LJ 12−6 = 4
[(σ
r
)12
−
(σ
r
)6]
(2.7)
V LJ 9−3 =
2
3
pinσ3
[
2
15
(σ
z
)9
−
(σ
z
)3]
(2.8)
where  is the depth of the potential, σ is the length scale associated with the
potential, n is the number density of the substrate, and r and z are the distances
from the substrate particle and the substrate plane respectively. These parame-
ter values are listed in Table 2.2.
The kinematic model is a potential energy minimization based analysis de-
veloped here to study the effect of interfacial shear on mechanophore activa-
tion. We lump each substrate forming a side of the interface into a rigid wall.
The walls are positioned 4.71 A˚ apart and a mechanophore is placed in a par-
ticular orientation between the substrates. Each mechanophore bead is bonded
to a point on the closer wall at the equilibrium attachment bond length. A de-
tailed discussion of the manner in which mechanophore orientation and attach-
ment is setup will be discussed after presenting both the models. The walls
are tangentially displaced in 400 equally spaced steps until the maximum dis-
tance necessary to either activate or detach the mechanophore system. At each
9
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Fig. 2.2. The Morse potential VMorse(r) representing the covalent mechanophore
attachment in nondimensional terms, along with the half-width and the length
required to break the bond.
Table. 2.2. The extremal values for the cubic Bezier of the double-well and the
parameters for the Morse and the Lennard-Jones potentials.
Double-well cubic Bezier
Minima 1 Minima 2 Maxima
Distance (A˚) 7.03 13.19 11.89
Potential (kcal/mol) −55.37 −55.30 −1.69
Morse potentials
Double-well Attachment
D (kcal/mol) 61.03 50.79 [8, 140]
α (A˚−1) 0.17 0.36 [0.2, 1.4]
r0 (A˚) 7.69 13.73 4.0
Range (A˚) (0, 4.67) (15.08,∞) –
Lennard-Jones potentials
Substrate-mechanophore Intra-substrate Inter-substrate
 (kcal/mol) 1.23 12.31 6.16
σ (A˚) 3.12 2.57 5.14
n (A˚−3) 0.06 0.06 –
10
Fig. 2.3. Representative plot of potentials used in kinematic and MD simula-
tions. The mechanophore double-well potential is stitched from a cubic Bezier
curve ( ) flanked by two Morse potentials ( ). Inset: Zoomed in view of the
nonbonded interactions near the well. Note that the LJ 9-3 potential is deeper
than the corresponding LJ 12-6 potential.
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step the potential energy, comprised of bonded attachments, nonbonded inter-
actions, and the mechanophore double-well bond, is minimized. A single result
is comprised of an average over 128 uniformly distributed mechanophore ori-
entations.
An MD model is developed in LAMMPS [63] to study the impact of dis-
crete substrate particles and intersubstrate interaction at room temperature
on mechanophore activation. Though computationally expensive the MD ap-
proach can capture effects such as adhesion, substrate elasticity, and thermal
perturbations. The energy barriers for the bonds are high relative to thermal
energy from room temperature, but the force applied by the shear interface dis-
placement performs work on the bonds and reduces the barrier to the regime
for which thermal effects can be influential (Fig. 2.4).
In the MD model each substrate consists of Lennard-Jones particles arranged
in a face centered cubic (FCC) lattice. The LJ parameters are set to gold [88]
(Table 2.2). The simulation box is periodic in X and Y and with an LJ 9-3 wall
adjacent and parallel to one X − Y face emulating bulk and vacuum on the
opposite face creating a free surface. The 〈111〉 direction of the FCC crystal is
aligned with the Z-axis. Each substrate is approximately 80 A˚ wide in the X-
and Y- directions and approximately 15 A˚ deep in the Z-direction. Care must
be taken to slightly adjust the X, Y, and Z boundaries to reflect the periodic
continuation of the crystal, and the equilibrium position of the LJ 9-3 wall to
avoid inducing edge dislocations during equilibration (Fig. 2.5).
The substrate equilibration starts with potential energy minimization, fol-
lowed by step cooling in 10 equally spaced temperature stages from 1000 K to
300 K. For each stage we equilibrate at stage temperature using Noose Hoover
12
Table. 2.3. MD Simulation details.
Gold mass 196.97 amu
Mechanophore bead mass 196.97 amu
Timestep 1 fs
Substrate potential cutoff 7.22 A˚
Substrate-mechanophore potential cutoff 8.75 A˚
NVT/NPT dynamics Noose Hoover thermostat/barostat
Total energy convergence requirement Standard deviation ≤ 0.2 % Mean
Fig. 2.4. Force modified energy barriers for dissociation of the substrate attach-
ment bond for varying depths of the Morse potential with α = 1.07 A˚−1. Inset:
Zoomed-in view highlighting that the barrier is comparable to thermal energy
for the forces close to 1.44 nN that activates the mechanophore.
80.77A˚
79.94A˚
14.13A˚
{111}
Z
X
Y
2.21A˚
{101¯}
{1¯21¯}
LJ 9-3 Wall
Fig. 2.5. Substrate geometry for MD model.
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NPT dynamics (a statistical ensemble at which number of particles, pressure,
and temperature are kept constant) at 1 atm for 40000 steps with 100 fs damp-
ing factor and then cool to the next lower temperature stage in 10000 steps with
1000 fs damping factor. The total energy trace for the NPT equilibration steps is
shown in Fig. 2.6a.
Two substrate snapshots 20000 timesteps apart in the final substrate equili-
bration MD run at 300 K are assembled such that the free surfaces previously
exposed to vacuum form the interface (Fig. 2.7b). They are separated by 4.71
A˚ (twice the distance between two {111} substrate atomic layers) and the entire
system is flanked by LJ 9-3 walls that emulate bulk substrates. The substrates
interact through an LJ 12-6 potential (Table 2.2) that was turned on and off to
study effects of adhesion between the substrates. We randomly place and orient
8 mechanophores such that the centre of mass of mechanophores are at least
14 A˚ apart. Each mechanophore bead is attached to the nearest substrate atom.
In the cases for which adhesion is turned on, the interface is equilibrated af-
ter the substrates are assembled but prior to the insertion of mechanophores
(for the cases without adhesion this equilibration would be redundant since the
substrates do not interact). The interface equilibration begins with a potential
energy minimization, followed by an Noose Hoover NVT (a statistical ensem-
ble at which number of particles , volume, and temperature are kept constant)
equilibration run for 40000 timesteps with a damping factor of 100 timesteps.
The total energy trace is shown in Fig. 2.6b.
Quasistatic shear is simulated by displacing only a single atom thick layer
on the bulk end of each substrate in opposite directions along the x-axis by a
finite distance. This approach of imparting shear allows the rest of the substrate
14
to reconfigure and provides the mechanophore beads time to also adjust. The
quasistatic shear is done in 40 stages where each stage starts with a displace-
ment of 0.45 A˚ on the last layer of atoms close to the bulk end. The system,
barring the displaced layers, are equilibrated at 300 K in the NVT ensemble for
10000 steps. The mechanophore attachment bonds or the double-well bond, are
set to break when the bond length extends beyond three times the halfwidth of
the Morse potential or the flanking Morse potential respectively. A representa-
tive total energy trace is shown in Fig. 2.6c for one stage. We present results
for each shear increment by burning-in the first 3000 steps and averaging out
observations such as bond length over the remaining 7000 steps of a simulation
and over 25 independent simulations. For all the MD simulations refer to Table
2.3 for details of mass, timestep, cutoff, and convergence criterion used.
The mechanophore orientations in both the analytical model and the MD
model are sampled within the range found by the geometric constraint that
both mechanophore beads must be placed between the substrate. If the dis-
tance between the substrates is dint, and the equilibrium distance between the
mechanophore beads when the mechanophore is closed is denoted by beq-cl, we
can find the range of mechanophore orientations governed by the azimuthal
angle φ and the elevation angle θ (see Figs. 2.8a, 2.8b) as
θ ∈

[
0, sin−1
(
dint
beq-cl
)]
beq-cl > dint
[0, 2pi] beq-cl ≤ dint
(2.9)
φ ∈ [0, 2pi] . (2.10)
In the analytical model we first orient the mechanophore beads about the
central axis and subsequently take each bead and compute its vertical distance
from the nearest substrate point (dme-sub). Next we choose a direction along the
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Fig. 2.6. Total energy trace for: (a) substrate cooling and equilibration, (b) inter-
face equilibration, and (c) quasistatic shear equilibration.
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(a) (b)
Fig. 2.7. Schematics of the two models for activation of mechanophores sub-
jected to interfacial shear. (a) Kinematic model: Interface is formed by two LJ
9-3 walls with a randomly oriented coarse grained mechanophore in between.
(b) MD model: Interface is formed by two atomistic substrates with eight ran-
domly oriented and placed coarse grained mechanophores.
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Fig. 2.8. (a) Orientation defining angles for mechanophore beads. (b) Restriction
of the elevation angle. (c) Random orientation of the attachment bond.
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surface of a cone with height dme-sub and slant height r0 (see Fig. 2.8c). The
choice of direction is made by picking a uniform random number for the angle
ψ ∈ [0, 2pi]. This fixes the point to which the mechanophore bead is bonded.
2.3 Results and Discussion
2.3.1 Kinematic Model
When mechanophores are rigidly attached to rigid substrates all mechanophores
will progressively activate with interfacial displacement (Fig. 2.9a). Activation
initiates at an interfacial distance close to the distance between the two min-
ima of the double-well potential (slightly reduced due to the inclination of the
mechanophore). Mechanophores that are oriented along the direction of shear
activate first. To quantify mechanophore orientation we use the second order
Legendre polynomial (P2):
P2 =
3〈cos2(θ)〉 − 1
2
(2.11)
where θ, is the angle with the direction of shear and 〈 〉 represents an aver-
age over a set of mechanophores. This function takes the value 1 for perfect
alignment along the direction of shear, 0 for uniform random distributed ori-
entations, and -0.5 for alignment perpendicular to the direction of shear. All
mechanophores align themselves along the direction of shear given sufficient
interfacial displacement, as indicated by the evolution of P2 from 0.2 to 1 with
interfacial displacement. The first mechanophores to open are those that are
highly oriented along the shearing direction (Fig. 2.9b). Note that perfect align-
ment (P2 =1) is not necessary for activation, and that the details of the progres-
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sion of activation with interface displacement is a consequence of the choice of
uniform random mechanophore orientations.
For non-rigid mechanophore to substrate attachments two kinds of behavior
are observed. In Fig. 2.9a the progression of activation is plotted for three differ-
ent bond potentials of the same α (α =1.07 A˚−1) and differentD. WhenD equals
69.22 kcal mol−1 (case 1) and 44.30 kcal mol−1 (case 2) activation coincides with
the rigid attachment scenario with all mechanophores activating as the shear
progresses. For D equals 38.76 kcal mol−1 (case 3) no mechanophores activate
with applied interfacial displacement. For case 3 all of the mechanophores de-
tach from the substrate due to the weak substrate attachment (Fig. 2.9c), thereby
removing the driving force for activation.
To identify the range of parameters of the attachment potential that enable
mechanophore activation, we performed a grid search over α and D — the pa-
rameters for the Morse potential, and evaluated what percent of mechanophores
activated at each combination of parameters. As seen in Fig. 2.9d there are two
distinct regimes — one for which 100% of the mechanophores activate and one
for which 0% of mechanophores activate. The former regime occurs when the
attachment potential is deep and narrow, while the latter regime occurs when
the attachment potential is shallow and wide. The curve that separates the two
regimes coincides with a rectangular hyperbola
FMorsemax =
αD
2
= 1.44 nN = FMeActivate (2.12)
where the left hand side is the maximum force that can be exerted by the
Morse potential and the right hand side is the force required to activate the
mechanophore (derived from the double-well potential). For this scenario
with perfectly flat substrates and only bonded interactions, the mechanophore-
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substrate attachment bond must be capable of transmitting the force required to
activate the mechanophores in order for any of the mechanphores to activate.
The presence of nonbonded interactions between the substrates and
mechanophores perturbs the mechanophore response to interfacial shear (Fig.
2.10a). This perturbation is most apparent for case 2, which reaches only 3%
activation when nonbonded interactions are present as compared to 100% ac-
tivation with only bonded interactions. Revisiting the grid search now with
nonbonded interactions present, we notice a narrow band over which the tran-
sition from 2% activation to 98% activation occurs (Fig. 2.10b). Some activa-
tion occurs for attachments with FMorsemax < FMeActivate and some detachment occurs
with FMorsemax > FMeActivate. To enable significant activation, the attachment poten-
tial needs to be reasonably stronger than the minimal requirement given by the
force required to activate the mechanophore.
2.3.2 Molecular Dynamics Model
The presence of discrete substrate particles and ensemble dynamics as captured
by the MD model does not significantly alter activation behavior (Fig. 2.10a).
The substrate is effectively rigid as no substrate disintegration or shape change
is observed during the MD simulation. Hence here too there are only two mech-
anisms at play, activation and detachment. There is a secondary thermal effect
in case 2 for which activation reaches 5% with the total applied interfacial dis-
placement instead of 3% predicted by the kinematic model.
Intersubstrate adhesion significantly influences mechanophore activation.
Adhesion changes the configuration of the substrate atoms, resulting in sub-
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(a) (b)
(c) (d)
Fig. 2.9. Results for the kinematic model with only bonded interactions. (a)
Activation trends of mechanophores with different attachment potential depths
D and α = 1.07 A˚−1. Here “Inf” refers to a rigid attachment. (b) Orientation
trends over all mechanophores and over the set of activated mechanophores
when the attachments are rigid.(c) Dissociation trends of the mechanophores
indicate that they complement the activation trends i.e., mechanophores either
activate or dissociate. (d) The grid search over the space of the attachment po-
tentials separates the space into two regimes — one where no mechanophores
activate and one where all mechanophores activate is given sufficient interfacial
displacement.
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(a) (b)
Fig. 2.10. Results of the kinematic model with and without nonbonded (NB)
interactions, and of the corresponding MD model. (a) Activation trends with
interfacial displacement. (b) In the presence of NB interactions the grid search
performed with the kinematic model shows a narrow band over which the tran-
sition from no activation to complete activation happens.
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(a)
(b) (c)
Fig. 2.11. Effect of inter-substrate adhesion on mechanophore activation deter-
mined by the MD model. (a) The interface configuration along the XZ plane is
shown. The substrates come closer and they are rougher in comparison to the
case without adhesion. (b) The interface displacement is less than the applied
boundary displacement in the presence of adhesion. (c) Activation trends with
and without adhesion.
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strates that are rougher and on average close together (Fig. 2.11a). In contrast to
the previously studied scenarios, adhesion retards the interface displacement
in relation to the prescribed shear boundary displacement (Fig. 2.11b). As
most clearly evident in case 1, the reduced interface displacement reduces the
mechanophore activation at a given boundary displacement. Furthermore, the
more closely interacting substrates aids in both activation and detachment of
the mechanophores as can be seen in the simulated cases. This adhesion study
illustrates that atomistic details of the substrates play an important role in alter-
ing the progression of mechanophore activation.
2.4 Conclusion
We have constructed a kinematic model and a molecular dynamics model to
simulate mechanophore activation at an interface subjected to shear. Our in-
vestigation reveals that mechanophore activation happens progressively with
interfacial displacement starting with the mechanophores aligned along the
direction of shear. The onset of activation happens when the interfacial
distance nearly equals the distance between two equilibrium states of the
mechanophore. If only limited interfacial displacement is expected in the com-
posite or coating failure, then the distance between equilibrium states of a po-
tential mechanophore may limit its utility. Our analysis highlights that one crit-
ical aspect of interface design is to use mechanophore to substrate bonds that
can survive forces larger than the mechanophore triggering force. However,
some limited activation can occur even for weaker attachment bonds. Non-
bonded interactions, temperature, and adhesion all contribute to both activa-
tion and detachment of mechanophores. If there is strong adhesion between the
25
substrates, the conformation of the substrates changes and the transmission of
shear through the substrates is delayed, reducing the degree of activation for a
given applied boundary displacement. This study offers insight for designing
mechanophore functionalized self-healing and self-reporting interfaces for ef-
fective damage management. Future work is needed to investigate the effect of
specific substrates for prospective applications.
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CHAPTER 3
CONTINUUM MODELING OF MECHANOPHORES ON DEBONDING
IN POLYMER COMPOSITES
3.1 Introduction
Polymer composites with fibrillar and particulate fillers offer a large range
of physical properties that find widespread civil and industrial applications
[70, 25]. Common fillers include alumina, silica, carbonates, carbon black, rub-
ber, glass, and carbon nanotubes. These fillers range from the nanoscale to
the microscale and their effect on composite properties depends on the filler
mechanical properties, size, composition, spatial distribution, and interfacial
adhesion [75, 15, 84]. The failure of these composites incur repair, replace-
ment, and disposal costs during their lifecycle. Interface debonding is a com-
mon mode of damage in polymer composites [35, 30, 23, 86]. Composite in-
terfaces are therefore a promising location to augment with an early-warning
and/or a healing functionality in order to extend composite durability and life
cycle management. An early warning or healing function can be added by
placing mechanophores, chemical units designed to perform a specific chem-
ical transformation in response to mechanical work at the interface. These
mechanophores could be covalently bonded between the filler particle and the
matrix to create interfacial mechanophore augmented composites (IMAC) that
respond strategically to the debonding failure mode.
In this chapter we generate the framework for quantifying IMAC
mechanochemistry and then apply this framework to the linear-elastic-interface
damage regime of typical composites. Potential for mechanophore response is
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analyzed based on an extensible link mechanophore model that ties into the me-
chanical deformation of the composite. We present the model in the next section,
followed by a discussion of the pertinent material property ranges, and then
our results. We utilize the classical 2D plane strain scenario of a circular particle
(fiber) within an infinite matrix to understand the governing physics and map
out the design space. We then demonstrate the facility of our approach by ap-
plying the framework to a 3D analysis of a low filler volume fraction spherical
particle composite.
3.2 IMAC Mechanochemical Model
A mechanochemical model for a material needs to predict both the deforma-
tion response and the mechanophore response to an applied stress field. The
key output of interest in an IMAC is the relative progression of debonding
and mechanophore activation. The novelty of this work is in the prediction
of the aggregate mechanophore response within the IMAC using an exten-
sible link approximation of the mechanophore. This approximation of the
mechanophore establishes the mechanophore-mechanics connection using the
deformation field, while neglecting the influence of the mechanophore on the
mechanics of the composite. There is an extensive composites literature con-
cerned with the deformation response to stress and we choose a few mechanics
models from the literature to demonstrate our approach. Although we will limit
ourselves here to a few examples, the framework can readily be applied to any
combination of loading mode, material constitutive behavior, and interface law
for which the displacement fields can be solved. Specifically, this framework
takes mechanics solutions for composite displacement fields in response to far
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field stress and uses them to predict the mechanophore states based on their
based on their location along the matrix/particle interface, orientation, and not-
activated and activated lengths (Fig. 3.1). For linear elastic constituent mate-
rials, the matrix (m) and the circular particle (p) have Young’s modulus Em, Ep
and Poisson’s ratio νm, νp. The interface is governed by a nonlinear cohesive law
relating the traction at the interface σint (interfacial traction) and the displace-
ment between co-located points [u] (interfacial displacement) as,
σint = f ([u]) . (3.1)
The governing equations for the mechanics of a dilute composite with circu-
lar (2D) or spherical (3D) particles (Fig. 3.2) are summarized here (for a detail
discussion see [38, 36, 37]). First the displacement field should satisfy the inter-
face separation condition
[u] = u(ξ+)− u(ξ−) ξ ∈ Γ, (3.2)
where u(ξ+) and u(ξ−) are the values of the displacement field on the interface
point (ξ) deforming with the matrix and deforming with the particle respec-
tively. This is an implicit equation as the displacement fields in the matrix and
the particle are created by the interfacial traction σint, which in turn is depen-
dent on the interfacial separation [u]. Next, the interface tractions need to satisfy
the balance of linear and angular momentum,∫
Γ
σint∂Γ = 0 (3.3)∫
Γ
ξ × σint∂Γ = 0. (3.4)
The displacement field u(r) can be either found through setting up differential
equations for the given boundary conditions or expressed using Greens func-
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Calculated Mechanochemical Response
ex. Good Design
ex. Bad Design
debonded region
Deformed
Composite
Calculated Displacement Fields
Mechanophore Design Choices
Placement
Orientation
Not-activated length
Activated length
Fig. 3.1. Overview of modeling framework: The displacement field in-
cluding debonding for a known composite and applied stress state is used
to drive a mechanochemical model based on an kinematic extensible link
mechanophore concept. Mechanophore properties and placement will deter-
mine the mechanochemical response for a given displacement field.
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tions Gm(r, ξ) and Gp(r, ξ) for the matrix and particle side respectively as,
u(r) = ε∞r+
∫
Γ
Gm(r, ξ)Tm(ξ)∂Γ ξ ∈ Γ, r ∈ Ωm
u(r) =
∫
Γ
Gp(r, ξ)Tp(ξ)∂Γ ξ ∈ Γ, r ∈ Ωp. (3.5)
Here, ε∞ is the remote strain in the matrix corresponding to the remote stress
σ∞, Tm(ξ) and Tp(ξ) are tractions exerted at the interface point ξ on the matrix
side and the particle side respectively given by:
Tm(ξ) = σ∞n− σint
Tp(ξ) = σint. (3.6)
Here, n is the outward normal at the interface Γ between the particle and the
matrix. While the above is general to particles with radial symmetry, for the
remainder of the methods section we will focus on the case of circular particle
bonded within a 2D infinite matrix under plane strain and far field stress.
We prescribe the particle/matrix interface cohesive law Eq. 3.1 as in [14],
σint = σmax
[u]
δ
exp
(
1− [u]
δ
)
, (3.7)
where σint, is the radial component of the interfacial traction, [u] = u(r+p )−u(r−p )
is the radial component of the interfacial displacement, σmax is the interface
strength i.e., maximum radial interfacial traction that the interface can resist to
avoid debonding, and δ is the critical radial distance corresponding to σmax. A
point on the interface is considered debonded if [u] ≥ δ as any further increase
in [u] comes at a reduced interfacial traction. In a generic loading condition, to
avoid penetration of the matrix surface into the particle surface we augment the
cohesive law with a negative exponential portion when [u] < 0
σint = σmax
exp(1)
β
(
1− exp
(
− [u] β
δ
))
, (3.8)
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Fig. 3.2. The setup for a circular or spherical filler particle of within an infinite
matrix subject to remote stress. Ωm is the matrix domain, Ωp is the particle do-
main, and Γ is the interface boundary. ξ represents a point on the interface Γ,
n the normal at that point and r represents an arbitrary position vector in the
system.
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where β is a positive constant chosen as 25, large enough to prevent the pene-
tration of the surfaces and to aid the convergence of solutions. The augmented
interface cohesive zone traction model is shown in Fig. 3.3b.
The novelty of this framework lies in the mechanophore model and how
it couples with the mechanics of the composite. Mechanophores are modeled
as an extensible link, with end points rigidly attached to the matrix and par-
ticle, that deforms with these attached points (Fig. 3.3a). This extensible link
model is a valid approximation of the full atomistic behavior as long as the
mechanophore is strongly attached to two points and the mechanophores do
not influence one another [50]. The mechanophore is characterized by lna, the
distance between the points of attachment of the mechanophore at the matrix
and the particle prior to activation, and la is the same distance measured at
activation (Fig. 3.3c). Before the composite is loaded, the mechanophore is
in its not-activated state. The mechanophore links are assumed to exert neg-
ligible force on the matrix and the particle, thereby decoupling the elasticity
solution from the mechanophore response. The particle end of the link is posi-
tioned at a radius ra ∼ rp at an angular position θ ∈ (0, 2pi). The matrix end of
the link is placed at a distance of lna from the particle end along an orientation
φ ∈ [−φmax, φmax], where
φmax = cos
−1
(
r2p − r2a − l2na
2ralna
)
(3.9)
is the limiting angle found by the requirement to bond with the matrix (Fig.
3.3a, 3.3d). For each angular position we calculate an expectation E(θ) that
mechanophores will activate based on an averaging of the state of activation
(1 - activated, 0 - not activated) over a random sampling of 128 allowable orien-
tations (φ). Similarly expectation E that a mechanophore anywhere will activate
is found by averaging E(θ) over a random set of 128 angular positions θ ∈ [0, 2pi].
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(a) (b)
(c) (d)
Fig. 3.3. Modeling details. (a) Representative IMAC studied. (b) The nonlin-
ear interface cohesive law augmented to inhibit surface penetration. (c) Illus-
tration of the mechanophore length scales. (d) The allowable orientations for
mechanophore placement.
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The mechanophore activation relative to the progress of interfacial sepa-
ration is critical in an IMAC for self-healing and self-reporting functionality.
Mechanophore activation well before debond would provide false alarms and
mechanophore activation after debond may lead to ineffective healing due to
large interfacial separation. In our representative system we monitor interfacial
debonding and mechanophore activation while applying an increasing quasi-
static load. We examine two commonly seen experimental loading scenarios:
equibiaxial tension and uniaxial tension. For equibiaxial tension, the response
is axisymmetric (E = E(θ)); so we simply monitor a single angular location. For
uniaxial tension we monitor both E(θ) for the angular activation and E for the
overall activation.
Solutions for the particle and matrix displacements (driving mechanophore
length change) for equibiaxial loading are obtained from the work of [91]. When
a remote equibiaxial stress σ∞ is applied the radial displacement field u(r) takes
the form given by:
u(r) = rσint
(1− 2νp)(1 + νp)
Ep
r ≤ rp
u(r) = C1r +
C2
r
r ≥ rp (3.10)
for the particle and matrix respectively, where C1, C2 are
C1 =
σ∞(1− 2νm)(1 + νm)
Em
,
C2 =
r2p(σ∞ − σint)(1 + νm)
Em
. (3.11)
Equation 3.10 is implicit because σint is a function of [u] as given by Eqs. 3.7 and
3.8. These displacement fields can now be plugged into Eq. 3.2 to obtain a single
nonlinear univariate root finding problem. The axisymmetry guarantees that
the other two governing equations Eqs. 3.3 and 3.4 are automatically satisfied.
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This equibiaxial model can also account for an interphase with matrix Young’s
modulusE(r) varying according to a powerlaw with index n, radius r and outer
edge of the interphase rm as,
E(r) = Em
(
r
rm
)n
rp < r ≤ rm. (3.12)
The displacement field when an interphase is present is provided in the Ap-
pendix.
The solution for the case of uniaxial tension is derived from the general sce-
nario by reducing the governing equations to a nonlinear multivariate algebraic
equation in terms of the Fourier coefficients of the [u] as discussed in [38, 36, 37].
The shear component of interfacial traction is governed by the scenario of no-
slip. The interfacial shear tractions τint are found by setting the tangential com-
ponent of interfacial displacement [v] to 0. The mechanics solution for this case
is detailed in Appendix A of this chapter.
3.3 Material Properties
We choose material properties for our analysis from common composites for
which debonding is the dominant failure mechanism. Since rubbery filler par-
ticles and matrices typically fail by cavitation-type damage [45, 20, 89], they are
excluded from our parameter space. In industrial applications the non-rubbery
filler sizes range from nanoscale to microscale and are usually stiffer than their
corresponding matrix (Table 3.1). The existence of an interphase surrounding
particles in a nanocomposite is now well established in the nanocomposite liter-
ature, however the extent and stiffness of this region is debated in the literature
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[8, 3, 7]. We characterize the range in possible interphase parameters by thick-
ness rm− rp, and the ratio of matrix Young’s modulus just at the filler particle to
the bulk matrix properties Erel =
E(r+p )
Em
(Table 3.1). The index of the power law
n in Eq. 3.12 is computed from the interphase stiffness ratio.
Interface properties are critical to the progression of interface separation
with stress. We considered both experimental and simulation sources of in-
terface parameters for typical composites. There have been a number of exper-
iments that obtain cohesive zone strength and critical length from combined
force and displacement field measurements, however this parameter estima-
tion is limited by the micrometer length scales at which observations are typ-
ically made [12, 53, 21]. While these parameters are useful for making subse-
quent bulk behavior predictions, they are unrealistic for our work for which
the debond length scale strongly impacts mechanophore activation. Estimates
of cohesive law parameters from molecular dynamics simulations of graphene
and carbon nanotube based polymer composites give nanometer scale debond
lengths and GPa level strengths [29, 1, 28, 43]. We assume that cohesive zone
parameters also apply to other types and scales of interface between filler parti-
cles and matrices. We will assess the sensitivity to this assumption in the results
section.
Mechanophores are described in this work by not-activated and activated
attachment point distances. These length scales have been chosen to span from
current published covalent mechanophores through proteins that could effec-
tively act as mechanophores. Mechanophore covalent attachment to the filler is
assumed to happen quite close to the surface of the filler so an attachment depth
of a few A˚ is chosen.
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3.4 Results and Discussion
To illustrate the connection between the debonding mechanics and mechanophore
activation we start by exploring the scenario of a rigid particle within a matrix
without an interphase that is subjected to equibiaxial loading. This simple sce-
nario also serves as a platform for investigating the selection of mechanophores.
We then make modifications to this IMAC to look at the impact of each material
property on the interplay of mechanics and activation.
We begin by identifying key non-dimensional quantities. Expanding Eq. 3.2
for a rigid filler particle we get the nonlinear equation,
[u]
rp
= 2
σ∞
Em
(1− ν2m)−
σmax
Em
(1 + νm)
[u]
δ
exp
(
1− [u]
δ
)
(3.13)
which equates the interfacial hoop strain to the difference between the hoop
strain of a free void under remote load and the hoop strain due to the interfacial
traction. Non-dimensionalizing lengths by δ and stresses by Em we obtain that
the normalized interface separation [U ] = [u]
δ
depends upon the Poisson’s ratio
of the matrix νm, the normalized particle radius Rp =
rp
δ
, the normalized remote
stress Σ∞ = σ∞Em , and the normalized interface strength Σmax =
σmax
Em
. This inter-
face separation is critical because it is the chief quantity driving mechanophore
activation. The mechanophore initial length and required length change for ac-
tivation are also non-dimensionalized by the debond length as Lna = lnaδ and
∆L = lna−la
δ
respectively.
Debonding of the composite depends on Σmax, νm, and Rp. We illustrate the
dependence by comparing a reference composite (Table 3.2) with three com-
posites each differing by one of these parameters (Fig. 3.4a). As the remote load
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(Σ∞) is increased from zero, the interfacial separation ([U ]) gradually increases
with interface tractions resisting debond until the interface reaches its critical
normalized displacement [U ] = 1 and simultaneously the normalized interface
stress reaches Σmax. With further increase in Σ∞, interface separation jumps as
the interface tractions drop to zero, asymptotically reaching the linear elastic
displacement of a void within an infinite matrix. The remote stress at which
the interface debonds is greater for greater interfacial traction resisting debond
(Σmax). This greater resistance also lowers the initial separation versus stress
slope and increases the jump required to reach the void deformation regime rel-
ative to the reference composite. For a larger matrix Poisson’s ratio, at the same
remote load the void hoop strain decreases, in turn increasing the interface hoop
strain. Therefore the remote stress at which debond occurs is higher for a larger
Poisson’s ratio. In case of a larger particle radius, the remote stress at which the
interface debonds is lower than for a smaller particle because the interface hoop
strain associated with critical displacement is lower.
Extensible link mechanophores are stretched according to the compos-
ite displacement fields near the interface. The change in length required
for mechanophore activation selects the interfacial separation regime where
mechanophores are expected to activate (Fig. 3.4b). For the set of ma-
trix, particle, and interface properties prescribed in the reference composite,
mechanophores with ∆L = 0.2 are expected to complete activation prior to
debond (false alarm), mechanophores with ∆L = 2.0 are expected to start
activation after debond (where sensing damage may loose relevance), and
mechanophores with ∆L = 0.8 are expected to activate during debond (de-
sirable). The other mechanophore length scale, Lna, effectively sets how deep
into the matrix the mechanophore can attach and what range of orientations
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Table. 3.1. Property ranges for the polymer matrix, mechanophores, particle,
interface, and interphase.
Polymer matrix Mechanophore
Youngs modulus (Em) 0.1-10 GPa Activated length (la) 0.5-3 nm
Not activated
length (lna)
0.1-3 nm
Poisson’s ratio (νm) 0.3-0.45 Attachment (rp − ra) 0.0-0.2 nm
References Young and Lovell [87]Granta Design Ltd. [17] References
Davis et al. [10]
Klukovich et al. [31]
Filler particle Nanoscale Microscale
Youngs modulus (Ep) 70-1000 GPa 70-380 GPa
Poisson’s ratio (νp) 0.2-0.3 0.2-0.3
Radius (rp) 1-100 nm 1-100 µm
References
Bernardo et al. [3]
Odegard et al. [59]
Cho et al. [9]
Hua et al. [24]
Murı´n et al. [54]
Cho et al. [9]
Tsui et al. [76]
Rothon [70]
Interface Interphase
Strength (σmax) 0.1-5 GPa Width (rm − rp) 2-100 nm
Critical length (δ) 0.5-5 nm Erel 0.75-2.3
References
Jiang et al. [29]
Awasthi et al. [1]
Li and Seidel [43]
Jiang [28]
References
Cheng et al. [8]
Bernardo et al. [3]
Cheng et al. [7]
Table. 3.2. Reference composite where the filler particle is assumed rigid.
Reference composite
Em νm δ rp − ra rp Σmax
800 MPa 0.3 0.75 nm 0.1 nm 10 nm 0.15
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it can take. For a greater Lna the IMAC is expected to start activation at a
lower remote stress and end activation at a greater remote stress (Fig. 3.4b).
Mechanophore activation originates with the mechanophores aligned closest to
the radial direction and progresses to the farthest from aligned ones (Fig. 3.4c).
Therefore the broadening of the activation stress range with greater Lna is at-
tributed to greater displacement from matrix deformation for the most aligned
mechanophores (φ = 0) and greater limiting angle φmax (some mechanophores
start off further from radially aligned).
To identify and design the system so that mechanophores activate at an opti-
mal point, we study the interplay between two crucial quantities: Σmax and ∆L.
While the former affects the debonding behavior, the latter selects the interface
separation regime over which activation is expected to occur. The remote stress
at which activation is expected to start (E → 0+), and end (E → 1) are de-
noted by Σstart and Σend respectively; the remote stress at which the interface
debonds is denoted by Σdebond. For each Σmax and ∆L we compute whether the
mechanophores are expected to complete activation prior to debond, start acti-
vation prior to and complete after debond, or start activation after debond. This
result is presented in an activation map (Fig. 3.4d). The regime where activation
completes before debond, the zone of false alarm, is bounded on one side by the
line Σdebond = Σend that is independent of Σmax. This bound is set by the furthest
from aligned mechanophore (φ = ±φmax) activating at debond ([U ] = 1). This
purely geometric quantity is
∆L =
√
(1 +Rp + L2na)−
R2a
Rp
+
L2na
Rp
− Lna (3.14)
where Ra = raδ is the non-dimensionalized mechanophore attachment radius.
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(a) (b)
(c) (d)
Fig. 3.4. Equibiaxial analysis for an IMAC with a rigid particle and no inter-
phase: (a) Mechanics of interfacial debonding as function of increasing load.
(b) The expectation of mechanophore activation with respect to increasing load
for four mechanophore choices. (c) Mechanophore orientations that activate at
that remote load. (d) Activation map identifying regimes where mechanophore
activation is expected to complete prior to debond, occur during debond, and
start after debond, shown for the reference composite with mechanophores of
Lna = 4/3 and varying Σmax. Uniaxial bound for the same IMAC also shown.
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The regime where activation starts after debond, the zone where damage
detection/healing may loose relevance, is bounded on one side by the line
Σdebond = Σstart, which is derived from the condition that the radially aligned
mechanophore (φ = 0) activates at debond i.e.,
∆L =
u (ra + lna)
δ
∣∣∣∣
σ∞
Em
=Σdebond
. (3.15)
Substituting into Eq. 3.10 we get,
∆L =
1
2Rp
((
1− 2νm
1− νm
)
(Ra + Lna) +
(
R2p
Ra + Lna
)(
1
1− νm
))
+
Σmax
2
(1− 2νm)(1 + νm)
(1− νm)
(
(Ra + Lna)−
R2p
Ra + Lna
)
. (3.16)
This bound is affected by Σmax since at φ = 0 both matrix deformation and
interface separation contribute to mechanophore activation. Greater Σmax cor-
responds to greater Σdebond and matrix deformation at debond, which implies
that a larger mechanophore length change is required to start activation after
debonding. From the perspective of designing IMACs, the range of possible
mechanophore length scales that will activate during debonding increases with
increasing interface strength relative to matrix elastic modulus.
At this juncture we underscore the sensitivity of the model to the choice of
interface parameters σmax and δ since these are the material parameters with
the greatest uncertainty. To reach a given radial interfacial separation [u], the
remote stress σ∞ increases linearly with respect to σmax. This in turn implies
that mechanophores are expected to start and end activation at larger remote
stresses with larger σmax as can be seen in the Table 3.3. From the activation
map in Fig. 3.4d, we can directly see the impact of σmax - larger σmax implies
greater choice of desirable mechanophores.
The dependence of debond and activation on δ is more complex than that
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of σmax. Radial interfacial separation [u] is inversely proportional to δ prior to
debond and directly proportional to δ after debond. This in turn implies that
mechanophores that complete activation before debond are expected to start
and end activation at lower remote stresses with greater δ and mechanophores
that start activation after debond are expected to start and end activation at
higher remote stresses with greater δ. In Table 3.3 we show these differing trends
for the examples of δl =0.15 nm (before debond) and δl =1.5 nm (after debond)
as δ is doubled. With regards to the selection of desirable mechanophores, a
mechanophore that activates after debond will tend towards activating during
debond as the choice of δ increases and with further increase in δ will activate
well before debond. This shift in the selection regions can be inferred from the
dimensional forms of equations 3.14 and 3.16.
The uniaxial stress IMAC mechanochemical response is analyzed as an ex-
ample alternate loading mode. For simplicity we present a no-slip analysis at
the interface, a more comprehensive analysis is presented in Appendix B of this
chapter. Under uniaxial stress the response is no longer axisymmetric with in-
terface separation largest along the axis of loading (θ = 0o) and near zero at
points perpendicular to the axis of loading (θ = 90o). Activation trends follow
interfacial separation just as in the equibiaxial case, with mechanophore change
in length relative to debond length as the critical design parameter. In contrast
to the equibiaxial case, activation will not complete until long after debond be-
cause of the off loading axis mechanophores. In Fig. 3.4d we compare the start
activation after debond bound with that for equibiaxial loading. The bound is
shifted slightly up because there is more matrix displacement at φ = 0, θ = 0
for a given interface separation than for equibiaxial loading. It should be noted
that the aggregate signal intensity for a given far field stress and quantity of
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Table. 3.3. Sensitivity of activation and debonding to interface cohesive law
parameters demonstrated by using the reference composite with lna =1 nm.
Σmax δl =0.15 nm δl =1.5 nm Σdebond
Σstart Σend Σstart Σend
0.15 0.046 0.120 0.161 0.166 0.149
0.30 0.070 0.214 0.260 0.260 0.256
0.45 0.087 0.309 0.366 0.366 0.363
δ(nm) δl =0.15 nm δl =1.5 nm Σdebond
Σstart Σend Σstart Σend
0.50 0.057 0.131 0.139 0.139 0.135
0.75 0.046 0.120 0.161 0.166 0.149
1.00 0.040 0.107 0.180 0.191 0.163
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mechanophores will in general be lower for uniaxial than equibiaxial because a
more limited set of angular (θ) locations will be activated.
While our discussion until now has focused on a system with no interphase,
the impact of an interphase on debonding and activation is relevant from a prac-
tical stand point. In the void displacement regime, we find that a stiff interphase
Erel > 1 will experience smaller radial interfacial separation [u] in comparison
with a homogeneous matrix for the same remote stress. In contrast, well be-
fore debond a composite with a stiff interphase has greater radial interfacial
separation relative to the homogeneous matrix for the same remote stress. The
converse is true for a compliant interphase in both the post and prior to debond
ranges. This complex interphase effect is attributed to the lack of monotonicity
in stress states with respect to radial distance in the interphase (see [22]) and the
presence or absence of radial interfacial tractions. However, within the range
of interphase parameters found in the literature (Table 3.1) we see negligible
change in [U ] prior to debond for a composite with an interphase in comparison
to one without an interphase (Fig. 3.5a).
Based on the above discussion we may anticipate that for a stiff interphase
mechanophore activation prior to debond will happen at a lower remote stress
compared to a composite with a homogeneous matrix. But this need not be
true because of the non-monotonic stress state along the radial direction within
the interphase. For example in the inset of Fig. 3.5b greater remote stress
is required to activate mechanophores having ∆L = 0.2 in a stiff interphase
relative to the reference composite. Within the material range considered, for
mechanophores that activate prior to debond the activation trends do not differ
significantly. In Fig. 3.5b the relative difference between the activation curves
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for the mechanophore that activates prior to debond does not exceed 4.16% for
response integrated until Σdebond for the reference composite. On the other hand,
for mechanophores that activate after debond there is a significant difference in
activation trends with interphase changes as seen in Fig. 3.5b. For the stiff in-
terphase the mechanophores activate at greater remote stress than the reference
composite, and for the compliant interphase the mechanophores activate at a
lower remote stress than the reference composite. Considering the choice of
desirable mechanophores in the activation map, the presence of an interphase
does not affect the bound Σdebond = Σend (purely geometric), but it does shift
the bound Σdebond = Σstart, which is related to matrix pliability (Fig. 3.5c). In
summary the change in compliance of the matrix adjacent to the interface alters
debonding mechanics and mechanophore activation slightly.
Another feature of practical relevance is the elasticity of the filler particle.
The hoop strain of the filler particle influences the debonding mechanics and is
given by:
u(r)
r
= σmax
[u]
δ
exp
(
1− [u]
δ
)
(1− νp)
Ep
. (3.17)
Accounting for a deformable particle, the relation for [u] in Eq. 3.13 becomes,
[u]
rp
= 2
σ∞
Em
(1− ν2m)− σmax
[u]
δ
exp
(
1− [u]
δ
)(
1 + νm
Em
+
1− νp
Ep
)
(3.18)
where we have additionally subtracted the hoop strain of the particle. When
the particle is compliant it reduces [u] for a given remote stress in comparison
with a particle that is rigid. This reduction implies that activation will begin
and complete at a greater remote stress for a compliant particle compared to a
rigid particle. For example, in Fig. 3.6 results are presented for IMACs with the
47
(a) (b)
(c)
Fig. 3.5. The effect of an interphase: (a) The debonding mechanics of the refer-
ence composite (Table 3.2) are compared with two otherwise equivalent com-
posites that have a 10 nm interphase, one stiff and one compliant relative to the
matrix. Inset shows a zoomed in view of the radial interfacial separation prior
to debond for all the composites. (b) Mechanophores with Lna = 4/3 are used
to demonstrate the possible impact of the interphase on activation. Inset shows
a zoomed in view of activation trends of the mechanophore with ∆L = 0.2. (c)
Activation map shown for all the composites with mechanophores of Lna = 4/3
and varying Σmax.
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Fig. 3.6. Example of how the debonding mechanics and activation trends de-
pend on filler particle compliance. The IMACs have the following properties:
Em =10 GPa, νm = νp = 0.3, rp =10 nm, σmax =5 GPa, δ =0.75 nm, Lna = 4/3,
∆L = 0.8, and rp − ra =0.1 nm.
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stiffest possible matrix, interfaces of the maximal interfacial strength, and two
extremal filler particles - one at the compliant end of the likely particle prop-
erties and the other rigid (Table 3.1). The relative difference of the interfacial
separation and activation prior to debonding between these two scenarios are
1.55% and 2.47% respectively, indicating that a rigid particle assumption is rea-
sonable for the typical non-rubbery composite.
3.5 Application to Uniaxial Tension of Particle Filled Compos-
ite
Here we apply the IMAC analysis framework to uniaxial loading of a linear elas-
tic matrix with a low volume fraction of well dispersed effectively rigid spher-
ical particles. The interface is governed by a nonlinear cohesive law [77] that
includes a normal σint and a shear component τint given by,
σint =
(
φn [u]
δ2n
)
exp
(
− [u]
δn
)
exp
(
− [v]
2
δ2t
)
[u] ≥ 0
σint =
(
φn
βδn
)
exp
(
1− [v]
2
δ2t
)(
1− exp
(
− [u] β
δn
))
[u] < 0
τint =2
(
φt [v]
δ2t
)(
1.0 +
[u]
δn
)
exp
(
− [v]
2
δ2t
)
exp
(
− [u]
δn
)
. (3.19)
Here, φn, φt is the work of separation along the normal and the tangential di-
rections and δn, δt are the critical length scales for debond along the normal and
tangential directions. The portion of the normal law when [u] < 0 is augmented
to prevent interpenetration of the matrix and the particle, where β is set to 25.
The mechanics solution is obtained from [74] and is based on the construc-
tion of a representative volume element (RVE) with an effective matrix and a
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single spherical particle loaded remotely. This assumption represents the IMAC
when particles are well dispersed and dilute. The displacement solution for
the uniaxially loaded RVE follows the methodology outlined through Eqs. 3.2 -
3.4 and displacement solutions from [47]. Using rotational symmetry along the
loading axis and expressing the interfacial displacements in terms of a Legendre
polynomial expansion in spherical coordinates we reduce the equations into a
nonlinear set of algebraic equations. From the solution of the RVE the average
uniaxial strain ¯ for the average uniaxial stress σ¯ is computed (Appendix A).
To obtain the mechanochemical activation we need to only consider the RVE.
Here extensible link mechanophores are placed at a radius ra within the filler
particle, and randomly oriented into the matrix. Expectation for activation E(θ)
is calculated using 128 randomly oriented mechanophores where θ is the angle
relative to the loading direction. The overall expectation for activation E in the
IMAC is computed by averaging E(θ) over the sphere.
We present the impact of volume fraction on IMAC response with increasing
strains for an IMAC with rigid particles and properties shown in Table 3.4. In
Table. 3.4. Properties of IMAC with spherical particles.
Em νm φn φt δn
800 MPa 0.3 0.123 Jm−2 0.123 Jm−2 0.75 nm
δt rp − ra rp lna la
0.75 nm 0.1 nm 10 nm 1 nm 1.6 nm
Fig. 3.7a we illustrate the mechanical response of the IMAC with change in
filler volume fraction (vf ). The interface separation model here has two critical
length scales δn and δt. When both of these are crossed the interface starts to
separate. Prior to interfacial separation the stiffness of the composite increases
with increasing volume fraction. After interfacial separation, the higher volume
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fraction composites have lower stiffness. We show the average stresses and
strains required for reaching δn and δt in Table 3.5.
In Fig. 3.7b we present the expected mechanophore activation response
which is uniform for all volume fractions when viewed in terms of stress.
Mechanophores are expected to start activation after δt is reached in this par-
ticular composite for all volume fractions. In terms of strain, activation will
progress slowest for the highest filler volume fraction.
3.6 Conclusion
In this work we propose a framework for modeling the mechanochemical re-
sponse of IMACs. We connect mechanochemical response to mechanical re-
sponse by assuming that the mechanophores are extensible links that deform
with their attachment points without exerting any traction on the interface. We
find that mechanophore activation is governed by mechanophore length scales
relative to critical interface length scales, interfacial strength relative to the ma-
trix stiffness, matrix Poisson’s ratio, the size of the particle, and the type of load-
ing. The interfacial strength relative to the matrix stiffness predominantly con-
trols the mechanics of the system with greater strength leading to greater strain
and far field stress at which the interface debonds. The mechanophore length
scales select the interfacial separation over which the mechanophores activate.
Larger change in length with activation relative to the debond length scale leads
to activation at larger stresses. Similarly to in elastomers, mechanophore orien-
tation is important for the progression of activation. For equibiaxial loading,
radially oriented mechanophores activate first. For non-axisymmetric loading
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Table. 3.5. Average stress, strain, activation for critical interfacial separations.
Condition σ¯ (MPa) ¯ E
vf = 0.01 vf = 0.05 vf = 0.10
max ([u]) = δn 79.370 0.099 0.095 0.090 0.000
max ([v]) = δt 122.835 0.154 0.157 0.160 0.076
(a) (b)
Fig. 3.7. Effect of volume fraction on well dispersed rigid spherical particle filled
IMAC’s under uniaxial tension: (a) stress-strain response, and (b) activation
response as a function of strain.
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angular location will also govern the response since interface separation varies
with angle relative to the loading direction.
Our practical objective is that material designers will be able to select their
composite following their typical decision criterion and then select an appro-
priate mechanophore to place at the interface to augment the composite with
self-reporting or self-healing capabilities. To this end, we created sample acti-
vation maps to succinctly display the zone of useful mechanophores in terms
of activation length relative to the debonding length and composite interface
strength relative to matrix elastic modulus. These two normalized parameters
were found to be the most critical in determining expected mechanophore acti-
vation. Further, we showed that this design guideline is nearly independent of
loading mode.
The model of an IMAC formulated in this paper is the first step towards
modeling a complex material system and the results must be carefully viewed
in the context of the target polymer composite. For example, most polymeric
matrices have nonlinear aspects of their constitutive behavior, which would
in turn affect the debonding mechanics and mechanophore activation in accor-
dance with the modified strain field. Realistic interfaces will have behavior for
interfacial shear intermediate to the extremal cases considered in this work. If
the angular overlap of activation and debonding is important then the relation
between the normal and shear interfacial strength will have to be measured.
Real composites consist of a finite number of particles in a non-infinite matrix.
As a step towards more realistic composites we provided predictions for stress
and activation as a function of strain for a composite with a low volume fraction
of well dispersed spherical filler particles. More generally, neighboring particles
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may serve as stress concentrators/relievers depending on their individual prop-
erties and proximity. Each of these factors can be accounted for by porting our
debond and extensible mechanophore concept into a finite element framework,
significantly extending the applicability of the framework presented here.
3.7 Appendix A: Elasticity Solutions
3.7.1 Equibiaxial loading scenario
For the equibiaxial case, with an interphase whose Young’s modulus varies ac-
cording to the powerlaw (Eq. 3.12), displacements can be obtained from [91]
under plane stress conditions as:
u(r) = rσint(1− νp)/(Ep) r < rp
u(r) = r−n/2
(
A1r
k/2 + A2r
−k/2) rp < r ≤ rm
u(r) = C1r + C2/r rm ≤ r (3.20)
where the index k is given by,
k =
√
n2 + 4(1− nνm),
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and the integration constants A1, A2, C1, C2 are given by,
A2 =
[
r
(n+k)/2−1
m 2σint(1− ν2m)(k − n+ 2)
− r(n+k)/2−1p 4σ∞(1− νm)(k − n+ 2νm)
]
E(r+p )
[
r
−(n+k)/2−1
p r
(n+k)/2−1
m (−k − n+ 2νm)(k − n+ 2)
− r(−n+k)/2−1p r(n−k)/2−1m (k − n+ 2νm)(−k − n+ 2)
] ,
A1 =
4rnpσ∞(1− νm)− E(r+p )A2r(n−k)/2−1m (−k − n− 2)
E(r+p )r
(n+k)/2−1
m (k − n+ 2)
,
C1 =
σ∞(1− νm)
Em
,
C2 =
r2m(σ∞ − σint1)(1 + νm)
Em
(3.21)
σint1 =
E(r+p )r
n/2−1
m
2rnp (1− ν2m)
[
A1r
k/2
m (k − n+ 2νm)
+ A2r
−k/2
m (−k − n+ 2νm)
]
.
By expanding out [u] = u(r+p ) − u(r−p ), substituting Eq. 3.20 and Eq. 3.7 we get
a nonlinear equation in terms of [u] which we solve using the MATLAB numer-
ical root finding technique ‘fsolve’. All this work can be adjusted for the case of
plane strain by replacing E and ν with E
1−ν2 and
ν
1−ν respectively.
3.7.2 Generic loading scenario
The solution in plane strain conditions for the full-slip condition is detailed in
[38, 36] while the generic interfacial shear case is discussed in [37]. For a remote
stress of σ∞ the displacement field u(r) at position r can be found by reducing
Eq. 3.5 to
u(r) = ε∞r+
∫
θ′
Gm(r, θ
′)Tmdθ′ |r| ≥ rp
u(r) =
∫
θ′
Gp(r, θ
′)Tpdθ′ |r| ≤ rp (3.22)
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The Green’s functionsGm,Gp are the displacement fields caused by a point load
acting at a point on circular surface in the matrix and particle respectively. These
are given by,
Gp(r, θ
′) =− rp
[
λp + 2µp
2piµp (λp + µp)
log
(
l
rp
)
+
1
4piµp
]
I
− rp 1
2piµp
χl⊗ χl+ rp 1
2pi (λp + µp)
Θ−χ− 1
4pi (λp + µp)
r⊗ n (3.23)
Gm(r, θ
′) =− rp
[
λm + 2µm
2piµm (λm + µm)
log
(
l
rp
)
+
1
4piµm
]
I
− rp 1
2piµm
χl⊗ χl+ rp 1
2pi (λm + µm)
Θ+χ+
r2p
4piµm
r
r2
⊗ n. (3.24)
where, the geometric parameters are shown in Fig. 3.8, χ is given by
χ =
 0 1
−1 0
 (3.25)
and λm, µm are the Lame parameters for the matrix and λp, µp are the Lame pa-
rameters for the particle.
The kinematic constraint results in the following integral equation
[u] (θ) = rpRθA r|rp,θ + rp
∫
θ′
K(θ, θ′)σint ([u] (θ′)) dθ′ (3.26)
where the Kernel K is given by,
K(θ, θ′) = − 1
rp
(
G+
(
r|r=rp , θ′
)
+G−
(
r|r=rp , θ′
))
(3.27)
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and can be expanded out as Krr Krθ
Kθr Kθθ
 = [ λm + 2µm
4piµm (λm + µm)
+
λp + 2µp
4piµp (λp + µp)
]
log(1− cos(ψ))Rψ
+
[
λp + 2µp
4piµp (λp + µp)
] 1 0
0 0

+
1
4pi
(
1
λm + µm
− 1
λp + µp
)
2Θ−χRψ
ψ =θ − θ′
Rψ =
 cos(ψ) sin(ψ)
− sin(ψ) cos(ψ)

Rθ =
 cos(θ) sin(θ)
− sin(θ) cos(θ)

2Θ− =

ψ − pi 0 ≤ ψ ≤ 2pi
ψ + pi −2pi ≤ ψ ≤ 0.
The components ofA are given through the equations
2µm (λm + µm)A11 = (λm + 2µm) (λm + 3µm) ε∞11
+ (λm − µm) (λm + 2µm) ε∞22
(λm + µm)A12 = (λm + µm)A21
=2 (λm + 2µm) ε∞12
2µm (λm + µm)A22 = (λm + 2µm) (λm + 3µm) ε∞22
+ (λm − µm) (λm + 2µm) ε∞11. (3.28)
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The Fourier expansion of the K is given by
Krr = Kθθ =
∑
i=1
ξi (θ) ξi (θ
′)
1
λi
Krθ = −Kθr =
∑
i=1
ξ2i+1 (θ) ξ2i (θ
′)
1
γ2i
− ξ2i (θ) ξ2i+1 (θ′) 1
γ2i+1
ξ1 =
1√
2pi
, ξ2i =
cos(iθ)√
pi
, ξ2i+1 =
sin(iθ)√
pi
λ1 =
1
A
, λ2 = λ3 =
1
B
, λ2i = λ2i+1 = − i
2 − 1
(iC1 + C2)
γ2 = γ3 = − 1
B
, γ2i = γ2i+1 = − i
2 − 1
(C1 + iC2)
(3.29)
where,
A = −1
2
(
1
µm
+
1
λp + µp
)
B = −1
8
(
1
µp
(
λp + 3µp
λp + µp
)
+
1
µm
)
C1 =
1
2
(
λm + 2µm
µm (λm + µm)
+
λp + 2µp
µp (λp + µp)
)
C2 =
1
2
(
1
λm + µm
− 1
λp + µp
)
. (3.30)
When we have a full-slip scenario the cohesive zone traction vector is,
σint =
 σint
0
 (3.31)
where σint is found from the radial interfacial separation [u] as a function of θ′
using Eqs. 3.7,3.8. This simplifies the integral equation Eq. 3.26 to:
[u] (θ)
rp
=
√
2pi
(A11 +A22)
2
+
√
2pi
(A11 −A22)
2
ξ4(θ) +
√
2piA12ξ5
+
∑
i=1
1
λi
ξi(θ)
∫
θ′
ξi(θ
′)σint ([u] (θ′)) dθ′ (3.32)
Also in the full-slip condition the equilibrium condition Eq. 3.4 is trivially satis-
fied, and we are left just with Eq. 3.3, which translates to∫
θ′
ξ2(θ
′)σint ([u] (θ′)) dθ′ = 0∫
θ′
ξ3(θ
′)σint ([u] (θ′)) dθ′ = 0. (3.33)
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By expressing [u] in terms of the Fourier basis
[u] (θ) =
∑
i=1
uˆiξi(θ) (3.34)
we can reduce Eqs. 3.32, 3.33 to a set of algebraic equations using the orthogo-
nality of the Fourier basis functions as,
uˆ1
rp
=
√
2pi
(A11 +A22
2
)
+
1
λ1
∫
θ′
ξ1σint([u] (θ
′))dθ′
uˆ2 = uˆ3 = 0
uˆ4
rp
=
√
2pi
(A11 −A22
2
)
+
1
λ4
∫
θ′
ξ4σint([u] (θ
′))dθ′
uˆ5
rp
=
√
2piA12 + 1
λ5
∫
θ′
ξ5σint([u] (θ
′))dθ′
uˆi
rp
=
1
λi
∫
θ′
ξiσint([u] (θ
′))dθ′ i = 6, 7, · · · . (3.35)
We truncate the number of Fourier modes at 35 where the relative error by in-
troducing one additional mode is less than 0.01% . The solutions for these coef-
ficients are found using a root finding numerical technique ‘fsolve’ in MATLAB.
We reduce the generic interfacial condition presented in Levy [37], for the
specific case of the no-slip condition by setting the tangential interfacial separa-
tion [v] = 0. The cohesive zone traction vector is denoted by
σint =
 σint
τint
 (3.36)
where τint needs to be found. The integral equation Eq. 3.26 can be reduced to
two equations one for the radial interfacial separation [u] and the other for the
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tangential interfacial separation [v]
1
rp
[u] (θ) =
√
2pi
(A11 +A22)
2
+
√
2pi
(A11 −A22)
2
ξ4(θ) +
√
2piA12ξ5
+
∑
i=1
1
λi
ξi(θ)
∫
θ′
ξi(θ
′)σint ([u] (θ′)) dθ′
+
∑
i=1
1
γ2i
ξ2i+1 (θ)
∫
θ′
ξ2i (θ
′) τintdθ′
−
∑
i=1
1
γ2i+1
ξ2i (θ)
∫
θ′
ξ2i+1 (θ
′) τintdθ′ (3.37)
1
rp
[v] (θ) = 0 =
√
2piA12ξ4(θ) +
√
2pi
(A22 −A11)
2
ξ5(θ)+
+
∑
i=1
1
λi
ξi(θ)
∫
θ′
ξi(θ
′)τintdθ′
−
∑
i=1
1
γ2i
ξ2i+1 (θ)
∫
θ′
ξ2i (θ
′)σint ([u] (θ′)) dθ′
+
∑
i=1
1
γ2i+1
ξ2i (θ)
∫
θ′
ξ2i+1 (θ
′)σint ([u] (θ′)) dθ′. (3.38)
The equilibrium equations reduce to∫
θ′
ξ2(θ
′)σint ([u] (θ′)) dθ′ +
∫
θ′
ξ3(θ
′)τintdθ′ = 0
−
∫
θ′
ξ3(θ
′)σint ([u] (θ′)) dθ′ +
∫
θ′
ξ2(θ
′)τintdθ′ = 0∫
θ′
τintξ1(θ
′)dθ′ = 0. (3.39)
Expressing the tangential interfacial traction τint in terms of the Fourier basis
τint =
∑
i=1
τˆiξi(θ) (3.40)
we can find the Fourier coefficients τˆi in terms of the Fourier coefficients of [u]
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using the above Eqs. 3.38, 3.39
τˆ1 = 0
τˆ2 =
∫
θ′
ξ3(θ
′)σint ([u] (θ′)) dθ′
τˆ3 = −
∫
θ′
ξ2(θ
′)σint ([u] (θ′)) dθ′
τˆ4 = −λ4
γ5
∫
θ′
ξ5(θ
′)σint ([u] (θ′)) dθ′ −
√
2piλ4A12
τˆ5 =
λ5
γ4
∫
θ′
ξ4(θ
′)σint ([u] (θ′)) dθ′ +
√
2piλ5
A11 −A22
2
τˆ2i = − λ2i
γ2i+1
∫
θ′
ξ2i+1(θ
′)σint ([u] (θ′)) dθ′ i = 3, 4, · · ·
τˆ2i+1 =
λ2i+1
γ2i
∫
θ′
ξ2i(θ
′)σint ([u] (θ′)) dθ′ i = 3, 4, · · · . (3.41)
Substituting these back into Eqs. 3.37, 3.39 we get the algebraic equations in
terms of the Fourier coefficients of [u] using the orthogonality of the Fourier
basis functions as,
uˆ1
rp
=
√
2pi
(A11 +A22
2
)
+
1
λ1
∫
θ′
ξ1(θ
′)σint([u] (θ′))dθ′
uˆ2 = uˆ3 = 0
uˆ4
rp
=
√
2pi
(
1− λ5
γ5
)(A11 −A22
2
)
+
(
1
λ4
− λ5
γ5γ4
)∫
θ′
ξ4(θ
′)σint([u] (θ′))dθ′
uˆ5
rp
=
√
2pi
(
1− λ4
γ4
)
A12 +
(
1
λ5
− λ4
γ5γ4
)∫
θ′
ξ5(θ
′)σint([u] (θ′))dθ′
uˆ2i
rp
=
(
1
λ2i
− λ2i+1
γ2i+1γ2i
)∫
θ′
ξ2i(θ
′)σint([u] (θ′))dθ′ i = 3, 4, · · ·
uˆ2i+1
rp
=
(
1
λ2i+1
− λ2i
γ2i+1γ2i
)∫
θ′
ξ2i+1(θ
′)σint([u] (θ′))dθ′ i = 3, 4, · · · . (3.42)
Like the full-slip condition, here too we truncate the number of Fourier modes
at 35 where the relative error by introducing one additional mode is less than
0.01% . The solutions for these coefficients are found using the root finding
numerical technique ‘fsolve’ in MATLAB.
62
Once we have the Fourier coefficients for both the interface conditions uˆi, we
can compute σint and substitute this into Eq. 3.22 to get displacements at any
location.
3.7.3 IMAC with spherical filler particles
We focus on an IMAC in uniaxial tensile loading with a dilute, dispersed set of
rigid spherical filler particles occupying a volume fraction of vf . A detailed so-
lution of this can be inferred from [74] and we summarize the procedure here. A
representative volume element (RVE) with a single particle in an infinite matrix
subjected to uniaxial remote stress equaling the average stress experienced by
the composite σ¯ is considered. The solution for the RVE follows Eqs. 3.2-3.4 and
the displacement field detailed in [47]. The solution takes advantage of the fact
that the loading is rotationally symmetric about the axis of loading.
The matrix displacement field is given by the series expansion:
u =
∑
n=1
[
An
rn
n
(
n+ 3− 4
νm
)
−Bn (n+ 1)
rn+2
]
Pn (µ)
v =
∑
n=1
[
An
rn
(
−n+ 4− 4
νm
)
+
Bn
rn+2
]
dPn (µ)
dθ
(3.43)
where µ = cos(θ) and Pn(µ) refers to Lengendre polynomials of the first kind
expanded on µ. An, Bn are constants that can be found as follows.
A1 = 0
B1 = −
σ¯r3p
12Gm
+
σ1r
3
p
4Gm
(3.44)
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and for n > 1 An
Bn
 =
 an
bn
+ 1
2Gm
 − (n−1)((n−1)(n+2)−2νm)rnp n(n+1)r(pn+2)
(n−1)2−2+2νm
rnp
− n+1
rn+2p

−1 σn
τn

a3 =
5σ¯r3p
12Gm(7− 5νm)
b3 =
σ¯r5p
2Gm(7− 5νm)
an = bn = 0 n 6= 3. (3.45)
where, Gm is the shear modulus of the matrix. The quantities σn, τn are coeffi-
cients for the expansion of the interfacial tractions given by,
σint =
∑
n=1
σnPn(µ)
τint =
∑
n=1
τn
dPn(µ)
dθ
σn =
2n+ 1
2
∫ pi
0
σint sin(θ)Pn(µ)dθ
τn =
2n+ 1
2n(n+ 1)
∫ pi
0
τint sin(θ)
dPn(µ)
dθ
dθ. (3.46)
The interfacial tractions are expressed in terms of interfacial displacements
[u] , [v] expanded out in series as,
[u] =
∑
n=1
[un]Pn(µ)
[v] =
∑
n=1
[vn]
dPn(µ)
dθ
. (3.47)
Substituting the displacement field from Eq. 3.43 into Eq. 3.2 and setting
u
(
ξ−
)
= 0 as the particle is rigid we get the following nonlinear multivariate
algebraic equation,[
An
rn
n
(
n+ 3− 4
νm
)
−Bn (n+ 1)
rn+2
]
− [un] = 0 n = 1, 2, · · ·[
An
rn
(
−n+ 4− 4
νm
)
+
Bn
rn+2
]
− [vn] = 0 n = 1, 2, · · · . (3.48)
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We solve the algebraic equation for [un] , [vn] using the MATLAB numerical root
finding technique ‘fsolve’ and truncate the solution to n = 16 in the series
as any further increase in n results in a relative change of less than 0.01% in
the displacement solution. These coefficients provide the displacement field
via Eq. 3.43, and can be used for evaluating mechanophore response. The
mechanophore orientations bounds [−φmax, φmax] are identical to those derived
in the two-dimensional scenario but in addition it is rotationally symmetric as
shown in Fig. 3.9.
The average strain for the IMAC corresponding to average stress of σ¯ can be
found by averaging the strain over the RVE [74] as,
¯ =
σ¯
Em
− vf
[
σp
2Gm
+
νm
Em
σph − int
]
σp = σ1 +
2
5
(σ3 + 3τ3)
σph = 3σ1
int =
[u1]
rp
+
2 ([u3] + 3 [v3])
5rp
. (3.49)
3.8 Appendix B: Additional Discussion of 2D Uniaxial Results
While the discussion in the main text considered one extremal condition of in-
terfacial shear response to debonding where no-slip was permitted, here we
present a detailed discussion of the other extremal condition of full-slip re-
sponse and compare it with the no-slip response. First we will discuss the inter-
facial debonding mechanics during uniaxial loading for both the extremal cases.
In the no-slip scenario the net interface separation [D] = [U ] as [V ] = 0, and [D]
is largest along the loading direction (θ = 0◦) as shown in Fig. 3.10a. In contrast
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in the full-slip scenario, [D] is largest at non radial angular positions θ ≈ ±45◦
during initial loading and then at θ ≈ 0◦ as remote load increases and debond-
ing occurs (Fig. 3.10c). The contribution to the initial separation along θ ≈ ±45◦
stems from tangential displacement. The interface separation along θ = ±90◦ in
both scenarios is close to zero. The no-slip condition lowers the magnitude of
net interface separation for a given θ and a given remote load in comparison to
the case with full-slip. It must be noted that these two interfacial slip conditions
are extremal scenarios and typical displacements will lie within these bounds.
Next we will discuss the mechanophore activation for the two extremal
cases. In the no-slip scenario, [D] is composed only of radial interfacial dis-
placement [U ]. Since [U ] is maximum along θ = 0◦ mechanophore activation
is expected to originate along θ = 0◦ and eventually spreads to other angles
(Fig. 3.10b). Interestingly, in the full-slip scenario, mechanophore activation can
originate both along an inclined direction (Fig. 3.10d shows an example)and
along the axis of loading (Fig. 3.10e shows an example). The angular location
of mechanophores that activate could be important in self-healing systems be-
cause mechanophore activation should be proximal to the zone of damage.
Activation maps for uniaxial loading are shown in Fig. 3.11a. We pre-
sented the activation map for the no-slip case in Section. 3.4. For the full-
slip scenario the bound increases nonlinearly with a marked change in slope
as activation shifts from originating along θ = 0◦ to originating along an in-
clined direction as Σmax is increased (Fig. 3.11b). Lastly we also note that if
mechanophores are expected to start activation after debond then they will start
activation along θ = 0◦. For mechanophores to activate during debonding the
choice of mechanophores is much larger for the full-slip case than the no-slip
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Fig. 3.8. Geometric terms for the Greens functions Gm,Gp.
Fig. 3.9. The allowable orientations for mechanophores placement.
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(a) (b)
(c) (d)
(e)
Fig. 3.10. Net interfacial separations [D] and mechanophore activation E(θ) con-
sidered for the reference composite subjected to different uniaxial loads. (a)
[D] for interface with no-slip condition. (c) [D] for interface with full-slip con-
dition. (b) E(θ) for interface with no-slip condition with mechanophores of
Lna = 4/3 and ∆L = 0.2 . (d) E(θ) for the interface with full-slip condition
with mechanophores of Lna = 4/3 and ∆L = 0.2. (e) E(θ) for the interface with
full-slip condition with mechanophores of Lna = 4/3 and ∆L = 2.0.
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case with the caveat that mechanophores may not activate at the angular lo-
cation of debond. A mechanophore with length chosen with the equibiaxial
equations should perform well for both self-reporting and self-healing IMACs.
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(a) (b)
Fig. 3.11. Influence of stress state on mechanophore selection. (a) Activation
map for uniaxial loading with full-slip and no-slip interface conditions com-
pared to the activation map for the equibiaxial load case. (b) For the case of
uniaxial loading with full-slip the activation map is overlayed with the angle at
which mechanophore activation is expected to start.
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CHAPTER 4
RATE OF MECHANOPHORE REACTIONS
4.1 Introduction
In Chapters 2 and 3 we motivate a modeling approach of capturing interfa-
cial mechanophore chemical reactions via length change of the end points of
the mechanophore. This approach cleanly couples the mechanical displace-
ments with chemical activation. However, this kinematic approximation is an
approximation to the true reaction for the case where there is relatively little
interaction between mechanophores and the substrates. On the other hand in
bulk mechanochemical systems rates of chemical reactions are coupled to the
stress/strain states [71, 72, 81, 73]. Both scenarios involve parameter choices for
the reactions that are derived from simulations and experiments all of which
were conducted in vacuum, air or solution. However it is not clear whether
these parameters are transferable from one environment to another. In this
chapter we address this open question by considering how a mechanochemi-
cal reaction is influenced by environmental potentials.
Computational studies of mechanochemical reactions of mechanophores in
vacuum typically use:(1) Steered Molecular Dynamics (SMD) where an exter-
nal force is applied and the evolution of the mechanophore configurations and
the potential energy surfaces are mapped, [60, 61] or (2) Constrained Geomet-
ric optimizations for simulating External Force (CoGEF) [4]. SMD and CoGEF
generate force modified potential energy surfaces from which reaction rates can
be inferred using Arrhenius activation theory coupled with the Bell’s/Eyring’s
ansatz [2, 13] for energy barriers for varying forces. Recent literature also fo-
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cuses on developing techniques to track mechanophore reaction pathways for
varying forces in multi dimensions to find accurate energy barriers [65, 66] and
in turn reaction rates.
In this work, we capture the basic physics of mechanophores interacting
with the environment. We use a simple one-dimensional model with a classical
force field (as opposed to quantum) for the mechanophore moving through an
atomic lattice. Using a statistical mechanics based transition state theory ap-
proach we compute reaction rates.
In this chapter we start by presenting the model system, the theory, and
methods for our approach to computing the energy barriers and reaction rates.
Then we present and discuss the impact of different environmental features on
the force-driven reactions. Finally we will summarize our findings and present
future directions.
4.2 Model, Theory, and Methods
4.2.1 Model system
We examine a one-dimensional model of a mechanophore activated through a
one-dimensional atomic lattice when subjected to a force. The mechanophore
is represented by two beads bonded together, one of the mechanophore beads
is held fixed at the origin, and the other bead moves along the x-axis subject
to a force F along the x-axis (see Fig. 4.1). The entire system is at an ambient
temperature of T = 300K.
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The mechanophore bond is governed by a double-well potential given by:
Vme(x) =
(
x− a
c
)2(
x− b
c
)2
+
( c
x
)2
+
(
c
a+ b− x
)2
b > a > 0, c > 0
(4.1)
where x is the bond length, c is a scaling factor, a and b set the minimum
well positions corresponding to the two states of the mechanophore namely
the closed/not activated and the open/activated state. The potential reaches
the maximum at a+b
2
and shoots to infinity at both x = 0 and a + b. The rep-
resentative system that we chose and its properties are tabulated in Table 4.1.
When force F is applied on the mechanophore the potential gets decreased by
the work done i.e., Vme(x) − F (x − a). The graph of the potential and the effect
of force on it are shown in Fig. 4.2 and the energy barriers for the forward and
reverse reaction are tabulated in Table 4.1.
The atomic lattice is modeled as a periodic potential Vp (see Fig. 4.1) given
by
Vp(x) = A cos
(
x+ φ
τ
pi
)
(4.2)
where A is the amplitude of the potential, φ is the phase shift of the potential,
and τ is the period of the potential. We note that the periodic cosine potential
can also form the Fourier basis for any other continuous potential.
The net potential energy V (x) of the model system is found by superposing
Vme(x)− F (x− a) and Vp(x) as:
V (x) = Vme(x)− F (x− a) + Vp(x) (4.3)
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Fig. 4.1. The model system of 1D mechanophore moving activating through an
atomic lattice.
Table. 4.1. Representative two bead bonded mechanophore: Mechanophore pa-
rameters, potential extrema, and force modified energy barrier
Parameters
Mass g/mol a A˚ b A˚ c
1 3 9 1.2
Potential extrema
Type x A˚ V kcal/mol
Minima 3.003 0.178
Maxima 6.000 39.143
Minima 8.997 0.178
Force modified energy barrier
Force (nN) Energy barrier (kcal/mol)
Forward Reverse
0.0 38.965 38.965
0.5 19.710 62.741
1.0 6.246 91.003
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Fig. 4.2. Representative mechanophore’s force modified double-well potential
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4.2.2 Theory
A chemical reaction is a reconfiguration of atomic positions of reactants to form
products. The flux of atomic trajectories leaving the reactants to the products
gives the rate of the reaction from reactants to products. Transition state the-
ory assumes that there exists a partitioning surface between the two states in
configuration space. The average absolute velocity of the system normal to the
dividing surface weighed by the equilibrium probabilities gives the rate of the
reaction across that partitioning surface [56]. Among all possible partitioning
surfaces we are interested in the one that has the minimum rate as the slowest
rate is the rate limiting surface for the reaction.
In configuration space, ifLD is the separating surface betweenR the space of
reactants and P the space of products in configuration space of an NVT system,
the rate krp [LD] at which the system transitions from r to p is expressed as [78],
krp [LD] =
√
kBT
2mpi
Z−1R
∫
LD
e
−V (x)
kBT dx
ZR =
∫
r
e
−V (x)
kBT dx (4.4)
where kB is the Boltzmann’s constant, T is the temperature, m is the effective
mass and V (x) is the potential energy of the system at configuration x. ZR is
the partition function over the configuration space of reactants R in the NVT
ensemble. The overall reaction rate of the reaction for the reaction is given by
krp = min∀LD
krp [LD] . (4.5)
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4.2.3 Methods
As the model system is one-dimensional the reaction path is along the X-axis
and planes LD dividing any two regions are all points on the X-axis. The reac-
tion rate k[x = r] for the forward reaction (closed to open state) at any dividing
plane at x = r from Eq. 4.4 is given by
k[x = r] =
√
kBT
2mpi
e
− V (r)
kBT∫
r
0
e
− V (t)
kBT dt
(4.6)
where the integration over the plane LD reduces to just the evaluation of e−
V (r)
kBT
at x = r. We compute k[x = r] using numerical integration. To find the govern-
ing rate of the reaction, we discretize the reaction path into 128 linearly spaced
dividing planes and among all the planes considered we choose the one with
the least rate as the rate of the reaction k i.e.,
k = min
∀r
k[x = r]. (4.7)
We discretize the reaction path into 128 linearly spaced dividing planes for this
calculation. For every force considered we have to perform these calculations.
To compute the variation of the reaction rate with force we vary forces from
0− 1nN using 128 linearly spaced samples.
4.3 Results and Discussion
The mechanophore in the absence of the lattice will be our reference system. For
the reference system the rate of the mechanophore reaction initially increases
exponentially with increase in applied force (see reference curve in Fig. 4.3 ).
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This exponential increase is exactly what we might expect from Bell’s ansatz [2]
which postulates that the forces decreases the energy barrier of the reaction ∆V
by the work done (F∆x) and in turn the rate of the reaction increases exponen-
tially with increase in force as,
k ∝ e−∆V−F∆xkBT . (4.8)
When the force reaches the critical force at which the energy barrier for the re-
action becomes zero, also known as barrier breakdown point, (BBP) [66] the
reaction rate changes slope (see reference curve in Fig. 4.3) as the potential is
dominated by the work done. This BPP is given by,
d2Vme
dx2
= 0 x <
(a+ b)
2
F = 1.391 nN x = 4.269A˚. (4.9)
This change in slope cannot be explained by the Bell’s approach and must be
evaluated through Eq. 4.6. In subsequent paragraphs we will discuss the effects
of each of the three physically relevant lattice potential parameters (φ,τ ,A) on
the mechanophore reactions.
The phase shift of the lattice potential φ determines where on the lattice
the mechanophore is localized. Phase plays an important role in determin-
ing whether the potentials add up constructively i.e., the rising portion of the
double-well matches the rising portion of the lattice potential or destructively
i.e., the rising portion of the double-well matches the falling portion of the lat-
tice potential. We illustrate the importance of phase with three lattice potentials:
τ = 3A˚, A = 10 kcal/mol and φ = 0A˚ ,1A˚, 3A˚ (see Fig. 4.3). The period of all
the potentials approximately matches the spacing between the extrema of the
double-well. The potential with φ = 0A˚ constructively adds up with the double-
well, increasing the energy barrier. We see the constructive effect reflected as a
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reduction in rate of the mechanophore reaction in comparison with the refer-
ence rate. The reaction rate differs by nearly ten orders of magnitude for forces
less than 1 nN. Also, the BBP is shifted to larger forces for this lattice potential.
We can see the opposite effect for the potential with φ = 3A˚ that has destructive
addition. The cases φ = 0, 3A˚ are extreme scenarios and other phases will result
in regions of partial constructive and destructive addition with the double-well.
φ = 1A˚ is shown here to demonstrate intermediate behavior — it has rates that
are higher than the reference case for low forces and lower than the reference
case for high forces.
The period of the lattice potential is indicative of the spacing of the lattice,
smaller periods imply a closely spaced lattice and larger periods imply a widely
spaced lattice. If the period of the lattice potential is larger than the distance be-
tween the extremums of the double-well potential the extremums shift position
and change magnitude. On the other hand if the period of the lattice potential is
smaller than the distance between the extremums of the double-well potential,
there could be shifts in extremum positions, changes in barrier magnitudes, or
even additional extremums marking the presence of metastable states. We il-
lustrate these effects by considering two lattice potentials with A = 10kcal/mol,
φ = 1.5A˚ and τ = 1.5A˚, 4.5A˚. For the case of τ = 1.5A˚ a metastable state exists
(see Fig. 4.4a) and the rate limiting step is to reach the metastable state from
the closed state of the mechanophore (see Fig. 4.4b). With increase in force, the
energy barrier to transition from the metastable state to the open state of the
mechanophore decreases faster than the energy barrier to transition from the
closed to the metastable state as it is farther from the closed sate. For the case of
τ = 4.5A˚ the extremums are slightly shifted and the magnitudes are modified
(see Fig. 4.4a) and only one maximum exists and limits the rate of the reaction
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(see Fig. 4.4b). In both these scenarios the rate of the reaction decreases for
a given force relative to the reference scenario as the lattice potentials end up
increasing the energy barrier relative to the reference case.
The amplitude of the lattice potential physically represent the strength of in-
teraction between particles in the environment and the mechanophore. This
could be brought about by the proximity of the environmental particles or
strong interactions like polarization, and ionic charges. The larger the ampli-
tude the greater the amplification of environmental effects: shift and change in
magnitudes of the extremums and increased stability of any metastable state.
We demonstrate this amplification through four cases: φ = τ = 1.5A˚ and
φ = τ = 3A˚ with amplitudes A = 10, 15kcal/mol. Considering φ = τ = 3A˚
we can infer that the lattice potential adds destructively with the double-well
potential, lowering the energy barrier for the mechanochemical reaction. With
increase in amplitude the energy barrier decreases further (see Fig. 4.5a). This
decrease in energy barrier is reflected in the increase in rate of the reaction for a
given force (see Fig. 4.5b). Considering φ = τ = 1.5A˚ the addition produces a
metastable state. With increase in amplitude a larger energy barrier is required
to leave the metastable state to reach the open mechanophore state, thereby
making the metastable state more stable (see Fig. 4.5a). The increase in energy
barrier to reach the metastable state lowers the reaction rate for a given applied
force (see Fig. 4.5b).
80
Fig. 4.3. Illustrative examples of the impact that the phase of the lattice potential
can have on the rate of the mechanochemical reaction. All the lattice potentials
used here have A = 10kcal/mol, τ = 3A˚.
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(a) (b)
(c)
Fig. 4.4. Illustrative examples showing impact of period of the lattice potential:
(a) Force modified potential energy surfaces.(b) Reaction rate as function of the
bond distance. The minimum of each graph represents the rate limiting step
and is considered as the rate of the reaction. (c) The rate of the reaction as a
function of the applied force.
82
(a) (b)
Fig. 4.5. Illustrative examples showing impact of amplitude of the lattice poten-
tial: (a) Force modified potential energy surfaces. (b) Rate of the reaction as a
function of the applied force.
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4.4 Summary and Future Work
The simple one-dimensional system considered in this chapter shows two major
effects of how mechanochemical reactions can be influenced by the environment
- constructive/destructive addition to mechanophore potential energy surface
and presence of metastable states. This change in potential energy landscape in
turn affects the mechanochemical reaction rates. It also shows that the parame-
ters defining the mechanophore reaction rate inferred from one environmental
condition are not directly applicable for another environment unless augmented
with environmental influencing potentials like in a molecular dynamics setup.
There are other complex scenarios that cannot be captured through a
one-dimensional setup such as the impact of directionality of applied force,
a metastable state becoming a stable state with applied force and differ-
ent/multiple reaction pathways opening up with applied force. To analyse such
systems one can compute the reaction pathway and then compute the rate of
the reaction. In the literature, a popular approach to finding reaction pathways
using molecular dynamics simulations is the Finite Temperature String (FTS)
[83, 51, 79]. This approach involves dividing the configuration space into a
set of voronoi cells, the centers of which are called as images. The collection
of images describe the reaction pathway called as the string. The FTS method
gives a recipe to converge to a string that approximates the reaction pathway us-
ing molecular dynamics simulation started at each image. From the converged
string reaction pathways can be estimated by computing the residence proba-
bilities in each voronoi cell.
Furthermore, in general a precise atomic placement of mechanophore in an
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environment is quite difficult as the environment and the mechanophore influ-
ence one another. So, an ensemble of mechanophores can be considered in an
environment and an ensemble averaged reaction rate for a given force can be
evaluated.
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CHAPTER 5
CONCLUSION AND FUTURE DIRECTIONS
In this dissertation we investigated interfaces augmented with force trig-
gered chemical units (mechanophores) through multiscale modeling. Such
mechanophore augmented interfaces are targeted towards self-healing or self-
reporting polymer composites that fail through debonding; we refer to these
composites as Interfacial Mechanophore Augmented Composites (IMACs).
We first explored the molecular scale in Chapter 2 by studying interfacial
mechanophore activation using a molecular dynamics (MD) model of an ide-
alized interface with covalently bonded mechanophores subjected to interfacial
shear. Mutual mechanophore interactions were neglected in this idealized con-
struct. The mechanophore attachments to the substrates of the interface have to
be capable of withstanding the force required to effect mechanophore activation.
If the attachments are strong enough, and nonbonded substrate-mechanophore
and substrate-substrate interactions are negligible, then mechanophore activa-
tion evolves with respect to interfacial displacement and in accordance with the
mechanophore orientation with respect to the shearing direction. Nonbonded
interactions alter interface geometry and the strength of the mechanophore at-
tachment required to effect activation.
In chapter 3 we developed a framework for modeling mechanophore acti-
vation of IMACs due to macroscopic loading. The framework used an exten-
sible link model that had two lengths corresponding to the two states of the
mechanochemical reaction - the smaller length represented the not activated
state and the larger length represented the activated state. The extensible link
mechanophore does not exert any tractions on the interface and deforms with
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its attachment points on the composite. We demonstrated this framework in
two classical mechanics model of IMACs: a circular filler particle in an in-
finite matrix and a disperse dilute volume fraction of spherical particles in a
three dimensional matrix. The materials were linear elastic while the interface
was governed by a cohesive zone law. Mechanophore activation is governed
by mechanophore length scales relative to critical interfacial debonding length
scales, interfacial strength relative to matrix stiffness, particle size, matrix Pois-
son’s ratio, type and magnitude of loading and volume fraction of particles.
Impact of each of these was analyzed in this dissertation. We developed design
maps over two non-dimensional parameters: mechanophore length change re-
quired to activate relative to critical interface separation and interfacial strength
relative to matrix stiffness, to select mechanophores that are promising for aug-
menting polymer composites with effective self-healing or self-reporting func-
tionality.
Finally, we took a closer look at our inspiration for the MD model of the
mechanophore that stems from quantum simulations in vacuum. In Chapter
4 we sought to understand its validity in any other environment. We did this
by studying the rates of a one-dimensional system of a mechanophore activat-
ing through a superimposed lattice potential. The mechanophore potential en-
ergy surface changes by constructive/destructive superposition, changing mag-
nitudes and location of potential energy extremas, and creating new extremas
(metastable states). The rates of mechanochemical reactions reflect the change
in potential energy surface and transferability to different environments depend
upon the magnitude of the interactions. If amplitudes are low then the influence
on rates of reactions can be neglected, but if amplitudes are high then the influ-
ence is significant and one must account for the environment.
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There is ample scope for future extensions as this dissertation is only a first
step towards modeling mechanophore activation in interfaces. The first por-
tion of our work on MD simulations of mechanophore activation in interfaces
can be extended for polymeric interfaces to capture the effects of the altered
mobility at the interface, surface roughness. The second portion of our work
on connecting mechanophore activation with continuum stress states in IMACs
can be extended to nonlinear materials and complex geometries via a Finite
Element framework. This will enable the capture of experimentally observed
activation trends with load. In our work we assumed that mechanophores do
not exert tractions on the interface. Relaxing this assumption offers another
direction for extending the modeling framework. This approach would in-
volve solving a coupled elasticity problem, where the interface traction law is a
function of mechanophore extension and interface opening. Other than the as-
pect of improving the models, one can also look at post-mechanophore healing
stress redistribution in polymer composites and identifying scenarios in which
mechanophore healing will be effective and ineffective in damage management.
The last portion of this dissertation describes a very fundamental direction,
that of capturing the influence of environment on mechanochemical reaction
rates. There is a scope for the development of a statistical mechanics theory of
mechanochemical reaction rates in solids where one can account for the statis-
tical variations arising from confinement of mechanophores in different parts
of the polymeric system. A good tool for the investigation of these systems is
the Finite Temperature String (FTS) approach [83, 51, 79] using a representative
set of variables capturing the mechanophore reaction. This numerical approach
built on MD simulations can be used to study the impact of complex environ-
ments on the reaction rate. This dissertation is a beginning towards the mod-
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eling of IMACs and it reveals many theoretical and computational aspects that
are quintessential to further the understanding of function and experimental
realization of IMACs with effective damage management capabilities.
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