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Abstract
We consider the effective theory of large D stationary black holes. By solving the Einstein
equations with a cosmological constant using the 1/D expansion in near zone of the black
hole we obtain the effective equation for the stationary black hole. The effective equation
describes the Myers-Perry black hole, bumpy black holes and, possibly, the black ring solu-
tion as its solutions. In this effective theory the black hole is represented as an embedded
membrane in the background, e.g., Minkowski or Anti-de Sitter spacetime and its mean
curvature is given by the surface gravity redshifted by the background gravitational field
and the local Lorentz boost. The local Lorentz boost property of the effective equation
is observed also in the metric itself. In fact we show that the leading order metric of
the Einstein equation in the 1/D expansion is generically regarded as a Lorentz boosted
Schwarzschild black hole. We apply this Lorentz boost property of the stationary black
hole solution to solve perturbation equations. As a result we obtain an analytic formula
for quasinormal modes of the singly rotating Myers-Perry black hole in the 1/D expansion.
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1 Introduction
The infinite dimensional limit of General Relativity gives not only various interesting
pictures of black hole physics, but also new useful analytic method to solve gravitational
problem [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. The perturbation problem, such as quasinormal
modes (QNMs), has been solved for general static black holes [7, 8] and the Myers-Perry
black hole with equal spin [6]. As for non-linear problem the effective theory for the large
D black hole has been considered recently in [9, 10] and some non-trivial static solutions
were constructed. In this paper we study the effective theory of the large D stationary
black hole in asymptotically flat or Anti-de Sitter (AdS) background.
The reason for the simplification of the gravity at large D is simple [2]. The radial
gradient of the gravitational field around black holes becomes very large with O(D/r0) at
large D. r0 is the black hole size. So the tangential dynamics along the horizon becomes
sub-dominant, and the system reduces to the ordinarily differential equation system with
respect to the radial direction. In addition the appearance of the hierarchical sale, r0/D
and r0, gives two separated excitations around the black hole, that is, the non-decoupled
mode with the frequency ωr0 = O(D) and decoupled mode ωr0 = O(D
0). While the non-
decoupled mode is universal for black holes [5], the decoupled mode has a particular and
interesting feature for each black hole. For instance the instability of the ultraspinning
back holes and black branes are belonging to this decoupled sector [2, 6]. These two facts,
the dominance of the radial dynamics and appearance of two hierarchical scales, make
General Relativity simple and analytically solvable, but still non-trivial at large D.
Achievements in QNMs by largeD method motivate us to construct the effective theory
for general black hole solutions in the 1/D expansion as a next step. The gravitational
field of the black hole is localized in the near region of the horizon due to its large gradient
at D → ∞. Then the black hole can be regarded as a membrane ΣB in the background
spacetime like the membrane paradigm [11, 12, 13] at this limit. The physical feature
of ΣB is determined by solving Einstein equations in near zone of the black hole. If we
consider the decoupled mode dynamics of the black hole, the Einstein equations can be
solved consistently only in near zone. The obtained solution gives the boundary condition
for ΣB as physical properties. Then we can construct the effective theory of the large
D black hole as the membrane ΣB in the background spacetime. This construction of
the effective theory has been considered in [9] for static black holes and for more general
solutions with time dependences in [10].
Here we study the effective theory for general large D stationary black holes in the
Minkowski or AdS background such as the (AdS)Myers-Perry black hole, bumpy black
holes and black ring. These solutions have been known as exact solutions [14, 15, 16] or
numerical solutions [17, 18, 19]. We obtain the general analytic metric for the stationary
black holes in the 1/D expansion, which describes these solutions in the unified manner.
The solution gives the equation for the embedding of ΣB in the background. This embed-
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ding determines the horizon topology and its geometric shape. Then the effective equation
for the embedding of ΣB is given by the equation for the mean curvature K of ΣB as
γ−1K
∣∣∣
ΣB
= 2κ, (1.1)
where γ is a redshift factor containing both the gravitational redshift on the membrane
from the background geometry and the Lorentz redshift from the local rotation along the
membrane, i.e.,
γ−1 =
√
−gtt(1− Ω2HR2φ). (1.2)
κ and ΩH are the surface gravity and horizon angular velocity of the black hole respectively.
Rφ is the rotation radius of ΣB defined by
Rφ =
√
−gφφ
gtt
∣∣∣∣∣
ΣB
. (1.3)
A solution of this effective equation gives the black hole metric which solves the leading
order Einstein equation in the 1/D expansion. This effective equation is one of main
results of this paper. In the static case this effective equation reduces to one of static
black holes [9].
The effective equation implies that the mean curvature of ΣB is regarded as the surface
gravity redshifted by the local Lorentz boost. This local Lorentz boost property of the
effective equation turns out to be also the property of the leading order metric itself.
Actually we find that the leading order metric in near zone is obtained as a Lorentz
boosted Schwarzschild black hole. This property of the leading order solution would not
hold if we go to the higher order structure in the 1/D expansion. However it can still
play a crucial role in solving the Einstein equations. As one interesting example, we
show that perturbation equations on the obtained leading order general stationary black
hole can be explicitly solved by using the solution of one of the Schwarzschild black hole.
This perturbation solution, of course, contains the solution of perturbation equations of
the Myers-Perry black hole. Going to the higher order of perturbation equations in the
1/D expansion we obtain an analytic formula for QNMs frequency of the singly rotating
Myers-Perry black hole both for the axisymmetric and non-axisymmetric perturbations.
As a result the threshold angular momentum of the ultraspinning instability of the singly
rotating Myers-Perry black hole is found to be
a2
r20
= 2kS − 1, kS = 1, 2, 3, ... (1.4)
where r0 is the horizon radius and kS is a positive integer. This result can be obtained
in a much easier and simpler manner by examining the effective equation (1.1) for the
embedding of the bumpy black hole. Note that there is no dynamical instability at the
threshold angular momentum of the case kS = 1. The threshold for kS = 1 does not imply
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any existence of a bifurcation zero-mode. There is only a trivial perturbation along the
Myers-Perry solution branch.
The remaining of this paper is organized as follows. In section 2 we consider the
effective theory for stationary black holes at large D. We give the leading order solution
and its boost representation. The effective equation for the large D stationary black holes
is derived from this leading order metric. We study a simple solution and non-trivial
solutions of the effective equation there. In section 3 we apply the boost property of the
leading order solution to solve perturbation equations on the general stationary solutions.
The section 4 pursues the consideration for the perturbation in the previous section in more
detail. We concentrate on the perturbation of the Myers-Perry black hole and obtain the
QNMs frequency analytically. We close this paper by discussion and outlook in section 5.
The appendices contain some technical details of calculations for the main part.
2 Large D stationary black holes
We study the D dimensional stationary black hole solution and its large D effective theory.
The following analysis is performed in the similar way with static case [9] 1. We use the
small expansion parameter 1/n where
n = D − 3, (2.1)
instead of 1/D.
2.1 Set up
The large D black hole has a very large gradient along the radial direction, ρ, with O(n).
Then our metric ansatz for the D dimensional stationary black hole is given by
ds2 =
N(ρ, z)2
n2
dρ2 + gabdx
adxb. (2.2)
z is one of D − 1 dimensional coordinate xa. In this paper we consider the metric which
has only one inhomogeneous coordinate, z, other than ρ for simplicity. The generalization
to several inhomogeneous coordinate case would be straightforward as done in [9]. Then
the Einstein equation with a cosmological constant
Λ = −(D − 1)(D − 2)
L2
(2.3)
is decomposed on ρ = constant surface to
−R+K2 −KabKba −
(D − 1)(D − 2)
L2
= 0, (2.4)
∇aKab −∇bK = 0, (2.5)
n
N
∂ρK
a
b = −KKab +Rab +
D − 1
L2
δab −
1
N
∇a∇bN, (2.6)
1 But the index notation is changed from [9]
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and
Kab =
n
2N(ρ, z)
gac∂ρgcb. (2.7)
Rab and ∇a is the Ricci curvature and covariant derivative of D − 1 dimensional metric
gab respectively. Kab is the extrinsic curvature of D− 1 dimensional ρ = constant surface.
We consider stationary solutions with a rotation. Then the D − 1 dimensional metric
ansatz for gab is
ds2D−1 = gabdx
adxb
= −A(ρ, z)2dt2 + F (ρ, z)2(dφ−W (ρ, z)dt)2
+G(ρ, z)2dz2 +H(ρ, z)2qABdx
AdxB , (2.8)
where xA and qAB are a coordinate and the standard metric on S
D−4 respectively. We
solve the Einstein equations for Kab and metric functions A(ρ, z), F (ρ, z), W (ρ, z), G(ρ, z)
and H(ρ, z) by using the 1/D expansion. In the following we specify large D behaviors of
these functions and boundary conditions as a set up.
Large D behavior At first each metric functions should be O(n0). In particular
gzz = O(n
0) (2.9)
implies that the derivative with respect to z is O(n0). The hierarchical scaling between ρ−
and z− dependence makes the leading order equation at D →∞ be ordinary differential
equations with respect to ρ. Next we assume that the leading order of G(ρ, z) and H(ρ, z)
has only z-dependence and no ρ-dependence. This assumption is motivated by the exact
solution of the Myers-Perry black hole (see Appendix A) and the fact that the large
dimensionality of the sphere gives another D factor in ρ-dependent terms through the
trace on SD−4. Thus we assume
Kzz,K
A
B = O(n
0), (2.10)
while the leading order of A(ρ, z), F (ρ, z) and W (ρ, z) has ρ-dependences as
Ktt,K
t
φ,K
φ
φ,K = O(n). (2.11)
From these assumptions we can derive the scaling law of various geometric quantities at
large D. For example, the Ricci scalar R of gab is O(n
2).
Boundary condition The boundary conditions are imposed on the horizon and at the
asymptotic infinity of near zone defined by n ≫ ρ ≫ 1 2. At the horizon the extrin-
sic curvature has a singular behavior essentially only in one component. This condition
2 The effective theory of the large D black holes is described as the membrane physics seen from the
far zone [9]. In the overlap zone n ≫ ρ ≫ 1 we can obtain physical properties of the membrane by the
near zone solution as the boundary condition.
4
guarantees the regularity of following quantities
K −Ktt −Kφφ, Kzz, KAB , (2.12)
on the horizon. For the static case Kφφ should be regular on the horizon. In this paper
we consider the asymptotically flat or AdS black hole. Then the boundary condition at
asymptotic infinity of near zone is
A(ρ, z) = V0(z) +O(1/n, e
−2ρ), W (ρ, z) = O(e−2ρ). (2.13)
Note that the Newton potential of the black hole is O(e−2ρ) in our gauge. So this asymp-
totic boundary condition means the leading order metric becomes the flat or AdS metric
other than the potential term at ρ≫ 1. While gtφ should be damping exponentially in ρ
at all order of 1/D, gtt has some terms which does not decay at the asymptotic infinity
in the higher order solution in the 1/D expansion when we consider the asymptotically
AdS case (See Appendix A). Since we solve the leading order equations in this section, we
do not explore this structure in detail. The boundary condition (2.13) is enough for the
leading order solutions.
2.2 Solving the leading order equation
We solve the leading order equation of the Einstein equation in the 1/D expansion by per-
forming ρ integrations. This integration gives free functions of z as integration functions.
They consist of the effective theory of large D stationary black holes.
Our large D scaling assumptions give following large D behaviors
N(ρ, z) = N0(z) +O(1/n), (2.14)
G(ρ, z) = 1 +O(1/n), (2.15)
H(ρ, z) = RH(z) +O(1/n), (2.16)
where ρ-dependence of the leading order of N(ρ, z) and z-dependence of the leading order
of G(ρ, z) have been absorbed into the definition of ρ and z coordinate respectively. The
leading order of the Ricci scalar of gab can be calculated from this ansatz as
R = n2
(
1
L2
+
1
RH(z)2 −
R′H(z)2
RH(z)2
)
, (2.17)
where here and in the following we omit O(1/n) symbols showing the existence of sub-
leading corrections in 1/D for the simplicity in the representation. Then the trace part of
eq. (2.6) is integrated to
K =
n
r0(z)
coth
(
N0(z)
r0(z)
(ρ− ρ0(z))
)
, (2.18)
where we defined r0(z) by
1
r0(z)2
=
1
L2
+
1
RH(z)2 −
R′H(z)2
RH(z)2 . (2.19)
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ρ0(z) is the horizon position ρ = ρ0(z), so we can set to ρ0(z) = 0 by a gauge choice. The
residual gauge in ρ coordinate can be used to have
N0(z) = 2r0(z). (2.20)
Note that this choice for N0(z) is different from [9] by factor two. This is just a gauge
choice and it does not affect physical properties. The equations for Ktt, K
t
φ and K
φ
φ in
eq. (2.6) are solved by
Ktt = n
Ctt(z)
r0(z) sinh 2ρ
, Ktφ = n
Ctφ(z)
r0(z) sinh 2ρ
, Kφφ = n
Cφφ(z)
r0(z) sinh 2ρ
. (2.21)
Ctt(z), Ctφ(z) and Cφφ(z) are integration functions with respect to the ρ integration. The
boundary condition on the horizon (2.12) gives
1− Ctt(z)− Cφφ(z) = 0. (2.22)
In the following we eliminate Cφφ(z) by this condition. Then we can integrate other
components of eqs. (2.6) and (2.7), and obtain the following leading order solutions
A(ρ, z)2 =
A0(z)
2F0(z)
2 tanh2 ρ
F0(z)2 −A0(z)2Ctφ(z)2 tanh2 ρ
, (2.23)
F (ρ, z)2 = F0(z)
2 −A0(z)Ctφ(z)2 tanh2 ρ, (2.24)
W (ρ, z) =
F0(z)
2(1 −Ctt(z))−A0(z)2Ctφ(z)2Ctt(z) tanh2 ρ
Ctφ(z)F0(z)2 −A0(z)2Ctφ(z)3 tanh2 ρ
, (2.25)
and
G(ρ, z) = 1− 2r0(z)
2
n
(R′′H(z)
RH(z) −
1
L2
)
log (cosh ρ), (2.26)
H(ρ, z) = RH(z)
(
1 +
2
n
log (cosh ρ)
)
. (2.27)
A0(z) and F0(z) are integration functions. The integration functions of G(ρ, z) andH(ρ, z)
are absorbed into the O(1/n) redefinition of z coordinate andRH(z). The scalar constraint
equation (2.4) could be satisfied by choosing the integration function in W (ρ, z) properly.
We can see that these solutions reduce to the static solution [9] if we set to
Ctt(z) = 1, Ctφ = 0. (2.28)
We could solve the scalar constraint equation (2.4) and all evolution equations of eqs.
(2.6) and (2.7). The remaining equation is the vector constraint equation (2.5). The
vector constraint equation gives an additional condition between integration functions as
d
dz
log
(
A0(z)Ctt(z)
r0(z)
)
− (1− Ctt(z)) d
dz
log
(
Ctt(z)
Ctφ(z)
)
= 0. (2.29)
This equation, at first glance, seems to be a non-trivial condition. However we can make
this equation trivial in the following sense. To realize this we observe the surface gravity
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κ and angular velocity ΩH of the horizon of the leading order solution. These quantities
are read as
κ =
n
2
A0(z)
r0(z)
, ΩH =
1− Ctt(z)
Ctφ(z)
. (2.30)
These quantities should be constant on the horizon [20]. Then, using the condition that κ
and ΩH are constant, we can see that the constraint equation (2.29) is satisfied automati-
cally. Thus the vector constraint equation becomes trivial under the constancy condition
of the surface gravity and angular velocity of the horizon. This is the same situation
with the static case [9]. In the static case the vector constraint is equivalent to the con-
stancy condition of the surface gravity. In stationary case the vector constraint can be
satisfied if we use the constancy condition of not only the surface gravity but also the
horizon angular velocity. One may feel that this statement is strange since originally the
constancy of the surface gravity and angular velocity of the horizon was shown by using
the Einstein equations [20]. It means that the constancy condition of the surface gravity
and horizon angular velocity should be derived conditions, not additionally imposed one
to satisfy the Einstein equation. In fact the constancy conditions (2.30) can be derived
if we use eq. (2.29) and another equation which is obtained at the next-to-leading order
of 1/D expansions. The regularity condition of the next-to-leading order correction of
Kzz on the horizon requires one additional condition between A0(z) and F0(z) (see eq.
(B.17)). Then these two equations give the constancy condition of the surface gravity
and horizon angular velocity as eq. (2.30). The detail of this argument will be given in
the appendix B. So, here, we assume the constancy conditions (2.30) on the leading order
solution in advance. If constancy conditions (2.30) are not satisfied, the next-to-leading
order solutions becomes singular at the horizon although the leading order solutions still
regular. So we can replace A0(z) and Ctφ(z) by Ctt(z), κ and ΩH using eq. (2.30).
Finally we impose the boundary condition at the asymptotic infinity (2.13) on the
leading order solutions. Then we find
Ctt(z) =
V0(z)
2
4κˆ2r0(z)2
, F0(z)
2 =
V0(z)
2 − 4κˆ2r0(z)2
4κˆ2Ω2Hr0(z)
2
, (2.31)
where we defined the reduced surface gravity κˆ by
κ = nκˆ. (2.32)
As a result we obtain regular leading order solutions as
A(ρ, z)2 =
4κˆ2r0(z)
2
V0(z)
2 sinh2 ρ
V0(z)2 + 4κˆ2r0(z)2 sinh
2 ρ
, (2.33)
F (ρ, z)2 = (V0(z)
2 − 4κˆ2r0(z)2) V0(z)
2 + 4κˆ2r0(z)
2 sinh2 ρ
4Ω2H κˆ
2r0(z)2 cosh
2 ρ
, (2.34)
W (ρ, z) =
ΩH
V0(z)2 + 4κˆ2r0(z)2 sinh
2 ρ
, (2.35)
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and eqs. (2.26) and (2.27) for G(ρ, z) and H(ρ, z). One can check that the (AdS)Myers-
Perry black hole is described by this leading order solution as seen in Appendix A.
2.3 Effective equation
In the same spirit with [9] we can obtain the effective equation for the stationary black
hole from the leading order solution of near zone obtained above. The near zone metric
is matched with the far zone metric at overlap zone n ≫ ρ ≫ 1 under the boundary
condition (2.13). The near zone metric on ρ = constant surface ΣB at overlap zone is
ds2|ΣB = −V0(z)2dt2 +
V0(z)
2 − 4κˆ2r0(z)2
Ω2H
dφ2
+ dz2 +RH(z)2qABdxAdxB , (2.36)
where we neglect the potential terms O(e−2ρ). Notice that the trace of the extrinsic
curvature, K, is read as
K
∣∣∣
ΣB
=
n
r0(z)
, (2.37)
where r0(z) is given in eq. (2.19). The gravitational redshift factor of ΣB by the back-
ground spacetime, gtt, is
√−gtt|ΣB = V0(z). (2.38)
Using eqs. (2.37) and (2.38), we can see that the leading order solution in near zone gives
the following embedding equation for ΣB at overlap zone as√
−gtt(1− Ω2HR2φ) K
∣∣∣
ΣB
= 2κ, (2.39)
where we defined the rotational radius Rφ by
Rφ =
√
−gφφ
gtt
∣∣∣∣∣
ΣB
. (2.40)
The effective equation (2.39) gives the mean curvature of ΣB as the surface gravity red-
shifted by the gravitational effect and the local Lorentz boost effect with the boost velocity
vφ defined by
vφ = ΩHRφ. (2.41)
The regular leading order solution contains arbitrary functions, V0(z) and RH(z). These
functions can be determined by specifying the embedding into the background. If one
consider the embedding into the Minkowski background, we have V0(z) = 1 and there is
only one remaining function RH(z) which should satisfy eq. (2.39). On the other hand, if
one considers the embedding into AdS background, the embedding would give a non-trivial
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redshift factor V0(z) of ΣB. Thus the embedding into the AdS background should satisfy
eqs. (2.38) and (2.39) for V0(z) and RH(z).
The effective equation (2.39) for the stationary black hole can be still interpreted by
a soap-film equation as one for the static case [9] 3. The membrane (soap-film) between
two fluids satisfies the following equation for the mean curvature K of the membrane (see
eq. (2.15) in [21])
K =
γT∆s−∆ρ
σ
, (2.42)
where σ is the surface tension, T is the temperature, ∆s and ∆ρ are the differences between
the entropy density and the energy density of the fluids at both sides of the membrane.
γ is the same redshift factor as in eq. (1.2): in eq. (2.14) in [21], one just has to extract
ξ2 = −gtt. If we now consider a case in which ∆ρ is negligible, then the equation (2.42)
becomes
γ−1K =
T∆s
σ
, (2.43)
so if we identify 2κ = T∆s/σ, then this is the same as eq. (2.39) (of course in this iden-
tification T , ∆s, and σ are not independently determined, instead only their combination
into κ is fixed).
There are two remarks on the metric (2.36) at ΣB. One is that the metric (2.36) does
not need to have a component of gtφ. The metric (2.36) describes the background metric
where the solution is embedded, and it does not need to be rotating itself although the
solution is rotating. Thus the metric (2.36) does not need to have gtφ component. Another
remark is about the static limit. The static limit corresponds to the zero horizon angular
velocity ΩH = 0. Then the metric (2.36) requires
V0(z)
2 = 4κˆ2r0(z)
2 (2.44)
at the static limit. One may think that the appearance of this additional condition is
curious. However one can immediately find that the condition (2.44) is nothing but the
effective equation of general static solutions [9]
√−gttK
∣∣∣
ΣB
= 2κ, (2.45)
by using eqs. (2.37) and (2.38). This embedding equation can be obtained also by the
static limit of eq. (2.39). So there is no appearance of new additional condition at the
static limit.
The embedding in the Minkowski background has a constant redshift factor as
V0(z) = 1. (2.46)
3 This interpretation of the effective equation (2.39) is due to Roberto Emparan. We thank him for
sharing it with us.
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For the static embedding in this Minkowski background we have only one unique embed-
ding by a round sphere corresponding to the Schwarzschild black hole [9, 22]. This fact
is consistent with the uniqueness theorem of the static solution [23]. On the other hand,
however, the embedding of the stationary solution allows various embeddings as seen be-
low. This is due to the appearance of new degree of freedom in the horizon deformation
described by ΩHRφ in the effective equation.
2.3.1 Ellipsoidal embedding
As one application of the effective equation (2.39) we consider an ellipsoidal embedding
in the Minkowski background. We embed the leading order solution by r = r(θ) in the
Minkowski background using the ellipsoidal coordinate. The flat metric in the ellipsoidal
coordinate is
ds2 = −dt2 + r
2 + a2 cos2 θ
r2 + a2
dr2 + (r2 + a2 cos2 θ)dθ2
+ (r2 + a2) sin2 θdφ2 + r2 cos2 θdΩ2D−4. (2.47)
a is a parameter describing the oblateness of the ellipsoidal. We set
κˆ =
1
2
, (2.48)
by using the normalization of near zone t-coordinate for simplicity. The relation z and θ
can be seen from eqs. (2.36) and (2.47) with r = r(θ) as
dz
dθ
=
√
(RH(θ)2 + a2 cos4 θ)(RH(θ)2 + (R′H(θ) + tan θRH(θ))2 + a2 cos2 θ)
cos2 θ(RH(θ)2 + a2 cos2 θ) , (2.49)
where we used the relation
r(θ) cos θ = RH(θ) (2.50)
in the leading order solution. Then the effective equation (2.39) becomes
Ω2H tan
2 θ(a2 cos4 θ +RH(θ)2 + cos θ sin θRH(θ)R′H(θ))2(a2 cos2 θ +RH(θ)2)
+ (RH(θ)2 − 1)(a2 cos4 θ +RH(θ)2)2
+ 2cos θ sin θRH(θ)R′H(θ)(RH(θ)2 − 1)(a2 cos4 θ +RH(θ)2)
+ cos2 θRH(θ)2R′H(θ)2(a2 cos4 θ +RH(θ)2 − sin2 θ) = 0. (2.51)
We solve this equation for RH(θ) in some cases below.
Myers-Perry solution The Myers-Perry solution is described by the embedding
RH(θ) = cos θ, ΩH = a
1 + a2
, (2.52)
in the ellipsoidal embedding for arbitrary a.
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Bumpy black holes The Myers-Perry black hole has marginally stable quasinormal
modes ω = 0 in the ultraspinning region [24, 25, 26]. The marginally stable modes suggest
the existences of new deformed solution branching off the Myers-Perry solution branch.
These solutions, so called bumpy black holes, have been constructed numerically in [17, 18].
Here we consider this solution by using the effective equation (2.51). To study this we
perform the perturbative analysis of the effective equation (2.51) around the Myers-Perry
black hole. We expand the embedding function RH(θ) around the Myers-Perry black hole
as
RH(θ) = cos θ
[
1 + Rˆ(θ)ǫ+O (ǫ2)], (2.53)
where
ǫ = ΩH − a
1 + a2
. (2.54)
Then, perturbing eq. (2.51) with respect to ǫ, we find the perturbative solution
Rˆ(θ) = a(1 + a
2)2 sin2 θ
(1− a2)(1 + a2 cos2 θ) +A
sin1+a
2
θ
1 + a2 cos2 θ
, (2.55)
where A is an integration constant describing the perturbation amplitude. The first part
describes just the trivial perturbation adding the angular momentum along the Myers-
Perry black hole solution branch. The second part is the non-trivial deformation of the
solution into the bumpy black hole solution branch. For general a and A 6= 0, we have
a non-analytic behavior in the solution at θ = 0. The regularity of the solution at θ = 0
requires 4
a2c = 2k − 1, k = 1, 2, 3, ... (2.56)
For k = 1, i.e., ac = 1, the solution is same with the first part of eq. (2.55), so it
corresponds to the Myers-Perry black hole with a different angular momentum. The value
ac for k = 1 is known analytically in all D by the thermodynamic argument [24] as(
a
r0
)D−3
=
D − 3
2(D − 4)
(
D − 3
D − 5
)(D−5)/2
. (2.57)
r0 is the horizon radius of the Myers-Perry black hole (see Appendix A). At the large D
limit the formula (2.57) gives same value with eq. (2.56) for k = 1. For k > 1 we have non-
trivial bumpy black hole solutions by eq. (2.55). Eq. (2.56) gives the threshold angular
momentum of the ultraspinning instability of the Myers-Perry black hole. In Table 1 we
4 Here the regularity means that any derivatives of Rˆ(θ) should be finite at θ = 0 and Rˆ(θ) be an even
function around θ = 0. To satisfy this requirement a should be discretized by k as given in eq. (2.56). As
we can see in appendix C this regularity condition at θ = 0 is equivalent to the condition for the spheroidal
harmonics at large D. Furthermore this discretization parameter k corresponds to the angular momentum
number ℓ.
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ac|k=1 ac|k=2 ac|k=3 ac|k=4
eq. (2.56) 1
√
3 = 1.732
√
5 = 2.236
√
7 = 2.646
numerical (D = 6) 1.097 1.572 1.849 2.036
numerical (D = 7) 1.075 1.714 2.141 2.487
numerical (D = 8) 1.061 1.770 2.275 2.725
numerical (D = 9) 1.051 1.792 2.337 2.807
numerical (D = 10) 1.042 1.795 2.361 2.855
numerical (D = 11) 1.035 1.798 2.373 2.879
Table 1: Comparison of our analytic formula (2.56) for the threshold of the instability
of the Myers-Perry black hole with numerical results in [26]. The analytic formula shows
quite good agreements with numerical results within the expected error O(1/D). The
value of ac for k = 1 by [26] has perfect agreements with eq. (2.57).
show the comparison of eq. (2.56) with numerical results in [26]. Actually we have good
agreements within the expected error O(1/D). This threshold angular momentum will be
reproduced also by observing the quasinormal mode frequency directly in section 4.
In Appendix A we generalize the above analysis to the AdS Myers-Perry black hole.
Then we obtain the threshold angular momentum for the ultraspinning instability of the
AdS Myers-Perry black hole in the 1/D expansion.
2.4 Boost representation
One important property of the leading order solution in near zone is its local Lorentz boost
representation. The effective equation (2.39) has the interpretation that the embedded
surface ΣB is the locally Lorentz boosted membrane. This local Lorentz boost property
holds also for the metric itself in near zone. To see this we rewrite the (t, φ) part of the
obtained leading order metric in near zone as
ds2(t,φ) = −V0(z)2dt2 +
V0(z)
2 − 4κˆ2r0(z)2
Ω2H
dφ2
+
1
4κˆ2r0(z)2 cosh
2 ρ
(
V0(z)
2dt− V0(z)
2 − 4κˆ2r20
ΩH
dφ
)2
. (2.58)
By introducing the boost parameter σ(z) defined by
cosh σ(z) =
V0(z)
2κˆr0(z)
(2.59)
and new local frame dxp by
dxp(z) =
(
V0(z)dt,
√
V0(z)2 − 4κˆ2r0(z)2
ΩH
dφ
)
, (2.60)
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the leading order metric is written in a very simple form as
ds2 =
4r0(z)
2
n2
dρ2 +
(
ηpq +
upuq
cosh2 ρ
)
dxpdxq + dz2 +RH(z)2dΩ2D−4, (2.61)
where ηpq is the flat metric on two dimensional spacetime. The fluid velocity up is
updx
p = V0(z) cosh σ(z)dt−
√
V0(z)2 − 4κˆ2r0(z)2
ΩH
sinhσ(z)dφ. (2.62)
Note that the leading order metric of the Schwarzschild black hole is (see Appendix A)
ds2 =
4
n2
dρ2 − tanh2 ρ dt2 + dz2 + sin2 θdφ2 + cos2 θdΩ2D−4. (2.63)
Thus the stationary solution can be represented as the locally boosted Schwarzschild black
hole under the following boost transformation
dt→ V0(z)dt cosh σ(z)−
√
V0(z)2 − 4κˆ2r0(z)2
ΩH
dφ sinhσ(z), (2.64)
dφ→
√
V0(z)2 − 4κˆ2r0(z)
ΩH
dφ cosh σ(z)− V0(z)dt sinh σ(z). (2.65)
This boost representation is known for the Myers-Perry black hole [3, 6]. However our lead-
ing order solution covers much wider class of solutions including the asymptotically AdS
black holes. This boost representation is the universal feature for the large D stationary
black holes under our ansatz.
The boost parameter, σ(z), is not constant and the boost transformation is inhomoge-
neous in z-direction. This z-dependence also appears as the horizon radius inhomogeneity
in gρρ. Thus the identification with the Schwarzschild black hole by the boost transforma-
tion is valid only locally in z-direction. However this inhomogeneity along z-direction is
not so crucial since the dynamics along z-direction is sub-dominant compared with the ra-
dial dynamics. This boost transformation is the property of the radial dynamics, which is
the leading order dynamics of large D black holes. The local effect by z-dependence would
be introduced at the sub-leading order in 1/D expansion as corrections. Such z-dependent
dynamics in the higher order structure of the 1/D expansion contains the essential effects
by the rotation and horizon topology.
3 Perturbation
As one interesting application of the boost property in the leading order solution we
consider the perturbation problem. By using the boost transformation we can obtain
the solution of the perturbation equation of the stationary black hole from one of the
Schwarzschild black hole. In the following we investigate the decoupled mode perturbation,
whose the frequency is ω = O(D0) [7], of the asymptotically flat black hole given by
V0(z) = 1, (3.1)
in the leading order metric in section 2. The extension to the asymptotically AdS black
hole is straightforward.
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3.1 Schwarzschild black hole
We study the perturbation on the Schwarzschild black hole. Next we perform the boost
transformation on the perturbation solutions to obtain the perturbation solution of the
stationary solution. There are various ways in the representation of the perturbation
around the Schwarzschild black hole [27, 28]. Here we fix the gauge for the perturbation,
hµν , to solve the perturbation equation. Especially we use the transverse traceless gauge
as
∇ˆµhµν = 0, gˆµνhµν = 0, (3.2)
where ∇ˆµ is the covariant derivative of the D dimensional background metric gˆµν . Then
the perturbation equation becomes equivalent to the Lichnerowicz equation given by
∇ˆρ∇ˆρhµν + 2Rˆµρνσhρσ = 0, (3.3)
where Rˆµνρσ is a background Riemann tensor. The explicit components of the perturbation
equation are complicate so we do not show them here. The background spacetime is the
D = n+ 3 dimensional Schwarzschild black hole given by
ds2 = −f(r)−1dt2 + f(r)−1dr2 + r2 (dθ2 + sin2 θdφ2 + cos2 θdΩ2D−4) , (3.4)
where
f(r) = 1−
(r0
r
)n
≡ 1− 1
R
. (3.5)
Here we introduced the new radial coordinate R = (r/r0)
n. This radial coordinate R is
related with the radial coordinate ρ which we used in the previous section by
R = cosh2 ρ. (3.6)
The perturbation is decomposed into the scalar, vector and tensor type with respect to
SD−4 in the metric 5. In this paper we investigate the scalar and vector type perturbation
on SD−4. Using the vielbein
e
(0)
Sch =
√
f(r)dt, e
(1)
Sch =
dr√
f(r)
, e
(2)
Sch = rdθ, e
(3)
Sch = r sin θdφ, e
(A)
Sch = r cos θeˆ
(A), (3.7)
where eˆ(A) is a vielbein on the unit sphere SD−4, the scalar type perturbation, h
(S)
µν , on
SD−4 can be written by
h(S)µν dx
µdxν = e−iωteimφ
[
f
(S)Sch
IJ Y
(S)
j e
(I)
Sche
(J)
Sch + f
(S)Sch
I DAY
(S)
j e
(I)
Sche
(A)
Sch
+ r2 cos2 θ(H
(S)Sch
T Y
(S)
j γAB +H
(S)Sch
L Y
(S)j
AB )dx
AdxB
]
, (3.8)
5 Note that the usual scalar, vector and tensor type perturbation of the Schwarzschild black hole is
based on the decomposition on SD−2 [27]. Then, for example, our scalar type perturbation on SD−4
consists of the scalar, vector and tensor type perturbation on SD−2.
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where I, J = 0, 1, 2, 3. Y
(S)
j is the scalar harmonics on S
D−4 satisfying
(D2 + λS)Y
(S)
j = 0, (3.9)
where the eigenvalue λS is given by
λS = j(j +D − 5). (3.10)
The scalar derived tensor harmonics Y
(S)j
AB is defined by
Y
(S)j
AB = DADBY
(S)
j +
λS
D − 4Y
(S)
j qAB. (3.11)
The vector type perturbation, h
(V )
µν , on SD−4 is given by
h(V )µν dx
µdxν = e−iωteimφ
[
f
(V )Sch
I Y
(V )j
A e
(I)e(A) +H
(V )
L Y
(V )j
AB e
(A)e(B)
]
, (3.12)
where Y
(V )j
A and Y
(V )j
AB are the vector harmonics on S
D−4 defined by
(D2 + λV )Y
(V )j
A = 0, D
A
Y
(V )j
A = 0, Y
(V )j
AB = D(AY
(V )j
B) , (3.13)
with the eigenvalue λV given by
λV = j(j +D − 5)− 1. (3.14)
The perturbation equation is a coupled PDE system for scalar and vector type pertur-
bations. At large D the situation is changed and the perturbation equations become
decoupled ODE system. We can find decoupled perturbation variables F
(S)Sch
IJ for the
scalar type perturbation easily as
F
(S)Sch
00 = f
(S)Sch
00 + f
(S)Sch
11 , F
(S)Sch
11 = f
(S)Sch
00 − f (S)Sch11 , F (S)Sch01 = f (S)Sch01 ,
F
(S)Sch
02 = f
(S)Sch
02 , F
(S)Sch
03 = f
(S)Sch
03 , F
(S)Sch
12 = f
(S)Sch
12 , F
(S)Sch
13 = f
(S)Sch
13 ,
F
(S)Sch
22 = f
(S)Sch
22 , F
(S)Sch
23 = f
(S)Sch
23 , F
(S)Sch
33 = f
(S)Sch
33 , (3.15)
and
F
(S)Sch
I = f
(S)Sch
I , F
(S)Sch
T,L = H
(S)Sch
T,L . (3.16)
The vector type perturbation has following decoupled perturbation variables at large D
F
(V )Sch
I = f
(V )Sch
I , F
(V )Sch
L = H
(V )Sch
L . (3.17)
Then each decoupled perturbation variables are expanded at large D as
F
(S)Sch
ab =
∑
k≥0
(k)F
(S)Sch
ab
nk
, F (S)Scha =
∑
k≥0
(k)F
(S)Sch
a
nk
, F
(S)Sch
T,L =
∑
k≥0
(k)F
(S)Sch
T,L
nk
, (3.18)
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for the scalar type perturbation and
F
(V )Sch
I =
∑
k≥0
(k)F
(V )Sch
I
nk
, F
(V )Sch
L =
∑
k≥0
(k)F
(V )Sch
L
nk
, (3.19)
for the vector type perturbation. By using transverse traceless gauge conditions we can
obtain F
(S)Sch
I , F
(S)Sch
T,L and F
(V )Sch
L from F
(S)Sch
IJ and F
(V )Sch
I . Thus the equations to be
solved are the equations of F
(S)Sch
IJ for the scalar type perturbation and F
(V )Sch
I for the
vector type perturbation. The perturbation equations for F
(S)Sch
IJ are
∂
∂R
R(R− 1) ∂
∂R
(k)F
(S)Sch
00 −
(k)F
(S)Sch
00
R− 1 =
(k)S(S)00 , (3.20)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(S)Sch
01 −
(k)F
(S)Sch
01
R− 1 =
(k)S(S)01 , (3.21)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(S)Sch
02 −
(k)F
(S)Sch
02
4R(R− 1) =
(k)S(S)02 , (3.22)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(S)Sch
03 −
(k)F
(S)Sch
03
4R(R− 1) =
(k)S(S)03 , (3.23)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(S)Sch
11 −
(k)F
(S)Sch
11
R
= (k)S(S)11 , (3.24)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(S)Sch
12 −
(k)F
(S)Sch
12
4R(R− 1) =
(k)S(S)12 , (3.25)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(S)Sch
13 −
(k)F
(S)Sch
13
4R(R− 1) =
(k)S(S)13 , (3.26)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(S)Sch
22 =
(k)S(S)22 , (3.27)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(S)Sch
23 =
(k)S(S)23 , (3.28)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(S)Sch
33 =
(k)S(S)33 . (3.29)
The k−th order source term (k)S(S)ab is coming from the lower order solutions and the
source term does not have the decoupling property. The perturbation variables, (k)F
(S)Sch
IJ ,
depend on R and θ 6. However the perturbation equation becomes ordinarily differential
equation with respect to R at large D. Furthermore each k-th order variables (k)F
(S)Sch
IJ
are decoupling and we can solve the solution by the straightforward integration procedure
at each order. The vector type perturbation has the same property. The perturbation
6 The Schwarzschild black hole has a spherical symmetry. So the perturbation equation can be reduced
to the ordinarily differential equation in principle. Here, for the usefulness in the following discussion,
we use the harmonics on SD−4 and the perturbation equation becomes the apparent partial differential
equation.
16
equation for F
(V )Sch
I is
∂
∂R
R(R− 1) ∂
∂R
(k)F
(V )Sch
0 −
(k)F
(V )Sch
0
4R(R− 1) =
(k)S(V )0 , (3.30)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(V )Sch
1 −
(k)F
(V )Sch
1
4R(R− 1) =
(k)S(V )1 , (3.31)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(V )Sch
2 =
(k)S(V )2 , (3.32)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(V )Sch
3 =
(k)S(V )3 . (3.33)
The leading order solution satisfying the regularity condition on the horizon and at infinity
is given by
(0)F
(S)Sch
00 =
A(θ)
R− 1 ,
(0)F
(S)Sch
01 =
A(θ)
R− 1 ,
(0)F
(S)Sch
02 =
B(θ)√
R(R− 1) , (3.34)
(0)F
(S)Sch
03 =
C(θ)√
R(R− 1) ,
(0)F
(S)Sch
11 =
D(θ)
R
, (0)F
(S)Sch
12 =
B(θ)√
R(R− 1) , (3.35)
(0)F
(S)Sch
13 =
C(θ)√
R(R− 1) ,
(0)F
(S)Sch
22 = 0,
(0)F
(S)Sch
23 = 0,
(0)F
(S)Sch
33 = 0, (3.36)
for the scalar type perturbation and
(0)F
(V )Sch
0 =
W (θ)√
R(R− 1) ,
(0)F
(V )Sch
1 =
W (θ)√
R(R− 1) ,
(0)F
(V )Sch
2 =
(0)F
(V )Sch
3 = 0,(3.37)
for the vector type perturbation. The leading order perturbation solution contains un-
determined integration functions A(θ), B(θ), C(θ), D(θ) and W (θ) for each type pertur-
bation. If we go to the higher order of k we can obtain the non-trivial relation between
integration functions. Especially the solution at k = 1 and k = 2 order gives quasinormal
mode frequency of the Schwarzschild black hole for the vector and scalar type perturbation
respectively. The detail analysis and results of this will be given in section 4 and Appendix
D.
3.2 Stationary solution
We apply the boost transformation to the perturbation solution of the Schwarzschild
black hole. At first, before taking large D limit, we give the general procedure for the
perturbation of the stationary black hole solution given by
ds2 = −A(ρ, z)2dt2 +B(ρ.z)2dρ2 + F (ρ, z)2(dφ− w(ρ, z)dt)2
+G(ρ, z)2dz2 +H(ρ, z)2dΩ2D−4. (3.38)
We consider the scalar and vector type perturbation on SD−4. To give perturbation
variables we use the following vielbein
e(0) = A(ρ, z)dt, e(1) = B(ρ, z)dρ, e(2) = F (ρ, z)(dφ − w(ρ, z)dt) (3.39)
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and
e(3) = G(ρ, z)dz, e(A) = H(ρ, z)eˆ(A), (3.40)
where eˆ(A) is the vielbein on the unit sphere SD−4 again. Then the perturbed metric hµν
is given by the components with respect to these vielbeins as
h(S)µν dx
µdxν = e−iωteimφ
[
f
(S)
IJ Y
(S)
j e
(I)e(J) + f
(S)
I DAY
(S)
j e
(I)e(A)
+H(ρ, z)2(H
(S)
T Y
(S)
j qAB +H
(S)
L Y
(S)j
AB )dx
AdxB
]
, (3.41)
for scalar type perturbation and
h(V )µν dx
µdxν = e−iωteimφ
[
f
(V )
I Y
(V )j
A e
(I)e(A) +H
(V )
L Y
(V )j
AB e
(A)e(B)
]
, (3.42)
for the vector type perturbation. Then we perform the boost transformation on these
perturbed metrics of the leading order solution obtained in section 2. The boost transfor-
mation gives the relation between vielbeins as
e
(0)
Sch →
2− r0(z)2(1− sinh2 ρ)
r0(z)2 cosh ρ
√
1 + r0(z)2 sinh
2 ρ
e(0) − sinh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
e(2), (3.43)
e
(2)
Sch →
cosh ρ√
1 + r0(z)2 sinh
2 ρ
e(2) − 2 + r0(z)
2 sinh2 ρ
r0 sinh ρ
√
1− r0(z)2
1 + r0(z) sinh
2 ρ
e(0), (3.44)
where we used the vielbein of the Schwarzschild black hole (3.7) and of the stationary
solution (3.39) for the leading order metric (2.61) 7. This relation between vielbeins gives
also the relation between the perturbation variables of the Schwarzschild black hole and
general stationary solutions. Since we know the decoupled perturbation variables on the
Schwarzschild black hole, we can obtain the following decoupled perturbation variables,
F
(S)
IJ , F
(S)
I , F
(S)
T,L, F
(V )
I and F
(V )
L of the general stationary solution at large D as
F
(S)
00 =
cosh2 ρ
1 + r0(z)2 sinh
2 ρ
f
(S)
00 −
2 sinh ρ cosh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(S)
02
+
(1− r0(z)2) sinh2 ρ
1 + r0(z)2 sinh
2 ρ
f
(S)
22 + f
(S)
11 , (3.45)
F
(S)
11 =
cosh2 ρ
1 + r0(z)2 sinh
2 ρ
f
(S)
00 −
2 sinh ρ cosh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(S)
02
+
(1− r0(z)2) sinh2 ρ
1 + r0(z)2 sinh
2 ρ
f
(S)
22 − f (S)11 , (3.46)
F
(S)
02 =
cosh2 ρ− (1− r0(z)2) sinh2 ρ
1 + r0(z)2 sinh
2 ρ
f
(S)
02
−
√
1− r0(z)2 sinh ρ cosh ρ
1 + r0(z)2 sinh
2 ρ
(f
(S)
00 + f
(S)
02 ), (3.47)
7 We consider the asymptotically flat black hole V0(z) = 1.
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F
(S)
22 =
cosh2 ρ
1 + r0(z)2 sinh
2 ρ
f
(S)
22 −
2 sinh ρ cosh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(S)
02
+
(1− r0(z)2) sinh2 ρ
1 + r0(z)2 sinh
2 ρ
f
(S)
00 , (3.48)
F
(S)
01 =
cosh ρ√
1 + r0(z)2 sinh
2 ρ
f
(S)
01 − sinh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(S)
12 , (3.49)
F
(S)
12 =
cosh ρ√
1 + r0(z)2 sinh
2 ρ
f
(S)
12 − sinh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(S)
01 , (3.50)
F
(S)
03 =
cosh ρ√
1 + r0(z)2 sinh
2 ρ
f
(S)
03 − sinh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(S)
23 , (3.51)
F
(S)
23 =
cosh ρ√
1 + r0(z)2 sinh
2 ρ
f
(S)
23 − sinh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(S)
03 , (3.52)
F
(S)
0 =
cosh ρ√
1 + r0(z)2 sinh
2 ρ
f
(S)
0 − sinh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(S)
2 , (3.53)
F
(S)
2 =
cosh ρ√
1 + r0(z)2 sinh
2 ρ
f
(S)
2 − sinh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(S)
0 , (3.54)
and
F
(S)
13 = f
(S)
13 , F
(S)
33 = f
(S)
33 , F
(S)
1 = f
(S)
1 , F
(S)
3 = f
(S)
3 , F
(S)
T,L = H
(S)
T,L, (3.55)
for the scalar type perturbation and
F
(V )
0 =
cosh ρ√
1 + r0(z)2 sinh
2 ρ
f
(V )
0 − sinh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(V )
2 , (3.56)
F
(V )
2 =
cosh ρ√
1 + r0(z)2 sinh
2 ρ
f
(V )
2 − sinh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(V )
0 , (3.57)
and
F
(V )
1 = f
(V )
1 , F
(V )
3 = f
(V )
3 , F
(V )
L = H
(V )
L , (3.58)
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for the vector type perturbation. Each perturbation variables are expanded at large D as
F
(S)
IJ =
∑
k≥0
(k)F
(S)
IJ
nk
, F
(S)
I =
∑
k≥0
(k)F
(S)
I
nk
, F
(S)
T,L =
∑
k≥0
(k)F
(S)
T,L
nk
, (3.59)
and
F
(V )
I =
∑
k≥0
(k)F
(V )
I
nk
, F
(V )
T,L =
∑
k≥0
(k)F
(V )
L
nk
. (3.60)
Then the perturbation equation for these decoupling variables can be obtained from the
Lichnerowicz equation under the transverse traceless gauge condition. Now we have ob-
tained the leading order metric of the stationary black hole in the 1/D expansion in section
2. Then the perturbation equation for k = 0 order is also obtained by using the leading or-
der metric. The perturbation equation of the decoupling variables can be found to satisfy
same equations with one of the Schwarzschild black hole at the leading order by changing
the radial coordinate from ρ to R by 8
R = cosh2 ρ. (3.61)
At higher orders the perturbation equation of the stationary solution becomes different
from the boosted one of the Schwarzschild black hole in source terms. This is because
the boost relation is valid only in the leading order metric, and higher order structure
gives the essential effect coming from the difference from the Schwarzschild black holes.
However the homogeneous part of the equation at each order is always same with one of
the Schwarzschild black hole. So, in principle, the perturbation equation is a set of decou-
pled ordinarily differential equations and we can solve it by a straightforward integration
method with the Green’s function.
The regular leading order solution of the perturbation equation for the stationary black
hole is
(0)F
(S)
00 =
A(θ)
R− 1 ,
(0)F
(S)
01 =
A(θ)
R− 1 ,
(0)F
(S)
02 =
B(θ)√
R(R− 1) , (3.62)
(0)F
(S)
03 =
C(θ)√
R(R− 1) ,
(0)F
(S)
11 =
D(θ)
R
, (0)F
(S)
12 =
B(θ)√
R(R− 1) , (3.63)
(0)F
(S)
13 =
C(θ)√
R(R− 1) ,
(0)F
(S)
22 = 0,
(0)F
(S)
23 = 0,
(0)F
(S)
33 = 0, (3.64)
for the scalar type perturbation and
(0)F
(V )
0 =
W (θ)
R
, (0)F
(V )
1 =
W (θ)
R
, (0)F
(V )
2 =
(0)F
(V )
3 = 0, (3.65)
for the vector type perturbation. In the derivation of the perturbation equations and
solutions we need only the leading order solution of general stationary solutions given in
8 This relation can be understood by the horizon position. The Schwarzschild black hole has the horizon
at R = 1 and the general stationary black hole horizon position is set to be ρ = 0.
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section 2. To go to more higher order perturbation equations, the higher order solutions
of stationary solutions are required. In the next section we consider the higher order
perturbation equation of the Myers-Perry black hole, which is a known exact solution.
Note that the quasinormal mode frequency of the decoupled mode perturbation is ob-
tained by solving higher order perturbation equation in 1/D. The higher order structure
of the perturbation equation reflects the higher order structure of the background metric,
which does not have the boost property. Hence the frequency does not have the boost
property either. This implies that the quasinormal mode frequency of the Myers-Perry
black hole cannot be obtained by the boost transformation from one of the Schwarzschild
black hole. This non-boost property allows the existence of the instability mode in the
decoupled sector of the perturbation of the Myers-Perry black hole. In contrast the quasi-
normal mode of the non-decoupled sector perturbation is obtained in the leading order
structure and we expect that such mode has the boost property as the universal feature
[5].
4 QNMs of Myers-Perry black hole
We pursue the decoupling property of perturbation variables at large D expansion shown
in the previous section to more higher order structure to obtain the quasinormal mode
(QNM) frequency of the D = n + 3 dimensional singly rotating Myers-Perry black hole.
This was calculated numerically in [29] for non-axisymmetric perturbations. Here we
give the analytic formula of the QNM frequency both for the axisymmetric and non-
axisymmetric perturbations. The metric of the Myers-Perry black hole is given in the
Appendix A and it is written by the following parameter setting
V0(z) = 1, κˆ =
1
2
, ΩH =
a
1 + a2
, R(θ) = cos θ, r0(θ)
−2 =
1 + a2
1 + a2 cos2 θ
, (4.1)
in the leading order metric obtained in section 2. Our detail analysis in this section con-
centrates on the scalar type perturbation since the analysis of the vector type perturbation
is performed in the same manner. The only result of the QNM frequency for the vector
type perturbation will be given later. The scalar type perturbation variables are defined
in the same way with one in section 3 as
hµνdx
µdxν = e−iωteimφ
[
fabY
(S)
j e
(a)e(b) + faDAY
(S)
j e
(a)e(A)
+ r2 cos2 θ(HTY
(S)
j qAB +HLY
(S)j
AB )dx
AdxB
]
, (4.2)
where the vielbein was defined in section 3 9. So the perturbation is parameterized by
ω, m and j. j describes the deformation parameter on SD−4. Thus j = 0 correspond
to the perturbation without the deformation on SD−4. Then the decoupled perturbation
9 We omit the index (S) representing the scalar type perturbation in section 3.
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variables can be constructed and expanded at large D as
FIJ =
∑
k≥0
F
(k)
IJ
nk
, Fa =
∑
k≥0
F
(k)
a
nk
, FT,L =
∑
k≥0
F
(k)
T,L
nk
, (4.3)
where D = n + 3. The boundary condition for the perturbation on the horizon is the
ingoing boundary condition [29] as
hµν(r, θ) = hˆµν(r, θ)(r − r+)−i(ω−mΩH )/2κ, (4.4)
where r+ is the horizon position and κ is a surface gravity. The component of hˆµν in the
Eddington-Finkelstein ingoing coordinate should be regular on the horizon. Here we omit
the t, φ and xA dependence just for the simplicity 10. The boundary condition at infinity
R≫ 1 is the decoupled mode condition [7] as
hµν = O(R
−1). (4.5)
This condition is equivalent to the outgoing wave boundary condition at infinity for the
decoupled mode defined by ωr0 = O(D
0).
In the following we give the brief summary of perturbation solutions of the scalar type
perturbation up to k = 2 order. At k = 2 we obtain QNM frequency for the first time.
Leading order solution (k = 0) The leading order solution satisfying the boundary
conditions is
F
(0)
00 =
A(0)(θ)
R− 1 , F
(0)
01 =
A(0)(θ)
R− 1 , F
(0)
02 =
B(0)(θ)√
R(R− 1) ,
F
(0)
03 =
C(0)(θ)√
R(R− 1) , F
(0)
11 =
D(0)(θ)
R
, F
(0)
12 =
B(0)(θ)√
R(R− 1) , (4.6)
F
(0)
13 =
C(0)(θ)√
R(R− 1) , F
(0)
22 = 0, F
(0)
23 = 0, F
(0)
33 = 0.
At leading order we have four independent integration functions, which cannot be deter-
mined by the boundary condition. The solution for F
(0)
I and F
(0)
T,L can be obtained by the
transverse traceless gauge condition, and we omit them since it is not so important.
10 xA is a coordinate on SD−4.
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Next to leading order solution (k = 1) The next to leading order solution of FIJ is
represented by
F
(1)
00 =
A(1)(θ)
R− 1 + Fˆ
(1)
00 , F
(1)
01 =
A(1)(θ)
R− 1 + Fˆ
(1)
01 ,
F
(1)
02 =
B(1)(θ)√
R(R− 1) + Fˆ
(1)
02 , F
(1)
03 =
C(1)(θ)√
R(R− 1) + Fˆ
(1)
03 ,
F
(1)
11 =
D(1)(θ)
R
+ Fˆ
(1)
11 , F
(1)
12 =
B(1)(θ)√
R(R− 1) + Fˆ
(1)
12 ,
F
(1)
13 =
C(1)(θ)√
R(R− 1) + Fˆ
(1)
13 , F
(1)
22 = Fˆ
(1)
22 , F
(1)
23 = 0, F
(1)
33 = Fˆ
(1)
33 , (4.7)
where the solution with the hat comes from the integration of the source term composed
by the leading order solution. At this order we have new four integration functions A(1)(θ),
B(1)(θ), C(1)(θ) and D(1)(θ). To satisfy boundary conditions we obtain some non-trivial
relations for A(0)(θ), B(0)(θ), C(0)(θ) and D(0)(θ). Conditions we find are
B(0)(θ) = 0, C(0)(θ) = 0, (4.8)
and
cos θ(1 + a2 cos2 θ)
(
(1 + a2) cos θA(0)(θ)− sin θD′(0)(θ)
)
+
[
j + (−1 + iam+ a2(−3 + 2j − iω)− iω) cos2 θ
+ a2(1 + iam+ a2(j − 1− iω)− iω) cos4 θ]D(0)(θ) = 0. (4.9)
Using this condition we can eliminate A(0)(θ). To obtain QNM frequency we should specify
the function D(0)(θ), and we can do it at next to next to leading order.
Next-to-next-to leading order solution (k = 2) At this order we can obtain the
solutions in the same way with the next to leading order. We find additional non-trivial
condition for integration functions. By eliminating A(0)(θ), the additional conditions are
written as
c1(θ)C
′′
(1)(θ) + c2(θ)C
′
(1)(θ) + c3(θ)C(1)(θ)
+ c4(θ)D
′′
(0)(θ) + c5(θ)D
′
(0)(θ) + c6(θ)D(0)(θ) = 0, (4.10)
and
d1(θ)D
′′′
(0)(θ) + d2(θ)D
′′
(0)(θ) + d3(θ)D
′
(0)(θ)
+ d4(θ)D(0)(θ) + d5(θ)C
′
(1)(θ) + d6(θ)C(1)(θ) = 0. (4.11)
Each functions ci(θ) and di(θ) have messy forms so we do not show them here. They
are given in the Appendix E. In general it seems that we should solve these differential
equations to obtain the QNM frequency. However, we find that the QNM frequency can
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be obtained only from the boundary conditions 11 . At θ = π/2 the boundary condition
is read from eqs (4.10) and (4.11) as
C(1)(θ)|θ=π/2 = cosj−3 θ, D(0)(θ)|θ=π/2 = cosj θ. (4.12)
On the other hand the behavior at θ = 0 is
C(1)(θ)|θ=0 = sinδ
S
ω−1 θ, D(0)(θ)|θ=0 = sinδ
S
ω θ, (4.13)
where δSω depends on a, m, j and ω. To see which value δ
S
ω should take, we observe the
spherical harmonics, Sℓ(θ)eimφY
(S)
j , on S
D−2, defined by
[
∆SD−2 + ℓ(ℓ+D − 3)
]
S
ℓeimφY
(S)
j
=
[
1
sin θ cosD−4 θ
d
dθ
(
sin θ cosD−4 θ
d
dθ
S
ℓ
)
− m
2
sin2 θ
S
ℓ − j(j +D − 5)
cos2 θ
S
ℓ + ℓ(ℓ+D − 3)Sℓ
]
eimφY
(S)
j = 0. (4.14)
The solution of this equation can be written by the hypergeometric function as
S
ℓ = cosj θ sin|m| θ 2F1(−kS , kS + |m|+ j + n/2, |m|+ 1; sin2 θ), (4.15)
where kS is a non-negative integer satisfying
ℓ = j + |m|+ 2kS . (4.16)
At large D this solution becomes
S
ℓ = sinℓ−j θ cosj θ +O(1/D)
= sin|m|+2kS θ cosj θ +O(1/D). (4.17)
kS describes the overtone number of S
ℓ along θ direction, and this overtone number can
be observed from the behavior of Sℓ at θ = 0 at large D limit as seen eq. (4.17). From
this observation on the spherical harmonics we impose the following condition on δSω as
the harmonics condition
δSω = ℓ− j
= 2ks + |m|, (4.18)
where ℓ is parametrized as eq. (4.16) by non-negative integer kS . Then eqs. (4.10) and
(4.11) under the condition (4.18) give one non-trivial algebraic condition on ω. This non-
trivial condition on ω can be regarded as the QNM condition. In the following we solve
11 Actually we can confirm that eqs. (4.10) and (4.11) can be solved regularly under the QNM frequency
obtained below. Thus there may be some non-trivial structure in the solutions of eqs. (4.10) and (4.11)
and the boundary conditions.
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the condition eq. (4.18) for ω in some cases. The explicit form of the QNM condition
(4.18) is given in the Appendix F.
Note that the condition (4.18) is equivalent to the regularity condition to derive eq.
(2.56) in section 2. The condition (4.18) is suggested by the analysis for spherical har-
monics at large D. However, as we can see in Appendix C, the analysis of the spheroidal
harmonics also gives same condition (4.18). Thus we expect that the condition (4.18)
would hold also in the gravitational perturbation of the Myers-Perry black hole.
4.1 QNM frequency
We show some explicit results of the QNM frequency of the scalar and vector type pertur-
bations by solving the QNM condition (4.18). The instability exists only in the scalar type
perturbation and the vector type perturbation is always stable for the decoupled sector
perturbation 12. We set the horizon radius to unity as
r0 = 1, (4.19)
by fixing the unit.
4.1.1 Scalar type perturbation
The QNM frequency is given by the solution of the algebraic equation (4.18), which can be
solved analytically. We solve eq. (4.18) for some cases below. Since the j 6= 0 modes do not
show any instability, we consider only j = 0 modes. The perturbation with j 6= 0 describes
the deformation of SD−4 of the Myers-Perry black hole. So we might be able to say that
the axisymmetric instability occurs only in the ”S-wave” sector in the perturbation similar
to the Gregory-Laflamme instability of the black brane [32, 33].
Then, for this mode, the quasinormal mode condition (4.18) can be written in a rela-
tively simple form as
(1 + a2)3ω3 − (1 + a2)2(4i− 3ℓ+ 3am)ω2
+ (1 + a2)(−4 + 7ℓ− 3ℓ2 − 6iam(ℓ− 1) + a2 − 4 + 3ℓ+ 3m2)ω
+ (−iℓ3 + ℓ2(3i+ ia2 + 3am)− ℓ(2i+ 5am+ a3m− ia2(−2 + 3m2))
+ am(2− 2iam− a2(m2 − 2))) = 0. (4.20)
At a = 0 the scalar type perturbation has the physical degree of freedom for ℓ ≥ 2 [30]
and, hence, we study the modes of ℓ ≥ 2.
12 The instability mode is conjectured to exist only in the decoupled sector (saturated mode) [29]. The
tensor type perturbation of the singly rotating Myers-Perry black hole does not have the decoupled sector
and it was shown to be stable [31].
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Figure 1: The QNM frequency for (ℓ,m, j) = (4, 0, 0). The black thick line is the pure
imaginary mode and it shows the instability at a2 > 3. The gray thick line is the stable
mode.
Schwarzschild black hole At a = 0 where the solution is the Schwarzschild black hole
we can solve eq. (4.20) explicitly by
ω = ±
√
ℓ− 1− i(ℓ− 1), ω = −iℓ. (4.21)
These modes correspond to the decoupled scalar and vector type mode of Schwarzschild
black hole on SD−2 [7].
Axisymmetric perturbation Next we consider the axisymmetric perturbation m = 0
with a 6= 0. In this perturbation we find that there are stationary perturbations ω = 0 at
ac where
a2c = ℓ− 1
= 2kS − 1, (4.22)
and we used eq. (4.16) with j = m = 0. The assumption of ℓ ≥ 2 implies kS ≥ 1
for j = m = 0, and this result reproduces the result (2.56) derived from the effective
theory obtained in section 2. In figure 1 we give the plot of the QNM frequency with
(ℓ,m, j) = (4, 0, 0). The black thick line, purely imaginary frequency mode, shows the
instability mode and it becomes the marginally stable mode at a2c = 3. For the axisym-
metric perturbation with ω = 0 and j = 0 we can solve eqs. (4.10) and (4.11) explicitly
by
C0(θ) = 0, D0(θ) = D˜0
sin1+a
2
θ
1 + a2 cos2 θ
, (4.23)
where D˜0 is a constant. Then we can see that this stationary solution is equivalent to the
perturbation solution (2.55) obtained in the effective theory. This equivalence suggests
the validity of our QNM condition (4.18).
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Figure 2: The plot of the bar mode QNM frequency of (ℓ,m, j) = (2, 2, 0) is shown. The
black dashed line is the superradiance condition. The onset of the dynamically unstable
mode is same as the one of the superradiance instability.
Non-axisymmetric perturbation The non-axisymmetric mode perturbation also shows
the instability at a2 > a2c where ac is given in eq. (4.22) as
a2c = ℓ− 1
= |m|+ 2kS − 1. (4.24)
At the critical rotation the instability mode satisfies the superradiance condition as
ω|a=ac =
acm
1 + a2c
= mΩH(ac). (4.25)
Hence the dynamical instability mode shows the superradiance instability at the same
time. This coincidence of the onsets of dynamical and superradiant instability has been
also observed in the QNMs of the Myers-Perry black hole with equal spin [6] up to O(1/D)
correction. The numerical results [34] also suggest the coincidence for the equal spin case.
On the other hand the numerical analysis of QNMs of the singly rotating Myers-Perry
black hole does not show such coincidence [29, 35]: the superradiant instability appears at
slower rotation than the critical rotation of the dynamical instability. Thus our coincidence
is just the property only at large D limit. If one considers 1/D corrections of QNMs of
singly rotating Myers-Perry black hole, there would be a difference between the onset of
the superradiant and dynamical instability.
For the bar mode defined by m = ℓ, we can solve eq. (4.20) explicitly by
ω± =
±√m− 1 + a(m− 1)
1 + a2
− im− 1∓ a
√
m− 1
1 + a2
, ω(0) =
am
1 + a2
− i m
1 + a2
. (4.26)
ω+ shows the instability at a > ac and saturates the superradiance condition at a = ac. In
figure 2 we show the plot of the bar mode QNM frequency for m = 2. The QNM frequency
for the bar mode was obtained numerically in [29]. The behavior of the frequency shows
good agreements with our analytic results.
The non-axisymmetric perturbation with ℓ > m also shows the instability. But its
origin is different from one of the bar mode. The instability mode of the bar mode
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Figure 3: The plot of the QNM frequency of (ℓ,m, j) = (4, 2, 0) is shown. The black
dashed line is the superradiance condition. The gray thick line is the stable mode ω−,
while the black thick line shows the unstable mode ω+. The dynamical instability appears
exactly when the superradiance condition is satisfied.
perturbation comes from the scalar type perturbation of the Schwarzschild black hole
at a = 0 where the frequency is complex (see eq. (4.21)). On the other hand non-
axisymmetric mode with ℓ > m has an instability in the mode coming from the vector
type perturbation of the Schwarzschild black hole, whose frequency is a pure imaginary as
(4.21). This is same situation with the perturbation of the Myers-Perry black hole with
equal spin [6]. In figure 3 we give the plot of QNM frequency for ℓ = 4, m = 2. As we can
see, the mode showing instability becomes purely imaginary at a = 0, which corresponds
to the vector type perturbation of the Schwarzschild black hole.
4.1.2 Vector type perturbation
The QNM frequency of the vector type perturbation can be given as
ωV = ωVLO +
ωVNLO
n
+O(1/n2), (4.27)
where
ωVLO =
am
1 + a2
− i
(
j − 1 + ℓ− j
1 + a2
)
, (4.28)
and
ωVNLO =
2am
1 + a2
(
ℓ− 1 + a2(j − 1) + log (1 + a2)
)
− i
(
(j − 1)2 + (1 + a
2)(ℓ− j)(ℓ+ j − 2)− 2a2m2
(1 + a2)2
+
(
j − 1− ℓ− j
1 + a2
+
2(ℓ− j)
(1 + a2)2
)
log (1 + a2)
)
. (4.29)
We have solved the perturbation equation up to k = 2 order and obtained the QNM
frequency up to 1/D correction. This QNM frequency is obtained by imposing the same
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harmonics condition with the scalar type perturbation on the behavior at θ = 0 motivated
by eq. (4.17). The QNM frequency (4.28) reduces to the vector type perturbation on
SD−2 of the Schwarzschild black hole [7] at a = 0 as
ω = −i(ℓ− 1)
(
1 +
ℓ− 1
n
+O(1/n2)
)
. (4.30)
5 Summary
The large D expansion method has been found to be useful to solve the gravitational
problem as shown in [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. In this paper we have performed the
next step for the further developing of the large D expansion method by constructing
the effective theory of the large D stationary black hole in asymptotically flat or AdS
spacetime. Considering the additional degree of freedom of the horizon, rotation radius of
the black hole, the effective theory becomes non-trivial and allows the existence of various
solutions compared to the static case in the asymptotically flat spacetime which has only
one unique solution, Schwarzschild black hole [9]. This new degree of freedom appears as
the Lorentz boost of the black hole along the rotational direction, and we can rewrite the
solution of the effective equation in very simple and illuminative expression by using this
boost property.
As applications of the effective theory we have considered the ellipsoidal embeddings
and obtained the Myers-Perry black hole and bumpy black hole solutions in perturbative
manner. Then we have succeeded to derive the threshold angular momentum of the insta-
bility of the Myers-Perry black hole. The bumpy black hole construction and perturbation
analysis of the Myers-Perry black hole had been investigated numerically. These numerical
studies of the solution and perturbations need very advanced and sophisticated technique.
However the effective theory obtained in this paper is rather simple equation and we can
obtain the solution easily.
As another application we have obtained the quasinormal mode frequencies of the
singly rotating Myers-Perry black hole. Our effective theory is only for the stationary
black hole. But, if we consider the dynamics with ωr0 = O(D
0), the time-dependence
becomes sub-dominant compared with the radial dynamics. As a result we could solve
the perturbation equation as the ordinarily differential equation with respect to the ra-
dial direction. Furthermore the leading order solution of our effective theory has a very
important property, the boost property. All stationary black hole solution is represented
as the boost transformation of the Schwarzschild black hole. Thus various things which
Schwarzschild black hole possess are common with stationary black holes. Using this use-
ful feature we have solved the perturbation equation of the singly rotating Myers-Perry
black hole explicitly and obtained the quasinormal mode condition, which is just an alge-
braic equation, analytically. Although originally the perturbation equation is the partial
differential equation system, the large radial gradient and boost property of the large D
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Myers-Perry black hole reduce the equation to the analytically solvable ordinarily differ-
ential equation.
We can consider many directions of the extension of our work. In this paper we
consider the solution with only one angular momentum in vacuum. Thus it is interesting
to include more angular momentum, matter fields such as a gauge field or some compact
dimensions into the effective theory of stationary black holes. These inclusions would give
further additional degree of freedom for the deformation of the horizon. So its dynamics
becomes much richer. Another direction of the extension is the more detail investigation
of the effective theory of stationary black hole by searching other solution such as black
ring solutions and going to more higher order nonlinear solutions. By constructing such
solution we can draw the phase diagram of black holes analytically and compare with
numerical results. Actually the higher order investigation of the effective theory for the
static solution [9] allows very interesting phenomena such as the existence of the critical
dimension of the non-uniform black string [36].
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A Singly rotating AdS Myers-Perry black hole
In this appendix we give the metric of the AdS Myers-Perry black hole and its large D
limit in our notation. The D = n+ 3 dimensional singly rotating AdS Myers-Perry black
hole is given by [15, 16] 13
ds2 = −A(r, θ)2dt2 +B(r, θ)2dRˆ2 + F (r, θ)2(dφ− w(r, θ)dt)2
+G(r, θ)2dθ2 + r2 cos2 θdΩ2D−4, (A.1)
where
A(r, θ)2 =
∆
Rˆ
∆θ(r
2 + L2)(r2 + a2 cos2 θ)
L2Ξ∆
Rˆ
(r2 + a2 cos2 θ) + r2L2∆θ(r2 + a2)
, (A.2)
B(r, θ)2 =
r2
n2Rˆ2
Rˆ(r2 + a2 cos2 θ)
∆
Rˆ
, (A.3)
13 We change the φ coordinate by
φ→ φ−
a
L2
dt
from [15, 16] to satisfy the boundary condition (2.13).
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F (r, θ)2 = sin2 θ
(
r2 + a2
Ξ
+
a2r2 sin2 θ
Ξ2(r2 + a2 cos2 θ)Rˆ
)
, (A.4)
w(r, θ) =
ar2∆θ
L2Ξ∆
Rˆ
(r2 + a2 cos2 θ) + r2L2∆θ(r2 + a2)
, (A.5)
and
G(r, θ)2 =
r2 + a2 cos2 θ
∆θ
. (A.6)
Here we defined
Rˆ =
(
r
r0
)n
, Ξ = 1− a
2
L2
, (A.7)
and following functions
∆
Rˆ
= r2 − (r2 + a2)
(
1 +
r2
L2
)
Rˆ, ∆θ = 1− a
2
L2
cos2 θ. (A.8)
The horizon position, r = r+, is defined by the positive real root of ∆Rˆ by
∆
Rˆ
(r+) = 0. (A.9)
L is the AdS curvature and the metric is the solution of the Einstein equation with a
cosmological constant
Λ = −(D − 1)(D − 2)
L2
. (A.10)
At the large D limit the metric is simplified to 14
ds2 =
dR2
n2
L2(1 + a2 cos2 θ)
(1 + a2)(1 + L2)R(R− 1)
−
(
1− cosh
2 σ(θ)
R
)
dtˆ2 +
(
1 +
sinh2 σ(θ)
R
)
dφˆ2
− 2 sinhσ(θ) cosh σ(θ)
R
dtˆ dφˆ+
1 + a2 cos2 θ
∆θ
dθ2 + cos2 θdΩ2D−4, (A.11)
where we introduced
R =
(1 + a2)(1 + L2)
L2
Rˆ, cosh2 σ(θ) =
(1 + a2)∆θ
(1 + a2 cos2 θ)Ξ
. (A.12)
dtˆ and dφˆ are defined by
dtˆ2 =
(1 + L2)∆θ
L2Ξ
dt2, dφˆ2 =
1 + a2
Ξ
sin2 θdφ2. (A.13)
14 In the following we set r0 = 1.
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At the large D limit the horizon is located on
R
∣∣∣
r=r+
= 1 +O(1/n). (A.14)
This solution can be reproduced by the leading order solution in section 2 by
V0(θ)
2 =
(1 + L2)∆θ
L2Ξ
, RH(z) = cos θ, (A.15)
and
dz
dθ
=
√
1 + a2 cos2 θ
∆θ
, R = cosh2 ρ. (A.16)
The surface gravity and horizon angular velocity at the leading order of large D limit are
κˆ =
1
2
1 + L2
L2
, ΩH =
a
1 + a2
1 + L2
L2
. (A.17)
The metric (A.11) becomes the large D metric of the Schwarzschild black hole [3]
ds2 =
4
n2
dρ2 − tanh2 ρ dt2 + dz2 + sin2 θdφ2 + cos2 θdΩ2D−4, (A.18)
when a = 0 and 1/L = 0. We changed the coordinate by R = cosh2 ρ.
Structure in 1/D correction Let us consider the 1/D correction in gtt of the AdS
Myers-Perry black hole at a = 0. Using
r = 1 +
log Rˆ
n
+O(1/n2) (A.19)
we find that gtt becomes
gtt = −A(r, θ)2
= 1 +
1
L2
− 1
Rˆ
+
2 log Rˆ
nL2
+O(1/n2). (A.20)
At large R gtt has a linear term in ρ since the relation between ρ and Rˆ is
Rˆ =
L2
1 + L2
cosh2 ρ. (A.21)
Thus, in general, the higher order corrections in A(ρ, θ) cannot be assumed to be damping
exponentially at the overlap region n≫ ρ≫ 1 in the presence of the cosmological constant
as mentioned in section 2.
32
A.1 Ellipsoidal embedding
The AdS-Myers-Perry black hole is described as the solution of the effective equation
(2.39) for the ellipsoidal embedding in the AdS background. The ellipsoidal coordinate in
AdS is given by 15
ds2 = −∆θ(L
2 + r2)
L2Ξ
dt2 +
L2(r2 + a2 cos2 θ)
(r2 + a2)(L2 + r2)
dr2
+
r2 + a2 cos2 θ
∆θ
dθ2 +
(r2 + a2) sin2 θ
Ξ
dφ2 + r2 cos2 θdΩ2D−4. (A.22)
The ellipsoidal embedding is defined by
r = r(θ) =
RH(θ)
cos θ
, (A.23)
and the leading order metric of the AdS Myers-Perry black hole in the 1/D expansion
is reproduced by r(θ) = 1 when we fix the horizon position by r+ = 1 with the surface
gravity and horizon angular velocity given in eq. (A.17). We consider the perturbation
around this AdS Myers-Perry black hole embedding. As done in section 2 the obtained
perturbed solution would give the bumpy black hole solution in AdS in the perturbative
manner. At first we fix the surface gravity to
κˆ =
1 + L2
2L2
, (A.24)
by using the time coordinate normalization in near zone. The perturbed embedding is
RH(θ) = cos θ
[
1 + ǫRˆ(θ) +O (ǫ2)], (A.25)
where
ǫ = ΩH − a
1 + a2
1 + L2
L2
. (A.26)
Then, perturbing eq. (2.39) with respect to ǫ, we find the perturbative solution
Rˆ(θ) = a(1 + a
2)2 sin2 θ
Ξ(1− a2)(1 + a2 cos2 θ) +A
(sin θ)δMP∆
1−δMP/2
θ
1 + a2 cos2 θ
, (A.27)
where
δMP =
(1 + a2)(L2 − 1)
L2Ξ
. (A.28)
This perturbation solution becomes regular at θ = 0 when a = ac given by
a2c =
(2k − 1)L2 + 1
L2 + 2k − 1 (A.29)
15 The coordinate transformation from the usual AdS coordinate to the ellipsoidal coordinate is [15]
r
2 sin2 θ → Ξ−1(r2 + a2) sin2 θ, r2 cos2 θ → r2 cos2 θ.
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where k is a positive integer. At L → ∞ eq. (A.29) reproduces the threshold angular
momentum (2.56). Hence we expect that eq. (A.29) gives the threshold angular momen-
tum of the AdS Myers-Perry black hole and branching angular momentum for the bumpy
black hole in AdS. It is interesting to check this result by solving the perturbation equa-
tion of the AdS Myers-Perr black hole and obtaining the QNM frequency as done for the
Myers-Perry black hole in section 4.
B Next-to-leading order analysis
Here we briefly give results for next-to-leading order solutions. In particular we will see
how the constancy condition of the surface gravity and horizon angular velocity, eq. (2.30),
can be obtained.
Our D = n+ 3 dimensional metric ansatz is
ds2 =
N2(ρ, z)
n2
dρ2 −A(ρ, z)2dt2 + F (ρ, z)2(dφ−W (ρ, z)dt)2
+G(ρ, z)2dz2 +H(ρ, z)2qABdx
AdxB . (B.1)
We solve the Einstein equations for metric functions and the extrinsic curvature on ρ =
constant surface defined by
Kab =
n
2N(ρ, z)
gac∂ρgcb. (B.2)
The Einstein equations are decomposed on ρ = constant surface as
−R+K2 −KabKba −
(D − 1)(D − 2)
L2
= 0, (B.3)
∇aKab −∇bK = 0, (B.4)
n
N
∂ρK
a
b = −KKab +Rab +
D − 1
L2
δab −
1
N
∇a∇bN. (B.5)
The leading order solutions which are regular on the horizon are
A(ρ, z)2 =
A0(z)
2F0(z)
2 tanh2 ρ
F0(z)2 −A0(z)2Ctφ(z)2 tanh2 ρ
, (B.6)
F (ρ, z)2 = F0(z)
2 −A0(z)Ctφ(z)2 tanh2 ρ, (B.7)
W (ρ, z) =
F0(z)
2(1 −Ctt(z)) +A0(z)2Ctφ(z)2Ctt(z) tanh2 ρ
Ktφ(z)F0(z)2 −A0(z)2Ctφ(z)3 tanh2 ρ
, (B.8)
and
G(ρ, z) = 1− 2r0(z)
2
n
(R′′H(z)
RH(z) −
1
L2
)
log (cosh ρ), (B.9)
H(ρ, z) = RH(z)
(
1 +
2
n
log (cosh ρ)
)
. (B.10)
34
To satisfy the boundary conditions at ρ≫ 1, Ctt and Ctφ are found to be
Ctt(z) =
1
A0(z)2
Ctφ(z) =
F0(z)
√
1−A0(z)2
A0(z)
. (B.11)
Then we can see that the leading order solutions satisfy the boundary condition at ρ≫ 1
as
A(ρ, z) = 1 +O(e−ρ), W (ρ, z) = O(e−ρ). (B.12)
Furthermore the functions in this leading order solution should satisfy one equation coming
from the vector constraint (B.4) given by
d
dz
log
(
A0(z)Ctt(z)
r0(z)
)
− (1− Ctt(z)) d
dz
log
(
Ctt(z)
Ctφ(z)
)
= 0. (B.13)
This equation is rewritten by using eq. (B.11) as
d
dz
log (A0r0(z)) +
1−A0(z)2
A0(z)2
d
dz
log
(
A0(z)F0(z)
√
1−A0(z)2
)
= 0. (B.14)
We consider the 1/D corrections to the leading order solutions. Especially, by solving eq.
(B.5), we found that the 1/D correction to Kzz, say
(1)Kzz, has the following form
(1)Kzz =
C
(1)
zz
sinh ρ
+ δKzz(ρ, z), (B.15)
where C
(1)
zz is an integration function with respect to ρ-integration. δKzz(ρ, z) is a solution
coming from the integration of the source term at next-to-leading order. C
(1)
zz is used to
eliminate the divergence of O(ρ−1) in δKzz(ρ, z) at the horizon ρ = 0. Even though the
O(ρ−1) divergence is eliminated by the integration function, (1)Kzz cannot satisfy the
regularity condition at the horizon. Actually δKzz(ρ, z) has the following behavior after
eliminating O(ρ−1) divergence at the horizon
δKzz(ρ, z) = − r0(z) log ρ
(1−A0(z)2)A0(z)2F0(z)2ρ
×
[
F0(z)A
′
0(z) + (1−A20)A0(z)F ′0(z)
]2
+O(1). (B.16)
To satisfy the regularity condition on the horizon we should eliminate also this O(ρ−1 log ρ)
divergence. Then A0(z) and F0(z) should satisfy additional condition
F0(z)A
′
0(z) + (1−A20)A0(z)F ′0(z) = 0. (B.17)
This condition can be solved by
F0(z) =
√
1−A0(z)2
ΩHA0(z)
, (B.18)
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where we introduce an integration constant ΩH. Using this solution (B.18), eq. (B.14) is
reduced to the equation only for A0(z), and it can be solved by
A0(z) = 2κˆr0(z), (B.19)
where κˆ is an integration constant.
Let us summarize above results. We obtained additional condition (B.17) from the
boundary condition on O(1/D) corrections. By combining this additional condition with
the leading order vector constraint (B.14) we get the expressions of A0(z) and F0(z) in
terms of r0(z) and integration constants as eqs. (B.18) and (B.19). Using eq. (B.11) we
can see that eq. (2.30) is obtained by defining κ = nκˆ.
C Spheroidal harmonics at large D
We give some analysis for the spheroidal harmonics in the 1/D expansion. Let us consider
the massless scalar field equation
Ψ = 0, (C.1)
in the D = n+ 3 dimensional flat spacetime in the ellipsoidal coordinate given by
ds2 = −dt2 + r
2 + a2 cos2 θ
r2 + a2
dr2 + (r2 + a2 cos2 θ)dθ2
+ (r2 + a2) sin2 θdφ2 + r2 cos2 θdΩ2D−4. (C.2)
a is an oblateness parameter. The scalar field can be decomposed as
Ψ = e−iωteimφψ(r)S(θ)Yj . (C.3)
Yj is the spherical harmonics on S
D−4 with the angular momentum number j. Eq. (C.1)
becomes equations for ψ(r) and S(θ) as[
1
rn−1
∂rr
n−1∂r +
((r2 + a2)ω + am)2
r2 + a2
− a
2(j(j + n− 2))
r2
− Λ
]
ψ(r) = 0, (C.4)
and [
1
sin θ cosn−1 θ
∂θ sin θ cos
n−1 θ∂θ − (aω sin
2 θ +m)2
sin2 θ
− j(j + n− 2)
cos2 θ
+Λ
]
S(θ) = 0. (C.5)
Λ is the separation constant. The spheroidal harmonics, S(θ), is defined by the solution
of eq. (C.5). While there are numerical analysis [37] to find solution and eigenvalue of eq.
(C.5), but it is hard to obtain analytic solutions of eq. (C.5). Here we apply the large D
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expansion to solve eq. (C.5). At first we assume that the parameters in eq. (C.5) have
following orders at large D
ω = O(1), a = O(1), m = O(1), j = O(1), Λ = O(n). (C.6)
The reason for Λ = O(n) can be seen by considering a = 0 limit. At a = 0 eq. (C.5) is
reduced to the equation for the spherical harmonics. The equation at a = 0 can be solved
by S
(a=0)
ℓ (θ)
S(a=0)(θ) = cosj θ sin|m| θ 2F1(−kS , kS + |m|+ j + n/2, |m|+ 1; sin2 θ), (C.7)
with the separation constant
Λ(a=0) = ℓ(ℓ+ n). (C.8)
kS is given by
kS =
ℓ− j − |m|
2
. (C.9)
Then, at a = 0, the separation constant is O(n). The spheroidal harmonics becomes the
spherical harmonics at a = 0. Thus it is natural to assume Λ = O(n) also at a 6= 0.
The important observation is that the spherical harmonics (C.7) has the following large
D behaviors
S
(a=0)
ℓ (θ) = sin
ℓ−j θ cos jθ +O(1/n). (C.10)
Usually the spherical harmonics S
(a=0)
ℓ (θ) is understood as the function which has ℓ nodes.
This ℓ is the overtone number along θ direction. At large D limit the situation is changed,
and any nodes would disappear according to the large D limit solution (C.10). Instead
the quantum number ℓ can be read from the behavior only around θ = 0 as the degree of
vanishing as
S
(a=0)
ℓ (θ) = θ
ℓ
(
1 +O(θ, n−1)
)
. (C.11)
Although it is not still unclear why we can obtain the quantum number ℓ only by the
behavior around θ = 0, not by the behavior both at θ = 0 and θ = π/2, such behavior is
useful for the quasinormal mode analysis of the Myers-Perry black hole.
Next we consider the contributions by a 6= 0 to the spheroidal harmonics. Let us
assume that the spheroidal harmonics S(θ) is modified by the contributions from a and ω
as
S(θ) = S
(a=0)
ℓ (θ) (1 + δS(θ)) . (C.12)
Substituting this into eq. (C.5) and linearizing the equation with respect to δS(θ), we can
obtain the equation for δS(θ). The obtained equation, however, does not have a and ω
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dependences in its equation at the leading order of the large D limit. This is because the
contributions of a and ω are not leading order effects in eq. (C.5) in the 1/D expansion.
Thus δS(θ) can be set to zero also for the spheroidal harmonics S(θ) at the leading order
in the 1/D expansion. Hence the spheroidal harmonics has the following large D form
S(θ) = S
(a=0)
ℓ (θ) +O(1/n)
= sinℓ−j θ cos jθ +O(1/n), (C.13)
and the separation constant also becomes
Λ = ℓn
(
1 +O(n−1)
)
, (C.14)
where ℓ is non-negative integer. The quantum number along θ direction, ℓ, can be obtained
again only by the behavior around θ = 0. If one considers the 1/D corrections to the
spheroidal harmonics we can obtain the 1/D correction to the separation constant. In the
analysis of this paper we consider only the leading order results of the quasinormal modes,
so we do not pursue this analysis in more detail here.
D Detail analysis on the vector type perturbation
In this appendix we show the detail analysis of the vector type perturbation of the Myers-
Perry- black hole. The vector type perturbation on the Myers-Perry black hole is decom-
posed to
h(V )µν dx
µdxν = e−iωteimφ
[
f
(V )Sch
I Y
(V )j
A e
(I)e(A) +H
(V )
L Y
(V )j
AB e
(A)e(B)
]
, (D.1)
where the vielbein and the vector harmonics were defined in section 3. The decoupling
perturbation variables are defined by
F
(V )
0 =
cosh ρ√
1 + r0(z)2 sinh
2 ρ
f
(V )
0 − sinh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(V )
2 , (D.2)
F
(V )
2 =
cosh ρ√
1 + r0(z)2 sinh
2 ρ
f
(V )
2 − sinh ρ
√
1− r0(z)2
1 + r0(z)2 sinh
2 ρ
f
(V )
0 , (D.3)
and
F
(V )
1 = f
(V )
1 , F
(V )
3 = f
(V )
3 , F
(V )
L = H
(V )
L . (D.4)
The decoupling perturbation variables are expanded by
F
(V )
I =
∑
k≥0
(k)F
(V )
I
nk
, F
(V )
T,L =
∑
k≥0
(k)F
(V )
L
nk
. (D.5)
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Changing coordinate by R = cosh2 ρ, the perturbation equation at each order becomes
∂
∂R
R(R− 1) ∂
∂R
(k)F
(V )
0 −
(k)F
(V )
0
4R(R − 1) =
(k)S(V )0 , (D.6)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(V )
1 −
(k)F
(V )
1
4R(R − 1) =
(k)S(V )1 , (D.7)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(V )
2 =
(k)S(V )2 , (D.8)
∂
∂R
R(R− 1) ∂
∂R
(k)F
(V )
3 =
(k)S(V )3 . (D.9)
The boundary condition is the same with one of the scalar type perturbation, the in-
going boundary condition on the horizon (4.4) and decoupling mode condition (4.5) at
asymptotic infinity of near zone.
Leading order (k = 0) The regular solution at the leading order is
(0)F V0 =
(0)F V1 =
W(0)√
R(R− 1) ,
(0)F V2 =
(0)F V3 = 0. (D.10)
The leading order solution has an undetermined functionW(0) by the boundary condition.
Next-to leading order (k = 1) The regular solution at the next to leading order is
(1)F V0 =
W(1)√
R(R− 1) +
(1)Fˆ V0 ,
(1)F V1 =
W(1)√
R(R− 1) +
(1)Fˆ V1 , (D.11)
and
(0)F V2 =
(1)Fˆ V2 ,
(0)F V3 =
(1)Fˆ V3 , (D.12)
where terms with the hat come from the integrations of source terms. The next to leading
order solution has an undetermined function W(1) by the boundary condition again. At
this order we obtain the non-trivial condition for W(0) as
cos θ sin2 θ(1 + a2 cos2 θ)W ′(0)(θ)
+
[
−j(1 + a2 cos2 θ) + i cos2 θ(a4 cos2 θ(ω − i)− a3m cos2 θ
+ a2(cos2 θ(ω + i) + ω − 2i) + ω − am)
]
W0(θ) = 0. (D.13)
This condition can be solved explicitly as
W(0)(θ) =
cosj θ sin
(0)δVω θ
1 + a2 cos2 θ
, (D.14)
where
(0)δVω = −(1 + a2)(j − 1)− iam+ i(1 + a2)ω. (D.15)
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The harmonics condition on W0(θ) is eq. (4.18) as
(0)δVω = ℓ− j, (D.16)
and ℓ is parameterized by the non-negative integer kV by
ℓ = j + |m|+ 2kV . (D.17)
This harmonics condition gives the leading order QNM frequency for the vector type
perturbation by
ωVLO =
am
1 + a2
− i
(
j − 1 + ℓ− j
1 + a2
)
. (D.18)
Next-to-next-to leading order At this order we can obtain the solution and unde-
termined function in the same manner. Furthermore we find the non-trivial condition on
W(1)(θ). Although we omit the explicit form of it since it is not so illuminative, the solu-
tion of the non-trivial condition gives the following behavior around θ = 0 on the horizon
R = 1
F V(0) =
θδ
V
ω√
R− 1(1 +O(θ, 1/n
2)) (D.19)
where
δVω =
(0)δVω +
(1)δVω
n
. (D.20)
(0)δVω is given in eq. (D.15).
(1)δVω is
(1)δVω = a
2(−a2(j − 1)2 + 2ia(j − 1)m+ j2 − 2j −m2 + 1)
− a(2a(j − 1) + im log (1 + a2)) + ω(i(a2 − 1) log (1 + a2)
+ 2ia2(a2(j − 1) + iam+ j − 1)) + (1 + a2)2ω2. (D.21)
Then the harmonics condition gives
(0)δVω +
(1)δVω
n
= ℓ− j. (D.22)
This condition is solved by
ωV = ωVLO +
ωVNLO
n
+O(1/n2), (D.23)
where
ωVNLO =
2am
1 + a2
(
ℓ− 1 + a2(j − 1) + log (1 + a2)
)
− i
(
(j − 1)2 + (1 + a
2)(ℓ− j)(ℓ+ j − 2)− 2a2m2
(1 + a2)2
+
(
j − 1− ℓ− j
1 + a2
+
2(ℓ− j)
(1 + a2)2
)
log (1 + a2)
)
. (D.24)
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E Explicit forms of ci(θ) and di(θ)
The scalar type perturbation can satisfy the boundary condition on the horizon at the
next to next to the leading order if the integration functions are solutions of following
equations:
c1(θ)C
′′
(1)(θ) + c2(θ)C
′
(1)(θ) + c3(θ)C(1)(θ)
+ c4(θ)D
′′
(0)(θ) + c5(θ)D
′
(0)(θ) + c6(θ)D(0)(θ) = 0, (E.1)
and
d1(θ)D
′′′
(0)(θ) + d2(θ)D
′′
(0)(θ) + d3(θ)D
′
(0)(θ)
+ d4(θ)D(0)(θ) + d5(θ)C
′
(1)(θ) + d6(θ)C(1)(θ) = 0. (E.2)
Each coefficients are following:
c1(θ) =
cos2 θ sin3 θ
(
1 + a2 cos θ2
)
2 (1 + a2)5/2
, (E.3)
c2(θ) =
cos θ sin2 θ
2 (1 + a2)5/2
[
2a2 cos4 θ
(
a2(j − iω) + iam− iω + 2)
+ cos2 θ
(
a2(4j − 2iω − 5) + 2iam− 2iω − 2)+ 2j + 1], (E.4)
c3(θ) =
sin2 θ
2 (1 + a2)5/2
[
a2 cos6 θ
(
a2(j − iω) + iam− iω + 2)2
+ cos2 θ
(
a2
(
3j2 + j(−4 − 2iω) − 1)+ 2iajm+ j(−4 − 2iω) + 4)
+ cos4 θ
(
a4
(
3j2 + j(−6− 4iω)− ω2 + 6iω + 4)+ 2a3m(2ij + ω − 3i)
− a2 (m2 + 2 (2i(j − 2)ω + ω2 − 1))+ 2am(ω − i)− ω(ω − 2i))
+ j2 + 2j − 3
]
, (E.5)
c4(θ) = − sin
2 θ
(1 + a2)4 cos θ
[
cos2 θ
(
a2(−5j + 3iω + 2)− 3iam+ j + 3iω + 5)
+ cos4 θ
(
a4(−2j + 3iω + 3)− 3ia3m+ a2(j + 2iω + 1)− iω)
− ia2 (1 + a2)ω cos6 θ − 3j − 5], (E.6)
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c5(θ) =
sin θ
(1 + a2)4 cos2 θ (1 + a2 cos2 θ)
[
cos2 θ
(
a2
(
10j2 + 2j(8 − 3iω)− 7iω − 3)
+ ia(6j + 7)m− 2j2 + j(−19− 6iω) − 7iω − 9
)
+ a4
(
a2 + 1
)
ω cos10 θ
(
a2(2ij + 2ω − i)− 2am+ 2ω + 3i)
+ cos4 θ
(
a4
(
12j2 + j(−6− 16iω) − 3ω2 − iω − 9)+ a3m(16ij + 6ω + i)
− a2 (6j2 + 4j(7 + 3iω) + 3m2 + 6ω2 − 9iω + 2)
+ am(−2ij + 6ω − 9i) + j(5 + 4iω)− 3ω2 + 10iω + 4
)
+ a2 cos8 θ
(
a6
(
j2 + j(−3− 4iω)− 3ω2 + 4iω + 2)+ 2a5m(2ij + 3ω − 2i)
− a4 (2j2 + j(−2− 4iω) + 3m2 + 2ω(ω + i))+ a3m(−2ij + 2ω + i)
+ a2
(
8ijω + j + 5ω2 − 5iω − 2)+ am(−4ω + i) + ω(4ω + i))
+ cos6 θ
(
a6
(
6j2 + j(−12− 14iω) − 6ω2 + 10iω + 5)+ 2a5m(7ij + 6ω − 5i)
− a4 (6j2 + j(7 + 4iω) + 6m2 + 10ω2 − 15iω − 15) + 2a3m(−2ij + 5ω − 4i)
+ a2
(
2j(3 + 5iω)− 2ω2 + 3iω + 6)+ am(−2ω + i) + 2ω(ω − i))
+ 3j2 + 13j + 5
]
, (E.7)
d1(θ) = − cos θ sin
3 θ
(1 + a2)2 (1 + a2 cos2 θ)
, (E.8)
d2(θ) = − sin
2 θ
(1 + a2)2 (1 + a2 cos2 θ)2
[
3j + 1
+ cos2 θ
(
a2(6j − 3iω − 4) + 3iam− 3iω − 1)
+ a2 cos4 θ
(
3a2(j − iω − 1) + 3iam− 3iω + 1)], (E.9)
d3(θ) = − sin θ
(1 + a2)2 cos θ (1 + a2 cos2 θ)3
[
cos2 θ
(
a2
(
12j2 − 6ijω + j + iω + 3)
+ ia(6j − 1)m− 6ijω − 6j + iω − 1
)
+ a4 cos8 θ
(
a4
(
3j2 − 6ijω − 4j − 3ω2 + 5iω + 2)
+ a3m(6ij + 6ω − 5i) + a2 (−6ijω + 4j − 3m2 − 6ω2 + 2iω − 2)+ 3am(2ω + i)
− 3ω(ω + i)
)
+ a2 cos6 θ
(
a4
(
12j2 − 18ijω − 17j − 6ω2 + 15iω + 7) + 3a3m(6ij + 4ω − 5i)
+ a2
(−18ijω + 2j − 6m2 − 12ω2 + 13iω + 5)+ 2am(6ω + i)− 6ω2 − 2iω + 8)
+ cos4 θ
(
a4
(
18j2 + j(−17 − 18iω) − 3ω2 + 11iω − 1)+ a3m(18ij + 6ω − 11i)
− a2 (2j(4 + 9iω) + 3m2 + 6ω2 − 12iω + 10)+ am(6ω − i) + (−3ω + i)ω)
+ 3j2 + 5j + 1
]
, (E.10)
d5(θ) =
√
1 + a2 cos θ2 sin2 θ
(1 + a2) (1 + a2 cos2 θ)
, (E.11)
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d6(θ) =
cos θ sin θ
(
cos2 θ
(
a2(j − iω − 2) + iam− iω)+ j − 1)√
1 + a2 (1 + a2 cos2 θ)
. (E.12)
The coefficients c6(θ) and d4(θ) have very lengthy forms. They are written as
c6(θ) =
1
(a2 + 1)4 cos3 θ (1 + a2 cos2 θ)2
k=7∑
k=0
cˆ
(k)
6 cos
2k θ, (E.13)
and
d4(θ) =
1
(1 + a2)2 cos2 θ (1 + a2 cos2 θ)4
k=6∑
k=0
dˆk4 cos
2k θ, (E.14)
where
cˆ
(0)
6 = j
(
j2 + 8j + 12
)
, (E.15)
cˆ
(1)
6 = j
(
a2
(
5j2 − 3ijω + 23j − 10iω + 16)
+ ia(3j + 10)m− j2 − 3ij(ω − 5i)− 10iω − 28
)
, (E.16)
cˆ
(2)
6 = a
4
(
10j3 + j2(18 − 13iω)− j (3ω2 + 19iω + 8)− 2 (ω2 − 2iω + 4))
+ a3m
(
13ij2 + 6jω + 19ij + 4ω − 4i)− a2(5j3 + 5j2(9 + 2iω)
+ j
(
3m2 + 6ω2 + 44
)
+ 2
(
m2 + 2ω2 − 2iω + 4))+ am (−2ij2 + j(6ω − 17i) + 4ω)
+ j2(7 + 3iω) + j
(−3ω2 + 19iω + 20) − 2ω2, (E.17)
cˆ
(3)
6 = a
6
(
10j3 + j2(−4− 22iω) − j (11ω2 + 14)+ i (ω3 + 8ω + 8i))
+ a5m
(
22ij2 + 22jω − i (3ω2 + 8))+ a4(−10j3 + j2(−42− 9iω)
+ j
(−11m2 + (−19ω + 39i)ω) + i (3m2 + 4)ω + 3iω3 + 4ω2 + 8)
− ia3m (8j2 + 2j(19 + 9iω) +m2 + 6ω2 − 8iω − 4)+ a2(j2(22 + 13iω)
+ j
(
m2 − 5ω2 + 30iω + 34) +m2(4 + 3iω) + 3iω3 + 8ω2 − 4iω + 16)
− am(j(4ω − 6i) + (8 + 3iω)ω) + 3jω2 − 9ijω − 4j + iω3 + 4ω2, (E.18)
cˆ
(4)
6 = a
8
(
5j3 + j2(−10 − 18iω)− 3jω(5ω − 6i) + 3iω3 + 7ω2 + 8)
+ a7m
(
18ij2 + 6j(5ω − 3i) + (−14− 9iω)ω) + a6(−10j3 + j2(−6 + 4iω)
+ j
(−15m2 − 19ω2 + 28iω + 18)+m2(7 + 9iω) + 8iω3 + 15ω2 − 10iω + 32)
− ia5m (12j2 + 4j(5 + 4iω) + 3m2 + 16ω2 − 21iω − 12)+ a4(j2(24 + 22iω)
+ j
(
3m2 + 7ω2 − 10iω + 8)+m2(6 + 8iω) + 6iω3 + 7ω2 − 12iω + 16)
− a3m(14j(ω − i) + (4 + 5iω)ω) + a2
(
j
(
11ω2 − 20iω − 6)+m2(−1− iω)
− 3ω2 − 2iω − 8
)
+ am(3 + 2iω)ω + (−2− iω)ω2, (E.19)
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cˆ
(5)
6 = a
2
(
a8
(
j3 + j2(−3− 7iω) + j (−9ω2 + 10iω + 2) + ω (3iω2 + 6ω − 4i))
+ a7m
(
7ij2 + 2j(9ω − 5i) − i(−3ω + 2i)2)+ a6(−5j3 + j2(9 + 11iω)
− 3j (3m2 + ω(ω + 4i)) +m2(6 + 9iω) + 6iω3 + ω2 − 4iω − 8)
− ia5m (8j2 − 6j + 3m2 + 12ω2 − iω − 4)+ a4(2j2(5 + 9iω)
+ j
(
3m2 + 21ω2 − 32iω − 6) + 2i (3m2 − 1)ω − 17ω2 − 24)
+ a3m
(−2j(9ω − 5i) + 3iω2 + 14ω − 4i) + a2(5j(3ω − 2i)ω +m2(−2− 3iω)
− 6iω3 − 13ω2 − 16
)
+ 3am(1 + 2iω)ω + ω
(−3iω2 − ω + 2i)
)
, (E.20)
cˆ
(6)
6 = a
4
(
a8ω
(−ij2 − 2jω + ij + iω2 + ω)+ a7m (ij2 + j(4ω − i) + (−2− 3iω)ω)
+ a6
(−j3 + j2(3 + 6iω)− j (2m2 − 5ω2 + 12iω + 2)+m2(1 + 3iω) + (−7ω + 6i)ω)
− ia5m (2j2 + j(−5− 6iω) +m2 + 9iω + 4)+ a4(j2(1 + 7iω) + j (m2 + ω(16ω − 9i))
− 2m2 + ω (−6iω2 − 13ω + 4i))+ a3m (j(−10ω + 2i) + 9iω2 + 8ω − 4i)
+ a2
(
j
(
9ω2 + 4iω + 2
)
+m2(−1− 3iω) + ω (−8iω2 − ω + 2i))
+ 3iamω(2ω + i) + ω
(−3iω2 + 4ω + 4i)
)
, (E.21)
cˆ
(7)
6 = a
6
(
a2 + 1
)
ω
(
a4
(
ij2 + j(2ω − i) + (−1− iω)ω)+ a3m(−2j + 2iω + 1)
+ a2
(
j(2ω + 3i)− i (m2 + 2ω2 + 2iω + 2))+ am(−3 + 2iω)
− iω2 + 3ω + 2i
)
, (E.22)
dˆ
(0)
4 = −j(j + 2)2, (E.23)
dˆ
(1)
4 = j
(
a2
(−6j2 + j(−11 + 3iω) + 2iω − 8)− ia(3j + 2)m
+ j(5 + 3iω) + 2iω + 8
)
, (E.24)
dˆ
(2)
4 = a
4
(−15j3 + j2(−3 + 15iω) + j (3ω2 − 5iω + 2)− 2 (ω2 − 2iω + 4))
+ a3m
(−15ij2 − 6jω + 5ij + 4ω − 4i) + a2(j2(17 + 15iω) + j (3m2 + 6ω2 − 10iω + 26)
− 2 (m2 + 2ω2 − 2iω + 4))+ am(4ω + j(−6ω + 5i)) + j (3ω2 − 5iω − 4)− 2ω2, (E.25)
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dˆ
(3)
4 = a
6
(−20j3 + 6j2(3 + 5iω) + 2j (6ω2 − 15iω + 5)− iω (ω2 − 10iω − 4))
+ a5m
(−30ij2 − 6j(4ω − 5i) + 3iω2 + 20ω − 4i) + a4(6j2(3 + 5iω)
+ 4j
(
3m2 + 6ω2 − 10iω + 6) +m2(−10− 3iω)− 3iω3 − 20ω2 − 8iω + 16)
+ a3m
(
j(−24ω + 10i) + i (m2 + 6ω2 − 20iω + 12))+ a2(2j (6ω2 − 5iω − 9)
− 3i (m2 + 4)ω − 3iω3 − 10ω2 + 16) + 3iamω2 − iω3, (E.26)
dˆ
(4)
4 = −a2
(
a6
(
15j3 + j2(−22− 30iω) − 2j (9ω2 − 20iω + 1)+ 3iω3 + 16ω2 − 4iω + 8)
+ a5m
(
30ij2 + 4j(9ω − 10i) − 9iω2 − 32ω + 4i)+ a4(j2(−2− 30iω)
− 2j (9m2 + 18ω2 − 20iω + 2)+m2(16 + 9iω) + 9iω3 + 30ω2 + 8iω + 16)
− a3m (−36jω + 3im2 + 18iω2 + 28ω + 12i) + a2(j (26− 18ω2)+m2(−2 + 9iω)
+ 9iω3 + 12ω2 + 4iω + 16
)
+ am
(−9iω2 + 4ω + 8i) + 3iω3 − 2ω2 − 8iω + 8
)
,(E.27)
dˆ
(5)
4 = a
4
(
a6
(−6j3 + 3j2(3 + 5iω) + 2j (6ω2 − 10iω − 1) + ω (−3iω2 − 10ω + 4i))
+ a5m
(−15ij2 − 4j(6ω − 5i) + 9iω2 + 20ω − 4i) + a4(j2(−7 + 15iω)
+ 2j
(
6m2 + ω(12ω − 5i)) +m2(−10− 9iω)− 9iω3 − 16ω2 + 8)
+ a3m
(−2j(12ω + 5i) + 3im2 + 18iω2 + 12ω + 4i)+ a2(2j (6ω2 + 5iω − 7)
+m2(4− 9iω)− 9iω3 − 2ω2 + 4iω + 16
)
+ iam
(
9ω2 + 8iω − 8)
− 3iω3 + 4ω2 + 8iω + 8
)
, (E.28)
dˆ
(6)
4 = −a6
(
a6
(
j3 + j2(−1− 3iω)− 3jω(ω − i) + (2 + iω)ω2)
+ a5m
(
3ij2 + j(6ω − 3i) + (−4− 3iω)ω) + a4(j2(3− 3iω)
− j (3m2 + 6ω2 + 2iω + 2)+m2(2 + 3iω) + ω (3iω2 + 2ω + 4i))
− ia3m (j(−5 + 6iω) +m2 + 6ω2 + 4)+ a2(j (−3ω2 − 5iω + 2)
+ i
(
m2(3ω + 2i) + ω
(
3ω2 + 2iω + 4
)))
+ am(4− 3iω)ω + iω2(ω + 2i)
)
. (E.29)
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F Explicit form of δSω
The QNM condition for the scalar type perturbation of the Myers-Perry black hole is
δSω = ℓ− j. (F.1)
This condition can be rewritten as
δSω − ℓ+ j = 0⇔
F (ω)
G(ω)
= 0, (F.2)
where
G(ω) =
(
1 + a2
)3 [
a4(j − iω)2 + 2a3m(ω + ij)
− a2 (j(−2ℓ + 2iω + 4) + 2iℓω +m2 + 2ω2 − 4iω − 4)
+ 2am(iℓ+ ω − 2i) + (ℓ− iω − 2)2
]
, (F.3)
and
F (ω) = f5ω
5 + f4ω
4 + f3ω
3 + f2ω
2 + f1ω + f0. (F.4)
Each coefficient is
f5 = i
(
1 + a2
)5
, (F.5)
f4 = −
(
1 + a2
)4 (
a2(5j − 2) + 5iam+ 5ℓ− 6) , (F.6)
f3 = −i
(
1 + a2
)3 (
a4j(10j − 7) + 4ia3(5j − 2)m+ a2(j(20ℓ − 21)
− 9ℓ− 10m2 + 12) + 2ia(10ℓ − 11)m+ 10ℓ2 − 23ℓ+ 12), (F.7)
f2 =
(
1 + a2
)2 (
a6j2(10j − 9) + 3ia5j(10j − 7)m+ a4(3j2(10ℓ − 9)
− 6j (4ℓ+ 5m2 − 5)+ 2 (ℓ+ 6m2 − 4))− ia3m(j(57 − 60ℓ) + 27ℓ
+ 10m2 − 30) + a2 (30j(ℓ − 1)2 − 15ℓ2 − 30ℓm2 + 34ℓ+ 30m2 − 16)
+ 3ia
(
10ℓ2 − 21ℓ+ 10)m+ 10ℓ3 − 33ℓ2 + 32ℓ− 8), (F.8)
f1 = i
(
1 + a2
) (
5a8(j − 1)j3 + 2ia7j2(10j − 9)m+ a6j(5j2(4ℓ− 3)
− 3j (7ℓ+ 10m2 − 8)+ 4ℓ+ 21m2 − 12) − 4ia5m(−3j2(5ℓ− 4)
+ j
(
12ℓ+ 5m2 − 12) − ℓ− 2m2 + 3)+ a4(3j2 (10ℓ2 − 17ℓ+ 8)
+ j
(−27ℓ2 + ℓ (56 − 60m2)+ 51m2 − 24)+ 4ℓ2 + 3ℓ (9m2 − 4) +m2 (5m2 − 24))
− 2ia3m (−6j (5ℓ2 − 9ℓ+ 4)+ 15ℓ2 + 2ℓ (5m2 − 14)− 9m2 + 12)
+ a2
(
j
(
20ℓ3 − 57ℓ2 + 52ℓ− 12)− 11ℓ3 + ℓ2 (32− 30m2)+ 3ℓ (19m2 − 8)− 24m2)
+ 4ia
(
5ℓ3 − 15ℓ2 + 13ℓ− 3)m+ ℓ (5ℓ3 − 21ℓ2 + 28ℓ− 12)), (F.9)
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and
f0 = −
(
a2j + iam+ ℓ
)2 (
a6(j − 1)j2 + 3ia5(j − 1)jm
+ a4
(
3j2(ℓ− 1) + j (−4ℓ− 3m2 + 6)+ 2 (ℓ+m2 − 2))
− ia3m (j(7 − 6ℓ) + 5ℓ+m2 − 6)+ a2(j (3ℓ2 − 8ℓ+ 6) − 3ℓ2
− 3ℓm2 + 10ℓ+ 4m2 − 8)+ 3ia (ℓ2 − 3ℓ+ 2)m+ (ℓ− 2)2(ℓ− 1)). (F.10)
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