This optimal distribution of synaptic weights contained a majority of silent synapses and decayed strictly examined what can be deduced about the learning process from the distribution of synaptic weights. We monotonically (as a function of synaptic weight). The analysis identified two unsuspected computational roles analyze the perceptron, a prototypical feedforward neural network, and obtain the optimal synaptic weight for silent synapses-they are a necessary byproduct of optimal learning and of making storage reliable. The distribution for a perceptron with excitatory synapses. It contains more than 50% silent synapses, and this distribution resembled the recently reported distribution of synaptic weights for the cerebellar synapses between fraction increases with storage reliability: silent synapses are therefore a necessary byproduct of optimiz- 
Figure 1. The Purkinje Cell Perceptron
A binary input pattern represents action potentials in a subset of the N ϭ 150,000 granule cell axons (parallel fibers) contacting the Purkinje cell. The mean fraction of granule cells active in an input pattern is f. Each synapse has its own modifiable weight (peak somatic depolarization), w. The output is also binary and the fraction of input patterns eliciting an action potential is fЈ. We assume that the linear sum of the weights of active synapses is compared to the threshold (). The threshold stability parameter, , is associated with threshold. Storage requires responses to sum to values outside Ϯ .
and Albus (1971). The central element of the perceptron
to noise, or reliability, into the model, since noise must exceed in order to cause erroneous threshold crossings. is an association neuron that receives multiple modifiable synaptic inputs. It must learn to generate a stereotyped output in response to each given input pattern Experimental Testing of Model Assumptions Our model of the Purkinje cell as a perceptron assumes (set of active inputs). These associations are learned (stored) by modifying the synaptic weights during trainthat both inputs and output are binary and that synaptic inputs sum linearly on average (i.e., the summation is ing. Both the input patterns and outputs to be associated are imposed upon the perceptron. Analogously, the cerallowed to be noisy). We investigated the plausibility of this mode of synaptic integration using whole-cell ebellar cortex learns to associate sensory and contextual inputs with motor control outputs dictated by the voltage recordings from Purkinje cells in cerebellar slices. We elicited parallel fiber inputs using extracellular needs of the ongoing motor behavior. This learning involves plasticity of the granule cell-Purkinje cell synstimulation in the granule cell layer ( 
: an excitatory phase corresponding to monosynaptic was assumed to be binary (zero or one action potentials). Each input pattern involved activity in a random subset parallel fiber inputs, promptly truncated by disynaptic inhibition mediated by molecular layer interneurons, of the N ϭ 150,000 granule cells (Harvey and Napper, 1991) ; on average, a fraction f were active. A fraction which are themselves driven by parallel fibers. The effect of inhibition is clearly demonstrated by the application of fЈ of the associated outputs, also chosen at random, required emission of an action potential. We defined the a GABA A antagonist (picrotoxin, 100 M), which unmasks a slowly decaying monophasic EPSP. The duration of synaptic weights (w i ) as the peak somatic depolarization, since the axon hillock is thought to be the site of the net depolarization (in the presence of inhibition) was brief: for ‫1ف‬ mV depolarizations, full-width half-maxiaction potential initiation (Stuart and Hä usser, 1994) . Because the synapses are excitatory, we assumed the mum (FWHM, width at half-maximum amplitude) ϭ 1.8 Ϯ 0.5 ms (n ϭ 5). These depolarizations are likely to involve weights to be positive (or zero). The linear sum of the weights of active inputs was compared to the threshold, inputs from at least 15 granule cells . The briefness of the net depolarization is to be . In order for an association to be considered reliably stored, its input pattern had to sum to a mean greater compared with the membrane time constant of 52 Ϯ 24 ms (n ϭ 4; measured in the absence of picrotoxin), which than ϩ if an action potential was to be output or less than Ϫ if no action potential was required, where is often considered to represent the time of effective integration ( Figure 2C ). is the threshold stability constant. As discussed in more detail below, introduces the notion of resistance
We next examined how the excitatory and inhibitory interaction of two independent granule cell inputs. Figure 4A shows the family of responses obtained as the interval between the stimulations of the two granule cell inputs was varied. As expected, only coincident inputs were able to sum effectively. This is quantified in the graph of Figure 4B , which shows that the FWHM for summation was 2.4 ms (n ϭ 4). Finally, we investigated the nature of the summation when the inputs were coincident. The dashed line in Figure 4B indicates the prediction for linear summation of the inputs with synchronous stimulation. When the stimuli were simultaneous, the resultant response was 95% Ϯ 9% (n ϭ 5) of this linear prediction.
In summary, in the presence of feedforward inhibition, only coincident granule cell inputs can excite a Purkinje cell effectively. The window of net excitation is then sufficiently brief that it is unlikely that either Purkinje cells or granule cells (Chadderton et al., 2004) would emit more than one action potential during that time. This supports the assumption of binary inputs and output. Coincident inputs sum reasonably linearly, and this supports the linearity approximation in the perceptron model. as the number of input-output associations learned per synapse (i.e., normalized by N ϭ 150,000). Although the inputs were recruited, by recording synaptic responses derivation is involved, the family of optimal weight distriover a range of stimulus intensities ( Figure 3A) . The butions obtained is surprisingly simple. A specimen sospecimen traces suggest that inhibitory inputs are relution is shown in Figure 5A . The distribution decays cruited concomitantly with even the weakest of parallel monotonically from a maximum at zero weight. It in fact fiber inputs, and this was confirmed by measuring peak represents part of a Gaussian curve (the mean of the depolarization and hyperpolarization ( Figure 3B ) as a Gaussian is negative). To this Gaussian is added a function of stimulus intensity.
"spike" (Dirac delta function) of zero weight-silentThe form of the biphasic response to granule cell synapses. stimulation strongly suggests that only coincident inputs The distribution is specified by two composite parameters. The first is the average synaptic weight, will be able to sum effectively. This was tested using gives the scale of the fluctuations arising through the random activation of a fraction f of N synapses with average weight w. When ϭ 0, the distribution is a hemiGaussian and 50% of synapses are silent ( Figure 5B ). As increases, the Gaussian underlying the optimal distribution moves leftward and broadens, and a greater fraction of synapses becomes silent (inset, Figure 5B) .
We recall that represents the robustness of storage in the face of various sources of noise, such as errors of input patterns, synaptic variability, input jitter, membrane potential noise, and background synaptic activity. Given the (unknown) distribution of noise, the probability of erroneous output could be computed from (see Figure 5C ). Storage will be very reliable if the standard deviation (SD) of the noise is much smaller than , while it will be unreliable if the SD of the noise is of the same order or larger than . Through the influence of on , we can see how increasing the reliability of storage requires a further increase in the fraction of silent synapses ( Figure 5B) .
We conclude that a majority of silent synapses is required to attain maximal storage capacity. We stress that no ad hoc assumptions about the shape of this distribution were made in its derivation-the shape emerges from the requirement for optimality and the constraint that weights should be nonnegative.
Some insight into how silent synapses arise can be gained from simulated learning with the same model parameters, using an activity-dependent error correction learning rule (see the Supplemental Data [http:// 
Subcritical Distributions
We have so far considered the optimal weight distribution which applies at critical capacity. However, there which simply normalizes the distribution along the are several ways in which the Purkinje cell might not weight axis. The second is the fraction of silent synhave attained critical capacity. These include not having apses. This fraction of silent synapses is mostly concompleted training or having learned fewer associations trolled by the dimensionless reliability parameter, than possible. A characteristic feature of the corresponding subcritical weight distributions is that relief of the optimality constraint allows the silent synapses to ϭ of weights with average /fN. As more associations are parameters to systematic errors in the measurement of synaptic weights or the fraction of undetected synapses learned, additional constraints upon the distribution are introduced, causing it to broaden. Since the synaptic ( Figures 6B and 6C ). It is noteworthy that is insensitive to systematic errors of weight measurement. weights are constrained to be nonnegative, more and more synapses assume low weights. At critical capacity, We used the fit to constrain the values of the three remaining model parameters (Equations 1 and 2): the the distribution is fully constrained, and these synapses become "silent." fraction of active inputs f, threshold , and stability parameter . Since the fit provides two values and there are three unknowns, we plot the possible combinations Granule Cell-Purkinje Cell Synaptic Weights between these three parameters in Figure 6D . If we asConform to the Optimal Distribution sume that threshold is ‫01ف‬ mV, relative to the resting Having derived and analyzed the perceptron weight dispotential (Isope and Barbour, 2002), we obtain f ϭ tribution, we compared it to that measured experimen-0.0044 Ϯ 0.0006 and ϭ 0.78 Ϯ 0.08 mV. The effects tally for granule cell-Purkinje cell synapses. The experiof systematic errors of weight measurement upon these mental distribution was extracted from Isope and values can be predicted using Equations 1 and 2. Thus, Barbour (2002). That paper established a discrepancy f is proportional to 1/ w, while is less sensitive to this between the observed probability of detecting a connecerror, being proportional to √1/ w (for small f ). tion electrically ‫)%01ف(‬ and the predicted probability We also fitted a subcritical distribution to the experiof a synaptic connection existing ‫.)%05ف(‬ The latter mental distribution. It turned out that the best fit was prediction was based upon the detailed stereology of very similar to the critical distribution, suggesting that Napper and Harvey (1988a). It was deduced that ‫%08ف‬ the Purkinje cell operates near critical capacity. The of parallel fiber-Purkinje cell synapses did not generate parameter values obtained were ␣ ϭ (0.97 Ϯ 0.03)␣ c , detectable responses. See the Experimental Procew ϭ 0.016 Ϯ 0.002 mV, ϭ 0.80 Ϯ 0.07, and f ϭ 0.0042 Ϯ dures for a description of the experimental distribution 0.0005. The fit also provided an estimate of fЈ ϭ 0.37 Ϯ and of the fitting procedures. We fitted the optimal distri-0.05. The subcritical fit was carried out for various fracbution (i.e., at critical capacity) to the experimental distritions of silent synapses in order to test the influence of bution using a maximum likelihood method, fixing N ϭ systematic errors in this parameter. The resulting best-150,000 and fЈ ϭ 0.37 (see below), the latter having very fit values are illustrated in Table 1 . little influence upon the fit. The resulting best fit is shown superimposed upon the experimental weight distribution in Figure 6A . The parameter values of the best fit Deducing the Storage Capacity of the Purkinje Cell were the following: the reliability parameter was ϭ 2.0 Ϯ 0.3 (Ϯ standard error estimate) and the average The number of distinct input-output associations that are learned is of fundamental importance to Purkinje synaptic strength (including silent synapses) w ϭ 0.015 Ϯ 0.002 mV. We examined the sensitivity of these cell operation, since this is related to the number of . These studies generated two basic types of weight distribution.
Distribution of Compound EPSP Amplitudes Elicited by Input Patterns
The first of these is a bimodal distribution where weights cluster at the lower and upper bounds upon synaptic Our theory generates a simple prediction: in order to operate reliably in the presence of noise, compound weights (the bounds being necessary to prevent divergence of the weights). The second type, obtained with EPSPs elicited by learned patterns should be either significantly above threshold (when the pattern should elicit modified rules, is a unimodal distribution with a positive mode. an action potential) or significantly below it (in the opposite case). We calculated the distribution of compound The perceptron optimal distribution fits well that reported for granule cell-Purkinje cell synapses The activity parameters would be best studied in the framework of our predictions for the distribution of the compound EPSP amplitudes elicited by input patterns level of threshold, while the value for f could be evaluated by dividing the mean peak depolarization by w.
It is interesting to ask whether it will be possible to stems directly from the condition of optimality, with only test our theory by modulating fundamental quantities the exact fraction between 50% and 100% depending such as the amount of information learned by a Purkinje upon the parameter values; (2) over positive weights, cell. In particular, it is tempting to investigate the weight the distribution decays monotonically in all situations. distribution in young animals, i.e., before they have Thus, if either a majority of synapses are not silent or learned much. If the only difference was the number of the distribution is nonmonotonic, our conclusions would associations learned, we would predict lower numbers be invalidated. Conversely, since the perceptron optimal of silent synapses in the young than in the adult. Howdistribution is currently the only theoretical distribution ever, an alternative scenario would predict just the oppossessing these properties, satisfying these conditions posite: younger animals might have learned fewer assowould provide strong support for our theory.
ciations, but very reliably (see below). In this scenario, The first of these conditions is supported by the rethe animal would follow the curve of ␣ c versus of Figure  ported ). The optimal weight distribution for such a network is significantly more difficult to obtain mal weight distribution would be a complete Gaussian with a positive mean, and the storage capacity would and remains to be calculated. However, we expect that in this case optimizing information storage would also be doubled (Amit, 1989; Nadal, 1990 ). This raises the question of whether addition of interneuron IPSPs to lead to a majority of silent synapses, since each computational unit in the input layer (e.g., dendrite) would be granule cell EPSPs would allow effectively unconstrained weights in order to exploit this extra capacity. similar to the one-layer perceptron with positive weights modeled here.
In fact, the measured excitatory weight distribution is incompatible with this hypothesis for the function of the Several processes can be represented at least in part as a noise source, thereby influencing . Examples of interneuronal plasticity. Basically, because a majority of excitatory (granule cell-Purkinje cell) synapses are sithis would be membrane potential noise (even spontaneous activity: Hä usser and Clark, 1997), jitter, or errors lent, the distribution that would result from adding inhibitory weights to the excitatory weights could not be within learned input patterns. Other processes would effectively scale the synaptic weights or the threshold.
Gaussian and have a positive mean, irrespective of the distribution of the inhibitory weights and of how they This is the case for several background effects of inhibition: are added to the excitatory weights. Moreover, the summation aspect of this hypothesis would be difficult to • Shunting inhibition could perform a divisive reduction implement, because excitatory and inhibitory inputs are of excitatory inputs (decrease synaptic weights w i ).
not simultaneous (which would have made summing them easy and unavoidable), but temporally disjoint, • Hyperpolarizing inhibition could perform a subtractive with inhibition appearing to succeed and dominate excireduction of excitatory inputs (increase ).
tation (Figures 2-4). • Inhibition could increase noise (increase or de-
Consequences for Cerebellar Operation crease reliability).
The analytical nature of our theory allows us to identify In each case, the optimal weight distribution would still two novel roles for silent synapses: (1) a majority of contain a majority of silent synapses and would still silent synapses is a necessary byproduct of optimal decay monotonically. learning; (2) additional silent synapses are required for Paired-pulse facilitation of inputs could in part be repstorage reliability. These roles for silent synapses conresented by scaling the synaptic weights and . Until recently, it was generally considered that the time "silent synapses do nothing"). However, if a synapse exists, whether it is silent or not will clearly alter the scale of synaptic integration was set by the membrane time constant, which in slice preparations was often in postsynaptic neuron's behavior, so in this sense it is "doing something." Once a synapse has been silenced, the range 10-100 ms. Nevertheless, it was also recognized that this time constant would be reduced by synit is true that it could be removed without altering circuit behavior, but only if no new learning were required. caveat that it applies only to the fraction of granule cells New learning might require a silent synapse to adopt contributing to synchronous inputs. The benefit of the a nonzero weight. This condition provides a plausible sparse coding is to increase storage capacity, through explanation for the retention of silent synapses that is its effect on the reliability parameter : for a given stabilreported in the adult cerebellum (Isope and Barbour Figure 7A ). The synapses thought to be silent were eliminated, the storexistence of an optimal distribution requiring a majority age capacity for learning new associations or modifying of silent synapses is, however, independent of the granexisting associations would be reduced in proportion ule cell activity levels and is not specific to sparse cod-(i.e., to ‫%02ف‬ of the original capacity). Many studies of ing. In contrast, the high value for fЈ appears to confer behavioral models of cerebellar learning have confirmed little benefit in terms of information storage; this behavthat the cerebellar circuitry remains plastic in the adult.
ior may thus be imposed by the motor output requireAbout 50% of parallel fibers traverse the Purkinje cell ments. One such requirement might be rapid modulation dendritic tree without synapsing. The importance of this of firing rate in both directions, something that a high kind of "potential synapse" for plasticity has recently basal frequency makes possible. been emphasized in another context (Stepanyants et al., 2002 ). Here, it is possible that these unconnected Generalization of the Theory fibers represent synapses that existed initially, were siThe perceptron can be considered the "prototypical" lenced, and were then eliminated (though we are unlearning machine. Many of the analytical results obaware of any evidence for such elimination). In this case, tained for it can be generalized or extended to more N and the fraction of silent synapses should be incomplicated neural network topologies. The present opcreased in the fits. For N ϭ 300,000 and 90% silent timal weight distribution derives from such basic assynapses, we obtain f ϭ 0.0043 and ϭ 0.83. sumptions (excitatory synapses, optimality) that it is reaFitting the subcritical distribution to the experimental sonable to consider whether it might apply to other one led to the conclusion that the Purkinje cell operates excitatory connections. How do our two key predictions very close to critical capacity. We interpret this result of a monotonic weight distribution and a majority of as follows. It seems unlikely that a Purkinje cell implesilent synapses fit measurements for other synapses? ments a fixed or has the fixed capacity it would entail. 
