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ABSTRACT Hydrogenases catalyze the reversible oxidation of molecular hydrogen (H2), but little is known about the diffusion of
H2 toward the active site. Here we analyze pathways for H2 permeation using molecular dynamics (MD) simulations in explicit
solvent. Various MD simulation replicates were done, to improve the sampling of the system states. H2 easily permeates
hydrogenase in every simulation and it moves preferentially in channels. All H2 molecules that reach the active site made their
approach from the side of the Ni ion. H2 is able to reach distances of ,4 A˚ from the active site, although after 6 A˚ permeation is
difﬁcult. In this region wemutated Val-67 into alanine and perform newMD simulations. These simulations show an increase of H2
inside the protein and at lower distances from the active site. This valine can be a control point in theH2 access to the active center.
INTRODUCTION
Hydrogenases have received much attention due to their
potential to replace expensive platinum in conventional fuel
cells that catalyze the oxidation of hydrogen. Additionally,
these enzymes are being investigated as possibilities to pro-
duce molecular hydrogen, which is an ideally clean fuel.
Molecular hydrogen (H2) is the simplest molecule known,
and is very important from the energetic point of view. The
current process in which H2 is catalyzed is very expensive,
involving chemical catalysts as platinum. The H2 oxidation
reaction has E ¼ 413 mV at pH 7.0, 1 bar of H2 at 25C
(1), and since the pKa of the H-H bond is ;35 (2), the re-
action will not occur without the help of an external catalyst.
Binding of H2 to a transition metal can lower its pKa by as
much as 20–30 pK units (3–5), facilitating the heterolytic
cleavage. Presently, the preferred electro catalyst for appli-
cations in reversible hydrogen fuel cells is platinum, but it
is expensive, limited in availability and, in the long-term,
unsustainable. H2 evolution and/or consumption can be re-
versibly catalyzed by enzymes called hydrogenases (6).
Hydrogenases are natural catalysts that some organisms have
and use in the reversible conversion of molecular hydrogen
without the help of expensive metals such as platinum. Since
there are biological enzymes that produce H2 naturally, their
engineering to catalyze these reactions more efﬁciently is of
great interest.
Hydrogenases play a central role in microbial energy
metabolism, allowing microorganisms to use H2 as an elec-
tron source. There are various types of hydrogenases assisting
the reversible oxidation of H2, being mostly found in archaea
and bacteria, but also in eucarya (hydrogenosomes of pro-
tozoa and chloroplasts of green algae) (7). These enzymes are
classiﬁed according to the metal content of their active sites.
There are two types of hydrogenases, the FeFe and the NiFe
hydrogenases (the last includes NiFeSe) (7). Different
functions occur at different cellular locations: H2 evolution
is usually cytoplasmic, while H2 uptake is usually periplasmic
or at the membrane. Some microorganisms have two or more
different hydrogenases in different cell compartments, and
some of them are able to catalyze both H2 evolution and
oxidation. From the available data, FeFe hydrogenases seem
to be restricted to bacteria and eucarya, while NiFe-hydro-
genases seem to be present only in archaea and bacteria (7).
The particular hydrogenase studied here is of the [NiFe]
type, belonging to the sulfate-reducing bacteria Desulfovi-
brio gigas (Dg). It is localized in the periplasm, where it
catalyzes the heterolytic oxidation of molecular hydrogen to
two electrons and two protons. This hydrogenase is a
heterodimer with a large subunit of;62 kDa where the NiFe
active site is located (8). The small subunit has;26 kDa and
contains three iron-sulfur (FeS) clusters: one [3Fe4S] and
two [4Fe4S] clusters (8,9). The NiFe active site is linked to
the polypeptide chain by two thiolate bonds to the Ni atom
(terminal cysteines), and another two thiolate bonds that are
simultaneously bound to both the Ni and Fe atoms (bridge
cysteines) (10). Additionally there are three unprecedented
diatomic ligands bound to the Fe ion. These nonprotein
diatomic ligands are one CO and two CN (10,11), that keep
the iron in the Fe(II) state and low-spin during the entire re-
action mechanism (12,13). The NiFe center is located;30 A˚
below the protein surface, being accessed only by channels
that connect the metal center to the exterior (10,14). These
channels are mainly composed of hydrophobic residues and
although there is more than one channel, the active site is
only accessed by one of them. The three iron-sulfur clusters
are linearly placed in the small subunit with one [4Fe4S]
close to the active site, one [4Fe4S] close to the surface and
the [3Fe4S] in the middle of them. Due to their disposition
and chemical characteristics, the FeS centers are believed to
transport electrons between the active site and the surface
(14,15). This hydrogenase transfers the electrons to cyto-
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thought to occur through the distal iron-sulfur center located
at the surface (17).
The reaction occurring at the [NiFe] active site of this
protein is very difﬁcult to follow experimentally. Addition-
ally, the x-ray structure does not give enough information
about the active site geometry and nature in the various
oxidation states by which the enzyme passes during the
catalytic cycle. Spectroscopic studies (EPR (1,18–21) and IR
(10,22)) have identiﬁed at least six forms of the NiFe active
center. Three of these are EPR-active (paramagnetic) and are
called Ni-A, Ni-B, and Ni-C; the others are EPR-silent
(diamagnetic) and named Ni-SU, Ni-SI, and Ni-R. X-ray
absorption spectroscopy (XAS) indicated that no signiﬁcant
electron density changes are observed in the Ni atom after
the active site receives three electrons (23,24). EPR (25,26)
and ENDOR (12) experiments also show that the iron atom
remains diamagnetic (probably in the Fe(II) low-spin state)
in all enzyme forms. Another approach that can give more
information about the geometry/state of a particular Ni state
is quantum chemistry, but there are too many possible states
to make the results reliable (13,27–32). Despite the large
number of experimental and theoretical works on the various
NiFe metal center forms, there is still no agreement on the
best structural candidates for the different forms. The major
discussion involves charges, metal oxidation states, and the
degree and site of protonation.
The active site of this hydrogenase is buried inside the
protein and, as mentioned before, it is only accessed by
channels that connect the metal center to the exterior of the
protein. The approach ofmolecular hydrogen to the active site
is generally accepted as being made through the channels.
Though the channels’ end point is at the Ni side of the metal
center, there is no consensus about what happens, i.e., to
which metal H2 binds and is responsible for the heterolytic
cleavage of molecular hydrogen. Some quantum chemical
works (13,27,32) have proposed the Fe atom as the hydrogen-
activating metal, where the initial capture of the H2 takes
place. In 1997Dole et al. (26) proposed a catalyticmechanism
based on all available experimental data in which H2
activation occurs on the Ni atom. An Ni-H2 complex was
suggested in a molecular dynamics study (33), being also in
agreement with other works (34,35) in which the inhibition of
hydrogenase by exogenous CO was observed and where it
was concluded that H2 binds to the Ni atom. However, this
discussion remains open.
Gas access to the active site of a [NiFe]-hydrogenase was
examined in a previous modeling work (33). In that study a
number of approximations were made, namely the absence
of explicit solvent, a distance-dependent dielectric, and the
use of a locally enhanced sampling for the ligand dynamics.
While writing this article, it came to our knowledge another
work (36,37) where gas diffusion pathways were analyzed in
a Fe-hydrogenase, which is a structurally unrelated protein.
The exit paths of H2 and O2 were studied using an altered
locally enhanced sampling method. Both studies analyzed
exiting pathways from hydrogenases, with H2 being placed
at particular points, like the active site, and allowed to
diffuse.
The main aim of this work is to analyze possible pathways
of molecular hydrogen entering inside hydrogenase. This is
performed using molecular dynamics simulations in explicit
solvent and molecular hydrogen. We make no assumption on
the initial position of H2, which is placed outside the protein.
The entry of H2 was analyzed with several copies of H2 and
without locally enhanced sampling. This study includes the
detection of regions potentially involved in the control of H2
access to the active site. After identiﬁcation of these regions
a mutation trying to improve H2 access to the active site is
made and tested in silico.
METHODS
Structure preparation
The hydrogenase structure for D. gigas with PDB entry code 2FRV (10,14)
and 2.54 A˚ resolution was used. From the six molecules in the PDB ﬁle, the
one consisting of subunits S and L was chosen. The ﬁrst six residues of the
large subunit and the ﬁrst three of the small subunit show no electron density
and were not present in the PDB ﬁle. The missing residues from the large
and small subunit were not included in the calculations. Crystallographic
water molecules were included.
Choice of oxidation state
During the reaction with H2 this enzyme passes through various oxidation
states. To calculate partial charges for the metal centers using quantum
mechanical calculations we had to choose an oxidation state, which involves
knowing the center spin state, charge, and geometry for each metal center.
The NiFe center at the active site is the most problematic due to difﬁculties in
following experimentally the cleavage of H2. This reaction includes various
oxi-reduction and protonation/deprotonation steps that increase the com-
plexity of the system. Various quantum chemical studies (see (30) and
references therein) have been published concerning the reversible oxidation
reaction, but only a few works (13,31) have performed a comparison with
experimental data. We want to study hydrogenase in the oxidation state
previous to H2 binding to the NiFe active site for later oxidation to electrons
and protons. Following the proposals of Niu et al. (13), we chose the Ni-SIa
state, with the suggested charge, spin, and degree and place of protonation.
Concerning the three iron-sulfur centers, the choices are simpler, since
they only have two oxidation states. Unless otherwise stated, all iron-sulfur
centers were simulated in the oxidized form. There is some uncertainty about
the oxidation state of the middle center (Fe3S4) and for comparison one
simulation in each oxidation state (oxidized/reduced) was done. Since no
signiﬁcant differences were observed, all other simulations were performed
with this center in the oxidized state.
Parameterization of metal centers and H2
There were no published partial charges for the various metallic centers
of this protein, so we had to determine them using quantum chemical
procedures. For computational reasons, the structure centers used in these
calculations were taken from the crystallographic structure without any kind
of geometry optimization. Each center was built considering the side chains
(up to Cb) of the cysteines and histidines as part of the center. The bonded
parameters for the metal centers were taken or adapted from the 43A1
GROMOS96 force ﬁeld. Gaussian 98 (38) was used to calculate the
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electrostatic potential which was ﬁtted with RESP (39) to estimate partial
charges. Single-point calculations were performed using the B3LYP and
6-31G(d) basis set for all atoms, with the exception of metals (Ni and Fe)
where the 6-31G(2df) basis set was used. The active site was treated as
diamagnetic with Ni(II) and Fe(II), and a total charge of 2 (13,30) (ﬁnal
partial charges can be found in Supplementary Material). The two 4Fe4S
centers have a 12 charge in the oxidized state and are diamagnetic (15,40).
The 3Fe4S center was also considered in the oxidized form with a total
charge of 11 and treated as paramagnetic (40).
Lennard-Jones parameters for Ni and Fe were taken from the Universal
force ﬁeld (41).
We used the molecular hydrogen model of Hunter et al. (42). In this
model, molecular hydrogen is simulated as a three-point molecule with two
atoms and a dummy placed at their midpoint. Only the two atoms have mass
and only the dummy has nonzero Lennard-Jones parameters. All atoms/
dummy have partial charges, necessary to simulate the experimentally ob-
served quadrupole. The partial charges are 0.475 for the atoms, and 0.950
for the dummy, adding to a total charge of zero (neutral molecule). The bond
distance used is 0.7 A˚.
Reduction and protonation thermodynamics
To establish protonation states for ionizable residues to initiate the molecular
dynamics (MD) simulations, we calculate their titration behavior in the
protein. The joint binding equilibrium of protons was studied with a
combination of Poisson-Boltzmann (PB) and Monte Carlo (MC) methods.
This followed a procedure already described in previous works (43,44),
where details not reported here can be found. The PB calculations were
performed with MEAD v2.2.0 (45,46) using the GROMOS96 43A1 charge
set (47) for the atomic charges of normal residues, and with the calculated
atomic charges for the metal centers calculated in this work. The active site
charges were the ones obtained for the Ni-SIa state and the iron-sulfur
centers were set at the oxidized state. In the PB calculations, the ﬁnal grid
dimensions used were 100 3 100 3 100 A˚. The dielectric constant used in
the PB calculations for the protein and solvent was 20 and 80, respectively
(see (43,44,48) for a discussion of these values). The MC sampling was done
with the PETIT program (43,49) at pH 7.0. The N-terminal of subunits was
not allowed to titrate because of the missing residues in the beginning of
each subunit.
Molecular dynamics simulations
Molecular dynamics simulations were performed with the program
GROMACS version 3.1.4 (50). The GROMOS96 43A1 force ﬁeld
(47,51), was used together with the partial charges calculated here for metal
centers. The simulations were started from the x-ray structure (and the
corresponding V67A mutant) using the protonation states obtained from the
PB/MC calculation at pH 7.0, described in the previous section. The system
was solvated in a dodecahedral box where a minimum distance of 8 A˚
between the protein and the box walls was imposed. 100 H2 molecules were
randomly placed inside the simulation box, outside the protein, at the begin-
ning of each MD simulation. This number of H2 molecules corresponds to a
much higher concentration than the normal solubility of this gas in water.
However, the presence of H2 does not change the structural properties of the
protein (see below), and the use of this number of molecules is a necessity
for obtaining reliable statistics. Water molecules that were inserted by the
program GROMACS and were not present in the channels of the x-ray
structure were removed. The ﬁnal system had 15,982 water molecules and a
total of 55,745 atoms (55,743 for V67A mutant). The system was energy-
minimized with the steepest-descent method, for optimization of the
hydrogen atoms. A 105 kJ/(mol nm2) position-restraining force constant was
used in the minimization step.
The molecular dynamic simulations were performed using a heat bath
(52) at 300 K with separate couplings for the solute, solvent (water), and
molecular hydrogen using a coupling constant of 0.1 ps, unless otherwise
stated. All bonds were constrained with the LINCS (53) algorithm (including
the metal centers). The equations of motion were integrated using a time step
of 2 fs. Nonbonded interactions were treated with a twin-range method,
using group-based cutoffs of 8 and 14 A˚, updated every ﬁve steps. The
electrostatic forces thus truncated were corrected with a reaction ﬁeld (54)
using a dielectric constant of 54 (55), the dielectric constant of SPC water
(56) under these circumstances.
The initialization of each MD simulation was done in two steps. In the
ﬁrst one, a 50-ps simulation was run with all protein heavy atoms position-
restrained with a 105 kJ/(mol nm2) force constant and with initial velocities
taken from a Maxwellian distribution at 300 K and a temperature-coupling
constant between baths of 0.01 ps. In the second step, a 50-ps simulation was
run with all Ca atoms position-restrained with 105 kJ/(mol nm2) force con-
stant and a temperature-coupling constant of 0.1 ps. After this initialization,
the simulation continues with all atoms free. Conformations were saved
every picosecond for later analysis.
We simulated various MD replicates of the [NiFe] hydrogenase in a water
box with molecular hydrogen. Traditionally, only one long MD simulation
would be done, fromwhich datawould be obtained. In the ergodic hypothesis,
all accessible regions of the phase space of a systemwill be visited over a long
period of time, and so a single long simulationwould be enough. The problem
is that proteins are very complex systems, with multiple minima where the
system can become trapped during the simulation. The use of MD replicates
will not completely solve this problem, but a larger number of states will
be probably visited, improving the sampling of the system. Therefore, the
combination of time and ensemble averaging should help to decrease
sampling problems.
Selection of internal H2
The analysis of the molecular hydrogen inside hydrogenase is a rather
complex process, given the size of the data (100 H2 molecules per snapshot,
9000 snapshots per replicate, and six replicates). Moreover, there is no
obvious way of deﬁning what is inside or outside of the protein, which is
further complicated by the channels and multiple subunits involved. Our
approach was to use an internalization function f for each H2 molecule at
each snapshot. The function is obtained as: f ¼ +expðri=20Þ, where ri is
the distance between the center of the considered H2 molecule and an atom i
of the protein, with the sum over all protein atoms. Two cutoff values, fmin¼
16.5 and fmax ¼ 21.5, are then used to decide whether the H2 molecule is
inside or outside. For f . fmax the H2 molecule is considered to be inside,
and for f , fmin it is considered to be outside. For fmin, f, fmax, 12 points
are generated around the H2 molecule along the x, y, and z axes (six at 3 A˚
and another six at 6 A˚), and the function f computed to each of them. The H2
molecule is considered to be inside if more than half of these points have
f . fmax, or outside otherwise. Visual inspection shows that this procedure
and the chosen cutoffs give a reliable inside/outside classiﬁcation for the
H2 molecules.
Mutations performed
Residue 67 of the large subunit was mutated to an alanine. This mutant was
constructed by simply removing the exceeding atoms of valine to form an
alanine. New molecular dynamics simulations were then carried out for 9 ns
in the same way as the simulations for the wild-type, being submitted to the
same type of analysis.
RESULTS AND DISCUSSION
Stability of the simulations
Since there are no clear evidences about the oxidation state
of the middle iron-sulfur cluster for the active site oxidation
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state simulated here, we also perform another simulation
with this cluster in the reduced state. The root mean-square
deviation (RMSD) values obtained were similar to the ones
made with this center in the oxidized state, and there were no
signiﬁcant structural differences between these two states.
Given this result, the simulations presented here are all in the
oxidized form.
All six MD simulation replicates are very stable along
the 9-ns simulation time (Fig. 1 A), reaching RMSD values
,0.2 nm. One of these MD simulations was prolonged for
another 7 ns, and it continued very stable with the RMSD
values comparable to the ones at 9 ns (results not shown). In
general this system takes ;4–5 ns to stabilize. A control
simulation without H2 was also performed to compare the
relative stability of the hydrogenase with and without H2,
and the RMSD values were similar to the ones presented in
Fig. 1 A (results not shown). This indicates that the presence of
H2 on the simulation does not induce considerable changes
on the structure of the protein. If we perform an average of
the last 5 ns of each MD simulation (Fig. 1 B), we can see that
only small differences are observed between the various repli-
cates, and these are mainly located at the surface, as expected.
H2 molecules inside the protein
At the beginning of every simulation the 100 H2 molecules
are randomly placed outside the protein, as described in
Methods, and allowed to move freely. After a few picosec-
onds of MD simulation we can observe H2 molecules
entering the protein through the channels and it only takes
;0.2 ns for some of them to reach a distance of 15 A˚ from
the active site. Molecular hydrogen can easily enter in the
protein and move inside it. In Fig. 2 A, we can see the evo-
lution of H2 inside hydrogenase, along the six MD simula-
tion replicates. The average amount of H2 inside the protein
increases slowly until more or less 5.5 ns, where it stabilizes
at ;47 H2 molecules per hydrogenase. Another very im-
portant fact captured by our simulations is that H2 usually
remains inside after penetrating hydrogenase, evidencing a
preferential solvation inside the protein. This result may also
indicate that some regions inside the protein could work as
reservoirs, which is favored by the predominance of
hydrophobic residues at the channels (10,14).
Although H2 easily enters into the protein, it has some dif-
ﬁculties to approach the active site. If we look at the amount
of H2 molecules according to their distance to the active site
(Fig. 2 B), there is a very small number of molecules that
get close (within distances ,5 A˚) to the metal center. This
means that only a small number of hydrogen molecules are
able to reach the active site. A possible reason for this result
is that the time for the hydrogen to reach the active site needs
to be longer than the time period simulated here.
H2 probability density maps
Another way of looking at the molecular hydrogen inside the
protein is by the use of probability density maps, which can
give information about the regions more populated by H2.
The H2 probability density function was calculated with the
program PEGASUS (57), and can be viewed in Fig. 3, A and
B. From these two ﬁgures we can see that there is a con-
siderable amount of H2 at the surface of the protein, which is
understandable since a signiﬁcant amount of H2 remains
outside. Besides this we can also see H2 probability density
in the interior of the protein, inside the channels, and in other
small regions, into which H2 managed to penetrate. H2
clearly ﬁlls the protein channels, showing a path between the
surface and the active site. Furthermore, there is density near
the active site, pointing at its Ni ion side.
Molecular hydrogen pathways
We have already shown that H2 enters hydrogenase and that
it ﬂows through its various channels. Now we go a little
further and analyze if there is a preferential entry point which
may deﬁne preferred pathways for the H2 diffusion toward
the active site. H2 is able to penetrate hydrogenase by other
places other than the channels, like small cavities, but in all
these cases it never reaches the active site, nor even contacts
with the channels. Since all hydrogen molecules that get in
close contact with NiFe center come from the channels, we
will focus our attention on what is happening in the channels.
FIGURE 1 Analysis of the six MD rep-
licates of the wild-type Dg [NiFe]-hydro-
genase. (A) RMSD of Ca atoms in the 9-ns
MD simulations relative to the x-ray struc-
ture, one line per replicate. (B) Average
structure for eachMD replicate over the last
5 ns. The protein is represented as ribbons
and metal centers as spheres. Figure made
with PyMOL (61).
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The nomenclature for the hydrogenase channels used in this
work is shown in Fig. 3 B, where it can be seen that only the
A- and B-channels have direct connection with the NiFe
active site. Statistically the A-channel is the one registering
more entries of H2 molecules, 92, of which 19 (21%) reached
the active site. The B-channel has 62 entries, of which six
(10%) get near the active site. The C-channel reports the
lowest number of entries, with 52 H2 molecules, of which
only three (6%) reached the active site. These H2 molecules
can enter through one channel and move inside that channel,
jump between channels, or even get trapped in particular
regions inside the protein. One interesting fact is that in the
x-ray structure (10,14) and in the MD simulations, no water
molecules were observed in the A-channel, which can help in
the progress of H2 toward the active site.
Fig. 3 C shows some examples of the trajectories that
particular H2 molecules follow from the exterior of the
protein to the active site. These examples illustrate how H2
moves considerably inside and between the channels, and
how it can become trapped in some regions for diverse
periods of time. The example trajectories also illustrate the
fact that in all cases for which H2 reaches the active site, the
approach is made from the Ni side. This last result supports
the suggestion that H2 binds to Ni (33–35) and not to Fe, as
suggested in many quantum chemical studies (13,27,32).
To analyze the trajectories of all H2 in all MD simulation
replicates, we adopted a method based on the collisions
between H2 and the protein atoms. The approach was to
count the number of times each protein atom collides with
H2 molecules. The number of collisions for each protein
FIGURE 2 (A) Average number of H2
molecules inside wild-type hydrogenase
along time. (B) Number of H2 molecules
per picosecond according to their distance
to the active site, in selected intervals.
FIGURE 3 Analysis of the MD tra-
jectories of all six wild-type replicates.
Protein is represented as ribbons, metal
centers as ball-and-stick representation
in pictures A and B, and as gray spheres
in pictures C and D. Average probabil-
ity density maps of all wild-type repli-
cates, showing a general view (A) and
zoom near the active site region (B);
density is represented in mesh (the
orange highlight of part of the mesh
corresponds to one particular H2 mol-
ecule with a different behavior and is
intended for the discussion of the
results with the mutant). (C) Three H2
trajectories from MD, each represented
in sticks with a different color. (D)
Stereo image of the regions most prone
to have collisions with H2. The atoms
are color-coded using a blue-green-
yellow-red gradient indicating increas-
ing number of collisions. Important
channel residues are shown in ball-
and-stick representation. Large subu-
nits: I17, E18, V67, V110, F112, Y113,
H114, L115, H116, A117, L118,
W120, V121, V123, L161, L167,
I169, F170, A192, T193, Y196, L197,
L200, Q203, D260, L261, V264, Y379,
V390, V393, L397, V399, L404, L408, G409, T411, A412, and A413. Small subunits: R6, V9, Y11, T18, S21, E22, V24, L25, V32, I36, L37, D38, I40, M42,
H45, T47, L48, V69, V71, F155, V156, V159, and L163. Figure made with PyMOL (61).
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atom is then placed on its B-factor ﬁeld of the PDB ﬁle and
the structure is visualized. The result is presented in Fig. 3 D,
where channel residues are shown in ball-and-stick repre-
sentation. According to the color-coding it is possible to
observe some collisions on or near the protein surface, but
the majority of the collisions are registered inside the protein,
inside the channels. The region of the A-channel showing the
largest number of collisions is located near the junction with
the B-channel. For the B-channel, the region that most col-
lided with H2 was the one that contacts with the C-channel.
In the C-channel, there are two spots where a large number of
collisions were found: one (on the right) is an entry point to
the channel, and the other (on the left) is a region where H2
gets sometimes trapped.
V67A mutation
One of the objectives of this work was to ﬁnd possible
control regions or places where H2 gets trapped and based on
that, suggest mutations that could improve the activity of
hydrogenase. According to the results presented here until
this point, it is obvious that molecular hydrogen does not
have difﬁculties in entering the protein after a few picosec-
onds of the MD simulations (Fig. 2 A). Furthermore, it
reaches distances of 4 to 6 A˚ from the metal center a few
times (Fig. 2 B). Given the relative difﬁculty of reaching the
NiFe center it is reasonable to suppose that there are groups
controlling the access to the active site. Analyzing the
structure, we ﬁnd two interesting channel residues that are
close to the active site (Fig. 4). These residues are Glu-18 and
Val-67 of the large subunit, situated in the end part of the
channel (common to A and B channels). Recently a kinetic
and spectroscopic study on a [NiFe] hydrogenase from the
same genus has shown the importance of an homologous
glutamate, Glu-18, near the active site (58). When this
glutamate is mutated to another acidic residue like aspartate,
this causes a decrease in the proton translocation by ;50%.
If the mutation is to a glutamine, hydrogenase only transfers
electrons (58). With the glutamate being so important in the
proton transfer chain, valine seems to be a potential can-
didate to perform mutations in order to change molecular
hydrogen accessibility. For accomplishing this we need to
reduce the side-chain volume to decrease possible interfer-
ences with H2 progress toward the active site. Mutation to
alanine or glycine are two potential options, but given that
glycine can induce important, and difﬁcult to predict, struc-
tural changes in the protein, the choice was alanine.
Stability of the simulations with the V67A mutant
Following the same rationale used for the wild-type [NiFe]
hydrogenase, we perform four MD simulation replicates of
the V67A mutant of 9 ns each. Similarly to the wild-type,
these MD simulations with the mutant were also very stable,
as can be seen in Fig. 5A. The CaRMSDvalues of themutant
are ;0.15 nm, of the same magnitude as the ones from the
wild-type. Similarly to what happens in the simulations of
the wild-type, the stabilization of the protein occurs in the ﬁrst
4 ns, after which the RMSD values remain stable, with no
signiﬁcant changes until the end of the simulation. The anal-
ysis of the average structure of each MD simulation replicate
(Fig. 5 B) shows that they are all very similar, with very small
differences in some regions at the surface.
H2 evolution inside the V67A mutant
Similarly to the wild-type simulations, in the case of the
mutant, molecular hydrogen penetrates easily inside the
protein. The amount of H2 inside the protein (Fig. 6 A)
evolves in a different way when compared with the wild-type
(Fig. 2 A). In the latter, the number of H2 molecules rapidly
increases within the ﬁrst 3 ns, after which it suffers a slight
increase, stabilizing a few nanoseconds later. In the mutant, a
fast increase is also observed within the ﬁrst 2 ns, after which
it continues but with a smaller steepness until it stabilizes at
7 ns. In the ﬁnal part of the simulation the mutant has an
average of 53 H2 molecules inside, which is a little more than
what is observed in the wild-type. A close comparison of
both plots (Figs. 2 A and 6 A) shows that H2 takes longer to
enter the mutant protein, but in the end there are more H2
molecules inside the mutant than inside the wild-type.
The analysis of the number of H2 molecules, according to
their distance from the active site, was also performed (Fig. 6B).
Analogously to what is observed in the wild-type (Fig. 2 B),
H2 enters the protein and moves inside, but its approach
to the active site might be a slow process. The mutation of
Val-67 to Ala clearly facilitates the approach of H2, in-
creasing its amount between 4 and 7 A˚ as can be seen in Figs.
FIGURE 4 Important residues near the active site. The protein is shown in
ribbons, metal center in ball-and-stick representation, Glu-18 and Val-67 in
sticks, and channels and small cavities in mesh. Figure made with PyMOL (61).
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2 B and 6 B. Although this mutation increased the number of
H2 molecules above 4 A˚, at closer distances the wild-type
shows larger values. The explanation for this seems to lie in
one MD replicate of the wild-type, during which an
hydrogen molecule (HA) gets trapped near the active site
from 3 ns until the end of the simulation (9 ns). This behavior
will increase the average number of times that an H2
molecule is below a certain distance (4 A˚) relative to other
simulations, given that in all other MD simulation replicates,
mutant included, H2 approaches the active site and goes
away after a short period. In a more realistic situation, an H2
molecule should disappear upon reaching the active site,
simulating in this way its oxidation to electrons and protons.
These observations suggest that although the close approach
of H2 to the active site seems easier in the wild-type than in
the mutant, this difference may disappear or even be reversed
upon closer inspection. To conﬁrm this possibility, we
repeated the analysis for the wild-type but with the removal
of HA. The result of this change caused a decrease in the
histogram bars from the wild-type, mainly below 4 A˚ (Fig. 2
B), to values lower than those of the mutant (results not
shown). This indicates that the relatively large number of
times that H2 is observed in the wild-type very close to the
active site is only due to one molecule, HA. Considering that
the Val-67 side chain can move between 4 and 6 A˚ from the
active site, and looking at this region in Figs. 2 B and 6 B, we
can say that this mutation brought H2 closer to the metal
center. The Val-67 residue can be involved in the control of
hydrogen access to the active site, possibly working as a
gate. Besides controlling the entrance of H2, this valine side
chain can also be blocking the access of other larger gas
molecules, such as O2, to the active site.
H2 probability density maps of the V67A mutant
Molecular hydrogen probability density maps were also
calculated for the mutant and are shown in Fig. 7, A and B.
Comparing these probability density maps with the ones
calculated for the wild-type (Fig. 3, A and B), we can see that
they are very similar, with the exception of the region close
to the active site. Looking at this region, in the wild-type
(Fig. 3 B) we can see a probability density map colored
orange and another colored blue. The blue map is the same as
the one in Fig. 3 A, but without the HA molecule, and the
orange map is the probability density for the HA molecule
alone. This shows that HA alone is responsible for a con-
siderable H2 density near the active site. Comparing the wild-
type and V67A mutant density maps (Figs. 3 B and 7 B),
and looking at the region where the mutation was performed,
we can see some differences. The mutation induced an
increase in the H2 volume density in the mutated region.
Furthermore, if we look at the blue maps of Figs. 3 B and 7 B,
we can see more H2 density near the active site in the V67A
mutant than in the wild-type (except for the orange mesh in
Fig. 3 B).
Molecular hydrogen pathways in the V67A mutant
Trajectory analysis of individual H2 molecules shows that
they move considerably inside hydrogenase and in a similar
way to what is observed in the wild-type. A statistical
FIGURE 5 Analysis of the four MD
replicates of the V67A Dg [NiFe]-hydro-
genase mutant. (A) RMSD of Ca atoms in
the 9-ns MD simulations relative to the
x-ray structure, one line per replicate. (B)
Average structure for each MD replicate
over the last 5 ns. The protein is represented
as ribbons and metal centers as spheres.
Figure made with PyMOL (61).
FIGURE 6 (A) Average number of
H2 molecules inside the V67A mutant
along time. (B) Number of H2 mole-
cules per picosecond according to their
distance to the active site, in selected
intervals.
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analysis was also performed for the V67A mutant, in order to
ﬁnd out how many H2 molecules entered by each channel
and how many of those were successful in reaching the
active site. The mutant and the wild-type present some
differences in the number of times a gas molecule enters the
protein, but the overall behavior seems to be the same. A
signiﬁcant amount of H2 molecules penetrate the protein, as
already seen in Figs. 2 A and 6 A, but not all of them reach the
active site, and here there are some differences between the
wild-type and the V67A mutant. In the mutant, the channel
through which more H2 molecules entered is the A-channel,
with 65 entries, of which only 16 reached the active center,
indicating a percentage of success of 25%. The B-channel
registered 46 entries, of which 14 managed to get close to the
active center, signifying a success of 30%. The C-channel
reports the lowest number of penetrations, 32 entries, of
which only four succeeded in the approach to the active site,
indicating a very low success of 13%. These results indicate
that the large amount of H2 that enters hydrogenase comes in
through the A-channel, and this is also true for the wild-type.
This seems to be a preferable place of entry for H2, but we
cannot correlate it with the inherent success of reaching the
active site in each channel, because the H2 molecules move
considerably and can jump between different channels. On
the other hand, we cannot ignore the fact that the general
percentage of success in every channel of the mutant sim-
ulations is larger than the ones in the wild-type. The mutant
shows a percentage of success of 24%, while in the wild-type
the success is only 14%. This indicates that H2 has more
success in reaching the active site in the mutant than in the
wild-type, suggesting that the mutation favored the approach
of H2 to the active site.
The same procedure used for the wild-type to map H2
collisions to protein atoms (as B-factors) was followed in the
mutant analysis. The result of this mapping to the V67A
mutant is shown in Fig. 7 C, and the channel residues in ball-
and-stick representation are the same shown in Fig. 3 D for
the wild-type. There are several small variations between the
two ﬁgures, but there is one important difference that can
distinguish both sets of simulations. This difference resides
close to the active center, more precisely in the region where
the mutation was performed. If we compare Figs. 3D and 7 C
while focusing on the ﬁnal part of the channel near the active
site, we ﬁnd that the number of collisions between H2 mol-
ecules and protein atoms is larger in themutant simulations, as
evidenced by the color-coding. This suggests that the V67A
mutation facilitates the access of H2 to the active site.
The factors preventing the ﬁnal approach (or more
correctly said, making it a low probability event) can be
manifold, and the complexity of the active site zone prevent
us from making deﬁnite conclusions. One possible reason is
the conformation of the side chain of Arg-463 from the large
subunit, which is very near the active site.
Recent mutation studies on similar proteins
Recently, two experimental works (59,60) were published
focusing on hydrogenase activity in the presence of molecular
FIGURE 7 Analysis of the MD trajectories of all four
V67A mutant replicates. Protein is represented as ribbons,
metal centers as ball-and-stick representation in pictures
A and B, and as gray spheres in picture C. Average
probability density maps of all V67A mutant replicates,
showing a general view (A) and zoom near the active site
region (B); density is shown in mesh. (C) Stereo image of
the regions most prone to have collisions with H2. The
atoms are color-coded using a blue-green-yellow-red
gradient indicating increasing number of collisions. Im-
portant channel residues are shown in ball-and-stick
representation (see legend of Fig. 3 for more details).
Figure made with PyMOL (61).
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oxygen. The authors investigated oxygen sensitivity of two
different regulatory [NiFe] hydrogenases, mutating residues
in the gas access channel, near the active site. Two bulky
residues were substituted by smaller ones and the results of
one work (59) suggest that the mutations rendered the
enzyme O2-sensitive. On the other hand, Duche´ et al. (60)
have slight different results relative to mutations of the same
type in a similar regulatory [NiFe] hydrogenase from another
organism. Their results suggest that, in vivo, the mutant is
O2-insensitive, exhibiting the same hydrogenase activity as
the wild-type. Both these works analyzed different types of
[NiFe] hydrogenases from different organisms, and different
from the one studied here. In the present work we tested
another mutation in which a leucine near the active site was
mutated to an alanine (L115A) to increase the size of the
channel, and the results were different from what could be
expected. After a small period of simulation time, some
residues (Ile-17 and His-114) in the vicinity of the mutation
started to move considerably and they ended turning to the
channel, reducing its size (results not shown). Hence, in this
case, the performed mutation did not produce the desired
effect, but rather the exact opposite.
CONCLUSIONS
The work presented here aims at analyzing possible paths
followed by molecular hydrogen (H2) toward the active site
and also to ﬁnd protein regions potentially controlling its
passage. To improve sampling efﬁciency, various MD
simulation replicates were used. The ﬁrst conclusion that
can be taken from this work is that molecular hydrogen easily
enters the protein through the three main channels. In every
simulation done, H2 penetrates hydrogenase very early in the
simulation, and at the end about half of the H2 molecules are
inside the protein. This amount is slightly larger in the V67A
mutant when compared to the wild-type. The simulated time
interval is enough to observe H2 in close contact with the
active site. These contacts can be detected at various stages in
the different replicates and the corresponding residence times
are usually short. In all cases, molecular hydrogen approaches
the NiFe active center through the Ni side. This ﬁnding has
important mechanistic consequences, suggesting that the
initial site for H2 cleavage is the Ni (26,33–35) and not Fe
(13,27,32), as suggested by some authors.
Molecular hydrogen enters hydrogenase mainly by the A-
and B-channels, with a preference for the A-channel, in both
thewild-type and theV67Amutant. The approach ofH2 to the
active site is not easy, especially at the end part of the channel,
which contacts with the metal center. Mutation of Val-67,
which is close to the active site, to an alanine increased the
channel volume in that zone. As a consequence the approach
of H2 to the active site was improved by facilitating its prog-
ress in the ﬁnal part of the channel, suggesting that this residue
may be a control point in the catalytic mechanism of [NiFe]-
hydrogenase. Additionally, it may also be a controlling
element on the access of oxygen to the active site, where it can
inhibit catalysis.
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