Please cite this article as: Cherukara, M.T., Stone, A.J., Chappell, M.A., Blockley, N.P., Model-based Bayesian inference of brain oxygenation using quantitative BOLD, NeuroImage (2019), doi: https:// doi.org/10.1016/j.neuroimage.2019.116106. This is a PDF file of an article that has undergone enhancements after acceptance, such as the addition of a cover page and metadata, and formatting for readability, but it is not yet the definitive version of record. This version will undergo additional copyediting, typesetting and review before it is published in its final form, but we are providing this version to give early visibility of the article. Please note that, during the production process, errors may be discovered which could affect the content, and all legal disclaimers that apply to the journal pertain. methodology rely on fitting a linear model to log-transformed data acquired using an 5 Asymmetric Spin Echo (ASE) pulse sequence. In this paper, a non-linear model 6 implemented in a Bayesian framework was used to fit physiological parameters to 7 ASE data. This model makes use of the full range of available ASE data, and 8 incorporates the signal contribution from venous blood, which was ignored in 9 previous analyses. Simulated data are used to demonstrate the intrinsic difficulty in 10 estimating OEF and DBV simultaneously, and the benefits of the proposed non-11 linear model are shown. In vivo data are used to show that this model improves 12 parameter estimation when compared with literature values. The model and analysis 13 framework can be extended in a number of ways, and can incorporate prior 14 information from external sources, so it has the potential to further improve OEF 15 estimation using sqBOLD. 16 17 18 3
Introduction 1
Quantitative measurements of the BOLD signal can be used to non-invasively 2 construct maps of parameters related to brain metabolism, which have been shown 3 to be useful in clinical assessment of stroke (Seiler et where ( is the proton gyromagnetic ratio, )* is the susceptibility difference between 2 the tissue and deoxyhaemoglobin contained within blood vessels, and +, is the 3 fractional haematocrit. This model assumes that deoxyhaemoglobin is the dominant 4 source of magnetic susceptibility. Therefore, the presence of an additional source of 5 susceptibility, such as myelin in white matter or iron deposited in deep grey matter 6 structures, will confound estimates of OEF and DBV. This has previously been 7
shown to result in the overestimation of and DBV (Stone and Blockley, 2017) . 8
Hence the following analyses are restricted to grey matter. 
where C D and D are Fresnel functions, and 8
10
A recently proposed analytical model describes the blood signal under the motional 11 narrowing regime. This is valid because the size of a red blood cell is significantly 12 smaller than the distance a spin in the plasma will diffuse during time TE. The signal 13 in this regime is (Berman et 
2
The total signal measured from a voxel in this two-compartment model (2C) is the 3 sum of the signal from each compartment, weighted by their apparent volume 4 fractions. Apparent DBV, denoted X , is given by: 5
where Y ? is the steady-state magnetization of the blood (which depends on its 0 $ 8 and the sequence parameters TR, TE, and TI), and Z ? is the relative spin density of 9 blood (He & Yablonskiy, 2007) . Total 2C signal is therefore given by: 10
12 where is the signal without any transverse relaxation (at = 0). This can be used 13 as a forward model in a Bayesian framework to infer parameter distributions for 14 either OEF and DBV, or and DBV (with OEF calculated from those parameters 15 afterward). A model such as this expected to have most value in voxels which have a 16 relatively small blood volume and where this additional compartment can correct for 17 the presence of intravascular signal. In the presence of larger blood volume 18 fractions, whilst the intravascular signal would be appropriate, the assumption of the 19 extravascular signal model (Eq. 1) would be invalidated (Yablonskiy & Haacke, 20 1994 with parameters b, a posterior probability distribution of those parameters can be 3 formed by combining prior beliefs about the parameter with some observed data c: 4
6 where d b|c, ℳ is the posterior probability of the parameters, d b|ℳ is the prior, 7 d c|b, ℳ is the likelihood of the data, given the parameters and the model, and 8 d c|ℳ is the evidence for the data, given the model. Often, analytically evaluating 9 the posterior is impossible. It can, however, be easily sampled in a uniform pattern 10 using a grid search. Though exact, this method is wasteful and prohibitively time-11 consuming in high dimensional space. Table 1 . 25 26 In order to assess the differences between the OEF-based and -based models 27 (Equations 3 and 4 respectively), a single simulated dataset (OEF=40%, DBV=3%) 28 was analysed in a grid search scheme. The posterior probability of each pair of 29 values in the intervals -./ ∈ h20%, 70%k and ∈ h0.3%, 15%k, given the 2C 30 model, was evaluated. The OEF-based and -based models were compared in 31 their accuracy of DBV estimation by marginalizing over OEF and respectively. 32
Whilst the grid search technique is prohibitive for analysis of in vivo data, it enables 1 direct comparison of parameter distributions to determine separability. Grid searches 2 were used to determine which of the OEF-based or -based models were more 3 suitable, based on whether OEF-DBV or -DBV distributions were more separable. 4
5
The full set of simulated data were analysed in a VB scheme, using the Fast ASL 6 and BOLD Bayesian Estimation Routine (FABBER) (Chappell et Table 2 . 10
The effect of different e and f were investigated in order to choose values that 11
would not bias the results in the case of very different (e.g. pathological) true values. In vivo ASE data were analysed using the L model, implemented in MATLAB, and 13 the -DBV 1C and 2C models in VB both with and without spatial regularization. 14 The 1C and 2C models were fit to data for all 24 values; whereas the L model only 15 applies to = 0 and > 9 (for a total of 14 data points Priors and initial posteriors were defined using literature mean values and the 1 standard deviations determined from testing simulated data (see Section 4.1). These 2 are given in Table 2 . Mean grey matter parameter estimates were compared for 3 each analysis method, for each subject and across the group. Under spatial 4 regularization, each voxel's prior was defined by aggregating the posterior 5 distributions from the 6 adjacent voxels, across 10 iterations. This imposes a degree 6 of spatial smoothness in the parameter distributions. 7 8
To determine similarity, estimates were subjected to a two-way ANOVA test to 9 determine whether the group means for each method were equal. In the case of 10 significantly different group means, the Tukey-Kramer (honestly significant 11 difference) method was used to perform pairwise comparisons. 12 
13
In a Bayesian framework, it is also possible to assess goodness of fit using the least precise values that consistently produce reasonable results, although using an 31 even broader f is not detrimental. Using these f , the choice of prior mean e 1 was also investigated by testing extreme values. The error in and DBV estimates 2 was calculated using each combination of e and e , and the standard 3 deviation of these was 0.76 s -1 for , and 0.47% for DBV, showing that the choice of 4 e does not significantly bias the results. 5 6 Simulated data were also used to determine the optimal transition point between the 7 two asymptotic regimes, as a function of . This was calculated for each simulated 8 OEF and DBV value, in intervals -./ ∈ h20%, 70%k and ∈ h0.3%, 15%k. 9
Averaging across the entire parameter space, the optimal transition point was found 10 to be 1.76 ⁄ . This value was used in all further analysis of simulated and in vivo 11 data, for all models. Across the range of data simulated -./ ∈ h20%, 70%k and ∈ h0.3%, 15%k, the 29 1C and 2C models performed similarly well; however, in the high DBV regime 30 ( > 10%), the 2C model estimated both and DBV more accurately than L or 31 1C models.
error was 14±3% lower with 2C estimation (n < 0.001, based on a 1 one-sample t-test), and DBV error was 24±9% lower (n < 0.05). DBV were lower in spatially-regularized VB, but were not statistically significant. At 28 the intra-subject level, the improvements of VB were statistically significant in all 29 subjects for , and in 4 of 7 subjects for DBV and OEF (based on an F-test with 100 30 degrees of freedom). Spatially regularized VB made a significant improvement in the 31 variances of all parameters across all subjects. This effect can be seen in the relative 1 number of voxels which contain values that are not physically plausible, such as 2 those with OEF or DBVs greater than 100%. Across the group, the proportion of grey 3 matter voxels with OEF estimates greater than 100% was 33.7% under VB without 4 spatial regularization, compared to 8.6% with spatial regularization (under the L 5 model, the proportion was 18.8%). Figure 4 illustrates this improvement. Using the 6 2C model also resulted in a decrease in the proportion of voxels with OEFs or DBVs 7 above 100% (17.7% and 8.1% without and with spatial regularization, respectively). Table S1 (which parallels Table 4) shows the results of inference 2 using the 2C model, with an assumed +, of 0.34. DBV estimates were higher under 3 the spatially-regularized 2C model with +, = 0.34, which is to be expected given the 4 dependence on +, in the intravascular compartment model's field inhomogeneity 5 parameter I (Equation 11 ). OEF estimates were also higher with a lower +, for the 6 2C model, both with and without spatial regularization. As expected, there was no 7 difference in or DBV estimates based on +, using the L or 1C models (not 8 shown). Therefore, the OEF estimates from the L or 1C model were scaled as the 9 ratio of the +, values i.e. ~17% increase in OEF with +, = 0.34. between the parameters, providing the opportunity to accurately estimate them 18 simultaneously. Furthermore, the distribution is relatively smooth and symmetrical in 19 both the and DBV dimensions, so the assumption of a multi-variate normal 20 distribution is reasonable, making these parameters suitable for VB analysis. 21 
22
Simulated ASE-qBOLD data were used to optimize parameters for VB inference. In 23 particular, prior standard deviations were chosen that resulted in the most accurate 24 estimation across a broad range of OEF values (from 20% to 70%, encompassing 1 both healthy and pathological values (Marchal et al., 1992) ) and DBV values (from 2 0.3% to 15% (Roland et al., 1987) ). The prior mean values were chosen based on 3 relevant prior work (Stone & Blockley, 2017 ). It would also be possible to use values 4 from other imaging modalities to define prior means. For example, a hyperoxia 5 experiment could be used to estimate venous cerebral blood volume in grey matter 6 (Blockley et al., 2013), which could be used to inform the prior on DBV. It was, 7
however, shown that significantly changing the prior means does not have a 8 detrimental effect on the accuracy of parameter estimation. This is to be expected 9
given the deliberate choice of broad standard deviations for the priors, 10
11
Simulated data with a range of SNRs were also used to compare least-squares 12 fitting of a log-linear model with VB inference on the asymptotic qBOLD model with 13 one or two compartments. The model used for the second (intravascular) 14 compartment is one that accounts for the fact that spins inside blood vessels diffuse 15 over a significantly greater distance than the size of a red blood cell in TE, so they 16 are in the motional narrowing regime (Berman & Pike, 2017) . Figure 3 showed that 17 VB inference using the 1C or 2C models produced OEF estimates that were 18 significantly more accurate than the L model at SNRs below 100, and estimated both 19 OEF and DBV more accurately than the 1C and 2C models fit using least squares 20 regression. Though LS regression of the 2C model estimated more accurately 21 than other methods, it also performed worse in DBV estimation, leading to poorer 22 OEF estimates overall, compared with the VB implementation of the same model. 23 
24
Across all parameters, there was not a substantial difference in performance 25 between the 1C and 2C models. This is likely to be because in voxels with normal 26 DBV, the intravascular compartment contributes a very small amount to the overall 27 signal, and so could potentially be ignored. Similarly, additional analysis showed that 28 the 1C and 2C models were more accurate at estimating and OEF on sparser 29 data, particularly at low SNR (see Supplementary Figure S1 ). The difference in OEF 30 error between L and 2C models in Figure S1 is greater than in Figure 3 ., suggesting 31 that the use of this analysis framework is even more important when used with 1 shorter acquisition times, such as in a clinical protocol. The same analyses were applied to GASE data from 7 healthy subjects, and grey 11 matter mean parameter estimates were compared at the group level. Statistically 12 significant differences were found between the L model and 1C and 2C models in inhomogeneities, which improves the physiological specificity of estimation, but 25 does not perfectly remove them, which may explain why DBV estimates are higher 26 than those obtained after retrospective magnetic field gradient correction 27 (Yablonskiy, 1998) . 28
29
The clinical utility of OEF estimation is primarily in quantitative inter-subject and inter-30 regional comparisons. The group level standard deviation of OEF among young 31 healthy subjects reported here was similar to, or smaller than, those of other 32 methods. Normalized variance, accounting for differences in mean OEF, is lower 1 under spatially regularized VB than other methods. This suggests that the 2C, 2 spatially regularized method proposed here may be useful in identifying differences 3 across a population. Similarly, OEF is expected to be uniform across the healthy 4 brain, and the spatially regularized 1C and 2C models produced smooth maps. 5
These methods may, therefore, be useful in identifying regions of altered OEF, such 6 as the ischaemic penumbra, by comparison with healthy tissue. estimates tend to be higher than literature values, leading to lower OEF estimates. 6
These differences could be the result of motional narrowing effects in the tissue 7 compartment. Further work is required to determine whether these measurements 8 can provide clinically relevant information without further correction. In addition, 9 alternative qBOLD techniques, including those that use data acquired by other 10 modalities such as GESSE, could be analysed in the same VB framework, in order 11 to produce a comparison between the various methods for measuring (and 12 hence, OEF) in vivo. Comparing other methods of OEF estimation (such as TRUST), 13 or DBV estimation (using hyperoxia BOLD), in the same subjects, would also be very 14 useful for validation. 15 
16
The method presented here estimates parameters more accurately from simulated 17 data, and leads to significantly less variance at the intra-subject level in vivo. Table S1 . Parameter estimates of , DBV, and OEF using the 2C qBOLD model, 10 with +, fixed to 0.34 (as opposed to +, =0.40 as in Table 4 ). The table shows grey 11 matter mean ± grey matter inter-voxel standard deviation, for 7 healthy subjects, and 12 group mean ± group standard deviation. The results of and DBV estimates for the 13 L and 1C models (not shown) are the same as those in Table 4.  14   15   16 
