Abstract. This is the first paper in a general program to automate skein theoretic arguments. In this paper, we study skein theoretic invariants of planar trivalent graphs. Equivalently, we classify trivalent categories, which are nondegenerate pivotal tensor categories over C generated by a symmetric self-dual simple object X and a rotationally invariant morphism 1 → X ⊗ X ⊗ X. Our main result is that the only trivalent categories with dim Hom(1, X ⊗n ) bounded by 1, 0, 1, 1, 4, 11, 40 for 0 ≤ n ≤ 6 are quantum SO(3), quantum G 2 , a one-parameter family of free products of certain Temperley-Lieb categories (which we call ABA categories), and the H3 Haagerup fusion category. We also prove similar results where the map 1 → X ⊗3 is not rotationally invariant, and we give a complete classification of nondegenerate braided trivalent categories with dimensions of invariant spaces bounded by 1, 0, 1, 1, 4. Our main techniques are a new approach to finding skein relations which can be easily automated using Gröbner bases, and evaluation algorithms which use the discharging method developed in the proof of the 4-color theorem.
Introduction
This is the first paper in a general program to automate skein theoretic arguments in quantum algebra and quantum topology. In this paper, we study skein theoretic invariants of planar trivalent graphs following Kuperberg [Kup94] . However, the general approach will work much more broadly and in later papers we will consider other situations like those in [TW05, BJ00, BJ03, MPS11, BJL13] . One might think of this program as attempting for skein theoretic arguments what [MS12] did for principal graph arguments.
Before getting into the particulars of this paper, we will recall the basic notions of skein theory which we illustrate using its most famous example. The Jones polynomial invariant of framed links can be computed by applying the Kauffman bracket skein relations .
These relations not only assign a Laurent polynomial to framed links, they also assign to each tangle a linear combination of noncrossing tangles. Unlike for ordinary tangles, the number of noncrossing tangles with n-boundary points is finite (and indeed given by Catalan numbers). Our goal is to find and prove theorems like the following well-known theorem.
Theorem. Suppose a skein theoretic invariant of framed links has the property that the span of 4-boundary point tangles modulo the relations is 2-dimensional; this invariant must be a specialization of the Jones polynomial.
The proof of this statement is straightforward. Since the span of 4-boundary point tangles is only 2-dimensional, there must be some linear relation between the three diagrams which occur in the bracket relation. Some quick calculations show that only the specific Kauffman bracket relation is compatible with the second and third Reidemeister moves. Finally it is clear that the bracket relations are enough to determine the invariant, since applying the crossing relation will turn any framed link into a linear combination of unlinked circles.
A number of similar results have been proved following this same outline. In each case, assumptions on the dimensions of spaces of diagrams guarantee relations of a certain form must hold, and an involved calculation determines the coefficients of these relations (possibly in terms of some parameters). Then one finds an evaluation algorithm using these relations, demonstrating that they suffice to determine the invariant. Finally, one may also want to know that this invariant actually exists! Our program has a two-fold goal. First, we are interested in generalizing this approach beyond invariants of links. We take the view that links are 'merely' a certain class of planar graphs (with vertices modeled on the under-crossing and the over-crossing), subject to some local relations. We would like to be able to prove theorems about arbitrary such classes. Second, to the extent possible we want to automate the technique -to find very general methods to derive such theorems, and where possible to implement these methods in code. This will enable us to rapidly explore many different skein theoretic settings, and moreover to explore much further out into the space of examples than is possible with by-hand calculations. (This paper restricts itself to the case of planar trivalent graphs -but we go much further than previous investigations of trivalent skein theories.)
In particular, the first step in the outline above -finding relations -is highly amenable to computer calculation, as explained in this paper (see [Thu04] for another approach to automating skein theory). By contrast, the second step -giving an evaluation algorithm -remains an art. In this paper, our evaluation algorithms all come from the discharging technique developed in the proof of the 4-color theorem. Indeed, we hope that in the future it may be possible to systematically discover evaluation algorithms based on discharging, adapted to the available relations in a given skein theoretic setting.
In this paper we concentrate on skein theoretic invariants of planar trivalent graphs. By the diagram calculus for tensor categories, this paper can also be thought of as providing classifications of nondegenerate pivotal tensor categories over C generated by a symmetric self-dual simple object X and a rotationally invariant morphism 1 → X ⊗ X ⊗ X, where the dimensions of the first few invariant spaces Hom(1 → X ⊗n ) are small. We call such a tensor category a trivalent category. We note that the arguments in the paper are elementary and skein theoretic, so no knowledge of tensor categories is needed except for the existence proofs.
We now summarize this paper's results in a table. To use this table, compute the dimensions of the spaces of diagrams with n boundary points (i.e. the invariant spaces Hom(1 → X ⊗n ) for your tensor category) for the first few values of n. If an initial segment of this sequence of dimensions appears in the first column of some row of this table, then the second column explicitly identifies the category for you. If, on the other hand, you only have upper bounds for the dimensions of invariant spaces, then your category appears in the corresponding row, or some previous row. In this table, * denotes the free product, and H3 denotes the fusion category Morita equivalent to the Haagerup fusion category constructed in [GS12b] . It is fascinating to see the Haagerup subfactor once again appearing as the first surprising example in a classification of 'small' categories.
dimension bounds new examples reference 1,0,1,1,2,. . . (G 2 ) q --1,0,1,1,4,11,37,. . . H3
SO(3)
Theorem C 1,0,1,1,4,11,40,. . . nothing more --Kuperberg proved in [Kup94] that if the dimensions are exactly 1, 0, 1, 1, 4, 10 and in addition the diagrams with no internal faces give bases for these spaces, then the category must be (G 2 ) q . In order to apply Kuperberg's result one needs to do a calculation to check linear independence (c.f. [MPS11, Lemma 3.9]). Our classification is more satisfying since it does not include this linear independence assumption. To get an even more satisfying result, one would need to drop the condition that the trivalent vertex generates all morphisms. Dropping the generating assumption would introduce some additional examples (e.g. from subfactors, or from quantum subgroups of G 2 ).
It is worth noting that for these results up to and including 1, 0, 1, 1, 4, 10, we can also give proofs that do not use a computer following Kuperberg. However, these by-hand calculations are not enlightening, and we prefer to give computerassisted arguments uniformly in all cases because they are easier to follow and more reliable.
1 By contrast, the 1, 0, 1, 1, 4, 11 results would be quite difficult, and probably impossible, to check by hand.
We also prove classification results when the map 1 → X ⊗ X ⊗ X has a nontrivial rotational eigenvalue. This case turns out to be much easier than the rotationally invariant case (likely easy enough to check by hand in a couple weeks), and there are correspondingly many fewer possibilities. If the dimension is below 1, 0, 1, 1, 4, 11, 40, . . . then the category must be a twisted version of Rep(S 3 ) or a twisted version of the Haagerup fusion category, or possibly one other new tensor category. This new candidate category is interesting as it can not come from subfactors or quantum groups. Finding such exotic tensor categories is one of our main motivations for this project.
These results also give a complete classification of braided trivalent categories with dim Hom(1 → X ⊗4 ) ≤ 4. A quick argument shows that the braiding guarantees that dim Hom(1 → X ⊗5 ) ≤ 10. By the table above, any braided trivalent category with dim Hom(1 → X ⊗4 ) ≤ 4 must be SO(3) q or (G 2 ) q (since the ABA categories are not braided). Note that these results on braided trivalent categories only use the 1, 0, 1, 1, 4, 10 classifications, and so can be checked by hand in a reasonable amount of time. The tree of life: trivalent categories. Figure 1 . The 'tree of life' of trivalent categories, as described in this paper.
1.1. Source code. This article relies on a number of computer calculations. In the interests of verifiability, the source code for all these calculations are bundled with the arXiv source of this article. After downloading the source, you'll find a code/ subdirectory containing a number of Mathematica notebooks. These notebooks are referenced at the necessary points through the text. As mentioned above, equivalent calculations could also be performed by hand except for the computer calculations in Section 6 and parts of Section 7. 
Skein theoretic invariants and pivotal categories
The goal of this section is to provide background so that this paper is accessible to knot theorists, graph theorists, and other readers unfamiliar with tensor categories or planar algebras.
We want to study certain numerical invariants f of planar trivalent graphs. Assume that f of the empty diagram is 1, that f and f are nonzero, and that f satisfies the following multiplicative conditions:
Thus the invariant of any k-disconnected graph for k ≤ 3 is determined by the invariants of the pieces.
Example 2.1. An almost trivial example of a multiplicative invariant of graphs is a #V , for some number a, where #V denotes the number of trivalent vertices in the graph.
Example 2.2. An important example of a multiplicative invariant of graphs is the number of n-colorings of the faces of the graph, divided by n. (The division by n is a normalization factor ensuring that the empty graph is assigned 1 instead of n.) This example can be generalized by considering non-integer specializations of the chromatic polynomial.
Question. What examples are there of such multiplicative invariants of trivalent planar graphs?
While the question appears to be an elementary question about planar trivalent graphs, we discover that the examples are actually related to quite distant subjects in mathematics. In particular, we are able to identify each of the small examples we encounter with some suprising or exotic object coming from representation theory or the theory of subfactors! In order to understand the main results of the paper in the language of graph invariants, we first want to extend this invariant of closed trivalent graphs to an invariant of planar graphs with boundary. That is, we extract a sequence of vector spaces, the 'open graphs, modulo negligibles'. We now describe how these vector spaces have the structure of a pivotal tensor category (or planar algebra).
LetĈ n denote the (infinite dimensional) vector space with basis the planar trivalent graphs drawn in the disc, with n fixed boundary points, up to isotopy rel boundary. This vector space has a natural bilinear pairing, given by gluing two open graphs together (starting at a preferred boundary point), to obtain a closed planar graph, which we then evaluate to a number using our multiplicative invariant f . The kernel of this bilinear pairing is called 'the negligible elements'. Let C f n denote the quotient vector space ofĈ n by negligible elements.
One may assemble these vector spaces into a single algebraic structure, variously axiomatized as an (unshaded) planar algebra [Jon99] , a spider [Kup96] or a pivotal tensor category [BW99] . We'll only describe the last in any detail. The category, which we'll call C f , has as objects the natural numbers. We'll first describe a bigger category of trivalent graphs, which we callĈ and which does not depend at all on our multiplicative invariant. InĈ, the morphisms from n to m are simply the formal linear combinations of planar graphs drawn in a rectangle with n points along the bottom edge and m points along the top edge, i.e. the vector spaceĈ n+m . We can compose morphisms in the obvious way, by stacking rectangles. This category is a tensor category, with the tensor product given by drawing diagrams side by side. Finally it is a pivotal category, with the evaluation and coevaluation maps given by caps and cups.
InsideĈ, the negligible (with respect to f ) elements form a planar idealif some (linear combination of) graphs pair with arbitrary other graphs to give zero, then glueing more graph to the boundary preserves this property. We thus define the category C f to be the quotient ofĈ by the negligible ideal. This "ideal" property says that we can treat the negligible elements as skein relations: they can be applied locally in any part of a graph. Furthermore, typically this ideal is finitely generated by a few particular skein relations.
Thus, in C f , the objects are still the natural numbers and the morphisms from n to m are just C f n+m . The category C f is still a pivotal tensor category, and now it is evaluable (i.e. dim C f 0 = 1, and in fact C f 0 may be identified with the ground field by sending the empty diagram to 1) and non-degenerate (i.e. for every morphism x : a → b, there is another morphism x : b → a so x, x = 0 ∈ C f 0 ). Writing X for the generating object in C f (i.e. 1 in the natural numbers!), we see that X is a symmetrically self-dual object, with duality pairings and copairings given by the cap and cup diagrams. Moreover, the trivalent vertex is a rotationally symmetric map 1 → X ⊗ X ⊗ X.
Example 2.3. If the invariant is the normalized number of n-colorings described in Example 2.2, then a linear combinations of graphs is negligible if and only if for any coloring of the boundary faces the given linear combination of the numbers of ways of extending that coloring to the interior is zero. For example, the following element of C 3 is negligible:
In particular, this gives a skein relation in C f which says that you can remove a triangle and multiply by (n − 3). There are also other negligible elements; in fact after renormalizing the trivalent vertex, C f becomes equivalent to the pivotal category SO(3) q coming from quantum groups where q is a number satisfying (q + q −1 ) 2 = n (see Section 4 for a description of SO(3) q ).
Definition 2.4. A trivalent category C is a nondegenerate evaluable pivotal category over C with an object X with dim C 1 = 0, dim C 2 = 1, and dim C 3 = 1, generated by a trivalent vertex for X.
(As we will see below, such an X is automatically symmetrically self-dual.)
Proposition 2.5. The construction of C f from f gives a bijective correspondence between trivalent categories and multiplicative invariants of planar graphs.
Proof. First we prove that the category C f constructed from a multiplicative invariant f is trivalent. Consider C f 0 . The empty diagram is not negligible, so we need only show that any closed diagram is a multiple of the empty diagram. If X is a closed diagram and Y is the empty diagram, then X − f (X)Y is negligible, so in C f 0 we have that X = f (X)Y . Now we look at C f 1 . By multiplicativity we have that any diagram with one boundary point is negligible, so dim C f 1 = 0. The remaining cases are similar. Given a trivalent category C, we need to construct a multiplicative invariant of planar graphs. We will use the usual diagrammatic calculus for pivotal categories. Since dim C 2 = 1, we choose our generator X to be any element in C 2 , and it must be self-dual. In order to use unoriented string diagrams we need to check that X is symmetrically self-dual. Suppose that α : X → X * is any self-duality and that φ : X → X ⊗ X is an inclusion. Then the composition φ * • (α ⊗ α * ) • φ : X → X * is automatically nonzero by nondegeneracy and dim C 3 = 1, but is also manifestly symmetric. Thus, any trivalent category gives an invariant of graphs just by interpreting the graphs as elements of C 0 and sending the empty diagram to 1. We want to check that this invariant is multiplicative, in which case it is clear that it provides an inverse to f → C f . We first check that the loop and the theta are nonzero. The single strand in C 2 must be nonzero, because if it were zero then all nonempty diagrams would be zero. Since dim C 2 = 1, we see that any diagram in C 2 is a multiple of the single strand, hence nondegeneracy says that the inner product of the strand with itself is nonzero, hence the loop value is nonzero. Similarly, by considering C 3 we see that the theta value is nonzero. Next we want to prove the multiplicative properties. Each of these are similar, so we only prove (2). We have that X is some multiple of the single strand, so we see that X = X / · (by pairing with the strand). Substituting this into the LHS of (2) gives the RHS.
Although this category theoretic language will be useful, because the examples we will encounter along the way come from fields of mathematics where category theory is very convenient, this point of view is not needed in the proofs of the main theorems. The key to translating category theoretic statements below into graph theoretic statements is to remember that Hom(1 → X ⊗n ) means trivalent graphs with n boundary points modulo the negligible diagrams.
To any trivalent category we assign several important parameters as follows. As mentioned above, the value of the loop is a nonzero constant which we call d. In addition, we must have a relation Remark 2.8. Any trivalent category is automatically spherical. To see this note that since X is simple we need only check that the dimension of X and the dimension of X * agree, but since X is self-dual this is obvious.
Small graphs
We will write D(n, k) for the collection of trivalent graphs with n boundary points and at most k internal faces having four or more edges. For a fixed trivalent category, we write M (n, k) for the matrix of inner products of the elements of D(n, k), and ∆(n, k) is the determinant of M (n, k). Similarly, we will write D (n, k) for the collection of trivalent graphs with n boundary points and at most k internal faces having five or more edges, and analogously define M (n, k) and ∆ (n, k).
Proof. Take the diagrams appearing in the relation and glue a fixed tree (with n − n leaves) to a fixed boundary point of each of them. There is then a non-trivial relation amongst the resulting diagrams, and hence ∆(n , k ) = 0 also.
Notice that rescaling the trivalent vertex by λ rescales the values of all closed planar trivalent graphs. Suppose we put a grading on closed planar trivalent graphs according to the number of trivalent vertices. Our parameters d = , b = /d, and t = /bd have gradings 0, +2, and +2 respectively.
Lemma 3.3. Considering ∆ µ (n, k) as an integer coefficient polynomial over closed planar trivalent graphs, it is homogeneous with respect to the vertex grading.
Proof. Consider one of the terms in the determinant:
is the sum of the number of trivalent vertices in each inner product diagram, i.e.
Note that this does not depend on σ, and hence each term in the determinant has the same degree.
From this point on, we simply choose the rescaling giving b = 1. When a homogeneous rational function, for example some ∆ * (n, k), can be expressed as rational function in d, b, and t, we see that we can recover the original 3-variable function, up to an overall factor of b, from its specialization at b = 1. While this is sometimes inconvenient (for example, if we interpret the trivalent vertex as a Lie bracket the choice b = 2 is much more natural), we feel it worthwhile to streamline what follows by making some choice.
Diagrams with four boundary points
Recall that for any trivalent category C we get two numbers (d, t) from the loop and the triangle, and furthermore d = 0. In this section we prove Theorem A. [GS12a, Theorem 3.4] A trivalent category C with dim C 4 ≤ 3 has P SO(3) = d + t − dt − 2 = 0 and must be either an SO(3) q category for
(Throughout this paper we will use P 's with various subscripts to denote important polynomials in d and t whose vanishing set corresponds to some existing trivalent category. So, for example, P SO(3) is the polynomial which vanishes when d and t have the values that they have for quantum SO(3). By contrast, we will use Q i,j to denote polynomials whose exact form is not important to the reader. Here i and j are the degrees of the polynomial in d and t respectively. The smaller polynomials are listed in the appendix, and all appear in computer readable form in the polynomials/ directory of the arXiv source of this article.)
This Theorem follows from three propositions. Although versions of these propositions were already proved in [GS12a] 2 , we give a slightly different argument which is easier to automate and thus scale to the needs of the later sections. For the first proposition, we use the dimension assumption to see that ∆(4, 0) and ∆(4, 1) vanish. A short calculation shows that P SO(3) must vanish. (Later, this sort of calculation will be handled by Gröbner bases, but for now it's easy enough to do by hand.) For the second proposition, we fix (d, t) satisfying P SO(3) = 0. The proof divides into three phases. We use the degeneracy implied by dim C 4 ≤ 3 and an easy graph theoretic fact to show that D(n, 0) spans C n for all n. Specializing to n = 4, this shows that the kernel of M (4, 0) gives a relation in the category. The fact that this relation suffices to evaluate all closed diagrams shows that there is at most one trivalent category at this value of (d, t). Finally, the third proposition is a straightforward statement about a well-understood family of categories.
Remark 4.4. The proof of Theorem A only needs the weakening of Proposition 4.2 that covers the cases where dim C 4 ≤ 3. We will need the full strength later in the paper.
Proof of Proposition 4.1 (Non-existence). The diagrams D(4, 1) are
and they have matrix of inner products
Recall ∆(4, 1) is the determinant of this matrix, and ∆(4, 0) is the determinant of the minor leaving off the last row and column.
Fact 4.5. In a trivalent category,
Fact 4.6. In a trivalent category,
A trivalent category with dim span D(4, 0) ≤ 3 must have ∆(4, 0) = ∆(4, 1) = 0. Since d = 0, we must have either P SO(3) = 0, or (d + t + dt) = 0 and 2d + 2dt − 4dt 2 + 2dt 4 + 2d 2 t 4 = 0. In the latter case, solving gives (
which also satisfies P SO(3) = 0.
Remark 4.7. In this paper we work over C throughout, but it is also interesting to ask these questions in other characteristics. The argument above works with no modifications outside of characteristic 2. In characteristic 2, the argument breaks down since when (d + t + dt) = 0, we have that ∆(4, 1) is automatically zero. However, in characteristic 2, a closer look shows that ∆(4, 0) = d 4 P 2 SO(3) , so the conclusion holds anyway. We will ignore non-zero characteristic in the rest of the paper.
Proof of Proposition 4.2 (Uniqueness).
We fix a value of (d, t) satisfying P SO(3) = 0.
Lemma 4.8. If there is a relation of the form
then any trivalent graph in C n can be reduced to span D(n, 0).
Proof. Applying this relation to the largest face gives a sum of terms with either fewer faces or the same number of faces but with a smaller largest face. So by induction, we can write any diagram as a sum of terms with no internal faces.
Lemma 4.9. In a trivalent category with dim span D(4, 0) ≤ 3, the diagrams D(n, 0) span C n for all n.
Proof. We need only show that and are linearly independent, as otherwise we get a relation as in Equation (4.1) by adding an "H" along the top boundary of both pictures. If there were such a linear dependence, then adding a trivalent vertex to two adjacent points on the boundary shows that the trivalent vertex is zero, which is a contradiction.
Lemma 4.10. In a trivalent category with dim C 4 ≤ 4, the diagrams D(4, 0) span C 4 .
Proof. If dim span D(4, 0) ≤ 3, then the previous Lemma applies. Otherwise, dim span D(4, 0) = 4 and the conclusion is immediate.
Note that on P SO(3) = 0, d = 1.
Lemma 4.11. In a trivalent category where D(4, 0) spans C 4 and P SO(3) = 0, there is a relation of the form
Proof. Since D(4, 0) spans, any element of C 4 with inner product 0 with all elements of D(4, 0) must vanish. Computing the kernel of M (4, 0) as given above, we find this relation.
To prove the proposition, we observe that by Lemma 4.10, C 4 = span D(4, 0), so by Lemma 4.11 there is a relation of the form in Equation (4.1). Finally, Lemma 4.8 shows that this relation suffices to evaluate all closed diagrams as a multiple of the empty diagram, and Corollary 2.7 shows that there is a unique trivalent category at this value of (d, t).
Proof of Proposition 4.3 (Realization). The curve P SO(3) = 0 is rational and can be parameterized by d = δ 2 − 1 and t = δ 2 −3 δ 2 −2 where δ = ± √ 2. It is more usual to change variables to q + q −1 = δ where q is not a primitive 8th root of unity. Under this parameterization q and q −1 are sent to the same point.
So long as δ = 0, that is (d, t) = (−1, 3/2), we have the following realization. Let TL δ be the Temperley-Lieb category, which consists of linear combinations of planar tangles with the circle equal to δ. This is not a trivalent category, since there is no trivalent vertex. However, we can interpret trivalent graphs in TL δ as follows. Take a trivalent graph and replace each strand with a pair of strands attached to the second Jones-Wenzl projection
and each trivalent vertex is replaced by
. This trivalent category is called SO(3) q where δ = q + q −1 . The trivalent vertex is normalized so that b = 1, and quick calculation shows that d = δ 2 − 1 = q 2 + 1 + q −2 and t =
q 2 +q −2 . The remaining point (−1, 3/2) is realized by the nondegenerate quotient of (G 2 ) q=±i . This is a straightforward calculation, but we will delay it until Remark 5.22 since we will discuss (G 2 ) q in much more detail in the next section.
Remark 4.12. When d is generic on P SO(3) = 0, the dimension of C n is given by the Motzkin sums 1, 0, 1, 1, 3, 6, 15, 36, . . . (A005043 in [EIS] ). More specifically, by computing the radical of the inner product, all of these categories have dim C 4 = 3 unless d satisfies d 2 = d + 1. In this last case (where d is the golden ratio or its Galois conjugate) instead we have dim C 4 = 2 and the category satisfies the additional skein relation
These two examples are often called the golden categories. For the golden categories the dimensions are given by Fibonacci numbers 1, 0, 1, 1, 2, 3, 5, . . .. 
, and (d) the square satisfies the following relation We now identify the minimal idempotents in C 4 for any cubic category (subject to a certain quantity being invertible).
Proposition 4.16. Suppose C is a cubic category with parameters d and t. If
is nonzero, then the four minimal idempotents in C 4 (with respect the multiplication via vertical stacking) are
with dimensions
We note that tr(y ± ) never vanishes since d = 0 and P SO(3) = 0.
Proof. This is a direct calculation using Equation (4.2), performed in the Mathematica notebook code/idempotents.nb available with the arXiv source of this article. That i and x are minimal idempotents is clear. We then solve the quadratic equations y ± i = y ± x = 0, y + + y − = 1 − i − x, and y 2 ± = y ± = 0. Remark 4.17. When ξ vanishes there is no basis of projections and so the category is not semisimple. This does not happen in any of our examples. (Note that for G 2 at q = ±i we have that ξ vanishes, but at this special value G 2 is no longer cubic. See Remark 5.1.) Lemma 4.18. In any cubic category, if n + 2k < 12, all entries of M (n, k) can be written as rational functions in d and t.
Proof. There are fewer than twelve faces in each inner product appearing in M (n, k), because the number of faces is bounded by n + 2k. Any polyhedron with fewer than twelve faces has at least one face which is a square or smaller. The relations for simplifying bigons, triangles and squares (Equations (2.1), (2.2), and (4.2)) then suffice to rewrite this polyhedron as a linear combination of polyhedra with strictly fewer faces; repeating the argument completely evaluates the original polyhedron as a function of d and t.
In fact, the denominators in these rational functions are always powers of Q 1,1 = dt + d + t, the denominator appearing in Equation (4.2).
We unapologetically state the values of these determinants as facts, even though for larger n and k they are the result of quite intensive calculations (computing the inner products is already time consuming, and subsequently the determinant is even harder). Of course, a computer is doing these calculations (see code/ComputingInnerProducts.nb).
A careful reader will note that the matrices M (8, 0), M (8, 1), M (9, 0), M (9, 1), M (10, 0), M (11, 0) are covered by the above lemma, but we do not compute their determinants. They seem quite difficult without very considerable computational resources. In any case, our analysis of small skein theories meets another hurdle first; we can't even compute the intersections of ∆ (7, 0) and ∆ (7, 1), or of ∆ (7, 1) and ∆ (7, 2).
Diagrams with five boundary points
In this section we prove Theorem B. If C is a cubic category (that is dim C 4 = 4) and dim C 5 ≤ 10, then either
(1) (d, t) satisfy P ABA = t 2 − t − 1 = 0 and C is one of the ABA categories described below, or (2) (d, t) satisfy
Remark 5.1. By Proposition 4.15, we have that P SO(3) = 0 and d + t + dt = 0. In particular, for the ABA case we can ignore d satisfying d 2 = d+1, and for the G 2 case we can ignore both (d, t) = (−1, 3/2) (corresponding to q a primitive 4th root of unity) and (d, t) = (−2, −2) (corresponding to q a primitive 3rd or 6th root of unity). The first two of these points do correspond to trivalent non-cubic categories: the golden category (with dim C 2 = 2) and the special non-SO(3) example (G 2 ) q=±i . In the third case, the bigon for G 2 at that value is 0, so the non-degenerate quotient is not trivalent. As always we assume d = 0 (corresponding to q is not a primitive 7th, 14th, or 24th root of unity) where the nondegenerate quotient is trivial.
Theorem B follows from four propositions.
Proposition 5.2 (Non-existence). For any (d, t) not satisfying P ABA = 0 or P G 2 = 0 there are no trivalent categories with dim C 4 = 4 and dim span D (5, 1) ≤ 10.
Proposition 5.3 (Uniqueness). For every pair (d, t) satisfying P ABA = 0 or P G 2 = 0 there is at most one trivalent category with dim C 4 = 4 and dim C 5 ≤ 11.
Proposition 5.4 (Realization). The trivalent categories ABA (d,t) , defined below via a free product construction, satisfy dim C 4 = 4 and dim C 5 ≤ 10, and realize every pair (d, t) satisfying P ABA = 0 and P SO(3) = 0.
Proposition 5.5 (Realization). The (G 2 ) q categories are trivalent categories with dim C 4 = 4 and dim C 5 ≤ 10, and realize every pair (d, t) satisfying P G 2 = 0 and P SO(3) = 0.
(In fact, in this section we only need the weakening of Proposition 5.3 that covers the cases where dim C 5 ≤ 10. We will need the full strength in the next section.)
We follow the same outline as in the previous section.
Proof of Proposition 5.2 (Non-existence).
Fact 5.6. In any trivalent category,
In any trivalent category,
and in a cubic category, this specializes to
A cubic category with dim span D (5, 1) ≤ 10 must have ∆ (5, 1) = 0. Since d = 0, we must have one of P SO(3) = 0, P ABA = 0, or P G 2 = 0. Since P SO(3) = 0, the proposition is proved.
Proof of Proposition 5.3 (Uniqueness). We fix a value of (d, t) satisfying
It is well-known that any planar trivalent graph has a pentagon or smaller face. We want an analogue of this result for open planar trivalent graphs, that is, planar trivalent graphs having boundary. (This is similar to the analysis in [Kup96] .) In order to state this result we introduce some language.
Definition 5.
8. An open planar trivalent graphs is a planar trivalent graph on the disc which meets the boundary in n ≥ 1 specified points. An open planar trivalent graph has two kinds of faces, internal faces and boundary faces, depending on whether they touch the boundary of the disc.
We say that an open planar trivalent graph is boundary connected if every component meets the boundary. Note that a face need not be topologically a disc, if the graph is not boundary connected.
A boundary region of a planar trivalent graph is a small neighborhood of some contiguous proper subset of the boundary faces. A boundary region is called a growth region if the number of edges meeting the boundary is greater than the number of edges not meeting the boundary. Figure 2 illustrates these definitions Figure 2 . Some boundary faces in a portion of an open planar trivalent graph. The boundary region which is a small neighborhood of faces A, B, C, and D is a growth region -it has five edges meeting the boundary and two which don't. The boundary region which is a small neighborhood of B and C is not a growth region -it has three edges meeting the boundary and four edges which don't.
We now restrict our attention to boundary connected open trivalent graphs. We assign a charge to each face as follows. Let n be the number of edges meeting that face, and let m be the number of disjoint boundary intervals meeting that face. Now assign the charge 6 − n − 2m. In particular, an internal n-gon face is assigned 6 − n, so the only positively charged internal faces are pentagons or smaller. A boundary face touching n edges is given charge 4 − n.
A standard Euler characteristic argument shows that the total charge of the graph is 6.
Lemma 5.9. In a connected open planar trivalent graph, any boundary region for which the sum of the charges on its constituent boundary faces is at least 2 is a growth region.
Proof. Once we assume a graph is connected, each boundary face meets the boundary in a single interval. Now, if a boundary region has I incoming edges and O outgoing edges, then the total charge of the boundary faces is O − I + 1.
We say that an internal face is small if it has 5 or fewer sides.
Lemma 5.10. Any connected open planar trivalent graph has an internal small face or a growth region.
Proof. Since the total charge is 6, either the boundary charge is at least 6, or there is a positively charged internal face. If the boundary charge is 6 or more, then there are at least two boundary faces because a single boundary face has charge 4 − n (where n is the number of edges it touches). Thus, we can divide the boundary into two proper sub-regions. One of these has charge three or greater, so by Lemma 5.9 this is a growth region.
If the boundary charge is less than 6, the graph has a positively charged internal face. Any positively charged internal face is a small face.
It follows that we can easily inductively enumerate all boundary connected open graphs with n boundary points and no internal small faces by first enumerating the connected graphs by attaching growth regions to smaller open graphs with no internal small faces, and then writing down the all the planar unions of smaller connected graphs. Lemma 5.12. Suppose C is a category generated by a trivalent vertex, with relations reducing n-gons for each n ≤ 4. Suppose further there is some relation between the diagrams in D (5, 1) . Then there is a relation reducing the 5-gon (as linear combination of diagrams in D (5, 0) ).
Proof. If the relation between the diagrams in D (5, 1) already includes the pentagon, we are done. Otherwise there must be a relation only amongst the diagrams in D(5, 0). If this relation involves any of the diagrams of the form we can add an H to the boundary of this relation and obtain a relation writing a pentagon as a linear combination of diagrams without internal faces. Otherwise, if there's a relation only involving the diagrams of the form , we find this diagram as a sub-diagram of a pentagon consisting of a vertex and its opposite edge. We then apply the relation inside the pentagon, and obtain another relation writing a pentagon as a linear combination of diagrams without internal faces. (One can readily verify no pentagons appear in other terms.)
Corollary 5.13. Given fixed relations reducing n-gons for each n ≤ 4, and some relation between the diagrams in D (5, 1), there is at most one trivalent category satisfying these relations.
Proof. As any closed trivalent graphs contains an n-gon with n ≤ 5, and by the previous Lemma we can reduce this diagram, we see that the available relations suffice to evaluate all closed diagrams. By Corollary 2.7 we are done.
Lemma 5.14. Suppose C is a cubic category, with a relation between the diagrams in D (5, 1). The , ζ = exp(±4πi/5)).
Proof. By non-degeneracy and D (5, 1) spanning, anything in the kernel of M (5, 1) must be a relation. When P ABA = t 2 − t − 1 = 0, we obtain the relations above. (See the calculation in code/ABA.nb.)
Now we turn our attention to the case where P G 2 = 0. The following Lemma is well-known [Kup94] .
It is more usual to change variables so that x = q 2 + q −2 in order to relate this to quantum groups with the usual variables. Note that this change of variables is typically 4-to-1 with ±q ±1 all corresponding to the same pair (d, t). In these variables we have
, where q is not a primitive 16th root of unity. Recall that we also have that q is not a primitive 3rd or 6th root of unity since d + t + dt = 0.
Lemma 5.17. In a cubic category where D (5, 1) spans C 5 and P G 2 = 0 there is a relation:
Proof. When P G 2 = 0 these relations are in the radical of the inner product on M (5, 1). (See the calculation in code/G2.nb.)
We now prove the proposition. Suppose D (5, 1) is dependent. Then Lemma 5.14 shows that D(5, 0) spans, and hence trivially D (5, 1) spans also. On the other hand, if D (5, 1) is independent, it also must span, since we are assuming dim C 5 ≤ 11. Then Lemma 5.15 and Lemma 5.17 ensure that there are relations amongst the diagrams in D (5, 1). By Corollary 5.13 there is a unique cubic category at the given values of d and t.
Proof of Proposition 5.4 (Realization). Note that for any (d, t) with P ABA = t 2 − t − 1 = 0 we can rewrite (d, t) = (δ 2 τ,τ ) where bar is the Galois conjugate (1 + √ 5)/2 ↔ (1 − √ 5)/2. Namely, take τ to be the Galois conjugate of t and δ = √ dτ −1 . This change of variables is generally 2-to-1, and there is a symmetry δ ↔ −δ.
Let T L δ be the Temperley-Lieb category of planar tangles with loop value δ, and let G τ be the golden category with loop value τ (so that the triangle value will beτ ).
Inside the free product T L δ * G τ we can find a trivalent category, which we call ABA (δ 2 τ,τ ) as follows. Given a trivalent graph interpret each strand as a red strand then a blue strand then a red strand (hence the name ABA), and think of each trivalent vertex as given by
Here the normalization factor ensures that the bigon factor b is 1. We call this category ABA (d,t) and then define ABA (d,t) to be the quotient by the negligibles.
Remark 5.18. As far as we know, it may be that ABA (d,t) has no negligbles and so ABA (d,t) = ABA (d,t) . Indeed, when dt −1 is a positive number bigger than 4 the pairing is positive definite because it is the restriction of an obviously positive definite pairing on the tensor product. Hence when d is generic, ABA (d,t) has no negligbles.
We can now prove the proposition. We first find a spanning set for the n-boundary point space for ABA. First note that the blue (A-labelled) lines of the ABA diagram give a noncrossing partition of the red boundary points, where two red boundary points are in the same partition if you can get between them without crossing a blue line. Second, recall that the dimension of the space of m-boundary point red lines has size F m−1 (the m − 1st Fibonacci number). There is a standard explicit basis given by fixing a trivalent tree connecting all the boundary vertices and then picking which internal edges to include, with the condition that each vertex have either two or three edges coming out of it.
Putting the above two steps together, for each noncrossing partition (specifying the location of the blue lines), we can find a spanning set for diagrams compatible with that partition consisting of p∈π F |p|−1 diagrams (where π is a partition, p ranges over parts of the partition, and |p| is the size of the part). This process gives spanning sets for the n-boundary point spaces for 0 ≤ n ≤ 5 with sizes 1, 0, 1, 1, 4, 8. We illustrate this below by giving the spanning set for n = 5.
By computing inner products we see that these spanning sets actually form bases unless P SO(3) (d, t) = 0 (in which case the nondegenerate quotient is just a golden category). Hence the ABA categories are cubic categories with dim C 5 ≤ 11.
Finally, it is straighforward to check that the loop value is δ 2 τ = d. We see that the triangle value isτ :
This completes the proof of Proposition 5.4. 1−xG(x)−x 2 G(x) 2 . Therefore it is given by OEIS A046736 [EIS] , which counts the number of ways to place non-intersecting diagonals on a n+2-gon so as to create no triangles. To find this generating function identity, we use a general recipe due to Speicher [Spe94] for any such weighted counting of non-crossing partitions. (This approach thus applies to the pivotal tensor category generated by ABA in the free product of Temperley-Lieb with an arbitrary trivalent category.) Let a i be an arbitrary sequence with a 0 = 1, let b n = π p∈π a |p| , and let A(x) and B(x) be their ordinary generating functions. Then rewriting [Sta99, Exercise 5.35] yields B(x) = A(xB(x)). In our particular example, we use that the generating function for the shifted Fibonacci sequence is 1−x 1−x−x 2 . Remark 5.20. It is not difficult to work out the simple objects in the ABA categories. They are of the form
denotes the nth Jones-Wenzl made of blue strands (so for generic δ you allow the n i to be any positive number, while for δ = ζ + ζ −1 there is a corresponding bound on n i ). The fusion rules are given by concatenation and applying the usual SU (2) fusion rules for blue Jones-Wenzl's and B 2 = B + 1 for red strands. So, for example, (ABA)(ABA) = ABA (2) BA + ABA + A (2) + 1.
Proof of Proposition 5.5 (Realization). We recall Kuperberg's skein theoretic description of the quantum G 2 spider categories [Kup96, Kup94] (warning, there is a sign error in [Kup96] ). We change conventions in two ways: Kuperberg's q is our q 2 (which agrees with the usual quantum group conventions) and we normalize the trivalent vertex so that the bigon equals the strand (which is possible so long as q is not a primitive 3rd or 6th or 16th root of unity).
Definition 5.21. If q is not a primitive 3rd, 6th, or 16th root of unity, let (G 2 ) q be the pivotal category generated by a trivalent vertex, modulo the following skein relations, and let (G 2 ) q be the nondegenerate quotient of (G 2 ) q by its negligible ideal.
where Φ k is the kth symmetrized cyclotomic polynomial. That is,
where the product is taken over all primitive kth roots of unity. Explicitly,
Now, suppose that in addition, q is not a primitive 7th, 14th, or 24th root of unity. We want to show that (G 2 ) q is a trivalent category. We've already seen in Corollary 5.11 that for n ≤ 5 the n-boundary point space of (G 2 ) q is spanned by diagrams in D(n, 0) and hence has dimensions bounded by 1, 0, 1, 1, 4, 10. However, a priori these relations might collapse everything.
In [SW07] , Sikora and Westbury introduce the notion of confluence, and claim that the above relations are confluent (we have verified this calculation). By definition, confluence means that if we start with a graph and then uses one of the above relations to simplify one face or another face, then we can apply more simplifications on faces until both expressions become equal. By the Diamond Lemma [New42] this shows that any two reductions give the same answer. This means that the inner product of diagrams is well-defined, and then taking inner products lets us prove that the obvious spanning set is a basis for n ≤ 4, except when we are also on the SO(3) curve (see the following remark). In particular, (G 2 ) q is a cubic category. Finally we observe that the formulas for d and t agree with the ones in the parameterization of P G 2 = 0.
Remark 5.22. In the proof of Proposition 4.3 we postponed until now the proof that the point (d, t) = (−1, 3/2) lying on the P SO(3) curve can be realized. When q = ±i is a primitive 4th root of unity (G 2 ) q still makes sense using the above definitions. The corresponding value for (d, t) = (−1, 3/2) lies on both P G 2 and on P SO(3) . As we saw in the previous section, it does not make sense to take SO(3) d=−1 , but fortunately we can realize this point by (G 2 ) ±i . The above confluence argument still works so (G 2 ) ±i is well-defined. Since we have an explicit spanning set for the 4-boundary point space, a direct calculation shows that the relation
does lie in the radical of the inner product, so in the nondegenerate quotient (G 2 ) ±i the dimension of the 4-box space drops from 4 down to 3 as claimed before.
Remark 5.23. When q is one of the bad values (a primitive 3rd, 6th, or 16th root of unity) the above definition can be modified by normalizing the trivalent vertex differently to give a well-defined category. However, in this category the value of the bigon will be 0 and so the trivalent vertex will be zero.
Remark 5.24. The category (G 2 ) q gets its name from its relationship to the quantum group U q (g 2 ). If q is generic, then the category of maps between tensor powers of the standard 7-dimensional representation of U q (g 2 ) are given by the above diagrams. In fact, by the results of this section it is clear that the subcategory of Rep(U q (g 2 )) generated by the trivalent vertex must be (G 2 ) q and then Kuperberg showed that the dimensions match up so the subcategory is the whole category. When q is a root of unity, the correct algebraic category is the category of tilting modules. There is a map (G 2 ) q → Rep tilting (U q (g 2 )), but it is not clear whether this is surjective, or if it descends to the nondegenerate quotient (G 2 ) q .
Diagrams with six boundary points
In this section we prove Theorem C. If C is a trivalent category with dim C 4 = 4, dim C 5 = 11, and dim C 6 ≤ 40 then d
, and C is the H3 fusion category constructed by Grossman and Snyder [GS12b] (which is Morita equivalent to the even parts of the Haagerup subfactor [AH99]) or its Galois conjugate.
This theorem follows from four propositions.
Proposition 6.1 (Non-existence). There are no trivalent categories with dim C 4 = 4, dim C 5 = 11, and D(6, 0) linearly dependent. there are no trivalent categories with dim C 4 = 4, with dim C 5 = 11, and with dim span D (6, 2) ≤ 40.
Proposition 6.3 (Uniqueness). For every pair (d, t) satisfying d
2 − 3d − 1 = 0 and t = − , there is at most one trivalent category with dim C 4 = 4, with dim C 5 = 11, and with dim C 6 ≤ 40.
Proposition 6.4 (Realization). The H3 fusion category and its Galois conjugate are trivalent and have dim C 4 = 4, dim C 5 = 11, and dim C 6 = 37 ≤ 40.
Proof of Proposition 6.1 (Non-existence). We have the following values of determinants. 6, 0) is dependent, then ∆(6, 0) must vanish, and indeed ∆ (6, 1), ∆ (6, 2) and ∆(7, 0) must vanish also. This only happens at finitely many points, all of which are on the G 2 or SO(3) curves. (This calculation is curious; finding intersections of ∆(6, 0) with the other varieties appears to be rather hard. However the Gröbner basis calculation showing ∆ (6, 1) and ∆ (6, 2) intersect at finitely many points besides Q 0,2 Q 2,3 P SO(3) P G 2 = 0 is quite manageable, and after that we can easily find the complete intersection.) This calculation can be found in the file code/GroebnerBasisCalculations.nb available with the arXiv source of this article. Now, using the full strength of Proposition 5.3, we see that any trivalent category with C 5 ≤ 11 at one of these points must actually be an ABA or (G 2 ) q category, contradicting our assumption that dim C 5 = 11.
Proof of Proposition 6.2 (Non-existence). Beyond the determinant calculations in the previous section, with high probability we have the following two determinants. Lemma 6.10. With a probability of 1 − 10 −500 , each of these conjectures is correct.
Proof. We begin by explaining what we mean. The Schwartz-Zippel lemma [Sch80, Zip79, DL78] (pointed out to us by Dylan Thurston) gives a method of probabilistically checking polynomial identities (we first clear denominators if necessary). We can easily bound the total degree of ∆ (7, 1) at 1611, and of ∆ (7, 2) at 2664. Evaluating the determinant of M (7, 1) at a pair of values (d, t) drawn uniformly from positive integers at most 10 40 takes on the order of 3 minutes (on a 12-core Xeon E5), while the determinant of M (7, 2) takes 6 minutes. This gives us a probability of error of at most one part in 10 12 , for ∆ (7, 1), or 10 6 , for ∆ (7, 2), per minute of running time; we stopped after reaching 10 500 . These checks are implemented in code/SchwartzZippel.nb.
Remark 6.11. To guess these polynomials in the first place, we adopted the following ad-hoc strategy. Suppose we have some large matrix M (d, t) with entries in Q(d, t), and want to evaluate the determinant. Arithmetic in Q(d, t) is difficult, so we avoid this by first specializing one variable, d, to various different primes. We work with a set of primes P, which is chosen to be big enough that results we obtain below are successfully verified by the Schwartz-Zippel lemma argument given above! At each prime p ∈ P we can compute det M (p, t) as a rational function in Q(t) relatively quickly. We now want to recover M (d, t). In our examples, these are not irreducible, and it turns out to be most efficient to first factorize each det M (p, t) into products of powers (possibly negative) of polynomials in Z [t] . For large enough primes p, the factorization is uniform, in the sense that degrees and multiplicities of the irreducible factors of the different det M (p, t) are in bijection, and so we obtain det M (p, t) = i∈I K p,i (t) n i , for some fixed index set I and exponents n i for each i ∈ I. Write K p,i (t) = r L p,i,r t r for some integers L p,i,r .
We now want to recover an irreducible polynomial
By the Chinese remainder theorem, we then know L i,r,0 (mod p∈P p), and we guess that it is actually equal to this residue. We then continue making guesses recursively, using the identities
and the Chinese remainder theorem. This method is implemented in the notebook code/GuessDeterminants.nb.
We will give two separate proofs of Proposition 6.2, the first is easy to follow but depends on Conjecture 6.9, while the second is more difficult but unconditional.
Lemma 6.12. The polynomials S a , T a , S b , and T b (the last of which is stupendously large) are available in the file code/BadPoints.nb.
In the first case, the full strength of Proposition 5.3 shows that dim C 5 < 11. It remains to eliminate the last two cases. For both those values of (d, t) the rank of M (6, 2) is 43 which is incompatible with dim span D (6, 2) ≤ 40. (This calculation is done twice in the last section of code/BadPoints.nb. We check slowly and directly that the rank is exactly 43 by doing arithmetic in the number field, but we also quickly see that the rank is at least 43 by calculating the rank of the matrix modulo a prime in the number field, thereby reducing the question to calculating the rank over Z/11Z and Z/41Z respectively. The latter approach was suggested to us by David Roe.)
Now we turn to the unconditional proof of Proposition 6.2, which follows immediately from the following lemma.
Lemma 6.13. If C is a trivalent category with dim C 4 = 4 and dim C 5 = 11, and dim span D (6, 2) ≤ 40, then Conjecture 6.9 holds.
Proof. In order for there to be such a trivalent category, we must have that (d, t) is a solution to ∆ (6, 1) = ∆ (6, 2) = 0. We consider each factor of ∆ (6, 1) separately. The P G 2 and P ABA factors contradict dim C 5 = 11 by Proposition 5.3.
On the elliptic curve Q 2,3 any rational function can be written in the form α(t)d + β(t) for some rational functions α and β, and algebra can be done efficiently on functions of this form just as it is done with ordinary rational functions. We can then compute the value of the determinants ∆ (7, 1) and ∆ (7, 2) exactly and verify Conjecture 6.9 for these points. (This calculation is performed in code/DeterminantsOnEllipticCurve.nb.)
The other two factors Q 3,4 and Q 7,11 of ∆ (6, 1) intersect ∆ (6, 2) = 0 in finitely many points (see code/GroebnerBasisCalculations.nb for this calculation). For each of these finitely many points we can compute the determinants ∆ (7, 1) and ∆ (7, 2) exactly (cf. code/DeterminantsOnExtraPoints.nb). Thus Lemma 6.12 applies, and we note that the points described in item (c) of Lemma 6.12 all lie on Q 2,3 .
Proof of Proposition 6.3 (Uniqueness). In the proof of Proposition 5.3 (Uniqueness) we used an analogue for open graphs of the well-known theorem that any closed planar trivalent graph has pentagonal or smaller face. That theorem plays a key role in the proof of the (easy) 5-color theorem, and the study and eventual proof of the 4-color theorem lead to an enormous number of similar results proved using the discharging method. The typical illustration of the discharging method is the following well-known lemma.
Definition 6.14. A very small face is a square, triangle, or bigon. A pentapent is a pair of adjacent pentagons. A hexapent is a pentagon and an adjacent hexagon.
Lemma 6.15. Any closed trivalent graph contains either a very small face, a pentapent, or a hexapent.
Proof. Suppose that the graph has no very small faces. We assign a charge of 6 − n to every n-gon face. By measuring Euler characteristic, the total charge is 12, which is certainly positive. We now "discharge" the pentagons, distributing their charge equally among the neighboring faces. Since this does not change the total charge of the graph there must be an n-gon with positive charge. Such a face must either be a pentagon next to a pentagon, a hexagon next to a pentagon, or a 7-gon next to at least 6 pentagons. In the final case, at least two of those six pentagons are adjacent so there's a pentapent.
Just as before, in order to apply this technique to our setting, we need an analogue of this lemma for open graphs. Definition 6.16. A lonely pentagon of an open planar trivalent graph is a pentagon which touches at most two internal faces. A lonely pentagon is either a corner pentagon or a bridge pentagon. A corner pentagon is a pentagon which touches at most two internal faces which are adjacent to each other, and a bridge pentagon is a pentagon which touches exactly two internal faces which are not adjacent to each other.
Lemma 6.17 (Planar subgraphs).
Every open planar trivalent graph has either a very small face, a pentapent, a hexapent, a growth region, or a corner pentagon.
The proof of this Lemma below will use the discharging method following the same outline as in the closed case. We assign the usual charges of 6 − n to each interior n-gon face and 4 − n to each boundary face touching n edges. By measuring Euler characteristic, the total charge is 6. We then 'discharge' the internal pentagons, distributing their charge equally among their neighboring internal faces. Since this does not change the total charge of the graph, we go looking for faces with positive charge and find that positive charge indicates that we have one of the features listed in Lemma 6.17. This last step turns out to be somewhat delicate, so we first prove a slightly weaker lemma:
Lemma 6.18. Every open planar trivalent graph has either a very small face, a pentapent, a hexapent, a growth region, or a lonely pentagon.
Proof. If our graph is not connected, then pick a proper subgraph which is.
Suppose a connected open planar trivalent graph T has no growth regions. By discharging we will show that T has either a very small face, a pentapent, a hexapent, or a lonely pentagon. Assign a charge as described above. Since T is connected, a quick argument shows that its Euler characteristic is 6. If the boundary has charge 6 or more, it has at least two boundary faces because a single boundary face has charge 4 − n (where n is the number of edges it touches). Thus, we can divide the boundary into two proper sub-regions. One of these will have charge 3 or more, and hence be a growth region by Lemma 5.9.
If the boundary has charge less than 6, then there must be a positive charge among the internal faces. We now have the internal pentagons discharge according to the following rule: each distributes its charge of 1 evenly among the adjacent internal faces. Suppose there are no lonely pentagons. Then each pentagon distributes its charge among at least 3 faces, and so faces receive at most 1 3 charge from each neighboring pentagon. The total charge has not changed, so there must be some face with positive charge.
We now consider the ways in which an n-gon may end up with positive charge. If n ≥ 7, either it neighbors a pair of adjacent pentagons and we are done, or it neighbors at most n 2 adjacent pentagons. In the latter case, the total charge is at most 6 − n + 1 3 n 2 ≤ 0. If n = 5 or 6, the positively-charged face must have received some charge from an adjacent pentagon, showing the existence of a pentapent or hexapent. Finally, we may have had a very small face all along.
Proof of Lemma 6.17. Lemma 6.18 is almost what we need, except it proves we must have a lonely pentagon, not necessarily a corner pentagon.
Suppose that a connected open planar trivalent graph T has bridge pentagons. Each bridge pentagon, when removed, disconnects the graph into two parts which each have fewer bridge pentagons. By descent, there must be a subgraph which is bridge-pentagon-free and connected to the rest of the graph by a single bridge pentagon. Call this subgraph T and the bridge pentagon connecting it to the rest of the graph B.
T B rest of T Now consider the boundary of T . If it has total charge of 6 or greater, then after B has been attached it still has charge of 2 or greater. To see this, consider the boundary face of T which B attaches to, and its two boundary neighbors. A small neighborhood of these three faces has four outgoing edges, and at least one incoming edge (otherwise B would be a corner pentagon), hence its charge is at most 4. Thus, the boundary complement of this region (the region enclosed in blue lines below) has charge at least 2 and so is a growth region by Lemma 5.9.
T B A C
Alternately, if the boundary of T had total charge of 5 or less, then there is a net positive charge and at least one small face in the interior. As above, we discharge any pentagons and conclude we must have a very small face, pentapent, hexapent, or corner pentagon in T (recall above we ensured that T had no bridge pentagons). The very small face, pentapent, or hexapent also appears in T . A corner pentagon of T is either also a corner pentagon of T , or is adjacent to B, hence part of a pentapent.
Lemma 6.19. Let T be a planar trivalent graph with no very small faces, pentapents, hexapents or corner pentagons. If we remove a maximal growth region from T , the remaining graph (call it T ) also has no very small faces, pentapents, hexapents or corner pentagons.
Proof. Since any face of T is a face of T , T has no very small faces, pentapents or hexapents. If we created a corner pentagon by removing a growth region from T , the growth region that we removed was not maximal. To see why, consider a corner pentagon in T which was not in T . It must look like the following diagram:
Here the dashed curve is the boundary of T , the shaded blue region is the growth region, and the graph (perhaps also the growth region) continues below the bottom of the picture. Then the union of the blue region with the region enclosed by red is a larger growth region.
Lemma 6.20. We can enumerate planar trivalent graph with no very small faces, pentapents or hexapents by starting with the empty diagram, and
• sequentially adding growth regions;
• in the final step, simultaneously adding some "H"s to create corner pentagons.
Proof. Consider a graph T which has no very small faces, pentapents or hexapents. From each corner pentagon, remove an "H" neighborhood of one of its sides which touches an external face. Since T has no pentapents, the regions we remove will not overlap. Let T be the graph with an "H" removed from each corner pentagon. T has no corner pentagons, so by repeatedly applying Lemma 6.19, we get a sequence of growth regions building T up from the empty diagram.
Corollary 6.21. Every planar trivalent graph with no very small faces and at most 6 boundary points is in D (n, 1) or has an internal pentapent or an internal hexapent.
Corollary 6.22. In a cubic category with reduction relations for pentapents and hexapents, D (n, 1) spans C n for n ≤ 6. Inside D (6, 1) there are 6 'pentafork' diagrams. We next analyze relations amongst these diagrams, up to lower order terms (i.e. terms with strictly fewer vertices, which in this case is exactly the diagrams in D(6, 0)).
Lemma 6.23. We let ρ denote the operator which rotates an open graph by one click counterclockwise. A trivalent category with relations reducng n-gons for n ≤ 4 and a relation amongst the 6 pentaforks modulo span(D(6, 0)) must also have a relation reducing a pentapent to something in span (D (6, 1) ) and a relation reducing a hexapent into span(D (7, 1)) Proof. If there is a relation amongst the 6 pentaforks, then there is one of the form
for some (not necessarily primitive) 6-th root of unity ζ. Gluing an 'H' diagram onto the upper right boundary face of each diagram, we obtain , 1) ).
Applying this relation three times we see that
This is only possible if the pentapent is zero modulo span(D (6, 1) ). Now we turn our attention to the hexapent. Gluing lower two points of the tree to the upper right boundary face of the pentafork relation gives two hexapents, three pentapents, and a pentagon connected via an edge to a square. Applying the square reduction relation and the new pentapent relation, we get the following relation among the hexapents modulo lower order terms:
mod span(D (7, 1) ).
Applying this relation seven times, we see that
But ζ −2 = −1 because ζ is a sixth root of unity and so cannot be a primitive fourth root of unity. Hence, we see that the hexapent is zero modulo span(D (7, 1) ).
Lemma 6.24. If dim C 4 = 4, dim C 5 = 11, and dim span D (6, 1) ≤ 39, then there is a relation amongst the 6 pentaforks modulo span (D(6, 0) ).
Proof. By Proposition 6.1, the 34 diagrams in D(6, 0) must be linearly independent. Hence, modulo span(D(6, 0)), there must either be two relations amongst the pentaforks, or a relation writing the hexagon as a linear combination of pentaforks along with a relation amongst the pentaforks.
Lemma 6.25. If dim C 4 = 4, dim C 5 = 11, and dim C 6 ≤ 40, then D (6, 1) spans.
Proof. Suppose dim span D (6, 1) ≤ 39. By the previous relation, there's a relation among the pentaforks modulo lower terms. Thus, Lemma 6.23 shows there are reduction relations for pentapents and hexapents, and finally Corollary 6.22 shows that D (6, 1) spans.
Alternatively, if dim span D (6, 1) = 40, then clearly D (6, 1) spans because dim C 6 ≤ 40.
We're now ready to give the proof of Proposition 6.3. Its statement assumes the hypotheses of Lemma 6.25, and so we can now assume that D (6, 1) spans. In particular, any element of the kernel of M (6, 1), evaluated at the given values of d and t, must be a relation in the category. By explicit calculation, we see the kernel of M (6, 1) is four dimensional. By Proposition 6.1 we know that D(6, 0) is linearly independent, so there must be 4 relations among the pentaforks and the hexagon modulo D(6, 0). In particular, there must be at least 3 relations among the pentaforks modulo D(6, 0). Then Lemma 6.23 implies that there are relations reducing pentapents and hexapents, Lemma 6.15 implies that we have enough relations to evaluate all closed diagrams, and Corollary 2.7 says that there is a unique cubic category at the given values of d and t.
Remark 6.26. Although we don't need to know the form of the pentafork, pentapent, and hexapent relations to prove uniqueness, we can obtain them explicitly as follows. By looking at the radical of the inner product on D (6, 1), we obtain three relations amongst the pentaforks (modulo lower order terms), and one relation giving a hexagon in terms of the pentaforks and lower order terms. The pentafork relations have rotational eigenvalues −1, ω, ω 2 , for ω a primitive cube root of unity. One can then use the argument from Lemma 6.23 to obtain explicit pentapent and hexapent reductions. See code/H3_relations.nb.
Remark 6.27. The pentafork relations guarantee pentapent and hexapent relations. We do not know whether one can use non-degeneracy to go the other way and recover the pentafork relations from the pentapent and hexapent relations.
Proof of Proposition 6.4 (Realization). First we recall the definition of the H3 category. Then we must show it is trivalent, has d = , and has dimension sequence dim C 4 = 4, dim C 5 = 11, and dim C 6 = 37 ≤ 40. The construction of the Haagerup fusion category and hence H3 involves a choice of square root of 13. Thus taking Galois conjugation √ 13 → − √ 13 gives another category which realizes the other value of (d, t). Recall that H2 is the Haagerup category with three invertible objects (1, h, and h 2 ) and three non-invertible objects (Y , hY and h 2 Y ) with fusion rules hY = Y h 2 and Y 2 = 1 + Y + hY + h 2 Y . Since the associator on the 1, h, h 2 subcategory is trivial, there's a canonical algebra C[Z/Z3] in H2. As defined in [GS12b] , H3 is the tensor category of bimodule objects in H2 over this algebra.
Recall that H3 has the same Grothendieck ring as category H2, with g 3 = 1, gX = Xg 2 and X 2 = 1 + X + gX + g 2 X. We will need one additional fact about H3. Since H2 is isomorphic to its complex conjugate, and since the structure constants for the algebra C[Z/Z3] are real, we see that H3 is also isomorphic to its complex conjugate.
From the fusion rules for H3 we see that dim Inv(X ⊗3 ) = 1, and thus that there is a map f : X ⊗ X → X. We need to see that this is a trivalent vertex, and that it generates the category. We know that f must be a rotational eigenvector, but we do not yet know the eigenvalue. Note that since conjugation by g permutes X, gX, and g 2 X we must have the same rotational eigenvalue for each of the three maps X ⊗ X → X, gX ⊗ gX → gX, and g 2 X ⊗ g 2 X → g 2 X. Since H3 is isomorphic to its complex conjugate, we see that these eigenvalues must all be 1.
Next, we consider the pivotal subcategory H3 ⊂ H3 generated by the trivalent vertex f . By the classification of algebra objects in H3 from [GS12b] , 1 + X does not have the structure of an algebra object in H3 and hence H3 cannot take a functor from the SO(3) category at this value of (d, t). Hence, dim H3 4 cannot be smaller than 4.
If dim Inv H3 (X ⊗5 ) < 11, by Theorem B, H3 is either a (G 2 ) q category or an ABA category. In both cases we compute tr(y + ) = dim gX = 3+ √ 13 2 = dim g 2 X = tr(y − ) using the formulas from Theorem 4.16 and get a contradiction. If H3 were an ABA category then d = . Our final task is to show that H3 = H3. Since the principal graph for H3 is depth 3, H3 is generated by its morphisms in Inv H3 (X ⊗k ) for k ≤ 6. Hence it is enough to show that dim Inv H3 (X ⊗6 ) = 37. Consider the diagrams in D (6, 1), leaving out (any) 4 of the pentaforks, and compute the determinant of the corresponding 37-by-37 matrix. This is the nonzero number . (See code/H3_relations.nb for this calculation.) Hence these 37 diagrams must in fact be linearly independent in H3 6 . Thus dim Inv H3 (X ⊗6 ) ≥ 37, and in fact H3 6 = H3 6 , with D (6, 1) spanning. Thus H3 = H3, so H3 is a trivalent category satisfying the conditions of the theorem.
Non-trivial rotational eigenvalues
Suppose that C is a pivotal category with the sequence dim C n beginning 1, 0, 1, 1 which is generated by the map 1 → X ⊗ X ⊗ X. This map must be an eigenvector for rotation, whose eigenvalue must be a cube root of unity. Thus far we have considered the case where the rotational eigenvalue is 1, and in this section we consider the case where the rotational eigenvalue for counterclockwise rotation is a primitive cube root of unity ω. We call such a category a twisted trivalent category. Similarly to before, a twisted trivalent category gives an invariant of planar trivalent graphs which are decorated with a choice of direction at each vertex (which we denote by placing a dot in one of the three regions adjacent to the vertex) subject to the following skein relation
As before we normalize the bigon (with dots inward) to be 1. In a twisted trivalent category, the triangle with all dots pointing inward is some multiple of the trivalent vertex, but it's manifestly rotationally invariant and hence must be zero. This significantly simplifies the analysis, because all the determinants considered above become polynomials in just one variable, the loop value d. It is then easy to detect intersections between the corresponding varieties, by factoring into irreducible polynomials.
We now quickly run through the analogues of all the above results in the twisted case. Let D ω (n, k) be defined as before as diagrams with n boundary points and no more than k faces, none of which are squares or smaller. Note that there is an ambiguity here; for each diagram you must fix the location of the dots. We let M ω (n, k) be the matrix of inner products and ∆ ω (n, k) be the determinant of this matrix. Note that M ω (n, k) is well-defined only up to rescaling rows by a power of ω, and thus ∆ ω (n, k) is only well-defined up to an overall rescaling by a power of ω. Below we always fix this normalization in a way that makes the determinant a polynomial with real coefficients (though it is not clear that this is possible in general).
Many of the small determinants used below can be calculated by hand. The larger ones, however, rely on a newer software implementation of our methods, which unfortunately is not ready for release. (The older implementation, used and described above, was not designed to keep track of rotations of vertices.) Our plans for further investigations of small skein theories will make use of the newer implementation, so we defer a description and release until a later paper. Proof. If D ω (4, 0) is linearly dependent then we get a relation of the form
As before, this relation shows that D ω (n, 0) spans C n . On the other hand if D ω (4, 0) is linearly independent then it is a basis of C 4 . Thus computing the kernel of the inner product we see that 
In either case, the relation shows that D ω (n, 0) spans C n and hence the relation is enough to evaluate all closed diagrams. Thus there is at most one such category.
Remark 7.3. Note that this uniqueness statement applies for a particular choice of primitive cube root of unity for the rotational eigenvalue; typically, as below, examples will appear in pairs corresponding to both choices.
For realization we use [EGO04] which gives Chmutova's classification of fusion categories of global dimension 6. We recall the following notation from [Ost03, §3] . Suppose that H is a subgroup of G, that ξ ∈ Z 3 (G, C × ) is a 3-cocycle and that ψ ∈ C 2 (H, C × ) is a 2-cochain whose coboundary is the restriction of ξ. Then we have a fusion category Vec(G, ξ) of twisted G-graded vector spaces, and the twisted group ring C ψ [H] is an algebra object. Let C(G, H, ξ, ψ) denote the category of bimodules over the twisted group ring. Recall that H 3 (S 3 , C × ) = Z/6Z, H 3 (S 2 , C × ) = Z/2Z, and H 2 (S 2 , C × ) = 0. If ξ is an element of order 3 in H 3 (S 3 , C × ), then its restriction to H 3 (S 2 , C × ) is trivial. So there's a 2-cochain ψ on S 2 (which is unique up to homology) such that dψ = ξ on S 2 . Proposition 7.4. If ξ is a 3-cocycle of order 3 in H 3 (S 3 , C × ) and ψ a 2-cochain on S 2 such that dψ = ξ on S 2 , then C(S 3 , S 2 , ξ, ψ) gives a trivalent category with d = 2 and dim C 4 = 3.
Proof. These two categories (one for each choice of ξ) each have three objects 1, X, g with g 2 = 1, gX = Xg, and X 2 = 1 + 2X + g. (In other words, they are Tambara-Yamagami categories [TY98] for the group Z/2Z.) So a direct calculation shows that the dimensions of the Hom spaces are given by 1, 0, 1, 1, 3, . . .. Since these are distinct from Rep(S 3 ) = SO(3) ζ 12 , our previous classification shows that the rotational eigenvalue cannot be 1 so they must both be twisted trivalent categories.
Combining these results we get the following classification.
Theorem D. A twisted trivalent category C with dim C 4 ≤ 3 must be one of the two C(S 3 , S 2 , ξ, ψ) categories.
(Here we haven't specificied which values of ξ correspond to which rotational eigenvalues, although it must be a bijective correspondence; it would be interesting to work this out.) Now, a twisted cubic category C (that is, one with dim C 4 = 4) must (by the analogue of Theorem 4.15) have d = 2, D ω (4, 0) a basis of C 4 and satisfy the relation
Using only this relation (along with the known values d for loops, 1 for bigons, and 0 for triangles), we can readily compute all the following determinants.
(The polynomials Q ω,i appear in the appendix.)
Proposition 7.5. In any twisted cubic category D ω (5, 1) is linearly independent.
Proof. Since d is not 0 or 2, we have ∆ ω (5, 1) = 0.
It follows that there are no twisted cubic categories with dim C 5 ≤ 10. It also follows that if dim C 5 = 11, then D ω (5, 1) is a basis for C 5 . Proposition 7.6. If C is a twisted cubic category with dim C 5 = 11 and dim C 6 ≤ 40,
Proof. First, dim C 6 ≤ 40 implies that D ω (6, 1) is linearly dependent and hence ∆ ω (6, 1) and ∆ ω (7, 1) both vanish. But their only shared factors are d + 1 and
Proposition 7.7. There is at most one twisted cubic category with dim C 5 = 11 and dim C 6 ≤ 40 for each of the three points
Proof. Again we must have a pentafork relation. The method of Lemma 6.23 can still be used to guarantee pentapent and hexapent reductions and thus uniqueness, as follows. The first argument there shows that we have a relation for reducing the pentapent unless 1 = (−ζ −2 ω) 3 = −1. The second argument there shows that we have a relation for reducing the hexapent unless 1 = (−ζ −2 ω) 7 = −ζ −2 ω which can only occur when ζ 2 = −ω. Here ζ 2 is a third root of unity, while −ω is a primitive sixth root of unity, so this can not happen.
The two cases with d =
3+
√ 13 2 are realized by the twisted Haagerup fusion categories conjectured in [EG11] . Ostrik observed that these can be constructed as follows. Start with the construction of two Z/9Z Izumi near group categories in [EG14] . Following Izumi and Evans-Gannon, the center of one of these categories contains a copy of Rep(Z/3Z) as a symmetric tensor subcategory.
One can then de-equivariantize [DGNO09] by this to get a new category which has objects 1, g, g 2 , X, gX, g 2 X but where the three invertible elements have nontrivial associator. We will denote the categories obtained this way H ω (one for each primitive cube root of unity). The two with d = 3− √ 13 2 are realized by the Galois conjugates of the H ω .
Remark 7.8. Note that the untwisted H2 (one of the even parts of the Haagerup subfactor) and H3 can be constructed in a similar way. Start with the unique Z/3Z×Z/3Z Izumi near-group category. The center of this category has two different copies of Rep(Z/3Z) (one is the diagonal and the other the anti-diagonal). De-equivariantizing by each of these gives H2 and H3 (although it's not clear which is which).
Proposition 7.9. The two categories H ω are twisted cubic categories with dim C 5 = 11, dim C 6 = 37, and d =
Proof. This argument closely follows the argument from 6.4. Again let H be the subcategory generated by the trivalent vertex. The same argument as before shows that H must be a trivalent or twisted trivalent category. By the fusion rules we know that d = 3+ √ 13 2
. We need to see that it is twisted and show that H = H ω which would show that H ω is trivalent and, from the fusion rules, that the dimensions of the invariant spaces begin 1, 0, 1, 1, 4, 11, 37. If H were untwisted, then it would have to be on our list of untwisted trivalent categories. First, H cannot be SO(3) q because 1 + X is not an algebra (if it were then g would be in the normalizer of that algebra contradicting the nontrivial associator). Second, H cannot be an ABA or (G 2 ) q category for the same dimensional considerations that showed H3 couldn't lie in those familes. Third, H can't be H3 because of the nontriviality of the associator. Hence it is a twisted trivalent category. Finally, in order to show that H ω = H it is enough to show that dim Inv H (X ⊗6 ) = 37 which follows calculating that the 41-by-41 matrix M ω (6, 1) has rank at least 37 at this value of d. This rank calculation can be easily done modulo a prime sitting above 3 in Z [d] . TODO: Edit/check Question 7.10. Does there exist a twisted trivalent category Q ω with d = −1, dim C 5 = 11 and dim C 6 ≤ 40? Such a category is unique if it exists. It would have dim C 6 = 39 and would satisfy the following two relations 3 (where ζ is the primitive sixth root of unity which is a square root of ω): Such a Q ω cannot come from any operator algebraic construction since d = −1 < 0. As we will see in the next section, Q ω is not braided and so Q ω is not a Drinfel'd-Jimbo quantum group. Furthermore, the dimensions of the objects at depth 2 are not real (they are conjugate primitive sixth roots of unity), so Q ω must have infinitely many simple objects. We do not think it comes from any well understood construction, but it has also passed every test we have attempted to use to rule it out. We also note that the above relations are particularly nice as they involve only 24 terms each.
In conclusion, we have the following classification of twisted trivalent categories.
dimension bounds new examples 1,0,1,1,3,. . . C(S 3 , S 2 , ξ, ψ) 1,0,1,1,4,10,. . . nothing 1,0,1,1,4,11,37,. . . H ω 1,0,1,1,4,11,39,. . . Q ω , if it exists 1,0,1,1,4,11,40,. . . nothing more 8. Braided Trivalent Categories Definition 8.1. We call a trivalent or twisted trivalent category braided if there is an element in the 4-boundary point space, which we write using a crossing, which satisfies the following relations (in the untwisted case ignore the dots):
= ,
Note that the latter two relations above imply the Reidemeister 3 relations also hold via the Kauffman trick (since the category is generated by the trivalent vertex and so the crossing can be written in terms of trivalent vertices). As usual in quantum topology, the Reidemeister 1 relation need not hold.
Lemma 8.2. There are no braided twisted trivalent categories.
Proof. By dimensional considerations we have the following relations = α
•
= β • for some numbers α and β. If we use the other crossing in these pictures we get the same relations with α −1 and β −1 . We can now compute the action of rotation on the twisted trivalent vertex in two different ways:
Thus, α −1 β 2 = ω = αβ −2 , and so ω = ω −1 which is a contradiction.
Remark 8.3. The same argument shows that if X is a simple object in a braided tensor category and f : 1 → X ⊗n is an eigenvector for both rotation and braiding, then the rotational eigenvalue is ±1.
Lemma 8.4. If C is a braided trivalent category with dim C 4 ≤ 4, then dim C 5 ≤ 10.
Proof. Since dim C 4 ≤ 4 we get that D(4, 0) forms a spanning set for C 4 . Look at Equations (8.1) and (8.2) and expand every crossing as a sum of diagrams in D(4, 0). These each give a relation between diagrams in D (5, 1). We claim that at least one of these relations is nontrivial. Since the crossings are rotations of each other, at least one of the crossings has a nontrivial coefficient of either or . In the former case the expanded relation has a nontrivial coefficient of , and in the latter case the expanded relation has a nontrivial coefficient of the pentagon. Thus we have a nontrivial relation among D (5, 1), so by Lemma 5.14, we get that D(5, 0) spans C 5 . In particular, dim C 5 ≤ 10.
Corollary 8.5. The only braided trivalent categories with dim C 4 ≤ 4 are of the form SO(3) q or (G 2 ) q .
Proof. By our classification, all we need to do is show that the ABA categories are not braided. The most direct, but brutal, way to do this is to just write down a general element of the 4-boundary point space and check that cannot satisfy the Reidemeister relations. A more conceptual way that works so long as δ, the loop value for A, is not the golden ratio or its conjugate, is to note that the fusion rules are noncommutative since A (2) (ABA) = A (3) BA + ABA while (ABA)A (2) = ABA (3) + ABA. (When δ is the golden ratio, the fusion rules are commutative so one must use the brutal approach.)
We expect this theorem to give Wenzl-style recognition results [KW93, TW05] for (G 2 ) q and Deligne's S t , showing that they are the only braided tensor categories with their Grothendieck rings.
Prospects
There are several obstacles to pushing the above techniques further in the study of trivalent categories. First, even though in principal just knowing d and t should be enough to calculate the determinants D (n, k) for n+2k < 12, as we saw in Conjecture 6.9, in practice arithmetic of two variable rational functions is sufficiently difficult that we cannot compute all of these determinants exactly. If one is willing to accept probabilistic proofs then we can compute more of these determinants. Second, if we want to go beyond n + 2k = 12 then we need to introduce the dodecahedron as a third variable, which will make things quite a bit more complicated. Finally, we are already pushing up against the limits of practical Gröbner basis calculations, for example we already cannot directly intersect ∆(7, 0) and ∆ (7, 1). For all these reasons, it is unlikely that we will be able to push the classification of trivalent categories much further without new ideas.
Instead we plan to continue investigating these ideas in other settings than the trivalent setting. There are numerous good candidates for investigation, including the following.
• Braided trivalent categories with dimensions bounded by 1, 0, 1, 1, 5.
This includes the conjectured exceptional series of Deligne and Vogel [Del96, Vog11] .
• Skein theoretic invariants of planar graphs together with a 2-coloring of the vertices and a 2-coloring of the faces. These correspond to quadrilaterals of subfactors and we hope to strengthen the classification results of Grossman, Izumi, and Jones [GJ07, GI08].
• Categories generated by a 4-valent vertex with a checkerboard shading.
These were studied by Bisch, Jones, and Liu in [BJ00, BJ03, BJL13], and we hope to push their techniques beyond what can be done by hand.
• Categories generated by a 2n-valent vertex with a checkerboard shading.
For n = 2 this is the previous example, and for n = 3 they were studied by Dylan , and Q 36,60 are available in L A T E X and Mathematica formats in the polynomials/ subdirectory of the arXiv source as files Q_i,j.tex and Q_i,j.m, and also in the Mathematica notebook code/GroebnerBasisCalculations.nb
