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Abstract
In the pursuit of obtaining largest graphs of given maximum degree ∆ and diameter D,
many construction techniques have been developed. Compounding of graphs is one such
technique. In this paper, by means of the compounding of complete graphs into a Moore
bipartite graph of diameter 6, we obtain a family of large graphs of the same diameter. For
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maximum degrees ∆ = 5, 6, 9, 12 and 14, members of this family constitute the largest known
graphs of diameter 6.
Keywords: Degree/diameter problem, Moore bipartite graphs, compounding of graphs.
1 Introduction
The topology of a network (such as a telecommunication, multiprocessor, or a local area network,
or a social network) is usually modeled by a graph in which vertices represent "nodes" (stations,
processors or people) while edges stand for "links" or other types of connections.
When designing networks, several restrictions and/or speciﬁcations naturally emerge. Some of
the most common limitations lie in the number of connections attached to a node and in the
maximum number of links that any node should traverse to reach any other node; see [35]. In
graph-theoretical terms, these two parameters represent the degree of a vertex and the diameter
of the graph, respectively. These concepts are deﬁned formally in Section 2.
The optimality of a network has been interpreted in many distinct ways [35]. One possible
interpretation can be stated as follows:
An optimal network contains the maximum possible number of nodes, given a limitation on
the number of connections attached to a node and a limitation on the number of traversed
links between any two farthest nodes.
The preceding interpretation has attracted researchers' attention because of its implications in
the design of interconnection networks [35, pp. 91]. Examples of such large topologies are
global, regional or local communication networks; computer networks; VLSI circuits; and social
networks.
In graph-theoretical terms, this leads to the degree/diameter problem.
Degree/diameter problem: Given natural numbers ∆ and D, ﬁnd the largest possible num-
ber of vertices n∆,D in a graph of maximum degree ∆ and diameter at most D.
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This problem is also known as the (∆, D)-graph problem. An upper bound on n∆,D is given by
the Moore bound, see [6, 30].
n∆,D ≤ 1 + ∆ + ∆(∆− 1) + · · ·+ ∆(∆− 1)D−1
= 1 + ∆[1 + (∆− 1) + · · ·+ (∆− 1)D−1]
=
 1 + ∆
(∆−1)D−1
∆−2 if ∆ > 2
2D + 1 if ∆ = 2
(1)
The right hand of Equation (1) is known as the Moore bound, and is denoted by M∆,D. It is well
known that graphs attaining this bound exist only for certain special values of the maximum
degree and diameter; see [1, 12, 28].
The degree/diameter problem was ﬁrst studied by Hoﬀman and Singleton [28] in 1960. However,
at present, not much is known about the exact values of n∆,D. The only known values of n∆,D
are shown in Table 1.
Table 1: Known values of n∆,D.
∆ D n∆,D
∆ ≥ 1 D = 1 M∆,1 [30]
∆ = 2, 3, 7 D = 2 M∆,2 [28]
∆ = 4, 5 M∆,2 − 2 [18]
∆ = 6 M6,2 − 5 [31]
∆ = 2 D = 3 M2,3 [30]
∆ = 3 M3,3 − 2 [18, 29]
∆ = 2 D = 4 M2,4 [30]
∆ = 3 M3,4 − 8 [8, 11, 17]
∆ = 2 D ≥ 5 M2,D [30]
Therefore, research eﬀorts related to the degree/diameter problem cover both proofs of non-
existence of graphs of order close to the Moore bounds and constructions of ever larger graphs;
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one outcome of such constructions is to improve lower bounds on n∆,D.
Constructions of large graphs were ﬁrst given in [18]. In that paper, Elspas constructed, among
other graphs, the unique graph of degree 4, diameter 2 and orderM4,2−2, and the unique graph
of degree 5, diameter 2 and order M5,2 − 2; he also credited Green with obtaining the unique
graph of degree 3, diameter 3 and order M3,3 − 2.
Interest in the degree/diameter problem is further motivated by the accessible on-line table of
the largest known graphs for maximum degrees 3 ≤ ∆ ≤ 16 and diameters 2 ≤ D ≤ 10; see [34].
For more information, we refer the interested reader to the survey by Miller and irá¬ [30] for
history, background and development.
Presently, compounding of graphs is one of the most frequently used techniques for the con-
struction of large graphs of given maximum degree and diameter. The compounding technique
was introduced by Bermond, Delorme and Quisquater [4]. It has been used successfully to
obtain large graphs, especially in ad hoc combinations with other methods; see, for instance,
[2, 3, 9, 10, 1315, 20, 2227, 33].
In [33] Quisquater proposed a compounding method which replaces a single vertex from a Moore
bipartite graph with a suitable complete graph. However, in a Moore bipartite graph, it is
possible to replace several vertices with copies of suitable complete graphs without increasing
the diameter of the bipartite Moore graph. This idea is a result of evolving work started by
Gómez, Fiol and Serra [25] in 1993. Subsequently, using Moore bipartite graphs of diameter 6,
some improvements in this approach have been put forward in [10, 27], and recently in [23].
In this paper, the technique of graph compounding is used to produce a new family of graphs
of maximum degree ∆ and diameter 6. We extend the approach mentioned in the previous
paragraph. By using this extension, we produce new largest known graphs of diameter 6, which,
consequently, improve various entries in the table of the largest known graphs of maximum degree
∆ and diameter D, see [34].
The rest of this paper is structured as follows. In Section 2, we present the basic concepts
and terminology used throughout this paper. Section 3 gives some useful known properties of
Moore bipartite graphs. Section 4 describes the constructive process of the compound graphs
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H∆−1(Kh) of diameter 6, whereas, in Section 5, we present the members of this family of graphs
which constitute the largest known graphs for their respective maximum degrees. Finally in
Section 6, we summarize the results obtained.
2 Basic Deﬁnitions
The terminology and notation used in this section is standard and is consistent with that used
in [16].
In this paper [S]k denotes the set of all k-subsets of a set S; a graph is a pair G = (V,E) of
sets satisfying E ⊆ [V ]2. The elements of V and E are the vertices and edges of the graph G,
respectively.
The vertex set of a graph G is denoted by V (G), and its edge set by E(G). The number of
vertices of G represents the order of G, and is denoted by n(G).
For an edge e = {x, y}, we will write e = xy, or simply xy. For an edge e = uv, we say that
u and v are the ends of e, adjacent or neighbors, and incident with e; also e is incident with u
and v. Two distinct edges are adjacent if they share an end. The set of neighbors of a vertex v
in G is denoted by N(v). We denote by E(X,Y ) the set of all edges between elements of a set
X and a set Y . The degree of a vertex v is the number of edges incident with v, and is denoted
by d(v). The number ∆(G)= max{d(v) | v ∈ V } is the maximum degree of G.
A set of elements is called independent or stable if it contains no adjacent elements. The cardi-
nality of a set of elements A is denoted by |A|.
For k ≥ 0, a path P is a graph such that
V (P ) = {x0, x1, . . . , xk} and E(P ) = {x0x1, x1x2, . . . , xk−1xk}.
The length of a path is its number of edges. A path of length k, denoted by Pk, is called a k-path.
We will also use the following notation for subpaths of a path P = x0x1 . . . xk: xiPxj = xi . . . xj
where 0 ≤ i ≤ j ≤ k.
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For k ≥ 3, a cycle C is a graph such that
V (C) = {x0, x1, . . . , xk−1} and E(C) = {x0x1, x1x2, . . . , xk−1x0}.
The length of a cycle C is the number of edges in C. A cycle of length k, denoted by Ck, is
called a k-cycle. The minimum length of a cycle in a graph G is the girth of G and is denoted
by g(G). The length of a shortest path from vertex u to vertex v in G represents the distance
in G between u and v, denoted by d(u, v); if no such path exists, d(u, v) =∞. The diameter of
a graph G, denoted by D(G), is the largest distance between any two vertices in G.
A walk of length k is a sequence of vertices vi and edges ei, 0 ≤ i ≤ k, such that ei = vivi+1,
for i < k. If v0 = vk, the walk is closed. We could also refer to a walk by the sequence of its
vertices.
Let G and G′ be two graphs. If V (G′) ⊆ V (G) and E(G′) ⊆ E(G), then G′ is a subgraph of G;
denoted by G′ ⊆ G. We deﬁne the distance between two subgraphs H and H ′ of a graph G as
follows: d(H,H ′) =min{d(x, y) | x ∈ V (H), y ∈ V (H ′)}.
Let G = (V,E) be a graph and let m ≥ 2 be an integer. The graph G is called m-partite if it is
possible to partition V into m sets (called partite sets) such that no edge joins two vertices in
the same set. A 2-partite graph is called bipartite.
A perfect matching between two sets of vertices with the same order n is a set of n independent
edges between both sets.
LetG be a bipartite graph with partite sets V1 and V2 and edge set E, denoted byG = (V1∪V2, E).
A polarity pi on G is an automorphism of the bipartite graph such that
(i) pi(V1) = V2 and pi(V2) = V1.
(ii) pi2 = id,
where id represents the identity automorphism.
We now deﬁne the compounding of graphs. Let S = {G1, G2, . . . , Gk} be a set of graphs. Each
element of S is called a source graph and, consequently, S is called the set of source graphs. Let
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G = (V,E) be a graph, called the base graph. In addition, let Gˆ = (Vˆ , Eˆ = ∅) be a subgraph of
G, formed by all those vertices of G which are to be replaced during the compounding process.
We will call Gˆ the replaced graph. Finally, let f be a mapping from Vˆ to S.
The compounding of S into G will be denoted by G(S) or by G(G1, G2, . . . , Gk). We deﬁne it
by means of the two following steps:
Step 1: Every vertex v ∈ Vˆ is replaced by the graph f(v) ∈ S. The set of added vertices is
denoted by Vˆ (S), that is, Vˆ (S) =
⋃
v∈Vˆ
V (f(v)).
Step 2: The edges incident with v ∈ Vˆ are distributed among the vertices of f(v). Note that
this step introduces a certain degree of ambiguity, so further speciﬁcations will often be
needed.
To exemplify this, see Figure 1, where S = {C3, C4,K4} and the base graph is K4. The replaced
graph has vertex set V (Gˆ) = {a, b, d} and edge set E(Gˆ) = ∅, and the mapping is f(a) = C3,
f(b) = C4, and f(d) = K4.
⇒
a
b
c
d
Base graph
Compound graph
Figure 1: Compound graph.
3 Moore Bipartite Graphs
The Moore bipartite bound, i.e. the maximum number M b∆,D of vertices in any bipartite graph of
maximum degree ∆ and diameter D, can be found in Biggs [6]:
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M b∆,D =
 2
(∆−1)D−1
∆−2 if ∆ > 2
2D if ∆ = 2
(2)
Bipartite graphs attaining this bound are called bipartite Moore graphs. Moore bipartite graphs
are ∆-regular graphs and exist only if D = 2, 3, 4 or 6. For D = 2, they are the complete bipartite
graphs of degree ∆. For D = 3, 4 and 6, bipartite Moore graphs have so far been constructed
only if ∆− 1 is a prime power [6].
The existence of a Moore bipartite graph of degree ∆ and diameter 3 is equivalent to the existence
of a projective plane of order ∆ − 1 [6]. This graph can be seen as the incidence graph of the
corresponding projective plane. We will denote the incidence graph of a projective plane of order
∆− 1 by I∆−1.
A Moore bipartite graph of degree ∆ and diameter 6 will be denoted by H∆−1.
In any Moore bipartite graph G of degree ∆ and diameter D, the following assertions hold; see
[21, pp. 85].
1. The girth of G is equal to 2D. Therefore, if x and y are two vertices such that d(x, y) =
m < D, then there exists exactly one m-path from x to y in G.
2. Given two vertices x and y, if d(x, y) = D, then there exist ∆ disjoint paths joining x and
y.
3. Any two vertices are contained in a 2D-cycle.
4 Compound Graphs H∆−1(Kh)
The process of construction of these graphs is divided into two parts. The ﬁrst part is a com-
pounding operation and the second part sets up new adjacency rules.
To describe the graphs, we will use the deﬁnition of compounding of graphs presented in Section
2. We base our method on a step-by-step construction showing a sequence of operations required
to deﬁne these compound graphs.
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Note that the order of any compound graph G(S), using S = {Kh} as the set of source graphs,
G as the base graph, and Gˆ = (Wˆ , Eˆ = ∅) as the replaced graph, is the following.
n(G(S)) = n(G) + |Wˆ |(h− 1). (3)
Our compounding operation is slightly diﬀerent from that described in [10, 23, 27]. We have
kept the same notation and terminology in order to achieve a better understanding of the idea.
However, conditions to set up the new adjacency rules have been changed.
Part 1: Compounding Operation
Source Graphs: Given a positive integer ∆, G1 = Kh, where Kh is the complete graph of order
h, for h ≤ ∆− 1.
Base Graph: Moore bipartite graph H∆−1 with partite sets V and W , edge set E, degree ∆
and diameter 6. Recall that ∆− 1 is a prime power.
Replaced Graph: Let R be the subgraph of H∆−1 depicted in Figure 2. Let x be a vertex of
V and let N(x) = {x0, x1, . . . , x∆−1}. We now deﬁne the following sets:
1. W 0 = N(x)− {x∆−1}.
2. V 0 = N(W 0)− {x} −
⋃
i∈{0,...,∆−2}
{xi∆−2}.
3. W ′ = N(V 0)−W 0 −
⋃
i∈{0,...,∆−2}
j∈{0,...,∆−3}
{xij∆−2}.
The set W ′ ⊂W is called the set of replaceable vertices and is highlighted in Figure 2.
Given a subset Wˆ of W ′, the replaced graph will then be Gˆ =(Wˆ , Eˆ = ∅).
Mapping f :
f(xijk) = Kh for all xijk ∈ Wˆ
Specifying Step 1: Each vertex xijk of Wˆ will be replaced by a complete graph Kh, denoted
by K(ijk)h , with vertex set V (K
(ijk)
h ) =
{
y
(ijk)
0 , . . . , y
(ijk)
h−1
}
.
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Figure 2: Subgraph R of H∆−1 to be modiﬁed.
The set of added vertices is denoted by Wˆ (Kh). Therefore, Wˆ (Kh) =
⋃
xijk∈Wˆ
V (K(ijk)h ).
Specifying Step 2: The edges incident with each vertex xijk ∈ Wˆ are joined to the vertices of
K
(ijk)
h in such a way that each vertex of K
(ijk)
h is incident with at least one of these edges.
Given a vertex xijk ∈ Wˆ and the complete graph K(ijk)h , we denote by y(ijk)0 ∈ K(ijk)h the
vertex that has xij as a neighbor. Then y
(ijk)
0 is connected to at least one other neighbor
of xijk.
Resulting Graph: H0∆−1(Kh).
Figure 3 illustrates the replacement of a vertex with a triangle by the compounding operation.
Note that vertex y(000)0 is connected to x00 and to another neighbor of x000.
Part 2: Introduction of New Edges
In order to guarantee that the graphs H∆−1(Kh) keep diameter 6, new edges are introduced.
The set of edges to be added in this part is denoted by Eˆ(Kh). Therefore, we deﬁne the graph
Gˆ(Kh) = (Wˆ (Kh), Eˆ(Kh)).
We need to introduce new notation and terms. We are now interested in deﬁning the replaced
graph Gˆ = (Wˆ , Eˆ) completely, that is, to deﬁne its edge set. The edge set can be deﬁned as
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⇒x x0 x00 x000
x x0 x00 y
(000)
0
K
(000)
3
Figure 3: In H3, the replacement of vertex x000 with K3.
follows. For xijk, xrst ∈ Wˆ ; {xijk, xrst} ∈ Eˆ ↔ ∃ α, β ∈ {0, . . . , h− 1} such that {y(ijk)α , y(rst)β } ∈
E(V (K(ijk)h ), V (K
(rst)
h )), that is, {y(ijk)α , y(rst)β } ∈ Eˆ(Kh). Figure 4 depicts a graph Gˆ(K3) and
its corresponding graph Gˆ.
We will call a block any set formed by copies of K(ijk)h . However, we will mainly use blocks
obtained as copies of K(ijk)h , for a ﬁxed i. The total number of blocks is denoted by Nb.
Finally, the margin, denoted by M , is the number of edges that can be added to the vertices of
each Kh so that the maximum degree of H∆−1(Kh) continues being at most ∆. It is easy to see
that M = (∆− h)(h− 1) [27].
Now we will describe the introduction of new edges in our approach.
Origin Graph: H0∆−1(Kh).
Condition 1: There should be one edge between each pair of copies K(ijk)h and K
(ijt)
h , for
k 6= t. The maximum number of edges joining a copy K(ijk)h to any other copy K(ijt)h ,
for k 6= t, is denoted by δ.
Condition 2: The distance between any two copies of K(ijk)h inside a block should be at
most 3. In particular, the distance between any two copies K(ijk)h and K
(ist)
h should
be at most 3.
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(a)
(b)
Figure 4: (a): Graph Gˆ(K3) and (b): graph Gˆ obtained from Gˆ(K3).
Condition 3: The distance between any two copies K(ijk)h and K
(rst)
h should be at most
4, for i 6= r. Equivalently, the distance between any two copies of K(ijk)h from diﬀerent
blocks should be at most 4.
Condition 3a: The distance between any vertex y(ijk)α and any copy of type K
(rst)
h , i 6= r,
should be at most 5.
Condition 4: All these adjacencies are added in such a way that the maximum degree of
H∆−1(Kh) is at most ∆.
Resulting Graph: H∆−1(Kh).
Note that either Condition 3 or 3a can be used to show that the distance between any vertex
y
(ijk)
α ∈ K(ijk)h and any vertex y(rst)β ∈ K(rst)h , i 6= r, is at most 6. Moreover, the cardinality of
each block need not be equal.
Figure 5 depicts a block and its intraconnections which satisfy Conditions 1 and 2, while Figure
6 depicts two blocks and their intra and interconnections which satisfy Conditions 1, 2 and 3.
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x20
x220
x22
x211 x210
x21
x2
x
x201 x200 x320
x32
x3
x
x221
Figure 5: Block {K(200)3 ,K(201)3 ,K(210)3 ,K(211)3 ,K(220)3 ,K(221)3 ,K(320)3 } and its intraconnections.
Edges guaranteeing Condition 1 are colored in gray and edges guaranteeing Condition 2 are
highlighted by a dashed line.
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x001
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x
x020x021 x300
x30
x3
x
x000
x10
x120
x12
x111 x110
x11
x1
x
x101 x100 x310
x31
x3
x
x121
Figure 6: Two blocks, namely, {K(000)3 ,K(001)3 ,K(010)3 ,K(011)3 ,K(020)3 ,K(021)3 ,K(300)3 } and
{K(100)3 ,K(101)3 ,K(110)3 ,K(111)3 ,K(120)3 ,K(121)3 ,K(310)3 }, and their interconnections. Edges guaran-
teeing Condition 1 are colored in gray, and edges guaranteeing Conditions 2 and 3 are highlighted
by dashed and heavier lines, respectively.
13
Lemma 4.1 In H∆−1(Kh), the graph Gˆ(Kh) = (Wˆ (Kh), Eˆ(Kh)) has diameter 6.
Proof. Note that, because of Condition 2, in the graph Gˆ(Kh), the distance between any two
copies of K(ijk)h inside a block is 3. Therefore, the distance between any two vertices y
(ijk)
α and
y
(rst)
β from the same block is at most 5. Besides, because of Condition 3 or 3a, the distance
between any two vertices y(ijk)α and y
(rst)
β from diﬀerent blocks is at most 6. Thus, the lemma
follows from the fact that Gˆ(Kh) is the union of the Nb blocks. 2
Theorem 4.1 Any graph H∆−1(Kh) constructed by following Conditions 1-4 has maximum de-
gree ∆ and diameter 6.
Proof. Let H∆−1(Kh) be a graph satisfying Conditions 1-4. In such a graph, a path not
containing vertices of Wˆ is unaﬀected.
The maximum number of replaced vertices that can be in a shortest path of any H∆−1(Kh) is
2; see the selected subgraph R of H∆−1 (Figure 2), and recall that the girth of H∆−1 is 12.
Consequently, the distance between any two vertices will increase by at most two units.
By Lemma 4.1, the distance between any two vertices y(ijk)α and y
(rst)
β is at most 6.
Let us consider two unreplaced vertices z and t at distance 5 in H∆−1, such that a shortest path
P that joins them has two replaced vertices, say P = zxijkxijxijlrt. According to Condition
1, there should exist an edge between each pair of copies K(ijk)h and K
(ijl)
h , say {y(ijk)α , y(ijl)β } ∈
E(V (K(ijk)h ), V (K
(ijl)
h )). Then zy
(ijk)
θ y
(ijk)
α y
(ijl)
β y
(ijl)
γ rt is a path of length at most 6 between z
and t. This case is exempliﬁed in Figure 7.
Let us now consider two vertices z and xijk at distance 5 in H∆−1, such that z ∈ V and xijk ∈ Wˆ .
Let P = zximnximxixijxijk be a shortest path joining z and xijk. According to Condition 2,
there should exist a path of length at most 3 between each pair of copies K(imn)h and K
(ijk)
h .
Then there exists a path of length at most 5 between any pair of vertices y(imn)α and y
(ijk)
β . Thus
the distance between the vertex z and vertices y(ijk)α ∈ K(ijk)h is at most 6.
Suppose that we have two unreplaced vertices z and t at distance 6 in H∆−1. Then, as there
are ∆ disjoint paths between them, there exists a 6-path between z and t unaﬀected by the
replacements.
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Finally, consider two vertices z and xijk at distance 6 in H∆−1, such that z /∈ Wˆ and xijk ∈ Wˆ .
Then there exist ∆ disjoint paths between them. We need to check that the distance between
the vertex z and vertices y(ijk)α ∈ K(ijk)h is at most 6.
Because of the structure of the selected subgraph R of H∆−1 and the fact that g(H∆−1) = 12,
a shortest path linking xijk to another replaced vertex passes through xij . Therefore, in H∆−1,
there is a unique shortest path P6 joining xijk to z with one further replaced vertex; the remaining
∆− 1 paths, namely, P 16 , . . . , P∆−16 , have no replaced vertex other than xijk. Thus, there exists
a unique vertex y(ijk)α of K
(ijk)
h contained in P
′
6 = zP6xijy
(ijk)
α ∈ H∆−1(Kh). Let us deﬁne the
6-paths P ′i6 = zP i6y
(ijk)
θ ∈ H∆−1(Kh), for i = 1, . . . ,∆ − 1, between z and any y(ijk)θ ∈ K(ijk)h .
Then the remaining h− 1 vertices y(ijk)β 6= y(ijk)α of K(ijk)h are connected to z through one of the
6-paths P ′i6 , for i = 1, . . . ,∆− 1. Let us now consider the vertex y(ijk)α ∈ K(ijk)h contained in P ′6.
Then y(ijk)α is adjacent to xij , and consequently, the vertex y
(ijk)
α is the vertex y
(ijk)
0 . Therefore,
due to the applied compounding operation, the vertex y(ijk)0 is connected to xij and to at least
another neighbor of xijk. Hence, one of the 6-paths P ′i6 ∈ H∆−1(Kh), for i = 1, . . . ,∆ − 1,
connects y(ijk)0 to z. This case is exempliﬁed in Figure 8. 2
5 New Largest Known Graphs of Diameter 6
In order to produce H∆−1(Kh) graphs of large order, we need to link the copies of Kh according
to Conditions 1-4 by following the structure of a certain graph. In previous work under other
conditions, for instance in [27], copies of Kh were joined according to a special graph of diameter
2, whereas in [23], such copies were joined according to the structure of bipartite graphs of
diameter 3.
In this section we describe the new graphs that allow us to produce largest known graphs of
diameter 6 for certain maximum degrees.
We introduce a new parameter M ′ = M − δ which represents the number of edges that can be
added to each copy Kh after the application of Condition 1.
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P 26 P
∆−2
6
P 26 P
∆−2
6. . .
P ′α6
P ′β6 P
′γ
6
. . .
. . .
P ′α6
. . .
. . .
P ′β6 P
′γ
6
P ′6
⇒
Figure 8: Paths of length 6 between z and vertices y(ijk)θ ∈ K(ijk)3 in H∆−1(K3).
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5.1 Constructing H∆−1(Kh) Graphs: Approach 1
In this approach, copies of Kh are joined by following the structure of a modiﬁed Nb-partite
graph, that is, Gˆ is a modiﬁed Nb-partite graph. To be more precise, Gˆ is constructed in the
following way. We take Nb sets of vertices {A1, . . . , ANb}, join Ai to Aj , for i 6= j, by means of a
perfect matching, and ﬁnally, vertices of each Ai are joined by following the structure of a graph
of diameter 3.
Graph H4(K3): the New Largest (5, 6)-Graph
The graphH4(K3) is constructed by setting up the following blocks
{
K
(0jk)
3 ,K
(300)
3
}
,
{
K
(1jk)
3 ,K
(310)
3
}
and
{
K
(2jk)
3 ,K
(320)
3
}
, for j ∈ {0, 1, 2} and k ∈ {0, 1}.
We then connect any two blocks as shown in Figure 9. Note that Gˆ is formed by three sets of
7 vertices and vertices of the same set are connected by a 7-cycle. This graph Gˆ is partially
represented in Figure 4 (b).
The graph H4(K3) so constructed has degree 5 and diameter 6. After applying the compounding
operation to these 21 vertices, M = (5− 3)(3− 1) = 4. That means that we can add 4 edges to
each K3. Furthermore, after applying Condition 1, we have δ = 1, so M ′ = 4− 1 = 3.
In order to check the fulﬁllment of Condition 2, note that any two copies K(ijk)3 inside a block are
joined by a 7-cycle. Besides, there is a 3-path between any two copies K(3jk)3 . These connections
are highlighted by a dashed line; see Figure 9.
Therefore we only need to check that the distance between any two copies K(ijk)3 and K
(opm)
3 ,
for i 6= o, is at most 4; or, equivalently, that the distance between any two copies of K(ijk)3 from
diﬀerent blocks is at most 4.
First of all, Figure 9 shows that the previous assertion is true for any copy K(0jk)3 , K
(1mn)
3 , K
(300)
3
and K(310)3 . This fact can be easily veriﬁed by following the connections between such graphs.
These connections are highlighted by a heavier line. By way of illustration, we will now show
that the distance between K(000)3 and graphs K
(1mn)
3 , the graph K
(300)
3 , and the graph K
(310)
3 , is
at most 4.
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i. K(000)3 and K
(300)
3 , P = y
(000)
2 y
(300)
2 .
ii. K(000)3 and K
(310)
3 , P = y
(000)
1 y
(310)
1 .
iii. K(000)3 and K
(100)
3 , P = y
(000)
1 y
(310)
1 y
(310)
2 y
(100)
2 .
iv. K(000)3 and K
(101)
3 , P = y
(000)
1 y
(310)
1 y
(310)
2 y
(100)
2 y
(101)
2 .
v. K(000)3 and K
(121)
3 , P = y
(000)
1 y
(310)
1 y
(310)
2 y
(121)
2 .
vi. K(000)3 and K
(120)
3 , P = y
(000)
1 y
(310)
1 y
(310)
2 y
(121)
2 y
(120)
2 .
vii. K(000)3 and K
(110)
3 , P = y
(000)
2 y
(300)
2 y
(021)
2 y
(021)
1 y
(110)
1 .
viii. K(000)3 and K
(111)
3 , P = y
(000)
2 y
(001)
2 y
(010)
2 y
(010)
1 y
(111)
1 .
In the graph H4(K3), vertices y
(ijk)
1 and y
(opm)
1 link any two blocks (Figure 9 shows only a part
of these connections). Note that each of these vertices has two connections for this purpose, and
only one of these connections is needed for establishing a path of length at most 4 between any
two copies K(ijk)3 and K
(opm)
3 from two diﬀerent blocks.
Following Equation (3), we obtain that the order of the new graph H4(K3) is n(H4)+21×2, that
is, 2772. This is an improvement on the order of the previous largest known graph of maximum
degree 5 and diameter 6, which had 2766 vertices.
Graph H5(K4): the New Largest (6, 6)-Graph
For the graph H5(K4), we set up the blocks as follows:
{
K
(0jk)
4 ,K
(030)
4
}
,
{
K
(1jk)
4 ,K
(130)
4
}
,{
K
(2jk)
4 ,K
(230)
4
}
,
{
K
(3jk)
4 ,K
(330)
4
}
and
{
K
(4jk)
4 ,K
(430)
4
}
, for j ∈ {0, 1, 2} and k ∈ {0, 1}.
As before, we connect any two blocks as shown in Figure 10. Note that, in this case, Gˆ is formed
by ﬁve sets of 7 vertices and vertices of the same set are connected by a 7-cycle.
The graph H5(K4) so constructed has degree 6 and diameter 6. After applying the compounding
operation to these 35 vertices, M = (6 − 4)(4 − 1) = 6, we can add 6 edges to each K4.
Furthermore, after applying Condition 1, we have δ = 1, so M ′ = 6− 1 = 5.
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Figure 9: Basic conﬁguration of the H4(K3) graph of order 2772.
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In Figure 10 connections between blocks are highlighted by a heavier line. Moreover, note that
for each copyK(ijk)4 of a block, there are exactly two vertices (shown in white; see Figure 10) with
two connections each, in order to connect two diﬀerent blocks, and only one of these connections
is needed for establishing a path of length at most 4 between any two copies K(ijk)4 and K
(opm)
4
from two diﬀerent blocks.
Following Equation (3), we obtain that the order of the new graph H5(K4) is n(H5)+35×3, that
is, 7917. This is an improvement on the order of the previous largest known graph of maximum
degree 6 and diameter 6, which had 7908 vertices.
x02
x001
x00
x010x011
x01
x0
x
x020x021x030
x03
x000
x10
x120
x12
x111 x110
x11
x1
x
x101 x100x130
x13
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x40
x4x
x41
x42
x43
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x401
x420
x200
x301
x30
x310
x311
x31
x320
x321
x32
x330
x33
x3 x
x300
x20
x201
x210
x211
x21
x220
x221
x22
x230
x23
x2 x
Figure 10: Basic conﬁguration of the H5(K4) graph of order 7917.
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5.2 Constructing H∆−1(Kh) Graphs: Approach 2
In this second approach, copies of Kh are joined by following the structure of a compound graph
of diameter 3, denoted G(Bpi), that is, Gˆ is isomorphic to G(Bpi). We deﬁne graphs G(Bpi) in
the next subsection.
5.2.1 Graphs G(Bpi)
GraphsG(Bpi) are constructed as follows. Take a graphG and a bipartite graphBpi = (V1∪V2, E).
Let us assume that Bpi has a polarity pi. As Bpi has a polarity, we make no distinction between
its two partite sets, that is V1 = V2 = V . Now we make the compounding of Bpi into G. To be
more precise, we replace each vertex u in G with Su = V . If u and v are adjacent in G, Su and
Sv are then connected by following the structure of Bpi. We denote a vertex t of G(Bpi) such
that t ∈ Su by the pair (t, Su). Note that we can match the vertex (t, Su) in G(Bpi) with the
vertex t of V in Bpi. Depending on our particular needs, we can assume that t belongs to V1 or
V2. Graphs G(Bpi) are exempliﬁed in Figure 11.
Some properties of graphs G(Bpi) are shown in the next theorem. We ﬁrst recall some known
properties of bipartite graphs:
If B = (V1 ∪ V2, E) is any bipartite graph of even (odd) diameter DB then the distance
between x ∈ V1 and any y ∈ V2 (y ∈ V1) is at most DB − 1.
(i) Consequently, from any vertex of Vi, for i = 1, 2, we reach all vertices from either V1 or V2
by means of paths of length at most DB − 1.
(ii) Moreover, if we have two vertices u0 and ul joined by a path P of length l = DB − 1− 2r,
for r ≥ 0, say P = u0u1 . . . ul, we can ﬁnd a walk Z of length DB − 1 between u0 and ul.
In fact, Z = Z ′ ∪P , where Z ′ is any closed walk of length 2r, starting at u0. Note that we
can always obtain such a walk Z ′, for instance, we can take Z ′ = u0u1u0u1 . . . u1u0︸ ︷︷ ︸
2r steps
.
Theorem 5.1 The graphs G(Bpi) have maximum degree ∆(G) × ∆(Bpi), order n(G)n(Bpi)2 and
diameter max{D(G), D(Bpi)}.
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01
2
3
4
5
6
a
b
c
d
e
f
g
pi(0) = a
pi(1) = b
pi(2) = c
pi(3) = d
pi(4) = e
pi(5) = f
pi(6) = g
G = P2
Bpi =Heawood graph=I2 a polarity pi in Bpi
u
v
w
Su Sw
Sv
G(Bpi)
t
Figure 11: Example of a G(Bpi) graph; G = P2 and Bpi =Heawood graph.
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Proof. The assertion about the maximum degree and the order follows from the construction,
so we concentrate on proving the assertion regarding the diameter.
Let z0 and zk be vertices of G at distance k and let P = z0z1 . . . zk be a shortest path joining
them. Furthermore, let u and v be vertices of G(Bpi), such that u ∈ Sz0 and v ∈ Szk ; see
Figure 12.
. . .z0 z1 zk−1 zk
. . .
Sz0 = V Sz1 = V Szk−1 = V Szk = V
Bpi
V V
u v
P
Figure 12: Path of length k in G and the corresponding structure in G(Bpi).
Our aim is to prove that, given any two vertices u and v inG(Bpi), dG(Bpi)(u, v) = max{k,D(Bpi)}.
More precisely, we take a path P of length k between two vertices z0 and zk in G, say P =
z0z1 . . . zk, and then we prove that dG(Bpi)((u, Sz0), (v, Szk)) = max{k,D(Bpi)}.
Since Bpi = (V1 ∪ V2, E) has a polarity, we can match (u, Sz0) with a vertex u in V1.
When k = 0 or 1, u and v are located in Bpi, so dG(Bpi)(u, v) = dBpi(u, v). Henceforth, k > 1.
We distinguish two cases.
Case 1. k ≥ D(Bpi).
Let ul be any vertex diﬀerent from u in V1 (V2), provided that D(Bpi) is odd (even). Let Q be a
shortest path in Bpi between u and ul, say Q = uu1 . . . ul. Because of (i), we may assume that
the length of Q has the form l = D(Bpi)− 1− 2r, for r ≥ 0.
By (ii), we construct a walk Z of length D(Bpi) − 1 between u and ul in Bpi. Let us take
Z = uu1u . . . u︸ ︷︷ ︸
2r steps
u1u2 . . . ul.
Let us now consider the vertex (ul, SD(Bpi)−1).
23
Since Bpi has a polarity and by using (i), from (u, Sz0) we reach (ul, SzD(Bpi)−1) by means of the
(D(Bpi)− 1)-path (u, Sz0)(u1, Sz1)(u, Sz2) . . . (u, Sz2r)(u1, Sz2r+1) . . . (ul, SzD(Bpi)−1).
Thus, as there are (k− (D(Bpi)−1))-paths from (v, Szk) to certain vertices in SzD(Bpi)−1 , we have
just proved that there is a path of length k between (u, Sz0) and (v, Szk); see Figure 13.
. . .u u1 ul
. . .
Sz0 Sz1
Szk
Path Q = u . . . ul in Bpi,
u
Z . . .
. . .
provided D(Bpi) is odd
u u1 u u1 u2
Sz2 Sz2r−1 Sz2r Sz2r+1 Sz2r+2 SzD(Bpi)−1
{
2r steps
u1 u u1 u u1 u2 ul v
u u1
ul ul−1
. . .
Figure 13: Path of length k between (u, Sz0) and (v, Szk) in G(Bpi).
Case 2. k < D(Bpi).
In this case we consider two additional subcases.
Case 2.1 k + L1 = D(Bpi)− 1, where L1 is even.
As before, we can associate (v, Szk) with a vertex v 6= u in V1 (V2), provided that D(Bpi) is odd
(even). Therefore, we can take Q as a path of length k = D(Bpi) − 1 − L1 in Bpi joining u and
v, say Q = uu1u2 . . . uk−1v, for L1 ≥ 0.
Now the vertices (u, Sz0) and (v, Szk) are joined by the k-path (u, Sz0)(u1, Sz1)(u2, Sz2) . . .
. . . (uk−1, Szk−1)(v, Szk).
Case 2.1 k + L1 = D(Bpi)− 1, where L1 is odd.
As k > 1, this subcase can be reduced to the above subcase. In fact, k − 1 + L2 = D(Bpi) − 1,
where L2 = L1 + 1. Therefore, we are able to reach any vertex in Szk−1 in at most D(Bpi) − 1
steps. Thus, as there are edges from (v, Szk) to certain vertices in Szk−1 , there is a path from
(u, Sz0) to (v, Szk) of length at most D(Bpi).
Hence, in Case 2, dG(Bpi)((u, Sz0), (v, Szk)) ≤ D(Bpi). 2
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5.2.2 Construction of Graphs H8(K6), H11(K8) and H13(K10)
Having deﬁned graphs G(Bpi) and deduced some of their properties, we are now ready to present
the constructions of other largest known graphs H∆−1(Kh).
General Construction: Let us take a graph G and a bipartite graph Bpi with a polarity pi;
both graphs have diameter 3.
Step 1: We label the vertices of G in such a way that two vertices have the same label
only if they are at distance 2 in G. A vertex in G can have several labels; for instance
if d(x, y) = d(y, z) = 2 and d(x, z) = 4, then the labels of vertices x, y and z could be
l1, {l1, l2} and l2, respectively.
Step 2: We construct the graph G(Bpi). Each vertex (u, Szi) ∈ G(Bpi) takes only one of
the labels from the vertex zi ∈ G, so we now denote the vertex (u, Szi) of G(Bpi) by
the triple (u, Szi , l), where l is one of the labels of zi ∈ G. The distribution of these
labels in each Szi is done according to the speciﬁc case. The graph Gˆ is isomorphic
to G(Bpi) and keeps the same labeling.
Step 3: In Gˆ(Kh), the copy K
(ijk)
h keeps the same label as xijk = (u, Szi , l) in Gˆ.
Step 4: In Gˆ(Kh), a block is formed by copies of K
(ijk)
h , for a ﬁxed i with the same label.
The total number of labels equals the total number of blocks (Nb).
Step 5: Condition 1 of Theorem 4.1 is applied.
Theorem 5.2 If a graph H∆−1(Kh) obtained from the above construction satisﬁes the require-
ments
(i) The cardinality of any block is at most (∆− 2)2. For a ﬁxed i, (∆− 2)2 is the number of
vertices u in W ′ such that d(xi, u) = 2 (see Figure 2), and
(ii) M ′ = M − δ ≥ ∆(G(Bpi)) = ∆(G)×∆(Bpi), and
(iii) h ≤ ∆(Bpi)+1
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then H∆−1(Kh) has maximum degree ∆ and diameter 6.
Proof. The requirement (ii) guarantees that the maximum degree of H∆−1(Kh) is at most ∆.
Therefore, we only need to prove that Conditions 2 and 3 of Theorem 4.1 hold; and in those
cases, where they are not met, we should prove that the diameter is nevertheless still 6.
By Step 4, as blocks are formed by copies of Kh with the same label, it is guaranteed that these
copies are at distance 3, that is, Condition 2 of Theorem 4.1 holds.
Let (xijk, Szα) and (xrst, Szβ ) be vertices of Gˆ, such that dGˆ(xijk, xrst) = 3. Then, in Gˆ(Kh),
copies K(ijk)h and K
(rst)
h belong to diﬀerent blocks.
As D(Bpi) is 3, vertices in Bpi from the same partite set are at distance at most 2.
To see that the distance between vertices of K(ijk)h and vertices of K
(rst)
h is at most 6, we need
to distinguish two cases:
Case 1. h ≤ ∆(Bpi).
Let P = (xijk, Szα)(u, Szδ)(v, Szθ)(xrst, Szβ ) be a 3-path between xijk and xrst in G(Bpi). Then,
as vertices in Bpi from the same partite set are at distance at most 2, there are ∆(Bpi) 3-paths
(each going through a diﬀerent neighbor of xijk in Szδ) between xijk and xrst; see Figure 14 (a).
Thus, adjacencies in Gˆ(Kh) can be organized in such a way that every vertex y
(ijk)
γ ∈ K(ijk)h is
linked to a copy K(opq)h , where K
(opq)
h is at distance 3 from K
(rst)
h ; see Figure 14 (b).
Thus, Condition 3a of Theorem 4.1 holds.
Case 2. h = ∆(Bpi) + 1.
We can organize adjacencies in Gˆ(Kh) in such a way that there is exactly one vertex in each copy
K
(ijk)
h that is not connected to any copy K
(opq)
h at distance 3 from K
(rst)h . For each copy K(ijk)h ,
we take such a vertex as y(ijk)0 , so there is a 6-path P between y
(ijk)
0 and y
(rst)
0 going through the
subgraph R of H∆−1 (see Figure 2), P = y
(ijk)
0 xijxixxrxrsy
(rst)
0 .
Furthermore, observe that Condition 3a holds for all vertices in K(ijk)h except y
(ijk)
0 . 2
We now present in Table 2 the features of each H∆−1(Kh) obtained by this approach, while in
Tables 3, 4 and 5, we show the labeling of the vertices within a partite set in the graphs C7(I5),
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Szα Szδ Szβ
G(Bpi) = Gˆ
Szθ
xijk xrst
vu
..
.∆− 1
Szα Szδ Szθ Szβ
K
(ijk)
3
y
(ijk)
γ
K
(rst)
3
Gˆ(K3)
K
(opq)
3
(a)
(b)
Figure 14: Path of length at most 6 between y(ijk)γ ∈ K(ijk)3 and any vertex in K(rst)3 . Note that
d(K(opq)3 ,K
(rst)
3 ) = 3.
C5 × F4(BD) and H(I8), respectively.
Some of the graphs used to produce graphs G(Bpi) are the following:
I∆−1: Moore bipartite graph of diameter 3 and degree ∆. Each such graph has a polarity [6].
C5 × F4: Maximal graph of degree 3, diameter 3 and order 20, found by Green [18].
BD: Bipartite graph of diameter 3, degree 7 and order 78, found in [7]. This graph has a polarity.
H: The unique graph of diameter 3, degree 3 and order 18, constructed by Faradºev [19]; see
also [32].
Furthermore, note that
H8(K6): The cardinality of each block is either 27 or 28. As the order of Gˆ = C7(I5) is 7× 31 =
217, by using Equation (3), n(H8(K6)) = n(H8) + 217× 5 = 75893.
H11(K8): The cardinality of each block is exactly 78. As the order of Gˆ = C5 × F4(BD) is
20× 39 = 780, by using Equation (3), n(H11(K8)) = n(H11) + 780× 7 = 359772.
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H13(K10): The cardinality of each block is either 109 or 110. As the order of Gˆ = H(I8) is
18× 73 = 1314, by using Equation (3), n(H13(K10)) = n(H13) + 1314× 9 = 816294.
Table 2: Features of the graphs H∆−1(Kh) obtained by Approach 2.
∆ h M δ M ′ G Bpi Labeling of G Distribution of Labels in Gˆ H∆−1(Kh)
9 6 15 3 12 C7 I5 See Fig. 15 See Table 3 H8(K6)
12 8 28 7 21 C5 × F4 [18] BD [7] See Fig. 15 See Table 4 H11(K8)
14 10 36 9 27 H [19] I8 See Fig. 15 See Table 5 H13(K10)
{0, 11}
9
3
4
5
{1, 6}
7
{8, 10}
{2, 9}1011
0
1
2
8
{3, 5}
{7, 4}
6
8
9
56
7
6
7
89
5
0
1
1
2
23
3
4
4
0
{6, 7}
{3, 4}
{0, 1}
{4, 5}
{2, 3}
{5, 6}
{1, 2}
Figure 15: Labeling of the graphs H, C5 × F4 and C7.
6 Conclusion
In this paper we have presented a new family of compound graphs of diameter 6, denoted by
H∆−1(Kh). At least ﬁve members of this familynamely, H4(K3), H5(K4), H8(K6), H11(K8)
and H13(K10)constitute graphs of largest known order of diameter 6 for their respective max-
imum degrees; see Table 6. In order to obtain some of these new largest known graphs, we
have deﬁned a second new family of compound graphs, denoted by G(Bpi), and we proved
that their maximum degree is ∆(G) × ∆(Bpi), their order is n(G)n(Bpi)2 , and their diameter is
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Table 3: Labeling of vertices within a partite set in C7(I5).
Label of Vertex in G=C7 Distribution of Labels in Gˆ = C7(I5)
{0, 1} 27 vertices take the label 0 and 4 vertices take the label 1
{1, 2} 23 vertices take the label 1 and 8 vertices take the label 2
{2, 3} 19 vertices take the label 2 and 12 vertices take the label 3
{3, 4} 15 vertices take the label 3 and 16 vertices take the label 4
{4, 5} 11 vertices take the label 4 and 20 vertices take the label 5
{5, 6} 7 vertices take the label 5 and 24 vertices take the label 6
{6, 7} 3 vertices take the label 6 and 28 vertices take the label 7
Table 4: Labeling of vertices within a partite set in C5 × F4(BD).
Label of Vertex in G = C5 × F4 Distribution of Labels in Gˆ = C5 × F4(BD)
i, for i ∈ {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} 39 vertices take the label i
Table 5: Labeling of vertices within a partite set in H(I8).
Label of Vertex in G = H Distribution of Labels in Gˆ = H(I8)
i, 0 ≤ i ≤ 11 73 vertices take the label i
{a, b}, for 0 ≤ a, b ≤ 11 and a < b 37 vertices take the label a
and 36 vertices take the label b
Table 6: Orders of the new largest known graphs H∆−1(Kh), for ∆ ≤ 14.
∆ Previous Largest Known Order New Largest Known Order Graph
5 2766 2772 H4(K3)
6 7908 7917 H5(K4)
9 75828 75893 H8(K6)
12 359646 359772 H11(K8)
14 816186 816294 H13(K10)
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max{D(G), D(Bpi)}.
When analyzing Table 6, note that the previously largest known graphs were obtained in [27]
and in [23], and we have kept the same terminology as in those papers.
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