I. INTRODUCTION
According to [3] , tracking is the processing of measurements obtained from a target in order to maintain an estimate of its current state, which typically consists of 1) Kinematic components: position, velocity, acceleration, turn rate, etc.
2) Feature components: radiated signal strength, spectral characteristics, radar cross section, target classification, etc.
3) Constant or slowly varying parameters: aerodynamic parameters, etc.
One of the major difficulties in the application of multitarget tracking (MTT) involves the problem of associating measurements received by a sensor with the appropriate target, forming a so-called track hypothesis. The term target refers to the actual object following a certain trajectory while track hypothesis refers to an estimated target trajectory. For the sake of readability, in what follows, we may refer to track hypothesis as tracks. It is assumed that each target in the coverage of the scanning radar can produce a maximum of one measurement during a radar scan. To determine which measurements are likely candidates to originate from a certain target, an association gate is positioned at the predicted measurement of the target in the measurement space [4] . The measurement is associated with the track if it falls within the defined association gate. As an example consider a track t. In the new scan two new measurements are received, p 1 and p 2 .
In Fig. 1 , the square represents the predicted position of track t, the dots are the measurements p 1 and p 2 , and the circle represents the gate that corresponds to track t. In this example p 1 is associated with track t, and p 2 is not. The data association problem (DAP) for a number of scans of data¸3 is mathematically termed NP-hard [7, 22] . Here a scan of data corresponds to the data collected during a full scan. More precisely, the computational cost to determine an optimal solution, which assigns measurements to track hypotheses, can grow at a rate much faster than polynomial as the number of observations contained in the scans increases. Since the pioneering work of Sittler [21] , who coined the term data association, a number of algorithms have been developed over the past 35 years to solve the DAP. (For an overview of different algorithmic approaches see [14] ).
An elegant and efficient approach to solving the DAP is based on the application of assignment algorithms. In this approach the DAP is formulated as a multidimensional assignment (MDA) problem, which is an extension of the classical assignment problem to higher dimensional cases. In MTT problems, the coefficients of the corresponding objective function are computed using the results of the state estimator. An early reference to the MDA problem can be found in [15] .
Reference [10] showed that the multitarget multiscan DAP could be expressed as a discrete optimization problem, for which mathematical programming methods are applicable, see [5] . In [10] , a branch-and-bound algorithm to solve the DAP for a very sparse scenario is employed. Reference [13] and later [16] and [18] formulated the multitarget (multisensor) tracking problem as an MDA problem and developed a multistage Lagrangian relaxation approach, following the work by [8] , to solve the MDA problem as a series of classical (two-dimensional) assignment problems which are solvable in polynomial time. Reference [18] introduced a sliding window technique to consider only the last d 2 N scans.
The goal is to find solutions to the optimization problem using the measurements contained within the window and the track hypotheses that already exist outside the window. In Fig. 2 , those track hypotheses are related to the scans with a number · M. Reference [17] presents a more general moving window formulation for MTT. Given d scans, the objective is to find the assignment of measurements to track hypotheses that optimizes the defined objective function. The measurements in the d scans are associated with the list of track hypotheses, resulting in a (d + 1)-dimensional DAP. Reference [6] used a fast, semi-greedy polynomial time algorithm to generate a set of required solutions from which the best solution was selected. He provided a theoretical upper bound for the difference in cost value between the unknown optimal solution and the first returned solution. In this paper we prove that this upper bound is tight. Greedy algorithms have been widely used to solve problems such as set-packing problems, set-covering problems, the traveling salesman problem, etc., see [25] . Despite their vast use, for some instances they do not perform well, see [2] for a detailed description of cases in which the greedy algorithm not only fails in finding the optimal solution, but obtains the worst possible one. Nevertheless, in this paper we present greedy algorithms for their suitability to MTT problems and extend them to K-greedy versions, see [9] for an early reference on K-greedy algorithms. The GRASP (greedy randomized adaptive search procedure) algorithm proposed by [12] proved very efficient for MTT problems. As for other heuristics, [24] presents a tabu search algorithm for solving the MTT problem. Another research line in MTT leads to seeking the K-best associations, see for instance [19] .
The rest of the paper is organized as follows. Section II is devoted to formulating the MTT problem as an MDA problem. In Section III, two of the greedy algorithms presented in this paper are introduced and are extended to K-greedy algorithms in Section IV. Section V summarizes the experimental results obtained. The paper concludes with a brief summary of the contributions of this work.
II. PRELIMINARIES: MTT AS AN MDA PROBLEM
In this section the MTT problem is formulated as an MDA problem. A more complete description of this process can be found in [16] and [20] . Let us first describe the MTT problem.
Suppose that a sensor starts observing the airspace periodically at a time y 0 = 0. During the first scan the first set of measurements is received. Parameter y 1 denotes the point in time at which the data of the first scan (during the time interval [y 0 , y 1 )) are collected. Analogously, the second set of measurements, corresponding to the second scan, is received at instant y 2 , and so on. The set of measurements collected at scan k during the time interval [y k¡1 , y k ) and received at time instant y k is defined as Z(k) = fz
, 8k = 1,:::, N, where M k denotes the total number of measurements received during scan k, and z k i is the ith measurement received within scan k. The cumulative data set for N scans is defined as
A track hypothesis t is defined as a set of measurements of Z N that contains at most one measurement from each scan and consists of at least one measurement. This can be mathematically expressed as
(1) A feasible partition of Z N is a set of track hypotheses ± = ft 1 , :::, t j±j g satisfying two conditions:
1) It must cover Z N , that is, S j±j j=1 t j = Z N . 2) Any two track hypotheses belonging to the same partition must not have common measurements; that is, they must be disjoint, t i \ t j = Ø 8i 6 = j, i, j = 1, :::, j±j.
For the sake of readability, in the rest of the paper we refer to feasible partitions as partitions. The set of all possible partitions of Z N is denoted by ¢(Z N ). After having defined what track hypotheses and partitions are, the goal is to find a best partition of Z N , which needs not be unique. We consider that "a best partition" is a partition that is most likely to represent the actual situation. To obtain such a partition, a quality measure Q(t) is assigned to each track hypothesis t ½ Z N , which expresses how well each measurement of t fits the assumed target's dynamic model. Reference [20] was one of the first to introduce a likelihood function Q(t) for each track hypothesis t. A similar approach can be found in [16] and [23] . Since the objective is to find a partition that is most likely to be true, it is necessary to maximize Q t2± Q(t) over the set of all possible partitions ¢(Z N ). In order to write the DAP as an MDA problem, a linear objective function has to be defined. When for each track hypothesis t of Z N the track score is defined as w(t) = log(Q(t)), the partition that maximizes Q t2± Q(t) also maximizes P t2± w(t) because the logarithm is a monotonic function. An added benefit of using the logarithm is that it also reduces the round-off errors that result from multiplying small numbers (such as likelihood functions). If a global score W(±) = P j±j i=1 w(t i ) is defined for each partition ± = ft 1 , :::, t j±j g, the goal is to find a partition
Because the number of track hypotheses of the problem explosively grows with the number of scans, a sliding window approach is used. The main idea behind the sliding window technique consists of considering only the measurements of the last d scans, assuming that the assignments of the previous scans are fixed (see Fig. 2 ). So if a new scan is performed, the window slides one scan onward, discarding the oldest scan of the previous window. The other d ¡ 1 scans are maintained. After including the new scan, the number of scans within the window is again restored to d scans. So each time a set of measurements is received, the number of considered scans remains constant, and the complexity of the corresponding MDA problem does not increase. A description of the method is provided in [18] . Now we are in a position to formulate the MTT problem as an MDA problem. A track t = fz
N is either present in a partition ± or it is not, where
is the set of previously established tracks. This corresponds to a 0-1 decision, which can be represented by the following binary variables:
Let c i 0 ,i 1 ,:::,i d be the score of track t = fz
g. Then, the formulation of the MTT problem as an MDA problem is 
which is equivalent to those found in [10] and [20] . The constraints of the problem force each measurement to be in one, and only one, track hypothesis. That is, a measurement cannot originate from two different objects. For this formulation to be correct, we must assume target independency, target detection independency, and error measurement independency. Reference [11] modifies the commonly used multiplicative form with extra factors that are functions of the number of targets hypothesized to be detected and of the number of measurements hypothesized as false alarms in each scan. Those are only constant (and hence, the resulting formulas are the familiar multiplicative forms) if and only if the corresponding a priori probability distributions are Poisson.
The size of the problem can also be reduced by excluding implausible track hypotheses. To do so, a target is only associated with a measurement if and only if the measurement falls within the gate or validation region for the target, as explained in Fig. 1 . The final set of track hypotheses considered is denoted by T R .
Although the problem size is reduced by considering only the last d scans and by excluding implausible track hypotheses, the resulting MDA problem is still NP-hard for window sizes d¸2 because this leads to a (d + 1)-dimensional assignment problem. When tracking multiple targets, a solution to the MDA problem must be given in the short time before the following scan of the sensor begins. This justifies the development of efficient approximation algorithms that provide good solutions for MDA problems.
The equivalence of the multiple hypotheses tracking formulation of MTT as an MDA problem was demonstrated in [16] . In this paper, a general formulation was presented for the MTT problem. It also discusses the 0-1 integer programming (IP) formulation of [10] in more depth. Specifically, the latter IP formulation is more general than the MDA problem because it can address different types of assignments such as merged measurements and some types of multiassignment. On the other hand, algorithms for MDA problems can be orders of magnitude faster than those for a general 0-1 IP solver.
III. TWO NEW GREEDY-BASED ALGORITHMS
In this section, the three algorithms under discussion are presented. The first one is algorithm SGTS (semi-greedy track selection) introduced in [6] . The other two algorithms are variations of SGTS. In those algorithms, named multi-greedy (MG) and multi-greedy rewarded (MGR), the way of choosing the best track at each step differs from algorithm SGTS.
A. SGTS
This algorithm first sorts the elements in T R by decreasing score !(t). Afterwards it chooses the first track hypothesis in T R as the first track of the solution. Then it removes from T R all the track hypotheses intersecting the selected one. At this point, it selects the track hypothesis x with the maximum score from the remaining set and removes all track hypotheses intersecting x. SGTS keeps doing that until there is no track hypothesis to be selected. This part of SGTS is called SGTS1 and provides a partition that constitutes the first solution of the algorithm. A pseudocode of SGTS1 is as follows:
To obtain a larger variety of solutions, algorithm SGTS runs again from the complete T R but starts with the first track t i in T R that has not yet been included in any of the previous solutions; this guarantees a new solution. The algorithm stops either when no other new solution can be generated or when we have run out of computational time. After that, it chooses the solution with the highest score among those that have been calculated, which does not necessarily have to be S SGTS1 . 1) Approximation Factor: In [6] it is proven that the value of the solution generated by SGTS1 approximates the value of the optimal one within a guaranteed factor depending only on the dimension of the window used.
Let OPT be an optimal partition. Let S SGTS1 be the partition obtained as the solution returned by SGTS1. Denote by W(OPT) and W(S SGTS1 ) the values of the optimal solution and the first solution computed by SGTS, respectively. Then, it holds that W(OPT) · dW(S SGTS1 ); see [6] .
The following question arises: Can the approximation guarantee of algorithm SGTS be improved by a better analysis? The next example states that the answer to this question is no, i.e., the upper bound presented above for algorithm SGTS is tight.
EXAMPLE 1 Consider the following data: Suppose that d different scans are stored, one measurement being received in each scan. In Table I , the possible track hypotheses are shown. Track t i is constituted by measurement i 8i = 1,:::, d, and track t d+1 is formed by all measurements. The track scores are represented in the last column of the table.
One may check that the set of pairwise disjoint tracks maximizing the sum of scores is OPT = ft 1 , :::, t d g. Nevertheless, the solution generated by SGTS1 is the set consisting of only one track, S SGTS1 = ft d+1 g. It follows that W(OPT) = d and W(S SGTS1 ) = 1 + ". Thus, one has that
Making " ! 0 in the previous equation concludes that the bound presented cannot be improved.
B. Multi-Greedy Algorithm
In this section, the second approximation algorithm for solving the MDA problem is presented, named MG. The difference with algorithm SGTS is that, instead of selecting tracks that maximize scores, tracks are chosen to maximize effectiveness. We define the effectiveness of a track hypothesis as the quotient between its score and the number of measurements that constitute it. In other words, the effectiveness of a track hypothesis t is defined as
In the rest of the algorithm, the steps taken are analogous to those taken in SGTS, and MG1 denotes the part of MG algorithm that finds the first solution.
1) Approximation Factor for Multi-Greedy Algorithm: Denote by d and OPT the dimension of the window used and an optimal solution to the corresponding MDA problem. For every iteration i, define OPT i to be the set of track hypotheses that are
Remember that x i denotes the track hypothesis with the highest efficiency, and E i denotes the set of available tracks that intersect x i at each step i of the algorithm. The following lemma is proven in [6] .
LEMMA 1
The number of track hypotheses contained in the set OPT i is less than or equal to the number of measurements contained in x i ; that is, jOPT i j · jx i j.
From this lemma, an analogous result to Proposition 1 in [6] follows.
where S MG1 is the solution found by MG1.
PROOF For all i, we have that w(t)=jtj · w(x i )=jx i j 8t 2 T i¡1 . Therefore,
From Lemma 1 and the equation above, we deduce that W(OPT i ) · dw(x i ). Thus, one has that
and the result follows.
The following example shows that the approximation guarantee in Theorem 1 is tight. EXAMPLE 2 Consider the MTT problem described in Example 1 with scores w(t 1 ) = 1=d, w(t 2 ) = w(t 3 ) = ¢ ¢¢ = w(t d ) = 0, w(t d+1 ) = 1 ¡ ".
It is not difficult to see that the optimal solution, the solution returned by MG1, and their respective values are
By contradiction, suppose that the approximation factor given in Theorem 1 can be improved to
This contradicts the fact that d 0 is an approximation factor for algorithm MG1, and we conclude that the approximation factor d for algorithm MG1 cannot be improved.
C. Multi-Greedy Rewarded Algorithm
Now the third approach for solving the MDA problem is presented, named MGR. It is again a greedy algorithm. The idea is based on the fact that for some MDA problems, the larger the number of elements, the better the associations. For MTT this means that tracks with many measurements are preferred to those that contain fewer. This reasoning seems to be logical and is tested in Section V. Therefore, at each step, we choose t 2 T i¡1 that maximizes jtj!(t). As before, let MGR1 be the part of algorithm MGR that finds the first solution.
1) Guarantee Bound: Following the same reasoning as we did for algorithms SGTS and MG (see Sections IIIA1 and IIIB1), we have the following result.
THEOREM 2 Algorithm MGR1 is a d
2 factor approximation algorithm for a d-dimensional assignment problem, i.e.,
where S MGR1 denotes the solution found by MGR1.
PROOF For all i, we have that w(t)jtj · w(x i )jx i j 8t 2 T i¡1 . Therefore,
From Lemma 1 and the equation above, we deduce that W(OPT i ) · w(x i )jx i j 2 . Thus, one has that
The following example shows that the guarantee bound given in Theorem 2 is tight. EXAMPLE 3 Consider the instance of Example 1 with the following score function w: w(t 1 ) = ¢ ¢¢ = w(t d ) = d and w(t d+1 ) = 1 + ". Then MGR1 would take t d+1 with global score 1 + " because jt i jw(t i ) = d 8i = 1,:::, d and jt d+1 jw(t d+1 ) = d(1 + ") while ft 1 , :::, t d g is an optimal solution with global score d 2 . Following similar reasonings as in Examples 1 and 2, the result follows.
IV. K-EXTENSIONS OF OUR GREEDY ALGORITHMS
The two previously proposed heuristics can be extended in the following way. At each step the track hypothesis with the highest score among all available track hypotheses is not selected. Instead, we choose at each step a group of K disjoint track hypotheses, named K-group. Such a group is constituted by K track hypotheses with no measurements in common maximizing the sum of track scores, K being a positive integer. After selecting this first K-group, we remove every K-group of track hypotheses that has at least one measurement in common with the previously selected group.
It could happen that there is no group of K disjoint hypotheses available, and there still are measurements that have not been assigned to any track hypothesis yet. Then the maximum score (K ¡ 1)-group is selected. We continue reducing the size of the groups until all measurements have been assigned to track hypotheses. This procedure generates a first partition of the set of measurements Z N , that is, a first feasible solution.
Afterwards, to obtain a larger variety of feasible solutions, we start the algorithm from that K-group with the highest value among all K-groups that have at least one track that has not been included in any previous solution. Note that this process always generates new solutions because we are including at least one new track in the solution. This procedure is repeated until X 2 N different solutions have been generated or the allowed computational time has been consumed. This kind of algorithm is known in the literature as a K-greedy algorithm; see [9] .
In the rest of the section, we apply this extension to the algorithms previously presented: SGTS, MG, and MGR.
A pseudocode of the algorithm that generates the first solution returned by K-SGTS, from now on called K-SGTS1, is
In the pseudocode above, S K-SGTS1 denotes the solution generated by K-SGTS1. Note that the size of the groups (n) decreases every time we cannot find a feasible group but there still are some measurements that have not been assigned to tracks. The algorithm stops, at the latest, when n = 1.
In order to study the complexity of K-SGTS, the following notation is used.
K denotes the size of the group of track hypotheses at the beginning of the algorithm, K 2 N.
d denotes the number of scans considered, d 2 N ¡ f1g. l = jT R j is the number of plausible track hypotheses, l 2 N. Note that this number can be very large and depends on the number of measurements, the number of scans, and the method used to discard implausible tracks.
In each scan s there are M s measurements, M s 2 N, s = 1,:::, d.
To begin with, the complexity K-SGTS1 is determined. In this analysis we calculate the computational complexity of K-SGTS1 in its first loop, that is, when n = K (the cases corresponding to other values of n are analogous). Several steps can be differentiated:
For each possible group of K track hypotheses, we have to check if all the measurements that constitute them are different. In each track hypothesis there are at most d measurements, each of them coming from different scans. Therefore, the total number of operations to be done in order to check the feasibility of a K group is, in the worst case, equal to Kd. Since there are ¡ l K ¢ possible K-groups of track hypotheses, the number of comparisons for building
2) Ordering T K 0 . Mergesort, Quicksort, or Heapsort algorithms sort a list of elements with complexity O(n log n). Therefore, the number of operations for ordering
3) Choosing the first group of K track hypotheses. This step takes a constant amount of time.
4) Selecting the other K-groups of track hypotheses. The algorithm checks, for every K-group t 2 T K 0 , that measurements contained in t have not been selected yet. If t satisfies this condition, it is chosen to be part of the solution. If not, the following element of T K 0 is checked and so on. The maximum number of operations to be done is
Joining the previous steps, the complexity of this part of the algorithm is
Analogously, the complexity of the loop corresponding to any other value of n is
Thus, the total complexity of K-SGTS1 is given by
The next result follows from this reasoning.
The complexity of K-SGTS has not been calculated yet. To do so, we have to consider that the algorithm calculates not only one solution but X solutions. The computational complexity of finding solution i, i > 1, can easily be calculated from the fact that only steps 3 and 4 have to be performed (T K 0 needs not to be built and sorted again). So the reader may note that the computational complexity of generating solution i is O(l K ) 8i = 2,:::, X. The next theorem is a consequence of this. THEOREM 3 For a fixed size K 2 N, the computational complexity of algorithm K-SGTS is polynomial, and given by O(l K log l).
PROOF Let G i be the maximum number of operations to find solution i, i = 1,:::, X. Then, the complexity of
Algorithms MG and MGR can be generalized following a similar reasoning, and the resulting heuristics shall be called K-MG and K-MGR, respectively. The complexity of both algorithms is given in the next theorem. 
V. EXPERIMENTAL RESULTS
In this section, the most relevant results obtained from the MTT problems tested are presented. In those experiments, the performance of algorithms 2-MGR, MGR, 2-SGTS, SGTS, 2-MG, and MG is analyzed.
For these experiments we used three kinds of data:
1) Simulated scenarios 1 (sim1). These scenarios consist of groups of planes that start flying in straight lines from different points in space to the same area. Afterwards, they keep their trajectory until they disappear from the radar coverage. The number of planes in those scenarios vary from 48 to 80.
2) Simulated scenarios 2 (sim2). The same as sim1, but the number of planes vary from 2 to 10.
3) Real data (real). During a trial in October 2005, a radar sensor on a platform was used to collect the data 40 mi from the Dutch shore in the North Sea. Fig. 3 shows a picture of the real situations under consideration, where each arrow represents a flying object. The objective is to associate the new measurements received in every scan with either existing flying objects, new targets or false alarms. All scenarios were tested for window sizes d = 4,5,6, this way generating 5-, 6-, and 7-dimensional assignment problems, respectively. The number of MDA problems solved in each case is summarized in Table II (in total  7158 were solved).
For each MDA problem, the following algorithms were executed.
An optimal solution was found by using the free optimization software lp solve, which uses a branch and bound (B&B) algorithm.
SGTS algorithm generating 100 solutions. 2-SGTS algorithm generating 100 solutions. MG algorithm generating 100 solutions. 2-MG algorithm generating 100 solutions. MGR algorithm generating 100 solutions. 2-MGR algorithm generating 100 solutions. Table III shows the average computation time necessary to find the optimal solution and to find the first solution for the four approximation algorithms considered. It can be seen that the approximation algorithms found a first feasible near-optimal solution around 100 times faster than the branch and bound algorithm. Another conclusion is that no significant difference in computation time was found between the six proposed approximation algorithms when changing from K = 1 to K = 2. Not only speed is important in an approximation algorithm. The accuracy of the generated solution should also be considered. Table IV shows the frequency with which each of the algorithms proposed found the optimal solution. Additionally, in order to give a more complete result, the third rows show an accuracy measure for each algorithm, which is calculated using the formula 100(ALGORITHM VALUE)=(OPTIMAL VALUE), where ALGORITHM VALUE is the value of the solution generated by the corresponding algorithm, and OPTIMAL VALUE is the value of the guaranteed optimal solution calculated. Remember that for every algorithm, the first 100 solutions were calculated. Note that the performances of the six algorithms in their first solution are also shown in the third and fifth columns of each table.
From Table IV , it can be noted that generating not only one solution but more than one is justified as the performance of each algorithm significantly improves when generating more than one solution. The following question regarding this matter arises: How many solutions should be generated to assure an acceptable guarantee that the best solution of the algorithm is found? One approach to answer this question is to calculate the frequencies with which the best solution generated by each algorithm is one of the first i solutions, i = 1,:::, 100. In Table V , the cumulated frequencies with which the best solution of each algorithm was found among the i first ones, where i is the number in the first cell of each row, are shown. For instance, according to our experiments, to obtain the best solution between the first 100 solutions with a probability greater than or equal to 0.9, it will be necessary to calculate 50 solutions for algorithm MGR, 70 solutions for algorithm 2-MGR, 80 solutions for algorithm MG, 90 solutions for algorithm 2-MG, 20 solutions for algorithm SGTS, 20 solutions for algorithm 2-SGTS, A quick look at the results shown in this section suggests that algorithms K-SGTS and K-MGR perform much better than algorithms K-MG in MTT problems for K = 1, 2. A reason for this could be that in the K-MG algorithm, tracks constituted by a small number of measurements are rewarded. This fact is illogical for MTT problems, although it could be valid for association problems arising in other contexts. It is surprising for the authors that rewarding tracks with a greater number of measurements does not seem to give an improvement, as K-SGTS and K-MGR have shown.
Since there seems to be no difference in time from one algorithm to another and the highest accuracy of our experiments was given by 2-SGTS, we suggest choosing algorithm 2-SGTS for MTT problems. From the tests performed, running algorithm 2-SGTS generating only 20 solutions seems to be a good trade-off between speed and accuracy.
VI. CONCLUSIONS
In this paper five heuristics for solving the MDA problem are presented, named MG, MGR, K-SGTS, K-MG, and K-MGR. Theoretical analysis proves that all these heuristics are of polynomial complexity. Besides, tight upper bounds showing that the solution given by the algorithm is close to the optimal solution are provided for the three classes of algorithms. Although the algorithms are presented in an MTT context, as well as are the experiments, the theoretical reasonings are valid for every MDA problem in general.
In order to show their applicability, the algorithms presented were tested for MTT problems. No significant difference in accuracy from the case K = 1 to the case K = 2 was observed for any of the three classes presented.
The difference in computation time was not significant from the case K = 1 to K = 2, nor between the different heuristics.
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