Abstract. This paper introduces Floasys, a Web-based platform to foster the collaboration among engineers involved in Computational Fluid Dynamics (CFD) simulations. The platform has been designed around the simulation data, i.e., fostering and stimulating sharing, re-use and aggregation of models, simulation results and engineers annotations. Floasys requirements come directly from an extensive requirements study that we conducted with two different teams in Automobiles (FCA), geographically distributed, who daily perform an intense activity of CFD simulations to design vehicle products. Collaborative requirements were gathered through stakeholders' interviews and a user survey. We describe, first, Functional and Non-Functional requirements as suggested by relevant literature (both in scientific and industrial setting) and by the user survey performed within FCA teams. Then, we show Floasys functionalities and its architecture, that is based on a centrally managed repository of simulation data. By enriching the repository with metadata annotations, Floasys provides all the desired functionalities to allow CFD analysts an easy and immediate access to simulation data and results performed within the teams so that they can leverage them to make the right design decisions.
1. Introduction. Nowadays, SMEs and large industries extensively use simulations to design new products. Products became even more complex, they integrate many components (e.g., more than 20000 separate components for automotive product [1] ) and are available to customers in many configurations. To manage this complexity, to get "a better insight into product behaviour " [2] , and to reduce costs for prototypes [3] , industries use different types of computer simulations [3] to simulate and analyse the products behaviour. One type of simulation is Computational Fluid Dynamics (CFD) used to investigate the physical product behaviour, such as external aerodynamics, underhood cooling, air conditioning and so on. In addition, SMEs and large industries have many locations, therefore, both co-located and geographically distributed engineers need to collaborate together, share simulation models, know-how, best practices and other important information.
This paper introduces Floasys, a Web-based platform designed to support simulation data, knowledge and result sharing among CFD analysts in Fiat Chrysler Automobiles (FCA). The goal is to promote the sharing of simulation models and results to foster their reuse among engineers. This work introduces, analyses and discusses Functional and Non-Functional collaborative requirements (Section 2) as suggested by relevant literature (both in scientific and industrial setting) and by results of an extensive user survey performed within FCA teams. The collaborative requirements are: simulation data centralisation, metadata over simulation data, search facility, version control over data and data sharing. Functional and Non-Functional requirements led the design of Floasys' architecture and its functionalities. Floasys collects and centralises simulation data over time. Simulation data are collected from multiple simulators and are stored in open format (e.g., XML). Floasys provides additional services over collected simulation data. It provides a Search tool that is independent by the specific simulator. It is very useful to get simulations performed by different engineers to compare performance about multiple design revisions. In addition, it allows the data sharing through URLs exchange. The Floasys target customers are industries who use CFD simulators to design their products. From architectural point of view, Floasys meets the extensibility and modularity Non-Functional requirements since it can be tailored to customer needs, accommodate future needs and used in many departments. Although this work concerns an automotive use case, issues that we are facing within this sector seems to be very common issues also in other 310 C. GARGIULO, D. MALANDRINO, D. PIROZZI AND V. SCARANO sectors as highlighted in [2, 4] , especially for the list of gathered requirements. Therefore, we believe that many of our considerations and design decisions could be adopted also for other type of simulations and in other contexts (i.e., aeronautic, rail and naval sectors).
The paper is organized as follows. Section 2 briefly introduces the use case study and outlines who are the stakeholders. The aim is to provide an overview about the context and its internal organization. Then, it analyses the collaborative Functional and Non-Functional requirements. Section 3 introduces the Floasys prototype with its functionalities. Section 4 discusses the Floasys architecture design decisions to meet stakeholders' requirements. Through the paper, we track and map the collaborative requirements with the solution ideas and the specific implementation technologies (i.e., libraries) used to develop the Floasys architecture. Section 6 concludes the paper and discusses possible future works.
2. Collaborative Requirements. This section analyses the key collaborative Functional and Non-Functional requirements to design a platform to foster the collaboration among industrial simulation practitioners and promote the sharing of models, results, and know-how. These requirements come from a relevant literature study and an extensive requirements elicitation activity performed through observations, stakeholders interviews and a user survey (Appendix A).
Fiat Chrysler Automobiles (FCA), as many other large industries, is organised in multiple geographically distributed teams that collaborate together. Through our survey analysis, we get that all analysts collaborate at least with another engineer in the same office and more than half analysts collaborate with at least one engineer who works in another location. They collaborate together sharing file geometries (CAD files), simulations and documents (e.g., slides, spreadsheets). Large industries have multiple locations around the world and are internally organized in multiple structures of different types. One type of structure is the functional area. Functional areas have technical know-how about a specific sector (i.e., engineering, cost engineering, marketing, commercial). Specifically, engineering functional areas perform tasks to design products and constantly invest in Research and Development (R&D) to improve their know-how and to be ready to provide innovative design solutions. The Computational Fluid Dynamics (CFD) unit is the engineering functional area with highly skilled engineers, called CFD analysts, who perform numerical computer simulations to analyse problems that involve fluid flow and other related physical phenomena, such as aerodynamic, aerothermal and aeroacoustic automotive product behaviour. CFD is widely adopted in many industrial sectors, such as automotive, aerospace, high-tech and chemical sectors. CFD analysts perform simulations following the CFD Workflow [5] that is iterative and consists of three phases: (1) pre-processing to prepare simulation, (2) solving and (3) post-processing to analyse results. The CFD unit and the CFD Workflow are our use cases. In each CFD unit, there are analysts and a technical manager who is responsible for the internal team organisation, resources monitoring and their allocations.
In a large industry, many CFD units collaborate together (Fig. 2.1 ). The collaboration is among geographically distributed CFD units and, among CFD units and other industrial teams, such as the product style designers and the performance engineers. In order to design an automotive product many engineers collaborate together. Especially, to perform aerodynamics/aerothermal analyses, CFD analysts, automotive designers, and performance engineers collaborate together.
The prerequisite to enable the collaboration among analysts is the simulation data centralisation. Industries perform many simulations per year, therefore, in order to foster the model reuse and promote the data sharing, it is fundamental how easy it is to retrieve the needed data stored in multiple repositories with different formats (often in closed file format). In order to improve data retrieval, users aim to annotate simulation files with additional metadata over data, such as free tags or structured data, and to have a search tool able to get desired data. Search tools should support at least the search through files' names, annotated metadata and simulations' contents. Simulation data version control is another desired feature. The aim is to have a history of modifications made to simulations. It is a desired feature because the same simulation is often performed changing only some parameters (e.g., inlet velocity). In order to gather the collaborative requirements (Table 2 .1), we worked closely with a team of professionals in Pomigliano D'Arco (Italy) who extensively use CFD simulations to design automotive products. We observed their daily work annotating, collecting and analysing their tasks and workflows. We constantly discussed with analysts and technical managers trying to get a deep understanding of their work and answer to our questions. Requirements are refined through continuous iterations. FCA has multiple geographically distributed teams, therefore in order to get the collaborative requirements directly from stakeholders, we issued an electronic survey (shown in Appendix A) created with Google Forms 1 . The survey questions were divided in the following main sections: participants' experience, collaboration among engineers and data sharing, data centralisation and data search, and simulation data versioning. The survey responders are seventeen FCA professionals half from Pomigliano D'Arco (Naples, Italy) and half from Orbassano (Turin, Italy). Both groups design products using Computational Fluid Dynamics simulations. Through the paper we sometimes differentiate the technical managers and the analysts because they have different roles and requirements. Technical managers usually ask management features, such as the opportunity to monitor resources, projects timeline and performance goals. On the other hand, CFD analysts, who perform simulations, require engineering features (e.g., simulation monitoring, automatic document generation). Of course, both roles aim to collaborate over centralised data at different granularity. Floasys has been designed to also support engineering tasks, such as the simulation convergence monitoring, engineering wizards to automate repetitive tasks, simulation templates and so on. In this paper we mainly focus on the collaborative aspects overlooking the engineering Floasys's features. An important consideration is the impossibility to change how the employers actually work. Any architectural software solution to meet the requirements shown in Table 2 .1 must rely on existing internal procedures and must not change them. During the requirement elicitation activity we also tried to understand the ways on how a collaborative platform could be introduced and deployed over existing practices without hardly change how the engineers work but at same time improving their work. The following section will analyse each requirement listed in Table 2 .1.
2.1. Simulation Data Centralisation. In order to support collaboration among engineers (Fig. 2.1 ) they must access to centrally available simulation data (Req. 1, Table 2 .1). The idea is to collect data from different sources over time (i.e., from different simulators) and store them in open format like XML. In this way, data and results can be aggregated in different ways and can be compared within the same project or among different projects. Performance engineers and technical managers need to work on aggregate data (e.g., statistical data, trends about performances) whereas CFD analysts access to fine grain simulation data (e.g., model, simulation case) and their results to perform comparison. Obviously, data aggregation is not feasible with classic shared network folders that store data in a closed file format. Actually it is manually performed with continuous copy-and-paste operations among simulators and documents. In according to Aberdeen Group's whitepaper "Getting Product Right the First Time with CFD" [2] , in order to improve the company competitiveness, they should centralise simulations results. Our aim is to centralise simulations and all their related data, such as the 3D geometries, simulation setup parameters and documents supporting their retrieval. In order to centralise data and provide additional services over them, software designers should consider: file size, total number of performed simulations and closed file format. In our use case, both geometries and simulations are very large files. In the survey, we asked which are usually the geometries and the simulations file sizes (questions Q5 and Q6 of the Survey shown in Appendix A). Figure 2 .2a shows that the CAD file size is about one gigabyte in the fifty percent of answers. The file geometry can also contain the surface mesh and/or the volume mesh, explaining the differences of file size answers depicted in the chart of Figure 2 .2a. Instead, the simulation file size (Fig. 2.2b ) is more than ten gigabyte in 80% of answers. Simulations are so large because they contain the entire detailed vehicle geometry, the surface and the volume mesh as well as the physical/mathematical data to describe the model. An alternative idea to provide services like data search or results aggregation, is to use a rational database to store simulation data, but considering file sizes and huge number of simulations we excluded it. In order to solve simulations the original files can not be moved and must be stored in their original format on file system. The use of a database leads to continuous transfers of data from the database to the file system and vice versa, compromising performance and response time.
Provide Search Facility.
The aim is to provide a search tool able to find data using simulation file names, simulation content (e.g., its model, parameters, etc.) and metadata (e.g., tags). Simulators software often store simulation data as binary files in a closed file format. In addition, the used CFD simulator does not have an export functionality to an open format. Therefore, classical search tools are not useful to find simulation files based on their content (files are in binary format). For instance, the Windows OS search utility can not be used to search within the file content. To overcome this issue, users actually insert a lot of information in the simulation file name that will be useful to find data the next time. As shown in Figure 2 .3, the main information inserted in the file name are (questions Q13-Q18): the project, the release, the revision number, the engine model and the vehicle trimming. Users decide to put the most important information, regarding their personal opinion, in the file name with the drawback to have very long file names. In addition, not all information can be stored in the file name so a lot of data remain within the simulation closed file and can not be used for next retrievals. More than half of analysts follow roughly some rules to store files in shared file system trying to follow them over time. Here, the term "rules" mainly means how engineers give a name to a file and how they decide the directories structures to improve the future simulation retrieval. Nevertheless these rules are mostly a personal choice (82%), engineers add essentially the same information to file names because the analysed engineering field is very specific. The limitation of this approach emerges when an engineer needs to search a simulation performed by other employees, mostly because he can not use existing search tools (e.g., the Windows Search tool) to search simulations based on the file content. An example of query is: "search all simulations performed at inlet velocity X [km/h] that has the spoiler ". Unfortunately these data are not inserted in the file name and remain inside the closed files. This also limits the aggregation of data at different levels based on specific keywords and the relative results comparison of multiple different simulations to generate performance history charts. 
Provide Metadata over Simulation Data.
Engineers use multiple simulators software, some of them store data in closed file format. As stated in the previous section, the file content can not be used to retrieve the files using the classical search tools such as using the Operating System find tool. Actually, to overcome this issue, engineers insert a lot of information in the simulation file name such as project name, revision and engine type ( Fig. 2.3) . Obviously, the file name can not host too many data, so other useful data are not annotated with simulations (e.g., free comments, descriptions). To get this requirement through interviews and the survey we asked whether the engineers desire to link other data to files (question Q15). All analysts (100%) desire a system to link other information to the files, such as the file tagging.
2.4. Simulation Data Versioning. As reported in the Aberdeen Group market research [2] , an action to improve the company competitiveness is to provide version control over data. Our survey aims to further investigate this need especially to understand its value for stakeholders. Version control means that users can track modifications made to a simulation over time. It is interesting because engineers usually do not start simulations from scratch but they copy an existing file changing some parameters. In addition, starting from the same simulation file many other simulations can be performed just changing few parameters (e.g., the inlet velocity). In according to our survey, more than 60% of participants declared that they do not have a tool to track the simulations modifications. In addition more than 80% of participants said that the feature could be useful. 2.5. Support Data Sharing. CFD analysts need a mechanism to exchange references about data. On Internet a common way to share resources is exchanging URLs. Hence, our idea is to univocally identify simulation data with URLs and use them to share data among engineers. An important aspect of this technique is "who can see what data". Multiple industrial roles exists ( Fig. 2.1 ), so an access control is important to control the sharing of confidential data.
2.6. Simulator Independence and Integration of Multiple CFD Simulators. The previous requirements must work independently by specific used simulators to generate data. For instance, tagging and search functions must work on a repository of heterogeneous simulations coming from multiple simulators. This requirement is very important because in the analysed context, analysts use multiple CFD software and actually one single software can not be used to perform all simulation types. In our use case and large industries, there are different teams that use different software to perform tasks. For instance, a team is responsible for the CAD design whereas another team simulates models using other software. Obviously, in other contexts both design and simulations can be done by the same team with an all-in-one CAD/CAE software. Through the survey, we asked (multiple choices question Q21) to indicate which simulator software the analysts use, to give an idea about their multiplicity. All analysts use Star-CCM+ and more than half of them use OpenFOAM. Other used software are: CFD++ (35%) and PowerFlow (18%). Analysts have used software over the years and they are confident with them. Moreover, industries are unwilling to invest in training engineers on other software products. Therefore, in order to meet the requirements is fundamental to support and collect data from multiple daily used CFD simulators. This is a key difference with other platforms (i.e., e-Science) that often integrate simplified or in-house developed solvers [6] .
It is evident that any platform must consider the integration of multiple simulators. The integration of multiple simulators (Req. 6 in Table 2 .1) has some difficulties especially because CFD analysts use often proprietary software and actually a lack of simulator standardisation exists so that many software do not have function to export data in open format. The import/export in open format are important functions to evaluate during the choose of a CAD/CAE software [7] otherwise simulation data are locked in the vendor software. Vendor Lock-In is a well-known Anti-Pattern [8] [9] [10] : the phenomenon that causes customer dependency on given vendor about a specific good or service [11] with high switching costs [12] . Vendor Lock-In occurs both in terms of services and data. Vendor Lock-In Anti-Pattern in terms of services occurs when the architecture heavily relies on a closed vendor software and strictly depends on vendor choices, so the architecture is productdependent [13] . Data Lock-In occurs when the only way to access to data is using the Vendor Software because data are stored in a proprietary file format or on a vendor server that does not provide an export functionality to open format or a public customer API. The exporting and importing of geometric data are well-established functionalities for CFD software, simply because they must commercially support the interaction with other CAD software. Conversely, it is not the same for simulation data such as case setup, simulation results and so on. Data Lock-In is very common in Cloud Environments [14] and is an obstacle to cloud computing [15] . Vendors lock users in to make difficult to change product because they cannot get their data; despite, as reported in literature, giving the opportunity for customers to get their data increases their trust in the product [16] . A design solution useful to mitigate the Vendor Lock-In is to design the system with an additional layer called isolation layer [8] .
2.7. Extensibility and Modularity. The combination of modularity and extensibility [17, 18] system qualities advantages are: the opportunity to compose a system with the only needed modules, the introduction of new functionalities tailored to customers' needs, and the creation of customers own modules to automatise specific tasks keeping them private to protect the know-how. Extensibility is the ability of a software system to allow and accept significant extension of its capabilities without major rewriting of code [17] [18] . Extensibility is a quality architecture attribute useful during the development and especially in future when more and more simulators' features will be integrated in the architecture [19] . Industries want to deploy the same system with different features. Modularity "is the degree to which a system or computer program is composed by discrete components such that a change to one component has minimal impact on other components" [17] . The architecture must be modular to support both the adding of new simulators and the removing of existent simulators. The modularity requirement has an interesting advantage for the architecture design: the engineering tools and simulators are loosely coupled. An important consideration concerns the software license. Two opposite needs must be taken into account: on one hand, industries want to protect their know-how, on the other hand, the architecture must be also adopted in other contexts. Based on our use case, modularity, extensibility and EPL license [20] are the right mix. The architecture, the framework and some other modules are open source. At same time industries can protect their know-how developing their own private and closed modules.
3. Floasys Functionalities. This section describes the Floasys functionalities and shows its graphical user interface (GUI). Floasys provides a simulator independent repository tool to navigate open format simulation data repositories and annotate selected files through free and structured tags (Req. 2). Floasys has a structured and assisted Search tool to get simulations performed by different engineers (Req. 3) and share them (Req. 5). Floasys's screenshots contain CFD related data but its GUI and its ideas are general to be reused in other engineering areas (e.g., ergonomics).
Floasys is a Web-based platform to support both engineering tasks (e.g., run simulation, monitor simulations, generate documentation automatically etc.) and data sharing among dispersed engineers. Floasys centralises simulation data in open format and provides a search tool able to browse and query the simulation database using tags identifying versions, interesting features and open comments. The Figure 3 .1 depicts a realworld Floasys workflow that is difficult or time-consuming without our platform. It is composed by six tasks executed in sequence. In Task 1, user finds a simulation using keywords like project name, revision, velocity and so on. The velocity is an internal simulation parameter. It is embedded in the closed file format, so the task to search by velocity can not be accomplished without Floasys or at least, as come to light in Section 2, the user can remember where he stored the simulation file and open it to check the velocity value. In addition, Operating System find tool can not be used to get the simulation because velocity is not included in the simulation file name (Fig. 3.2) . With Tasks 2 and 3, the user selects a simulation from the list of results to get the original simulation file and open it with the proprietary software. Unfortunately, the original simulation file is not in the repository. Using Floasys, nevertheless the original file was deleted, the user can get the simulation data, setup and results. Of course, these data can not be used directly to simulate it again. Anyway, an expert engineer can recreate the simulation starting from the provided surface mesh and simulation setup (boundary conditions, physical model, used parameters, previous reports and so on). The Task 6 concerns the sharing of a simulation URL to another user via a preferred medium (e.g., e-mail, chat). Of course, the shared URL is available only within the industry's Intranet.
Floasys provides a re-configurable GUI based on Perspectives and Views concepts provided by Eclipse Remote Application Platform (RAP) [21] . The idea is that the virtual workbench changes according to the engineering tasks. In this way, the system is able to show only relevant functionalities to perform the actual task. A perspective is a specific configuration of the workbench and contains many views to show information. A perspective provides well-organized software functionalities access because it divides them in semantically homogeneous sections.
3.1. System Independent Repository Tool and Simulations Tagging. The Repository tool supports the navigation of central simulation repositories. Floasys integrates multiple simulators, so data heterogeneity is one of the issues to face. For instance, OpenFOAM stores data in a well-defined directories structure of three folders (e.g., system, constant and iteration directories) and data are stored in multiple files. Instead, Star-CCM+ stores all simulation data in one single-vendor format file. OpenFOAM files are plain-text readable without the software, instead Star-CCM+ files are in closed format and they can be read only using the vendor software. The Repository tool, relaying on Floasys framework services, is simulator independent and is able to manage data from different simulators. The Repository tool inherits the user file system access permissions, so logged user can access only to files he/she has authorised. Floasys can access to network folder through a server using a SSH connection with logged user credentials.
The Repository tool provides file annotation and tagging features. The idea is to enrich simulations files with metadata: a user can annotate a simulation file and provide additional information useful to retrieve and share it in future. Examples of free tag categories are: brand, project name, revision and engine type; all information that can not be stored directly within simulation files, whereas Floasys allows it. Analysts are free to add any tag to files. In order to uniform the provided tags, during typing, Floasys suggests the tags to use ( Fig. 3.2) . Tags are both unstructured with free tags and structured inserted filling out standard forms like in Figure 3 .3.
3.2. Search Tool and Data sharing. The Search tool (Fig. 3.4) is a Floasys perspective developed to provide the search of simulation data stored in central repositories. The tool supports the search by file name, simulation content, free tags and structured data (Req. 3 in Table 2 .1). When a user types the search keywords, Floasys recommends further keywords to refine the search (Fig. 3.4) . In this way, the tool supports the search activity suggesting further search keys to reduce the total number of potential results. The system performs search using only indexed data without accessing (e.g., open) to original closed format files. The results are displayed in a list. In order to display the revisions history, the user can select a simulation from the list of results.
Each simulation file has a unique ID within Floasys and all relevant data (e.g., documents, simplified 3D geometry, surface mesh and so on) are linked to this ID. Both repository and search tools provide a unique URL for each selected simulation. Our idea is to share data by simply exchanging unique reference to the specific simulation data. URLs identify simulation data and inherit file system permissions. The URL is private and is accessible only within the industry boundaries. Considering the Computer Supported Cooperative Work (CSCW) space-time quadrants [22] , Floasys supports the asynchronous data sharing for both co-located and distributed teams.
3.3. Web-based 3D Model Visualisation. Floasys shows a reduced 3D geometry of the simulated vehicle. Through this tool, engineers can quicly discover which components have been used to simulate the product without opening the CAD software. The tool shows a list of components with their Property IDs (PID) on the left (Fig. 3.5) . The user can activate or deactivate some parts and can perform the basic zoom and pan operations. Figure 3 .5 shows the simplified 3D surface geometry of a FCA production vehicle. The 3D vehicle geometries usually are very complex. To give an idea, each geometric model takes up ten gigabytes and engineers The vehicle geometries are impossible to render in the browsers using WebGL because they are very detailed and heavy; also the quantity of data to transfer from the server to the clients is very huge. To overcome this common issue and considering that the geometric representation is useful to give an immediate feedback on which components are included in the simulation, Floasys generates a simplified geometry representation to be rendered in the browser. Engineers need to have numerical tabular data, contour-plots and the 3D geometric model in the same view. Floasys provides a reduced geometry visualisation allowing engineers to quickly check which are the vehicle components at a glance. For instance, an engineer can visually check if the vehicle is simulated with the spoiler.
4. Floasys Architecture. This section introduces the Floasys architectural solution to centralise, annotate, tag, search and share simulation data. In order to meet the stakeholders' requirements, our solution collects simulation data from already existing simulation repositories (e.g., network shared folders), transforms, indexes (to provide high data retrieval performance) and store them in open format (e.g., XML).
Architecture Overview.
Floasys is based on a Client/Server architecture (Fig. 4.1 ) developed using Eclipse Remote Application Platform (RAP) [21] . Clients are Web-based components. Therefore, Floasys is accessible through any browser installed on the company workstations. The Web-Based RAP clients communicate with the server exchanging commands and messages in JSON text format [23] over the HTTP protocol. Servers tend to interact with user browsers using the JSON exchange format [24] because it is easily parsed in client-side JavaScript language [23] . The Floasys's server can access to a set of already existing repositories (mainly shared network folders) that store the simulation files in their original format. In according to the internal policies, Floasys accesses to these existing FCA repositories in a read-only mode through the SSH protocol with the logged user credentials. Therefore, the architecture needs an additional repository to store simulations in open format (e.g., XML) with annotations, tags and additional metadata (Req. 2). Floasys supports two types of repository: an internal Subversion server or a shared network folder (without the version control support). In order to improve retrieval performances, Floasys indexes open format XML documents relaying on a well-established search engine technology like Apache Solr [25, 26, 27] . The server can access also to simulator software and High Performance Computing (HPC) resources as well as other internal services like the authentication service. Floasys is Intranet-based for security reasons. In addition, any kind of control access to data must be compliant with the industries internal policies and can not be override. To provide authentication and to manage both users and groups, Floasys can rely on existing industrial internal Lightweight Directory Access Protocol (LDAP) servers [28, 29] or use existing Secure SHell (SSH) accounts comply with existing file and directories access permissions. Floasys could be exposed also on Internet, but limitations exist such as the huge amount of simulation data (gigabytes) to transfer. Trusting and security issues must be taken into account (e.g., to avoid espionage activities). Floasys is designed, developed and tested following an Agile methodology based on short iterations of two weeks each in average, delivering small functionalities every time. During the development, especially for server-side features, we wrote black box unit tests using JUnit [30] . From functionalities testing point of view, for each planned release we had a test plan with the test cases to execute and check on a controlled environment software installation. In addition, during the Floasys development, we worked closely to analysts in Fiat Chrysler Automobiles to get the user feedback as soon as possible that were recorded in an issue tracking system (e.g., Edgewall Software Trac 2 ) and scheduled for the next plans in according to the issue/enhancement priority.
4.2. Server-side Software Architecture. The Floasys server-side component interacts with the simulator software to collect closed format data and transform them in open format. The architecture is a three layers approach (Fig. 4.2) . It integrates multiple simulators in the bottom layer wrapping the vendor software. The top layer is the front-end that contains the Web-based GUI tools (or applications). The middle layer (1) provides a common APIs to the front-end tools, (2) provides a common unified data representation called Simulation Model for data coming from different vendor systems, (3) it is an isolation layer [8] to decouple the front-end from vendor-specific simulator wrappers and, (4) it allows the vendor-product switching at run-time to choose which ones are able to provide the needed services and data.
The middle isolation layer contains the common APIs exposed to the upper applications layer. In order to keep its use easy, it mainly contains interfaces (or abstract classes) which are implemented by vendor-specific wrappers. The architecture is able to provide the middle layer services also with other technologies such as Restful and Web Services to support the interaction and data exchange among other devices (i.e., mobile devices) and/or industrial systems. In this way, another third application (i.e., mobile application) can access to the central simulation repositories and provide other service over open format data. Actually Floasys Meeting Mobile is under development to provide statistical information about projects during the meetings.
An alternative solution to our architecture could be the introduction of a separate isolation layer for each vendor software. The support of multiple replaceable vendor products and the simulators selection process requirements impose the introduction of a common isolation layer. In fact, the alternative solution has the following drawbacks: (1) the selection process is performed in the application layer and (2) separate isolation layers means also different APIs, differences that must be handled in the application layer. However, the use of a common isolation layer does not exclude that each wrapper itself is designed with an isolation layer using a proxy pattern.
The extraction of data from closed file format generally is a tricky task and the solution depends on the specific proprietary software and it is strictly coupled with it. The reverse engineering of the binary file content is an extreme solution and we definitively tried to avoid it during Floasys development. Our idea is to interact with the simulator taking advantage of its specific features. Specifically, CFD simulators have an interesting built-in feature: the opportunity to write (or record) a macro to automate tasks within the software. In addition, CFD simulators run "headless" without the graphical user interface (GUI) and can execute macros from the command line. It is a built-in feature because every CFD simulation requires and runs on High Performance Computing (HPC) resources. For instance OpenFOAM, an open source CFD software package, is a set of command line tools without GUI so that the aim of many projects [31] both open and commercial is to design a GUI for OpenFOAM. Another CFD simulator is CD-Adapco Star-CCM+, it has a Java-based macro language to automate repetitive tasks. Therefore, Floasys takes advantage of this built-in CFD software feature. In order to extract the data from a closed file format, the specific Floasys Wrapper runs the original simulator and execute a macro within the simulator. The macro reads the simulation content and stores everything in a plain intermediate file that after it is managed by Floasys platform. In order to meet extensibility and modularity requirements (Req. 7), the server is based on a pure plug-in architecture [32] . A plug-in can provide well-defined hook points called extension points to define and describe the way to extend its functionality. Other plug-ins (or modules) can add new functionalities implementing an extension point. In addition, a module can be replaced with another equivalent implementation also at run-time. The Floasys core provides two extensions points to extend its functionalities: (1) one hook point to introduce new tools in the upper layer and (2) another hook point for new wrappers. In this way, the following opportunities exist for the final customers: 1) multiple Floasys instances can be deployed choosing which modules will compose the overall architecture in according to the industrial needs; 2) the industry can identify exactly which modules contain their specific know-how; 3) each company can decide to invest money for the development of its own internal modules to customise Floasys and meet specific internal requirements; 4) in according to Eclipse Public License [20] (EPL), each plug-in can be released open sources or with a closed license.
Floasys has two kind of modules: wrappers on bottom to collect data and tools on top to provide engineering features (Fig. 4.2 ). An interesting Floasys extension planned for the future is to develop a wrapper that collects experimental data (e.g., wind tunnel experimental data, engine test bed). This is a challenging goal but the advantage would be a central repository that contains both simulation and experimental in open format supporting the comparison among them. An important task is the validation of simulation results and the comparison among the computer results and experimental data is very important.
Floasys relies on mainstream technologies. The server-side components are Java servlet-based. Floasys is developed upon Eclipse Remote Application Platform (RAP) that "uses standard servlet technology and runs on any JEE servlet container " [21] . Therefore, the outcome of the deployment phase is a Web application ARchieve (WAR) file that is deployed on a JEE servlet container (e.g., JBoss or Tomcat). This software stack can be installed upon any operating system (e.g., Mac, Windows or Linux). Actually in according to the industrial internal policies, the server is a Red Hat Linux distribution with JBoss 3 but any other Linux distribution can be used.
Simulation Model:
Managing Simulator Differences. Floasys aims to collect data from multiple different simulators that often use closed file formats. A lack of interoperability among CFD software exists (see Section 2) so Floasys must directly handle these heterogeneities. Heterogeneities among vendor products are both syntactic and semantic. The syntactic heterogeneity concerns the vendor product APIs differences or the way to interact with them trough command line. The architecture has an isolation layer (Floasys Framework in Fig. 4 .2) to face these syntactic differences that remain within the simulator wrappers and one common API has provided to upper layers. Semantics and data heterogeneities deal with data differences: software are often similar but they use different concepts. This issue becomes evident when architectures try to "support the concurrent use of multiple infrastructures, transparently" [8] . Floasys introduces an intermediate common representation for simulation data called Simulation Data-Model. It is based on a tree-like data structure as CGNS [33] format. In order to be reusable, it consists mainly of interfaces and abstract classes. In addition, Floasys provides a basic implementation based on the composite design pattern [34] . Each wrapper (architecture bottom layer Fig. 4 .2) knows how to interact with a specific simulator and can extract data from a closed file format. The same wrapper is responsible to create the Simulation Data-Model instancing the basic implementation and translating simulation content in nodes of Data-Model. The Simulation Data-Model is serialisable. Floasys serialises the Simulation Data-Models in XML documents that are indexed using Solr and stored in a Subversion repository. Floasys uses Java XStream [35] Library to serialize Simulation Data-Model in XML. This Data-Model is very powerful because Floasys can enrich the original data adding meta-data as a new node of the tree structure. Both Floasys Framework and wrappers can add metadata over data inserting additional nodes in the tree (i.e., documents, automatic extracted information) during extraction phase. Also users can enrich the Data-Model providing tags and comments through repository tool that become nodes in Data-Model. All the information stored in Simulation Data-Model can be used during within the Search Tool to find simulations.
The advantages of our intermediate Simulation Data-Model representation are: (1) metadata over data adding custom nodes, (2) serialisation in open format such as XML, (3) decoupling of wrappers from tools so it is possible to replace a wrapper limiting changes to upper layers and (4) opportunity to compare results that came from simulators with the results that came from the experiments with real prototypes in future. Finally, we experienced a great advantage of using a Data-Model during Floasys development and for the stakeholders after. Using the Data-Model has the advantage to use the Floasys front-end without simulators. The idea is to have a dummy simulator that reads data from the XML file and provides them through the described architecture as a real simulator. This is a cost-saving in terms of HPC resources and available simulator licenses for closed software. Considering the 3D geometry complexity, to open a simulation file, engineers access to a computer cluster using a software license that are fixed by the project budget. Therefore, the requirement to avoid data lock-in leads to a cost-saving feature.
Simulation Data Centralisation, Version
Control and Data Indexing. The architecture integrates multiple simulators, collects and centralises simulation data. Each simulation contains textual, numerical (e.g., results), images and geometrical data. Floasys extracts all simulation data embedded in closed file format and stores them in open format files. The textual and numerical data are stored in XML files in according to the Simulation Data-Model and are committed to the Subversion repository. These XML files are relatively small (MB) so they are easily managed by the Subversion repository. Obviously, most Subversion operations are recursive but Subversion 1.5 introduced the sparse directories [36] (or shallow checkout) to checkout a portion of the working directory with the freedom to get more files and directories later [36] . Therefore, Floasys relies on the shallow checkout to get a partial group of XML files. Floasys can use multiple Subversion servers to accommodate future needs. Version control granularity concerns the specific simulation file. In this way, simulation XML files can be distributed among multiple Subversion servers. Floasys architecture has designed to store the SVN URL within the Solr search engine during the indexing phase. Hence, when the user search a simulation and gets the search results, for each result there is the SVN URL to a specific Subversion repository. Hence, every time Floasys exactly knows the Subversion server used to store the open format XML document. In addition, in order to provide high search performance, the generated simulation XML files are indexed using Apache Solr [25] . Apache Solr provides extensions, configuration, infrastructure and programming languages bindings around Apache Lucene. In according to the official documentation [25] , Apache Solr is is highly reliable, scalable and fault tolerant, providing distributed indexing, replication and load-balanced querying, automated failover and recovery, centralized configuration and more. In particular, Apache Solr can be run in a standalone configuration or it is possible to setup a cluster of Solr servers through SolrCloud to combine fault tolerance and high availability as well as scalability using replication and distributed indexing dividing the index into partitions called shards.
Floasys does not use the Subversion repository for the geometrical data because they are very huge (GB). A simulation contains mainly two meshes (geometrical data): (1) a surface mesh that is the vehicle shapes used to build the (2) volume mesh used at solving time to solve the simulation. Floasys extracts only the surface mesh and makes two outputs: a simplified geometry that serves just as overview of the vehicle product (it is fast to retrieve and render with WebGL, see Section 3.3) and a surface mesh file (e.g., STL file). Floasys does not store geometric volume mesh (the most heavy part of a simulation) reducing the overall required amount of physical space. In this way it saves space on repositories and it is always possible to build volume mesh from surface mesh.
In order to get the simplified 3D geometry version used only for the visualisation on web, Floasys in batch connects to the Matlab server and reduces the original STL surface mesh creating the lightweight version. This simplified version contains all vehicle parts separately. After many attempts the best trade-off between running time and the 3D geometry quality is to use the Matlab reducepatch command. The quality of the obtained mesh is assessed asking to CFD analysts. Floasys interacts with Matlab as a black box, it gives in input the original mesh and gets in output the simplified mesh, so in future we could replace Matlab with another system.
The proposed solution has an interesting advantage. XML files store the most important and useful simulation data including a simplified 3D geometry. Therefore, users can open the XML files using the repository tool and access to all simulation data without the original software and without the HPC resources. It is a useful feature because sometimes CFD analysts need to open simulations to consult data, in this way no proprietary software license nor HPC resources are used. For each simulation file (left-side of Fig. 4.3 ) stored in closed file format, an XML file exists in the SVN repository (right-side of Fig. 4.3 ) that contains extracted simulation data and metadata in open format. In addition, each XML file is indexed using Apache Solr [25] .
Each XML file is always linked with its original simulation file using an unique ID. In this way, the users can always get the original simulation following the provided link. Floasys generates a unique ID for each simulation file and stores it with metadata in the XML file. The ID is based on the original simulation file content and path. This solution has the following advantages. Floasys does not change the simulation file content to add other information such as the ID. It performs search operations using indexed XML content getting high performances and providing version control for them. Another alternative solution is to add metadata directly to simulation files avoiding the creation of XML files. This solution has been discarded because has the following drawbacks: 1) it is difficult to find available and unused fields in the simulation files; 2) the simulation files are still stored in closed file format, so the solution is vendor software specific; 3) the metadata management requires the access to files through the vendor software using HPC resources due the geometry data and 4) it is difficult to provide version control over simulation files because they takes up to ten gigabytes.
From implementation point of view, two Java libraries have been used (Fig. 4.1 ): SolrJ to interact with the Solr Server and SVNKit to commit and update data to Subversion repository. Our solution meets also other industrial constraints, such as the impossibility to move existing files and folders or to store them within a database. Finally, the solution must be independent by the specific simulator, so it can not store metadata within the simulation files, also because files are in closed file format.
5. Related Works. Aberdeen Group conducts market research studies to help businesses worldwide to improve performance 4 . They use a research methodology called P.A.C.E. to classify companies in three categories: best-in-class, average and laggard. Then they identify and compare companies using the internal and external pressures, their capabilities and the actions used to face the market challenges. The market research "Getting Product Design Right the First Time with CFD" [2] by Aberdeen Group studied the experience of 704 companies that perform simulations to design their products. Specifically, they use the Computational Fluid Dynamics (CFD) simulations to design the products. Their leading market research question is how the CFD simulations impact the product design and which are the key advantages of using them. The white paper includes a list of "actions" that are the steps to perform in order to increase the competitiveness of the companies on the market. Some of the actions are: capture and document best practices for conducting simulations, centrally manage the simulation results and the best practices, take advantage of predefined wizards or templates to guide less experienced users. The market research provides some starting points that must be further investigated, such as "promote the collaboration" among engineers, ensure the right people have access to the results and offer version control. Obviously, the market research does not discuss the technical solutions to achieve these actions.
We had the opportunity to work closely with professionals in Fiat Chrysler Automobiles (FCA) who use CFD simulations to design vehicle products. Our work further investigates the collaborative requirements of dispersed teams and co-located engineers gathered using interviews and a survey. Here, we analyse the survey requirements results enriching them with the stakeholders observations and feedback. Our work contributes also with technical solutions to meet the reported requirements. In [4] , authors conducted a survey to understand the needs and perception of practitioners about the Cloud-based simulation (CBS). In their survey results come to light the need to share, store and retrieve models in CBS.
Many Web-based platforms have been created over the years to support Computational Fluid Dynamics. The "e-Science Aerospace Integrated Research System" (e-AIRS) [6] is an educational Web portal developed in Korea to help students to understand the aerodynamic simulation process [37] . EDISON CFD [38] is the e-AIRS improvement in terms of stability, faster data response time and waiting time [39, 40] . Such systems have remarkable differences with our use case requirements and with Floasys. The systems target is the first difference, both e-AIRS and EDISON CFD have an educational target, instead Floasys aims to industrial sectors (e.g., automotive sector). The e-AIRS target is educational and therefore it has been used in undergraduate and graduate classes. This have an impact on the integrated tools, that is the other difference. e-AIRS integrates custom in-house meshing tools and solvers. It operates with its own Fortran-based in-house CFD solvers [6] . Industries use widely adopted and validated CFD software, so Floasys platform aim is to integrate existing both commercial and open source solvers (Req. 6). In addition, the meshing is very important because it impacts on simulation quality results and running times. e-AIRS adopts a custom software called e-AIRSmesh to mesh the geometry storing the mash in a specific custom file format. Each CFD simulator works with a specific mesh topology. A Floasys requirement is to integrate multiple industrial adopted and validated CFD solvers (Req. 6). Industries have assistance contracts with CFD software vendors, so industrial platforms can not ignore their integration. In addition the aim is to avoid Vendor Lock-In adopting open format data.
Many other platforms proposed to manage simulations on HPC resources but they do not focus on collaboration among engineers. For example, a Web-based system for Management of CFD simulations for Civil Engineering was proposed with the goal to develop tools for civil engineers who are not CFD experts but need to perform CFD analysis [38] . It allows the "dispatching and controlling of long-running simulations" [38] . The system targets are civil engineers and CFD beginner users. The system was tested with a group of students in civil engineering class. The main differences concern the system end-user target and the correlated requirements to achieve. Our system target is automotive industry where CFD analysts need to collaborate, share data, result and knowledge, simulation data and result centralisation with the aim to promote collaboration. An interesting emerged common requirement is the need to use templates both for expert and beginner users. The nature of CFD simulations with high number of parameters to consider forces the creation of standard templates both to support beginner and expert users.
Another research avenue comes from the Semantic Web field. Many works in literature proposed software platforms for modelling and simulation. Simantics [41] is ontology based modelling; it uses ontologies to semantically describe the simulation model and the data. The two mainly applications that have built on Simantics platform are: the proprietary Apros6 for power plant M&S and an open source Simantics System Dynamics Tool based on Melodica language and the OpenMelodica environment. The Simantics's [41] developers are working on the integration of OpenFoam, an open source CFD software package.
6. Conclusions and Future Works. In this paper, we were able to identify key collaborative requirements for CFD design through the use of stakeholders interviews and a user survey. In addition we were able to address these requirements with an integrated, extensible and modular architecture. In this way, the paper provides the solutions and the technologies able to address the collaborative requirements. Requirements, solutions and technologies are tracked through the paper and their links are depicted in the Figure 2 .6. Floasys is Web-based platform designed and developed to meet the collaborative requirements and is the industrial prototype currently under testing and evaluation in FCA.
Ideas behind Floasys, such as the integrated, extensible and modular architecture, could be adopted also in other contexts. The great opportunity to have different modules to plug in the architecture allows the deployment of a system tailored to engineers needs and development of some custom modules to embed team know-how. The solution to integrate existing engineering software and extract data from closed file format enables the creation of value added services over open format industrial data. In addition, large industries, independently by the sector, have multiple geographically distributed teams so, the collaboration around open format data and the sharing of data at different granularity and aggregation are great features. All features that could boost the industry competitiveness.
Floasys relies on mainstream open source solutions and its architecture is made integrating widely used existing enterprise technologies. The architecture can be divided into four main uncoupled parts: (1) simulators wrappers that communicate with the simulator software to get the simulation data and transform them in XML open format, (2) the version control repository for the XML files (e.g., SVN), (3) an enterprise search engine to index, cache and search the XML documents (e.g., Apache Solr), and (4) the central web server that provides the Web content (e.g., JBoss servlet container). Actually, we choose Apache Solr because it can scale using SolrCloud, Subversion because Floasys supports multiple SVN repositories and a mainstream servlet container. As future works, we have planned a controlled benchmark test to quantitatively assess and evaluate the Floasys performance, reliability and robustness. In addition, we are planning an evaluation study to analyse the usability of the Floasys user interface, and the user satisfaction when interacting with it [42, 43] . The user acceptance of the software will be investigated as well [44] .
Finally, an interesting future work is the opportunity to link our SVN that contains simulation data in open format with an internal social network and enable the discussion on artefacts [45] . The aim is to understand and evaluate the benefits of using the social in the field of industrial CFD simulations.
