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Introduction
1. Asymptotic behavior of roots
The theory of Coxeter groups has been developed from not only combinatorial but
also geometrical aspects. Indeed Coxeter groups are realized as reflection groups acting on
vector spaces. One of the most fundamental and important object associated with Coxeter
groups is the root system. Finite Coxeter groups are nothing but finite reflection groups. In
this case the root system corresponds to the finite system of normal vectors to hyperplanes
defining Euclidean reflections. In addition for ane reflection groups (which are of infinite
order) the root system also corresponds to the (infinite) system of normal vectors to hyper-
planes. However most of infinite Coxeter groups can not be realized as ane reflection
groups. There are few studies on the root systems for the case of general infinite Coxeter
groups. To analyze the root system a new dynamical approach has been introduced by
Hohlweg, Labbe´ and Ripoll in [18]. In the same paper they proposed a conjecture [18,
Conjecture 3.9] which asks whether the distribution of accumulation points of roots of in-
finite Coxeter groups can be described as some appropriate set of points. We give a proof
of this conjecture in the case where associating bi-linear form of a Coxeter group has the
signature (n   1; 1). We should notice that Dyer, Hohlweg and Ripoll also proved in the
positive the conjecture by a dierent approach at the same time (cf. Remark 2.4). More
precisely we will show the following in Chapter 2 (see Theorem 2.2).
Theorem A (Distribution of accumulation points of roots). Fix a Coxeter group W of
rank n equipped with the signature (n   1; 1) bi-linear form B. Let E = E(W) be the set of
accumulation points of normalized roots. Let bQ be an ellipsoid in an ane subspace of the
phase space defined by B. Letb be the set of normalized simple roots and conv(b) denotes
the convex hull of b. Then we have the following:
(a) When bQ  conv(b), we have E = bQ.
(b) When bQ 1 conv(), we have E = bQ n Smi=1 W  Ri, where R1; : : : ;Rm are con-
nected components of bQ out of conv(b) with 1  m  n.
2. Dynamical approach to Coxeter groups
The approach in [18] implicates a study of infinite Coxeter groups from a dynamical
viewpoint. We analyze the asymptotic behavior of the orbit of points under the action of
a infinite Coxeter group. As is known in the theory of the Kleinian groups (which are
discrete groups of Mo¨bius transformation on the Poincare´ ball), to study accumulation
points is nothing but to study the interaction between ergodic theory and discrete groups.
In order to establish that theory, the hyperbolicity of its phase space plays a crucial role.
For the case where the associated bilinear forms have the signature (n   1; 1), Coxeter
groups also act on the hyperbolic space. Following the notion of the theory of the Kleinian
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groups, we call the set of accumulation points of a point in the phase subspace the limit set
of W denoted by (W).
Theorem B (E(W) = (W)). Let W be a Coxeter groups of rank n whose associating
bilinear form B has the signature (n   1; 1). Then the limit set (W) of W coincides with
the set of accumulation points of roots E = E(W) of W.
We notice that Hohlweg, Pre´aux and Ripoll also showed Theorem B independently
[19]. Our second purpose is to develop the theory of semi-conjugacies (i.e. an equivariant
continuous surjection) from the Gromov boundaries of Coxeter groups to the limit sets
lying on the boundary (with respect to the Euclidean topology) of the phase spaces.
Theorem C (Cannon-Thurston maps exist). Let (W; S ) be a Coxeter system of rank
n whose associating bilinear form B has the signature (n   1; 1). Let @G(W; S ) be the
Gromov boundary of W and let (W) be the limit set of W. There exists a W-equivariant,
continuous surjection F : @G(W; S )  ! (W).
3. Background and Motivations
The Coxeter groups are purely algebraic object. Indeed these are defined by matrices
which represent relations of generators. From this reason there are enormous studies of
Coxeter groups from the algebraic and combinatoric aspects. Likewise, as noted before,
Coxeter groups are studied from the geometric aspect. Actually they canonically have an
action as reflections on a vector space.
We study the algebraic structure of Coxeter groups from a dynamical viewpoint. For
example the growth series of a Coxeter group is one of the most important invariants from
the algebraic viewpoint. On the one hand in dynamical viewpoint it turns into the Poincare´
series in the case where the associated bi-linear form has the signature (n   1; 1). This will
provide another research direction to study the Coxeter groups using asymptotic quantities
such as the Hausdor dimension.
In this thesis we try to build a step to connect the dynamical aspect with the algebraic
and the geometric aspects focussing on the case where the associated bilinear form has
the signature (n   1; 1). At first we need Theorem A to see how the roots (which are
combinatoric objects) are distributed at infinity of the phase space. This is an observation
of the asymptotic behavior of the action on the outside of an invariant ellipsoid defined
by the associated bilinear form. The next step is to investigate the asymptotic behavior of
the action on the inside. In this case we can define the limit sets of Coxeter groups since
reflections on the phase space define the isometric discrete action on the hyperbolic space.
It is natural to ask whether the set of accumulation points equals to the limit set. Theorem
B answers in the positive this claim. For the next, our interest moves to the existence of
the Cannon-Thurston maps.
In general, a continuous equivariant map between boundaries of a discrete group and
their limit set is called a Cannon-Thurston map. The importance can be seen by going back
to its origin. Cannon and Thurston first gave a geometrically infinite example of a semi-
conjugacy map. In [10], they invented the existence of such a map between the boundary
of the fundamental group of a hyperbolic surface S and the boundary of the fundamental
group of a hyperbolic manifold M which is an S -bundle over a circle. In addition they
also considered a singly degenerate group with an asymptotically periodic end. In this
case its limit set is given by continuous image of the circle. As a consequence Cannon
and Thurston concluded that the limit set is locally connected. Motivated this fact, the
existence of such map is one of the most interesting question in the group theory from a
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geometrical viewpoint. For the Kleinian groups several authors contributed to this topic.
In particular recently Mj showed that for Kleinan surface groups (in fact for all finitely
generated Kleinian groups) there exist the Cannon-Thurston maps and local connectivity
of the connected limit sets [31].
Frommore general viewpoint Mitra considered the Cannon-Thurston map for the Gro-
mov hyperbolic groups. Let H be a hyperbolic subgroup of a hyperbolic group G in the
sense of Gromov. He asked whether the inclusion map always extends continuously to
the equivariant map between the Gromov compactifications bH and bG. Here word metrics
on H and G defining their compactifications may dier. For this question he positively
answered in the case when H is an infinite normal subgroup of a hyperbolic group G [29].
He also proved that the existence of the Cannon-Thurston map when G is a hyperbolic
group acting cocompactly on a simplicial tree T such that all vertex and edge stabilizers
are hyperbolic, and H is the stabilizer of a vertex or edge of T provided every inclusion
of an edge stabilizer in a vertex stabilizer is a quasi isometric embedding [30]. On the
other hand, Baker and Riley constructed a negative example for Mitra’s question. In fact
they proved that there exists a free subgroup of rank 3 in a hyperbolic group such that the
Cannon-Thurston map is not well-defined [1]. Moreover Matsuda and Oguni showed that
a similar phenomenon occurs for every non-elementary relatively hyperbolic group [23].
Inspired by the above results we shall consider the problem which asks whether the
Cannon-Thurston map for the Coxeter groups exists. We give a motivation behind this
problem as follows. Since the Gromov boundary of a group is defined by a transcenden-
tal way (indeed it is the set of equivalence classes of sequences satisfying an asymptotic
property) it is dicult to see its topological properties or geometric structures. On the
other hand the limit set of a Coxeter group lies on the boundary of the ellipsoid. Moreover
since each limit point is realized by the end point of Euclidean straight line emanating
from a fixed base point, it is relatively easy to observe their geometric property. Indeed the
limit set of a Coxeter subgroup appears on the intersection of the boundary of the ellip-
soid and the simplex defined by the bi-linear form associated to the whole Coxeter group.
Conversely the existence of the Cannon-Thurston map indicate that the geometric or the
asymptotic information of the action inherits to the algebraic information of the group.
As a conclusion we hope that we can derive another research direction to obtain algebraic
informations of the Coxeter groups via the dynamical approach.
4. Future prospects
The author studies the action of groups on metric spaces from the asymptotical view
point. In this thesis, we deal with actions of Coxeter groups on the hyperbolic space to
obtain information on the roots of the given Coxeter group via the limit set. In particular
the author would like to derive a kind of rigidity property of Coxeter groups.
We already observed a rigidity at infinity in a dierent situation. Indeed in a joint
work with Miyachi [27] the author has shown Royden’s theorem which states that any
biholomorphic automorphism on Teichmu¨ller space is induced by an orientation preserving
homeomorphism on the base surface. Our proof is accomplished by studying the behavior
of biholomorphic automorphisms at infinity of Teichmu¨ller space to get the rigidity.
For the future, we can consider the following:
 The relation between the Hausdor dimension and the growth rate of the given
Coxetr group. Actually, the growth function is nothing but the Poincare´ series.
From this point of view, for a Coxeter group of rank 3 we can see how the defor-
mation of the action aects the Hausdor dimension of the limit set ([28]).
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 The asymptotical behavior of Coxeter groups in the case where the signature of
associating bilinear form is (n   m;m) for m  2. In fact there exist examples
which their bilinear forms have the signature (n   2; 2) ([8]). For these groups,
we can not apply our argument in this thesis.
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CHAPTER 1
Normalized reflections and Coxeter groups
In this chapter we collect some notations and definitions of notions used throughout
this thesis. Especially a crucial assumption (Assumption 1.1) is introduced.
1. Coxeter groups and B-reflections
Recall thatW is a Coxeter group of rank n ifW is generated by the set S = fs1; : : : ; sng
with the relations (sis j)mi j = 1, where mi j 2 Z>1 [ f1g for 1  i < j  n and mii = 1 for
1  i  n. More precisely, we say that the pair (W; S ) is a Coxeter system. We refer the
reader to [20] for the introduction to Coxeter groups.
For a Coxeter system (W; S ) of rank n, let V be a real vector space with its orthonormal
basis  = fsjs 2 S g with respect to the Euclidean inner product. Note that by identifying
V with Rn, we treat V as a Euclidean space. We define a symmetric bilinear form on V by
setting
B(i;  j)
8>>><>>>: =   cos


mi j

if mi j < 1;
  1 if mi j = 1
for 1  i  j  n, where si = i, and call the associated matrix B the Coxeter matrix.
Classically, B(i;  j) =  1 if mi j = 1, but throughout this thesis, we allow its value to be
any real number less than or equal to  1. This definition derives from [18]. Given  2 V
such that B(; ) , 0, s denotes the map s : V ! V by
s(v) = v   2 B(; v)B(; ) for any v 2 V;
which is said to be a B-reflection. Then  is linearly independent and satisfies that
(i) for all ;  2  with  , , one has
B(; ) 2 ( 1; 1] [

  cos


k
  k 2 Z>1 ;
(ii) for all  2 , one has B(; ) = 1.
Such a set  is called a simple system and its elements are simple roots ofW. The Coxeter
group W acts on V associated with its generating set S as compositions of B-reflections
fs j  2 g generated by simple roots. The root system  ofW is defined to be the orbit of
 under the action of W and its elements are called its roots. The pair (;) is said to be
a based root system in (V; B). We mention that  in [18, Definition 1.2] is assumed to be
positively independent, while we assume the linearly independence throughout this thesis.
Let
V+ :=
8>><>>: v 2 V
 v =
nX
i=1
vii; vi > 0
9>>=>>; and V  :=
8>><>>: v 2 V
 v =
nX
i=1
vii; vi < 0
9>>=>>; :
Assumption 1.1. In this thesis, we always assume the following.
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 The bilinear form B has the signature (n   1; 1). We call such a group a Coxeter
group of type (n   1; 1).
 The Coxeter matrix B is not block-diagonal up to permutation of the basis. In
that case, the matrix B is said to be irreducible.
Recall that a matrix A is non-negative if each entry of A is non-negative.
Lemma 1.2. Let o be an eigenvector for the negative eigenvalue of B. Then all coordi-
nates of o have the same sign.
Proof. This follows from Perron-Frobenius theorem for irreducible non-negative ma-
trices. Let I be the identity matrix of rank n. Then  B + I is irreducible and non-negative.
Note that since  B+ I and B are symmetric, all eigenvalues are real. By Perron-Frobenius
theorem, we have a positive eigenvalue 0 of  B+ I such that 0 is the maximum of eigen-
values of  B + I and each entry of corresponding eigenvector u is positive. On the other
hand, for each eigenvalue a of B there exists an eigenvalue b of  B+ I such that a = 1  b.
Let  be the negative eigenvalue of B. Then an easy calculation gives  = 1 0. Therefore
Ru = Ro.
We fix o 2 V be the eigenvector corresponding to the negative eigenvalue of B whose
euclidean norm equals to 1 and all coordinates are positive. Hence if we write o in a linear
combination o =
Pn
i=1 oii of  then oi > 0. Given v 2 V , we define jvj1 by
Pn
i=1 oivi if
v =
Pn
i=1 vii. Note that a function j  j1 : V ! R is actually a norm in the set of vectors
having nonnegative coecients. It is obvious that jvj1 > 0 for v 2 V+ and jvj1 < 0 for
v 2 V . Let Vi = fv 2 V j jvj1 = ig, where i = 0; 1. For v 2 V n V0, we writebv for the
“normalized” vector vjvj1 2 V1. We also call o the normalized eigenvector (corresponding to
the negative eigenvalue of B). Also for a set A  V nV0, we write bA for the set of allba with
a 2 A. We notice that B(x; ) = jj1B(x;b) hence the sign of B(x; ) equals to the sign of
B(x; ) for any x 2 V and  2 .
Remark 1.3. It is known that the based root system allows us to define positive roots
+ :=  \ V+, and then  = + t ( +) (see, for instance, [3, 22]). In other words, all
roots are contained in V+ [ V  and hence  \ V0 = ;.
Then by Remark1.3, the set b is well-defined. Let E be the set of accumulation points
of b with respect to the Euclidean topology.
It turns out that we only need to work on the case where B is irreducible. If the matrix
B is reducible, then we can divide  into l subsets  = tli=1i so that each corresponding
matrix Bi = fB(; )g;2i is irreducible and B is block diagonal B = (B1; : : : ; Bl). Then
for any distinct i; j, if  2 i and  2  j, s and s commute. In this case we see that W is
direct product
W = W1 W2     Wl;
where Wi is the Coxeter group corresponding to i. From this, the action of W can be
regarded as a direct product of the actions of each Wi. Then for the set E of accumulation
points of roots of W we see that E = tli=1Ei; where Ei is the set of accumulation points
of roots Wi  i (see Proposition 2.14 in [18]). Moreover if B has the signature (n   1; 1),
there exists a unique Bk which has the signature (nk   1; 1) and others are positive definite.
Since if the Coxeter matrix is positive definite then the corresponding Coxeter group W 0
is finite, and hence the limit set (W 0) = ; (for the definition of the limit set, see Section
3.3). This ensures that (W) is distributed on conv(bk), where conv(bk) is the convex hull
of bk. Thus (W) = (Wk). Accordingly, if there exists the Cannon-Thurston map for Wk
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then we also have the Cannon-Thurston map for the whole group W. This follows from
the fact that the direct product G1  G2 of a finite generated infinite group G1 and a finite
group G2 has the same Gromov boundary as the Gromov boundary of G1.
We denote q(v) = B(v; v) for v 2 V . Let Q = fv 2 V j q(v) = 0g, Q  = fv 2 V j q(v) < 0g
then we have bQ = V1 \ Q; cQ  = V1 \ Q :
Since B is of type (n   1; 1), bQ is an ellipsoid. The cone Q  has two components the
“positive side” Q+  = Q  \ V+ and the “negative side” Q   = Q  \ V . Similarly we divide
Q into two components Q+ and Q  so that Q+ = @Q+  and Q  = @Q  .
Remark 1.4. We have
W(V0) \ Q = f0g;
where 0 is the origin of Rn. To see this we only need to verify that V0 \ Q = f0g since Q is
invariant under B-reflections. We notice that V0 = fv 2 V j B(v; o) = 0g. For i = 1; : : : ; n 1,
let pi be an eigenvector of B corresponding to a positive eigenvalue i. For any v 2 V0,
we can express v in a linear combination v =
Pn 1
i vipi since B(v; o) = 0. Then we have
B(v; v) =
Pn 1
i iv
2
i kpik2  0 where k  k denotes the euclidean norm. Since i > 0 for
i = 1; : : : ; n   1, we have B(v; v) = 0 if and only if v = 0.
Remark 1.5. It is easy to calculate that each Coxeter matrix arising from a Coxeter
group of rank 3 is either positive type or has the signature (2; 1) (cf. [20, Section 6.7]).
However, for a general Coxeter group of rank n, there exists a bilinear form whose signa-
ture is neither positive type nor (n   1; 1). See Example 2.21.
2. The normalized action
2.1. The normalized action of W. Our purpose is to investigate the set of accumu-
lation points of roots b when W is infinite. Since b is defined by the normalization of the
orbit of , we need another action ofW to analyze the asymptotic aspects. This leads us to
consider the normalized action ofW on a suitable subset of V including b. For v 2 V n V0,
we definedbv = vjvj1 . Then the normalized action of w 2 W is given by
w  v := dw(v); v 2 V nW(V0):
where w(v) denotes the action of w as B-reflections. As we mentioned before  \ V0 = ;.
Therefore W acts on  by the normalized action. Hohlweg, Labbe´ and Ripoll showed the
following ([18, Theorem 2.7]):
Theorem 1.6. Consider an injective sequence of positive roots fngn2N  +, and
suppose that (bn) converges to a limit `. Then:
(i) the norm knk tends to infinity (for any norm on V);
(ii) the limit ` lies in bQ = Q \ V1.
The claim (ii) in the theorem above says E  bQ. As a consequence of this, the authors
also have the following ([18, Corollary 2.9]):
Corollary 1.7. The set of normalized roots of a Coxeter group has no accumulation
points in itself, equivalently, E \ b = ;.
We remark that these two theorems hold for any infinite Coxeter group, i.e., there is
no need to assume that the signature of B equals to (n   1; 1).
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After Chapeter 2 we consider another set as the target of the normalized action. Define
an open set D in V1 (with respect to the subspace topology) as
D = V1 \ Q :
Then by Remark 1.4, the normalized action is a continuous action on D and @D = bQ. In
Chapter 3 we will see that this turns out to be an isometric action on D equipped with the
Hilbert metric. The region D can protrude from the convex hull conv(b) of b. In the case
where D is not completely included in the interior of conv(b), let R := D n conv(b). Then
we can restrict the normalized action on
D0 := D n
[
w2W
w  R;
since
S
w2W w  R is stable under the normalized action of W. We call this the restricted
normalized action. We will see that D0 is the convex hull of the set of accumulation points
of roots (see Theorem 2.2), equivalently, the limit set (see Theorem 3.1).
2.2. The word metric. This thesis is devoted to make clear the connection between
the geometry of the Coxeter groups themselves and their phase spaces. To see this, it needs
to regard finitely generated groups as metric spaces.
Let G be a finitely generated group. Fixing a finite generating set S of G, all elements
in G can be represented by a product of elements in S . We say such a representation to be
a word and let hS i be the set of all words generated by S . For a word w 2 hS i we define the
word length `S (w) as the number of generators s 2 S in w. We denote the minimal word
length of g 2 G by jgjS . An expression of g realizing jgjS is called the reduced expression
or the geodesic word. Using the word length, we can define so-called the word metric
with respect to S on G, i.e. for g; h 2 G, their distance is jg 1hjS . In this thesis for a
Coxeter system (W; S ) we always work on the generating set S . For this reason we omit
the subscript and denote the word length (resp. the minimal word length) for S simply by
` (resp. j  j).
3. Fixed points of the normalized action
We first investigate the fixed points of the normalized action. In this section we use
Lemma 2.12 and postpone the proof until the next section. We remark that it is proved
independently.
Recall that any invertible linear map f : V  ! V is Lipschitz continuous, i.e., there
exists a constant C such that for any x 2 V we have
C 1kxk  k f (x)k  Ckxk:
Lemma 1.8. For w 2 W of infinite order and x 2 bQ, let fwni  xgni be a converging
subsequence of fwn  xgn to y 2 bQ. If jjwni(x)j1j  ! 1, then for any k 2 Z the sequence
fwni+k  xgni also converges to y.
Proof. Fix k 2 Z arbitrarily. By the remark above, we have a constant Ck  1, which
depends only on k, such that for each n 2 N,
Ck 1kwn(x)k  kwn+k(x)k  Ckkwn(x)k:
Since jj  j1j is comparable to k  k on Q, we have a constant C  1 such that for any z 2 Q,
C 1kzk  jjzj1j  Ckzk:
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Then we see that
jB(wni  x;wni+k  x)j = jB(w
ni(x);wni+k(x))j
jjwni(x)j1j  jjwni+k(x)j1j
=
jB(x;wk(x))j
jjwni(x)j1j  jjwni+k(x)j1j  CkC
2 jB(x;wk(x))j
jjwni(x)j1j2  ! 0;
as ni  ! 1. By Proposition 2.12(a), we have the conclusion.
Lemma 1.9. For w 2 W of infinite order and x 2 bQ, if there exists a converging
subsequence of fwn  xgn such that jjwni(x)j1j  ! 0, then w  x = x.
Proof. Suppose that w  x , x, hence B(x;w  x) , 0. From the argument in the first
half of the proof of the previous lemma, we have constants C1 and C such that for any
n 2 N and any z 2 Q
C1 1kwn(x)k  kwn+1(x)k  C1kwn(x)k; and C 1kzk  jjzj1j  Ckzk;
respectively. Since bQ is compact, there exist a converging subsequence fwni j+1  xgni j of
fwni+1  xgni . Then we have
jB(wni j  x;wni j+1  x)j = jB(w
ni j(x);wni j+1(x))j
jjwni j(x)j1j  jjwni j+1(x)j1j
=
jB(x;w(x))j
jjwni j(x)j1j  jjwni j+1(x)j1j 
jB(x;w(x))j
C1C2jjwni j(x)j1j2  ! 1;
as ni j  ! 1 by the assumption. However since bQ  bQ is compact again, there exists
maxz;z02bQ jB(z; z0)j < 1. Consequently, all values of jB(wni j  x;wni j+1  x)j should be bounded
uniformly. This is a contradiction.
For any w 2 W if there is a fixed point on bQ of the normalized action of w, then such
a point is an eigenvector of w corresponding to a real eigenvalue.
Lemma 1.10. Let w be an element in W. Suppose that w has distinct eigenvectors p; p0
lying on bQ, and let ; 0 2 R be corresponding eigenvalues respectively. Then 0 = 1.
Proof. We see this by calculating directly;
B(p; p0) = B(w(p);w(p0)) = 0B(p; p0):
Since p and p0 are distinct and sitting on bQ, we have B(p; p0) , 0. Hence 0 = 1, as
required.
This lemma gives us the following observations about eigenvalues of w 2 W which
are not 1 and corresponding eigenvectors are in bQ:
 There are at most two such eigenvalues, hence w fixes at most two points in bQ.
 The intersection of Q (not bQ) and each eigenspace of such eigenvalue is one
dimensional.
 If such eigenvalue exists, there are no eigenvectors in bQ corresponding to eigen-
values of 1.
Moreover we have the following corollary.
Corollary 1.11. Let w be an element in W. Then w has an eigenvector v 2 bQ cor-
responding to the eigenvalue  , 1 if and only if the normalized action of w has exactly
two fixed points on bQ.
14 1. NORMALIZED REFLECTIONS AND COXETER GROUPS
Proof. The “if” part is Lemma 1.10. We show the converse. By the first observation
above, we see that the normalized action of w fixes one or two points. Assume that the
normalized action of w fixes only one point v. Now as a linear transformation w(v) = v.
We take u 2 bQ n fvg arbitrarily. Since w preserves B, we have B(u; v) = B(w(u);w(v)) =
B(w(u); v) and B(u; v) = B(w 1(u);w 1(v)) =  1B(w 1(u); v). Hence we obtain
B

(    1)v;w(u)   w 1(u)

= 0:
This means that there exists 0(, 0) such that
0v = w(u)   w 1(u); (1)
by Lemma 2.12(b). Since w(u) and w 1(u) are in Q we have
q(w(u)   w 1(u)) =  2B(w(u);w 1(u)) =  2B(w2(u); u):
On the other hand by (1)
q(w(u)   w 1(u)) = 02q(v) = 0
since v 2 bQ. Consequently there exists 00 , 0 such that w2(u) = 00u. Thus the normalized
action of w2 fixes bQ pointwise because we took u arbitrarily. This contradicts to Lemma
1.10 (in particular the first observation above) since w2 is of infinite order and w2(v) =
2v.
Proposition 1.12. Let w 2 W be of infinite order and take x 2 bQ arbitrarily. If w has
an eigenvector p in bQ corresponding to the eigenvalue  , 1, then fwn  xgn converges to
a fixed point. In particular, p lies in E.
Proof. Since bQ is compact, there exists a converging subsequence fwni  xgni of fwn 
xgn. Let y be the limit point of the sequence above. The value  2 R always denotes an
eigenvalue in the claim of this proposition, hence  , 1. In addition let p 2 bQ be the
normalized eigenvector corresponding to .
Notice that w has at most two eigenvectors in bQ. In such a case, we denote the other
eigenvector by p0 and the corresponding eigenvalue by 0. By Lemma 1.10, 0 = 1.
First, we consider the case of jj < 1. Suppose y , p. Then 0 < jB(y; p)j < 1 and we
have
jB(wni  x; p)j = jB(w
ni(x); p)j
jjwni(x)j1j =
jB(x;w ni (p))j
jjwni(x)j1j =
j ni jjB(x; p)j
jjwni(x)j1j  ! jB(y; p)j;
as ni  ! 1. Here the third equality comes from w 1(p) = w 1( 1w(p)) =  1p. Since
j ni j  ! 1, we have jjwni(x)j1j  ! 1. Now there exists a constant C  1 so that
C 1kxk  kw(x)k  Ckxk;
which is independent of x. Therefore,
jB(wni  x;w  y)j = jB(w
ni(x);w(y))j
jjwni(x)j1j  jjw(y)j1j =
jB(wni 1(x); y)j
jjwni(x)j1j  jjw(y)j1j
=
CjB(wni 1(x); y)j
jjwni 1(x)j1j  jjw(y)j1j  ! 0;
as ni  ! 1 by Lemma 1.8. This implies that y = w  y. Applying this argument for all
converging subsequence of fwn  xgn, we deduce that fwn  xgn converges to y. By Lemma
1.10, we have following two possibilities:
1) If w has only one fixed point in bQ then it contradicts to Corollary 1.11, hence
y = p;
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2) if w has two fixed points p; p0 in bQ then y = p0.
Thus we have the conclusion in this case.
Next, we consider the case of jj > 1. Suppose y , p. Then 0 < jB(y; p)j < 1 and we
have
jB(wni  x; p)j = jB(w
ni(x); p)j
jjwni(x)j1j =
jB(x;w ni (p))j
jjwni(x)j1j =
j ni jjB(x; p)j
jjwni(x)j1j  ! jB(y; p)j;
as ni  ! 1. Since j ni j  ! 0, we have jjwni(x)j1j  ! 0 as ni  ! 1. Applying Lemma
1.9, we see that x is a fixed point itself. In particular wn  x = x for all n 2 N. Similar to the
first case, by Lemma 1.10 we have two possibilities:
3) If w has only one fixed point in bQ then we have a contradiction, hence y = p:
4) If w has two fixed points p; p0 in bQ then y = p0.
We also have the conclusion for this case. Here notice that if the case 4) happens then for
any x0 2 bQ n fxg, fwn  x0gn converges to p.
The last assertion in this proposition can be seen by taking x from E.
Let w 2 W and x 2 bQ be elements as in Proposition 1.12. Then we have a converging
sequence fwni  xgni to y 2 bQ so that jwni(x)j1  ! 1. In the case of  = 1, if fwni  xgni
does not converge to the eigenvector p of w, then B(wni  x; p)  ! B(y; p). This shows that
if jjwni(x)j1j  ! 1, then the sequence fwni  xgni converges to p since p is an eigenvector of
w with eigenvalue 1.
Remark 1.13. In the case where W is rank 3, for 1; 2 2 ,
 if B(1; 2) <  1, then there exist two real eigenvalues of s1 s2 which are dier-
ent from 1;
 if B(1; 2) =  1, then an easy calculation gives that jj(s1 s2)n(v)j1j  ! 1 for
any v 2 bQ n f 12b1 + 12b2g.

CHAPTER 2
Asymptotic behavior of roots
In this chapter we focus on the asymptotic behavior of roots of infinite Coxeter groups.
More precisely our main interest is the distribution of accumulation points of roots. In the
case of a finite Coxeter group, its root system  is finite. When a Coxeter group is of
infinite,  is also infinite and the bilinear form is not positive definite. So the classical
tools developed in the Euclidean geometry are no longer usable.
On the other hand, in a recent paper [18], some tools to deal with roots of infinite
Coxeter groups were established as the first step of their study. Our motivation to organize
this chapter is to contribute further studies of the paper [18].
Recall that E is the set of accumulation points of normalized rootsb for  2 , i.e., the
set consisting of all possible limits of injective sequences of normalized roots. We denote
the normalized action on V1nW(V0) by wx for w 2 W and x 2 V1nW(V0). Hohlweg, Labbe´
and Ripoll proved that E  bQ [18, Theorem 2.7] (see Theorem 1.6) and also proposed the
following.
Conjecture 2.1 ([18, Section 3.2]). Given an infinite Coxeter group W of rank n, the
following assertions hold:
(i) When bQ  conv(b), we have E = bQ.
(ii) When bQ 1 conv(b), we have E = bQ n Smi=1 W  Ri, where R1; : : : ;Rm are con-
nected components of bQ out of conv(b) with m  n.
Remark that [18, Conjecture 3.9] is a stronger version of this conjecture.
In this chapter, we prove this conjecture for the case where the signature of the Coxeter
matrix is (n   1; 1). Here the number n is the rank of the corresponding Coxeter group.
Theorem 2.2. For an infinite Coxeter group of rank n equipped with the signature
(n   1; 1) bilinear form, we have the following:
(a) When bQ  conv(b), we have E = bQ.
(b) When bQ 1 conv(b), we have E = bQ n Smi=1 W  Ri, where R1; : : : ;Rm are con-
nected components of bQ out of conv(b) with 1  m  n.
Moreover, we also prove the following theorem.
Theorem 2.3. Fix x 2 E. Then
W  x = E:
Remark 2.4. In [12], Dyer, Hohlweg and Ripoll also proved Theorem 2.2 and Theo-
rem 2.3 by a dierent approach ([12, Theorem 4.10 (a) and Theorem 3.1 (b)]). In fact, their
approach was accomplished by using a method of so-called imaginary cones and they do
not assume the linearly independence. On the other hand, in this thesis, some other aspects
of infinite Coxeter groups (e.g. a metric on bQ) are investigated.
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Notation 2.5. From now on, we work in V1 with the subspace topology unless oth-
erwise indicated. For a subset A  V1, int(A) means the interior of A and A denotes the
closure of A with respect to the subspace topology of V1. After this chapter, we always use
these notations.
1. Metrics on bQ
We have a natural metric on bQ defined by the bi-linear form B. The normalized action
is actually “semi-contractions” on bQ for this metric.
1.1. A metric on bQ. We define a metric on bQ by using the bi-linear form B.
Remark 2.6. Since B is positive-definite on V0, q(x   y) 12 defines a metric on V0 and
hence V1. Moreover, since jq(x   y)j = 2jB(x; y)j for x; y 2 bQ, jB(; )j1=2 : bQ  bQ ! R0
defines a metric on bQ.
Let c be a piecewise C1 curve in bQ connecting x and y for x; y 2 bQ. The length `B(c)
of c is defined by
`B(c) = sup
C
nX
i=1
jB(xi 1; xi)j 12 ;
where the infimum is taken over all chains C = fx = x0; x1; : : : ; xn = yg on c with un-
bounded n. Given x; y 2 bQ with x , y, we define
dB(x; y) = inff`B(c) j c is a piecewise C1 curve joining x and yg:
It is easy to verify that dB : bQ  bQ ! R0 is a pseudometric on bQ. The following lemma
guarantees that dB is actually a metric.
Lemma 2.7. For any x; y 2 bQ, if dB(x; y) = 0, then x = y.
Proof. When dB(x; y) = 0, for any  > 0, there exists a curve c such that `B(c) < .
This means that
Pm
i=1 jB(xi 1; xi)j
1
2 <  for any chain on c by the definition of `B. Thus one
has jB(x; y)j 12 < . This implies B(x; y) = 0. Therefore, x = y by Proposition 2.12.
It is easy to see that (bQ; dB) is homeomorphic to the metric space bQ equipped with the
metric mentioned in Remark 2.6.
Let dE be the metric on bQ defined by the same way as dB using the Euclidean metric
instead of B. In what follows, we prove that (bQ; dE) is homeomorphic to (bQ; dB). Now one
see that two metrics dB and dE are comparable. In fact, K = supx;y2bQ jB(x;y)j
1
2
kx yk is bounded,
where k  k denotes the Euclidean norm, because of the following:
sup
x;y2bQ
p
2jB(x; y)j 12
kx   yk = supx;y2bQ
p
2
 12B(x   y; x   y) 12
kx   yk
 sup
v2V0
jB(v; v)j 12
kvk = supv2V0;kvk=1
jB(v; v)j 12 :
Since the region fv 2 V0 j kvk = 1g is compact and the bilinear map B(; ) is continuous,
there is u 2 V such that jB(u; u)j = supv2V0;kvk=1 jB(v; v)j < 1. Then for an arbitrary curve c
in bQ joining x and y and  > 0, there exists a chain C = fx = x0; x1; : : : ; xm = yg such that
`B(c)    
mX
i=1
jB(xi 1; xi)j 12  K
mX
i=1
kxi 1   xik  K`E(c);
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where `E denotes the length of c with respect to the Euclidean metric. Thus, for any
x; y 2 bQ and  > 0, we have dB(x; y)     KdE(x; y). Hence dB(x; y)  KdE(x; y). This
implies the that comparability of dB and the Euclidean metric.
Since bQ is an ellipsoid in V  Rn, bQ is a C1 manifold and its topology induced from
dE coincides with the relative topology of V . Clearly, bQ is compact on the relative topology
of V , hence (bQ; dB) is also compact. Then by Hopf–Rinow Theorem (cf. [15, p. 9]), (bQ; dB)
is a geodesic space. Moreover, since each normalized B-reflection is a homeomorphism
with respect to (bQ; dE), W acts on (bQ; dB)  (bQ; dE) continuously.
Remark 2.8. For x 2 bQ, its tangent space TxbQ is equal to fy 2 V1 j B(x; y) = 0g.
Moreover, it is immediate to see that B is positive definite on TxbQ. Thus, we conclude thatbQ is a Riemannian manifold with a Riemannian metric B. This metric coincides with the
metric dB.
1.2. Visibility on bQ. Let [x; y] denote a geodesic in (bQ; dB) between x and y, that is a
curve joining x and y which attains dB(x; y). The compactness of (bQ; dB) ensures that such
a geodesic always exists. Let L(x; y) (resp. L[x; y]) denote the Euclidean line in V through
x and y (resp. the segment joining x and y). Using this, we define a notion given in [18].
We say that x 2 conv(b) \ bQ is visible from  2 V1 if L[x; ] \ bQ = fxg. The set of all
visible points of bQ from a normalized simple root b is said to be a visible area from b,
denoted by Vb. Given  2 V1, we call a curve included in Vb \ bQ a visible curve from . If
there is no confusion, then we simply call it a visible curve.
We recall the following proposition.
Lemma 2.9 ([18, Proposition 3.7]). Let x 2 bQ and  2 .
(i) x 2 Vb if and only if B(; x)  0.
(ii) x and s  x lie on the same line L(x;b).
(iii) x 2 @Vb if and only if B(; x) = 0.
Proposition 2.10. For any z 2 bQ \ conv(b) there exists a normalized root b 2 b such
that z is visible fromb. In other words, bQ \ conv(b) is covered by fVb j  2 g.
Proof. Suppose, on the contrary, that there exists an element z 2 bQ such that z is not
visible from any normalized simple root.
Let b and b be two distinct normalized simple roots. Then z is not visible from bothb andb. Because of the convexity of fv 2 V1 j q(v)  0g, z is not visible from any element
lying in the segment L[; ], either. Similarly, one can see that z is not visible from any
element of @(conv(b)), where @A denotes the boundary of a set A  V . In particular,
z < @(conv(b)).
Take a point z0 2 fv 2 conv(b) n @(conv(b)) j q(v) > 0g such that z0 is visible from
z. Clearly, such a point should exist. Let us consider a ray L[z; z0)  L(z; z0) starting at z
through z0. Then the convexity of fv 2 V1 j q(v)  0g implies that L[z; z0) \ bQ = fzg. This
says that z is visible from some point of @(conv(b)). This is a contradiction.
In the following, we prove some lemmas for the proof of Theorem 2.2.
Lemma 2.11. Let  be a simple root. Then for any x 2 bQ, one has B(; x) < 12jj1 .
Proof. Suppose that B(; x)  12jj1 for some x 2 bQ and  2 . Then we havejs(x)j1 = 1   2B(; x)jj1  0. On the other hand, for y 2 @Vb, we have B(; y) = 0 hence
js(y)j1 = 1   2B(y; )jj1 = 1 > 0. By the continuity of a linear map B(; ), there should
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be z 2 bQ such that js(z)j1 = 0. However, as mentioned in Remark 1.4, W(V0) \ bQ = ;,
which is a contradiction.
Proposition 2.12. For x; y 2 Q n f0g,
(a) one has B(x; y) = 0 if and only ifbx =by;
(b) ifbx ,by, then one has B(bx;by) < 0.
Proof. (a) If bx = by, then there exists c 2 R n f0g such that x = cy. By the definition
of Q, it is obvious that B(x; y) = 0. For the inverse, we suppose that there exist x and y in
Q n f0g with B(x; y) = 0. Then for any a; b 2 R, we have
q(ax + by) = a2q(x) + 2abB(x; y) + b2q(y) = 0:
This implies that Q includes a Euclidean segment joining x and y, namely, v(t) = (1 t)x+ty
lies in Q for any t 2 [0; 1]. However since bQ is strictly convex, for any two vectors x; y 2 Q,
a segment joining them intersects Q only at x and y. This is a contradiction.
(b) Given x 2 Q n f0g, we may assume that x 2 Q+ without loss of generality. It suce
to show B(bx;by) < 0 in the case y 2 Q+ with bx ,by. Remark that Q+  is strictly convex. Let
A+ = fv 2 V j B(x; v) > 0g and A  = fv 2 V j B(x; v) < 0g. Then V n fv 2 V j B(x; v) = 0g =
A+ t A . Moreover, the connectedness of Q and the claim (a) of this proposition imply
that either Q+ n R>0x  A+ or Q+ n R>0x  A  is satisfied. In particular the hyperplane
@A+ = @A  = fv 2 V j B(x; v) = 0g is tangent to Q+. We show that the latter case only
happen. Now we have two cases as follows.
We first assume that there exists a simple root  2  such that bx is visible from b and
s(x) , x. The latter condition gives  < fv 2 V j B(x; v) = 0g. Consider the Euclidean
segment L[b;bx] connecting x andb. The visibility of x fromb implies that L[b;bx]\Q = fxg
hence the convexity of Q+  guarantees that b is contained in the dierent component frombQ nbx. Sinceb 2 A+ by Lemma 2.9, we conclude that y 2 A  for any y 2 Q+ ifbx ,by. Since
jxj1 > 0 and jyj1 > 0, we have B(bx;by) < 0.
Consider the other case, namely, there is no simple root  2  such that bx is visible
from b and s(x) , x. In this case there must exist at least one simple root  2  such
that B(; x) < 0. Actually the assumption implies that B(x; )  0 for any  2 . If
B(x; ) = 0 for all  2  then x should be 0 since each eigenvalue of B is not zero which is
a contradiction. Now we get B(s(x); x) < 0 by the condition B(; x) < 0. Thus we have
Q+ n R>0x  A .
We notice that for any x 2 bQ and y 2 D we have B(x; y) < 0.
Proposition 2.13. Let  2  and x; y 2 Vb.
(i) Each geodesic between x and y is contained in Vb.
(ii) For any visible curve fromb, we have
`B(c)  `B(s  c): (2)
Moreover, dB(x; y)  dB(s  x; s  y).
(iii) The equality (2) holds if and only if c  @V.
Proof. For the proofs of (i) and (ii), we show that for any curve c in V and x; y 2 c,
one has jB(x; y)j  jB(s  x; s  y)j.
From Remark 1.4 and Lemma 2.11, one has 0  B(x; ); B(y; ) < 12jj1 . Thus the
inequality 0 < js(x)j1 = jx   2B(x; )j1  1 holds. Similarly, 0 < js(y)j1  1. Hence
jB(s  x; s  y)j = jB(s(x); s(y))jjs(x)j1js(y)j1 =
jB(x; y)j
js(x)j1js(y)j1  jB(x; y)j:
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Let c0 be a geodesic joining s  x and s  y and Vb the visible area from b. Let us
decompose c0 into
c0 =
[
i2I
ci [
[
j2J
c j;
where ci (i 2 I) is a visible curve from b and c j ( j 2 J) the others. Set c00 = Si2I ci [S
j2J s  c j. Then c00 is a curve joining x and y because each point of the boundary of the
visible area fromb is fixed by s. By the above arguments, we obtain
dB(s  x; s  y) = `B(c0)  `B(c00)  dB(x; y):
This says that each geodesic between x and y is contained in Vb.
Next, we prove (iii). If c  @Vb, since B(; x) = 0 for any x 2 c, the equality of (2)
directly follows. Assume that `B(c) = `B(s  c). Then for an arbitrary curve c0  c, we also
have `B(c0) = `B(s  c0). Decompose c into k curves for an arbitrary fixed k 2 Z>0. Let c1
be one component of such curves. For  > 0, by the definition of `B, there exists a chain
fx1; : : : ; xmg, where x1 and xm are the endpoints of c1, such that
mX
i=1
jB(xi 1; xi)j 12  (1   ) 12 `B(c1):
Since `B(c1) = `B(s  c1), one has
(1   ) 12 `B(c1) = (1   ) 12 `B(s  c1) = (1   ) 12
mX
i=1
jB(s  xi 1; s  xi)j 12 :
Hence, Pm
i=1 jB(xi 1; xi)j
1
2Pm
i=1 jB(s  xi 1; s  xi)j
1
2
 (1   ) 12 :
Now, in general, for positive real numbers a1; : : : ; am and b1; : : : ; bm, we see that
max
i2f1;:::;mg
ai
bi

Pm
i=1 aiPm
i=1 bi
:
Thus, there exists some i such that
jB(xi 1; xi)j 12
jB(s  xi 1; s  xi)j 12
 (1   ) 12 () jB(xi 1; xi)jjB(s  xi 1; s  xi)j  1   
() (1   2B(xi 1; )jj1)(1   2B(xi; )jj1)  1   :
On the other hand, since xi 1; xi 2 Vb, one has 1 2B(xi 1; )jj1  1 and 1 2B(xi; )jj1 
1. Hence 1     1   2B(xi 1; )jj1  1 and 1     1   2B(xi; )jj1  1. Since  is
arbitrary, by taking  as  ! 0, we see that xi 1 and xi belong to @Vb. Moreover, since k is
also arbitrary, by taking k as k ! 1, we conclude that c  @Vb, as desired.
2. The orbit of points in E
In this section, we prove Theorem 2.3. First, we note that x 2 bQ is fixed by the
normalized action of s for  2  if and only if B(x; ) = 0.
Lemma 2.14. Let K  bQ be a nonempty W-invariant subset of bQ. Then for each  2 ,
there is x 2 K such that x , s  x.
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Proof. Since, in general, a point x 2 bQ which is fixed by every normalized action of
s corresponds to an eigenvector of B whose eigenvalue is 0, there is no such a point when
B is definite, in particular, B has the signature (n   1; 1). Thus there is no element in bQ
which is fixed by every s with  2 . Hence K contains xwith x , s0  x for some 0 2 .
Fix  2  arbitrarily. Since we assume that W is irreducible, the Coxeter graph
associated with W is connected (cf. [20, Section 2.2]). Hence there is a path from 0 to 
in the Coxeter graph, that is to say, there is a sequence of simple roots (0; 1; : : : ; k) such
that k =  and B(i 1; i) , 0 for i = 1; : : : ; k, where k is some positive integer.
For i = 0, by the above discussions, there is a point x0 2 K such that x0 is not fixed by
s0 , i.e., x0 , s0  x0. For i = 1, we have B(0; 1) , 0. On the other hand, since
B(s0  x0; 1) =
1
1   2B(x0; 0)j0j1 B(x0   2B(x0; 0); 1)
=
1
1   2B(x0; 0)j0j1 (B(x0; 1)   2B(x0; 0)B(0; 1));
if B(x0; 1) = 0, then B(s0  x0; 1) , 0 because B(x0; 0) , 0 and B(0; 1) , 0. Hence
either B(x0; 1) or B(s0  x0; 1) is nonzero. This means that either x0 or s0  x0 is not
fixed by s1 . Let x1 be such a point. Since x0 2 K and K is W-invariant, we know that
s0  x0 2 K. Similarly, we obtain that either x1 or s1  x1 is not fixed by s2 . Let x2 be such
a point. By repeating this procedure, we eventually obtain xk 2 K such that xk is not fixed
by s, as required.
The following proposition plays a crucial role in the proof of Theorem 2.3.
Proposition 2.15. The set E of accumulation points of normalized roots is a minimal
W-invariant closed set in bQ, namely, any W-invariant closed set in bQ includes E.
Proof. Let K  bQ be a W-invariant closed subset. We may show that E  K. Recall
that L(x; y) for x; y 2 V denotes the Euclidean line through x and y. LeteK = [
x;y2K
L(x; y) nW(V0):
We see that eK is also aW-invariant.
For each  2 , when we take x 2 K with x , s  x, L(x; y) intersects withb. Since x
and s  x belong to eK,b also belongs to eK. By Lemma 2.14, we can take such an element
of K for every  2 . Henceb  eK. Since eK isW-invariant, we also haveW b  eK. Now
consider the set K0 = eK \ conv(b). Then K0 includes b since b  conv(b). Moreover
K0 is closed in conv(b) nW(V0) since K is closed. Thus the accumulation points of W b
(which is nothing but E) should be contained in K0 \ bQ since E  bQ. Therefore we have
E  K since K0 \ bQ  K.
As a consequence of Proposition 2.15, we can prove Theorem 2.3. In fact, for any
x 2 E, it is obvious that W  x  E. Moreover, since W  x is W-invariant closed set, from
Proposition 2.15, we also have E  W  x, as desired.
3. A proof of Theorem A : the case of rank 3
Before the general case, we first prove Theorem 2.2 for the case of rank 3. Let (W; S )
be a Coxeter system of rank 3 with S = fs; s; sg and  = f; ; g its simple system. For
the proof of the case of rank 3, we consider the following two cases:
(a)  1  B(; )  0,  1  B(; )  0 and  1  B(; )  0;
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(b) other cases, i.e., there are distinct  and 0 in  such that B(; 0) <  1.
3.1. The case (a). First, we concentrate on the case where (ss)m = 1; (ss)n =
1; (ss)k = 1 with m; n; k 2 Z2 [ f1g and B(; 0) =  1 if the order of ss0 is infinity,
where ; 0 2 .
Let  be an arbitrary accumulation point of normalized roots and
R = fw   j w 2 Wg  E
the closure of a set of limit points. Proving R = bQ leads us to the desired conclusion
E = bQ since R  E  bQ.
First, we prove that there exist at least three pointse;e;e inR satisfying the following
three conditions: 8>>>>><>>>>>:
e is visible from bothb andb;e is visible from bothb andb;e is visible from bothb andb:
Let f1; 2; 3g = .
 When the order of s1 s2 is infinite, we may set e3 = limn!1(s1 s2 )n  . Thene3 2 R and e3 = 12b1 + 12b2 by Remark 1.13. Moreover, it is easy to check thate3 is visible from both b1 and b2.
 When the order of s1 s2 is finite, say, (ss)m = 1 with m < 1, the order of
the parabolic subgroup W0 generated by s and s is 2m. Let T = W 0   and
let T  T (resp. T  T ) be the set of the points in T which are visible fromb (resp. b). Suppose that there does not exist e, i.e., T \ T = ;. Then T
and T have the same cardinality m. In fact, since s : T ! T is well-defined
by T \ T = ; and this is injective, one has jTj  jTj. Similarly, jTj  jTj.
Hence jTj = jTj, denoted by m0. Moreover, since s : T n T ! T is injective,
one has jTj  jT n Tj = jT j   jTj. Thus, jT j  2jTj = jTj + jTj  jT j.
Hence T n (T [ T) = ;. We write T = f1; : : : ; m0 g and T = f01; : : : ; 0m0 g.
Observe that s and s act on f1; : : : ;m0g as permutations ;  : f1; : : : ;m0g  !
f1; : : : ;m0g so that s  T = f0(1); : : : ; 0(m0)g and s  T = f(1); : : : ; (m0)g.
In particular, we recognize that each image of the points in T by s must be
visible from  and vice versa. Moreover, the permutation  :=  has
order m0. By Proposition 2.13 (i), each B-reflection extends the length of visible
curves. So we see that
dB(i;  j)  dB((i); ( j))
 dB(2(i); 2( j))
   
 dB(m0 (i); m0 ( j)) = dB(i;  j);
for any i; j 2 f1; 2; : : : ;m0g. By virtue of Proposition 2.13 (iii), one has i =  j.
Thus each of T and T consists of one element. Let T = f1g and T = f01g.
Then four points ; 1; 01 and  should lie in the same line L(; ). On the other
hand, sinceW 0 is finite, L(; ) does not intersect with bQ, a contradiction. Hence
T \ T is not empty. This means thate exists in W0  .
Next, we prove the desired assertion. Suppose, on the contrary, that R ( bQ. Equiv-
alentry, there exists a geodesic [a1; b1] in bQ such that no element of R is contained in the
24 2. ASYMPTOTIC BEHAVIOR OF ROOTS
open interval (a1; b1) but a1; b1 2 R. By Proposition 2.10, bQ is covered with three visible
areas. One of the following holds: [a1; b1]  [e;e] or [a1; b1]  [e;e] or [a1; b1]  [e;e].
Let, say, [a1; b1]  [e;e]. Let a2 = s  a1 and b2 = s  b1. Then either a2 2 [e;e] or
a2 2 [e;e], and so is b2. Moreover, if e 2 [a2; b2], then s e 2 [a1; b1], a contradiction.
Thus,e < [a2; b2]. In particular, [a2; b2]  [e;e] or [a2; b2]  [e;e] occurs, say, [a2; b2] 
[e;e]. From Proposition 2.13 (i), we notice that dB(a1; b1)  dB(a2; b2).
Similarly, for each n  1, if [an; bn]  [e1; e2], then we set an+1 = s3 an and bn+1 = s3 
bn. Moreover, we also have dB(an; bn)  dB(an+1; bn+1). In addition, [an; bn]\R = fan; bng
and (ai; bi) \ (a j; b j) = ; for all i and j with i , j. Now since (bQ; dB) is compact, bQ has a
bounded `B length. Hence there exists a suciently large N such that
dB(aN ; bN) = dB(aN+1; bN+1) =    :
By Proposition 2.13 (iii), one has aN = bN . Since dB(aN ; bN) = 0 if aN = bN , this never
happens, we have a contradiction.
Therefore, we conclude that R = bQ, as required.
3.2. The case (b). Next, we consider the case where there exist  and 0 in  such
that B(; 0) <  1. In this case, we may assume that one of the following three situations
happens:
 Assume that B(; ) <  1, B(; ) <  1 and B(; ) <  1. Then bQ \ conv(b)
consists of three visible arcs and each pair of these arcs has no common point. Let
R = bQ n conv(b). Moreover, the six endpoints of such three visible arcs belong
to E. If we suppose that there exists an arc on bQ which is in bQ n (E [W  R),
then we have a contradiction in the same manner as the case (a) by using the six
endpoints instead of e;e;e.
 Assume that B(; ) <  1, B(; ) <  1 and B(; )   1. Then bQ \ conv(b)
consists of two arcs c and c0 and these arcs have no common point. One arc c
is a visible arc from  and the other c0 is covered by Vb and Vb. Moreover, the
four endpoints of such two arcs belong to E. In addition, the endpoints of c are
not visible fromb andb. Hence, by the arguments appearing in the proof of the
case (a), we have a point of E which is visible from bothb andb in c0. Similarly,
if we suppose that there exists an arc on bQ which is in bQ n (E [W  R), then we
have a contradiction by using such five points.
 Assume that B(; ) <  1, B(; )   1 and B(; )   1. Then bQ \ conv(b)
consists of an arc which is covered by Vb, Vb and Vb. Moreover, the two end-
points of such arc belong to E. In addition, we have two points of E, one of
which is visible from both b and b and the other is visible from both b and b.
Similarly, if we suppose that there exists an arc on bQ which is in bQ n (E [W  R),
then we have a contradiction by using such four points.
Finally, by Remark 1.13, each of the endpoints of visible arcs can be realized as an
accumulation point of W 0  , where W 0 is a certain parabolic subgroup of W and  is an
arbitrary accumulation point of normalized roots.
4. A proof of Theorem A : the case of an arbitrary rank
Finally, in this section, we prove Theorem 2.2 for the case of an arbitrary rank.
We devide the following two cases:
(a) bQ  int(conv(b));
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(b) bQ 1 int(conv(b)).
Here int() denotes the interior. Since jq(x   y)j 12 is a metric on bQ (Remark 2.6), for the
proof of Theorem 2.2, we estimate jB(x; y)j for x; y 2 bQ in this section.
4.1. The case (a).
Lemma 2.16. There exists a constant C0 > 0 such that for any x 2 bQ, one has B(x; ) 
C0 for some  2 .
Proof. By Proposition 2.10, bQ is covered by fVb j  2 g. Note that Vb is a closed set.
Since bQ  int(conv(b)), for any y = Pni=1 yibi 2 bQ, one has yi > 0.
Suppose that there is x 2 bQ such that x < S2 int(Vb). This means from Proposition
2.10 that x should belong to
Tk
i=1 @Vcqi for some q1 ; : : : ; qk 2 , where k < n by Lemma
2.14. Hence B(x; qi) = 0 for i = 1; : : : ; k. Moreover, B(x; 
0) < 0, where 0 2  n
fq1 ; : : : ; qk g. On the other hand, when x can be written as x =
Pn
i=1 xibi, one has B(x; x) =
0 from x 2 Q, while by x < S2 int(Vb), one has B(b; x) = Pni=1 xiB(b; bi) < 0 for each
 2 , thus we have
B(x; x) =
X
1i; jn
xix jB(bi; b j) =X
i2I
xi
nX
j=1
x jB(bi; b j) < 0;
where I = f1; : : : ; ng n fq1; : : : ; qkg, which is a contradiction.
Hence x 2 int(Vb) for some  2 . Since B(x; ) > 0 for each x 2 int(Vb), we obtain
min
x2bQ max2 fB(x; )g > 0:
If we set C0 = minx2bQ max2fB(x; )g, then the assertion holds.
Remark that the constant C0 appearing above depends only on B.
In the sequel, we fix C = C0    for a suciently small  > 0. For each  2 , let
U = fv 2 bQ j B(; v) > Cg. In particular, by Lemma 2.9, one has U  int(V). Thus one
can rephrase Lemma 2.16 as follows.
Corollary 2.17. The family of the regions fU j  2 g covers bQ.
Let T = 11 2C . Then T > 1.
Proposition 2.18. For an arbitrary x 2 U and y 2 Vb, we have
(i) jB(s  x; s  y)j  T jB(x; y)j;
(ii) jB(s  x; y)j  T jB(x; y)j.
Proof. (i) Since js(x)j1 = 1  2B(x; )jj1, one has C < B(x; ) < 12jj1 . Moreover, we
obtain
jB(s  x; s  y)j = jB(s(x); s(y))jjjs(x)j1js(y)j1j > T jB(s(x); s(y))j = T jB(x; y)j:
(ii) We have B(x; y)  0 since x; y 2 bQ. When B(x; y) = 0, the assertion is obvious.
Assume that B(x; y) < 0. Since B(x; ) > 0 and B(y; ) > 0, one has
1   2B(y; )
B(x; y)
B(x; )jj21 > 1:
Hence
jB(s  x; y)j =

1   2 B(y;)B(x;y) B(x; )jj21
1   2B(x; )jj1
 jB(x; y)j  T jB(x; y)j:
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We now come to the position to prove Theorem 2.2 in the case of bQ  int(conv(b)).
By [18, Theorem 2.7], we know E  bQ. What we must show is another inclusion bQ  E.
Fix x 2 bQ. For x, we choose an element wx;m = sm    s1 2 W of length m as follows:
 For m = 1, write wx;1 = s for some  2  such that x 2 U. There is at least
one such  by Corollary 2.17.
 When we consider wx;m 1  x, there exists  2  such that wx;m 1  x 2 U. We set
wx;m = swx;m 1.
Remark that wx;m is not uniquely determined. Moreover, for each i, we have wx;i , 1. By
taking yi 2 U such that jB(x; yi)j is suciently small for each i, we have jB(wx;i x;wx;i y)j >
jB(x; yi)j.
Then wx;m  x 2 bQ n Vcm . On the other hand, there exists ym 2 E \ (bQ n Vcm). In fact,
since there is at least one y 2 E, s  y 2 E \ (bQ n Vcm) if y 2 Vcm . By the definition of
wx;m, we see that wx;m 1  x 2 Um Moreover, sm  ym 2 Vcm . If we set ym 1 = sm  ym, then
ym 1 2 E. By Proposition 2.18 (i), we see that
jB(wx;m  x; ym)j = jB(sm  (wx;m 1  x); sm  (s  ym))j  T jB(wx;m 1  x; ym 1)j:
Let
ym 2 =
8>><>>:ym 1; if ym 1 2 Vdm 1 ;sm 1  ym 1; if ym 1 < Vdm 1 :
By Proposition 2.18 (ii) if ym 2 = ym 1 and Proposition 2.18 (i) if ym 2 = sm 1  ym 1, we
obtain that
jB(wx;m 1  x; ym 1)j  T jB(wx;m 2  x; ym 2)j:
By repeating this estimate, we conclude that
jB(wx;m  x; ym)j  TmjB(x; y0)j:
Let M = maxu;v2bQ jB(u; v)j. Then M > 0 and
0  jB(x; y0)j  MTm :
By taking suciently large m, one can find y0 2 E such that jB(x; y0)j is arbitrarily small.
Therefore, we obtain that x 2 E, as desired.
4.2. The case (b). For  2 , let  =  n fg, S  = S n fsg and let W denote
the parabolic subgroup of W generated by S . When  =  j, we denote  j, S j and W j
instead of  j , S  j and W j , respectively. By our assumption bQ 1 int(conv(b)), one hasbQ\ int(conv( j)) , ; for some j’s. Let Ri (i = 1; : : : ;m) denote the closure of a connected
component Ri of bQ n conv(b). We first assume that Ri , ; for some i.
Proposition 2.19. When bQ 1 int(conv(b)), we have E = Smi=1 @(W  Ri).
Proof. By the result in the previous section (which is Theorem A in the case of rank
3), we can use the induction for the rank of Coxeter groups. Fix some component ofbQ n int(conv(b)), denoted by R.
We see that @(W R) isW-invariant, i.e.,W  @(W R) = @(W R). Let y 2 W  @(W R).
Then y = w  z for some w 2 W and z 2 @(W  R). For any neighborhood O of z in bQ, one
has O\W R , ;. Since each element inW acts on bQ as a homeomorphism, any neighbor
of y can be expressed as an image by w of some neighbor of z. Thus y should belong to
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@(W R). HenceW @(W R)  @(W R). On the other hand, the reverse inclusion is obvious.
Thus @(W  R) is W-invariant.
Clearly, @(W  R) is a closed set. Hence, by Proposition 2.15, @(W  R) contains E.
Therefore, once we show that @(W  R)  E, we obtain that @(W  R) = Smi=1 @(W  Ri) = E.
For j = 1; : : : ; n, let A j = conv( j) and assume that R \ A j , ; for j = 1; : : : ; k. Then
one has @R = bQ\ Skj=1 A j. Let V j be the subspace of V spanned by  j and let H j = V j \
V1. Now H j be the hyperplane in V j which contains A j. Let Q j = fv j v 2 V j; B j(v; v) = 0g,
where B j is the Coxeter matrix associated withW j. Then bQ\H j = cQ j and R\H j = cQ j nA j
for each 1  j  k. By the inductive hypothesis, one has E j = cQ j n (W j  (cQ j n A j)), where
E j is the accumulation set of normalized roots ofW j.
Let x 2 @(W  R). Suppose that x < E. Since E is a closed set, there exists a neigh-
borhood U of x in bQ such that U \ E = ;. Moreover, since @(W  R)  W  @R, one has
x 2 w  @R for some w 2 W. Hence w 1  x 2 @R = bQ \ Skj=1 A j. Thus w 1  x 2 bQ \ A j
for some j 2 f1; : : : ; kg. Then we have w 1  U \ E j = ; from w 1  U \ E = ;. Hence,
by the inductive hypothesis, there exists w0 2 W j such that w 1  U \ A j  w0  (bQ n A j).
This means that w0 1w 1 U \ A j  bQ n A j = R \ H j  R. On the other hand, x belongs to
the boundary of W  R and U is a neighborhood of x, a contradiction. Therefore, x 2 E, as
required.
Proposition 2.20. When bQ 1 int(conv(b)), we have bQ = Smi=1 W  Ri.
Proof. Since the inclusion
Sm
i=1 W  Ri  bQ is obvious, it suces to show the reverse
inclusion. Let G = bQ nSmi=1 W  Ri then G is closed. We may show that int(G) is empty.
Note that G isW-invariant.
Suppose that int(G) , ;. Since @G is W-invariant and closed, we see that E 
@G by Proposition 2.15. Notice that maxv2G minu2E jB(u; v)j > 0, otherwise G  E by
Proposition 2.12. Suppose that x 2 G and y 2 E attain such value, i.e., jB(x; y)j =
maxv2G minu2E jB(u; v)j. Now x should belong to int(G) by Proposition2.19. By Propo-
sition 2.10, there is  2  such that x 2 Vb hence B(x; )  0. If we suppose that y < Vb,
then s  y 2 E \ int(Vb). Let z = s  y. Since x is not in E, we have x , z hence B(x; z) < 0
by Lemma 2.12 (b). Adding to this one has 0 < B(z; ) < 12jj1 by Lemma 2.9 and Lemma
2.11. Thus 0 < 1   2B(z; )jj1 < 1. Accordingly we see that
jB(x; y)j = jB(x; s  z)j =
B(x; z)   2B(x; )B(z; )1   2B(z; )jj1

=
1   2
B(x;)
B(x;z) B(z; )
1   2B(z; )jj1
 jB(x; z)j
> jB(x; s  y)j:
However, this is a contradiction to jB(x; y)j = minu2E jB(x; u)j. Hence, y should belong to
Vb. Moreover, suppose that x < @Vb. Since jB(x; y)j < jB(s  x; s  y)j by the proof of
Proposition 2.13, from the maximality of jB(x; y)j, there is z 2 E \ (bQ nVb) n fs  yg (hence
s  z 2 Vb) such that jB(s  x; z)j = minu2E jB(s  x; u)j  jB(x; y)j. Similar to the above
computation, we obtain that jB(x; s  z)j < jB(s  x; z)j  jB(x; y)j. This contradicts to
jB(x; y)j = minu2E jB(x; u)j. Hence, x should belong to @Vb.
Therefore, for each  2 , if x 2 Vb, then x 2 @Vb. This implies that B(x; ) = 0 if x is
visible from b. Moreover, since x 2 G, x belongs to int(conv(b)), that is, x can be written
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as x =
P
2 xb, where x > 0 for each  2 . On the other hand, for each  2  such that
x < Vb, we have B(x; ) < 0 by Lemma 2.9. Hence
B(x; x) =
X
;2
xxB(b;b) = X
2f2 j x<Vbg
x
X
2
xB(b;b)
=
X
2f2 j x<Vbg
xB(x;b) < 0:
It then follows that if x =
P
2 xb and x < Vb for some  2 , then x = 0. This means
that x should belong to x 2 T2 @Vb since x > 0 for every  2 . This contradicts to
Lemma 2.14.
We should remark the following. In the case where bQ 1 int(conv(b)) and bQ 
conv(b), there exist finite points p1; : : : ; pk in bQ\@conv(b) although there are no Ri’s. This
follows from the fact that bQ does not contain any Euclidean line. Notice that p1; : : : ; pk 2
E. In fact for each point pi there is i 2  such that
fpig =
\
2
H
where H = fv 2 V j B(v; ) = 0g. This means that the set of accumulation points of
roots of the subgroup W equals to the singleton fpig. In this case by regarding each
point fpig as Ri, the proof of Proposition 2.20 works and together with E  bQ, we havebQ = Ski=1 W  pi = E.
By Proposition 2.19 and Proposition 2.20, we conclude that
E = bQ n m[
i=1
W  Ri;
as required.
Example 2.21. Let W be a Coxeter system of rank 4 with S = fs1; s2; s3; s4g and
 = f1; 2; 3; 4g. Let
B(1; 2) =  a; B(2; 3) =  b; B(3; 4) =  c;
B(1; 3) = B(1; 4) = B(2; 4) = 0;
where a; b; c 2
n
cos


k

j k 2 Z>2
o
[ [1;1). It then follows from an easy computation
that the signature of B is (2; 2) if and only if B is not positive type and three positive real
numbers a; b; c satisfy a2 + b2 + c2   a2c2 < 1. (Consult, e.g., [20] for the classification of
positive type.) For example, when (a; b; c) = (2; 12 ; 2), this condition is satisfied.
Thus, in the case of rank 4, there exists an infinite Coxeter group whose associated
bilinear form has its signature (2; 2), while each Coxeter group of rank 3 is either positive
type or of type (2; 1).
CHAPTER 3
Normalized actions and the Hilbert metric
We will see that the normalized action defines a discrete action of Coxeter groups of
type (n 1; 1) on a Gromov hyperbolic space. In general an isometric group actionGy X
on a metric space X is discrete or properly discontinuous if for any compact set K the set
fg 2 G j g(K) \ K , ;g  G
is finite. We denote the action Gy X by g:x for g 2 G and x 2 X. If X is locally compact
and there exists a fundamental region R (see Definition 3.8) then the action is discrete. In
fact for any compact set K there exists a finite set fg1; : : : ; gkg  G such that Si gi:R  K.
Since the set 8>><>>:g 2 G
 g:
0BBBBB@[
i
gi:R
1CCCCCA \[
i
gi:R , ;
9>>=>>;
is finite, we have the claim.
As we have already seen, the set of accumulation points of roots is distributed in bQ.
On the other hand, we can define the limit set of W with respect to B and it turns out that
the limit set is distributed in bQ by the discreteness of the normalized action. It is natural to
ask how they are connected to each other. We answer this as follows.
Theorem 3.1. Let W be a Coxeter groups of rank n whose associating bi-linear form B
has signature (n 1; 1). Then the limit set(W) of W coincides with the set of accumulation
points of roots E = E(W) of W.
1. The Hilbert metric
At the beginning we define a metric on D and show that the normalized action is
actually an isometric action.
1.1. The Cross ratio. For four vectors a; b; c; d 2 V with c   d; b   a < Q, we define
the cross ratio [a; b; c; d] with respect to B by
[a; b; c; d] :=
q(c   a)  q(b   d)
q(c   d)  q(b   a) :
We observe that the cross ratio is preserved by the normalization.
Proposition 3.2. Let a1; a2; a3; a4 be points in V which are co-linear (namely a2; a3
are on the segment connecting a1 and a4), and a1   a4 < Q. Let b1; b2; b3; b4 2 V satisfying
 for each i, bi lies on a ray Ri connecting ai and some point p 2 V,
 four vectors b1; b2; b3; b4 are co-linear and b1   b4 < Q.
Then we have
[a1; a2; a3; a4] = [b1; b2; b3; b4]:
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Proof. From the assumption, all eight points are located on the two dimensional sub-
space P which is spanned by a1   p and a4   p in V .
Let `0 be a line in P through a1 and a4. Consider two lines `2 and `3 in P parallel to
`0 with b2 2 `2 and b3 2 `3. Let Bi 2 Ri \ `2 and B0i 2 Ri \ `3 for i = 1; 2; 3; 4. Then we
have b2 = B2 and b3 = B03, and there is a positive constant k such that B
0
i   p = k(Bi   p)
for i = 1; 2; 3; 4. Since two triangles with vertices fb4; b2; B4g and fb4; b3; B04g are similar,
q(b2   b4)
q(b3   b4) =
q(B2   B4)
q(B03   B04)
:
By the similar reason, we also have
q(b2   b1)
q(b3   b1) =
q(B2   B1)
q(B03   B01)
:
In addition since `0 and `2 are parallel, there exists a constant m so that
Bi   B j = m(ai   a j);
for all i; j 2 f1; 2; 3; 4g. Therefore, we obtain
[b1; b2; b3; b4] =
q(b3   b1)q(b2   b4)
q(b3   b4)q(b2   b1) =
q(B03   B01)q(B2   B4)
q(B03   B04)q(B2   B1)
=
q(k(B3   B1))q(B2   B4)
q(k(B3   B4))q(B2   B1) =
q(B3   B1)q(B2   B4)
q(B3   B4)q(B2   B1)
=
q(a3   a1)q(a2   a4)
q(a3   a4)q(a2   a1) = [a1; a2; a3; a4];
which implies what we wanted.
1.2. The Hilbert metric. We define a distance d on D as follows. For any x; y 2 D,
take a; b 2 @D so that the points a; x; y; b lie on the segment connecting a; b in this order.
Then y   b; x   a < Q. We define
d(x; y) :=
1
2
log[a; x; y; b];
and call this the Hilbert metric for B. The definition of the Hilbert metric for B depends
heavily on B. However the following observation tells us that our definition coincides with
the ordinary Hilbert metric dH on D. Recall that the Hilbert metric dH on D is defined for
taking a; x; y; b as above,
dH(x; y) = log
 ky   ak kx   bk
ky   bk kx   ak
!
where k  k denotes the Euclidean norm.
Observation 3.3. Take arbitrary x; y 2 Q  and pick two points a; b 2 @D up so that
d(x; y) = 12 log[a; x; y; b]. Then we have ky  bk  kx  bk, kx  ak  ky  ak with respect to
the Euclidean norm kk. From the co-linearity, each pair fy b; x bg and fx a; y ag have
the same direction respectively. So there exist constants k; l  1 such that x   b = k(y   b)
and y   a = l(x   a). By the bi-linearity of the function q, we have
[a; x; y; b] =
q(y   a) q(x   b)
q(y   b) q(x   a) =
l2q(x   a) k2q(y   b)
q(y   b) q(x   a)
= l2  k2 =
 
lkx   ak kky   bk
ky   bk kx   ak
!2
=
 ky   ak kx   bk
ky   bk kx   ak
!2
:
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Hence d(x; y) = dH(x; y) for all x; y 2 D.
From this observation, d is actually a metric and we simply call it the Hilbert metric.
An advantage of our definition of the Hilbert metric for B will appear in the proof of
Proposition 3.7.
1.3. Some properties of the Hilbert metric. In this section we collect known geo-
metric properties of a space with the Hilbert metric.
Let (X; d) be a metric space. We define the length of an arc  : [0; t]  ! (X; d) by
len() = sup
C
kX
i=1
d((ti 1); (ti));
where the infimum is taken over all chains C = f0 = t0; t1; : : : ; tn = tg on [0; t]  R with
unbounded k. A metric space is a geodesic space if for any two points there exists at least
one arc connecting them whose length equals to their distance. Such an arc is called a
geodesic. More generally an arc  is quasi geodesic connecting x; y 2 X if there exist
constants a  1; b > 0 so that
a 1d(x; y)   b  len()  ad(x; y) + b:
Proposition 3.4. (D; d) is
(i) a proper (i.e. any closed ball is compact) complete metric space and,
(ii) a uniquely geodesic space.
Proof. (i) We denote dE be the Euclidean metric on D. Then the identity map id :
(D; dE)  ! (D; d) is continuous. In fact, fix a point x in D and consider a sequence fyigi
in D converging to x. For each i 2 N, take ai; bi 2 @D so that four points ai; x; yi; bi are
collinear. Then since yi  ! x (i  ! 1), we have
kyi   aik kx   bik
kyi   bik kx   aik  ! 1:
This shows that d(x; yi)  ! 0, hence id is continuous. Furthermore any closed ball in
(D; d) is an image of a compact set in (D; dE). In fact it is bounded closed set in (D; dE)
since D is bounded with respect to the Euclidean metric and the identity map is continuous.
Therefore any closed ball in (D; d) is compact.
By the properness of (D; d), any Cauchy sequence fxmgm in (D; d) has at least one
converging subsequence in D since the Cauchy sequences are bounded. This implies that
fxmgm converges in D.
(ii) We can see that the Hilbert metric is a geodesic space by the following so-called
straightness property. For any x; y 2 V , [x; y] denotes the segment connecting x and y.
If three points x; y; z 2 D are on one segment [a; b] (a; b 2 @D) in this order, then
d(x; z) = d(x; y) + d(y; z).
In fact, we have
d(x; y) + d(y; z) =
1
2
 
log[a; x; y; b] + log[a; y; z; b]

=
1
2
log
 
q(y   a) q(x   b)
q(y   b) q(x   a) 
q(z   a) q(y   b)
q(z   b) q(y   a)
!
=
1
2
log
 
q(z   a) q(x   b)
q(z   b) q(x   a)
!
= d(x; z):
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Thus the length of the segment [x; z] realizes the metric d(x; z). Furthermore since D is
strictly convex, geodesics are unique.
Let (X; d) be a geodesic space. For x; y; p 2 X, we define the Gromov product (xjy)p of
x and y with respect to p by the equality
(xjy)p = 12 (d(x; p) + d(y; p)   d(x; y)) :
Using this, the hyperbolicity in the sense of Gromov is defined as follows. Let   0. The
space X is -hyperbolic if
(xjz)p  minf(xjy)p; (yjz)pg   
for all x; y; z; p 2 X. We say the space is simply Gromov hyperbolic if X is -hyperbolic for
some   0.
A geodesic triangle T  X with vertices x; y; z 2 X is a union of three geodesic
curves with end points x; y; z. We call these curves the sides of T. A triangle map is a
map f : T  ! R2 from geodesic triangle onto a Euclidean triangle whose sides have the
same length as corresponding sides of T , such that the restriction of f to any one side is
an isometry. We always have triangle maps and they are unique up to the composition of
isometry of R2 for a geodesic triangle. A geodesic space is called a CAT(0) space if for
any geodesic triangle T , d(x; y)  k f (x)   f (y)k for all x; y 2 T whenever f : T  ! R2 is a
triangle map.
A metric space (D; d) is a CAT(0) and Gromov hyperbolic space since the region D is
an ellipsoid. The former derived from a result given in [13] by Eglo.
Theorem 3.5 (Eglo). Let H  Rn be a convex open set with the Hilbert metric dH .
Then (H; dH) is a CAT(0) space if and only if H is an ellipsoid.
The latter owe to a result of Karlsson-Noskov [21].
Theorem 3.6 (Karlsson-Noskov). Let H  Rn be a convex open set with the Hilbert
metric dH . If H is an ellipsoid, then (H; dH) is hyperbolic in the sense of Gromov.
The point of our definition of the Hilbert metric can be seen in the proof of the follow-
ing proposition.
Proposition 3.7. Let W be a Coxeter group of type (n  1; 1). W acts on (D; d) isomet-
rically by the normalized action.
Proof. It suces to show that the cross ratio defining the Hilbert metric d is invariant
under any normalized B-reflection s ( 2 ). We take x; y 2 D arbitrary and let a; b 2 @D
be the points satisfying d(x; y) = (1=2) log[a; x; y; b].
We check that B-reflection s preserves q. Actually, for any v 2 V , we have
q(s(v)) = q(v)   4B(v; )2 + 4B(v; )2q() = q(v);
because q() = 1 for all  2 . This means that [a; x; y; b] = [s(a); s(x); s(y); s(b)].
Our remaining task is to show that [s(a); s(x); s(y); s(b)] does not vary under the
normalization for j  j1 in Q+ . This follows from Proposition 3.2. In fact, since s is linear,
a segment is mapped to a segment. So the image s([a; b]) coincides with [s(a); s(b)]. In
particular four points fs(a); s(x); s(y); s(b)g are co-linear. Furthermore s(x) and s(y)
are in Q+  because the image of a segment in Q+  by s does not include 0. This means that
s(a)   s(b) < Q. At last, recall that for any v 2 Q+ ,bv lies on the ray through 0 and v.
Therefore for each z 2 fs(a); s(x); s(y); s(b)g, we have a ray through 0 andbz.
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2. Discreteness of the normalized action
Recall our definition of two sets
D := V1 \ Q  and D0 := D n
[
w2W
w  R
where R := D n conv(b). Note that by Theorem 2.2 D0 [ @D0 is the convex hull of the set
E of accumulation points of roots in the sense of the Euclidean topology. D0 is endowed
with the subspace topology of D and hence D0 is also complete proper CAT(0) Gromov
hyperbolic space.
We define two open sets (with respect to the subspace topology of V1)
K := fv 2 D j 8 2 ; B(; v) < 0g and K0 := K \ D0:
For  2  we set P = fv 2 V1 j -th coordinate of v is 0g and H = fv 2 V1 j B(v; ) = 0g.
We define
P = fv 2 V1 j 8 2 ; B(; v) < 0g and P0 = P \ int(conv(b)):
Then clearly K = P \ D. Moreover, we will see that K0 = P0 \ D (Lemma 3.11). Since
P (resp. P0) is bounded by finitely many n   1 dimensional subspaces fH j  2 g (resp.
fH j  2 g and fP j  2 g), actually P (resp. P0) is a polyhedron. In general, P is
not a simplex. The following example of W such that P is not a simplex is given by Yohei
Komori.
W = hs1; : : : ; s5 j s2i ; (si 1si)4i;
where i = 1; : : : ; 5 and s0 = s5. In fact the Coxeter graph of this does not appear in the list
given by Schlettwein [32].
Definition 3.8. We assume that a group G acts on a metric space X isometrically. We
denote the action Gy X by g:x for g 2 G and x 2 X. Then an open set A  X is
 a fundamental region ifG:A = X and g:A\A = ; for any g 2 G whereG:A is the
topological closure of G:A;
 the Dirichlet region at o 2 A if A equals to the set
fx 2 D j d(o; x) < d(o;w  x) for w 2 W n fidgg:
We will show that K (resp. K0) is the Dirichlet region at any x 2 K hence a fundamen-
tal region for the (resp. restricted) normalized action ofW on D.
Remark 3.9. By [2, Proposition 4.2.5], for w 2 W and s 2 S if jswj > jwj then all
coordinates of w 1() are non-negative.
Proposition 3.10. For any z 2 K, we have the followings.
(i) For any w 2 W n fidg, there exists  2  so that B(w  z; ) > 0:
(ii) For any w 2 W, jw(z)j1 > 0. Moreover, if z 2 int(conv(b)) then all coordinates of
w(z) are positive.
Proof. We prove (i) and (ii) at the same time by the induction for the word length.
In the case jwj = 1, there exists  2  so that w = s. Then we have
js(z)j1 = jzj1   2B(z; )jj1 > 0:
Therefore
B(s  z; ) = B(z; )js(z)j1 > 0;
since s() =  .
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If jwj > 1, there exist  2  and w0 2 W satisfying w = sw0. In particular jw0j = jwj 1.
We have jw0(z)j1 > 0 by the assumption of the induction. From Remark 3.9 we have v  0
if w0 1() =
P
2 v. Then we see that
jw(z)j1 = js(w0(z))j1 = jw0(z)j1   2B(z;w0 1())jj1
= jw0(o)j1   2jj1
X
2
vB(z; ) > 0; (3)
because z 2 K. This shows (ii). In addition, we have
B(w  z; ) =  B(w
0(z); )
js(w0(z))j1 =
 P2 vB(z; )
js(w0(o))j1 > 0:
Hence we have (i).
This lemma ensures that K and K0 are not empty.
Lemma 3.11. We have the following:
(i) K0 = K \ int(conv(b)) = P0 \ D:
(ii) K0 is not empty.
Proof. (i) Recall that R = D n conv(b). We set Kint = K \ int(conv(b)). Then clearly
K0  Kint. To see the inverse inclusion, it suces to show that w  R \ Kint = ; for any
w 2 W. Take x 2 Kint arbitrarily. Then x > 0 for any  2  if we write x = P2 x.
Now we assume that w  x 2 R then there exists  2  such that -th coordinate of w  x is
non-positive. This contradicts to the latter claim of Proposition 3.10 (ii).
(ii) Let o be the normalized eigenvector for the negative eigenvalue   of B. Then all
coordinates of o are positive by the definition and Lemma 1.2. For any  2 , we have
B(o; ) =  (o; ) < 0:
Thus o 2 K. Furthermore by the same argument as the proof of (i), we also have o 2 K0
since all coordinates of o are positive.
As a consequence of Proposition 3.10, we have the following.
Lemma 3.12. For any w 2 W n fidg, we have w  K \ K = ;.
Lemma 3.13. For any x 2 K and  2 @D (or in @D0 n D) the Euclidean segment [x; ]
joining x and  is not contained in any hyperplane w  H (w 2 W,  2 ).
Lemma 3.14. For any x 2 K, K is the Dirichlet region at x.
Proof. We assume that there exists a point y in the Dirichlet region at x such that
y < K. Then by the definition of K we have  2  satisfying B(; y)  0. If B(; y) = 0
then s(y) = y and hence d(x; y) = d(x; s  y) which is a contradiction. For the other case
B(; y) > 0, then the Euclidean segment [o; x] joining x and y intersects with H. Let z be
the intersection point. Since z fixed by s, d(s  y; z) = d(s  y; s  z) = d(o; z). Then we
have d(x; y) = d(x; z) + d(z; y) = d(x; z) + d(z; s  y), hence d(x; y)  d(x; s  y) by the
triangle inequality. This contradicts to the hypothesis that y is in the Dirichlet region at x.
For the inverse, assume that y 2 K is not in the Dirichlet region at x. By Lemma 3.12
there exists an element w 2 W nfidg that attains minw2Wnfidg d(y;w  x) and satisfies w  x < K.
Consequently there exists  2  such that the Euclidean segment [w  x; y] joining w  x
and y intersects with H. The intersection point z is fixed by s hence d(s  x; z) = d(x; z).
The uniqueness of the geodesic between y and (sw)  x gives d(y; (sw)  x) < d(y; z) +
d(z; (sw)  x) = d(y;w  x). This contradicts to the minimality of d(y;w  x).
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Lemma 3.14 shows also that K is connected. In fact, assume that K has more than
two components. Then we can decompose K into K1 t K2 and assume that o 2 K1. Take
v 2 K2 and consider the geodesic  from o to v. Then  should pass through at least one
hyperplane H. Let u be an intersection point. Since u 2 H, we have w  u = u. Now we
see that d(o; s  v) < d(o; u) + d(s  u; s  v) = d(o; u) + d(u; v) = d(o; v). This contradicts
to Lemma 3.14.
Proposition 3.15. K is a fundamental region for the normalized action.
Proof. Take y 2 D arbitrary. Let w  o be the nearest orbit of o from y. Then we see
that w 1  y 2 K by Lemma 3.14. The second assertion of the definition of the fundamental
region is Lemma 3.12.
The following corollary is originally proved by Floyd [14, Lemma in p.213] for geo-
metrically finite Kleinnian groups without parabolic elements. Here we assume the Cox-
eter groups W acts cocompactly, i.e., the quotient space of D by the normalized action is
compact. In that case, polytope K is contained in D.
Corollary 3.16. Let o be the normalized eigenvector for the negative eigenvalue of
B. If the fundamental region K is bounded, then there are constants k; k0 > 0 so that
kjwj  d(w  o; o)  k0jwj for all w 2 W.
Proof. Take w 2 W arbitrary. Taking k0 = maxfd(o; s  o) j  2 g, we see that the
inequality d(w  o; o)  k0jwj holds by the triangle inequality.
From Proposition 3.14, the set K is a fundamental region including x. By the assump-
tion, the diameter of K is finite. Let d = diam(K) and let c = maxfjuj 2 W j d(u o; o)  3dg.
We divide the geodesic between o and w  o into intervals of length d and one shorter inter-
val. Connect each end point of each intervals to the closest point the orbit of o. Then we
have the estimate jwj  Cd(w  o; o)=d.
Definition 3.17. Let (W; S ) be a Coxeter system.
 We call a sequence fwkgk in W a short sequence if for each n 2 N there exists
s 2 S such that wk+1 = swk and jwk j = k.
 For a sequence fwkgk inW, a path in V1 is a sequence path for fwkgk if the path is
given by connecting Euclidean segments [wk  o;wk+1  o] for all k 2 N.
Remark 3.18. A reflection in W is an element of the form wsw 1 for s 2 S and
w 2 W. We see that w  H = Hwb. We remark that each reflection wsw 1 corresponds
to the normalized B-reflection with respect to Hwb. We say that the normalized action of
wsw 1 to be the reflection for w  H.
Proposition 3.19. Suppose that W acts on D cocompactly. For any  2 (W) there
exists a short sequence fwkgk so that wk  o converges to . Furthermore the sequence path
for fwkgk lies in c-neighborhood of a segment [o; ] connecting o and  for some c > 0 with
respect to the Hilbert metric.
Proof. A Euclidean segment  = [o; ] is a geodesic ray with respect to the Hilbert
metric. The segment  intersects with infinitely many hyperplanes fwk Hk g (k 2 ; wk 2
W for k 2 N) transversely since it is not contained any hyperplane wk Hk by Lemma 3.13.
We notice that  pass through each fwk Hk g only once because the Euclidean straight line
cannot pass through any hyperplane twice. If  intersects with some hyperplanes at the
same point x, then by perturbing subpath of  in the  ball B(x; ) centered at x we have
a quasi geodesic ray 0 toward  which is in  neighborhood of  for suciently small
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 > 0. Then 0 intersects with the hyperplanes passing through x only once. In particular,
0 intersects with distinct hyperplanes at distinct points.
We renumber the hyperplanes fwk Hk g with which 0 intersects so that if 0 intersects
with some hyperplanes wk  Hk , wk0  Hk0 at 0(t), 0(t0) respectively for t < t0, then we
have k < k0. Thus we have a sequence fwkgk. Considering the B-reflection si with respect
to Hi for each i 2 N, we see that wk = sk sk 1    s1 for each k 2 N. Let w0 = id
and ri = wi 1siw 1i 1 for i 2 N. Then wk = rk    r1. Now each ri is the reflection for
wi Hi for all i. Since 0 meets each hyperplane wi Hi (i 2 N) only once, in the sequence
frk; : : : ; r1g no reflection occurs more than once for all k 2 N. This shows that the word
sk sk 1    s1 is a geodesic for wk ([11, Corollary 3.2.7]). Therefore, the sequence fwkgk is
a short sequence.
Furthermore by the construction, we see that the sequence path for fwkgk is included
in c-neighborhood of , where c equals to the diameter of K.
3. The limit set and the set of accumulation points of roots
In this section we give a proof of Theorem 3.1.
Definition 3.20. For a Coxeter system (W; S ) of type (n 1; 1), let o be the normalized
eigenvector corresponding to the negative eigenvalue of the corresponding Coxeter matrix.
The limit set B(W) ofW with respect to B is the set of accumulation points of the orbit of
o by the normalized action ofW on D in the Euclidean topology. The limit set depends on
the Coxeter matrix B. If B is understood, then we simply denote the limit set by (W).
Now, we claim (W) = E. Before proving this, we need to confirm the definition of
the limit set is independent of the choice of the base point o.
Lemma 3.21. Let fxkgk and fykgk be two sequences in D \ int(conv(b)) converging to
the points x and y in @D with respect to the Euclidean metric. If there exist a constant C so
that d(xk; yk)  C for all k 2 N then x = y.
Proof. Recall that q(x   y) = 0 if and only if x = y.
Let fakgk and fbkgk be two sequences in @D associating with fxkgk and fykgk so that
d(xk; yk) =
1
2
log[ak; xk; yk; bk] =
1
2
log
 
q(yk   ak)  q(xk   bk)
q(yk   bk)  q(xk   ak)
!
for all k 2 N. Now there exists a constantC0 > 0 so that for any z; z0 2 D[@D, q(z0 z)  C0
since D [ @D is compact. Then we have
q(yk   ak)  q(xk   bk)  e2Cq(yk   bk)  q(xk   ak)  e2CC0q(xk   ak):
We have ak  ! x since xk  ! x 2 @D  Q. Hence the right hand side of the inequality
above tends to 0. Hence q(yk   ak) or q(xk   bk) converges to 0. If q(yk   ak) tends 0 then
yk  ! x since fxkgk and fakgk converge to the same point x. For the other case, we also
have yk  ! x since yk is on the segment joining ak and bk for all k 2 N.
Theorem 3.1 immediately follows form the next proposition. To show this we remem-
ber that B(x; y) = 0 if and only if x = y for x; y 2 @D (Proposition 2.12).
Proposition 3.22. Let (wn)n2N be a sequence of elements in W. For any  2  and
y 2 D, wn b  ! z 2 @D if and only if wn  y  ! z 2 @D.
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Proof. It suces to show that in the case y = o where o is the normalized negative
eigenvector of B from Lemma 3.21. By [18, Theorem 2.7], we have that for any injective
sequence fwngn in W and  2 , jjwn()j1j  ! 1. This implies jjwn(b)j1j  ! 1. On the
other hand by Proposition 3.14, the normalized action is discrete. This implies wn  o tends
to @D, hence q(wn  o)  ! 0, equivalently jwn(o)j1  ! 1.
Since B(w(p);w(p0)) = B(p; p0) for any p; p0 2 V and w 2 W, it holds that
B(wn b;wn  o) = B 0BBBB@ wn(b)jwn(b)j1 ; wn(o)jwn(o)j1
1CCCCA
=
1
jwn(b)j1jwn(o)j1 B(wn(b);wn(o))
=
1
jwn(b)j1jwn(o)j1 B(; o) ! 0 (n ! 1):
We have the conclusion.

CHAPTER 4
The Cannon-Thurston maps
In this chapter we give a proof of Theorem C in the introduction.
Theorem 4.1. Let W be a rank n Coxeter groups whose associating bi-linear form B
has the signature (n   1; 1). Let @G(W; S ) be the Gromov boundary of W and let (W) be
the limit set of W. There exists a W-equivariant, continuous surjection F : @G(W; S )  !
(W).
We remark that the Gromov boundary is ordinary defined on a hyperbolic metric space.
In this thesis we extend the definition to an arbitrary metric space by taking the transitive
closure.
1. Three cases
At the beginning of this chapter we divide what happens by the normalized action
into three cases: cocompact, convex cocompact, with cusps. We recall that conv(b) is a
simplex. It can happen three distinct situations due to the bilinear form B;
(i) the region D [ @D is included in int(conv(b));
(ii) there exist some n0 (< n) dimensional faces of conv(b) which are tangent to the
boundary @D;
(iii) D [ @D 1 int(conv(b)) and no faces of conv(b) tangent to @D.
We argue the cases (i) and (iii) simultaneously. For the case (ii), we can not apply the same
argument as (i) and (iii). The most general case will be discussed in Section 4.2.
Remark 4.2. By [16, Corollary 2.2], we see that a Coxeter subsystem (W0; S 0) sat-
isfying S 0  S is either of type (jS 0j   1; 1) or (jS 0j   1; 0) or positive definite. Let
B0 be the bilinear form corresponding to (W0; S 0). If B0 has the signature (jS 0j   1; 1)
(resp. (jS 0j   1; 0)), then by the same argument as Lemma 1.2, we have an eigenvec-
tor o0 2 span(0) of the negative eigenvector (resp. 0 eigenvalue) such that all coordi-
nates of o0 for 0 are positive where span(0) denotes the subspace spanned by 0. This
shows that Q0 = fv 2 span(0) j B0(v; v) = 0g should intersect with conv(b0). Since the
Coxeter matrix of B0 is a principal submatrix of the Coxeter matrix of B, we see that
@D \ conv(b0) = Q0 \ conv(b0). Thus we have the followings:
(1) B0 has the signature (jS 0j   1; 1) if and only if D \ conv(0) , ;;
(2) B0 has the signature (jS 0j   1; 0) if and only if @D \ conv(0) = Q0 \ conv(b0),
which is a singleton;
(3) B0 is positive definite if and only if (D [ @D) \ conv(b0) = ;.
If B0 has the signature (jS 0j   1; 1) then H for  2 0 intersects with D \ conv(0). In fact
if not, then D \ conv(b0) is not preserved by s for  2 0. Moreover, by the compactness
of Q, Q0 \ V0 = 0 for any Coxeter subsystem (W 0; S 0).
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We say a rank n Coxeter system is ane if its associating bi-linear form B has the
signature (n   1; 0). Fixing a generating set S we simply say Coxeter group W is ane
if the Coxeter system (W; S ) is ane. An ane Coxeter group is of infinite order and its
limit set is a singleton ([18, Corollary 2.15]). We notice that for any ane Coxeter group
if its rank is more than 2 then there are no simple roots ;  2  with B(; )   1 if B
is irreducible. In fact if B(; )   1 then the subgroup generated by s; s is of infinite
order hence E \ conv(f; g) , ;. This implies that E  conv(f; g) since E is a singleton.
Hence B(; ) <  1 can not happen because that if so then the limit set of the subgroup
generated by s; s consists of two points. For the case where B(; ) =  1, let x be the
limit point, i.e, E = fxg. Since x 2 conv(f; g), for any  2  n f; g, the -th coordinate
of x equals to 0. For the -th coordinate and the -th coordinate of x are not 0. Since B is
irreducible, B(x; ) , 0 for  2  n f; g. This shows that s  x , x. However since s  x
is in E, we have a contradiction.
Remark 4.3. We remark that for x 2 @D and  2  we have fx; s  xg = L(b; x) \ @D
where L(b; x) is the Euclidean line passing throughb and x. This is because that s  x is a
linear combination ofb and x, and @D is preserved by s (Lemma 2.9 (ii)).
Proposition 4.4. Assume that (W; S ) is Coxeter system of type (n   1; 1).
(a) The case (i) happens if and only if every Coxeter subgroup of W of rank n   1
generated by a subset of S is finite.
(b) The case (ii) happens if and only if there exists a rank n0 (< n) ane Coxeter
subgroup of W generated by a subset of S .
(c) The case (iii) happens if and only if every Coxeter subgroup of W of rank n0 (< n)
generated by a subset of S is of type (n0   1; 1) or (n0; 0).
Proof. Note that for 0   we can restrict the bi-linear form B to 0. We denote
such a bi-linear form as B0, namely, the Coxeter matrix with respect to B0 is a principal
submatrix of the Coxeter matrix with respect to B.
(a) Let W 0 be a Coxeter subgroup of rank n   1 and let B0 be the bilinear form for
W 0. Recall a classical result that W 0 is finite if and only if B0 is positive definite (see [20,
Theorem 6.4]). This is equivalent to that bQ does not intersect with conv(b0).
(b) Assume that there exists an ane rank n0 (< n) Coxeter subgroup W 0 of W
generated by a subset S 0 of S . Let 0 and B0 be the subset of  and the bilinear form
corresponding to W 0 respectively. As we have mentioned before, the normalized limit set
[(W 0) is a singleton fg and it equals to bQ0  bQ. This shows that an n0 dimensional face
conv(b0) is tangent to bQ. Let p 2 @D \ conv(b) be such a point. Then by Remark 4.3 we
see that W 0 fixes p since B0(p; ) = 0 for any  2 .
For the converse we assume that an n0(< n) dimensional face conv(b0) is tangent to bQ
for some 0  . We also assume that face is minimal. Let S 0  S and W 0 be the set of
simple B0-reflection corresponding to 0 and the Coxeter subgroup of W generated by S 0
respectively. Then for the corresponding bilinear form B0 the set bQ0 consists of one point
v. Then s  v = v for any  2 0 by Remark 4.3. Therefore B0(v; ) = 0 for any  2 0
and hence v is an eigenvector of 0 eigenvalue of B0. This means that B0 has the signature
(n0   1; 0) and hence W0 is ane.
(c) If every infinite rank n0 (< n) Coxeter subgroup of W generated by a proper
subset S 0 of S is of type (n0   1; 1) or positive definite then bQ0 is either an ellipsoid or
empty. Obviously bQ0  @D we have the case (iii). If the case (iii) happens, then @D should
intersect with a face of conv(b). Let conv(b0) be such a face and let B0 be the bilinear form
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corresponding to 0. Then there exists v 2 D \ conv(b0). Since B(v; v) = B0(v; v) < 0, we
see that B0 has the signature (j0j   1; 1). For 00   if conv(c00) does not intersect with
D [ @D then there are no elements v 2 conv(c00) such that B00(v; v) = 0 where B00 is the
bilinear form corresponding to 00. This is because that B00 is a principal submatrix of B.
Thus B00 is positive definite.
Before moving to the next proposition, we remark the following observation:
Remark 4.5. For v =
P
2 v we have
q(v) =
X
2
vB(v; ):
From this equality, if there exists v 2 P such that q(v)  0 then v < 0 for some  2 .
Proposition 4.6. For each case, we have followings:
(a) The case (i) () P = P0  D;
(b) the case (ii) () P0 has some vertices in @D;
(c) the case (iii) () P , P0 and P0  D.
Proof. (a) Remark 4.5 shows that if (i) then P  D. Moreover, if there exists a
vertex v of P such that q(v) = 0 then v = 0 for some  2  by the definition. This
implies that v 2 conv(b n fg) and hence @D is tangent to the face conv(b n fg). This is a
contradiction. Thus P  D  conv(b) and P = P0.
Conversely, we assume that P  D. Consider 0   and let S 0 be the corresponding
subset of S . Let B0 be the bilinear form corresponding to S 0. If conv(b0) \ D , ; or
conv(b0) \ @D , ; then the Coxeter subgroupW 0 generated by S 0 is infinite. In particular,
any Coxeter element in W 0 has infinite order. Moreover for  2 0, H should intersect
with D \ conv(b0). Let v be a point of P such that v 2 T20 H. Then v 2 D by our
assumption. However since v is fixed by any element in W 0, we have an accumulation
point in D. This contradicts to the discreteness of the normalized action ofW on D.
(b) We have a face of conv(b) which is tangent to @D = bQ. Let 0 be a subset of 
such that conv(b0) is tangent to @D and let v be the point of tangency. We set S 0 = fs j  2
0g. Then for any  2 0, we have B(v; ) = 0 since v = s  v by Remark 4.3. Thus
v 2 T20 H. Furthermore since v 2 conv(b0) we have v = 0 for  2  n 0 if we write
v =
P
2 vb. Consequently we obtain
fvg =
\
20
H \
\
2n0
P: (4)
This shows that v is a vertex of P0.
Conversely, we assume that there exists a vertex v of P0 on @Q written in (4) for some
0  . Then v 2 span(0) where span(0) is the subspace of V spanned by 0. Adding
to this, since v 2 T20 H, we see that v is an eigenvector of the Coxeter matrix B0 for 0
corresponding to the 0 eigenvalue. Then we have that conv(b0) is tangent to @D.
(c) We assume that conv(b0) \ D , ; for some 0  . Obviously P , P0.
Moreover, by Remark 4.5 we see that every vertex of P0 belongs to @D or D. However if
there exists a vertex lying on @D then the case (ii) happens by the proof of (b). Thus all
vertices of P0 are in D. The converse is clear by (a) and (b).
From Proposition 4.6 we deduce that the fundamental region K (resp.K0) is bounded
if the case (i) (resp. the case (ii)) happens. If K0 is not compact, then @D must be tangent
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to some faces of conv(b). In this case K0 has some cusps at points of tangency of @D. This
happens if and only if (ii). Because of this we call each cases as follows: The normalized
action of W on D is
 cocompact if the case (i) happens;
 with cusps if the case (ii) happens;
 convex cocompact if the case (iii) happens.
For the case (ii) the rank of cusp v is the minimal rank of the ane Coxeter subgroup
generated by a subset of S which fixes v.
Note that we can find easily that there exist Coxeter groups corresponding to each
cases (i), (ii) and (iii).
Example 4.7. We see that classical hyperbolic Coxeter groups are in the case (i). For
the case (iii) one of the simplest example is a triangle groupW = hs1; s2; s3 j s2i (i = 1; 2; 3)i
with bi-linear form satisfying B(i;  j) <  1 for i , j. At last it is in the case (ii) thatW =
hs1; s2; s3; s4 j s2i ; (s1s2)6; (s1s3)3; (s jsk)2( j , k 2 f2; 3; 4g)i with the matrix fB(i;  j)gi; j
equals to 2666666666666664
1  
p
3
2   12 T
 
p
3
2 1 0 0  12 0 1 0
T 0 0 1
3777777777777775
where T <  1. In fact W is of type (3; 1) although a subgroup generated by fs1; s2; s3g is
of type (2; 0).
2. The Gromov boundary and the CAT(0) boundary
2.1. The Gromov boundaries. The Gromov boundary of a hyperbolic space is one
of the most studied boundary at infinity. In this section we define it for an arbitrary metric
space due to [7].
Let (X; d; o) be a metric space with a base point o. We denote simply (j) as the
Gromov product with respect to the base point o. A sequence x = fxigi in X is a Gromov
sequece if (xijx j)z  ! 1 as i; j  ! 1 for any base point z 2 X. Note that if (xijx j)z  !
1 (i; j  ! 1) for some z 2 X then for any z0 2 X we have (xijx j)z0  ! 1 (i; j  ! 1).
We define a binary relation G on the set of Gromov sequences as follows. For two
Gromov sequences x = fxigi; y = fyigi, x G y if lim infi; j !1(xijy j) = 1. Then we say
that two Gromov sequences x and y are equivalent x  y if there exist a finite sequence
fx = x0; : : : ; xk = yg such that
xi 1 G xi for i = 1; : : : ; k:
It is easy to see that the relation  is an equivalence relation on the set of Gromov se-
quences. The Gromov boundary @GX is the set of all equivalence classes [x] of Gromov
sequences x. If the space X is a finitely generated group G then the Gromov boundary of
G depends on the choice of the generating set in general. In this thesis we always define
the Gromov boundary of a Coxeter groupW using the generating set of the Coxeter system
(W; S ). We shall use without comment the fact that every Gromov sequence is equivalent to
each of its subsequences. To simplify the statement of the following definition, we denote
a point x 2 X by the singleton equivalence class [x] = [fxigi] where xi = x for all i. We
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extend the Gromov product with base point o to (X [ @GX)  (X [ @GX) via the equations
(ajb) =
8>><>>: inf
n
lim infi; j !1(xijy j)
 [x] = a; [y] = bo ; if a , b;
1; if a = b:
We set
U(x; r) := fy 2 @GX j (xjy) > rg
for x 2 @GX and r > 0 and define U = fU(x; r) j x 2 @GX; r > 0g. The Gromov boundary
@GX can be regarded as a topological space with a subbasisU.
If the space X is -hyperbolic in the sense of Gromov, then this topology is equivalent
to a topology defined by the following metric. For  > 0 satisfying   1=5, we define d
as follows:
d(a; b) = e (ajb) (a; b 2 @GX):
Then it follows from 5.13 and 5.16 in [33] that d is actually a metric. In this thesis,
we always take  so that   1=5 for all  hyperbolic spaces X and assume that @GX is
equipped with d-topology.
If an isometric group action G y X on a Gromov hyperbolic space X is properly
discontinuous and cocompact then the group G is also hyperbolic in the sense of Gromov
and it is called a hyperbolic group (see [33]).
2.2. CAT(0) boundaries. The map we want is given via the CAT(0) boundary @ID
(or @ID0) of D (or D0). That is a space of geodesic rays emanating from a base point.
Assume that (X; d) is a complete geodesic space. Fix a point o in X. We denote
GR(X; o) to be the set of geodesic rays emanating from o:
GR(X; o) := f 2 C([0;1); X) j (0) = o; d(o; (t)) = len(j[0;t]) 8t 2 [0;1)g;
where C([0;1); X) denotes the class of continuous maps from [0;1) to X. Then we set
GR(X) :=
S
o2X GR(X; o). Two rays ;  2 GR(X) are equivalent    if the supremum
supt0 d((t); (t)) is finite. Let @IX be the coset GR(X)=  and call this the ideal boundary
of X. If X is CAT (0) in addition, then for any point  in @IX there exists a unique geodesic
 emanating from o so that the equivalence class of  equals to  (consult with [5]). Hence
we can identifyGR(X; o) and @IX for some fixed o 2 X whenever X is CAT(0). In this case
we call @IX the CAT(0) boundary of X. Since all geodesic rays inGR(X; o) are unbounded,
@IX appears at infinitely far from any point in X.
We assume that (X; d) is complete CAT(0) space. We attach the cone topology C to
the union X[@IX then it coincides with original topology in X. This topology is Hausdor
and compact whenever X is proper. We briefly define C here. For the detail of the cone
topology, see [5]. This is defined by using a base point o 2 X but is independent of the
choice of o. First, notice that for any x 2 X [ @IX there exists a unique geodesic x from
o to x. In the case where x 2 @IX, we merely mean that x equals to the equivalence
class of x. For r 2 (0;1) set Xr = @IX [ (X n Ball(o; r)) where Ball(o; r) is the closure
of an open ball Ball(o; r) centered at o whose radius is r. Let S (o; r) be the boundary
of Ball(o; r) and let pr : Xr  ! S (o; r) be the projection defined by pr(x) = x(r) and
let the set U(a; r; s); r; s > 0, consist of all x 2 Xr such that d(pr(x); pr(a)) < s. We
notice that U(x; r; s) consists of geodesics passing through the intersection of S (o; r) and
Ball(pr(x); s). Then C has as a local base at a 2 @IX the sets U(a; r; s); r; s > 0.
We return to our situation. Since the region D0 and D are both complete CAT(0)
space, CAT(0) boundaries for each space are well defined. We use the eigenvector o for
the negative eigenvalue as the base point in the definition of CAT(0) boundary and the
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cone topology. Furthermore since D0 is a subspace of D, its CAT(0) boundary @I(D0) is a
subspace of @ID.
Proposition 4.8. @ID (resp. @ID0) is homeomorphic to @D (resp. @D0 n D).
Proof. It suces to see this for the case where the entire space D. Fix a base point
o 2 D. For any  2 @ID,  is a geodesic ray from o 2 D and is also a geodesic segment
with respect to the Euclidean metric in D. Hence  defines a unique endpoint x in @D.
Conversely for any y 2 @D take a segment [o; y] from o to y. Then [o; y] is a geodesic
with respect to the Hilbert metric which tends to infinity. Therefore we have a bijection
h : @ID  ! @D.
For any  2 @ID = @D we identify the geodesic  emanating from o in the topology of
d and a (half-open) segment [o; ] n fg in the Euclidean topology parametrized by [0;1)
so that h((t)) = (t).
Let U be an open ball with respect to the Euclidean subspace topology centered at
some point in @D. We set eU = S2U; t2(0;1) (t). Obviously eU is open in the Euclidean
topology. Then for any  in U and any t 2 [0;1) there exists a Euclidean open ball
BallE((t)) centered at (t) included in eU. Since the identity map (D; d)  ! (D; dE)
is a homeomorphism, we have an open ball Ball((t); s) centered at (t) in BallE((t))
with respect to the topology of d. Considering the intersection T of sphere S (o; t) and
Ball((t); s), we see that geodesics from o through T is included in U. This shows that
h is a continuous bijection from a compact set to a Hausdor space and hence it is a
homeomorphism.
Remark 4.9. If the case space X is a complete proper hyperbolic CAT(0) space then
@GX ' @IX ([7, Theorem 2.2 (d)]). Because of this, if the case (i) (resp. the case (iii))
happens then @ID ' @GD (resp. @ID0 ' @GD0).
Remark 4.10. If the case (iii) happens, then (W) is homeomorphic to @D0 n D by
Theorem 2.2 and Theorem 3.1. Together with this and Proposition 4.8, we see that(W) =
@D0 n D ' @ID0 ' @GD0.
3. The Cannon-Thurston maps
In this section, we give a proof of Theorem 4.1 for case (i),(iii) and with rank 2 cusps.
Throughout this section, a vector o denotes the normalized eigenvector corresponding to
the negative eigenvalue of B.
3.1. The case ofW acting without cusps. We consider whenW acts cocompactly or
convex cocompactly. In this case W is hyperbolic in the sense of Gromov. Moreover for
the case (iii), K0 is bounded. Together with the convexity of D0, we see that Proposition
3.19 also holds in this case.
For simplicity, we mean eD for D or D0. Our purpose in this section is actually to
construct a homeomorphism from @G(W; S ) to @eD via Remark 4.9, 4.10.
We define the map f : W  ! eD by w 7! w  o where o is the eigenvector of the
negative eigenvalue. This map is a quasi-isometry by Lemma 3.16.
It is well known that f extends to a homeomorphism between @G(W; S )[W and @GeD[eD (conf. [33]). Let f be the restriction of the homeomorphism above to @GW. Now we
recall following two maps. By the result of Buckley and Kokkendor [7], we know that
there exists a homeomorphism g : @GeD  ! @IeD. Moreover, for a Gromov sequence
 2 @GeD any unbounded sequence given as a subset of a geodesic ray g() is equivalent to
. On the other hand by Proposition 4.8 we have a homeomorphism h : @IeD  ! @eD.
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We compose these homeomorphisms. Let F = h  g  f . Then we have a homeo-
morphism from @G(W; S ) to @eD. We verify that F sends ! 2 @G(W; S ) to the limit point
defined by fwk  ogk for fwkgk 2 !. If this is true, then we see that F is W-equivariant by
the construction. To see this, we inspect the details of the maps g and h. For our situation,
the proof in [7] says that for a Gromov sequence fwk  ogk 2 F([fwkgk]) in W, there exists a
 such that a sequence fui  ogi constructed by the same way as in the proof of Proposition
3.19 is a short sequence included in a bounded neighborhood of . The image of  by h
is equivalent to fui  ogi in the sense of Gromov. Adding to this, Buckley and Kokkendor
showed that fui  ogi equivalent to the original sequence fwk  ogk and hence they converge
to the same point in @GeD n D. By Remark 4.10 F is the map we want.
3.2. The case ofW acting with cusps. We know that there exist some Coxeter groups
acting on D with cusps. By Proposition 4.6, this happens when @D is tangent to some faces
of conv(). We divide this case into following three cases;
(i) there exists at least one pair of simple roots ;  2  so that B(; ) =  1,
(ii) there exists at least one subset 0   whose cardinality is more than 3 so that
the corresponding matrix B0 is positive semidefinite (not positive definite) where
B0 is the matrix obtained by restricting B to 0,
(iii) or (i) and (ii) happen simultaneously.
We only deal with the case (i). In this case, the dihedral subgroup of W generated by s
and s is infinite and its limit set is one point. This means that D is tangent to the segment
connecting  and . Hence the fundamental region ofW is unbounded.
For the cases (ii) and (iii), we have to see other geometric aspects of the Coxeter
groups. We will discuss the existence of the Cannon-Thurston maps for the excepted cases
in the next section.
Recall that the number n is the rank ofW and hence equals to the dimension of V . Let
fAmgm be a sequence of n  n matrices which are defined as follows. For each m 2 N, we
define Am so that
Am(; ) =
8>><>>: 1=m; if B(; ) =  1;0; if otherwise;
for each ;  2 . Then let Bm = B   Am.
If B has the signature (n 1; 1), then Bm also has the signature (n 1; 1) for suciently
large m 2 N. Therefore for suciently large m, our definitions of Q,D, D0, L, K can be
extended to the bilinear form defined by Bm. We define Qm, Dm, D0m, Lm, Km each of them
by using Bm instead of B in their definitions.
Clearly Bm converges to B as m tends to 1. It is not trivial that their normalized
eigenvectors converge to the normalized eigenvectors of B. This is an well-known fact.
However we briefly review the proof as a remark. In this remark, there is no need to
assume that B has the the signature (n   1; 1).
Remark 4.11. In this remark we assume that all vectors are normalized with respect
to some norm. Since Am converges to 0 matrix, by Rouche’s theorem, the characteristic
equation of Bm has the same number of roots as the characteristic equation of B around
each eigenvalues of B for suciently large m in C. Hence the eigenvalues of Bm converge
to the eigenvalues of B. LetCi (i = 1; : : : ; n) be boundaries of balls Ball(i; ) in C centered
at each eigenvalues i of B for suciently small  > 0. For suciently large m, we can
assume that each eigenvalue of Bm is included in Ball(i; ) for some i. Set linear operators
46 4. THE CANNON-THURSTON MAPS
Pm;i and Pi on V by
Pm;i(v) =
1
2
p 1
Z
Ci
(   Bm) 1vd; Pi(v) = 1
2
p 1
Z
Ci
(   B) 1vd:
Then it turns out that each operator Pm;i is the projection to the eigenspace of some eigen-
values of Bm near by i. Since (   Bm) 1v is bounded on Ci for each v 2 V and i, Pm;i(v)
converges to Pi(v) by Lebesgue’s theorem. This shows that the eigenvectors of Bm con-
verges to the eigenvectors of B. In particular fomgm converges to o since j  j1 is a norm in
the cone spanned by . Even if there exist some eigenvalues of B whose multiplicity is
more than 1, these convergence preserves linearly independence of eigenvectors (by taking
a subsequence if necessary).
Let v1; : : : ; vn be eigenvectors of B normalized with respect to the Euclidean norm so
that the matrix (v1; : : : ; vn) diagonalize B. Then since each Pm;i(vi) converges to vi, the
matrix diagonalizing Bm also converges to (v1; : : : ; vn). This fact shows that the sequence
fDmgm converges to D.
We can consider the Bm-reflection ofW on V with respect to Bm. We denote this action
by m. For example, the simple Bm-reflection of  2  can be calculated as
m(s)(x) = x   2Bm(x; ); (x 2 V):
The normalized action with respect to Bm is defined in the same way as B. We denote
this also by m. Furthermore if Bm has the signature (n   1; 1), then all our Lemmas
and Propositions can be proved by using the normalized eigenvector om corresponding
to the negative eigenvalue of Bm instead of o. Therefore if the normalized action m is
(convex) cocompact, then there exists a map Fm from the Gromov boundary @G(W; S )
of W to the limit set Bm(W) which is homeomorphic. In fact we have a W-equivariant
homeomorphism Fm : @G(W; S )  ! Bm (W) for each m since the case (iii) happens. Note
that for suciently largem, we have V0\Qm = f0g. Hence we can define the Hilbert metric
on V1 \ Qm  where Qm  = fv 2 V j Bm(v; v) < 0g. Consider the correspondence between
x 2 Dm and y = Rx \ V1 \ Qm . Then we see that this is an isometry between Dm and
V1 \ Qm  andW equivaliant. Thus we can regard the normalized action m as an action of
W on V1 \ Qm .
We remark that for any  2  and m 2 N, we have Bm(o; ) = B(o; )   Am(o; ) < 0
since B(o; ) < 0 and all coordinates of o are positive. Hence o is in Km for any m 2 N.
Lemma 4.12. Let o be the normalized eigenvector corresponding to the negative eigen-
value of B. There exists a constant C1 > 0 such that jw(o)j1  C1jwj for any w 2 W.
Proof. Let  > 0 be the absolute value of the negative eigenvector of B hence Bo =
 o. Note that all coordinates of o are positive by Lemma 1.2. If jwj = 1 then there exists
 2  such that w = s. Then we have
js(o)j1 = joj1   2B(o; )jj1 = 1 + 2(o; )jj1 > 1 = jsj:
Before moving to the inductive step we remark the following. By [18, Lemma 2.10
(ii)] there exists a constant C0 such that for w 2 W and  2  with w() 2 cone(),
jw()j1  C0jwj 12 where cone() is the cone spanned by . Since o(= P2 o) is in the
convex hull of  each coordinate o of o satisfies 0  o  1. Letting 0 = min2 o, for
w 2 W and  2  with w() 2 cone() we have
 B(o;w()) = 
X

ow()  0jw()j1  0C0jwj 12
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where w() denotes the -th coordinate of w().
For the inductive step we take an arbitrary w 2 W with jwj = k + 1 (k 2 N) and assume
that for any w0 2 W with jw0j  k we have jw0(o)j1  Cjw0j for some universal constant
C  1. We take w0 2 W so that w = sw0 with jw0j = k for some  2 . Then by Remark
3.9 all coordinates of w0 1() are non-negative. From the argument above, we have
jw(o)j1 = jw0(o)j1   2B(o;w0 1())  Ck + 20C0k 12  C(k + 1):
if C  20C0. Thus taking C1 so that C1  minf1; 20C0g, we have the conclusion.
Let c0 > 1 be the maximum operator norm of S . More precisely, we set c0 =
maxs2S maxx2S n 1 ks(x)k where S n 1 is the sphere in V centered at 0. Then for any w 2 W
with jwj = k, we have ck  kw(o)k. Since the Euclidean norm k  k is comparable to j  j1
in the cone Q+ , there exists a constant C2;0 such that C2;0ck0  jw(o)j1. We can take these
constants C2;m and cm for each m(W) (m 2 N). Since the sequence fBmgm converges to
B, sequences fC2;mgm and (cm) must converge to C2;0 and c0. Thus there must exist the
maximum
C2 = max
m2N[f0g
C2;m; and c = max
m2N[f0g
cm:
Proposition 4.13. Assume that the normalized action of W includes rank 2 cusps.
There exists a continuous W-equivariant surjection  : (1(W))  ! (W).
Proof. Since Q and V0 meet only at 0, B is positive definite on V0. Hence B defines
an inner product on V0 and it gives a metric on V0 by q(x   y) 12 . It is easy to see that this
metric induces to V1 and it is comparable to the Euclidean metric.
Let o be the normalized eigenvector for the negative eigenvalue   of B. Notice that
o 2 Km for any m 2 N since Bm(o; ) = B(o; o)   Am(o; ) < 0 and D  Dm. We claim that
for any short sequence fwkgk inW, if m(wk)  o  !  2 @D as k;m  ! 1 then wk  o  ! 
as k  ! 1. This ensures that the correspondence (1) =  for each 1 2 (1(W)) is
actually a map where  2 (W) is the equivalence class of the sequence fwk  ogk for fwkgk
defining 1. If  is well-defined then it is obviously W-equivariant and surjective. To see
that  is continuous, it suces to show that q(w  o   m(w)  o)  ! 0 as k;m  ! 1
uniformly.
Fix m 2 N arbitrarily. We write Am(v; v0) := tvAmv0 for v; v0 2 V where tv denotes
transpose of a vector v. For any x 2 cone() and any  2  we have
jm(s)(x)j1 = js(x) + 2Am(x; ))j1  js(x)j1 and Am(x; )  jxj1m :
The first inequality shows that for any x 2 D whose orbit W(x) is included in cone(), we
have jm(w)(x)j1  jw(x)j1 for any w 2 W. The second inequality implies the following;
 B(s(x); m(s)(x)) =  B(s(x); s(x) + 2Am(x; ))
  q(x)   2Am(x; )B(x; )
  q(x)   2C jxj1
m
B(x; );
for any x 2 cone() and any  2  where C is a constant depending on B.
We show that  B(w(o); m(w)(o))   q(o) for any w 2 W by the induction. For any
 2  the argument above gives an inequality
 B(s(o); m(s)(o))   q(o)   2om   q(o);
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where o denotes the -th coordinate of o. Take w 2 W so that jwj > 1 arbitrarily. We
assume that  B(w(o); m(w(o))   q(o). For  2  if jswj = jwj + 1 then we have
 B(sw(o); m(s)m(w)(o)) =  B(sw(o); s(m(w)(o)) + 2Am(m(w)(o); ))
=  B(sw(o); s(m(w)(o)))   2Am(m(w)(o); )B(sw(o); )
=  B(sw(o); s(m(w)(o))) + 2Am(m(w)(o); )B(w(o); )
=  B(sw(o); s(m(w)(o)))   2Am(m(w)(o); )(o;w 1())
  q(o);
where (; ) denotes the Euclidean inner product. Furthermore we have
q(m(w)(o)) = B(m(w)(o); m(w)(o)) = Bm(m(w)(o); m(w)(o)) + Am(m(w)(o); m(w)(o))
= Bm(o; o) + Am(m(w)(o); m(w)(o))
= q(o)   Am(o; o) + Am(m(w)(o); m(w)(o))
 q(o) +C2 jm(w)(o)j
2
1
m
for any w 2 W. Together with these inequalities we deduce that for w 2 W with jwj = k,
q(w  o   m(w)  o) = q(o)jw(o)j21
  2B(w(o); m(w)(o))jw(o)j1jm(w)(o)j1 +
q(m(w)(o))
jm(w)(o)j21
 q(o)jw(o)j21
  2 q(o)jw(o)j1jm(w)(o)j1 +
q(o)
jm(w)(o)j21
+
1
m
 q(o)
C1k2
  2 q(o)
C2k2
+
q(o)
C1k2
+
1
m
:
This shows that the convergence of q(w o m(w) o)  ! 0 as k;m  ! 1 does not depend
on the short sequence (wk). Thus  is well-defined and continuous.
Considering the composition F0 =   F1, we have the map which is surjective, con-
tinuous and W-equivariant.
Remark 4.14. If B(; ) =  1 for some ;  2  then the Coxeter subgroupW 0 gener-
ated by fs; sg is ane. Since an ane Coxeter group has only one limit point, f(ss)k ogk
and f(ss)k  ogk converges to the same limit point. However in the Gromov boundary of
(W; S ), f(ss)kgk and f(ss)kgk lie in distinct equivalence classes. In fact, considering an-
other action of (W; S ) defined by another bi-linear form B0 such that B0(; ) <  1, then
the limit set B0 (W 0)  B0(W) consists of two points. In this case the limit points of
f(ss)k ogk and f(ss)k ogk are distinct. On the other hand the map @G(W; S )  ! B0 (W)
is well defined hence F0 cannot be an injection.
4. Coxeter groups with higher rank cusps
In this section we discuss the case where the Coxeter groups have higher rank cusps.
4.1. The Cannon-Thurston maps for W with higher rank cusps. Let (W; S ) be a
Coxeter system of type (n  1; 1). We recall that conv(b) is a polytope. It can happen three
distinct situations due to the bilinear form B;
(i) the region D [ @D is included in int(conv(b));
(ii) there exist some faces of conv(b) which are tangent to the boundary @D;
(iii) No face of conv(b) is tangent to @D.
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We focus on the case (ii) in this section. Hence we assume thatW includes at least one
ane Coxeter subgroupW 0 with generating set S 0  S .
Before discussing this case we see that ane subgroups contain so-called parabolic
isometries. For a metric space, its isometries are classified into three types by the transla-
tion length. The translation length of an isometry  of a metric space (X; d) is the value
trans() := inffd(x; (x)) j x 2 Xg.
Definition 4.15. For a metric space X an isometry  of X is called
(1) elliptic if trans() = 0 and attains in X,
(2) hyperbolic if trans() attains a strictly positive minimum,
(3) parabolic if trans() does not attain its minimum.
If the space X is CAT(0) then one can rephrase this classification by using fixed points
on X [ @IX, where @IX is the CAT(0) boundary of X.
Remark 4.16. Let X be a CAT(0) space and  be an isometry on X. It is clear that 
is elliptic if and only if there exists at least one fixed point of  in X. In the case where X
is proper and the group hi acts on X discretely, if  is elliptic then hi is finite. For the
hyperbolic isometry, we have a fixed geodesic line in X ([5, Theorem 6.8(1)]). This means
that if  is hyperbolic then there are at least two fixed points by  on @IX. Accordingly if 
is of infinite order and has only one fixed point in @IX then it is parabolic.
Lemma 4.17. Consider the action of W on V as B-reflections. Assume that w 2 W has
the infinite order and an eigenvector  on bQ corresponding to the eigenvalue 1. Then any
eigenvector of w corresponding to the eigenvalue 1 on bQ lies on the set R.
Proof. We assume that w has another eigenvector  ,  in bQ for the eigenvalue .
Then by Lemma 1.10,  = 1.
Consider the normalized action ofW on D. Notice that we have w b =b and w b =b.
In this case a point tb + (1   t)b for t 2 [0; 1] is fixed by w and lies in D. This contradicts
to the discreteness of the normalized action of W.
Proposition 4.18. Any infinite order element w of an ane Coxeter subgroup W 0 of W
with generating set S 0  S is a parabolic isometry of (D; d).
Proof. Let 0 be a subset of  corresponding to S 0 and let B0 be the submatrix cor-
responding to 0. We remark that B-reflections on conv(b0) coincide with B0-reflections.
The discreteness of the normalized action ensures that w is either hyperbolic or parabolic.
Now by [18, Corollary 2.15] and Theorem 3.1 the limit set of W 0 is a singleton fg.
Moreover it equals to bQ0 = fv 2 V1 j B0(v; v) = 0g. Then  should be a fixed point in @D
by w since B0-reflections preserve the bilinear form B0. Considering the action of w as a
composition of B-reflections, we see that  is an eigenvector of w for the eigenvalue . On
the other hand, by the definition of bQ0,  is also an eigenvector of B0 corresponding to the
eigenvalue 0. This shows that  = 1. Lemma 4.17 says that such an element in W fixes
only one point in @D. By Remark 4.16, we see that w is parabolic.
By Proposition 4.6 (b) a point of tangency p 2 conv(b0) \ @D for some 0   can be
characterized as a vertex of P0, that is, the intersection of hyperplanes fH j  2 0g and
fP j  2  n 0g. We define PF to be the set of all of such points:
PF :=
8>>><>>>:p 2 @D
 90   s.t. fpg =
0BBBBB@\
20
H
1CCCCCA \
0BBBBBB@ \
2n0
P
1CCCCCCA
9>>>=>>>; :
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By the definition, PF is finite.
Remark 4.19. For p 2 PF so that fpg =  T20 H\T2n0 P, the ane subgroup
W 0 generated by fs j  2 0g fixes p by Proposition 4.4 (b). Conversely the minimal
Coxeter subgroup fixing p isW 0. In fact for w 2 W nW0 there exists at least one  2  n0
such that the -th coordinate of w  p is not 0. This can be seen by the induction on the
word length. For  2  n0, then the -th coordinate of s(p) is  2B(p; ) > 0 since p 2 K
hence B(p; )  0. We assume that the claim holds for all elements in W whose word
length are less than or equal to k. For w 2 W satisfying jwj = k + 1 and w = sw0 where
w0 is of jw0j = k, we have w(p) = w0(p)   2B(w0(p); ). Then by the inductive assumption
there exists at least one non-zero coordinate of w0(p) for some  2  n 0. If  ,  then
we obtain the claim. For the case where  =  and the -th coordinate of w0(p) is not
0, we have B(w0(p); ) = B(p;w0 1())  0 since all coordinates of w0 1() are non-zero
(Remark 3.9) and p 2 K.
Definition 4.20. Let (X; d) be a CAT(0) space. Fix a point o 2 X and take k 2 R. For
 2 @IX, we take a geodesic c from o to . A horoball at  with k (based at o) is a set
O;k =

x 2 X
 limt !1 d(c(t); x)   t < k  :
The boundary of a horoball @O;k is called a horosphere, that is,
@O;k =

x 2 X
 limt !1 d(c(t); x)   t = k  :
The function bc(x) := limt !1 d(c(t); x)   t defining the horoball is said to be a Buse-
mann function associated with c. It is known that Busemann function is well defined,
convex and 1-Lipschitz. We remark that O;k  O;k0 for k < k0 and Op;k tends to p for
k  !  1. In this thesis, we always take the normalized eigenvector for the negative
eigenvalue of B as the base point o.
Lemma 4.21. There exists k 2 R such that for any p; p0 2 PF and w 2 W, if Op;k ,
w  Op0;k then
Op;k \ w  Op0;k = ;:
Proof. For any k and x < Op;k we have k  limt !1 d(c(t); x)   t where c is the
geodesic from o to p. If x 2 K n Op;k then since K equals to the Dirichlet region at x we
have
k  d(c(t); x)   t  d(c(t);w  x)   t
for all w 2 W and t 2 R0. Hence we haveW  x < Op;k.
Take a closed ball B(o; r) centered at o and the radius r satisfying the condition r >
maxffd(o; [; ]) j ;  2 g; fd(o; P) j  2 gg where [; ] is the segment connecting 
and . This maximum always exists since is finite. By the definition of r, each component
of K0 n B(o; r) includes just one vertex of K0. Since the Busemann function is continuous
and B(o; r) is compact, we have k < 0 such that Op;k) \ B(o; r) = ; for all p 2 PF.
If there exists w 2 W such that Op;k , w  Op0;k and Op;k \ w  Op0;k , ; then there
must be x 2 K \ Op;k \ w0w  Op0;k for some w0 2 W by the above argument. Let  be the
Euclidean segment from p to x and let  be the Euclidean segment from w0w  p to x. By
the definition of k > 0,  does not intersect with any face of @K0 which does not contain p.
 also does not intersect with any face of w0w  @K0 which does not contain w0w  p0. Thus
we have x 2 K0\w0w K0. This contradicts to the discreteness of the normalized action.
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Remark 4.22. For p 2 PF, let W 0 be the minimal ane subgroup of W which fixes
p. We notice that Op;k is covered by the W 0  K. In fact for any y 2 Op;k the Euclidean
segment [p; y] is included in Op;k. If y < H then [p; y] does not intersect with all H such
that p 2 H. If y 2 H then [p; y]  H. Thus y is included in an orbit w  K for some
w 2 W such that w  K contains p as a vertex. Since if w 2 W fixes p then w 2 W 0 by
Remark 4.19, the above argument shows that w 2 W 0.
Fix a constant k which smaller than the constant in the claim of Lemma 4.21. Set
O := fOp;kgp2PF . We remove the orbits of O from D and denote it by D00:
D00 = D0 nW  O:
Then we have the following.
Lemma 4.23. The set D00 is invariant under the normalized action of W.
We define K00 = K \ D00 then K00 is not empty because o 2 K00 by the proof of
Lemma 4.21. Recall that O contains all horoballs at the vertices of K which lie on @D.
This indicates that K00 is bounded closed set hence compact since D is proper. Since K is
a fundamental region of the normalized action, Lemma 4.23 says that K00 is a fundamental
region of the normalized action restricted on D00. Define a metric d0 on D00 by letting
d0(x; y) be the minimum length of a path in D00 connecting x and y.
Lemma 4.24. Under the notations above, there exist constants l and l0 so that
ljwj  d0(o;w  o)  l0jwj
for all w 2 W.
We see this by the same way as Corollary 3.16.
Proposition 4.25. W acts on (D00; d0) isometrically.
Proof. Fix w 2 W and a; b 2 D00 arbitrary. Let  be a path in D00 connecting a and b.
Then for any  > 0 there exists a partition fc0 = a; c1; : : : ; cn = bg of  such that
`() 
nX
i=1
d(ci 1; ci) + :
Since W acts on (D; d) isometrically we have
nX
i=1
d(ci 1; ci) =
nX
i=1
d(w  ci 1;w  ci)  `(w  ):
Hence `()  `(w ). This implies that d0(a; b)  d0(w a;w b) and the reverse is showed
in the same way. Thus we have d0(a; b) = d0(w  a;w  b).
We need to compute how the metric d0 diers from the metric d. To see this we deform
the region D. Now B is conjugate to the diagonal matrix A = (1; : : : ; 1; 1) by a linear
transformation. Then the region D is deformed into the region H = fv 2 V j A(v; v) <
0; vn = 1g where A(; ) is the bilinear form defined by A and vn is the n-th coordinate of
v. The region H can be regard as the projective model of the hyperbolic space which is
equipped with the Hilbert metric dA defined in the same way as d using A instead of B. We
see that such a map gives an isometry from (D; d) to (H ; dA). To prove this we prepare a
lemma.
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Lemma 4.26. Let D be the closure of a bounded convex domain D. Any linear trans-
formation L : V  ! V preserves the cross ratio [a; x; y; b] for any fa; x; y; bg which are
collinear in this order and a; b 2 @D, x; y 2 D.
Proof. For any collinear four points fa; x; y; bg in V we have ky bk  kx bk, kx ak 
ky akwith respect to the Euclidean norm kk. From the collinearity, each pair fy b; x bg
and fx   a; y   ag have the same direction respectively. Hence there exist constants k; l  1
such that x   b = k(y   b) and y   a = l(x   a). Since a linear transformation maps lines to
lines, we have
[L(a); L(x); L(y); L(b)] =
kL(y   a)k kL(x   b)k
kL(y   b)k kL(x   a)k =
lkL(x   a)k kkL(y   b)k
kL(y   b)k kL(x   a)k = lk
=
lkx   ak kky   bk
ky   bk kx   ak =
ky   ak kx   bk
ky   bk kx   ak = [a; x; y; b]:
We can diagonalize the Coxeter matrix fB(i;  j)gi; j by an orthogonal transformation
L since B is a symmetric bi-linear form. Let f1; : : : ; n 1; ng be the eigenvalues of B
and let L0 be a diagonal matrix

1p
1
; : : : ; 1p
n

. We have t(LL0)B(LL0) = A where tM
denotes the transpose of a matrix M. We set a linear transformation g(v) = L0 1L 1v for
v 2 V . Then we notice that g(D)  fv 2 V j 0 < vn; A(v; v) < 0g. We define a projection
p : g(D)  ! H by v 7! v=vn where vn is the n-th coordinate of v. Obviously p  g is a
bijection. Take any x; y 2 D and a; b 2 @D such that dD(x; y) = (1=2) log[a; x; y; b]: Then
by Lemma 4.26 we have [a; x; y; b] = [g(a); g(x); g(y); g(b)]. Adding to this by Proposition
3.2 we have [g(a); g(x); g(y); g(b)] = [p  g(a); p  g(x); p  g(y); p  g(b)]. Thus we have
the following:
Lemma 4.27. The metric space (D; d) is isometric to (Hn 1; dH) where dH denotes the
hyperbolic metric.
As a consequence of this lemma together with [4, Definition(GF3),p.289] we obtain
the following.
Theorem 4.28. Let (W; S ) be a rank n Coxeter system whose associating bilinear form
has the signature (n   1; 1) is embedded into Isom(Hn 1). Moreover, it is geometrically
finite.
Lemma 4.27 guarantees us that horoballs in D are mapped to horoballs in H . It is
well known that (H ; dA) is isometric to the hyperbolic space (Hn 1; dH) of the upper half
plane model. In (Hn 1; dH) we can compare the hyperbolic distance of two points on a
horosphere and the length of a path on that horosphere (for the precise computation see
[14, p.214-p.215]). The estimate is as follows. For x; y on horosphere in (Hn 1; dH) we
denote c as an arc on horosphere joining x and y. It holds that
the hyperbolic length of c  exp
 
dH(x; y)
2
!
and hence
2
 
log d0(x; y)
  d(x; y): (5)
Consequently we obtain a constant C > 0 from Lemma 4.24, we have the following.
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Lemma 4.29. For a Coxeter group W of type (n   1; 1), there exists a constant C > 0
so that
2(log jwj)  C  d(o;w  o)
for all w 2 W.
Remark 4.30. Next we consider the geodesic  on D between two points x and y on
a horosphere. A horoball in D is mapped isometrically to a horoball H = f(x1; : : : ; xn 1) 2
Hn 1 j xn 1 > cg for some c > 0. We denote o0 2 Hn 1 as the image of the base point
o 2 D. Let x0; y0 2 Hn 1 be the image of the end points x; y of  and let z0 be the image
of the nearest point z of  from o in D. The geodesic 0 joining x0; y0 in Hn 1 n H for the
length metric is a straight line on @H and it is nothing but the image of the nearest point
projection of  to the plane f(x1; : : : ; xn 1) 2 Hn 1 j xn 1 = cg. Therefore the distance from
o0 to 0 is bounded above by 2dH(o0; z0).
More generally we consider a geodesic with respect to d0 of x; y 2 D00. We denote 
as the geodesic on (D; d) connecting x; y. Let fOig be the set of horoballs which intersects
with . Then by [24, Theorem 8.1] we see that the geodesic  with respect to d0 lies
in r neighborhood of  [ Si Oi where r is a universal constant. Now we consider each
segment i =  \ Oi and let xi; yi be the end points of i. Let 0i be the geodesic in D00
connecting xi; yi and let 0 be the path given by replacing each i with 0i . Recall that the
geodesic in Hn 1 is unique and the fact that the geodesic between two points on a horoball
U = f(x1; : : : ; xn 1) 2 Hn 1 j xn 1 > cg for some c > 0 is a Euclidean straight line on @U.
Because of this, we see that there exists another universal constant r0 such that the geodesic
 lie in the r0 neighborhood of 0.
Let F : W  ! D00 be the quasi isometry defined by F(w) = w  o for every w 2 W
and if w = w0s for some s 2 S then F maps the edge joining the vertices w;w0 2 W to the
geodesic between w  o and w0  o.
Lemma 4.31. There exists a constant c > 0 satisfying following. For any x; y 2 W  o
there exists a geodesic  in W which F() connects x; y such that is in bounded Hausdor
distance by c from a geodesic connecting x; y in D00.
Proof. Take the geodesic  joining x and y in D. Then  crosses some orbits of K and
some horoballes. We claim that a curve  given by replacing all segments of  which cross
horoballs with the geodesics in D00 connecting each end points crosses the same orbits of
K00 as .
We remark that  gives a geodesic  inW in the following way. Let w1  K; : : : ;wk  K
be the orbits which are crossed by . Then for each i 2 f1; : : : ; k   1g, there exists a B-
reflection si 2 S such that wi+1 = siwi. We see that  = sk 1    s1 is a geodesic inW by the
same way as the proof of Proposition 3.19. We see that F() equals to the sequence path
w1  o; : : : ;wk  o.
Let H be a horoball in D which  crosses and let H0 be the horoball f(x1; : : : ; xn 1) 2
Hn 1 j xn 1 > cg in Hn 1 corresponding to H (up to isometry of Hn 1). We denote x and y
as the endpoints of a segment 0 in  which crosses H, and let x0; y0 2 Hn 1 be the corre-
sponding points to x; y each other. We notice that x0 and y0 lie on @H0 = f(x1; : : : ; xn 1) 2
Hn 1 j xn 1 = cg. Consider the geodesic l in Hn 1 n H0 connecting x0 and y0 for the length
metric. Then l is the Euclidean straight line connecting x0; y0 and it crosses the same image
of orbits of K as the image of 0. This is because all orbits of K crossing to H are the orbits
of an ane Coxeter subgroup which fixes the point of tangency of H, and l is given by the
orthogonal projection of a hyperbolic geodesic to @H0 with respect to the Euclidean inner
product.
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Thus resulting curve  crosses the same orbits of K00 as . More of this since  lies
in the orbit of K00 and the diameter of K00 is bounded, the Hausdor distance between the
sequence path F() and  is bounded by the diameter of K00.
By the remark described before this lemma, we see that the geodesic in D00 between
x; y is on bounded distance with universal constant r0 from .
Putting c = r0 + (diameter of K00), we have the conclusion.
In [21, Theorem 5.2], Karlsson and Noskov showed following useful theorem.
Theorem 4.32 (Karlsson-Noskov). Let fxngn and fzngn be two sequences of points in
D. Assume that xn  ! x 2 @D, zn  ! z 2 @D and [x; z] * @D, where [x; z] is a segment
connecting x and z. Then there exists a constant M = M(x; z) such that for the Gromov
product (xnjzn)y in Hilbert distance relative to some fixed point y 2 D we have
lim sup
n !1
(xnjzn)y  M:
This implies that if two Gromov sequences fxngn and fzngn in D are in the relation
fxngn G fzngn, then these sequences converge to the same point in @D.
We have the Cannon-Thurston map for a Coxeter group with higher rank cusps di-
rectly. We remind the following fact. Let (X; d) be a -hyperbolic space. For any x; y; o 2 X,
let z be an arbitrary point on a geodesic connecting x; y. In a -hyperbolic space, we have
  minfd(z; [o; x]); d(z; [o; y])g. Then we have d(o; z)  (xjy)o. If z is the nearest point of a
geodesic [x; y] from o, then we have (xjy)o  d(o; z)    ([33, 2.33]). Thus
d(o; z)  (xjy)o  d(o; z)   
for such a point.
Proposition 4.33. Assume that W includes rank m > 2 cusps. Let F : W  ! D00
be the quasi isometry defined by F(w) = w  o for every w 2 W. Then F extends toeF : @G(W; S )  ! (W) continuously. Moreover eF is surjective and W-equivariant.
Proof. In this proof we denote by C a generic constant whose value may change line
to line. We show that the Gromov product of any two orbits w  o;w0  o with respect to o
for the metric d is bounded below by the Gromov product of w;w0 with respect to the unit
id 2 W for the word metric. If this is true, by Theorem 4.32 we have the well definedness
of eF and the continuity since @GD (resp. @GD0) and @D = (W) (resp. @D0 n D) are
homeomorphic. More of this for any limit point  which is not in W  PF by taking the
geodesic on (D; d) from o to  we can construct a sequence path. The corresponding
sequence for that sequence path is actually a geodesic inW by Lemma 4.31. If  2 W  PF
then w   2 PF for some w 2 W. In this case there exists a Coxeter subsystem (W0; S 0) of
(W; B) such that S 0  S andW 0 fixes  by Proposition 4.4. SinceW0 is ane, there exists at
least one Gromov sequence. Then for any Gromov sequence fw0i gi consists of elements in
W 0, the sequence fw0i  ogi converges to . Thus we see that eF 1() is not empty and henceeF is surjective. The W-equivariantness of eF is trivial by the construction.
Take x; y 2 W  o arbitrarily and let  be the geodesic on (D; d) connecting x = wx  o
and y = wy o. Let z be the nearest point in D from o to . Let  be a geodesic inW which is
constructed in the same way of the proof of Lemma 4.31. We construct a path 0 in D00 by
replacing segments of  which cross horoballs with the geodesics in D00 connecting each
end points. We denote by z0 the nearest point from o to 0. Now we have d(o; z)  Cd(o; z0)
by Remark 4.30. Adding to this we put z00 = wz  o 2 W  o as the nearest point from z0 to
F(). Then d(o; z0)  d(o; z00)  C since the diameter of K0 is bounded.
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Furthermore by the inequality (5) we have
log

Cd0(p; q)2

 d(p; q)
for any p; q 2 D00. Then we have
(xjy)o  d(o; z)  C  Cd(o; z0)  C  Cd(o; z00)  C
 log

Cd0(o; z00)2

 log

Cjwzj2

 log

C(wxjwy)2id

:
This shows that for any two sequences fwkgk and fw0kgk in W if lim infi; j!1(wijw0j)id = 1
then lim infi; j!1(wi  ojw0j  o)o = 1.
Remark 4.34. The author does not know whether the preimage of p is a point or not
in the case where the rank of p is not 2.
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