Abstract
Classification procedures are common and useful in behavioral, educational, and social research. Supervised classification techniques like discriminant function analysis (DFA) assume training data is perfectly classified when estimating parameters and classification. In contrast, unsupervised classification techniques like finite mixture models (FMM) do not require knowledge of group status in order to estimate parameters or classify. The purpose of this study is to investigate the impact of misclassification errors (both randomly distributed errors and errors weighted toward the distribution overlap) on the classification accuracy of DFA and FMM. Analytic and Monte Carlo results are provided for a variety of misclassification scenarios to investigate the performance of the two methods. DFA recovered the highest overall percentages of correctly classified data, whereas FMM captured higher percentages of the smaller group when group sizes are unequal.
Classification of individuals into non-overlapping groups is regularly used in the behavioral, educational and social sciences as well as in many other fields. Classification is a fundamental part of organization in most fields (Keogh, 2005) . Zigler and Phillips (1961) argue that there are three criteria important in determining the appropriateness of a classification scheme: homogeneity (the similarity of individuals in categories), reliability (consistency or agreement among who should be included in a category), and validity (how well category membership informs us about their characteristics). All three of these criteria will be at risk when errors in statistical classification are made.
Classification can refer to observed groups (e.g. sex, grade level, employment status, etc.) or latent classes (e.g. learning disabled, depressed, or alcoholic).
1 When class is latent, or unobservable, misclassification errors are almost unavoidable since it is generally not possible to know an individual's true class. Even when class is directly observable, classification mistakes can be made. Misclassification errors can arise from use of crude or imprecise classification methods due to budgetary, time, personnel constraints, or to practical constraints on data collection procedures (Bross, 1954; Katz & McSweeney, 1979) .
Misclassification can also arise from the nature of statistical classification methods.
Aside from external problems with untrustworthy data collection, statistical classification itself is essentially never 100% accurate in practice. Statistical classification methods can only be as good as the predictors chosen for the study. To put a further cap on classification accuracy, evidence from many simulation studies on classification analysis, perhaps not surprisingly, reveals statistical classification methods to have varying accuracy under a variety of different situations. For example, it has been found in many studies that the ratio of group sizes makes a large difference in the ability of classification analyses to correctly classify cases (Finch & Schneider, 2006) . A large degree of overlap between samples (Blashfield, 1976; Harrell & Lee, 1985) and lack of sphericity have also been found to lead to inaccurate classification (Blashfield, 1976; deCraen et al., 2006) . Inaccuracy of classification due to lack of sphericity may be somewhat alleviated if groups or classes to be recovered are more unequal in size (deCraen et al., 2006) . Different forms of error perturbation (Baker, 1979; Breckenridge, 2000) have been shown to reduce classification accuracy for cluster analytic techniques. Furthermore it has been found that for discriminant function analysis both outliers and inliers in the training data set can pose problems not only for classification accuracy (Kuiper & Fisher, 1975; Van Ness & Yang, 1998) , but can also lead to serious underestimates of the accuracy of the analysis (Edelbrock, 1979) .
Interestingly, some authors have found that, greater numbers of true clusters existing in the data can lower the misclassification rate (Kuiper & Fisher, 1975; Milligan, Soon & Sokol, 1983) , whereas others have found that greater numbers of clusters lead to higher rates of misclassification (Breckenridge, 2000) . Increased number of variables used in prediction (Breckenridge, 2000; Lubke & Muthen, 2007) , goodness of model fit (Breckenridge, 2000) , accuracy of prior probabilities (Lei & Koehly, 2003) , and standardization of data (Edelbrock, 1979) have also been shown to lead to less error in classification.
Classification analysis methods are ubiquitous in nearly all areas of research. Methods such as discriminant function analysis or logistic regression are often used to help researchers better understand the characteristics of individuals belonging to particular groups, as well as to discover the best variables, and methods for differentiating between groups. Many important decisions are made based on how cases or individuals are classified (e.g. does a student pass or fail a course, does an individual receive treatment for depression, etc.). Thus it is very important to keep the limitations of classification analyses in mind when interpreting results.
The discussion thus far of misclassification errors was restricted to situations where initial knowledge of correct classification is either not necessary (e.g. in the context of cluster analysis and mixture models) or in the case of models which require initial knowledge to be perfect (e.g. in the context of discriminant function analysis). However, what happens when the data classification method best suited to the research purpose relies on initial knowledge of correct classification, but the available data has misclassification errors? Such errors could be due to data entry mistakes, low reliability, or perhaps most likely, inadequate or ambiguous identification schemes (e.g., behavior disorders, learning disabilities, or concept mastery)? How much does initial misclassification of training data impact the ability of classification analysis schemes to accurately recover groups?
When scales or tests of an attribute are involved, researchers have proposed methods for estimating the number of individuals who may be misclassified by the instrument . According to Bross (1954) , at that time opinions about the effects of misclassified data ranged from refusing to work with data containing possible misclassifications because the data are flawed, to believing the effects of misclassified data will cancel each other out and thus not pose a problem. Unfortunately since Bross's publication there have been very few studies on this specific topic. In general, the few existing studies have focused on the effects of initially misclassified data on chi-square analyses, and the available literature appears to advocate a more intermediate position. For chi-square, it has been found that misclassification of data categories does not impact the validity of the test of significance, although it may reduce the power of the test (Bross, 1954; Assakul & Proctor, 1967; Katz & McSweeney, 1979 , and m Ŝ are the estimated mixing proportions, mean vectors and covariance matrices (for FMM it is not necessary to assume equal covariance matricies) for the component distributions, respectively (Hastie, Tibshirani & Friedman, 2001) . In finite mixture modeling, cases are classified as belonging to the distribution to which they have the highest posterior probability. From a conceptual and mathematical perspective, our hypotheses are justified. Based on the research results summarized earlier, it is also reasonable to hypothesize that different characteristics of the data may interact with the ability of DFA and FMM to classify accurately when training data is misclassified above and beyond any "main effects" that may exist. As demonstrated, many studies have reported circumstances and data characteristics which affect classification accuracy when initial data classification is perfect. Such characteristics include sample size, group size ratio, distance between group means, and variance of distributions.
Based on these results, a third hypothesis is justified:
Hypothesis 3: Manipulation of data and distribution characteristics, such as sample size, effect size, and sample size ratio will lead to differences in classification accuracy. In the case of discriminant function analysis these characteristics may interact with initially misclassified data proportions to produce poorer misclassification.
Because misclassification problems can take different forms, it was thought important to investigate the effects of two different types of misclassification. The two types of misclassification examined were random and weighted (See Figure 1) . Random misclassification refers to the situation where any individual or case has the same probability of being misclassified as any other data point regardless of relative position in the distribution. This is ---- Figure 1 About Here----thought to be analogous to situations where misclassification enters datasets through data entry mistakes or human error. Weighted misclassification refers to the situation where, depending on the relative position in the distribution, data points have differing probabilities of being misclassified. In particular, points closer to the overlap of the distributions would be more likely to be misclassified than points lying on the outer tails of the distributions. This situation is thought to be most analogous to classification in diagnostic categories such as learning disabilities, depression or alcoholism. For such scenarios, misclassification will not tend to be random, but rather borderline cases will be misclassified at a higher rate.
STUDY 1
In study 1, data were generated to simulate the situation where data is initially misclassified at random. Once generated, data were analyzed with both discriminant function analysis and finite mixture modeling in an attempt to recover the true groups.
Methods

Data Generation
Generation and analysis of misclassified data was accomplished using the R statistical software package (R Development Core Team, 2007) . Data were generated to meet the specific data and distribution criteria described in Table 1 . Each condition is completely crossed with all other conditions for a total of 216 (4 x 3 x 3 x 6) conditions. The standardized mean difference was used as a measure of effect size. The particular values of effect size were chosen to coincide with Cohen's (1988) guidelines for a small (.2,), medium (.5), and large (.8) effect, as well as a very small (.1, 1/2 the size of small) and very large (1.6, twice the size of large).
----- Table 1 About Here----For the purposes of this paper, data generation was limited to symmetric misclassification. In other words, equal percentages from each distribution will be misclassified. For example, 10% misclassification implies 10% of group A misclassified as B and 10% of B misclassified as A.
To simplify interpretation, data were also limited to one predictor variable. A raw percentage (number of cases correctly classified divided by the total number of cases) is used as a measure of the amount of cases correctly classified.
To achieve data misclassified symmetrically at random, the following procedure was used: First, the R function rnorm() was used to create 2 classes of data with specified means and standard deviations. The distribution with the smaller mean was labeled "distribution A", the distribution with the larger mean was labeled "distribution B". In Study 1, misclassification was at random making every point is just as likely to be misclassified as every other point. For each point, a random number between 0 and 1 (using the runif() function) was generated. If the number was smaller than the desired misclassification percentage (e.g. 0.1) the point would be relabeled as belonging to the other distribution. In other words, if we want 10% of the data to be correct, points with random numbers less than .1 would be misclassified thus ensuring a random 10% of the cases would be misclassified on every iteration.
Analyses
After data were misclassified, a finite mixture model and a discriminant function analysis were performed on the misclassified data. The finite mixture model was run using the Mclust()function located in the mclust R package (Fraley & Raferty, 2002) , with two groups specified. For each iteration, the FMM classes were labeled such that the labeling scheme, which achieved the highest percentage correct for each group was chosen. The discriminant function analysis was performed using the lda() function located in the MASS R package (Venables & Ripley, 2002) . For both DFA and FMM, the default settings for the analysis were used. For FMM variances were assumed unequal, and for DFA variances were assumed equal and prior probabilities were taken from the data. Such a condition was used because FMM generally assume heterogeneous variances whereas DFA generally assumes homogeneous variances. Thus, to be consistent with what tends to appear in the literature, different error structures were used in when evaluating the effectiveness of the procedures. At the completion of each analysis, the classification results were compared to the true data (not the misclassified data) and a percent correct was calculated for each. Also calculated are the percent of group A cases misclassified as group B, and the percent of group B cases misclassified as group A.
Analysis of these percents allows investigation into whether, and under what conditions, the methods may be biased toward misclassification in one direction. 10,000 replications of this procedure were executed for each of the 216 simulation conditions. R code is available from authors upon request.
Results
The percents of correctly classified cases for each classification method are displayed in Tables 2 and 3 (although three sample Consistent with the findings of Breckenridge (2000), deCraen et al. (2006), and Finch and Schneider (2006) , sample size ratio has a substantial impact on the effectiveness of both FMM and DFA. In particular, as group size becomes more and more discrepant, the ability of both FMM and DFA to classify correctly increases. For FMM, the increase in classification accuracy is only marginal, but for DFA the increase is quite large. For FMM, there is a possible interaction between sample size and effect size. For example compare δ = 0 and δ = 1.6 for N = 100. For the smaller effect size we observe 54% correct classification for the 50:50 sample size ratio, and 66% correct classification for the 10:90 sample size ratio: a difference of 12 raw percentage points. For the larger effect size we observe 75% correct for the 50:50 sample size ratio and 76% correct classification for the 10:90 sample size ratio: a difference of 1 raw percentage point. When the sample size is increased, however, the increase in classification accuracy due to sample size ratio increases for the larger effect sizes and decreases for the misclassifies fewer cases from the larger group. As sample size and effect size are increased, these numbers are decreased even further. To illustrate, when sample size is 100 and the sample size ratio is very discrepant (10:90), FMM misclassify between 4% and 7% of the smaller group while DFA misclassifies between 8% and 10% (depending on effect size and percent misclassification). On the other hand, DFA misclassifies less than 2% of the larger group while FMM misclassifies between 19% and 27%. Suppose the smaller group as a target population to be identified (for example, learning disabled or at risk students, alcoholics, or individuals with cancer), DFA can be said to miss a higher percentage of the target population, while FMM can be said to have a higher rate of false positives (see Table 6 ). To summarize, these results indicate that although DFA recovers higher percentages of correctly classified cases, FMM does a better job of recovering the smaller group.
---- Table 6 About Here---STUDY 2 Study 2 followed the same procedure as study 1 except data were generated to simulate weighted misclassification errors. In many cases, especially in contexts where a cut-point is used to place individuals or cases into different categories, misclassifications occur with a higher probability for certain individuals than for others. Very few instruments can reliably distinguish between cases with adjacent scores (Dwyer, 1996) . Thus in these contexts cases nearer to the cut-point are more likely to be misclassified than cases lying further away (Lathrop, 1986; Dwyer, 1996) . To serve as an analog to these situations, study 2 simulated data such that cases with a low probability of belonging to their parent distribution were more likely to be misclassified than cases with a high probability of belonging to their parent distribution.
Methods
Data Generation
As in study 1, data generation and analysis were conducted using the R software package and the raw percentage used as a measure of classification accuracy. Data were generated to the same conditions as in study 1 except data misclassification was weighted, not random. Cases with the lowest probability of belonging to their parent distribution were more likely to be misclassified than cases with a higher probability of belonging to their parent distribution. To achieve this type of misclassification, a procedure similar to study 1 was used. Instead of generating a random number between 0 and 1 for each case and comparing to the percent misclassified overall, the random number was compared to a scaled cumulative probability of the point (thus weighing unlikely cases more likely to be misclassified) so that we could control the proportion of misclassified data. When this procedure is used, without a scalar approximately 50% of the cases will be misclassified every time. By multiplying by an appropriate scalar, k, the percent of data misclassified could either be raised or lowered by lowering all of the probabilities by the same amount making it either more or less likely for data to be misclassified.
An optimization program was then written to determine the values of k that were necessary to achieve 0%, 10%, 20% and 30% weighted misclassification.
Analyses
As in study 1, a finite mixture model and a discriminant function analysis were run and the result was compared to the known classification. Again, the percent of group A cases misclassified as group B, and the percent of group B cases misclassified as group A were calculated.
Results
Results from the largest and smallest sample sizes from the weighted condition are presented in Tables 7 -10 . In general, the results using weighted misclassified data mirrored the results from the randomly misclassified data in study 1. As in the random condition, classification accuracy increased slightly with the increase in sample size, and increased dramatically with increase in effect size and sample size ratio. As before, the initial misclassification does not affect the FMM solutions. Also, as expected, we see a decrease in DFA classification accuracy as the percent of misclassified training data in the sample is Again replicating the results of study 1, the same pattern regarding the increase in classification due to sample size ratio emerges. For DFA the increase in accuracy due to sample size ratio is quite large, whereas, the increase is only marginal and appears to be reduced as effect size increases for FMM. It should be noted that, we see exactly the same patterns for FMM in study 1 and study 2 because FMM do not take training data into account. It does not matter how the data were misclassified, the results will be identical. Thus the FMM results of study 1 and study 2 are exact replications of each other.
When looking at the direction of misclassification (shown in Tables 9 and 10) a pattern ----Tables 7, 8, 9 and 10 about here---similar to that in study 1 emerges. Recall that in study 1, when data were misclassified at random it was observed that FMM and DFA misclassify cases in opposite directions: FMM tends to misclassify in favor of the smaller group while DFA tends to misclassify in favor of the larger group. When data were misclassified systematically, in general we see the same pattern.
However, in the 70% correct training data condition and the highest effect sizes of the 80% correct condition the pattern changes. The FMM pattern stays the same, but for DFA, the direction of misclassification reverses: DFA begins to misclassify in favor of the larger group instead of the smaller group. This effect is more extreme as effect size and discrepancy in sample size are increased.
Comparing the random and weighted conditions, we can see that the random condition had a larger impact on classification accuracy of the DFA 50:50 condition than the weighted condition. However, overall the 50:50 condition appears to be impacted the least by misclassified data. The weighted condition had a stronger effect on classification accuracy of DFA than the random condition for the sample size discrepant conditions. The reduction in accuracy for the weighted condition ranged from 3-14 raw percentage points for the 25:75 condition and .9-15 raw percentage points for the 10:90 condition. In contrast, the reduction in accuracy for the random condition ranged from around 8 raw percentage points for the 25:75 condition and 1-2 raw percentage points for the 10:90 condition. Sample size ratio also did not seem to make as strong an impact in the weighted condition, though this is likely due to the stronger effect of the misclassified data lowering the accuracy of DFA.
Conclusion
The results of these studies indicate that misclassification of training samples does have an impact on classification accuracy to a degree not previously understood or documented. In addition, in line with previous results, increased sample size, effect size, and discrepancy in the ratio of sample sizes all lead to increases in overall classification accuracy. We also learn that, consistent with Lachenbruch (1997) initial misclassification of groups (done at random) has relatively little impact on the classification accuracy of DFA. In contrast, systematic misclassification of groups has a much larger impact on the classification accuracy of DFA.
Neither type of misclassification affected the accuracy of FMM since initial classification is not part of the FMM.
In comparing accuracy between FMM and DFA, DFA displays higher classification accuracy in the majority of cases, whereas FMM displayed higher classification accuracy mainly in the 50:50 condition at the lower effect sizes. The data also indicated the presence of an interaction between effect size and sample size ratio for FMM. The increase in accuracy due to sample size ratio appears larger for the smaller sample sizes than for the larger sample sizes.
The introduction of weighted misclassified data had interesting effects on classification accuracy and direction of misclassification for DFA. In general the same patterns regarding classification accuracy and interaction with other variables were observed, except weighted misclassified data produced more inaccuracy in classification than misclassification at random.
It was also observed, that for the extreme cases of misclassification (especially for large effect sizes) in sample size discrepant conditions, weighted misclassified data causes the direction of misclassification to reverse. It is likely, that misclassified data does not actually cause DFA to reverse its direction of misclassification, but rather, the extreme amount of misclassified data causes so many classification errors that the percents do not accurately represent how the data are being classified by the model.
Arguably the most noteworthy results of the paper are the direction of misclassification for finite mixture modeling and discriminant function analysis. When group size is discrepant, FMM and DFA tend to be biased toward making errors in different directions. For DFA, more classification errors are made classifying cases from the smaller group as being from the larger group. For FMM, more classification errors are made classifying cases from the larger group as being from the smaller group. Thus, even though the DFA achieves overall higher levels of classification accuracy in the majority of conditions, when group sizes are discrepant, FMM better captures the smaller group: a higher percentage of the cases from the smaller group are correctly classified. These results (found in study 1) were largely replicated in study 2 with weighted misclassified data (with the exception of DFA reversing direction at the extreme cases of misclassification). As will be discussed in the next section, these findings have important practical implications for determining when use of each technique is appropriate. A few studies have already documented the direction of misclassification for discriminant function analysis (Breckenridge, 2000; Lei & Koehly, 2003) . However, the comparison with finite mixture modeling and implications for practical use are new contributions to the field.
Discussion
This paper shows that the relationship between initial misclassification of groups and classification accuracy differs depending on misclassification type, data and distributional characteristics, and analysis used. For finite mixture modeling the relationship is clear: initial misclassification of groups has no effect on classification accuracy, as finite mixture modeling does not use in any way initial knowledge of group status. For discriminant function analysis, where initial knowledge of group status is required, it is clear that there is a small effect when data are symmetrically misclassified at random and a larger effect when the data are symmetrically misclassified in a weighted fashion. We also learn that finite mixture modeling and discriminant function analysis tend to misclassify cases in opposite directions: finite mixture modeling misclassifying in favor of the smaller group, and discriminant function analysis misclassifying in favor of the larger group.
The results presented in this paper have practical implications for the decision of when to use each technique. Because of its demonstrated high levels of accuracy, discriminant function analysis may be the method of choice when the researcher is most interested in recovering the highest percentage correct. However, as the results of both study 1 and study 2 indicate, there are times when finite mixture modeling may provide a better alternative. In situations where the group sizes are approximately equal and expected effect size is low, finite mixture modeling has demonstrated higher levels of classification accuracy. In situations where group sizes are unequal, although it demonstrates lower classification accuracy overall, finite mixture modeling captures higher percents of the smaller group when sample size ratio is discrepant. It is easy to think of situations where identifying as many cases from a smaller target group is the most important goal of the analysis. For example, learning disabled students typically make up approximately 3-10% of the overall student population (Hallahan et al., 2007) , and thus (when samples are representative of the population) we would see a sample size ratio of likely at most, 10:90. When screening students for learning problems, it is arguably more important to find as many of the at risk students as possible. Thus, an argument can be made that it is far more desirable to error in the direction of initially misclassifying more students as having learning difficulties who do not, than to overlook students who truly have a learning difficulties. Follow up identification techniques can then be used to screen out students who do not have a disability (however, this is just one of many potential options for learning disability screening procedures). This is a situation where finite mixture modeling might provide a more desirable approach.
Although the mixture model is likely to misclassify more non disabled individuals as learning disabled than the discriminant function analysis, individuals misclassified are going to have scores similar to those who are correctly classified. Thus, these students are likely to be low achieving and would still benefit from the special interventions given to learning disabled students (Holden, 2007) . The same considerations could be made in the medical field. When screening individuals for medical problems, it is arguably more important to diagnose an individual as having a medical problem (when they are healthy) than to miss the medical problem of an unhealthy individual.
Other considerations to make when selecting a statistical classification method might be the ratio of sample sizes and effect size expected. If the researcher expects sample sizes to be approximately equal with a low effect size, a finite mixture model can provide a more accurate solution than a discriminant function analysis.
The robustness of discriminant function analysis to random misclassification in training data comes as welcome news. However, it is somewhat worrisome that weighted misclassified data poses such a threat to classification accuracy in discriminant function analysis, especially because it is the more realistic of the misclassification scenarios studies. Discriminant function analysis is one of the most commonly used classification analysis procedures. Although random data mistakes are easy to make, weighted misclassification due to implementation of cut score schemes is far more likely to occur in practice. Even more worrisome, perhaps, is that researchers usually do not know the degree of misclassification which exists in our particular datasets. Thus, it is important to take possible effects of misclassification into account when interpreting results of a discriminant function analysis.
As a final note, there are several extensions to this line of research which could be beneficial. It is likely that the results of the present research would differ greatly if data were not restricted to symmetric misclassification. This paper provides strong evidence for the observation that when data are misclassified in a symmetric fashion there are small to moderate effects on the accuracy of discriminant function analysis. However, an extension may be to investigate how asymmetric misclassification impacts discriminant function analysis. When data are misclassified symmetrically, the group size ratio after misclassification stays more or less equal to the group size ratio of the true groups. What happens to classification accuracy when misclassification changes the group sizes? More research into this situation is warranted. It is also important to remember that the present studies only used one predictor variable in the analyses and restricted the situation to the two group case. Thus two other interesting extensions would be to multiple predictor variables, and multiple group cases.
Another interesting direction of research is looking into the consistency of classification for finite mixture modeling and discriminant function analysis. What can we learn if a case is initially classified as belonging to group 1 and is placed in group 1 by both finite mixture modeling and discriminant function analysis? What if it is initially classified as belonging to group 2 both discriminant function analysis and finite mixture modeling classify the case as belonging to group 1? It is possible that a combination of these approaches may be able to inform us about possible misclassification errors in our data. More research into this area is certainly warranted.
The results from the present studies provide strong implications for the practical use of DFA and FMM. Research into misclassified data and misclassification analysis is very important for understanding when to use which classification method, and the implications of using one method over another. A better understanding of these concepts will eventually lead to better accuracy in classification, and better accuracy in classification should be a goal for all areas of research that use classification methods.
Footnotes:
1. The term "group" is most appropriate when referring to a variable which is directly observable. The term "class" is most appropriate when referring to a latent, or unobservable variable.
2. In Discriminant Function analysis, The covariance vectors ( S ) need not be equivalent across groups. More than two groups may also be used, though the focus of this paper restricts the number of groups to two. 
