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Abstract 
Meredith, D. and H. Rasmussen, Rational approximation schemes for unstable Hele-Shaw flows, Journal of 
Computational and Applied Mathematics 42 (1992) 199-214. 
A rational approximation method or spectral method is developed and applied to the numerical calculation of 
unstable free surface flows in a Hele-Shaw cell. It is used to solve the potential problem. Both Eulerian and 
Lagrangian representations of the moving boundary have been used. The evolution equation for the moving 
boundary is reduced to a system of coupled ordinary differential equations which are solved numerically by a 
second-order implicit procedure with adaptive he steps. The unstable Hele-Shaw problem has two types of 
exact solution, one, the Saffman finger, remaining analytic for all time and the other leading to a cusped 
profile in a finite time period. The efficacy of the complete numerical procedure is demonstrated by 
comparing the obtained numerical solutions with these exact solutions. For the Saffman finger we get exceilent 
results f Jr more than three times as long a time period as previously reported. We also show that a standard 
linear approximation to the potential is not nearly as successful as a nonlinear approximation. Correct 
qualitative behaviour is obtained for the more difficult cusping problem. 
Keywords: Rational approximations, spectral method, unstable Hele-Shaw flows. 
1. Introduction 
The evolution of the interface between two fluids in a Hele-Shaw cell represents an 
important free boundary problem. In those cases where the surface tension effects are small, 
the mathematical model of Hele-Shaw flow can be extremely i!l-posed. This means that even 
small inaccuracies introduced by numerical computations can lead to significant deviations in 
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the ensuing flow pattern. The situation is much improved under the stabilizing influence of 
increased surface tension, yet still these problems can lead tc highly distorted surfaces that are 
difficult to simulate numerically. 
This work is chiefly concerned with the development of approximate methods that can 
accurately deal with the unstable flows associated with low surface tension. In particular, we 
discuss the application of two rational approximation techniques to the most difficult case, that 
of zero surface tension. There is an advantage to be gained by doing so. Only in the limiting 
case of zero surface tension are exact solutions available. This makes such Hele-Shaw flows a 
valuable aid in the testing of numerical procedures. In addition to the standard linear 
approximation, as analyzed in [15], we develop a new nonlinear approximation method for the 
velocity potential. The nonlinear method, together with a Lagrangian representation of the 
moving boundary, makes it possible to monitor the moving boundary for greater time periods 
than those reported by previous authors. The integrity of the scheme has been checked by 
direct comparison with some exact solutions. 
The mathematical model of free surface Hele-Shaw flow consists of Laplace’s equation for 
the velocity potential and an evolution equation for the free surface. We solve the potential 
problem by boundary approximation methods in which the potential 4 is replaced by either a 
linear or a nonlinear function of some unknown parameters. This approximation is chosen to 
satisfy Laplace’s equation and the boundary condition on the free surface is used to determine 
the parameters. 
The solution to the unstable Hele-Shaw problem takes one of two forms. In ‘he first type, 
usually referred to as the Saftkzan finger, the free surface is initially analytic and remains 
analytic while developing into a long protuberance. In the second type, which we shall call the 
cuspin: sohtion, an initially analytic free surface develops a cusp in a finite time. 
During the last ten years a number of papers have appeared on the numerical treatment of 
the unstable Hele-Shaw flow. In [16] the method of imbedding to treat the cusping flow 
problem is used, while in [22] the motion of the interface between two fluids in a Hele-Sk3w 
cell is recast in terms of the evolution of a vortex sheet. This allows them to study the behaviour 
of many competing and interacting Saffman fingers. In [7] a boundary integral method together 
with a smoothing technique is used to investigate the long term evolution of a Saffman finger 
with low surface tension. In [4-61 an integral equation for the normal velocity of the interface 
in a Hele-Shaw cell is developed. In [l] a variant of the boundary-integral method is used to 
determine numerically the conformal mapping, and hence the free surface which maps the fluid 
region onto a unit circle. Some direct comparison with exact solutions is provided. 
Even the most impressive results reported in the literature do not deal adequately with the 
case of low surface tension. In addition, these procedures often use sophisticated techniques 
for smoothing the computed free surface every few time steps. We emphasize that the methods 
presented herein are applied to the limiting case of zero surface tension and do not use 
smoothing techniques. 
2. Formulation 
The flow in a one-phase Hele-Shaw cell can be modelled by a combined boundary and 
initial-value problem for a potential 4(x, y, t) and the unknown free surface y =f(x, t), where 
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Fig. 1. Definition sketch. 
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Fig. 2. Transformed plane. 
x and y are the components of a rectangular coordinate system and t is the time variable. For 
a derivation of th ..e matbPr?atical model, see 131. We consider the case where 4 and f are .&_.. . .._.. 
periodic in x with period 2~. Thus C/&Y, y, t) and f( x, t) must satisfy 
45, + @J,y = 0, (2 1) . 
and the boundary conditions 
4 =o. at Y =f(x, t), (2 2) . 
4Q’ +L as y + -00; (2 3) . 
see Fig. 1. The moving surface is given by 
fi = - (4, -fx&), (2 4) . 
where 4, and C#Q are evaluated at y =f( x, t). Initially we have 
0x9 0) =.M47 (2 5) . 
where f,(x) is the prescribed initial profile of the moving boundary. The boundary condition 
(2.3) models the suction or injection of fluid from the cell at minus infinity. 
If we let 
E ,pI eiux 
represent a small disturbance to the moving boundary, it is easily shown that the growth 
parameter p is positive if +,, tends to 1. Thus we see that the moving boundary is unstable if 
the flow is driven by suction at y = - 00. 
Since we shall only consider this unstable situation, we will replace the boundary condition 
(2.3) by 
4y’ 19 as y + --oo. (2 6) . 
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Two basic solution types are known to exist for this unstable problem. We illustrate both 
types with examples for which the initial free surface: is a given analytic curve of the form 
y = --E cos x + O(G). (2 7) . 
In the first type, the free surface remains analytic for all time and forms a long protuberance 
occupying a fraction of the width 2~. It is usually called a Saffman finger. For more details, see 
[l&20]. In the second type a different curve is prescribed initially with the same form as (2.7). 
In this case, however, the free surface remains analytic only for t less than t * when a cusp 
develops. See [ 1 l]. This solution will be called the cusping solution. 
The evolution equation (2.4) for the free surface y =f(x, t) can be written in different 
forms. In order to avoid numerical differentiation of the approximation to f(x, t ) to obtain Jr, 
we can differentiate (2.2) and substitute for & in (2.4). Hence we get 
(2 8) . 
For a complicated flow the surface may cease to be representable by a single-valued function 
f(x, I) of X. This difficultv can be overcome by using a Lagrangian description of the surface 
dx dy 
dt- 
- -&, ; = -&.* (2 9) . 
The coordinate pair (x-(t), y(t)) describes parametrically the path of a specific free surface 
particle originating at given coordinates in the (x, y&plane. Experience has shown that this 
Lagrangian description of the moving surface permits the numerical simulation of an unstable 
free surface to proceed fi!rther in time than the corresponding Eulerian description (see for 
example, the Rayleigh-Taylor calculation of [ 141). 
3. Numerical procedure 
The numerical procedure to be presented for solving the free surface problem outlined in 
the previous section consists of two parts; given an approximation for & and & at y = f( X, t ) 
we must solve either of the evolution equations (2.8) or (2.91, and then knowing f(x, t ) we must 
solve Laplace’s equation for 4 and its derivatives. The location of the free surface is described 
by a specified number of boundary points 
((Xi, yi=fi), i= 1,2,...,t?l). 
In either the Eulerian or Lagrangian description the evolution of the free surface may be 
approximated by a coupled system of ordinary differential equations 
v, = F(v, t). 
This system is integrated numerically using the following predictor-corrector format: 
[‘(IIf 1) 
I = l’!“-” + 2 AtFjn), I [‘!I’+ 1) 1 = q!‘z) + 0.5 At( E;1(“) + Fj’,+ l)), 
where L’,(“) represents the solution at k’i and after n time steps with At = t(‘l+ I) - t(‘? Instead 
of iterating on the second equation to get a solution of sufficient accuracy the step-size At was 
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adjusted in such a fashion that one application of the two equations gave sufficient accuracy. 
An algorithm for accomplishing this is described in [2]. It has the following form. Let T be the 
truncation error and let T be a specified error tolerance. Then At at each stage is chosen to 
satisfy the condition 
The calculation proceeds with a given step-size At, making one application of the predictor and 
one application of the corrector until this condition is violated. At this stage a new step-size is 
chosen such that the error tolerance is maintained and the calculation is restarted. Since the 
predictor equation requires two starting values, a single step Euler method is used to restart it. 
Turning to the potential problem, we describe two methods of solving for the potential at 
fixed times t. Both methods are examples of the approximation of 4 by known harmonic 
functions. In the first case the approximation is given by a linear combination of solutions to 
Laplace’s equation. Thus if each of these solutions is denoted by Uj(X, y), C/I is approximated 
bY 
I1 
+,I 'Y + C bjLdj(x, Y), (3 1) . 
where each b,. is an unknown parameter which will be chosen so that the boundary conditions 
are satisfied approximately, and 
V’Uj = 0, 
for j=O, l,..., n. The term y is included so that the 
satisfied. 
This is a form of the standard spectral method (see [9]>, 
problems in [8,17]. 
boundary condition as y + --oo is 
and has been applied to water wave 
In the second case the approximations are nonlinear functions of the unknown parameters 
and typically take the form 
4t, =Y + 5 bjy(b~~+j~ x9 Y), P-2) 
j=O 
where y is a solution of Laplace’s equation, and each bj is an unknown parameter. 
In both cases, the approximations ought are to be the “best” in some sense. More precisely, 
the best approximation +,T must satisfy 
In what follows, we have chosen the disc&e L, norm. Once the forms for u or y have been 
chosen, (3.1) and (3.2) will be referred to as the linear and nonlinear approximation, respec- 
tively. In point of fact, both methods may be simply characlerized as best approximations by 
rational functions of an appropriate complex variable. To see why this is the case, consider the 
following: let 
[=exp(-iz), z=x+iy, l=&Fiq. 
D. Meredith, H. Rasmussen / Approximation of unstable flows 
This maps the domain D of Fig. 1 conformally onto the domain Dg shown in Fig. 2. The real 
part of the rational function 
r P 1r 9 1-l 
is a solution to Laplace’s equation, and 
one of minimizing the error residual 
(3 3) l 
the best approximation problem in the c-plane becomes 
II Q, - Re( i In 5 + R,,( 5)) II l
A linear approximation of the form (3.1) is obtained for 4 = 0. If, in addition, the original 
problem is symmetric about x = 0, we have 
Uj( X, Y) = eiy COS(_iX), 
so the approximation (3.1) becomes 
&,=Y+6,+ ibj ej’COS(iX). 
j=l 
An analysis of the existence and rate of convergence of this linear approximation can be found 
in [I5]. 
The coefficients bj are found by minimizing the least square difference between &I at the 
moving boundary and the boundary condition 4 = 0. That is, we must find 
rnp E fi +b,+ k bj eif, COS(jXi) 
J I ! 
2 l/2 
\ 
9 
i=l j=l 11 
for m 2 n. In general we have found that the best results are obtained when the system is 
overdetermined, i.e., m > n. 
As shown in [15], the number of terms required for a given order of accuracy is strongly 
dependent on the existence and closeness to the free surface of singularities in the boundary 
data describing the initial surface. Furthermore, the resulting finite algebraic problem is 
typically ill-conditioned and has seen limited use in applications having distorted boundaries. 
The nonlinear approximation described below, is both better conditioned and less sensitive to 
the presence of singularities. 
For the nonlinear approximation, we choose a rational function which is a ratio of two 
polynomials in 5 each of degree n. We shall also assume that the approximating rational 
function has a partial fraction decomposition involving simple poles only. That is, we let 
(3 4) . 
Rational approximations can often be interpreted as an accekration of polynomial approxi- 
mations. For example, consider the sequence {S,,} of partial sums of a given power series 
i=o 
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In [21] a SequeK~ of operators e,(S,,) is defined, which, when applied repeatedly, can 
accelerate the convergence rate of an otherwise slowly convergent sequence {S,,}. A familiar 
example is 
e,(S,*) =
S,*+lS,*-1 -s,T 
s 
,,+I +L1 -2sn ’ 
which is the well-known Aitken acceleration process. Shanks [21] goes on to show that 
e&J = IL,, k > n, 
so that the rational approximation Rk,, can exhibit stronger convergence properties than the 
polynomial approximation S,,. 
If the original problem is symmetric about x = 0, then the poles ~~ lie along the real axis in 
the c-plane and the constants A, are also real. Furthermore, if we restrict the singularities to 
lie along 8 = 0 only, then we can choose ~j = exp( bj + ,, 1 and the expression for &, has a 
particularly simple form in the (x, y&plane. Thus after some simplifications we get 
+**=Y +b[)+ 2 bj 
i 
sinh(bj+** -Y) 
j=l ‘Osh( bj+,* I -y)-cos x l (3 5) . 
For a domain D defined by -T <X < n, --oo < y <g(x), the only singularities in &, are along 
the y-axis at the points y =bj+,,, j = 1, 2,. . ., n. We can restrict the singularities to lie outside 
D if bj+,, > g(O) for each j = 1, 2,. . . , n. 
Establishing the existence of a best approximation for the nonlinear case is more compli- 
cated than for the linear case. Following [lo] we define a y-polynomial of order IZ to be any 
element of L,@D) of the form (3.5) with (x, y) E aD and cy d ,!++,, < bZ+,, < . * * < bZ,, <p. 
Denote by P,,,, the set of all y-polynomials of order n. Then, for given f~ L,@D), the best 
approximation problem becomes: find +* E P,,,, such that 
II+*-fII= inf IMy--fIlp. 
4, E &I 
Now the existence of a y-polynomial of best approximation does not immediately follow, as 
in the linear case, for the set PY ,, is not closed. That is, it can be shown that there exists a 
sequence of derivatives of the y-polynomials whose limit is not contained in P,,,,. In [lo] it is 
shown how to circumvent this difficulty by enlarging the set in an appropriate way to include 
derivatives of the polynomials up to order n - 1. The set extended in this way admits of a best 
approximation, but the usefulness of the result remains in question. For example, the set of 
singularities bj+,,, j = 1,. . . , n, would not normally be restricted to the closed set [a, p] but 
would in fact be chosen from the set (g(O), 00). 
The above discussion should at least provide some indication of the complexities of a 
nonlinear approximation problem. 
As in the linear case the coefficients bj are found by minimizing the least-square difference 
between +,, at y =f(x, t) and the boundary condition. The function to be minimized is tr!b) 
where 
hi(b) =fi + b, + i bjy(b,+j, xi), 
j-- 1 
for i= 1,2,..., m and m 2 2n + 1. That is, we wish to find b E W”*+ ’ which minimizes 
H(b)= l~h(b)l12=h’h. 
This minimization problem was solved using the Levenberg-Marquardt algorithm [12,131 in the 
MINPACK version from Argonne National Laboratory. 
4. Saffinan finger 
For the numerical results reported in this and in the next section we have scaled the 
coordinates with a factor 7c so that we now consider the interval - 1 <x < 1. We have also 
assumed that the free surface is symmetric about x = 0. 
For the Saffman finger we use the initial profile given by 
’ ln[ 7= -- 3 Tr E cos rTx + (1 - E’ sin%rx)1’2 1 , 
which to the first order in E is of the form 
Y = - z cos RX + O(E’). 
This profile will remain analytic and form a long finger protruding into the fluid. The analytic 
solution takes the form 
1 
z = i- 
Ti f 
mv - ff(i) - ln( 1 + b(t) exp@w))], 
where w = $J + i$ is the complex potential and 
a(r) = t + 0.5 ln[l - 6 + E-) exp(tt)], 
E 
2 
b(t) = 
(1 -E’) exp(-2t)+G 
E = 0.2 is used in the following calct?ations. This solution was first presented by Saffman [18] 
and is commonly referred to as the Saffman finger. 
Convergence; Saffman finger: linear approximation; t = 0.50 
I1 171 E* EdI EdI 
10 30 0.105~10-~ 0.246~10 - I 0.252.10 - ’ 
15 45 0.122*10-” 0.423 10 - - z 0.431. lo-’ 
20 60 0.156.10-’ 0.722.10--’ 0.731 *lo-” 
-F 
30 90 75 0.214. lo-’ 0.123. lo-” 0.124.10-” 
0.303. 10-h 0.208. lo-” 0.210* lo+ 
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Table 4.2 
Convergence for the Saffman finger; n,dinear approx- 
imations; t = 0.50, m = 24, total number of unknowns 
2r1 + 1 
Table 4.3 
Values of parameters; H = 5, m = 24 
Coefficients Singularities 
E&J “*, E*, 4, = -0.182 6, = 0.594 
6, = 0.408 b, = 0.067 
0.202 * 1o-4 0.368 - lo--’ 0.380. lo- 3 = 0.178 
lo-’ 10 ’ 10-j 
b, b, = - 0.209 
0.864. 0.203 - 0.209 = 0.107 = - 0.377 
0.367 - lo- 7 0.105 - lo-” 
b, b,, 
0.108 - lo-” b., = 0.064 b - IO = 0.467 
- b, = 0.027 
The convergence 
t = 0.50 is shown in 
defined by 
of the linear approximation to the potential problem at a fixed time 
Table 4.1. The root mean square error E, of 4 at the free surface is 
with the errors for the derivatives of C$ being defined in a similar manner where 4. 4, and &, 
are obtained from the analytic solution and the derivatives of d,, are obtained from term-by-term 
differentiation of the series approximation $,,. 
Stiliie estimates of the convergence for the nonlinear approximation to 4 for a fixed time 
t = 0.50 are shown in Table 4.2 with the parameters given in Table 4.3. The positions of the 
singularities are shown in Fig. 3. It is clear that the nonlinear scheme provides much stronger 
convergence properties than the linear scheme and v&f\, a smaller number of parameters. 
Time dependent results 
Some calculated profiles using ar, Eulerian representation and a linear approximation with 
n = 20, m = 40 are shown in Fig. 4 for different values of t and are compared with the analytic 
Y 
0.8 
1 
t 
Fig. 3. Location of the singularities in the nonlinear approximation of the Saffman finger; t = 0.50. 
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1 
-I 
Fig. 4. Saffman profile using a linear approximation 
and an Eulerian ispresentation; n = 20. m = 40, t = 0.0, 
0.1,5.3,0.5,0.7. 
Fig. 5. Saffman profile using a nonlinear approxima- 
tion and a Lagrangian representation. The dotted curve 
is the exact solution; n = 5, m = 38, t = 0.0, 0.2. 0.4, 
0.6,0.8, 1.0, 1.2, 1.4, 1.6. 
solution. Note that it is only at I = 0,7 that the two differ. The maximum time step used was 
0.05. In Table 4.4 we compare the computed and exact values of f(0, t). No significant 
improvement is found if a Lagrangian representation is used. 
A Lagrangian treatment of the Saffman finger using the nonlinear approximation for the 
potential with n = 5 and no = 38 together with the exact solution is shown in Fig. 5 for different 
values of i tip to 1.6. It is clear that there is excellent agreement up to t = 1.0 while for the 
later times the agreement is still quite good. A comparison of computed and exact values of 
fc0, r) is given in Table 4.5. We were able to obtain the correct qualitative solution behaviour 
up to a time of t = 2.00 before noticeable corrugations appeared in the vertical walls of the 
Saffman finger. 
In order to minimize the time spent in the nonlinear solver and to forestall possible 
divergencies, the maximum time step-size was reduced to 0.005. In this way the coefficients in 
the series approximation at one time level could be accurately used as first iterates in the 
nonlinear solver at the next time level. 
Table 4.4 
Comparison of computed and exact values of fC0, t 1; Saffman finger; linear aoproximation; Eulerian representation 
t n= 10 II = 20 n = 25 Exact 
0.1 -0.181343 -0.181343 -0.181343 -0.181341 
0.3 - 0.453424 - 0.45344 1 - 0.45344 1 - 0.453435 
0.5 - 0.768663 - 0.769947 - 0.770530 - 0.769968 
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Table 4.5 
Comparison of computed and exact values of fC0, t ); nonlinear approximation; Lagrangian representation 
t n= 3 n= 4 n = 5 Exact 
0.2 -0.312507 
0.4 - 0.605724 
0.6 - 0.944816 
0.8 - 1.31407 
1.0 - 1.68649 
1.2 - 2.04747 
1.4 - 2.39449 
1.6 - 2.72533 
- 0.312506 
- 0.6ci5739 
- 0.945360 
- 1.31892 
- 1.70169 
- 2.07810 
- 2.44287 
- 2.79558 
- 0.312506 
- 0.605739 
- 0.945422 
- 1.32022 
- 1.70792 
- 2.09272 
- 2.46909 
- 2.83578 
- 0.312504 
- 0.605722 
- 0.945305 
- 1.32019 
- 1.71184 
- 2. I0935 
- 2.50862 
- 2.90842 
As the free surface evolves, the Lagrangian points describing it move relative to each other. 
Thus the points near the tip move away from x = 0 as t increases leaving a scars@ of points. 
For example, in one case the point initially located at x = 0.0001 reached a position of x = 0.25 
by the time t = 2.0. In order to diminish the resulting loss of accuracy near the tip the points 
were clustered near x = U initially. More sophisticated techniques can be used, but presenting 
the calculated free surfaces without using techniques that might introduce artificial smoothing 
was desired. 
The Eulerian representation worked reasonably effectively using the nonlinear approxima- 
tion to 4, although a breakup in the free surface is evident at earlier times. For example, with 
n = 5 and m = 40 equally spaced x-values, some irregularities show up in the surface profile by 
approximately I = 1.4. The difficulty seems to be with the calculation of f.r which is not 
required in the Lagrangian formulation. Since the obtained results were not nearly as accurate, 
we have not included any representative xamples of them. 
In general we can conclude that the linear approximation gives excellent results up to 
t 2: 0.6. By comparison Aitchison and Howison [l] are able to reach I = 0.4 only. WX!e these 
results are a noticeable improvement, they are completely eclipsed by the performance of the 
nonlinear scheme. The nonlinear approximation together with a Lagrangian formulation of the 
free surface is able to successfully model the Saffman finger for up to four times as long as the 
calculations of [ 11. 
5. Cusping flow 
In the cusping flow the initial profile is an analytic curve which for small E can be written in 
the form 
Y =f(x, 0) = -; cos Trx + O(E2). 
The solution can be expressed as 
.l 
z=1- TW 
Tr 
( - b,(t) -b,(t) eaw), (5 1) . 
fiblc 5.1 
Accuracy for the cusping profile; linear approximation: I = 0.25, tl= 15 
!?I E& % % 
15 0.434 -10 - ‘? 216.0 42.7 
20 0.0017 0.0506 0.0552 
30 0.0917 0.05 14 0.0538 
60 0.0016 0.05 11 0.0524 
where w = 4 + i$ is the complex potential, and 
b, exp( -b,,) = E, 
I) 2 b~~-OS bi=t-OS E 7 
together with the initial conditions 
b,,(O) = 0, b,(O)=e, O<E< 1. 
The mapping (5.1) ceases to be conformal when a zero of dz/dw reaches the boundary. In 
[l I] it is shown that a singularity in dz/dw resides outside the domain at c = 0, but that it 
steadily approaches the boundary as time advances. They also show that the profile will develop 
a $ power singularity at 
1 
t=t*=- ; &I)-loge). 1 ( T - 
We shall use E = 0.2 for the numerical results and then we have 
t" =0.359 511 253 and f(0, t*) = -0.830 609 884. 
We shall now discuss some of the calculations which have been carried out using both the 
linear and nonlinear boundary approximation. 
In order to check the order of convergence for the linear approximation, we have applied it 
to the potential problem at a given value of t, i.e., t = 0.25. In Table 5.1 we show the effect of 
increasing in, the number of points along the moving boundary, with a fixed number, n = 15, of 
terms in the linear expansion for 4. The exact solution for 4 at t = 0.25 was used for 
comparison. We see that for m = n = 15, E,, and E,r are not acceptable while E, is very 
small. This is a striking example of the shortcomings of standard collocation. On the other 
hand, as m is increased, 4, and &, approximate the exact value with reasonable accuracy. 
In Table 5.2 the rate of convergence for increased rz and m is shown. The singularity is a 
vertical distance of 0.067 from the moving boundary at I = 0.25 and a distance of 0.0345 at 
Table 5.2 
Cowergence for the cusping profile; linear approximations 
t n M EdI E&l Ed\ 
0.25 15 45 0.0016 0.05 12 0.0529 
0.30 15 45 0.0080 0.206 0.217 
0.25 30 90 0.0002 0.0112 0.0114 
0.30 30 90 0.0028 0.123 0.176 
0.25 60 180 0.8. lo-’ 0.0014 0.0014 
0.30 60 180 0.8, 1O-3 0.0709 0.0679 
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Table 5.3 Table 5.4 
Convergence for the cusping profile; nonlinear approx- 
imations: t = 0.25, m = 24, total number of unknowns 
Values of parameters; n = 5, m = 24 
2n + 1 Coefficients Singularities 
n Ed % E% 
6,) = -0.124 bh = 0.614 
b, = 0.276 = 
lo-” lo-* 6, 
0.098 
3 0.165 - 0.460 - 0.513 - 1o-2 = 0.083 = 
4 0.196 - 1O-4 0.559 
b, 
b, 
-0.146 
- lo-” 0.898 - lo-” 6, = 0.032 
5 0.230 lo-’ 0.114 lo-” 0.818 10 -4 b, 
= - 0.279 
- - * b4 = 0.011 b 10 = - 0.347 
b, = 0.002 
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Table 5.5 
Comparison of computed and exact values of f<O, t 1; linear approximation; Eulerian representation; m = 60 
t n = 15 
0.10 - 0.1950 
0.20 - 0.3452 
0.?5 - 0.4316 
0.30 - 0.5272 
0.33 - 0.5876 
n = 30 
- 0.1950 
- 0.3458 
- 0.4347 
- 0.5357 
- 
n = 45 
-0.1950 
- 0.3458 
- 0.4350 
Exact 
-- 0.1949 
- 0.3454 
- 0.4346 
- 0.5438 
-0.6313 
t = 0.30. Clearly the rate of convergence increases as m and n increase and decreases as the 
singularity approaches the boundary. 
The order of convergence was also checked for the nonlinear approximation to the potential 
problem at t = 0.25. Table 5.3 shows some representative results with the corresponding values 
of the parameters for n = 5 and uz = 24 given in Table 5.4. 
Time dependent results 
In Table 5.5 we show some results for f(0, t) using the linear approximation 
Eulerian description and m = 60; the blank entries indicate that no solution could be 
before the minimum step-size was reached. 
Figure 6 shows the calculated profile (using n = 30) at different times together 
analytic solution. Satisfactory solutions cannot be obtained for t > 0.30. 
f(x.tl 
-0.8 - 
Fig. 6. Cusping profile using a linear approximation 
and an Eulerian representation. The dotted curve is 
the exact solution; n = 30, m = 60, t = 0.0, 0.1, 0.2, 
0.27, 0.31. 
f(x.t) 
with the 
obtained 
with the 
- 1.0 - 0.4 . 
, 1, 
- 
1--, 
- 
\-+ lo 
- 0.4 
. . . . . 
- 0.8 1 
Fig. 7. Cusping profile using a nonlinear approximation 
and a Lagrangian representation. The dotted curve is 
the exact solution; n = 3, m = 29, t = 0.0, 0.1,0.2,0.3. 
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Table 56 
Comparison of computed and exact values of fC0. t); nonlinear approximation; Lagrangian description 
IL = 3 11 = 4 t1 = 5 Exact 
0.1 - 0.194847 -0.194856 -0.194857 - 0.194854 
0.2 - 0.345052 - 0.345362 - 0.345429 - 0.345403 
0.25 - 0.423371 - 0.433940 - 0.434609 - 0.434609 
0.30 - 0.530673 - 0.536811 - 0.543274 - 0.543775 
0.33 - 0.5950213 - 0.60752 1 - 0.645615 - 0.63 1304 
0.355 -0.648919 - 0.667067 - 0.723087 - 0.754038 
0.359 - 0.657728 -- 0.67706 1 -- 0.734415 - 0.807569 
The above results indicate that the linear approximation is merely adequate for the earlier 
p-t of the development of a cusping profile. Table 5.5 shows that increasing the number of 
terms in the expansion for C./J will not rectify the problem. This suggests that if a means of 
accelerating the convergence of the linear approximation were available, then the free surface 
might be accurately followed for longer times. The nonlinear approximation (3.5) can be 
interpreted as such an acceleration of the linear method. We shall now discuss the application 
of it to the cusping problem. 
The results of a Lagrangian description of the cusping profile for n = 3 are presented in Fig. 
7 for 1 G 0.30. Twenty-nine boundary points were used with more points placed near x = 0. The 
calculation proceeded beyond the cusp time using the maximum time step. The run was 
terminated eventually at t = 0.365 by an acceptable growth in the coefficients of the approxi- 
mating function. There is some improvement over the linear approximation method, but there 
is still a significant deviation from the exact solution. The value of n was increased to 4 and 5 
and some results at K = 0 are compared with the exact values in Table 5.6. 
The results using an Eulerian description together with a nonlinear approximation for the 
potential are far less impressive and will not be discussed. 
The difficulties observed with this example are not unexpected. Numerical procedures will 
always have difficulty reproducing a curve which has a discontinuity in the first derivative. The 
fact that the problem is ill-posed as well only exaggerates the errors. We have found that any 
attempts at improving the convergence by increasing the number of parameters only leads to 
the onset of instabilities at earlier values of the time t. It would appear that there is an 
optimum number of parameters and a preferred placement of boundary points depending on 
the numerical scheme used. In [l] the same convergence difficulties are reported. It is 
significant however, to note that both the cusping and the Saffman calculations of [l] exhibit 
these convergence difficulties, whereas we found no difficulty demonstrating convergence in 
the nonlinear calculations of the Saffman finger. 
The cusping example, then, represents a severe test of the numerical scheme. This is a 
nonphysical example, however, as we would not expect the surface to be capable of supporting 
a cusp if some surface tension is introduced. 
5. Discussion 
We have shown that expansion methods in which the potential is expanded in a finite series 
of rational functions are well suited to the numerical solution of unstable Hele-Shaw flows, 
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especially for the Saffman finger. Clearly the nonlinear method is vastly superior to the linear 
method. The combination of a nonlinear expansion for 4 together with a Lagrangian descrip- 
tion of the free surface produces a robust computational procedure which can track highly 
distorted surfaces for long time periods without requiring artificial smoothing. This is evident 
from results presented for the Saffman finger in Section 4. 
Future developments will include unstable Hele-Shaw flows with surface tension and 
two-phase flows. An interesting problem to which this procedure can be readily adapted is the 
classical Rayleigh-Taylor instability problem. 
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