In the present paper we discuss the methods of Qin and Ska lba, and we apply our results to the field Q( √ −23). In the Appendix at the end of the paper K. Belabas and H. Gangl present the results of their computation of K 2 O F for some other values of d. The results agree with the conjectural structure of K 2 O F given in the paper by Browkin and Gangl.
Introduction
J. Tate [T] has determined the tame kernel of all quadratic imaginary Euclidean fields F and of F = Q √ −15 . He proved that all mappings ∂ v (see notation below) are isomorphisms if the norm of the prime ideal v of the field F is sufficiently large. Then he investigated the remaining v's (with small norms) performing necessary computations with symbols.
Unfortunately, for quadratic imaginary fields F with large discriminants, the number of exceptional v's which should be investigated individually, increases very fast.
Ska lba [S] used a generalization of the classical theorem of Thue to get a reasonable bound for norms of exceptional v's, and he applied his result to the fields Q √ −19 and Q √ −20 . In the present paper we improve the estimates of Ska lba essentially, and we get much smaller bounds for norms of exceptional v's. We apply these estimations in the case F = Q √ −23 . Our estimations give reasonable bounds also for several other quadratic imaginary fields (see the Appendix by K. Belabas and H. Gangl at the end of this paper).
Let us remark that for real quadratic fields F much more is known; e.g., we can describe the tame kernel of every real quadratic field of discriminant less than, say, 5000. It is due to the fact that the order of the tame kernel for any real quadratic field can be expressed by means of corresponding Bernoulli numbers, or equivalently by Kronecker symbols, and consequently it can be easily computed.
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Notation
We shall use the notation of Tate [T] with minor changes, which will be described below.
For any number field F let (F )) = 0, and we have the induced homomorphism (also denoted by ∂ vm )
If the prime ideal of O Sm corresponding to v m is principal generated by π m , we get the following commutative diagram U Sm−1 α w w n n n n n n n n n n n n
Therefore if we prove, for some m and all j ≥ m, that ∂ vj is an isomorphism, then ker ∂ ⊂ K Sm−1 2 (F ). Since the group U Sm−1 has a finite number of generators, they determine a finite set of generators of the group K Sm−1 2 (F ), which can be given explicitly. Then after some additional computations it is usually possible to determine the group K 2 O F itself.
Since we shall assume below that m is fixed, we simplify the notation as follows:
Moreover, we denote by U 1 the group generated by (1 + πU ) ∩ U.
When is ∂ v an isomorphism?
We shall use the following general theorem of Tate.
Theorem 1 ([T], Proposition 1). Suppose that W, C and G are subsets of
3.1. Preliminary information on the class group. Denote by q F the least number such that in every class of ideals of O F there is an ideal of norm ≤ q F . It is well known (see e.g., [C] , p.141) that q F ≤ |d|/3 for the quadratic imaginary field F of discriminant d.
Let Q be a set of representatives q of all ideal classes satisfying N q ≤ q F . Moreover assume that (1) ∈ Q represents the principal class.
Thus for every ideal a of O F there is a unique ideal q ∈ Q such that the ideal a q is principal.
In the next lemma we determine the values of q F for some quadratic imaginary fields F. −3, −4, −7, −8, −11, −19, −43, −67 or −163. (ii) We have q F = 2 iff h F = 2 or 3 and ( −15, −20, −24, −40, −52, −88, −148 or −232 , for h F = 2, Proof. We apply the fact that all quadratic imaginary fields with small class numbers are known (see [A1] , [A2] , [W] and references given there).
(i) Obvious.
(ii) If q F = 2, then by (i) we have h F > 1, and to every nontrivial class of ideals belongs an ideal of norm 2. Consequently 2 is not inert, i.e., (
Therefore there are at most two nontrivial classes, i.e., h F ≤ 3.
Conversely, if h F = 2 or 3 and ( d 2 ) = −1, then |d| ≥ 15 and there is a prime ideal p 2 of norm 2. Since there is no element of norm 2, p 2 is not principal.
If h F = 2, then Q = {(1), p 2 }, if h F = 3, then (2) = p 2 p 2 and p 2 , p 2 belong to distinct ideal classes since the class number is odd. Hence Q = {(1), p 2 , p 2 }. Thus in both cases q F = 2.
(iii) Now the prime 2 is inert, but there is a prime ideal p 3 of norm 3. Since |d| ≥ 15, the ideal p 3 is not principal, and we proceed similarly as in (ii).
(iv) It is an easy exercise on the ideals in quadratic number fields (see e.g., [C] , Table III -some of the ideals given there can be replaced by ideals with smaller norms).
One can characterize similarly quadratic imaginary fields F such that q F = 3, q F = 4, etc.
For example, q F = 3 iff one of the following conditions holds: 3.2. The set W of generators of U . We say that a prime ideal p of O F is earlier than v if the valuation corresponding to p appears before v in the sequence (1).
We assume that d < −4 and that every ideal belonging to Q is a product of prime ideals earlier than v. This condition is obviously satisfied if N v > q F .
Let W be the set consisting of −1 and of generators a = 1 of principal ideals of O F of the following forms:
(i) (a) = pq , (ii) (a) = q 1 q 2 q 3 , where p is a prime ideal earlier than v, and q , q 1 , q 2 , q 3 ∈ Q.
It follows that the set W is finite and
Let us remark that if h F = 1, then Q = {(1)}, thus we can omit the ideals (ii). Similarly, if h F = 2, then we can assume in (ii) that q 3 = (1).
Denote by W the group generated by W.
Proof. 1) First we prove by induction on r that if a principal ideal
where all q j ∈ Q, then a belongs to W . If r ≤ 3, then the claim follows from the definitions of W and Q. If r > 3, then let q ∈ Q represent the class containing the ideal q 1 q 2 , and let q ∈ Q represent the opposite class.
We have
where b, c ∈ W by the definition of W.
Consequently b|ac and
From the inductive assumption it follows that
2) Let u ∈ U, and consider the prime ideal decomposition
For j = 1, . . . , r + s, we have p j is earlier than v and
Hence a j ∈ W. Moreover, for an appropriate q ∈ Q, we have
Hence b belongs to W by the first part of the proof. Multiplying both sides of (2) by the ideal
Consequently the idealr+1 · · · q r+s is principal, and its generator, say t, belongs to W by the first part of the proof. Therefore the element
belongs to the group generated by W.
Let us remark that if the set W satisfies condition (1) of Theorem 1, and some proper subset generates U, then obviously this subset also satisfies the condition (1). Thus in general we can replace the set W defined above by a smaller one.
Lemma 3. For every w ∈ W, we have
If h F ≤ 2, we can assume that q 3 = (1) in view of the remark before Lemma 2. Hence
We shall frequently use the following lemma.
Lemma 4 ([T], Lemma 1). If
3.3. The set C of representatives modulo v. First we make the following remark (see [T] , proof of Propositon 1). (C) , and hence by induction on t we get β (C) 
Moreover a is a product of generators of k * :
We need the following version of the theorem of Thue generalized by Ska lba.
Theorem 2. ([S], GTT and Lemma 3.2) Let
|d|, and let real positive numbers h, h satisfy
From now on we assume that 
is not empty. Let h run over all numbers in I, and define h =
. Then h also runs over I. Evidently h and h satisfy conditions (i) and (ii) of Theorem 2. From the theorem it follows that, for every c
We define C to be the set of all these quotients:
Let us observe that from 0
i.e., v(x) = 0, and similarly v(y) = 0.
Therefore from Lemma 4 we get
, and from Lemma 5 we get c ∈ U 1 .
for every q > 1 sufficiently near to 1.
Take
in view of (3). Therefore from Lemma 4 we get wy ∈ xU 1 , i.e., w ∈ c U 1 .
Proof. If |g| = 1, then g = ±1 ∈ C, and the lemma holds. Therefore we can assume that |g| > 1.
If we choose different a , b ∈ C (corresponding to different values of h and h 1 ) such that β(a ) = β(a) and β(b ) = β(b) then in view of Lemma 5 we have a ∈ aU 1 and b ∈ bU 1 . Therefore if ag ∈ bU 1 , then also a g ∈ b U 1 , i.e., the claim of the lemma does not depend on the values of h, h 1 chosen. Thus we can choose
|g|h, where q > 1 is sufficiently near to 1, to be fixed later. Then
by the assumption of the lemma. We can prove similarly that h ∈ I.
We have β(gx a y b ) = β(x b y a ) and
by the assumption, then also
holds, for every q > 1 sufficiently near to 1. Consequently we get
Therefore from Lemma 4 it follows that gx a y b ∈ x b y a U 1 , i.e., ga ∈ b U 1 .
The set G ⊂ O F such that β(G)
generates k * . Now we define the set G:
Proof. The numbers h = h = M Proof. We have proved above (Lemmas 2, 6 and 7) that there exist sets C and W satisfying conditions (1) and (3) of Theorem 1, provided
From Lemmas 8 and 9 it follows that there exists a set G satisfying condition (2) of Theorem 1 if 
Applications
The bound for N v given in Theorem 3 is small enough to use computers. For a given discriminant d < 0 every ∂ v is an isomorphism, with a finite number of exceptions. These exceptional v's should be considered separately.
We describe below the main steps of the computations, and we illustrate them in the example d = −23. We have used the package GP/PARI Calculator [BBCO] .
Further examples are given in the Appendix.
For a fixed d < 0 it is possible in general to improve the constructions of sets C, G, W given above. It enables us to reduce the number of exceptional v's considerably. We discuss these improvements below.
A better set G. It is sufficient to consider valuations v of the field Q(
√ d) such that N v does not exceed the bound given in Theorem 3.
Assume that
Then the sets C and W defined above satisfy the assumptions of Theorem 1. We shall define a better set G, provided N v = p is a prime number.
Namely, let G be a set of generators of the group (Z/p) * with the minimal value of m(G) := max g∈G |g|. It is an easy exercise in programming in GP to find this set G. The results are as follows.
Let w(k), for k = 3, 5, 7, 11, be the set of all odd primes p < 1010 such that there exists a set G of generators of the group (Z/p) * satisfying m(G) = k, and there does not exist a set of generators with a smaller value of m(G).
Then we have the following table: w(3) = {17, 31, 41, 43, 89, 109, 113, 127, 137, 151, 157, 223, 229, 233, 251, 257, 277, 281, 283, 331, 353, 397, 401, 449, 521, 569, 571, 593, 617, 631, 641, 683, 691, 733, 739, 761, 809, 811, 857, 881, 911, 929, 953, 971, 977} w(5) = {73, 97, 193, 307, 313, 337, 431, 433, 439, 457, 499, 577, 673, 727, 919 , 937} w(7) = {241, 409, 601, 643, 769, 997} w(11) = {1009}, and w(2) contains all odd primes p < 1010 not appearing in the above sets. Therefore p ∈ w(2) iff the group (Z/p) * is generated by the set G = {−1, 2}. Now, to apply Lemma 8, it is sufficient to verify if
holds. Then ∂ v is an isomorphism provided also (5) 4.2. The best set C. If, for a noninert prime p = N v, (6) does not hold, we consider the set W defined above, but we look for a better set C. Using a computer we can determine a set C ⊂ U ∩ O F of representatives of all nonzero residues modulo v such that m(C):= max c∈C |c| takes the minimal value. The procedure is as follows. Let
We compute all values |x + yω|, where x, y ∈ Z, |x| ≤ m, |y| ≤ m for some m, and determine the corresponding residues
If m is sufficiently large, we get all residues in this way.
Then, for every nonzero residue r (mod p), we choose among the numbers x+yω a number x r + y r ω ≡ r (mod p) with the smallest absolute value, say c r .
If c r < p, then evidently x r + y r ω ∈ U, and we get in this way the best set C. Moreover m(C) = max r c r .
Then using the 
then assumption (1) of Theorem 1 holds, and if
then assumption (2) of Theorem 1 holds.
Assumption (3) of Theorem 1 is satisfied, since C ∩ ker β = {1}, for the set C defined above.
Thus, if (7) and (8) It is easy to see that in all cases the inequalities (7) and (8) 
4.3. The inert primes. We shall consider the inert primes separately. In every case we construct the sets G and C with small values of m(G) and m (C) . Then either inequalities (7) and (8) hold, or we should apply Lemma 4 directly to verify assumptions (1) and (2) 
Hence m(C) ≤ √ 2(p − 1). To prove that C ⊂ U , it is sufficient to verify that for every c = a + bω ∈ C all prime divisors of N (c) = a 2 + ab + 6b 2 are less than N v = p 2 . Since N (c) < 2p 2 , it is sufficient to prove that N (c) is not a prime number greater than p 2 . Suppose that q = a 2 + ab + 6b 2 is a prime number > p 2 . Then a is odd, b is even and 3 a(a + b) , ab = 0, and e.g., b > 0. Moreover, max(|a|, |b|) ≤ p−1 2 . For p = 5 and p = 7 the only pair (a, b) satisfying the above conditions is (−1, 2), then q = 23 < p 2 . For p = 11 we have to consider the pairs (a, b) = (1, 4), (−5, 4), (5, 2), (−1, 2). The corresponding values of q are 101, 101, 59, 23, and they are less than p 2 = 121. Thus in all cases we get a contradiction, hence C ⊂ U. Of course, we can also verify that C ⊂ U using a computer. Since N v = p 2 , it is evident that the inequality (7) is satisfied. Now we look for a set G ⊂ O F such that β(G) generates 4.4. Small primes. Thus there remained four prime ideals p 2 , p 2 , p 3 , p 3 corresponding to the splitting primes 2 and 3.
We shall prove that also for v = p 3 the mapping ∂ v is an isomorphism. We can take
Then the following elements belong to U 1 : 1, 1 +
Therefore from Theorem 1 it follows that ∂ v is an isomorphism for v = p 3 . 
4.5.
we get
Hence {1 + ω, 2} 2 = 1. As a curiosity, we give below the last step of the proof that for d = −31 the group K 2 O F has order 2 (and is generated by {−1, −1}).
Suppose that we have proved that ∂ v is an isomorphism, if N v > 7 (see the Appendix).
Let
and let v = 3, Nv = 9. Then we can take
and the group W generated by W is equal to U. Let W be the subgroup of K 2 F generated by symbols {a , b} , where a, b ∈ W.
It is known that a Sylow 2-subgroup of K 2 O F has order 2 and is generated by {−1, −1}, and a Sylow 3-subgroup of K 2 O F is trivial (see e.g., [BG] ). Hence K 2 O F = Z/2 ⊕ 2K 2 O F , and the order of 2K 2 O F is prime to 6.
We shall prove that the group 2K 2 O F is trivial. Denote by X the subgroup of W generated by its Sylow p-subgroups, where p = 2 and 3.
We shall use below the following easy observations:
In fact, from
From ωω = 8 it follows thatω ∈ W . Consequently the groups W , W and X are closed under complex conjugation.
Proof. We shall prove that
3. {3 , ω} , {3 , 1 + ω} , {1 + ω , 1 +ω} ∈ X. 4. {2 + ω , a} ∈ X for a = 2, ω,ω, 1 + ω, 1 +ω, 3, 2 +ω.
Then from the above remark the lemma follows. All congruences below are modulo X.
Proof of 1. From ω +ω = 1 and ωω = 8 it follows that {ω ,ω} = 1 and {ω , 2} 3 = {ω , ωω} ≡ {ω ,ω} = 1 (mod X), since {ω , ω} ∈ X. Hence {ω , 2} ∈ X by (i).
Proof of 2. From (1 + ω) − ω = 1, and (1 + ω) +ω = 2 in view of Step 1. and (ii) we get {1 + ω , ω} ≡ 1 (mod X), {1 + ω ,ω} ≡ {1 + ω , 2} (mod X).
Hence {1 + ω ,ω} 3 ≡ {1 + ω , 2} 3 = {1 + ω , ωω} = {1 + ω ,ω} .
Consequently
{1 + ω ,ω} ∈ X and {1 + ω , 2} ∈ X.
Proof of 3. The equalities 1) 9 − ωω = 1, 2) 9 + ω 2 = 1 + ω, 3) 6 + 2ω = −ω(1 + ω), in view of (ii) imply, respectively,
1)
{3 , ω} {3 ,ω} ∈ X, 2)
{3 , ω} 4 ≡ {3 , 1 + ω} 2 (mod X), 3) {6 , 2ω} ≡ {6 , ω(1 + ω)} (mod X), and hence in view of Steps 1. and 2.
3 ) {3 ,ω} ≡ {3 , ω(1 + ω)} .
Consequently by 2), 3 ) and 1) we get i.e., {3 , ω} 8 ∈ X and hence {3 , ω} ∈ X. Then {3 , 1 + ω} ∈ X by 2).
Finally, from the equality 4) (1 + ω) + (1 +ω) = 3, applying (ii) and complex conjugation we get {1 + ω , 1 +ω} ≡ {1 +ω , 3} ∈ X. and consequently {2 + ω , 2} ∈ X. From 1)−5) we get that all symbols in question but the last belong to X. Finally, from 6)ω(2 + ω) + ω(2 +ω) = 2 · 9 we get {ω(2 + ω) , ω(2 +ω)} ≡ {ω(2 + ω) , 2 · 9} ∈ X, i.e., {2 + ω , 2 +ω} ∈ X.
Proof of
Lemma 11. The group K 2 O F has order 2 and is generated by {−1, −1}.
Proof. From the above it follows that K 2 O F ⊂ W = X, i.e., no prime greater than 3 divides #K 2 O F . The Sylow p-subgroups of K 2 O F , for p = 2 and p = 3 are known (see e.g., [BG] ).
Let us remark that in the proof of Lemma 10 we have also used symbols {a , b} , where a did not belong to W = U, e.g., {3 , ω} with 3 / ∈ U. Our attempts to eliminate such external symbols from the proof was without success.
