Abstract-Speaker diarization systems aim to segment an audio signal into homogeneous sections with only one active speaker and answer the question "who spoke when?" We present a novel approach to speaker diarization exploiting spatial information through robust statistical modeling of Time Difference of Arrival (TDOA) estimates obtained using pairs of microphones. The TDOAs are modeled with Gaussian Mixture Models (GMM) trained in a robust manner with the expectation-conditional maximization algorithm and minorization-maximization approach. In situations of multiple microphone deployment, our method allows for the selection of the best microphone pair as part of the modeling and supports ad-hoc microphone placement. Such information can be useful for subsequent speech processing algorithms. We show that our method, which uses only spatial information, achieves up to 36.1% relative reduction in speaker error time compared to an open source toolkit using TDOA features and tested on the NIST RT05 multiparty meeting database.
I. INTRODUCTION
Speaker diarization systems have gained much importance over the past five years in overcoming key challenges faced by automatic meeting transcription systems. These systems aim at segmenting the audio signal into homogeneous sections with only one active speaker and answer the question "who spoke when?". Speaker diarization provides important information for many speech processing applications and can be used to improve the performance of Automatic Speech Recognition (ASR) systems by allowing effective speaker acoustic model adaptation. In this paper the term diarization refers to the process of identifying fragments of audio which correspond to the same speaker regardless of the speaker's identity and we concentrate on the meeting scenario.
Although spatial information can be estimated from singlechannel recordings for diarization [1] , current state-of-the-art algorithms can only utilize spatial information when multimicrophone recordings are available. In the multi-microphone case this information is usually in one of two forms: (a) TDOA [2] which represents the time delay of the same signal in two different microphones, or (b) based on the steered response power method [3] that seeks the location where a beamformer created with all microphones provides the maximum power output. In single-microphone scenarios this feature is infeasible to compute and therefore common speech features like Mel-Frequency Cepstral Coefficients (MFCC) or Perceptual Linear Prediction (PLP) are typically used to perform diarization.
State-of-the-art diarization approaches [4] fall into two main categories: bottom-up and top-down. The former is initialized for the entire audio input with many clusters (typically more than the expected number of speakers), where a cluster refers to a collection of features corresponding to temporal segments of the speech signal, which are then merged successively until a stopping criteria is reached. The latter starts with only one cluster and adds new clusters until a stop criteria is achieved. The aim of this clustering is to group all the features of one speaker in one cluster. Feature extraction, cluster initialization, split/merging procedure or stop criterion are important issues in speaker diarization systems for which various solutions have been proposed in the literature [4] [5] . Single-channel speaker diarization algorithms generally discriminate different speakers using speech dependent features such as MFCC or PLP coefficients [6] commonly extracted from data captured by close talking microphones [7] . In recent years, Log Melfilter banks are employed in DNN-based systems [8] or ivector features that are widely used in speaker recognition [9] . When multi-channel signals are available, TDOA estimates are frequently used to perform diarization commonly determined using the Generalized Cross Correlation with Phase Transform (GCC-PHAT) [10] . In [2] , a framework to combine these TDOAs with MFCCs is proposed based on information theory. In [11] the diarization is performed using the TDOAs obtained from all possible combinations of microphones. An unsupervised discriminant analysis method with a Linear Discriminant Analysis (LDA)-like formulation, without the need of speaker labels, is then applied to these TDOAs to transform the input feature space into a new feature space. These new features are then used to diarize using a standard agglomerate clustering approach. The diarization system in [12] is based on estimates of the phoneme, vowel and consonant classes, which are extracted from a phoneme recognizer. Speaker change points and speaker clusters are calculated using the Bayesian Information Criterion (BIC) [13] . This criterion is computed from Gaussian models fitted to MFCC features computed from two successive speech segments, always using different models for each segment and for each phoneme class. A real-time meeting analyzer is presented in [14] . Several blocks of the full system are presented (e.g. dereverberation [15] , source separation, speech recognition) along with speaker diarization which is based on clustering the Direction of arrival (DOA). Speaker diarization decisions are extracted by averaging the per frame diarization decisions over the word length. A frontend for speaker diarization based on beamforming is presented in [16] .
The method proposed in this paper is based on the standard clustering of the TDOAs using a Gaussian Mixture Model (GMM). However, in order to provide robustness against noise, a mixture to explicitly model the feature vectors that do not form part of any cluster is added to the GMM, in addition to the speaker mixtures, whose parameters are learned using linear constraints on the means and variances of the mixtures. Furthermore, the speaker index is found by maximizing the a posteriori probability of each mixture given the TDOA estimate and the decisions are smoothed using a Hidden Markov Model (HMM). To the best of the authors' knowledge, it is the first time these linear constraints are applied for speaker diarization purposes.
The remainder of this paper is organized as follows. In Section II we present the proposed method and the evaluation in Section III and conclusions in Section IV.
II. MULTI-CHANNEL DIARIZATION BASED ON ROBUST
TDOA MODELING Figure 1 outlines the main components of the proposed method. Each of the main blocks represented in this diagram is described in the following sections.
A. TDOA computation
The TDOA is a common feature extracted in multimicrophone speech acquisition and represents the difference in the arrival times when a signal originating from a point source is recorded by microphones at two different positions. This feature is extracted per frame and a TDOA stream is created by concatenating in chronological order all these TDOA features computed for a given recording. The total number of TDOA streams J that are possible to compute from an N mic microphone setup is given by, J = 0.5·N mic ·(N mic −1), and each comprises a total of N T DOA samples. The TDOA, τ j l , for frame l and stream j is commonly computed as the maximum of the inverse Fourier transform of the GCC-PHAT [10] , which computes the normalized cross-correlation between two signals in the frequency-domain. A frame size of 500 ms with a 87.5% overlap between consecutive frames was used in this paper (determined empirically on a development database).
B. Speaker Modeling
A GMM θ can be parametrized by the a priori vector (λ), the mean vector (µ) and the covariance matrix (σ). The parameters of the individual mixtures for a given stream j are represented by θ
). An important aspect of our approach is that a maximum of N spk + 1 mixtures are considered, i.e. θ [17] of the model parameters given the data (i.e. TDOA stream) can be used to obtain θ j as arg max
where
). In common applications, τ j can be inaccurate due to noise, overlapping speakers, nonspeech acoustic events and/or reverberation. Thus, θ j needs to be estimated robustly to these spurious TDOA estimates. In order to robustly estimate these model parameters θ j , linear constraints are applied on the mean and the standard deviation in the Expectation-Maximization (EM) algorithm. These constraints are described in the following subsections.
1) Constraints on the mean: Linear constraints on the distribution means are determined a priori and defined such that the mean of the noise model, µ B , is independent of the speakers' means. Additionally, the speakers' means are also constrained to be separated by at least a minimum separation to avoid them being determined indefeasibly close to each other. Thus, the constrained means are computed as follows
where the former constraint, i.e. the noise model mean is independent of the speakers' means, is achieved with the matrix M whereas the latter constraint, i.e. minimum separation between speakers' means, is defined using the matrix C and the remaining unknown term β is computed by maximizing the likelihood of the model parameters given the TDOAs using Expectation-Conditional Maximization [18] . The expression (1) can be rewritten as,
and
The unknown elements in C are computed following the same procedure but replacing N spk by the speaker model index, where the τ maxN spk term is computed following (3) with the additional constraint of τ = τ max1 , τ max2 , ..., τ max(N spk−1) . The standard deviation σ of the Gaussian kernel in (4) is computed using Silverman's rule of thumb [19] . In order to provide robustness to the estimation of p(τ ), negative and positive extreme values are removed from τ j . This is carried out by removing the tail of the estimated density such that the limits are greater than 5% of the maximum peak of the density. Density kernels are used instead of histograms to estimate the probability density because this approach does not depend on the bin width [20] and the peaks are therefore more accurately estimated. 
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. . . Decoding Section II-D 2) Constraints on the standard deviation: Linear constraints on the standard deviation are also fixed a priori and defined such that the deviation of the noise model is wider than the deviations of the speakers' models and additionally, head movements of all speakers are assumed to be similar, therefore the standard deviation of the speakers' models is the same. Hence, the linear constraints on the standard deviation are given by (5),
where the elements of ι represent the inverse of the standard deviations, G comprises the defined constraints and Υ is estimated by maximizing the likelihood of the parameters given the input data, solved by the Minorization-Maximization algorithm [18] . Equation (5) can we reformulated as follows,
Additionally, variance upper and lower bounds are applied to avoid unlikely values. These variances are set to 1.25 ms and 0.03125 ms respectively, which are found experimentally.
C. Alignment between streams
An alignment is needed to ensure that the N spk speaker indexes represent the same speaker across the different J streams. To explain this point let's assume N spk = 2, then the alignment between streams verifies whether speaker model θ 
where, s(x, y) = 1 if x = y and 0 otherwise. The term (N spk !) , consequently the execution time rapidly increases when more speakers are considered. In order to reduce this complexity, a stochastic search is performed using a Genetic Algorithm (GA) [21] when N spk 7. In this case, the chromosomes encode the speaker index permutations and the fitness function is derived from (7) and the crossover and mutation probabilities are set empirically to 0.9 and 0.05 respectively.
D. Decoding
The aim of the decoding block is to find, for each frame l, the speaker index i that maximizes the posterior probability of the speaker model θ 
The denominator of (8) is independent of i and hence it can be omitted from the maximization, thus the final Maximum A Posteriori (MAP) expression is arg max
We now consider multiple microphones in a pair-wise setup such as may be relevant for estimating TDOA streams, one stream per pair of microphones. A priori, the pair of microphones that is closer to the speaker is likely to be the best pair but the position of speakers and microphones is assumed unknown in general and noise sources can degrade the TDOAs computed in those pairs of microphones that are close to a noise source. The stream selection aims at choosing the TDOA stream from the best microphone pair to diarize, i.e the model that provides the lowest Diarization Error Rate (DER), using the commonly applied metric in model selection [22] of the Bayesian Information Criterion (BIC). This criterion is shown in (9) which is used to find the optimal pair of microphones j as follows
where L(θ j |τ j ) is the likelihood of the model θ j given the data τ j of the TDOA stream j and N f p is the number of free parameters to be estimated in θ. Since N f p and N T DOA are the same for all J streams, expression (9) is equivalent to the Maximum Likelihood criterion.
2) Stream Combination: Alternatively, rather than selecting only one TDOA stream to perform MAP speaker labeling, the MAP can be performed over the average of all J streams as follows
3) HMM: A Hidden Markov Model (HMM) is implemented in order to include prior models for utterance duration and thereby potentially avoid very unlikely short utterances from one speaker [23] . Each state of the Hidden Markov Models (HMM) represents one speaker index and the transition probabilities a qr and observation probabilities b q are computed as follows for two speakers,
The a 21 term in (11) is computed as the ratio of TDOA frame increment over the average speaker duration. Assuming an approximate average speaker duration of 2.5 s [4] and the TDOA frame increment of 62.5 ms, then a 21 = 0.025. This ratio is derived from the fact that the number of steps in the same state is geometrically distributed [24] and its expected value is 1/(1 − a) for q ∈ {1, 2, · · · , N spk }. Therefore 1/(1−a) is set to be the average speaker duration in frames. For N spk > 2, all the states are still interconnected and the 1/(1 − a) is still computed as the average speaker duration in frames, however a qr = (1 − a)/(N spk − 1). Finally, the speaker label estimate at frame l can be extracted by applying the Viterbi algorithm [25] .
III. EVALUATION

A. Experimental Setup
The distant multi-microphones partition of the conference room meetings corpora from NIST RT-05 [26] is used for evaluation of the proposed method, as they provide real scenarios with highly interactive discussions between multiple speakers. The results are obtained by setting the maximum number of speakers to 10 for the proposed and baseline methods. Thus both systems can be compared in the same test conditions. The baseline algorithm for comparison in this paper is DiarTK [2] . This open source toolkit was given a multi-dimension feature vector comprising TDOA streams from all microphone pairs (TDOAs were computed with 500 ms frames and 62.5 ms frame increment as for the proposed method). Since DiarTk also requires a VAD input, the ground truth VAD labels from RT05 are provided (our method was not given this information). The evaluation was restricted to speech active regions and thus the speaker error rates were the metric used.
B. Results
In the following we present the Relative Reduction in Speaker Error (RRSE) as a metric for comparing the baseline with the various modes of our proposed method. This metric is computed as
where SE baseline and SE proposed are the speaker error achieved with the baseline and proposed method respectively. The detailed results are presented in Table I . The stream selection and combination modes of the proposed method outperform the baseline algorithm on the RT05 method on average. Overall, the stream combination approach gives the highest RRSE (and correspondingly the lowest speaker errors). The mean RRSE obtained without using the HMM is 29.2% and 25.3% for stream selection and combination modes respectively which indicate the suitability of these models for diarization purposes.
The proposed method performs poorly on the NIST1 meeting, which has 10 active speakers, one of whom is a remote participant, joining the meeting through a speaker. More importantly, only 22.2% of the evaluated segment of this meeting contains speech (on average this is 93.78% across all remaining 9 meetings), therefore the proposed method tries to model the remaining 77.8% of the meeting with only one mixture θ j B which is likely to have a negative impact on the speakers' models due to the large amount of data without speech. In contrast, DiarTK has a large advantage in terms of prior knowledge used for modeling since it is provided with the ground truth speech active segment information, avoiding thus this problem. Also DiarTK estimates the number of speakers internally through an agglomerate process and thus tries to iteratively reduce the number of speakers until the optimal is reached whereas our proposed method builds 10 Gaussian models for each TDOA stream. By setting the correct number of speakers in the latter method, the speaker error is further reduced to RRSE = 51.9% with the stream combination approach.
In general, Table I suggests that the performance of the different methods is independent of the number of speakers. The error of AMI2 which comprises 8 speakers is relatively high while the error of AMI1 which comprises 8 speaker is relatively low.
Lastly, our method is not very sensitive to errors resulting from overestimating the number of speakers when the speaker activity is well distributed. The performance for the proposed method is the same for the VT meetings as there is only 1 TDOA stream available.
IV. CONCLUSIONS
In this paper we presented a novel speaker diarization method that uses spatial features in the form of TDOAs extracted using for example the GCC-PHAT algorithm and modeled to be robust to noise and reverberation by applying linear constraint on the variances and means of these GMMs models' parameters. The evaluation of the proposed method was carried out on the distant multi-microphone condition of the NIST RT05 database and showed that our method outperforms DiarTk by 36.1% relative reduction in speaker error, using only spatial features and by setting the number of speakers to maximum value. Further improvements can be gained when the number of speakers is known a priori. Although this paper focused on TDOA-based features only, additional improvements in performance are expected by combining additional speech features such as MFCCs with the proposed method. In relation to the diarization output, a confidence measure associated with each decision can be derived from (10) by computing the averaged probability that maximizes this expression for a given frame l. In addition to the diarization output, our method can be used to select the best microphone pair, which can provide valuable side information for a number of speech signal processing algorithms.
