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Dynamic loading of polycrystalline metallic materials can result in brittle or ductile fracture
depending on the loading rates, geometry and material type. At high strain rates, mechanical
energy due to plastic deformation may lead to significant temperature rise and shear localization
due to thermal softening. These shear bands reduce the stress bearing capacity of the material and
act as a precursor to ductile fracture (e.g. cracks that develop rapidly on top of a shear band).
Reliable models are needed to predict the response of metals subject to dynamic loads. Un-
derstanding the heat transfer physics in thermo-mechanical problems when cracks are developed
is of great importance. In particular, capturing the interplay between heat conduction and crack
propagation is still an open research field. To accurately capture the heat transfer physics across
crack surfaces, damage models degrading thermal-conductivity are necessary.
In this thesis, a novel set of isotropic thermal-conductivity degradation functions is derived
based on a micro-mechanics void extension model of Laplace’s equation. The key idea is to employ
an analytical homogenization process to find the effective thermal-conductivity of an equivalent
sphere with expanding spherical void. The closed form solution is obtained by minimization of
the flux differences at the outer surfaces of the two problems, which can be achieved using the
analytical solution of Laplace’s equations, so called spherical-harmonics. Additionally, a new
anisotropic approach is proposed in which thermal-conductivity, which depends on the phase-field
gradient, is degraded solely across the crack. We show that this approach improves the near-field
approximation of temperature and heat flux compared with isotropic degradation, when taking the
discontinuous crack solutions as reference.
To demonstrate the viability of the proposed (isotropic and anisotropic) approaches, a unified
model, which accounts for the simultaneous formation of shear bands and cracks, is used as a
numerical tool. In this model, the phase-field method is used to model crack initiation and prop-
agation and is coupled to a temperature dependent visco-plastic model that captures shear bands.
Benchmark problems are presented to show the necessity of the anisotropic thermal-conductivity
approach using physics-based degradation functions in dynamic fracture problems.
On the other hand, the computational burden in dynamic fracture problems with localized so-
lution features is highly demanding. Iterative methods used for their analysis often require special
treatment to be more efficient. Specifically, the nonlinear thermo-mechanical problems we study
in this thesis lead to strain localizations, such as shear bands and/or cracks, and iterative solvers
may have difficult time converging.
To address this issue, we develop a novel updating domain decomposition preconditioner for
parallel solution of dynamic fracture problems. The domain decomposition method is based on
the Additive Schwarz Method (ASM). The key idea is to decompose the computational domain
into two subdomains, a localized subdomain that includes all localized features of the solution and
a healthy subdomain for the remaining part of the domain. In this way, one can apply different
solvers in each subdomain, i.e. focus more effort in the localized subdomain. In this work, an LU
solver is applied in both subdomains, however, while the localized subdomain is solved exactly
at every nonlinear iteration, the healthy subdomain LU operator is reused and only selectively
updated. Hence, significant CPU time savings associated with the setup of the preconditioner can
be achieved.
In particular, we propose a strategy for updating the preconditioner in the healthy subdomain.
The strategy is based on an idealized performance-based optimization procedure that takes into
account machine on-the-fly execution time. Three dynamic fracture problems corresponding to
different failure modes are investigated. Excellent performance of the proposed updating precon-
ditioner is reported in serial and parallel simulations.
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Chapter 1
Introduction
1.1 Literature review: dynamic fracture of metals
Dynamic loads may result in brittle or ductile fracture of metallic structures, depending on the
imposed strain rates, material type, and geometry. The occurrence of brittle fracture is charac-
terized by fast crack propagation in materials with low ductility accompanied by minimal plastic
deformation and heat dissipation. On the other hand, ductile fracture is the failure mode in mate-
rials which can accommodate large plastic deformation. Additionally, ductile fracture developed
under high strain rate loading may be preceded by shear bands.
Shear bands are narrow zones of intense plastic deformation that typically arise under high
strain rate loadings, and are often accompanied by high temperature rise [1, 2, 3, 4]. The exper-
iments in [5, 6] show that shear bands are formed in three stages. First, the plastic strain and
temperature increases uniformly (homogeneously) in the specimen. Second, the plastic strain and
temperature field begins to localize in a certain region as a shear type mode, so-called the onset of
material instability. Finally, the strain and temperature localization increase abruptly, resulting in
the material’s loss of stress bearing capacity, a phenomenon known as stress collapse. Presumably,
shear bands result from a thermal softening mechanism due to plastic heating although other soft-
ening mechanisms, such as dynamic recrystallization, are believed to play a prominent role [7, 8,
9, 10, 11, 12, 13, 14, 15].
The dynamic fracture of metals under high strain rate loading is a coupled thermo-mechanical
problem, in which a fraction of the inelastic mechanical work is converted to heat during the defor-
mation, through the so-called Taylor-Quinney parameter. While this fraction is nearly universally
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assumed to be a constant close to one [16], experimental data and theoretical arguments show that
in general the Taylor-Quinney parameter is variable, and depends on the strain, strain rate, and
temperature [17]. Extensive temperature increases are observed at the crack tips of dynamically
propagating cracks in steel as shown in the experimental investigation in [18] and it is proposed
that this temperature distribution may have a significant effect on dynamic fracture propagation
toughness. Specifically, it is speculated that the nucleation, growth and coalescence of voids in
front of the crack tip lead to a dramatic reduction of yield stress inside the process zone, which
enhances the mechanism of shear band formation between coalescing voids and may reduce the
dynamic fracture toughness. The yield stress reduction can be described by a GTN model [19, 20,
21], and the void coalescence and growth play important role in ductile fracture because they affect
both the heat conduction and plastic dissipation in a ductile material.
Dynamic fracture of metals and alloys is a fascinating multiphysics-multiscale problem which
may result in the localization of strain into shear bands and/or cracks [22]. Understanding the
formation, propagation, and interaction of shear bands and fracture is therefore an important issue
in many applications. Brittle/ductile fracture and shear banding are all failure modes that occur at
distinct spatial and temporal scales. Hence, for predictive numerical simulations, it is crucial to
account for all these failure modes (shear bands and cracks) explicitly.
A numerical model for shear bands is presented in [23] which is in good agreement with exper-
iments [24, 25, 26, 27, 28]. The formation of shear bands under dynamic loading conditions is a
rapid process, and as a result, an adiabatic assumption in which thermal-conductivity is neglected
has been extensively used in the literature; see e.g. [29].
Although this assumption simplifies the model process, it omits the steep temperature gradi-
ents, which counterbalance heat production. Hence, neglecting thermal diffusion eliminates an
important physical length scale in the system needed to regularize the equations and thus lead to
mesh sensitive numerical formulations [30, 31]. Mesh sensitivity can be a hurdle in achieving reli-
able numerical results for shear bands and fracture problems. Mesh size sensitivity is the absence
of convergence for localization problems upon refinement of the finite element mesh. Several au-
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thors have shown that thermal conductivity should not be eliminated as it introduces a weak length
scale that regularize the Partial Differential Equations (PDEs) and leads to mesh insensitive results
[32, 2, 33].
Modeling the interplay between heat transfer and crack propagation is also important in engi-
neering science as shown, for example, by the experiments in [18], which analyzed the temperature
distribution around propagating crack tips in steel components. Additional important experimental
work investigated the impact of crack tip velocity on the plastic zone and temperature distribution
around crack tips [34]. Experimental results, such as thermal images in [35], provide a way to test
predictions of models which estimate temperature distributions and plastic zone sizes at stationary
cracks.
In this thesis, cracks are modeled as continuous diffusive entities using the phase-field method.
The extent of material damage is characterized by a scalar internal field variable c (called phase-
field) that ranges from 0 (undamaged material) to 1 (fully fractured material) [36, 37, 38, 39]. For
elastic materials, the phase-field fracture method is derived from minimization of the stored energy,
which is expressed as the summation of its elastic and crack surface energies. The elastic energy
is degraded using a stress degradation function to account for the energy which is released due to
crack formation, and the surface energy is defined in terms of the phase-field, its gradient, and a
length scale parameter `0 [40, 41].
In the case of brittle fracture, `0 should be assigned the smallest value possible, taking into con-
sideration available computational resources, to obtain a sharp representation of the crack discon-
tinuity (i.e. as the width `0 of the diffusive region tends to zero, the continuous formulation better
approximates true fracture). However, the choices of a stress degradation function and length scale
parameter `0 affect the critical values of stress σc (maximum stress) and the corresponding strain
εc as shown in [42]. In the case of cohesive fracture, a phase-field formulation is proposed in [43]
where a new degradation function is derived based on a local stress-strain response in the cohesive
zone. Also, a length scale insensitive phase-field model of cohesive fracture is presented in [44].
Moreover, in the case of ductile fracture, `0 can be considered a material parameter for engineer-
3
ing applications and may define a non-negligible crack process zone since the critical stress value
should be finite. Finally, phase-field models for quasi-static fracture were developed in [45, 46, 47]
and applied to multiphysics problems in [40], while models for dynamic fracture (excluding shear
banding and thermal softening effects ), have also been studied in [48, 39, 41, 42].
In prior work, a unified dynamic fracture model, developed in [49, 50], was proposed to capture
shear banding and fracture under a single set of governing equations. In this approach, shear bands
are modeled as an elastic-viscoplastic material with thermal softening, while cracks are modeled
with the phase field method, and driven by both elastic and plastic energies. Thermal diffusion is
also accounted for through the energy equation, and was shown to yield mesh insensitive results in
the simulations [33].
The interplay between shear banding and fracture is achieved by including an enhancement of
the phase-field model to account for the contribution of inelastic energy to fracture. It is noteworthy
that the unified model [49, 50] can capture the brittle-ductile failure transition, a phenomenon
which has been observed in notched plate impact experiments [22]. While this counter-intuitive
phenomenon is triggered by strain rate effects, the more well known (reverse) ductile-brittle failure
transition occurs due to decrease in ambient temperature [51]. Furthermore, it is interesting to note
that at a transition velocity or temperature range, both failure modes may be present at the same
time.
1.2 Research challenges addressed in this thesis
Among the many challenges in the field of dynamic fracture modeling, we specifically focus on
1. accurately capturing the heat-transfer physics across cracks modeled by the phase-field method,
2. efficiently solving dynamic fracture problems with localized solution features.
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1. Accurately capturing the heat-transfer physics across cracks
While the unified dynamic fracture model in [49, 50] has shown promising results, it assumes
that the thermal conductivity is a constant material parameter. This suggests that the thermal
diffusion is unaffected by the formation of cracks, which is a significant simplification. To this
end, we propose a modification to the unified model to improve the heat transfer mechanism across
the fracture surfaces, in which an effective thermal conductivity is degraded as a function of the
phase-field, and the temperature field is affected by the crack topology. While isotropic quadratic
thermal-conductivity degradation functions are employed in [40, 52], they lack any physical basis.
Analytical expressions of the effective thermal conductivity in heterogeneous materials were
derived in [53, 54], introducing assumptions which simplify the study of such problems. In
Maxwell’s model, it is assumed that the dispersion of inclusions embedded in matrix is dilute,
and therefore the thermal interactions between these filler particles are ignored. Later, less restric-
tive assumptions were made to calculate the effective thermal conductivity analytically [55, 56, 57,
58, 59]. Specifically, Maxwell’s model was modified in [55] (called Maxwell-Eucken model) to
consider multiple different phases of filler particles as one continuous matrix phase. Moreover, the
effective thermal conductivity can be calculated by introducing infinitesimal changes to an existing
heterogeneous material and constructing a composite material incrementally as shown in [57, 58].
A modified Maxwell-Eucken model was proposed in [56] to account for phenomena related to the
ratio of thermal conductivities of components. A review of these models can be found in [60].
Moreover, it is noteworthy that effects of crack directionality on thermal-conductivity are ne-
glected in models of isotropic degradation. In particular, thermal-conductivity is degraded both
across and along cracks in the crack process zone, which introduces some error as only normal di-
rections should be degraded according to Neumann boundary conditions. An anisotropic thermal-
conductivity degradation which accounts for the crack directionality is proposed in this thesis.
2. Efficiently solving dynamic fracture problems
The PDEs which describe the coupled shear band and phase field model (SBPF) in [49, 50] are
discretized in space using the finite element method (FEM) and advanced in time by an implicit
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method [61]. Implicit methods were shown to be more efficient than explicit methods when applied
to similar localization problems [62]. However, implicit methods necessitates that solution of a
nonlinear set of algebraic equations at every time step, which typically require linearization and
solution of algebraic nonsymmetric systems due to the multiphysics coupling.
The development of preconditioners (e.g. [63, 64]) for efficient solution of multiphysics prob-
lems is a huge challenge in a variety of fields such as fluid mechanics [65, 66], fluid-structure
interaction [67, 68, 69], geomechanics [70, 71] and multiscale methods [72, 73] among many
other multiphysics problems. Common challenges for efficient preconditioners are the need for
robustness, efficiency, and scalability, which in part requires addressing the multiphysics coupling
of the Jacobian systems. In addition to these aforementioned challenges, our dynamic fracture
problems also include localized features in the solution (shear bands and cracks) requiring special
treatment.
Recently, an overlapping domain decomposition approach for shear bands (excluding cracks)
[74], and cracks in brittle materials (using XFEM and without shear bands) [75], was proposed.
The former approach, used as a preconditioner to GMRES [76], takes advantage of the physics
by defining two subdomains: a shear band domain, and the rest. Such decomposition allows for
selective updates of the non-localized domain and offers a notable speed-up to the solver. It should
be noted that in [74] the updating criterion was based heuristically on maximum number of linear
iterations. A challenge from the computational standpoint is to develop an updating strategy of the
aforementioned domain decomposition preconditioner for parallel solution of dynamic fracture
problems.
Other methods that use updating preconditioners have been developed and reported in the liter-
ature. For instance, two fully algebraic approaches built upon the updates of an ILU decomposition
[77] in a matrix-free environment are developed in [78]. In [79], a way to update an existing pre-
conditioner is presented when the respective matrix changes based on iteratively computing ILU
preconditioners. Also, a method in which the preconditioner update can take advantage of the
information of approximate invariant subspaces and improve the performance is used in [80].
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1.3 Goals and structure of this thesis
To address the aforementioned challenges, the goals of this thesis are to
1. derive a set of physics-based thermal-conductivity degradation functions in order to correctly
capture the heat transfer physics across cracks in the context of the phase-field method,
2. more accurately impose Neumann boundary conditions on the crack surface using an ani-
sotropic thermal-conductivity, which depends on the phase-field gradient, to account for the
crack directionality,
3. design an updating strategy of a domain decomposition preconditioner for parallel solution
of dynamic fracture problems.
The thesis is organized as follows.
In Chapter 2, a material point is considered as a sphere with a concentric expanding void,
and its effective conductivity is estimated. Inspired by Maxwell’s work [53], the key idea is to
analytically find the effective thermal conductivity in a sphere, by solving an equivalent sphere
problem with an expanding spherical void. This can be achieved by using the analytical solution
of Laplace’s equations, so called spherical-harmonics, and minimizing the flux difference (error)
at the outer surfaces of the two problems. The result leads to a set of thermal degradation functions
depending on the imposed wavelike thermal boundary conditions. Key results on two dynamic
fracture problems demonstrate the necessity of a thermal degradation function, which leads to
more physical heat transfer results across cracks. A comparison between the proposed thermal
degradation function, the typical quadratic one and the case without conductivity degradation is
given in the results.
In Chapter 3, a new anisotropic approach is proposed in which thermal-conductivity is de-
graded solely across the crack, and depends on the phase-field gradient. The key idea is that the
phase-field gradient and the normal vector to a crack are approximately collinear, taking advantage
of the phase-field method to track the crack path. It is noteworthy that the anisotropy of the ther-
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mal conductivity tensor is not due to anisotropic material properties, but rather serves as a means
of accounting for the crack directionality, and consequently approximating the temperature and
heat flux solution more accurately. Comparing the results of the isotropic and anisotropic formu-
lations to discontinuous crack solutions, it is shown that the error in the near-field approximation
of temperature and heat flux in the case of the anisotropic approach is reduced. This approach in
conjunction with the physics-based degradation functions enables the unified model to capture the
heat transfer process more accurately in the post-failure regime.
In Chapter 4, we extend the domain-decomposition preconditioner developed in [74] to account
for shear bands and cracks. The key idea is to decompose the computational domain into two
subdomains, a localized subdomain that includes all localized features of the solution and a healthy
subdomain which excludes localized features, so that different solvers could be applied in each
domain. Herein, we employ an LU direct solver in both subdomains, however, the LU operator
in the healthy subdomain is reused and only selectively updated. Hence, significant CPU time
savings associated with the setup of the preconditioner are achieved.
The trait of this method necessitates the development of a strategy for updating the precon-
ditioner in the healthy subdomain, where only mild plasticity and no cracks may develop. Thus,
we propose an update criterion based on an analytical cost optimization procedure of idealized
preconditioner-performance model which takes into account machine on-the-fly execution time.
The proposed criterion is tested on three different benchmark problems corresponding to differ-
ent failure modes in dynamic fracture problems. First, the adaptive updating strategy is examined
by solving a problem that includes shear localization but no fracture. Second, we report the per-
formance of the method on a fracture problem that exclude shear banding. Finally we study the
performance of the coupled shear band and fracture problem. All problems are studied in serial
and parallel and excellent results are reported compared with off-the-shelf preconditioners and two
extreme cases of the updating strategy.




Published in: L. Svolos, C. A. Bronkhorst, and H. Waisman. Thermal-conductivity degradation
across cracks in coupled thermo-mechanical systems modeled by the phase-field fracture method.
Journal of the Mechanics and Physics of Solids, 2020. [81]
2.1 Summary
The structure of this chapter is as follows. In Section 2.2, the model for capturing shear band-
ing and fracture is presented including balance laws, constitutive relations and proposed thermal
conductivity degradation. In Section 2.3, the effective conductivity is calculated as a function of
isotropic damage following a micro-mechanics analytical derivations. In Section 2.4, transition
from isotropic damage to phase-field variable is obtained from thermodynamic arguments. This
leads to the derivation of a set of novel physics-based thermal degradation functions. In Section 2.5
we study the impact of cracks on the heat transfer across crack surfaces on two benchmark prob-
lems. The proposed thermal degradation function is compared against two other cases: (a) fixed
thermal conductivity (i.e. no degradation), and (b) standard quadratic degradation. The viability
of the proposed thermal degradation functions is highlighted. Finally, conclusions of this study are
provided in Section 2.6.
2.2 A thermodynamically consistent model for shear bands and cracks
Following the thermodynamic derivation for isotropic damage evolution in [82] and Coleman-
Noll procedure [83], the governing equations concerning the dynamic fracture of metals are de-
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rived. Additionally, our derivations are based on the theories [84, 85, 86, 87], which were devel-
oped to model the material behavior at different length scales (macro and micro) by using balance
laws for macroforces and microforces.
The model comprises of a set of five strongly coupled PDEs: three balance laws for macro-
momentum, micro-momentum and energy conservation and two constitutive laws for elastic and
plastic behavior of metals. The phase-field method is used to describe crack initiation and prop-
agation via an internal state variable, so-called phase-field. Note that the balance of micro-forces
can be interpreted as the phase-field evolution equation.
The unknown fields are the displacement u, the temperature T , the phase-field c, the stress σ,
and the equivalent plastic strain (EQPS) ε̄p. The plastic constitutive relation is assumed to follow
a phenomenological law such as the Litonski model or Johnson-Cook model [24, 26, 27]. More
details on derivations of this model, which captures the ductile-brittle transition failure in metals,
can be found in [49, 50]. Note that herein we also account for the isotropic degradation of the
thermal conductivity as a function of the phase-field parameter c.
2.2.1 Conservation laws & the second law of thermodynamics
In this subsection, the conservation laws of linear momentum, micro-momentum and energy
are presented and essential inequalities are derived from the second law of thermodynamics.
The balance of linear momentum equation in tensorial notation is expressed as
ρ
..
u = ∇ · σ, (2.1)
where ρ is the mass density of the material, superscript dots denote time derivatives, and ∇· is the
divergence operator. Under small strains assumption, the additive decomposition of the total strain
ε, into elastic εe, plastic εp and thermal εt components, reads








Assuming that micro-inertia is negligible, the micro-force momentum balance equation is given
by
∇ · H = K, (2.3)
where H is micro-traction on crack surfaces, and K denotes the internal micro-forces [82].
The energy balance equation [2], which accounts for thermal diffusion and power produced by
the micro and macro forces, is given as
ρ
.
e = σ : .εe + σ : .εp + σ : .εt + H · ∇.c + K .c − ∇ · q, (2.4)
where e is the stored internal energy, and q denotes the heat flux which is calculated from Fourier’s
law as
q = −κ̄(c)∇T, (2.5)
where κ̄(c) is the degraded thermal conductivity, which is expressed as
κ̄(c) = mT (c) κ. (2.6)
Here, mT (c) is a thermal degradation function, and κ is the thermal conductivity of the uncracked
material.
Note that when a crack is formed, the crack surfaces are assumed to be fully discontinuous
and apart from each other, which means there is no heat conduction across crack surfaces. Thus,
the thermal conductivity must be degraded in order to accurately capture the temperature field
evolution in the vicinity of the crack. In this work, an isotropic conductivity degradation is adopted.
The stored internal energy is expressed using the Legendre transforms [88]
e = ψ + T η (2.7)
where ψ is the Helmholtz free energy per unit mass, which measures the amount of obtainable
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work in a closed thermodynamic system, and η denotes the entropy per unit mass. The rate form















where αt is the linear expansion coefficient, and I is the second order identity tensor, the internal
energy can be eliminated from the energy balance equation, and simplified to
ρT
.
η + ∇ · q = σ : .εe + σ : .εp + (A − ρη)
.







where A = αt σ : I is introduced to simplify the derivations.
To develop a thermodynamically consistent model, the Helmholtz free energy ψ should be a
convex function with respect to each argument. In this work, it is additively decomposed into
elastic ψe, plastic ψp, fracture ψ f and thermal ψT parts, as follows
ψ = ψ(εe, ε̄p,∇c, c,T) = ψe(εe, c) + ψp(ε̄p, c) + ψ f (∇c, c) + ψT (T). (2.11)
Note that in this work we assume that the thermal component of the free energy ψT is not affected
by fracture, which means that fracture does not produce instantaneous thermal energy release.
In J2 plasticity, the EQPS rate
.̄















S : S, (2.13)
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where S is the deviatoric part of Cauchy stress tensor σ (i.e. S = dev (σ) = σ − 13 tr (σ) I ).
The operators dev (σ) and tr (σ) denote the deviator and the trace of the second order tensor σ,
respectively. The von Mises stress is the conjugate quantity of EQPS rate in the sense that the
product of these two quantities is equal to the plastic power as shown in Eq. (2.4) (σ : .εp = σ̄
.̄
εp).















































































The second law of thermodynamics, which is expressed by the local Clausius-Duhem inequality,
requires the dissipated energy D per unit volume to be non-negative [89]. That is






η + ∇ · q −
1
T
∇T · q ≥ 0. (2.17)












































∇T · q ≥ 0.
(2.18)
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In this work, it is assumed that entropy is produced due to plastic deformation and heat con-
duction as follows





∇T · q ≥ 0 (2.19)
where χ denotes the Taylor-Quinney coefficient [16], which is the portion of plastic work con-
verted to heat. Here, the coefficient χ is assumed constant (χ ≈ 0.90), although determining the
coefficient more accurately, e.g. as function of strain rate, remains an open question [17].
The inequality (2.18) must hold for any arbitrary thermodynamic processes. Hence, the co-
efficients of the dissipative terms are non-negative while the coefficients of the non-dissipative
terms must vanish. Following the Coleman-Noll procedure [83], the necessary equations for a
thermodynamically consistent model are












εp ≥ 0, (2.21)


















Heat conduction inequality: − ∇T · q ≥ 0. (2.25)
2.2.2 Derivation of the governing equations
Next, we derive the governing equations and constitutive laws of the coupled unified dynamic
fracture model. Note that the governing equation of macro-momentum balance was already given




The micro-force balance equation is reformulated into phase-field evolution equation. Specif-
ically, the phase-field evolution equation is derived by substituting Eqs. (2.11), (2.22) and (2.23),


















Note that the source term Fc is a function of c, and the product Fc
.
c is the power dissipated during
crack propagation.
Here, the components of the Helmholtz free energy (fracture, elastic and plastic), degraded by
phase-field, are defined.





where Gc is the critical strain energy release rate, and Γc represents the crack surface. In the phase
field method, the fracture free energy is given by




+ `0 ∇c · ∇c
]
, (2.29)
where `0 is the process zone parameter (which is related with the crack width) [37], because the










+ `0 ∇c · ∇c
)
dx, (2.30)
in the sense of Γ-convergence [90, 36].
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The elastic component of the free energy ψe is degraded due to fracture as follows
ρψe = W− + mσ(c)W+ = W + [mσ(c) − 1]W+, (2.31)
where W is the total elastic strain energy density, W− is the stored or undamaged elastic strain
energy density, and W+ is the damaged elastic strain energy density. Moreover, the function mσ(c)
is the so-called degradation function.
In this work, the principal strain energy split is adopted to compute the damaged elastic free
energy W+, following the work presented in [37]. This split is based on the spectral decomposition




εeα nα ⊗ nα, (2.32)
where {εeα}α=1,2,3 are the principal strains and {nα}α=1,2,3 denote the principal strain directions.




















The fourth-order elastic stiffness tensor is denoted by Cel , and is expressed for isotropic materials
in terms of Lame´ parameters λ and µ as
Cel = λI ⊗ I + 2µIs (2.34)
where Is is the symmetric fourth-order identity tensor, ⊗ denotes the dyadic product of two second
order tensors (the identity tensors here). In indicial notation, the symmetric fourth-order iden-
tity tensor is expressed (Is)i j k` = 12
(
δikδ j` + δi`δ j k
)
, where δi j is the Kronecker symbol, and the
identity tensor is defined as Ii j = δi j .
The damaged elastic free energy W+ is expressed as a function of the principal strains, in which
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where the Macaulay bracket operator is defined as
〈x〉 =

x if x ≥ 0
0 if x < 0
(2.36)
The stored energy of plastic deformation (energy associated with defects) is degraded as fol-
lows
ρψp = P + [mσ(c) − 1] P+, (2.37)
where P is the portion of the inelastic work that does not dissipate as heat production, P+ is a part
of the aforementioned work which is degraded due to fracture. Note that the same degradation
functions are used for ψe and ψp in this work.













where χ f is the fraction of the total plastic work that goes into fracture generation. Note that in
this work we assume that all the remaining plastic work goes to fracture, i.e. χ f = 1− χ, however,
this is largely an open question.
The thermal component of Helmholtz free energy is given in Section 2.2.2 because it is not a
function of phase-field and does not affect the derivation of the phase-field equation.
Employing the phase-field method and using the fracture free energy given in Eq. (2.29), the
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phase-field governing equation becomes
2 Gc `0∇2c =
Gc
2`0
c − Fc (2.40)








and the assumptions made in Eqs. (2.11), (2.31) and (2.37) are used. Finally, the phase-field








whereH is a history variable to impose the irreversibility (
.
c ≥ 0), defined as
H = max
t≥0
(W+ + P+). (2.43)
Note that the damage is assumed an irreversible local process (i.e. there is no crack healing).
The heat equation
The energy balance equation, derived from Eq. (2.10) and Clausius-Duhem inequality using
Eqs. (2.17) and (2.19), is given as
ρT
.
η = −∇ · q + χ σ̄
.̄
εp (2.44)
At this point, the energy balance equation is reformulated into the heat equation by finding
the relation between the entropy rate
.
η and temperature rate
.
T . Assuming that the entropy η in













In this work, the thermal energy [91] is given by






where T0 denotes the reference temperature, and the isochoric specific heat ĉυ (i.e. change of












= constant . (2.47)
A similar form of thermal energy in Eq. (2.46) has been used in [41] in which an additional linear















Combining Eqs. (2.45) and (2.48), the left hand side of Eq. (2.44) is expressed as follows
ρT
.
η = ρ ĉυ
.
T (2.49)
and using Fourier’s law in Eq. (2.5), the heat equation reads
ρ ĉυ
.




The damaged elastic constitutive law is written using Eqs. (2.20) and (2.31) as




Note that the subscript σ of the degradation function mσ(c) highlights its effect on the stress field
as one can see in Eq. (2.51).
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The inelastic constitutive relation is derived as follows. In a typical J2 plasticity law with








where g(σ̄,T, ε̄p) is the flow law given as a function of von Mises stress, temperature, and EQPS.
Substituting this equation into Eq. (2.12) and simplifying, we find the flow law
.̄
εp = g(σ̄,T, ε̄p). (2.53)
In this work, a temperature dependent viscoplastic material model is assumed, such as the Johnson-
Cook or the Litonski models. Hence, the flow law can be expressed in a general form as a multi-
plicative contribution of three components, that is,
σ̄ = P(ε̄p)Q(
.̄
εp) R(T) , (2.54)
where P(ε̄p), Q(
.̄
εp), and R(T) are functions which give the relation with respect to each component
independently. These functions depend also on specific material parameters. Solving with respect
to
.̄
εp, the inelastic constitutive relation reads
.̄
























ε0,m̂,σ0,ε0,n̂,T0,δ, and k are material parameters. The reference parameters
.
ε0 and T0 denote
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the reference strain rate and the reference temperature, respectively. In addition, the yield stress
σ0 and the yield strain ε0 depend on the material which is modeled. Also, one needs to provide
some thermal parameters such as the thermal softening parameter δ and the thermal softening
temperature k to capture the thermal softening behavior. Finally, the rate sensitivity parameter m̂
and the strain hardening exponent n̂ can be found based on experiments in the literature. For the
C-300 steel considered here, all the aforementioned material parameters are given in Table 2.2.
2.2.3 Problem statement
The strong form
Consider the dynamic fracture of a metal component with domain Ω and boundary ∂Ω = Γ
subjected to some initial boundary conditions. Under these conditions, cracks and/or shear bands
may initiate and propagate in the domain, as illustrated in Fig. 2.1. Brittle/ductile fracture and
shear banding are damage and failure modes that occur at distinct spatial and temporal scales.
For some metals, brittle fracture typically occurs at the lower strain rates and shear bands may
occur at higher strain rate and act as a precursor to ductile fracture. Furthermore, combined failure





Γq = Γ \ ΓT Γ
u





Figure 2.1: Boundary conditions and loads applied to a metallic solid that lead to the formation
of shear bands and cracks. The crack is approximated by the phase-field method, where c = 0
indicate intact material and c = 1 indicate a fully damaged material.
The strong form of the problem, following the balance laws and constitutive relations described
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in Section 2.2.2, can be summarized as follows
Momentum Balance: ρ
..
u = ∇ · σ







Heat Equation: ρ ĉυ
.
T = ∇ · (κ̄(c)∇T) + χ σ̄ g(σ̄,T, ε̄p)





εp = g(σ̄,T, ε̄p)

in Ω (2.57)
with the boundary conditions (Fig. 2.1)
u(x, t) = ū(x, t) x ∈ Γu
Dnc = ∇c(x, t) · n(x) = 0 x ∈ Γ
T(x, t) = T̄(x, t) x ∈ ΓT
σ(x, t)n(x) = t̄ = 0 x ∈ Γt
q(x, t) · n(x) = q̄(x, t) = 0 x ∈ Γq

f or t > 0 (2.58)
and initial conditions
u(x,0) = 0 x ∈ Ω
c(x,0) = 0 x ∈ Ω
T(x,0) = T̄0(x) x ∈ Ω
σ(x,0) = 0 x ∈ Ω
ε̄p(x,0) = 0 x ∈ Ω

(2.59)
The boundary is partitioned into Dirichlet and Neumann type conditions, in which n denotes
the outward normal vector. Specifically, the boundary Γ is split as follows
Γ = Γu ∪ Γt , Γu ∩ Γt = ∅ (2.60)
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Γ = ΓT ∪ Γq , ΓT ∩ Γq = ∅ . (2.61)
where Γu is the part of the boundary on which the prescribed displacements ū are imposed, and
the disjoint boundary Γt is the part on which tractions t̄ are given. ΓT and Γq are the parts of the
boundary where the temperature T and the heat flux q are prescribed. In this model, the boundary
Γq is insulated, which indicates that no heat is leaving or entering the system. The directional
derivative of the phase-field parameter is zero in the direction of the outward normal vector as
expressed by ∇c(x, t) · n(x) = 0. This can be interpreted as no damage flux across the surface Γ.
Lastly, the initial state of the system is considered to be undeformed, undamaged and unstressed
with temperature T̄0(x) at x ∈ Ω.
Note that the EQPS rate
.̄
εp is replaced in heat equation and P+ term by the function g(σ̄,T, ε̄p),
after considering the specific phenomenological law given in Eq. (2.55).
The weak form
The weak form is constructed by multiplying each equation, associated with field F ∈ {u, c,T, σ, ε̄p},
in (Eq. (2.57)) by an appropriate arbitrary test function wF ∈ S̃F , integrating over the domain of














































Rσ = (σ, wσ)Ω −
(


























where ( · , · )Ω denotes the inner product of functions in L2(Ω).
Note that integration by parts has been carried out where appropriate with the initial condi-
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tions defined in Eq. (2.59). Neumann boundary conditions have been used in the derivation of
Eq. (2.62) and Dirichlet boundary conditions are introduced in the choice for spaces SF , where
F ∈ {u, c,T, σ, ε̄p}.
Specifically, we define the following spaces for all test and trial functions
Su =
{








































ε̄p | ε̄p ∈ L2(Ω)
}
,
where δ is the dimension of the problem (In this work we consider 2D problems (δ = 2)).
Note that L2(Ω) is the vector space of square-integrable functions with respect to Lebesgue
measure, and H1(Ω) is the Sobolev space with L2-functions that consists of first order weak deriva-
tives in L2, defined as
H1(Ω) = {υ ∈ L2(Ω),
∂υ
∂x
∈ L2(Ω)} . (2.63)
2.2.4 The numerical approximation
To solve the preceding dynamic fracture problem, the weak form is advanced in time employ-
ing a backward Euler method and discretized in space using a mixed finite element method, as
discussed in [50]. Quadrilateral elements are used for meshing the domain Ω. The displacements
u, the phase-field c and the temperature T are approximated using bilinear shape functions while
the stresses σ and the EQPS ε̄p are sampled at Gauss points.
In mixed finite element formulation, the set of unknowns can be formulated in a vector form as
x, and consequently, the corresponding residual vector R takes a vector form defined as
x =
[








where the subscripts indicate the corresponding fields.
The discrete non-linear system is solved by the Newton-Raphson method at every time step, in
which a linearized system is obtained by taking the Gâteaux derivatives of the spatially continuous-
temporary discrete residual. This consistent linearization of the equations is achieved analytically
to attain optimal convergence rates and to reduce computational cost.
The nonlinear residual at a time step can be written as R = R(x) = 0. The solution of the
problem at the (k + 1)th Newton iteration is xk+1 = xk + ∆xk , where ∆xk is the solution of the
update equation
J(xk)∆xk = −R(xk). (2.65)
The Jacobian matrix of the mixed finite element formulation of this model takes the following
block structure [49, 93]
J =

Juu 0 0 Juσ 0
Jcu Jcc JcT Jcσ Jcε̄p
0 JTc JTT JTσ JT ε̄p
Jσu Jσc JσT Jσσ Jσε̄p
0 0 Jε̄pT Jε̄pσ Jε̄p ε̄p

, (2.66)
where the first subscript of each block indicates which residual equation is differentiated and the
second subscript indicates the variable it is being differentiated with respect to (e.g. Juσ =
∂Ru
∂σ ).
The Jacobian term JTc is the only term that changes as compared to the work in [49, 50] as a result
of the thermal conductivity degradation proposed in this chapter. Detailed derivation of this term
can be found in Appendix A.1.
A monolithic scheme [33] combined with a Schur complement approach [94] is used in this
work to solve the nonlinear problem concurrently. Note that the Jacobian matrix is non-symmetric
which limits the choice of available linear solvers. Thus, herein we choose a direct solver to solve
the system in Eq. (2.65). Specifically, an LU decomposition is applied and the equations are solved
using forward and backward substitutions.
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2.3 A consistent micromechanics formulation for thermal-conductivity degra-
dation
The aim of this section is to derive the thermal conductivity degradation across cracks as a
function of the phase field parameter, i.e. κ̄ = κ̄(c), from micromechanics principles.
Inspired by Maxwell’s work [53], we consider a new micromechanics problem in which an
effective conductivity in a sphere is defined by comparing two different solutions of Laplace’s
equation, in the context of heat conduction. From continuum mechanics perspective, a macro-
scopic material point is considered a sphere in the microscopic scale.
(a) (b)
Figure 2.2: Heat conduction in a sphere. (a) A sphere with a spherical void located at its
center. A temperature field is prescribed on its external surface while insulated conditions
are given on its inner surface. (b) A full sphere (with no voids) and a similar temperature
field prescribed on its external surface. Spherical coordinate systems (r, θ, φ) are used in
both cases.
Consider first a sphere with radius r1 and a concentric internal spherical void with radius r0,
as shown in Fig. 2.2a. The thermal conductivity, κ, of the sphere is given. The outer surface of
the sphere is subjected to a prescribed temperature T̄(r, θ, φ), while the inner surface is assumed
to be insulated, i.e. the heat flux q = 0. The latter assumption means that the voids are nearly at
a vacuum state with zero conductivity. These boundary conditions create temperature distribution
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in the non-void part of the sphere. Next, consider the full sphere (without voids), with similar
radius r1, as shown in Fig. 2.2b, and similar external temperature boundary conditions. Figs. 2.3a
and 2.3b show the hemispheres and boundary conditions of the aforementioned problems. Note
that the intersections between planes which pass through the origin and the depicted geometries
forms an annuli. A spherical coordinate system (r, θ, φ) is used in both problems. Our goal is to
find the effective conductivity κ̄ in the full (right) sphere that would minimize the error in flux on




























Figure 2.3: Hemispheres of the two spherical problems in Fig. 2.2. (a) Hollow sphere
(b) Full sphere
In the spherical coordinate system (r, θ, φ), Laplace’s equation is expressed as


























where T(r, θ, φ) is the unknown temperature field, r is the radial distance, θ is the polar angle, and
φ is the azimuthal angle. The two problems are defined in condensed form, as follows
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Table 2.1: Problem definition
Problem 1 Problem 2
(reference problem) (homogeneous problem)
∇2To = 0 ∇2Te = 0
To(r1, θ, φ) = T̄(θ, φ) Te(r1, θ, φ) = T̄(θ, φ)
q = −κ ∂To∂r (r0, θ, φ) = 0 -
To calculate the effective conductivity κ̄, the L2 norm of the heat fluxes on the surface area is
minimized. To this end, we define the error function E = E(θ, φ) as follows
E(θ, φ) = κ
∂To
∂r
(r1, θ, φ) − κ̄
∂Te
∂r
(r1, θ, φ) (2.68)
and the minimization problem is expressed mathematically as
min
κ̄≥0
| |E(θ, φ)| |L2 = min
κ̄≥0
κ ∂To∂r (r1, θ, φ) − κ̄ ∂Te∂r (r1, θ, φ)L2 (2.69)
The two problems in Table 2.1 are solved using spherical harmonics Y mn (θ, φ) [95, 96, 97]. The
subscript natural number n is referred to as its degree and the superscript integer m is its order
(where |m| ≤ n). More details can be found in Appendix A.2.
While the approach presented here is inspired by Maxwell’s work [53], there are several noted
differences:
1. the current problem is reformulated in a bounded domain,
2. we consider high frequency terms as boundary conditions, and
3. a norm that minimizes the error is defined.
The solution of the reference Problem 1 (Fig. 2.3a) in Table 2.1 is expressed using spherical har-
monics as








Y mn (θ, φ) (2.70)
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nAnmrn−1 − (n + 1)Bnmr−n−2
]
Y mn (θ, φ) . (2.71)














Y mn (θ, φ) = 0 . (2.72)
By virtue of the linear independence of Y mn , the expansion coefficients vanish, which means that
nAnmrn−10 − (n + 1)Bnmr
−n−2
0 = 0, for |m| ≤ n and n ∈ N (2.73)
To impose the outer boundary condition in Problem 1, first the function T̄(θ, φ) is assumed smooth






ĪnmY mn (θ, φ). (2.74)
For more details the reader is referred to Eq. (A.22) in Appendix A.2. Here, the boundary condition
at r = r1 is imposed by the following relation
To(r1, θ, φ) = T̄(θ, φ) (2.75)
By matching the coefficients of Eq. (2.70) at r = r1 with the respective ones in Eq. (2.74), we get
Anmrn1 + Bnmr
−n−1
1 = Īnm, for |m| ≤ n and n ∈ N (2.76)
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The system of Eqs. (2.73) and (2.76) can then be written in a compact form as





























Thus, the solution in Problem 1 in the domain r ∈ [r0,r1] is given in closed form as






(n + 1)rn + nr2n+10 r
−n−1] Īnmrn+11
nr2n+10 + (n + 1)r
2n+1
1
Y mn (θ, φ) (2.79)
Next, the solution of Problem 2 (Fig. 2.3b) in Table 2.1 is expressed as





CnmrnY mn (θ, φ) (2.80)
Note that the terms associated with r−n−1 do not contribute to the solution because they create a
singularity at r = 0 which is unphysical. By imposing the boundary conditions at r = r1, the
temperature field reads






nY mn (θ, φ) (2.81)
Now that the temperature fields in both problems are obtained in closed form, the error function in
Eq. (2.68) can be calculated analytically
E(θ, φ) = κ
∂To
∂r
(r1, θ, φ) − κ̄
∂Te
∂r

































Note that d is essentially the definition of an isotropic scalar damage in a sphere, given as ratio
of the void cross-sectional area to the overall cross-sectional area [98]. The ratio of areas was
chosen as damage index instead of the volume fraction because that ratio is related to the stress
degradation due to area loss in tractions. The damage index varies from 0 to 1, where 0 means
an intact material while 1 denotes a fully cracked state. The transition from 0 to 1 depends on the






[κΠn(d) − κ̄] nr−11 ĪnmY
m
n (θ, φ) (2.84)
where the critical function Πn(d) can be defined as follows
Πn(d) =
1 − dn+ 12
1 + nn+1 d
n+ 12
. (2.85)
Using Parseval’s theorem for spherical harmonics [99], the L2 norm of the error function is written
in the following form
| |E | |2L2 =
∫
∂B





[κΠn(d) − κ̄]2 n2r−21 (Īnm)
2 (2.86)





[κΠn(d) − κ̄] n2(Īnm)2 = 0 (2.87)
After some numerical manipulations, the non-dimensional effective conductivity which minimizes
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Remark. The coefficients Īnm depend on the outer boundary conditions. Any smooth temperature







ĪnmY mn (θ, φ) . (2.89)
The coefficients Īnm can be determined by taking into account the orthogonality property. Specifi-






Y mn (θ, φ)
]∗ dΩ (2.90)
where the asterisk ∗ denotes the conjugate operator and dΩ = sin θ dθ dφ is the differential solid
angle in spherical coordinates. 
Introducing the coefficients S2n =
∑n
m=−n(Īnm)












2.3.1 Special case: Monochromatic wavelike boundary conditions
The effective conductivity depends on the imposed boundary condition, as given in Eq. (2.91).
In this subsection we consider special boundary conditions cases for T̄(θ, φ), which leads to dif-
1In this section, we assumed that the infinite series are convergent. However, for some boundary conditions the
series might diverge, in which case the closed form solution in Eq. (2.91) is not valid anymore.
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ferent spherical harmonics decompositions and effective conductivity κ̄. Specifically, we consider
monochromatic boundary conditions in which T̄(θ, φ) is decomposed into only one nonzero mode
in terms of spherical harmonics (i.e. Īnm = 0, for (n,m) , (n0,m0)). Thus, the non-dimensional




1 − dn0+ 12
1 + n0n0+1 d
n0+ 12
(2.92)
where n0 and m0 are the degree and the order respectively of the only one nonzero mode. Note that
Πn0 pointwise converges to Π∞ as n0 →∞ where
Π∞(d) =

1 if 0 ≤ d < 1
0 if d = 1
(2.93)




1 − d 32




Remark. A more general case is coming from the consideration of first-degree modes (n = 1).








Note that this formula is the same one as the function in Eq. (2.94). 
For additional special cases, the reader is referred to Appendix A.3.
2.4 Transition from isotropic damage to phase-field
In this section, a transition from isotropic damage to phase field is proposed in order to employ
it in Eq. (2.91) and derive the new physics-based thermal degradation function mT (c), defined in
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Eq. (2.6). Herein, we consider two simplified variants for phase field and isotropic damage models.
First, a simplified phase-field model is derived by making the assumption that the compressive
stresses are negligible compared to tensile stresses. Second, an isotropic damage mechanics model
is derived assuming the strain equivalence principle [100].
2.4.1 A simplified phase-field model
We start with a few additional assumptions in the phase field model. First, linear elasticity is
assumed and P+ = 0 [101]. Second, the Helmholtz elastic free energy (Eq. (2.31)) is fully degraded
when a material point is damaged, and the crack topology is not affected by compressive/tensile




mσ(c) εe : Cel : εe, (2.96)
since W− = 0 and W = W+ = 12εe : C
el : εe.
Using Eq. (2.20), the elastic constitutive relation reads
σ = mσ(c)Cel : εe. (2.97)
Since plastic deformation is not present and the plastic free energy is zero, i.e. ψp = 0, the driving









εe : Cel : εe (2.98)
Thus, the phase field evolution equation, given in Eq. (2.40) reads
2 Gc `0∇2c =
Gc
2`0
c − Fc . (2.99)
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2.4.2 Isotropic damage model
To derive a thermodynamically consistent model, the Helmholtz free energy for isotropic dam-
age, can be additively decomposed as
ψ = ψ(εe, ε̄p,∇d, d,T) = ψe(εe, d) + ψp(ε̄p, d) + ψd(∇d, d) + ψT (T). (2.100)
where ψd is the damage free energy, as opposed to the fracture free energy in Eq. (2.11).













The damage evolution law is derived based on the micro-force balance in Eq. (2.3). Note that
while the damage driving force Fd is different than Fc, the two can be defined by a similar equation





Again, Fd works as a source term for the damage evolution equation. Note, the variable Fd is a
conjugate of d, because the product Fd
.
d is the power of damage dissipation.
Adopting the concept of strain equivalence in damage mechanics [98], the effective stress ten-
sor σe f f reads




Note that compression should be negligible compared to tension according to the effective stress
σe f f definition.
Thus, the damaged elasticity law is given by
σ = (1 − d)Cel : εe. (2.104)






(1 − d) εe : Cel : εe. (2.105)
Considering the case of linear elasticity (ψp = 0), the dissipated power due to damage is given by
the product Fd
.










εe : Cel : εe. (2.106)
Comparing Eqs. (2.96) and (2.105), one can observe the following relation between the phase-field
variable c and damage index d
mσ(c) = 1 − d. (2.107)







Remark. The stress fields are the same when comparing Eqs. (2.97) and (2.104). 
Remark. The driving forces Fd and Fc are not equal in these two cases, as one can see by com-


















which is necessary for thermodynamic consistency. 
In this work, a quadratic stress degradation function is used, hence the relation between phase-
field c and damage index d is given by
mσ(c) = (1 − c)2 = 1 − d. (2.110)
A detailed study of degradation functions mσ(c) can be found in [102].
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Thus, the relation between the phase-field variable c and isotropic damage d is proposed in this
chapter as follows
d = c(2 − c). (2.111)
2.4.3 The proposed thermal degradation functions
After substituting Eq. (2.111) into the non-dimensional thermal conductivity Eq. (2.94) (which
corresponds to special case for n0 = 1 in Eq. (2.92)), we find the degraded thermal conductivity










]3 ª®®¬︸                      ︷︷                      ︸
mT (c)
κ (2.112)
To illustrate the result, we plot the thermal degradation functions mT (c) for the special case
studied in Section 2.3.1, assuming that the relation between isotropic damage and phase field is
expressed in Eq. (2.110). In Fig. 2.4, we plot the standard quadratic degradation function typi-
cally used in phase field method for stiffness degradation. Comparing the functions, the following
observations regarding the quadratic degradation function can be made:
1. The quadratic function degrades considerably the conductivity for mild damage. For phase-
field values less than 0.2, the difference between the degradation fractions (given by the
thermal degradation functions mT (c)) are up to 15%.
2. As n increases the proposed thermal degradation function tends to the heaviside function
expressed in Eq. (2.93).
3. The quadratic degradation function has no physical meaning and it does not belong to the
admissible domain spanned by the functions Πn according to the weighted arithmetic mean
form in Eq. (2.91).
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Figure 2.4: The different degradation functions derived analytically in Section 2.3
2.5 Numerical Results
Two dynamic fracture benchmark problems are presented to demonstrate the viability of the
proposed physics-based, thermal conductivity degradation function. In the first example, we con-
sider a steel plate with a triangular notch, in which a temperature load is imposed before exerting
a tensile mechanical load. In this case, brittle fracture propagates in mode I with mild plasticity at
the notch tip. In the second example, a steel plate is stretched at a high strain rate yielding strain
localization at approximately 45o, immediately followed by a crack that is formed on top of the
shear band, which corresponds to ductile fracture.
In both examples we study how crack formation is impacting the temperature field and fluxes
in its vicinity. We compare the performance of the proposed thermal degradation function with
two other cases. Specifically, we present heat transfer results across cracks for the following three
cases:
• No degradation - thermal conductivity is fixed and does not vary with the extent of phase-
field,
• Quadratic degradation function - standard degradation function, used to degrade the stresses
with phase-field
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• Rational degradation function - the proposed physics-based degradation function considering
the micro-mechanics void extension model of Laplace’s equation presented in Section 2.3.
The numerical simulations are carried out on the Habanero HPC cluster at Columbia University
in which each node has 24 cores using 2 CPUs (Intel Xeon Processor E5-2650v4). Mesh generation
is obtained with Gmsh [103, 104], and mesh partition is obtained with METIS [105]. The PDE
model is implemented using the Finite Element Analysis Program (FEAP) [106] and a direct LU
solver is used by calling the packages MUMPS [107, 108] and SuperLU [109, 110] through the
PETSc interface [111, 112, 113]. The post-processing is generated using ParaView [114, 115] and
Matplotlib [116].
2.5.1 Notched plate under tension: Mode I Fracture with mild plasticity
Problem statement
In the first example, a steel square plate of width H = 5cm with an edge notch, shown in
Fig. 2.5a, is considered. The triangular notch is given as a function of H in the aforementioned
figure. The plate is fixed at the bottom and constrained at its left side by rollers. Initially, the plate
is undeformed, undamaged and unloaded at the time τ = 0 and the temperature is uniformly equal
to 300oK . The boundaries at the left and right edges of the plate are insulated. In this example, the
thermal degradation function which is defined in Eq. (2.112) (i.e. n0 = 1) is used.
The plate is subjected to long-term temperature load, and a low-strain-rate uniaxial stretching
subsequently. In the first loading stage (0 ≤ τ ≤ 400s), the temperature at the bottom edge
is ramped from 300oK to 400oK using a temperature load as illustrated in Fig. 2.6a while the
temperature at the top of the plate satisfies the Dirichlet boundary condition (T = 300oK). Note
that these temperature conditions are imposed for 400s until the system reaches the steady state.
In the second loading stage (400s ≤ τ ≤ 800s), the temperature is time-independent and equal
to 400oK and 300oK on bottom and top edges respectively (see the conditions in Fig. 2.5a). The
main part of this loading state is the exertion of a velocity tensile load, imposed on the top edge
to propagate a crack. Specifically, the load is defined by the depicted velocity profile in Fig. 2.6b
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with υ0 = 5m/s, which corresponds to a nominal strain-rate of 100s−1, along with tr = 1.75µs,
ts = 33.25µs, t f = 35µs and tt = 400s. Note that a different time-scale t = τ − 400s is introduced




















Figure 2.5: Steel plate with a notch under thermal and mechanical loadings (a) Geometry
and dimensions (b) Unstructured mesh with 6,947 nodes and 6,832 elements, refined
along the anticipated crack path.
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Figure 2.6: Two step loading sequence: (a) Thermal loading (first) - imposed temperature
profile at the bottom edge until steady-state is reached, (b) Mechanical loading (second)
- imposed velocity profile at the top edge. Note the two different time scales t and τ,
introduced to distinguish the multi time-scales at which heat transfer and fracture occur.
The curly lines on the t-axis show that there is no scaling.
The steel is modeled by the modified Litonski model in Eq. (2.56) with the material parameters
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reported in Table 2.2, excluding the reference temperature for the thermal expansion which is set
as T0 = 290oK . The length scale of the phase-field method is given by `0 = 0.07cm and a princi-
pal strain decomposition split, which drives the fracture, is employed as expressed in Eqs. (2.31)
and (2.35).
Table 2.2: Material properties for C-300 steel used in the simulations
Property Notation Value Unit
Young Modulus E 200E+9 Pa
Poisson Ratio ν 0.3 -
Mass Density ρ 7830 Kgm3
Specific heat ĉ 477 JKg·K
Thermal Conductivity κ 38 WmK
Thermal Expansion Coefficient α 11.0E-6 1K




Rate Sensitivity Parameter m̂ 70 -
Yield Stress σ0 2000E+6 Pa
Yield Strain ε0 0.01 -
Strain Hardening Exponent n̂ 0.01 -
Reference Temperature T0 290 K
Thermal Softening Parameter δ 0.8 -
Thermal Softening Temperature k 500 K
Critical Energy Release Rate Gc 12500 Jm2
Numerical comparison: degraded versus fixed thermal conductivity
The domain is discretized into an unstructured mesh, as shown in Fig. 2.5b, that consists of
6,947 nodes and 6,832 elements, refined along the anticipated crack path. The PDE system is
discretized in time using adaptive time stepping.
A snapshot showing the phase-field at the final time step (t = 400s) is depicted in Fig. 2.7a, and
the localization profiles along the line segment AB at four different times are shown in Fig. 2.7b.
Note the crack is fully developed at t = 92.08µs.
In Fig. 2.8, the heat flux magnitude and temperature fields along line segment AB are reported
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using the proposed rational degradation function in the left column (Figs. 2.8a and 2.8c) and the
case of no thermal conductivity degradation in the right column (Figs. 2.8b and 2.8d) respectively.
In Fig. 2.8a, a smooth heat flux drop is observed after the crack formation while, as expected, the
heat flux is not changing with time in Fig. 2.8b. Note that the lower value of the heat flux is never
equal to zero, because a small residual conductivity is assumed (κair = 0.025) for numerical and
physical purposes. We plot the heat flux magnitude at time t = 200.57s and t = 400s to show
that both solutions coincide, i.e. the new steady state of the problem has been reached. Note the
difference between the solutions at t = 0s (before the crack formation) and at t = 400s (after the
crack formation - steady state is reached).
Another interesting observation can be seen in Fig. 2.8c, where a temperature jump is observed
across the crack. In contrast, the temperature field is not affected in Fig. 2.8d, where no thermal
conductivity degradation is applied.
(a) (b)
Figure 2.7: Mode I fracture of steel notched plate under thermo-mechanical loads: (a)
the phase-field distribution at the final time step (t = 400s), and (b) the phase-field profile
along the line segment AB at multiple times. The crack is fully developed at t = 92.08µs.
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t = 0. 0 s t = 92. 08 s t = 200. 57 s t = 400. 0 s
(a) κ̄(c) = mT (c) κ (b) κ̄(c) = κ
(c) κ̄(c) = mT (c) κ (d) κ̄(c) = κ
Figure 2.8: Heat flux magnitude and temperature fields along the line segment AB are
reported using the proposed thermal degradation function (n0 = 1) in Figs. 2.8a and 2.8c,
and with no conductivity degradation in Figs. 2.8b and 2.8d.
Next, in Fig. 2.9, we plot the distribution of the heat flux magnitude and temperature field in
the plate at the final time step t = 400s, comparing the proposed degradation function (Figs. 2.9a
and 2.9c) and the case without conductivity degradation (Figs. 2.9b and 2.9d). A decrease of the
heat flux magnitude at the new crack surface is observed in Fig. 2.9a, in contrast to the case with
no thermal degradation in Fig. 2.9b. Furthermore, investigation of the temperature field reveals a
discontinuity produced in Fig. 2.9c compared with a smooth temperature field in Fig. 2.9d.
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(a) κ̄(c) = mT (c) κ (b) κ̄(c) = κ
(c) κ̄(c) = mT (c) κ (d) κ̄(c) = κ
Figure 2.9: Snapshots depicting the heat flux and temperature at the final time step (t =
400s), when the proposed degradation function (Figs. 2.9a and 2.9c) and the case without
conductivity degradation (Figs. 2.9b and 2.9d), are used.
Finally, we present a heat flux vector plot for the initial and final time steps in Fig. 2.10. Prior
to crack formation (initial time step), the heat flux directions are identical whether the proposed
degradation function (Fig. 2.10a) or no degradation function (Fig. 2.10b) is used. However, differ-
ences are observed at the final time step. The heat conducts across the opening cracks, when ther-
mal conductivity is not degraded in phase-field method (Fig. 2.10d). However, this non-physical
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feature can be amended by using the proposed thermal conductivity degradation function derived
in Section 2.3 as shown in Fig. 2.10c.
(a) κ̄(c) = mT (c) κ (b) κ̄(c) = κ
(c) κ̄(c) = mT (c) κ (d) κ̄(c) = κ
Figure 2.10: Snapshots depicting the heat flux directions at the initial and final time steps,
when the proposed degradation function (Figs. 2.10a and 2.10c) and the case without
conductivity degradation (Figs. 2.10b and 2.10d), are used. While the flux is identical in
the initial time, it is significantly different once the crack is formed. With the proposed
thermal conductivity degradation function (Fig. 2.10b), the heat does not conduct across
the cracks.
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2.5.2 Plate subjected to high strain rate tension (Shearband followed by Fracture)
Problem statement
In the second example, we consider a steel square plate of width 100µm, shown in Fig. 2.11a,
subjected to high strain rate uniaxial stretching. Under such loading, both localized failure modes
(shearbands and cracks) are formed. The load is defined by the same velocity profile as shown in
Fig. 2.6b with v0 = 5m/s, which corresponds to a nominal strain-rate of 50000s−1, together with
the times tr = 0.45µs, ts = 5.4µs, t f = 6µs and tt = 62µs.
The plate is constrained on the left and bottom sides by rollers, while point A is fixed in both
directions, as depicted in Fig. 2.11a. The boundary of the plate is insulated and the initial con-
ditions are all set to zero, excluding an initial uniform temperature of T = 298oK . Note that no
temperature load is imposed as boundary condition as in Example 1, but rather the temperature
field is produced due to the mechanical loading. In this example, the thermal degradation function
which is defined in Eq. (2.112) (i.e. n0 = 1) is used.
The steel is modeled by a flow law given by the modified Litonski model in Eq. (2.56) with
the material parameters reported in Table 2.2, excluding the critical energy release rate which is
set as Gc = 10000 J/m2 and the reference temperature as T0 = 293oK . Also, the Taylor-Quinney
coefficient in this example is degraded using the typical degradation function (Eq. (2.110)). Finally,
the length scale of the phase-field method is given by `0 = 3µm.
To trigger the localization phenomena, a material imperfection is assumed in which the yield
stress, yield strain and the critical energy release rate are degraded with the following 2D function
β [33]








The factor fd introduces the maximum reduction at point A, which in this study is assumed to be
fd = 10%.
These conditions lead to a fascinating localization phenomena in which a shear band is first
formed at approximately 45o, immediately followed by a crack that appears on top of the shear
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band. The snapshots depicting the equivalent plastic strain and phase field at different times are


















Figure 2.11: Steel plate with an imperfection under only mechanical load, in which a
crack is formed on top of a shear band (a) Geometry and dimensions (b) Structured mesh
with 5,329 nodes and 5,184 elements (72x72 quadrilateral elements).
(a) (b)
Figure 2.12: Steel plate stretched at a high strain rate, (a) equivalent plastic strain show-
ing shearband localization at 450, (b) initial phase field accumulation. The plots are
presented at time t = 3 µs.
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(a) (b)
Figure 2.13: Steel plate stretched at a high strain rate, (a) equivalent plastic strain in-
creases indicating a fully developed shearband at 450, (b) phase field localized on top of
the shear band denoting a crack. The plots are presented at time t = 6 µs.
We emphasize that in this problem the shear band and the fracture are both active and interact
with each other.
Numerical comparison: degraded versus fixed thermal conductivity
The high strain rate loading leads first to the formation of a shearband, as discussed in Chap-
ter 1, which is fully developed at time t = 3µs, while the values of phase-field are mild as shown
in Fig. 2.12. The temperature at the shear band reaches the value Tmax = 498oK at the corner.
Second, as the material weakens, a crack appears on top of the shear band at tt = 6µs, and is
represented by the phase-field as shown in Fig. 2.13. The domain is discretized into a structured
mesh, as shown in Fig. 2.11b, that consists of 5,329 nodes and 5,184 elements. The PDE system
is discretized in time using adaptive time stepping.
The localization profiles along the line segment CD (depicted in Fig. 2.14a) at four different
times are depicted in Fig. 2.14b. Note the crack does not change considerably when the long-term
time is reached (t = 62µs).
The heat flux magnitude and temperature fields along line segment CD are depicted in Fig. 2.15
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for the proposed degradation function in the left column (Figs. 2.15a and 2.15c) and the case of
no thermal conductivity degradation in the right column (Figs. 2.15b and 2.15d), respectively.
In Fig. 2.15a, a heat flux variation is observed before the crack formation (t = 3µs), because a
shear band is formed. Note that, a double peak is observed as expected because the problem is
symmetric with respect to the diagonal. As seen, the heat flux reaches higher values in Fig. 2.15b
at the same time, because the mild damage formed until then does not yet reduce the conductivity
significantly. Note that the heat flux magnitude is very small in both cases at the crack, but never
equal to zero, because a small residual conductivity is always assumed for numerical purposes
(here κmin = 0.38 W/(moK)). The counter-intuitive reduction of heat flux magnitude in Fig. 2.15b
without degrading the conductivity is observed since the temperature reaches the maximum value
at that point.
Note the difference between the temperatures at t = 3µs (shear band formation) and at t = 6µs
(crack formation) in Figs. 2.15c and 2.15d. In Fig. 2.15c, the temperature at the shear band is
approximately the same at t = 3µs and t = 6µs, while this does not take place in Fig. 2.15d. The
conductivity degradation makes the conduction rate of temperature in the domain slower and hence
the temperature at the localized region also decreases slower. However, the opposite happen when
the thermal conductivity is not degraded.
(a)
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14
















t = 0. 0 s
t = 3. 0 s
t = 6. 0 s
t = 62. 0 s
(b)
Figure 2.14: Crack propagation on top of a shear band in a metallic plate with imper-
fection under tension (a) the phase-field distribution at the crack formation (t = 6µs),
and (b) the phase-field profile along the line segment CD at multiple times. The crack
topology is the same at the long-term time (t = 60µs).
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t = 0. 0 s t = 3. 0 s t = 6. 0 s
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(a) κ̄(c) = mT (c) κ
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(b) κ̄(c) = κ
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14























(c) κ̄(c) = mT (c) κ
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(d) κ̄(c) = κ
Figure 2.15: Heat flux magnitude and temperature fields along the line segment CD
are reported using the proposed thermal degradation function (n0 = 1) in Figs. 2.15a
and 2.15c, and with no conductivity degradation in Figs. 2.15b and 2.15d.
Numerical comparison: proposed versus quadratic degradation function
In Fig. 2.16, we present the difference in solutions of the proposed degradation (denoted with
the subscript "proposed") and the standard quadratic degradation at the time of t f = 6µs (when the
crack is fully developed). First, the heat flux difference, defined as | |qquadratic(t f )−qproposed(t f )| |, is
shown in Fig. 2.16a. Note that similar heat flux values are found when c ≈ 0 or 1 because not only
the degradation functions attain the same values (≈ 1 and 0 respectively) but also the gradient of
temperatures are small at these regions. Significant difference is observed at the transition regions.
However, the temperature at the crack is affected by the type of degradation as shown in
Fig. 2.16b, where the difference Tquadratic(t f ) − Tproposed(t f ) is plotted. A considerable ther-
mal conductivity degradation is observed when the standard quadratic function is applied even
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for mild damage (i.e. κquadratic ≤ κproposed ≤ κconstant). This behavior leads to higher tem-
peratures at around the crack compared to the temperatures which are calculated by the pro-
posed degradation function. Qualitatively, the temperature order for these cases are given by
Tquadratic ≥ Tproposed ≥ Tκ=const (inequality inversion).
Fig. 2.17a shows the heat flux magnitude at point P (depicted in Fig. 2.11a) for multiple thermal
degradation cases. The following critical observations are made: i. the quadratic degradation
function degrades considerably the magnitude of heat flux before the crack formation, ii. the heat
flux is unphysically high when the conductivity is fixed (not degraded), and iii. a peak heat flux
magnitude point is reached in all cases, after which all curves will drop down to zero at different
rates (at steady state) since there will be no more heat production.
The temperature at point M (depicted in Fig. 2.11a) for multiple degradation cases are reported
in Fig. 2.17b. The following critical observations are made: i. the quadratic function overestimates
the temperature field, and may cause unphysical thermal softening and ii. the temperature field
is undestimated when there is no conductivity degradation. Thus, the physics-based degradation
functions Πn0 improve the behavior and furthermore can be tuned (increasing n0) depending on the
actual problem at hand.
(a) (b)
Figure 2.16: The differences of solutions between the proposed degradation function
(n0 = 10) and the typical quadratic function are depicted (a) The heat flux difference,
defined as | |qquadratic(t f ) − qproposed(t f )| | at t f = 6µs. (b) the temperature difference
Tquadratic(t f ) − Tproposed(t f ) at the same time.
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Figure 2.17: Solutions at points P and M (depicted in Fig. 2.11a) for multiple thermal
degradation cases (a) Heat flux magnitude at point P (b) Temperature at point M
2.6 Concluding Remarks
Capturing the interaction between mechanical and thermal features in simulations of multi-
physics problems is challenging. Dynamic fracture of metals is one such example in which a
nonlinear thermo-mechanical system leads to strain localization (resulting in shear bands and/or
cracks).
In the current work, a thermodynamically consistent model is presented, in which thermal-
conductivity is degraded to capture the heat transfer physics across cracks modeled by the phase-
field fracture method.
We derive a set of thermal-conductivity degradation functions following a novel micromechan-
ics analytical approach. In this approach, material points are treated as spheres in the microscopic
scale. In this way, one can use the theory of spherical harmonics to solve heat conduction prob-
lems in closed form. To this end, the key idea in this work is to compare two different solutions
of Laplace’s equation in spheres at the microscopic scale, one with a concentric void and the other
consisting of a homogeneous sphere. As a result, the effective conductivity is calculated as a func-
tion of damage by minimizing the flux error on the outer surfaces. While the analysis is inspired by
Maxwell’s work, there are several noted differences: i. our problem is written for bounded domain,
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ii. we account for higher order terms, and iii. an error norm is defined and minimized analytically.
Two different dynamic fracture problems corresponding to different failure modes are investi-
gated. Good performance of the new physics-based set of thermal degradation functions is reported
and the viability of the proposed model is highlighted.
Our main conclusions are as follows:
• The thermal conductivity across cracks must be degraded to satisfy crack Neumann boundary
conditions.
• Thermal conductivity degradation leads to rotation of the flux vector field while no degrada-
tion has no affect on the flux field.
• Thermal conductivity degradation leads to a jump in temperature across the crack while no
degradation yields smooth field across the crack.
• The standard quadratic degradation of thermal conductivity has no physical basis and may
poorly estimate the true heat transfer behavior across cracks.
• Our proposed thermal degradation family of functions is physically sound and can be tuned
to capture the true physics at hand.
53
This page is intentionally left blank.
Chapter 3
Anisotropic thermal-conductivity degradation
Under Review: L. Svolos, H. M. Mourad, C. A. Bronkhorst, and H. Waisman. Anisotropic
thermal-conductivity degradation in the phase-field method accounting for crack directionality.
2020.
3.1 Summary
The structure of the chapter has the following parts. In Section 3.2, motivation for an aniso-
tropic thermal-conductivity degradation is presented. In Section 3.3, the model for capturing shear
bands and fracture is presented briefly, incorporating the proposed conductivity enhancement. In
Section 3.4, the effects of heat transfer on the crack are studied on two benchmark problems.
To demonstrate the viability of the novel anisotropic thermal-conductivity degradation, the pro-
posed technique is compared with the standard isotropic quadratic thermal-conductivity degrada-
tion, commonly used in the literature. Finally, conclusions of the current study are presented in
Section 3.5.
3.2 Motivation
In a thermo-mechanically coupled phase-field analysis, it was shown in [81] that the temper-
ature and flux fields are insensitive to damage and fracture, unless the thermal conductivity is
degraded. Specifically, it was reported that thermal conductivity degradation leads to reorienta-
tion of the flux vector field and a jump in temperature field across the crack. However, the effect
of crack directionality on the conductivity degradation was not considered in the isotropic degra-
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dation approach, introduced in [81]. That is, isotropic degradation blindly degrades the thermal
conductivity in tangential and normal directions to the crack, which means that when c = 1 (i.e.
the case of full fracture), the flux at the crack surface will be reduced to zero in both directions.
However, Neumann conditions should be satisfied (i.e. the heat flux in the normal direction to the
crack need to be zero while the tangential direction need not). Hence, degrading the conductivity
in both directions will lead to inaccuracy in the near temperature field and heat flux compared to
sharp crack solutions.
In this section, we present the motivation for anisotropic degradation of the conductivity ten-
sor. First, the phase-field method is briefly recapitulated, and it is shown that the phase-field
gradient can be used to track the normal vector to the crack surface. Second, an anisotropic novel
crack direction-dependent thermal-conductivity degradation function is proposed and applied to a
heat transfer problem. Specifically, we study Laplace’s equation combined with the physics-based
thermal-conductivity degradation functions derived in [81].
Finally, numerical results are presented and verified against explicitly resolved crack solutions,
and the importance of anisotropic conductivity degradation in phase field methods is highlighted. It
is noteworthy that the anisotropy is necessary to satisfy the correct Neumann boundary conditions
at the crack surface, and does not reflect anisotropy of the material properties/response.
3.2.1 Coupling the heat equation with the phase-field equation
The phase-field method
Following the work presented in [37], the phase field method approximates a sharp crack of
surface Γc (Fig. 3.1a) by a diffusive crack, described by the phase-field internal variable c(x) in Ω









subject to the Dirichlet conditions given in the function space
WΓc = {c |c(x) = 1 at x ∈ Γc} . (3.2)













where the integrand can be perceived as a crack surface density function per unit volume of the
solid. Hence, in the phase-field method the fracture energy can be approximated as follows












where Gc is the critical energy release rate.
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Figure 3.1: Phase-field method recapitulation (a) a sharp crack of surface Γc and (b) its
corresponding diffusive crack described by the so-called phase-field.
In the absence of fracture driving forces, i.e., stationary cracks, the phase-field is calculated by
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solving the following problem
c − `20∇
2c = 0 x ∈ Ω
∇c · n = 0 x ∈ ∂Ω
c(x) = 1 x ∈ Γc

, (3.5)
where ∇2 denotes the Laplacian and n is the outward normal vector on ∂Ω (shown in Fig. 3.1b).
The role of phase-field gradient in tracking crack directionality
We start with the proposition that the unit vector nc which is normal to a crack in the context




, with ‖∇c‖ , 0 . (3.6)
Notice that the point xp belongs to either the crack surface or the undamaged part in case of
‖∇c(xp)‖ = 0. Thus, the gradient of phase-field can be used to monitor the normal vector to the
crack during the simulation, which is needed to identify the normal heat fluxes.
To prove the aforementioned proposition, a local analysis is conducted in the crack vicinity.
Consider a two-dimensional phase-field problem given by Eq. (3.5). Following the method of
separation of variables, the solution is assumed in multiplicative form
c(x, y) = c1(x) c2(y) , (3.7)
where c1 and c2 are functions expressing the components of the directions x and y, respectively.












= λ0 , (3.8)










− λ0c2 = 0 . (3.10)
Unless their characteristic equations have real roots, their solutions will have sinusoidal form. To
avoid these wave-like solutions, λ0 is restricted according to inequalities derived from the discrim-
inants of the corresponding quadratic characteristic equations (denoted by ∆1 and ∆2 respectively)
as follows
∆1 = −4`20 (λ0 − 1) ≥ 0⇒ λ0 ≤ 1
∆2 = +4`20λ0 ≥ 0 ⇒ λ0 ≥ 0
 ⇒ λ0 ∈ [0,1] . (3.11)
The general solutions of Eqs. (3.9) and (3.10) can be expressed respectively as
c1(x) = α1 exp(−µ1x) + β1 exp(µ1x) , (3.12)
c2(y) = α2 exp(−µ2y) + β2 exp(µ2y) , (3.13)
















= 1 , (3.14)









Figure 3.2: A triangular notch problem solved using the phase-field method in Quadrant I (x, y ≥
0), illustrating nc given by Eq. (3.6).
At this point we introduce a simple crack approximation. Specifically, a triangular notch is
introduced in a semi-infinite plate, located in Quadrant I, as shown in Fig. 3.2. The triangular
notch is described by its corners O(0,0), A(0, ε) and B(γ,0). Notice that in case of small values of
ε, the crack length is approximately equal to γ.




(εe1 + γe2) , (3.15)
where the unit vectors e1 and e2 represent the Cartesian coordinate system depicted in Fig. 3.2.
In this problem geometry, the following boundary conditions are assumed
lim
x→∞
c(x, y0) = 0, ∀y0 > 0
lim
y→∞
c(x0, y) = 0, ∀x0 > 0
 , (3.16)
and
c(x1, y1) = 1 at L(x1, y1) : εx1 + γy1 − εγ = 0 , (3.17)
where L(x1, y1) denotes the locus of a point (x1, y1) belonging to the line segment AB. The points
A(0, ε) and B(γ,0) are depicted in Fig. 3.2. Note that the equation of the line passing from A and
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B is given in Eq. (3.17).




c1(x) = β1 = 0
lim
y→∞
c2(y) = β2 = 0
 , (3.18)
and the general solutions read
c1(x) = α1 exp(−µ1x)
c2(y) = α2 exp(−µ2y)
 . (3.19)
Thus, from Eq. (3.7) the solution we seek for the 2D problem has the form
c(x, y) = c1(x)c2(y) = A0 exp(−µ1x − µ2y) , (3.20)
where A0 = α1α2 is a coefficient determined by the boundary condition introduced in Eq. (3.17).
The boundary condition in Eq. (3.17) can be rewritten as







= 1, ∀x1 ≥ 0. (3.21)







x1 + (ln A0 − µ2ε) = 0, ∀x1 ≥ 0 . (3.22)





− µ1 = 0








Combining all the aforementioned derivations, the final solution of this problem with the triangular
61
notch depicted in Fig. 3.2 is expressed














It is noteworthy that the boundary condition ∇c · n = 0 (Eq. (3.5)) is not imposed as boundary
condition in Eq. (3.6).
The goal of the aforementioned derivation is to approximate the unit normal vector nc by using
the phase-field method. To this end, we calculate the phase-field gradient and show its relation to








e2 = − (µ1e1 + µ2e2) c , (3.26)















= `0 (µ1e1 + µ2e2) =
1√
γ2 + ε2
(εe1 + γe2) . (3.28)
Therefore, Eq. (3.28) gives the same expression as the analytical expression for the crack unit
vector nc, given in Eq. (3.15).
Remark. Although we have shown that nc = − ∇c‖∇c‖ for this problem, the equality does not always
hold, and this result should be treated as an approximation, as expressed in Eq. (3.6). Specifically,
in the aforementioned example, since nc is not defined at the crack tip (point B), Fig. 3.2, the
relation in Eq. (3.15) is meaningless. Thus, in general, the relation may become an approximation
62
in the case of sharp corners or kinks in the geometry introduced by cracks and notches.
The steady-state heat equation and associated boundary conditions
Under steady-state heat conduction, the heat equation reads
∇ · q = 0 in Ω , (3.29)
where q denotes the heat flux given by the Fourier’s heat conduction law as follow
q = −κD(c,∇c)∇T . (3.30)
Notice that the heat flux depends on phase field and its gradient, apart from the temperature gradi-
ent. To solve the PDE system, Neumann boundary conditions are imposed by
n · q = q̄ x ∈ Γq , (3.31)
where Γq is the part of the boundary on which the heat flux q is prescribed as q̄.
However, the new crack surface and the boundary on which the heat flux is prescribed are
disjoint sets (i.e. Γc ∩ Γq = ∅) in free-boundary problems as shown in Fig. 3.1a. Therefore,
additional Neumann boundary conditions on the new crack surface must be imposed.
The heat flux q is projected onto the vectors nc and tc, which denote the crack normal and
tangential vectors to the crack surface (tc · nc = 0), respectively. That is to say
qn = nc · q and qt = tc · q. (3.32)
Assuming no heat flux across cracks, Neumann boundary conditions, similar to Eq. (3.31), are
expressed as follows
qn = 0⇒ −nc · κD∇T = 0. (3.33)
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Notice that Neumann boundary conditions on a new crack surface are expressed without imposing
any condition onto the tangential component qt .
In addition, in continuum damage descriptions the new crack surface is not part of the boundary
as expressed in the strong form and the crack normal vector is not a priori known as shown in
Fig. 3.1b. Hence, a special treatment is needed to impose Neumann boundary conditions on the
new crack surface, propagating within time increments, in the context of the phase-field method.
To satisfy Eq. (3.33) in heat transfer problems using the phase-field method, an isotropic degra-
dation of the thermal-conductivity was proposed in [81], which satisfies the condition
κD → 0, as c→ 1. (3.34)
However, in this way the tangential component qt is degraded as well because q → 0. To
impose Neumann boundary conditions more accurately (as expressed in Eq. (3.33)), the following
weaker condition is proposed in the current work
nc · κD → 0, as c→ 1. (3.35)
Note that Eq. (3.34) implies Eq. (3.35) but not the converse. In this sense, Eq. (3.35) is
called weaker boundary condition than the condition in Eq. (3.34) in the context of the phase-field
method.
3.2.2 Thermal-conductivity degradation types
Isotropic degradation
In isotropic thermal conductivity degradation, the degraded conductivity tensor κD is given by
κD = mT (c) κI, (3.36)
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where mT (c) denotes a thermal degradation function, I denotes the identity tensor and κ is the
scalar conductivity for an intact isotropic material. Hence, isotropic degradation of the conductivity
tensor results in the uniform reduction of the conductivity values in all directions. While quadratic
degradation functions were employed in [40, 52] according to the formula
mT (c) = (1 − c)2 . (3.37)
These functions are not derived from any physical law, which may lead to poor estimation of the
true heat transfer behavior across cracks.
In [81], novel physics-based thermal degradation functions were derived based on a micro-
mechanics void extension model, and are given by
mT (c) =
1 − [c(2 − c)]n0+
1
2
1 + n0n0+1 [c(2 − c)]
n0+ 12
, (3.38)
where the positive integer n0 can be tuned based on available experiments.
Anisotropic degradation
Neumann conditions need only be satisfied in the normal direction to the crack. In this section,
an anisotropic degradation is introduced, wherein the conductivity in tangential directions is not
degraded.
Using the orthonormal coordinate system defined by nc and its tangential component tc (i.e.
tc⊥nc), the conductivity tensor can be expanded as
κD(c) = κnn(c) nc ⊗ nc + κnt(c) nc ⊗ tc + κtn(c) tc ⊗ nc + κtt(c) tc ⊗ tc , (3.39)
where κi j denotes the thermal-conductivity components in this system for i, j ∈ {n, t}, and the











assumptions regarding its components are made:
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1. The conductivity tensor is symmetric (reciprocity relation) [117], in which κtn(c) = κnt(c),
∀c ∈ [0,1].
2. The tangential component κtt of the conductivity tensor at the crack surface is not degraded
in the crack process zone, while the normal component κnn(c) is degraded by the degradation
function mT (c) according to the equation κnn(c) = mT (c)κ.
3. When a material point is intact (at the isodamage line c = 0), the conductivity tensor is equal
to the undamaged conductivity tensor, i.e. κD = κI .
4. Neumann boundary conditions are imposed with the weaker boundary condition defined in
Eq. (3.35) at the crack surface.
5. In this coordinate system, the components are monotonic and continuous functions of the
phase-field parameter c.
Using the first two assumptions (symmetry and intact tangential behavior), the conductivity
tensor form is simplified to
κD(c) = mT (c)κ nc ⊗ nc + κnt(c) nc ⊗ tc + κnt(c) tc ⊗ nc + κtt tc ⊗ tc . (3.40)
The third assumption is written in compact form as follows




κtt(0) = κtt = κ

. (3.41)
In addition, Eq. (3.35) can be expressed in terms of the components of conductivity tensor κD
nc · κD = κnn(1) nc + κnt(1) tc = 0 ⇒ κnn(1) = κnt(1) = 0 . (3.42)
These components, which are given in Eqs. (3.41) and (3.42) for the two extreme cases (c = 0
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and c = 1), are depicted in Fig. 3.3b. Specifically, the figure shows the process zone of a diffusive






















Figure 3.3: Dynamic fracture of a solid leading to crack formation, (a) Crack represen-
tation using the phase-field method (b) A close-up of the interface between the isolines
corresponding to phase field contours showing the conductivity tensor components as
they vary with the value of the phase-field parameter.
Using the monotonicity property of the components (assumption 5) and given that κnt(0) =
κnt(1) = 0 as shown in Eqs. (3.41) and (3.42), we arrive at the relation
κnt(c) = 0, for c ∈ [0,1] . (3.43)
Combining Eqs. (3.40), (3.41) and (3.43), the proposed anisotropic thermal conductivity can
be expressed as
κD(c) = mT (c) κ nc ⊗ nc + κ tc ⊗ tc . (3.44)
For an isotropic material, the uncracked conductivity tensor is expressed as
κI = κe1 ⊗ e1 + κe2 ⊗ e2 , (3.45)
where the unit vectors e1 and e2 represent any arbitrary Cartesian coordinate system.
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Taking into account Eq. (3.45), the anisotropic thermal conductivity is given as follows
κD(c) = {I + [mT (c) − 1] nc ⊗ nc} κ . (3.46)
It is noteworthy that the anisotropy of the thermal-conductivity tensor is not due to anisotropic
material properties, but rather serves as a means of accounting for the crack directionality, and
consequently approximating the temperature and heat flux solution more accurately.
A thermal conductivity degradation based on phase-field gradient
The point of departure from previous work [49, 50, 81] is the introduction of an anisotropic
degradation of the thermal conductivity tensor κD. Specifically, an anisotropic thermal degradation
formulation, based on the gradient of the phase field, is derived from Eq. (3.46). The key idea is to
approximate the normal vector of the crack surface nc using the phase-field gradient. Substituting
Eq. (3.6) into Eq. (3.46), we arrive at the proposed form of thermal-conductivity degradation
κD(c,∇c) = κI + [mT (c) − 1]κ+(∇c) = κI + [mT (c) − 1]
κ+(∇c)︷                 ︸︸                 ︷
κ
‖∇c‖2
(∇c ⊗ ∇c) . (3.47)
Herein, we present a comparison between the anisotropic and isotropic conductivity degrada-
tion models in terms of the degradation behavior of the normal and tangential components of heat
flux (defined in Eq. (3.32)).
Remark. As the material becomes fully damaged (c → 1), Neumann boundary conditions are
imposed more accurately by using the anisotropic thermal-conductivity degradation instead of the
isotropic degradation. In isotropic degradation we show that q(i)n ,q
(i)
t → 0 as c → 1. In other
words, heat flux degradation takes place both across and along cracks. In anisotropic degradation,
we show that q(a)n → 0 as c → 1 but q
(a)
t is approximately constant. In this way, the thermal-
conductivity is degraded solely across the cracks. The superscripts “(i)” and “(a)" of the heat flux
components indicate the isotropic and anisotropic degradation methods respectively. 
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Proof. In isotropic degradation models, the thermal-conductivity form reads
κ(i)D = mT (c) κI, (3.48)
and the heat flux according to Fourier’s heat conduction law is
q(i) = −κ(i)D ∇T = −mT (c) κ ∇T . (3.49)
Using Eq. (3.32), the heat flux components are found
q(i)n = nc · q
(i) = −mT (c) κ (nc · ∇T) , (3.50)
and
q(i)t = tc · q
(i) = −mT (c) κ (tc · ∇T) . (3.51)
Notice that q(i)n ,q
(i)
t → 0 as c→ 1 because mT (c) → 0. In other words, heat flux degradation takes
place both across and along cracks.
On the other hand, the aforementioned behavior does not apply to the anisotropic conduc-
tivity degradation model. In this model, the thermal-conductivity formula which is expressed in
Eq. (3.47) reads
κ(a)D = κI + [mT (c) − 1]
κ
‖∇c‖2
(∇c ⊗ ∇c) , (3.52)
and the heat flux using Fourier’s heat conduction law is
q(a) = −κ(a)D ∇T = −κ∇T − [mT (c) − 1]
κ
‖∇c‖2
(∇c · ∇T) ∇c. (3.53)
Using Eq. (3.32), the heat flux components are calculated
q(a)n = nc · q
(a) = −κ (nc · ∇T) − [mT (c) − 1]
κ
‖∇c‖2
(∇c · ∇T) (nc · ∇c) , (3.54)
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and
q(a)t = tc · q
(a) = −κ (tc · ∇T) − [mT (c) − 1]
κ
‖∇c‖2
(∇c · ∇T) (tc · ∇c) . (3.55)



















+ [mT (c) − 1]
κ
‖∇c‖







q(a)n ≈ −mT (c) κ (nc · ∇T) , (3.58)
and





(tc · ∇c) ≈ −κ (tc · ∇T) . (3.59)
Notice that q(a)n → 0 as c → 1 but q
(a)
t ≈ −κ (tc · ∇T) is not degraded. In this way, the thermal-
conductivity is degraded solely across the cracks. 
Remark. From the second law of thermodynamics, the conductivity matrix κD should be posi-
tive semi-definite. The conductivity matrix in Eq. (3.47) is indeed a positive semi-definite matrix
when the undamaged κ is positive and the thermal degradation function mT (c) is a non-increasing
function such that 0 ≤ mT (c) ≤ 1. 
Proof. To simplify the algebraic manipulations, we introduce a non-negative function Mκ as fol-
lows
Mκ(c,∇c) = κ




The components of the degraded conductivity matrix are written as














Note that the diagonal entries can be simplified as follows























For any vector v = [v1 v2 v3]T, the quadratic form Q reads




























Hence, the matrix κD is positive semi-definite. For more details on the derivations, the reader is
referred to Appendix B.1. 
However, Eq. (3.47) cannot be evaluated near the crack surface and in the undamaged area be-
cause the magnitude of phase-field gradient is zero (‖∇c‖ = 0). To overcome this issue, Eq. (3.47)
is modified by introducing two user-defined small numerical parameters ε f and εc to control the
behavior of the conductivity tensor at the far field and crack vicinity respectively (two extreme
cases).
The anisotropic thermal-conductivity degradation is then
κD(c,∇c) =





3.2.3 Model verification: Heat transfer in a plate with an edge crack
In this section we study the heat transfer in an edge cracked plate when employing the phase
field method to represent the crack. In order to exactly quantify the heat transfer behavior in the
vicinity of the continuum crack and compare it with a sharp notch description, we consider only
the linear heat conduction problem in the domain with the continuum crack described herein by
phase field contours, generated by selecting a small length scale `0 value. We consider isotropic
degradation functions, i.e. the standard quadratic function, the physics-based model developed in
[81], and the proposed anisotropic degradation formulation.
The plate has dimensions of 1 m by 1 m and its static sharp crack description is shown in
Fig. 3.4a (the crack length is 0.5 m). Dirichlet boundary conditions are imposed on the top and bot-
tom edges of the plate (400K and 300K respectively). The crack is modeled herein as a thin notch
with width δ = 0.004 m and is approximated using the phase-field method by solving Eq. (3.5)
with `0 = 0.012m. The phase-field solution is depicted in Fig. 3.4b.
(a) (b)
Figure 3.4: Sharp and regularized crack topology: (a) sharp crack surface Γc embedded
in a square plate with dimensions 1 m by 1 m and modeled as a thin notch with a width
of δ = 0.004 m (b) regularized crack surface Γ`0(c) where `0 = 0.012m (a functional of
the crack phase-field c).
Additionally, Fig. 3.5a shows the magnitude of the phase-field gradient (denoted ‖∇c‖) in
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the square plate. As expected, it is non-zero only in the process zone while being zero on the
approximated crack surface. Focusing on the crack process zone, Fig. 3.5b depicts the direction
of the phase-field gradient. This shows numerically that the unit vector nc (which is normal to
the contour line c = 1 as depicted) can be approximated in the process zone using the phase-field
gradient as expressed in Eq. (3.6). Notice that the approximation deviates from true crack unit







Figure 3.5: (a) magnitude of the phase-field gradient and (b) its directions in the vicinity
showing that approximated the crack normal vector
The advantages of the anisotropic conductivity degradation are highlighted by comparing its
behavior with the isotropic degradation and considering the sharp crack problem as the reference
solution. To this end, the heat equation is solved in the domains shown in Fig. 3.4. Specifically,
we consider four different phase field models: 1. isotropic conductivity with quadratic degradation
function (PFIQ), 2. isotropic conductivity with physics-based degradation function (PFIP) [81], 3.
anisotropic conductivity with quadratic degradation function (PFAQ), and 4. anisotropic conduc-
tivity with physics-based degradation function (PFAP). Also, the reference sharp crack solution
(Ref) is employed to verify the phase-field models. More details on these models are provided
in Table 3.1. For the numerical results of this section, the undamaged conductivity is given as
κ = 1.0 W m−1 K−1 Note that a small residual conductivity is always assumed during the simula-
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tion for numerical purposes (here κmin = 0.0001 W m−1 K−1). Finally, the parameters εc = 1.0E−4
and ε f = 1.0E − 16 are used to define the domains of Eq. (3.64).
Table 3.1: Definition of models used in the analysis in Fig. 3.6. Note that “PF” stand for phase field,
“Iso” stands for Isotropic and “Ani” stands for Anisotropic, “Quad” stands for quadratic degrada-
tion function and “Phys” stand for the physics based degradation function defined in Eq. (3.38)
Problem Abbreviation Crack description Conductivity formula Degradation function mT (c)
Reference Problem (Ref) Notch κD = κI No degradation
PF IsoQuad (PFIQ) Phase-field Eq. (3.36) Eq. (3.37)
PF IsoPhys (PFIP) Phase-field Eq. (3.36) Eq. (3.38)
PF AniQuad (PFAQ) Phase-field Eq. (3.64) Eq. (3.37)
PF AniPhys (PFAP) Phase-field Eq. (3.64) Eq. (3.38)
The aforementioned problems are solved using FEniCS [118, 119], and mesh generation is
obtained with Gmsh [103]. An unstructured fine mesh with 73,280 nodes and 147,527 triangular
elements is used in this study. The minimum cell diameter, which is computed as two times the
circumradius, is taken to be h∗ = 0.0012m. The temperature and heat flux fields are denoted as
TRe f and qRe f , respectively, in the reference problem and TPF and qPF in the problems modeled
by the phase-field method.
To assess the quality of the proposed models, the L2 norms of temperature and heat flux errors
are calculated as follows TPF − TRe f 22 = ∫
Ω
|TPF − TRe f |2dV, (3.65)
qPF − qRe f 22 = ∫
Ω
‖qPF − qRe f ‖
2dV . (3.66)
Fig. 3.6 shows convergence studies with respect to the aforementioned L2 norms (temperature
error in Fig. 3.6a and heat flux error in Fig. 3.6b) as a function of the length scale `0 and fixed mesh
(minimum element diameter: h∗ = 0.0012m). It can be observed that both figures present similar
behavior.
The highest error is observed when the isotropic quadratic degradation model (PFIQ) is ap-
plied. Although the error can be reduced by changing the degradation function from quadratic
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to physics-based with n0 = 10 (PFIP) (defined in Eq. (3.38)), significant error reduction can be
achieved in the case of anisotropic conductivity degradation (PFAQ or PFAP). As expected, the
use of anisotropic physics-based degradation function (PFAP n0 = 10) has better performance
compared with the quadratic (PFAQ). Furthermore, it is noteworthy that PFAP with n0 = 10 pro-
duces heat conduction solution which is length scale insensitive as the errors are very small and
remain nearly constant. This surprising result suggests that if one employs the proposed anisotro-
pic physics-based degradation function together with a “thick” length scale, the heat conduction in
the crack vicinity will still be accurately captured. In other words, a larger length scale provides
accurate thermal results yet requires less demanding computational burden.

















PFIP (n0 = 10)
PFAQ
PFAP (n0 = 10)
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PFIP (n0 = 10)
PFAQ
PFAP (n0 = 10)
(b)
Figure 3.6: Convergence studies as the length scale `0 decreases for fixed mesh (mini-
mum element diameter: h∗ = 0.0012m) with respect to the L2 norms of (a) temperature
error and (b) heat flux error.
For the fixed ratio `0h∗ = 10 the temperature error TPF − TRe f and heat flux logarithmic error
defined as log10(1 + ‖qPF − qRe f ‖) are presented in Fig. 3.7 and Fig. 3.8, respectively, for the two
extreme cases (PFAP n0 = 10) and (PFIQ). In the model PFAP, Fig. 3.7a shows that the temperature
error is limited at the crack tip only and it is negligible around the crack compared to the model
PFIQ (Fig. 3.7b). Similar behavior is observed in the case of the flux field as shown in Fig. 3.8a
and Fig. 3.8b for (PFAP n0 = 10) and (PFIQ), respectively. It is noteworthy that a significant heat




Figure 3.7: For fixed ratio `0h∗ = 10 the temperature error TPF −TRe f are shown in the two
extreme cases: (a) PFAP (n0 = 10) model (b) PFIQ model.
(a) (b)
Figure 3.8: For fixed ratio `0h∗ = 10 the heat flux logarithmic error defined as log10(1 +
‖qPF − qRe f ‖) are shown in the two extreme cases: (a) PFAP (n0 = 10) model (b) PFIQ
model.
To study the heat flux misorientations, the angle θq between the heat flux vector qPF (which
76
denotes the solution in the problems modeled by the phase-field method in Table 3.1) and the










Moreover, a polar coordinate system is introduced. The reference point of the system is the crack
tip, and the polar angle is denoted by φc in degrees. Figs. 3.9a and 3.9b show the values of
angle θq as a function φc ∈ [−90,90] over the contour lines c = 0.05 and c = 0.50 respectively.
Notice the symmetry about the angle φc = 0 where the angle mismatch is minimal for both PFAP
(n0 = 10) and (PFIQ). Fig. 3.9a shows that the proposed anisotropic model has almost zero heat
flux misorientation inside the process zone over the contour line c = 0.05. However, considerable
values of angle θq are observed over this isoline (the maximum value is θq ≈ 8o) in the model PFIQ,
leading to incorrect modeling of the heat transfer physics in the process zone. As we approach
the crack tip in this analysis, we observe that the proposed anisotropic-conductivity model still
outperforms the isotropic-conductivity model as shown in Fig. 3.9b. However, it is noteworthy
that the value of angle θq increases in PFAP (n0 = 10) due to the irregular boundary of the crack
(e.g. corners as depicted in Fig. 3.5b).
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PFAP (n0 = 10)
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PFAP (n0 = 10)
(b)
Figure 3.9: For fixed ratio `0h∗ = 10 the values of angle θq (in degrees) defined by
Eq. (3.67) as a function φc ∈ [−90,90] over the contour lines (a) c = 0.05 and (b)
c = 0.50. The model PFIQ fails to capture the correct heat flux orientations inside the
process zone compared to the model PFAP.
3.3 A unified dynamic thermo-mechanical fracture model including shear
bands and cracks
The equations that describe the dynamic fracture of metals, which is modeled by the phase field
method, are briefly presented in this section. The model consists of a set of nonlinear and strongly
coupled PDEs, which include three balance laws for macro-momentum, micro-momentum (phase
field evolution) and energy conservation, and two constitutive laws for elastic and plastic behavior
of metals [82].
In this model, the elastic constitutive equation takes into account the material degradation due
to fracture by reducing the stress magnitude at the crack. The plastic constitutive relation follows
a visco-plastic temperature dependent phenomenological law, such as the Litonski or Johnson-
Cook models [24, 26, 27]. The phase field method is used in this work to describe crack initiation
and propagation, and can be interpreted as the balance of micro-momentum. More details on the
derivations of this model can be found in our previous work [49, 50, 81].
The five unknown fields in the equations are the displacements u, the temperature T , the phase-
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field variable c, the stresses σ and the equivalent plastic strain (EQPS) ε̄p. We follow the conven-
tion that the phase field parameter c ∈ [0,1] denotes a state of damage (zero: an uncracked material,
one: a fully cracked state).
3.3.1 The problem statement: Strong form
A metallic structure is considered with domain Ω and boundary ∂Ω = Γ subjected to dynamic
loading and initial boundary conditions. Under these conditions, cracks and/or shear bands may
initiate and propagate in the domain. Brittle/ductile fracture and shear banding are damage and
failure modes that occur at distinct spatial and temporal scales. Hence, a single model which is
able to capture the aforementioned thermo-mechanical failure modes under broad range of strain
rates, is desired.
Following the balance laws and constitutive relations described in [49, 81], the strong form of
the initial-boundary value problem is recapped
Momentum Balance: ρ
..
u = ∇ · σ







Heat Equation: ρ ĉυ
.
T = ∇ · [κD (c,∇c) ∇T] + χ σ̄ g(σ̄,T, ε̄p)





εp = g(σ̄,T, ε̄p)

in Ω . (3.68)
Herein, ρ is the mass density of the material, Gc is the critical strain energy release rate, `0 is
the process zone parameter (2`0 is approximately the width of the crack [37]), and H is a history
variable used to impose irreversibility of damage.
In the heat equation of the system (Eq. (3.68)), ĉυ denotes the specific heat and χ is the Taylor-
Quinney coefficient [16], which determines the fraction of plastic work converted to heat. Thus,
the corresponding term which works as a source term drives the temperature rise and the formation
of shear bands. We emphasize that the thermal conductivity κD(c,∇c) is the key contribution in the
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current study.
Moreover, an additive decomposition of the total strain ε into elastic εe, plastic εp and thermal
εt components is assumed for small strain. That is to say
ε = εe + εp + εt . (3.69)
In our model, the elastic strain energy Ψe is degraded due to fracture by using a stress degrada-
tion function mσ(c) as follows
Ψe = W−e + mσ(c)W
+
e , (3.70)
where W+e and W
−
e are defined by an additive decomposition of the stored elastic strain energy We
of the undamaged solid,
We = W−e +W
+
e . (3.71)
It is noteworthy that W+e is the energy released due to fracture according to Eq. (3.70).
In this work, we adopt the decomposition, presented in [37], which is based on a spectral
decomposition of the elastic strain tensor. Namely, the component W+e drives the fracture due to
tension and W−e is the stored energy in the material due to compression. Combining Eqs. (3.70)
and (3.71), the degraded elastic strain energy reads
Ψe = We + [mσ(c) − 1]W+e . (3.72)




εeα nα ⊗ nα , (3.73)
where {εeα}α=1,2,3 denote the principal strains and {nα}α=1,2,3 are the principal strain eigenvectors.




















where Cel denotes the fourth-order elastic stiffness tensor which is given for isotropic materials in
terms of Lamé parameters λ and µ as
Cel = λI ⊗ I + 2µIs . (3.75)




δikδ j` + δi`δ j k
)
, where δi j is the Kronecker symbol, and the second-order identity tensor is
defined as Ii j = δi j .
The released elastic strain energy W+e is expressed as a function of the principal strains in which















where the Macaulay brackets 〈·〉 are defined as
〈x〉 =

x if x ≥ 0
0 if x < 0
. (3.77)
In the current work, the history variableH shown in Eq. (3.68) is used to impose fracture irre-
versibility conditions (i.e. crack healing is prevented and damage is assumed to be an irreversible
local process) and defined as
H = He +W+p , (3.78)




, and W+p is the portion of the inelastic energy which contributes to
fracture [49].
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The equivalent plastic strain rate
.̄















S : S , (3.80)
where S denotes the deviator of stresses σ (i.e. S = dev (σ) = σ − 13 tr (σ) I ). The operators
dev (σ) and tr (σ) denote the deviatoric part and the trace of the second order tensor σ respectively.
The temperature dependent J2 viscoplasticity law with isotropic hardening, in which the plastic
component of the strain rate tensor
.









where g(σ̄,T, ε̄p) is the flow rule given as a function of von Mises stress, temperature, and EQPS.
Substituting this equation into Eq. (3.79) and after simple algebraic manipulations, the flow rule is
derived as follows
.̄
εp = g(σ̄,T, ε̄p). (3.82)
In this work, a modified Litonski model [24], which describes a temperature dependent vis-

















ε0, m̂, σ0, ε0, n̂, T0, δ, and k are material parameters. Specifically, σ0 and ε0 denote the yield
stress and strain respectively. The reference parameters
.
ε0 and T0 denote the reference strain rate
and temperature, respectively. Also, one needs to provide thermal parameters such as the thermal
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softening parameter δ and the thermal softening temperature k to capture the thermal softening
behavior. Finally, the rate sensitivity parameter is denoted as m̂ and the strain hardening exponent
as n̂. For the steel material considered here, all the aforementioned material parameters are given
in Table 3.2.
The product of the von Mises stress and EQPS rate (which are work conjugate quantities) is
equal to the plastic power and is given as
σ : .εp = σ̄
.̄
εp = σ̄ g(σ̄,T, ε̄p), (3.84)




χ f σ̄ g(σ̄,T, ε̄p) dτ , (3.85)
where χ f is the fraction of the stored plastic work that contributes to fracture. Setting χ f = 0
means that only the elastic energy W+e contributes to fracture. On the other hand, setting χ f =
1 − χ (i.e. the maximum thermodynamically consistent value) means that all the plastic work will
contribute to fracture.
To solve the system in Eq. (3.68), boundary and initial conditions should be specified. To this
end, the boundary is partitioned into Dirichlet and Neumann type conditions, in which n denotes
the outward normal vector. Specifically, the boundary Γ is split as follows
Γ = Γu ∪ Γt , Γu ∩ Γt = ∅ , (3.86)
Γ = ΓT ∪ Γq , ΓT ∩ Γq = ∅ . (3.87)
where Γu is the part of the boundary on which the prescribed displacements ū are imposed, and
the disjoint boundary Γt is the part on which tractions t̄ are given. ΓT and Γq are the parts of the
boundary where the temperature T and the heat flux q are prescribed. In this model, the boundary
Γq is insulated, which indicates that no heat is leaving or entering the system. The directional
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derivative of the phase-field parameter is zero in the direction of the outward normal vector as
expressed by ∇c(x, t) · n(x) = 0. This can be interpreted as no damage flux across the surface Γ.
Lastly, the initial state of the system is considered to be undeformed, undamaged and unstressed
with temperature T̄0(x) at x ∈ Ω.
Finally, the boundary conditions in the strong form (Eq. (3.68)) read
u(x, t) = ū(x, t) x ∈ Γu
Dnc = ∇c(x, t) · n(x) = 0 x ∈ Γ
T(x, t) = T̄(x, t) x ∈ ΓT
σ(x, t)n(x) = t̄ = 0 x ∈ Γt
q(x, t) · n(x) = q̄(x, t) = 0 x ∈ Γq

f or t > 0 , (3.88)
and initial conditions
u(x,0) = 0 x ∈ Ω
c(x,0) = 0 x ∈ Ω
T(x,0) = T̄0(x) x ∈ Ω
σ(x,0) = 0 x ∈ Ω




The viability of the proposed phase-field model with anisotropic themal-conductivity degrada-
tion is demonstrated on two dynamic fracture benchmark problems. In the first example, a metallic
plate with a triangular notch is modeled in which mechanical and thermal loads are applied in two
steps. First a thermal load is imposed until a thermal steady-state is obtained. Second, mechanical
tensile loading is imposed to generate a Mode I crack. In this example, the crack is accompanied
by mild plasticity at the notch tip, and the fracture is characterized as brittle because the crack
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propagates with negligible inelastic deformation. In the second example, a variant of the Kalthoff-
Winkler problem [22, 6] is considered. The problem consists of a notched steel plate impacted by
a rigid projectile, and a failure mode transition is observed depending on the projectile’s velocity.
In other words, a slow impact velocity leads to a brittle fracture at approximately 70o inclination
with respect to the notch direction, while a fast impact leads to a shear band propagating out of
the notch at approximately 0o. Herein, a failure mode combination is modeled by imposing an
intermediate velocity at the impacted surface. Initially, a shear band is formed and is followed by
crack initiation.
In both examples, we study the effect of crack formation on the temperature field and thermal
fluxes. We compare the performance of the proposed thermal-conductivity degradation model with
a standard phase-field model. Specifically, heat conduction results are presented for the following
two phase-field models
• Isotropic conductivity with quadratic thermal degradation function (PFIQ) - standard degra-
dation widely used in the literature [40, 52].
• Anisotropic conductivity with physics-based thermal degradation function (PFAP) - the pro-
posed method presented in Section 3.2.2 in conjunction with the physics-based degradation
functions [81].
Gmsh [103, 104] is used to generate meshes. The PDE model is implemented in the Finite
Element Analysis Program (FEAP) [106] and a direct LU solver is used to solve the system at
every Newton iteration by linking the package MUMPS [107, 108] through the PETSc interface
[111, 112, 113].
3.4.1 Notched plate under tension: Mode I fracture with mild plastic deformation
Problem description
In the first example, a square plate of width H = 5cm with a triangular notch is studied. The
notch geometry is provided as a function of H as shown in Fig. 3.10a. The plate is fixed at the
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bottom and constrained at its left side by rollers. At the beginning of our simulation (τ = 0), the
plate is undeformed, undamaged and stress-free and the temperature is uniformly equal to 300K .
The boundaries at the left and right edges of the plate are insulated.
The domain discretization is shown in Fig. 3.10b where an unstructured mesh is depicted. The
mesh consists of 6,947 nodes and 6,832 elements, and there is refinement along the anticipated
crack path. An adaptive time stepping technique is used to advance the PDE system in time.
In loading stage 1 (0 ≤ τ ≤ 400s), the temperature at the bottom edge increases from 300K
to 400K using a thermal load with a ramp as depicted in Fig. 3.11a. The temperature at the top
of the plate is T = 300K imposed as a Dirichlet boundary condition. Note that loading stage 1
ends at τ = 400s when the system reaches a steady-state. In loading stage 2 (400s ≤ τ ≤ 800s),
the temperature is hold fixed and equal to 400K and 300K on bottom and top edges respectively
(see Fig. 3.10a for the boundary conditions in stage 2). At this stage a velocity is imposed on
the top edge for short time in order to instigate cracking. To capture the fast process of the crack
propagation, a different time-scale t = τ − 400s is used, which is initialized as zero when the
mechanical loading starts. Using this time-scale, the velocity profile is illustrated in Fig. 3.11b
with υ0 = 5m/s, which corresponds to a nominal strain-rate of 100s−1, along with tr = 1.75µs,

















Figure 3.10: Steel plate with a notch under thermal and mechanical loadings (a) Geom-
etry, dimensions and boundary conditions in loading stage 2 (b) Unstructured mesh with
6,947 nodes and 6,832 elements, refined along the anticipated crack path.
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Figure 3.11: Two-stage loading conditions: (a) thermal load, imposed on the bottom edge
until the system reaches steady-state, (b) mechanical load, expressed by the depicted
velocity profile and imposed on the top edge. The curly lines on the t-axis indicate that
there is no scaling. Note that two different time-scales t and τ are used to define the loads
because heat conduction and fracture occur at multiple time-scales.
The modified Litonski model, expressed in Eq. (3.83), is used in this problem to describe
steel’s behavior. The material parameters are presented in Table 3.2. Additionally, the length scale
of the phase-field method is equal to `0 = 0.07cm and the principal-strain energy split, defined in
Eqs. (3.72) and (3.76), is adopted.
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Table 3.2: Material properties for the steel used in simulations ([23])
Property Notation Value Unit
Young Modulus E 200E+9 Pa
Poisson Ratio ν 0.29 -
Mass Density ρ 7830 kgm3
Specific heat ĉυ 477 Jkg·K
Thermal Conductivity κ 38 WmK
Thermal Expansion Coefficient α 11.0E-6 1K
Taylor-Quinney Coefficient χ 0.9 -




Rate Sensitivity Parameter m̂ 70 -
Yield Stress σ0 2000E+6 Pa
Yield Strain ε0 0.01 -
Strain Hardening Exponent n̂ 0.01 -
Reference Temperature T0 293 K
Thermal Softening Parameter δ 0.8 -
Thermal Softening Temperature k 500 K
Critical Energy Release Rate Gc 12500 Jm2
Anisotropic versus isotropic thermal conductivity
Herein, the proposed anisotropic thermal conductivity which is defined in Eq. (3.64) (for ε f =
1.0E − 8 and εc = 0.1) along with a physics-based degradation function (Eq. (3.38) for n0 = 10)
is compared against the isotropic conductivity with the quadratic degradation function (defined by
Eqs. (3.36) and (3.37)). For numerical and physical purposes, a residual conductivity is always
assumed, corresponding to conductivity of air (κair = 0.025 WmK ). As a result, the value of the heat
flux is only equal to zero when the temperature gradient is the zero vector.
Fig. 3.12a shows a snapshot of the phase-field at the end of the simulation (t = 400s), and the
crack profiles along line segment AB at four time instances are depicted in Fig. 3.12b. Notice that
no phase-field evolution occurs after t = 68.77µs along line segment AB. Fig. 3.13 shows the heat
flux magnitude and temperature fields along line segment AB using the proposed anisotropic con-
88
ductivity (PFAP) in the left column (Figs. 3.13a and 3.13c) and the isotropic conductivity (PFIQ)
in the right column (Figs. 3.13b and 3.13d) respectively.
A heat flux jump is observed after the crack formation in Fig. 3.13a, whereas the heat flux
drop is smooth in Fig. 3.13b leading to heat flux underestimation in the crack process zone. The
heat flux magnitude is plotted at time t = 199.9s and t = 400s to show that the new steady state
of the problem is reached. Note the difference between the solutions at t = 0s (before the crack
formation) and at t = 400s (after the crack formation - steady state).
Both PFAP and PFIQ models capture temperature jumps across the crack as shown in Figs. 3.13c
and 3.13d. However, the jump is smaller in the PFAP model (see Fig. 3.13c) because the heat flux
magnitude is not underestimated in the crack process zone as for the PFIQ model (see Fig. 3.13d).
(a)
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t = 0.0 s
t = 68.77 s
t = 199.9 s
t = 400.0 s
(b)
Figure 3.12: Mode I fracture of steel plate with a triangular notch under thermo-
mechanical loads: (a) the phase-field distribution at the end of the simulation (t = 400s),
and (b) the phase-field profile along the line segment AB at different time instances.
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(a) PFAP: κD = κD(c,∇c)
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(b) PFIQ: κD = (1 − c)2 κI
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(c) PFAP: κD = κD(c,∇c)
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(d) PFIQ: κD = (1 − c)2 κI
Figure 3.13: Heat flux magnitude and temperature fields along the line segment AB is
shown using the proposed anisotropic conductivity (PFAP) (n0 = 10) in Figs. 3.13a
and 3.13c, and the isotropic conductivity (PFIQ) in Figs. 3.13b and 3.13d.
Fig. 3.14 shows the distribution of the heat flux magnitude in the plate at steady-state (t =
400s). One can compare the proposed anisotropic conductivity degradation (Fig. 3.14a) with the
isotropic conductivity degradation (Fig. 3.14b) and showcase the difference caused in the temper-
ature fields (Fig. 3.15) at steady-state.
Although a decrease of the heat flux magnitude at the new crack surface is observed in both ani-
sotropic (PFAP) and isotropic (PFIQ) models, the proposed anisotropic conductivity degradation
can capture more accurately the heat flux increase at the crack tip as illustrated in Fig. 3.14a. In
case of isotropic conductivity degradation the heat flux decrease is smoother as shown in Fig. 3.14b.
The latter non-physical decrease impedes the heat conduction inside the process zone of the crack,
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leading to temperature differences as shown in Fig. 3.15.
(a) PFAP: κD = κD(c,∇c) (b) PFIQ: κD = (1 − c)2 κI
Figure 3.14: Snapshots of the heat flux magnitude at steady-state (t = 400s), when
the proposed anisotropic conductivity (PFAP) (Fig. 3.14a) and the isotropic conductivity
(PFIQ) (Fig. 3.14b) are used.
Figure 3.15: Snapshot of the temperature difference TPFIQ −TPF AP at steady-state (t = 400s). It is
caused because (PFIQ) impedes heat conduction inside the crack process zone.
To report the time evolution of heat flux directions, the angle θx between the positive x axis
and the heat flux vector q (which is calculated by solving Eq. (3.68) for the thermal-conductivity
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Fig. 3.16 shows the angle θx , given in degrees, as a function of time at a point Q (depicted in
Fig. 3.12a). The point was chosen to lie inside the process zone (c = 0.65).
We observe that the heat fluxes rotate in both models until they reach a different lower steady-
state value. However, the rate of drop is greater in the proposed PFAP model. Hence, the boundary
conditions are satisfied more accurately compared to the PFIQ model.















Figure 3.16: The angle θx , defined in Eq. (3.90) and given in degrees, between the positive x axis
and the heat flux vector as a function of time t (which is initialized as zero when the mechanical
load is applied) at a point Q (depicted in Fig. 3.12a). The proposed PFAP model imposes Neumann
boundary conditions more accurately.
3.4.2 Kalthoff-Winkler problem: impact on a notched plate
Problem description
In the second example, a variant of the Kalthoff-Winkler problem [22, 6] is studied. Specif-
ically, the problem consists of a notched steel plate of width H = 1.8mm impacted by a rigid
projectile, as depicted in Fig. 3.17a. The plate is fixed at the top edge while rollers are used at the
bottom edge, impeding vertical displacements on the latter boundary. At time t = 0s, the plate is
undeformed, undamaged, unloaded and the temperature is assumed to be uniform at room temper-
ature Tr = 300K . The boundary of the plate is insulated, and consequently, Neumann boundary
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conditions are imposed on the heat equation.
The domain discretization is shown in Fig. 3.17b where an unstructured mesh is depicted. The
mesh consists of 29,431 nodes and 29,096 elements including refinements along the anticipated
shear band and crack (approximately 0o and 70o about the notch tip respectively). An adaptive
time stepping technique is used to advance the PDE system in time.
Projectile impact is simulated by imposing a mechanical load at the edge below the notch
as shown in Fig. 3.17a. Specifically, this load is described by the velocity profile as shown in
Fig. 3.11b with impact velocity υ0 = 5m/s along with the ramp times tr = 2.5µs, ts = 37µs,
release time t f = 39.5µs and total time tt = 10.4s.
Under this loading condition (intermediate impact velocity in this problem), a shear band is
formed approximately in parallel with the load direction and followed by crack initiation. In this


















Figure 3.17: Kalthoff-Winkler problem: steel plate with a notch under thermal and me-
chanical loads (a) Geometry, dimensions and boundary conditions (b) Unstructured mesh
with 29,431 nodes and 29,096 elements which is refined along the anticipated shear band
and crack directions (approximately 0o and 70o about the notch-tip respectively).
The steel is modeled by a flow rule given by the modified Litonski model in Eq. (3.83), with
the material parameters given in Table 3.2 excluding an increased critical energy release rate Gc =
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22,000 Jm2 . The length scale is `0 = 64.5µm and the principal-strain energy split is adopted to drive
the fracture as written in Eqs. (3.72) and (3.76).
Anisotropic versus isotropic thermal conductivity
In this section, the proposed anisotropic thermal conductivity which is defined in Eq. (3.64) (for
ε f = 1.0E − 8 and εc = 0.03) along with a physics-based degradation function (PFAP: Eq. (3.38)
for n0 = 10) is compared against the isotropic conductivity with the quadratic degradation function
Eqs. (3.36) and (3.37) (PFIQ). For numerical and physical purposes, a residual conductivity is
always assumed (κair = 0.025 WmK ).
The important role of the thermal-conductivity degradation for capturing the physics is high-
lighted in Fig. 3.18 where different failure modes are observed in PFAP and PFIQ models. Specif-
ically, Figs. 3.18a and 3.18b show plots of the EQPS at t = 52.0µs for the two models. Although
shear bands are formed at similar locations in both models, the maximum values of EQPS are
significantly different (PFAP: ε̄p = 2.26 and PFIQ: ε̄p = 3.93). This difference is mainly caused
by thermal softening effects, which are triggered dissimilarly due to heat flux degradations. This
difference leads to a pronounced effect on the response of the model. For instance, two completely
different crack topologies are formed at t = 52.0µs. Specifically, Fig. 3.18c shows that a crack
initiates at 75o about the notch tip using the PFAP model. On the other hand, for the PFIQ model,
the snapshot of the phase-field at the same time showcases that the crack initiation is located at the
shear band front (Fig. 3.18d). The crack orientation predicted by the PFAP model at the studied
impact velocity seems to be more realistic according to [22, 6], but additional experimental work
is needed to validate the proposed models.
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(a) PFAP: κD = κD(c,∇c) (b) PFIQ: κD = (1 − c)2 κI
(c) PFAP: κD = κD(c,∇c) (d) PFIQ: κD = (1 − c)2 κI
Figure 3.18: Model predictions in the Kalthoff-Winkler problem. EQPS and phase-field
snapshots are shown at t = 52.0µs using the proposed anisotropic conductivity (PFAP)
(n0 = 10) in Figs. 3.18a and 3.18c, and the isotropic conductivity (PFIQ) in Figs. 3.18b
and 3.18d. Note the completely different physics observed.
In Fig. 3.19, the EQPS and phase-field profiles along line segment CD (depicted in Fig. 3.17a)
at four time instances are presented using the proposed anisotropic conductivity (PFAP) in the
left column (Figs. 3.19a and 3.19c) and the isotropic conductivity (PFIQ) in the right column
(Figs. 3.19b and 3.19d) respectively.
Although the shear bands are extremely localized with similar widths between the two phase-
field models (PFAP and PFIQ), the different maximum values of EQPS are highlighted in Figs. 3.19a
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and 3.19b respectively. Reporting the phase-field along line segment CD, we observe that a fully
developed diffusive crack is formed using the PFAP model (Fig. 3.19c), whereas this crack topol-
ogy is not observed using the PFIQ model (Fig. 3.19d).
t = 0.0 s t = 22.2 s t = 35.1 s t = 52.0 s
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(a) PFAP: κD = κD(c,∇c)
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(b) PFIQ: κD = (1 − c)2 κI
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(c) PFAP: κD = κD(c,∇c)
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(d) PFIQ: κD = (1 − c)2 κI
Figure 3.19: EQPS and phase-field profiles along the line segment CD at different time
instances are shown using the proposed anisotropic conductivity (PFAP) (n0 = 10) in
Figs. 3.19a and 3.19c, and the isotropic conductivity (PFIQ) in Figs. 3.19b and 3.19d.
Fig. 3.20 shows the equivalent plastic strain at point P (depicted in Fig. 3.17a and chosen due
to high stress concentration) as a function of time for the PFAP and PFIQ models. The point of
departure in the EQPS evolution takes place at t = 25µs when the phase-field and consequently the
conductivity-degradation are considerable. It is noteworthy that the thermal-conductivity degrada-
tion has significant effect on the plasticity and shear banding.
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Figure 3.20: EQPS at point P (depicted in Fig. 3.17a) as a function of time for the PFAP and PFIQ
models. It is noteworthy that the thermal-conductivity degradation has significant effect on the
plasticity and shear banding.
In Fig. 3.21, the heat flux magnitude and temperature fields along line segment CD are pre-
sented using the proposed anisotropic conductivity (PFAP) in the left column (Figs. 3.21a and 3.21c)
and the isotropic conductivity (PFIQ) in the right column (Figs. 3.21b and 3.21d) respectively.
The maximum value of the heat flux magnitude is greater in Fig. 3.21a compared with the max-
imum value in Fig. 3.21b because the PFIQ model degrades the thermal-conductivity unphysically
more than PFAP model even for small values of phase-field. In other words, the PFAP model real-
istically captures the heat conduction process, and consequently the initiation of localized failure
modes such as shear bands and cracks.
As expected, the opposite behavior is observed in temperature. For the PFAP model, the max-
imum temperature is approximately 500K because the use of physics-based degradation functions
does not impede the process of heat conduction in the shear band where the phase-field values
are non-negligible (Fig. 3.21c). For the PFIQ model, the maximum temperature is approximately
600K because the major degradation of heat fluxes decelerates the heat conduction process leading
to high temperature increases and stronger thermal softening effects (Fig. 3.21d). To further elab-
orate on this issue, the heat flux magnitude and temperature fields are plotted along line segment
CD at intermediate times (t = 52.0µs and t = 429.6µs). The PFAP model captures more accu-
rately the heat fluxes applies to the intermediate times as well. Also, these fields are reported at
time t = 10.4s when the new steady-state is reached. Notice that the steady-states in terms of the
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temperature and heat flux are similar for both PFAP and PFAP models, nevertheless, the fracture
behavior is significantly different.
t = 35.1 s t = 52.0 s t = 429.6 s t = 10.4 s
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(a) PFAP: κD = κD(c,∇c)
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(b) PFIQ: κD = (1 − c)2 κI
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(c) PFAP: κD = κD(c,∇c)
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(d) PFIQ: κD = (1 − c)2 κI
Figure 3.21: Heat flux magnitude and temperature fields along the line segment CD
is shown using the proposed anisotropic conductivity (PFAP) (n0 = 10) in Figs. 3.21a
and 3.21c, and the isotropic conductivity (PFIQ) in Figs. 3.21b and 3.21d.
Fig. 3.22 shows the distribution of heat flux magnitude in the plate at an intermediate time
(t = 35ms). This state can be used to compare the proposed anisotropic conductivity degradation
(Fig. 3.22a) with the isotropic conductivity degradation (Fig. 3.22b).
The decrease of the heat flux magnitude is observed at different locations in anisotropic (PFAP)
and isotropic (PFIQ) models in agreement with the creation of different crack topologies. The
proposed anisotropic conductivity degradation can capture more accurately the heat flux increase
at the crack tip as illustrated in Fig. 3.22a. On the other hand, for the PFIQ model the heat flux
decrease is greater and more diffusive as shown in Fig. 3.22b, causing different crack patterns.
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Fig. 3.23 shows the temperature difference TPFIQ − TPF AP at the intermediate time t = 35ms. As
expected, considerable temperature differences are observed due to the formation of different crack
topologies.
(a) PFAP: κD = κD(c,∇c) (b) PFIQ: κD = (1 − c)2 κI
Figure 3.22: Snapshots of the heat flux magnitude at an intermediate time t = 35ms,
when the proposed anisotropic conductivity (PFAP) (Fig. 3.22a) and the isotropic con-
ductivity (PFIQ) (Fig. 3.22b) are used.
Figure 3.23: A snapshot of the temperature difference TPFIQ − TPF AP at the intermediate time
t = 35ms. Considerable differences are observed due to the formation of different crack topologies.
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3.5 Concluding Remarks
To correctly capture the heat transfer physics across cracks in the context of the phase-field
method, damage models degrading the effective thermal-conductivity are necessary in order to
impose correct Neumann boundary conditions on the crack surfaces. The use of isotropic thermal-
conductivity degradation functions results in the uniform reduction of the conductivity values in
all directions, and consequently a non-physical degradation along the crack surface is imposed.
In this work, we have proposed a new anisotropic approach of the thermal-conductivity degra-
dation, which depends on the phase-field gradient, to account for the crack directionality. The key
idea is to degrade thermal-conductivity only in the direction of the unit vector normal to the crack,
as imposed by Neumann boundary conditions. The conclusions of this work are as follows
• It was shown that the proposed approach reduces the error in temperature and heat flux fields
compared to the isotropic degradation approaches.
• The anisotropy of the thermal-conductivity tensor is not due to anisotropic material proper-
ties, but rather serves as a means of accounting for the crack directionality.
• The dependence of thermal-conductivity on the crack directionality produces heat conduc-
tion solution which is length scale insensitive as the errors are very small and remain nearly
constant. This surprising result suggests that if one employs the proposed anisotropic physics-
based degradation function together with a larger length scale, the heat conduction in the
crack vicinity will still be accurately captured.
• Finally, it was shown that inaccurate modeling of the heat transfer in dynamic fracture simu-
lations can lead to pronounced effects in terms of shear bands and cracks and poorly capture
the physics of the problem.
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Chapter 4
Updating strategy of a domain decomposition precon-
ditioner
Published in: L. Svolos, L. Berger-Vergiat, H. Waisman. Updating strategy of a domain de-
composition preconditioner for parallel solution of dynamic fracture problems. Journal of Com-
putational Physics, 2020. [93]
4.1 Summary
The chapter is organized as follows. In Section 4.2, the model for capturing shear banding
and fracture is presented, which include the governing equations, constitutive relations and bal-
ance laws. In Section 4.3, the construction of the proposed preconditioner is explained including
the special domain decomposition features and the analytical derivations of the updating strategy.
In Section 4.4 we analyze the serial and parallel performance of the proposed strategy on three
benchmark problems. The proposed criterion is compared against two extreme updating strate-
gies in which either the preconditioner is updated every nonlinear iteration (ASM) or no update of
preconditioner takes place during simulation (ASM0). Additionally, a comparison between the pro-
posed method and off-the-shelf solvers is provided. Finally, conclusions of this study are provided
in Section 4.5.
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4.2 Modeling shear bands and cracks
4.2.1 Governing equations
First, the equations that describe the dynamic fracture of metals are briefly presented in this
section. The model consists of a set of nonlinear and strongly coupled PDEs, which include three
balance laws for macro-momentum, micro-momentum and energy conservation, and two con-
stitutive laws for elastic and plastic behavior of metals. The phase field method is used in this
work to describe crack initiation and propagation, and can be interpreted as the balance of micro-
momentum. The phase field method is a continuum based approach to fracture, in which the crack
is approximated as a continuous field over a small width, using the so-called phase-field parameter
c.
The five unknown fields in the aforementioned equations are the displacements ui, the temper-
ature T , the phase-field parameter c, the stresses σi j and the equivalent plastic strain (EQPS) γ̄p. It
is also important to mention that the unknown phase field parameter c ∈ [0,1] denotes the state of
damage, zero means an uncracked material while one denotes a fully cracked state. More details
on derivations of this model, which can capture the ductile-brittle transition failure in metals, can
be found in [49, 50].
Constitutive relations
Under small strains assumption, an additive decomposition of the total strain εi j , into elastic
εei j , plastic ε
p
i j and thermal ε
t
i j components, reads
εi j = ε
e
i j + ε
p






ui,j + u j,i
)
. (4.1)
The thermal strain follows a linear expansion law
εti j = ᾱ∆T δi j , (4.2)
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where ᾱ is the linear expansion coefficient, ∆T is the change in temperature, and δi j denotes Kro-
necker delta, or the second order identity tensor. The constitutive laws for elasticity and plasticity










where Celi jkl is the fourth-order elastic stiffness tensor. For an isotropic material, this tensor can be
expressed in terms of Lamé parameters λ and µ, and is given by
Celi jkl = λ δi j δkl + µ(δik δ jl + δil δ j k) (4.4)
In the phase field method, the elastic free energy ψe, which is degraded due to fracture, is additively
split into energy used to drive the fracture and energy that is stored in the lattice. The former is an
energy component W+e that is degraded by damage, and the latter is an undamaged or stored energy
W−e . The degraded elastic free energy is expressed by phase-field method as
ψe = W−e + m(c)W
+
e = We + [m(c) − 1]W+e , (4.5)
where the function m(c) is the so-called degradation function, which provides the relation to de-
grade the elastic free energy. The general conditions on m(c) for which Γ-convergence can be
attained were first derived in [120], and it was applied to phase-field fracture in [45]. A detailed
study of the properties of m(c) is given in [102].




= Celi jkl ε
e




In this work, we adopt two different energy splits, which are given by specifying the components
of the elastic strain energy degraded by damage. First, the volumetric-deviatoric split, presented in
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2 + µ eei je
e
i j (4.7)
where the bulk modulus is K = λ + 23 µ, and the Macaulay bracket operator 〈•〉, is defined as:
〈x〉 =

x if x ≥ 0
0 if x < 0
(4.8)






kkδi j is the deviatoric part of the elastic tensor. Second, the principal strain





















3 are the principal strains.
It is noteworthy that Γ-convergence with an elastic energy density based on the principal strain
split expressed in Eq. (4.9) has not yet been established. However, it has been proven in the
cases where the split is replaced by a projection (such as the hydrostatic-deviatoric split [47], the
deviatoric split [121], or the “masonry” split [122] only in the two dimensional case [123] ).
The equivalent plastic strain rate
.̄













i j . (4.10)
where the superimposed dot denotes a time derivative. Eq. (4.10) is a typical J2 plasticity law with










where g(σ̄,T, γ̄p) is the flow law given as a function of effective stress, temperature and equivalent
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plastic strain, and Si j is the deviatoric part of stresses σi j defined as
Si j = σi j −
σkk
3
δi j . (4.12)





Si j Si j (4.13)
is the conjugate quantity of the equivalent plastic strain γ̄p in the sense that the product of these
two quantities is equal to the plastic work. The plastic strain tensor in Eq. (4.11), can be calculated










Si j dτ (4.14)



















Si j Si j = g(σ̄,T, γ̄p) (4.15)
In this work, a temperature dependent viscoplastic material model is assumed, such as the Johnson-
Cook model [27] or the Litonski model [24]. Hence, the flow law can be expressed in a general






γp) and R(T) are functions which give the relation with respect to each component
independently. These functions depend also on specific material parameters. Solving with respect
to
.̄
γp, the inelastic constitutive relation can be written as follows
.̄

























γ0,m,σ0,γ0,n,T0,δ, and k are model parameters. The reference parameters
.
γ0 and T0 denote
the reference strain rate and the reference temperature respectively. In addition, the yield stress
σ0 and the yield strain γ0 depend on the material which is modeled. Also, it is needed to provide
some thermal parameters such as the thermal softening parameter δ and the thermal softening
temperature k to capture the thermal softening behavior. Finally, the rate sensitivity parameter m
and the strain hardening exponent n can be found based on experiments in the literature. For the
C-300 steel, all the aforementioned material parameters are given in Table 4.1.
Balance laws
The linear momentum balance equation is given by
ρ
..
ui = σji,j (4.19)
where ρ is the mass density of the material.
In the current work, we employ the phase field method, following the model presented in [49].
The derivations are based on the micro-force balance equation [82] with the modification of the








where Gc is the critical strain energy release rate (a material property), `0 is the process zone
parameter (2`0 is approximately the width of the crack [37, 41]), and H is a history variable used
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to impose fracture irreversibility, defined as





It is noteworthy that a sufficiently smooth solution of Eq. (4.20) is bounded between 0 ≤ c ≤ 1
because (i) the quadratic degradation function m(c) = (1 − c)2 is used and (ii) the irreversible
driving forceH is adopted in our work similar to [38]. In this way, crack healing is prevented and
damage is assumed to be an irreversible local process.
To model ductile fracture, the term W+p , which accounts for the damage resulting from inelastic
work, is introduced. Specifically, W+p is the amount of the inelastic energy which contributes to
fracture. It is noteworthy that W+p is a monotonically increasing function in time.
The energy balance equation [2], which accounts for diffusion as well as heat production in
proportion to the plastic work, is given as
ρ ĉ
.
T = κ T,ii + χ σ̄ g(σ̄,T, γ̄p) (4.22)
where ĉ denotes the specific heat, χ is the so-called Taylor-Quinney coefficient [16], and κ is the
thermal conductivity. The Taylor-Quinney coefficient defines the amount of plastic work converted
to heat [2]. Herein, χ is assumed to be a constant, although recent experimental studies [17]
suggest it can vary in space and time depending on the strain rate. Following Eq. (4.17), the power
due to plastic deformation can be expressed as
σ̄
.̄
γp = σ̄ g(σ̄,T, γ̄p) . (4.23)
Thus, the third term in Eq. (4.22) is a source term that drives the temperature rise and the formation
of shear bands. We emphasize that thermal conductivity is important as it introduces a weak length
scale into the model and leads to mesh insensitive results when shear bands are formed [33].
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(1 − χ)σ̄ g(σ̄,T, γ̄p) dτ . (4.24)
Setting W+p equal to zero, means that only the elastic energy W
+
e contributes to fracture as seen
in Eq. (4.20), which may not be physical [49].
4.2.2 Dynamic fracture - Problem statement
The strong form
Consider the dynamic fracture of a metal component with domain Ω and boundary ∂Ω = Γ
subjected to some initial and boundary conditions and loads. Under these conditions, shear bands
and cracks may initiate and propagate in the domain, as illustrated in schematic Fig. 4.1. The
strong form of the problem, following the balance laws and constitutive relations described above,





Γq = Γ \ ΓT Γ
u





Figure 4.1: Boundary conditions and loads applied to a metallic solid that leads to the formation
of shear bands and cracks. The crack is approximated by the phase-field method, where c = 0












Energy Balance: ρ ĉ
.
T = κ T,ii + χ σ̄ g(σ̄,T, γ̄p)
Elastic Constitutive Relation: σi j = Celi jkl ε
e





γp = g(σ̄,T, γ̄p)

in Ω (4.25)
with the boundary conditions
ui(x, t) = ūi(x, t) x ∈ Γu
c,i(x, t) ni(x) = 0 x ∈ Γ
T(x, t) = T̄(x, t) x ∈ ΓT
σi j(x, t) n j(x) = t̄i x ∈ Γt
qi(x, t) ni(x) = q̄(x, t) = 0 x ∈ Γq

for t > 0 (4.26)
and initial conditions
ui(x,0) = 0 x ∈ Ω
c(x,0) = 0 x ∈ Ω
T(x,0) = T̄0(x) x ∈ Ω
σi j(x,0) = 0 x ∈ Ω
γ̄p(x,0) = 0 x ∈ Ω

(4.27)
The boundary is separated into parts where Dirichlet or Neumann conditions are imposed, in
which ni denotes the outward normal vector. Specifically, the boundary Γ is split as follows
Γ = Γu ∪ Γt , Γu ∩ Γt = ∅ (4.28)
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Γ = ΓT ∪ Γq , ΓT ∩ Γq = ∅ . (4.29)
where Γu is the part of the boundary on which the prescribed displacements ūi are imposed, and
the disjoint boundary Γt is the part on which the tractions t̄i are given. ΓT and Γq are the parts of
the boundary where the temperature T and the heat flux q are imposed as T̄ and q̄, respectively. In
this model, the boundary Γq is insulated, which indicates that the heat flux q̄ is zero perpendicular
to the boundary. The directional derivative of the phase-field parameter is zero in the direction of
the outward normal vector as expressed by c,i(x, t) ni(x) = 0. This can be interpreted as no damage
flux across the surface Γ. Lastly, the initial state of the system considered to be undeformed,
undamaged and unstressed with temperature T̄0(x) at x ∈ Ω.
It is important to emphasize that two length scales are present in the above equations. A strong
length scale defined by `0 is due to fracture and propagates with a fast time scale, and a weak
length scale obtained by the competition between source term χ σ̄ g(σ̄,T, γ̄p) (shear heating term)
and diffusive term κ T,ii and propagates slower [124, 125]. Moreover, it should be noted that both
length scales act as localization limiters to fracture and shearbands and regularize the governing
equations when softening occurs, which are necessary for mesh insensitive results.
Finally, it is noteworthy that Eq. (4.25) is not derived from minimization of a free energy
functional as it was done in phase-field models of brittle fracture. However, to the authors’ best
knowledge, variational theories that describe the ductile fracture process similar to variational
brittle fracture process are rare [126]. In this work, a thermodynamically consistent formulation
that include three balance laws for macro-momentum, micro-momentum and energy conservation,
and two constitutive laws for elastic and plastic behavior, is adopted, following the work in [82,
41, 42]. By satisfying the second law of thermodynamics, the micro-momentum balance can be
transformed into the phase-field equation.
The weak form
The weak form is constructed by multiplying each equation, associated with field F ∈ {u, c,T, σ, γ̄p},
in (Eq. (4.25)) by an appropriate arbitrary test function wF ∈ S0F , integrating over the domain of
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wui,j σji dΩ −
∫
Γt

























wT,i κi jT,j dΩ −
∫
Ω


























wγ̄p g(σ̄,T, γ̄p) dΩ = 0

(4.30)
Note that integration by parts has been carried out where appropriate with the initial conditions
are defined in Eq. (4.27). Neumann boundary conditions have been used to derive Eq. (4.30) and
Dirichlet boundary conditions are part of the solution spaces SF , where F ∈ {u, c,T, σ, γ̄p}.
Additionally, we define the following spaces for all test and trial functions
Su =
{




































γ̄p | γ̄p ∈ L2(Ω)
}
Note that L2(Ω) is the vector space of square-integrable functions with respect to Lebesque mea-
sure, and H1(Ω) is the Sobolev space with L2-functions that consists of first order weak derivatives
in L2, defined as
H1(Ω) = {υ ∈ L2(Ω),
∂υ
∂x
∈ L2(Ω)} . (4.31)
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4.2.3 The numerical approximation
To solve the preceding dynamic fracture problem, the weak problem is discretized in time
employing an implicit time stepping method and discretized in space using mixed finite element
method, as discussed in [50].
The discrete non-linear system is solved by a Newton-Raphson method at every time step, in
which a linearized system is obtained by taking the Gâteaux derivatives of the spatially continuous-
temporary discrete residual. This consistent linearization of the equations is achieved analytically
to attain optimal convergence rates and to reduce computational cost. Note that all the equations
are solved concurrently without splitting or lagging. In this section, we present briefly the discrete
system and the linearization process. For more details, one should refer to Appendix C.1.
The discretized system
The macro-momentum balance equation is advanced in time using a Newmark−βmethod while
the thermal equation, and the constitutive equation for plasticity are advanced in time using the
backward Euler method.
To discretize the system in space, the domain Ω is partitioned using four node quadrilateral
elements. In our work a mixed finite element formulation, which follows an approach where all
unknown fields (displacements, temperature, phase field, stresses, plastic strains) are discretized,
is adopted to capture the incompressible response which arises in J2 plasticity, when the plasticity
initiates. In general, a mixed finite element formulation results in a saddle point problem in which
the discretization may become unstable depending on choice of shape functions. Specifically, spu-
rious oscillations and hourglassing effects may occur, if the the Ladyzhenskaya-Babuška-Brezzi
conditions (the so-called inf-sup conditions) are not satisfied [127, 128].
In our approach, the discretization is stable when the displacement, shear components of the
stresses and equivalent plastic strain satisfy the inf-sup conditions along with the consistency and
ellipticity conditions [129]. Note that we have studied the inf-sup condition (in the case of shear
bands only without fracture) for various discretization approaches, including isogeometric dis-
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cretizations and Pian-Sumihara (assumed stress) type elements in [130]. Specifically, it was shown
that while displacement, temperature and stresses can be discretized by equal order shape functions
(including high order NURBS functions), Gauss point sampling of the plastic strain must be used
to obtain stable elements (without spurious oscillations). We refer the interested reader to [130]
for more details.
The shape functions N are then chosen according to function spaces defined in the weak form.
Hence, the displacements field ui, the phase-field c and the temperature T are approximated using
bilinear shape functions Nu, Nc and NT , respectively. The same approximation is adopted for the
test functions wui , w
c and wT , as described in the following equations.







c = Ncη ĉη and w
c = Ncα ŵ
c
α (4.33)
T = NTη T̂η and w
T = NTα ŵ
T
α (4.34)
where the indices in Greek letters denote the DoFs per element. The stresses σi j and the equivalent
plastic strain γ̄p are sampled at Gauss points. The shape functions Nσ and N γ̄p satisfy the following
relation
Nσi j k(ξ`, η`) = δk` (4.35)
N γ̄pk (ξ`, η`) = δk` (4.36)
where N is a matrix for which the dimensions depend on whether the field is a scalar, vector, or
tensor. Moreover, the isoparametric coordinate system is denoted as (ξ, η) and the points (ξ`, η`)
represent the Gauss points. Thus, Ni j k(ξ`, η`) denotes the shape functions for the stress σi j evalu-
ated at the Gauss point (ξ`, η`).
113
Substituting the approximations of the solution fields into the semi-discrete weak form, and
writing the unknown degrees of freedom in a vector form as x, and the corresponding residual
vector R, one obtains
x =
[




Ru Rc RT Rσ Rγ̄p
]T
(4.37)
where the subscripts indicate the corresponding fields, bold letters are used to indicate a matrix or
a vector, except the boldface superscript T which indicates the transpose operator and it should be
distinguished from the light subscript T which denotes the temperature field.
Rewriting the nonlinear residual at time step (n + 1) in the following matrix form, reads
n+1R = R(n+1x) = 0 (4.38)
Note that there are two ways to linearize this nonlinear problem. The first option is to take
derivatives with respect to the fully discrete system, and the second option is to take derivatives
with respect to semi-discrete system (i.e. discretized in time and continuous in space). For con-
venience, the latter is chosen in the current work. Hence, the semi-discrete system is linearized at
every time step using Gâteaux derivatives, and Galerkin approximations are then substituted into
the derivatives. In that way, the Jacobian matrices can be calculated analytically.
Consistent linearization
Using a Newton-Raphson method to solve the nonlinear set in Eq. (4.38), the updated solution
of the problem at the (k + 1) Newton iteration is n+1xk+1 = n+1xk + n+1δxk , where n+1δxk is the
solution of the following update equation
J(n+1xk) n+1δxk = −R(n+1xk) (4.39)
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To simplify the notation, we will drop the prescript of time-discrete quantities evaluated at time
step n + 1.
It is well-characterized that the approximate energy functionals in phase-field modeling might
be non-convex even for problems without plasticity [45, 131]. This feature affects the stability and
efficiency of Newton’s method because multiple local minima might exist.
To circumvent the non-convexity in phase-field methods, new techniques such as line search
[132] and staggered schemes [38], were proposed. Moreover, it is noteworthy that efficient and
robust numerical methods for phase-field models can be constructed by neglecting the off-diagonal
terms [133]. In our case, a dynamic problem is solved and it is evident that the mass matrix
improves the stability of Newton-Raphson, similar to the convergence of the resulting nonlinear
system in the dynamic relaxation method [134].
Furthermore, it should be noted that in other numerical solvers for fully-coupled systems, New-
ton’s method can become more efficient by combining it with an accelerated alternate minimization
approach (after reformulation as a nonlinear Gauss-Seidel iteration with over-relaxation) [135].
Another approach presented in [136] suggests a recursive multilevel trust region (RMTR) method
to efficiently solve the non-convex constrained minimization problem that arises in phase-field
methods. To greatly reduce the amount of required memory, a framework is developed in [137]
for the matrix-free solution of a monolithic quasi-static phase-field fracture model with geometric
multigrid methods.
Using a Taylor expansion, the product of the Jacobian J and the Newton correction δxk is the
first variation of R at the point xk , in the direction of δxk . In other words, the linear operator J is
defined using Gâteaux derivative as follows




[R(xk + εδxk) − R(xk)] (4.40)
Note that in the case of principal strain split (Eq. (4.9)), the strain energy density is not twice




i = 0, and jump terms are included in the Jacobian term Jσu. For
additional details, one should refer to Appendix C.1.
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Applying the Gâteaux derivative to each equation in the weak form, the following block Jaco-
bian matrix is obtained
J =

Juu 0 0 Juσ 0
Jcu Jcc JcT Jcσ Jcγ̄p
0 0 JTT JTσ JT γ̄p
Jσu Jσc JσT Jσσ Jσγ̄p
0 0 Jγ̄pT Jγ̄pσ Jγ̄p γ̄p

(4.41)
where the first subscript of each block indicates which residual equation is differentiated and the
second subscript indicates the variable it is being differentiated with respect to, for example




For more details on the derivations of each block, one may refer to the following papers [33,
49, 138, 50]. Herein, we only present the Jacobian terms associated with the phase field terms
since those terms are not presented in [74], as it does not include fracture. Additional details are



















































































































































Nσi jη dτ (4.49)
Note that Sk` = Idevk`i jσi j where I
dev
k`i j is the deviatoric fourth order unit tensor projector, defined as






















































Mu 0 0 Ku 0
Wcu Mc + Kc + Sc McT + GcT Gcσ Gcγ̄p
0 0 MT + KT + GTT GTσ GT γ̄p
Kσ + Vσu Mσc MσT + GσT Mσ + Gσσ Gσγ̄p
0 0 Gγ̄pT Gγ̄pσ Mγ̄p + Gγ̄p γ̄p

. (4.53)
Here M denotes mass matrices, K denotes stiffness matrices arising from linear behavior (terms
associated with Laplacians and gradient operators), and G denotes stiffness matrices arising from
the linearization of material nonlinearities (flow law), and also matrices associated with W+p . The
remaining terms W , S, and V are associated with the phase field method, in which W is the
linearization of W+e with respect to the displacement field, given in Eq. (4.43), S corresponds
to the linearization of the source term of the phase-field equation (which depends on the second
derivative of the degradation function m(c)), and V corresponds to the linearization of the stresses
with respect to the displacement field arising from the adopted elastic energy split. The matrix Sc







H Ncη dΩ (4.54)
and the matrix Mσc is obtained from Eq. (4.52).
Note that the Jacobian matrix is block-structured, non-symmetric and sparse, however, its spar-
sity pattern changes during the simulation with the accumulated plasticity and phase field parame-
ter, which increases with the deformation. Also, up to this point, all the properties of the Jacobian
matrix described in Eqs. (2.66) and (4.53) are intrinsic to the mechanical system and completely
independent of the type of discretization used. However, if the stresses and the equivalent plas-
tic strain are sampled at the Gauss points then the structure of the element Jacobian matrix can
be exploited to further simplify the linear system. Thus in the current work, we employ a Schur
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complement approach to condense out degrees of freedom associated with the constitutive laws,
which are computed at Gauss points, before the global linear system is assembled. In this way, the
dimensions of the linear system are decreased and significant efficiency is achieved.
The Schur complement approach
The sparsity pattern of an element Jacobian matrix has a noticeable block form when the irre-
ducible discretization, so called the Irreducible Shear Band Phase Field Quad (ISBPFQ) described
previously, is used (see Fig. 4.2). While the submatrices Jσσ and Jγ̄p γ̄p are diagonal in the elastic
regime, they become block diagonal when plasticity initiates.













(a) Element Jacobian matrix in the elastic regime













(b) Element Jacobian matrix in the plastic regime
Figure 4.2: Sparsity patterns of an element Jacobian matrix that evolves during the deformation
Taking advantage of the special block-diagonal form, we split the linear system into two sub-
systems using a Schur complement to reduce the cost of inverting J . First, a field-split into
conservation-constitutive laws is adopted. For notational convenience the unknown fields are parti-
tioned into two generalized DoFs, denoted as "1" and "2". The degree of freedom "1" corresponds
to displacements, phase-field parameter and temperature, and the degree "2" denotes stresses and
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plastic strains. Regrouping terms, the element jacobian matrix has the following form
J =

Juu 0 0 Juσ 0
Jcu Jcc JcT Jcσ Jcγ̄p
0 0 JTT JTσ JT γ̄p
Jσu Jσc JσT Jσσ Jσγ̄p







where submatrix J22 expresses the correlation between stresses and plastic strains, submatrix J11
denotes the remainder unknown fields (displacements, phase-field and temperature fields), and
submatrices J12 and J21 are the coupled terms.













where the unknown field vector is given by δx and the residual is R.
Furthermore, assuming that the J22 block matrix is invertible, i.e. J−1 exists, J can be rewritten





















Se = J11 − J12J
−1
22 J21 (4.58)
is the Schur complement, and I is the identity matrix. Note that two of the matrices in the product
are triangular with identity blocks on their diagonal, and a block diagonal matrix. The usefulness
of Eq. (4.57) is that the inverse of J can be represented as a relation which depends on the inverses
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Thus, if J22 can easily be inverted at the element level, then most of the computational effort
should be concentrated on computing the inverse of Se. Note that matrix J22 is non-singular due
to the block structure of the matrix which corresponds to history variables at the Gauss points
(constitutive variables). Severe thermal softening behavior can render the matrix singular and
multiple solutions occur. However, the invertibility of the matrix does not affect when mild thermal
softening behavior is observed.
Thus, in the current work the block J22 is inverted efficiently at the element level, and the Schur




















22 J2u Jcc − Jc2J
−1












Hence, the linear system in Eq. (4.56) is solved using a Schur complement approach
Seδx1 = J12J
−1
22 R2 − R1 = be (4.61)
δx2 = −J
−1
22 (R2 + J21δx1) (4.62)
It should be noted that the resulting condensed Jacobian matrix Se and the right-hand side (RHS)
be, shown in Eq. (4.61), are first formed at the element level and then assembled into the global











The global Schur system has the following form
S y = b (4.64)
where y denotes the unknown vector consisting of the degrees of freedom related to displacements,
phase-field and temperature.
Eq. (4.64) can be solved iteratively using preconditioned Krylov methods applied to the global
Schur system, and Eq. (4.62) is solved at the element level to find the stresses and plastic strains at
Gauss points. In this way, efficient solution of the system is achieved by reducing the dimensions
of the system. In our Shear-Band–Phase-Field problem, a GMRES method [76] is selected and our
goal is to construct a special Domain-Decomposition (DD) preconditioner P−1, to solve the mul-
tiphysics Schur system in Eq. (4.64) iteratively, as described in the next section. After finding the
solution of Eq. (4.64), the stresses and plastic strains at Gauss points are updated using Eq. (4.62)
at the element level.
4.3 The preconditioner
A left preconditioner P−1 is introduced for efficient solution of the linear system in Eq. (4.64)
by iterative solvers,
P−1S y = P−1 b (4.65)
However, the choice of the operator P−1 is not trivial. For example standard off-the-shelf precondi-
tioners such as Jacobi or ILU are in general not well suited for multiphysics-localization problems
[138]. To this end, we develop a novel self updating Domain-Decomposition preconditioner, which
is specifically intended for multiphysics problems with a localized solution characteristics. In Sec-
tion 4.4 we show that this updating preconditioner outperform other methods and lead to robust
and scalable performance on a set of example problems.
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4.3.1 Domain Decomposition
Dynamic fracture is a multiphysics problem where most of the significant plastic deformation,
heating and damage take place in narrow zones. Hence, a precondtioner that decomposes the com-
putational domain, Ω = Ω`∪Ωh into a localized subdomainΩ`, which includes shear bands and/or
cracks, and a healthy subdomain Ωh, which excludes localized features (see Fig. 4.3) would be ex-
tremely beneficial. In this approach, one can concentrate more effort in the localized subdomain
(employ more expensive preconditioners), while reusing information in the healthy subdomain
(employ cheaper preconditioners), where only mild plasticity, heating and no significant damage
are expected. Such an approach can lead to a significant improvement in computational perfor-





Γq = Γ \ ΓT Γ
u













Figure 4.3: Dynamic Fracture of a solid, leading to formation of shear bands and cracks,
(a) problem definition with boundary conditions. Localized and healthy subdomains
are shown in different colors; (b) A "zoom" into the interface between the subdomains
showing the overlapping region. The overlaps owned by Ωh and Ωcr` are defined by δh
and δ` respectively, and their respective subdomains are denoted by Ω̃h and Ω̃cr` .
In the current work we extend the aforementioned Domain Decomposition approach to include
shear bands and cracks, and in addition propose an updating strategy for the preconditioner in Ωh.
Hence, we further decompose the localized subdomainΩ` into a shearband owned subdomain,Ωsb`
and a fracture owned subdomain Ωcr
`
, as defined in Fig. 4.3. Note that the following five scenarios
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exist for dynamic fracture problems:
(A) Ω` = ∅
(B) Ω` = Ωsb` and Ω
cr
` = ∅
(C) Ω` = Ωcr` and Ω
sb
` = ∅
(D) Ω` = Ωsb` ∪Ω
cr
`





where (A) indicates that no localization has occurred, which can be due to very slow loading rate
or special geometries, with the solution being homogeneous in the domain; (B) is the case when
shear bands are formed but no cracks, which can be due to high strain rate loading; (C) is the case
when cracks initiated and propagate but no shear localization occurs, which can be due to slow
loading rates or certain geometrical imperfections; (D) indicates that both shear bands and cracks
are formed in different parts of the domain; and (E) is an example for the case that a shear band is
formed first and then it is proceeded by a crack that forms directly on top of the shear band.
Moreover, an overlapping Domain-Decomposition scheme can also be defined, in which case
each of the subdomains may own additional overlapping domain defined by a length scale param-
eter. For example, as shown in Fig. 4.3b, the overlaps owned by Ωh and Ωcr` are defined by δh and
δ` respectively, and their respective subdomains are denoted by Ω̃h and Ω̃cr` .
In this work, an additive Schwarz type domain decomposition method is adopted. To this end, a
Boolean matrix Ri, corresponding to the restriction operator Ω 7→ Ωδi , where i ∈ {h, `}, is defined
as a rectangular matrix with number of rows equal to the DoFs in Ωδi and number of columns equal
to the total number of DoFs in domain Ω. Each row has a unique non-zero entry, set to 1, at the





1 0 0 · · · 0 0 0
0 1 0 · · · 0 0 0
...
...
0 0 0 · · · 0 1 0

(4.67)
and its transpose RTi is the prolongation matrix which corresponds to the extension operator Ω
δ
i 7→
Ω. Using the restriction and prolongation operators, the restrictions of the Schur complement
matrix into the two subdomains are defined as
Sh = Rh S R
T
h (4.68)
S` = R` S R
T
` (4.69)
Note that such definition is general and allows for the same nodes to be defined in the both domains.












` R` . (4.70)
The Additive Schwarz Method (ASM) computes an approximate inverse of S that it is denoted as
P−1ASM , using the successive inverses of Sh and S`. A matrix form of the ASM Domain Decompo-






Note that the preconditioner P−1ASM is formed and computed in full (both the healthy and local-
ized subdomains) at every nonlinear step. Details on the Additive Schwarz Method can be found
in [139, 140] and on the restricted additive Schwarz variant, that is employed in this work, in [64,
141], as well as in Appendix C.2.
Although the proposed method is applied to one localized subdomain in this manuscript, its
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straightforward generalization to multiple localized subdomains (shear bands, cracks or both) can
be obtained by adding more successive inverses in Eq. (4.71). However, if multiple close-by cracks
are growing (also includes the case of crack merging), one could simply define a larger connected
"localized" domain which includes all propagating close-by cracks or shear bands. The reader is
referred to our previous work where we have studied some of those questions in [142, 143].
The flexibility of such a formulation is demonstrated by writing the matrix form of the pre-
conditioner in Eq. (4.71). In particular, one has the option of using different solvers (operators) in
the two different subdomains. In other words, the inverses of the submatrices Sh and S` can be
approximated using different solvers in the two different subdomains. With these notations, the

















One approach to reduce the cost of computing P−1ASM is to compute the inverse of Sh at the first
Newton iteration of the first time step and then reuse the same approximated solution throughout
the analysis. Such an approach could lead to significant CPU savings since the healthy subdomain
does not sustain any localization, and remains homogeneous without significant plastic deforma-
































Wcu Mc + Kc + Sc McT
0 0 MT + KT

where the superscript lin denotes that the operator, (Slinh )
−1, is formed at the first linear elastic step




−1 ⊕ S−1` (4.75)
where ASM0 stands for the Additive Schwarz Method with the healthy domain operator computed
only once, at the first linear elastic step.
Remark. The matrices McT and MσT arise due to the thermal expansion of the material. However,
these can easily be dropped in Slinh since in the elastic deformation state no heat is produced nor








Wcu Mc + Kc + Sc 0
0 0 MT + KT

(4.76)
The remaining terms are the elastic stiffness matrix, the linear thermal conductivity matrix, and the
terms associated with phase-field. Note that the matrix is not diagonal. 
For certain problems, the ASM0 preconditioner may gradually become less effective because
some plastic deformation or damage can also develop in the healthy domain. Thus, the operator S−1h
should be adaptively updated. Reformulating the Additive Schwarz preconditioner in Eq. (4.71)
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−1 ⊕ S−1` (4.77)
where ASMu stands for the Additive Schwarz Method with selective updates of the preconditioner,
and hence only a few solves are required to form Suh. To this end, we propose a new updating
strategy based on an idealized performance optimization of the preconditioner, discussed below.
Remark. The updating strategy of the preconditioner will strongly depend on the preconditioner
setup time (time it takes to build the preconditioner) and the actual solve time (time it takes to
apply the preconditioner and solve the linear system). Hence, the choice of solvers used in each
domain, and in particular selective updates of the healthy part of the preconditioner, as proposed
in Eq. (4.77), could be measured in terms of their cost breakdown. In this work, LU factorization
is used as the operator that precondition the schur complement systems arising from each com-
putational subdomain. Thus, if both of the subdomains are updated, the Setup Cost (SC) at each
Newton iteration will be
SC = Chu + C
`
u . (4.78)
where C`u and C
h
u are the setup times required for an update of the localized and healthy subdo-
mains, respectively. The cost to apply the preconditioner and to find the solution, denoted as Solve
Cost (AC), can be broken down to (i) the time needed to perform repeated matrix-vector products,
(ii) the time spent on forward and back substitutions in each subdomain by the LU operator, and
(iii) the time spent in communications between processors (in parallel solves). 
Remark. The ASM strategy, in which S−1h is calculated at every Newton iteration, given in
Eq. (4.71), has the minimum solve time but the maximum setup cost. On the other hand, the
non-updating method ASM0 reduces to minimum the setup cost of computing the total precondi-
tioner P−1 because S−1h is calculated only at the first Newton iteration of the first time step, given
in Eq. (4.74). However, its solve cost may increase significantly because the preconditioner is out-
dated and does not update itself during the analysis, as shown in Eq. (4.75). Hence, both ASM and
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ASM0 are extreme cases which are not optimal in a global sense of overall CPU timings in most
of the cases studied but are used as benchmark methods in our numerical results. 
4.3.2 The proposed update strategy based on an optimization procedure
In this section, a novel self updating preconditioner strategy, which is based on performance
optimization of an idealized convergence, is proposed. The proposed update criterion is derived
analytically by minimizing a cost function, which is the sum of the preconditioner setup time
and solve time, taking into account machine on-the-fly execution time. For notational clarity,
Fig. 4.4 depicts the relation between the time steps, Newton iterations, and linear iterations using
a tree graph. We denote the time steps by n, the corresponding nonlinear iterations required for
convergence by Nn, and the total linear iterations associated with each Nonlinear step by Lnk .













Figure 4.4: A tree graph illustrating the relationship between time steps, Newton iterations and
linear iterations. At time step n, the nonlinear solver convergence requires Nn Newton iterations in
total, for which every k-th Newton iteration requires a total Lnk linear iteration.
Fig. 4.5 illustrates the key observation that our proposed criteria is based upon. The figure
shows the performance of the two extreme cases ASM and ASM0 Domain-Decompositions meth-
ods and our proposed preconditioner ASMu. The y-axis illustrates the average number of linear
iterations (denoted by a superimposed bar) of each method, as function of the time steps n in x-axis.
The ASM strategy updates the preconditioner in bothΩh andΩ` subdomains at every nonlinear
step k, within every time n. Consequently, it gives the optimal behavior in terms of number of
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average linear iterations, and we assume it only requires some baseline number of average linear
iterations, denoted by b to converge.
The ASM0 method forms the preconditioner in theΩh subdomain in the first nonlinear iteration
of the first time step, yet it does not update it throughout the simulation (the preconditioner in
Ω` is updated at every Newton step, similar to the ASM). Hence, it deviates from the optimal
ASM preconditioner in terms of average number of linear iterations and becomes worse with time.
Finally, ASMu method, illustrates our idealized model with selective updates of the preconditioner
in the Ωh subdomain. It can be seen that once an update of the preconditioner is made, the number





























Figure 4.5: Approximate behavior of ASM , ASM0 and ASMu preconditioners in terms of average
number of linear iterations per time steps. We also illustrate the idealized ASMu model for selective
updates.
To derive an update criterion, we idealize the response model of the ASMu preconditioner (as
shown in Fig. 4.5) by making the following assumptions. First, the setup costs Chu and C
`
u are
assumed to be constant throughout the simulation, and the cost of a linear iteration, denoted as
CLI , is also fixed. This is a valid assumption since the current domain decomposition approach is
predefined a-priori and is not adaptively evolving in space, an approach we plan to pursue in future
work. Second, we chose to update the healthy subdomain only at the first Newton iteration of a
time step, rather than updating the preconditioner at intermediate Newton iterations. Although this
choice may not yield the most optimal runtime in highly nonlinear problems, it is a convenient
approach and allows us to associate the update step decision with time steps. Furthermore, this
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assumption is reasonable since the Jacobian matrices within a time step are not expected to vary
significantly (assuming the time steps are sufficiently small). Lastly, at a given point in time, we
further assume that the update behavior (a future prediction) will occur when the same average
number of linear iterations will be reached. With this model assumptions, the total solve cost can





















































































Figure 4.6: Idealized (triangular) model for preconditioner update strategy as function
of the average number of linear iterations at two different decision point. The red dots
indicate the time step at which an update of the preconditioner will occur and di denotes
the update step of the i-th update. Note, that the height h and angle φ of each idealized
triangle are both changing which will result in an updating strategy.
In Fig. 4.6, horizontal axis denotes the time steps and the vertical axis denotes the average num-
ber of linear iterations. nt is the total number of time steps needed to complete the simulation. The
red dots indicate the time step at which the model will predict an update of the healthy subdomain.
The update step di is defined as the distance between two time steps in which an update takes place,
where the index i is used to count the number of updates. The corresponding time steps, in which
there is an update, are denoted as ni, and the total number of update steps is denoted as nu. In case
there is no update of the preconditioner, our model assumes a linear increase in average number of
iterations as depicted in Figs. 4.6b and 4.6b, following the idealized behavior in Fig. 4.5. Hence,
a linear line with slope Si = tan(ϕi) = hi/di is assumed. Additionally, we assume that an update
occurs when a critical number of average number of linear iterations is reached, that is L̄cri = hi+b.
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When an update takes place, the number of average linear iterations drop to the ASM baseline of















Our objective is therefore to minimize a cost function, given by the sum of the Total Setup Cost
(TCSetup) and Total Solve Cost (TCSolve) of the preconditioner (in CPU time units), with respect to
the update steps di. The objective function is expressed as follows
C̃(di) = TCSetup(Chu , di, ...) + TCSolve(L̄
cr
i , Ai, ...) (4.80)




subject to di ≥ 0
 (4.81)
The minimizer d∗i of the objective function C̃(di) is obtained when the first derivative with
respect to di vanishes, which will yield an explicit form for optimal update steps.
The total setup cost (TCSetup) is the total time of updates for both the healthy and localized
subdomains, which can be estimated by multiplying the update counts of each subdomain by their
respective costs. Following the model presented in Fig. 4.6, the total setup cost is given by









Chu + N̄ (nt − ni)C
`
u (4.82)
where the number of updates is nu = (nt − ni)/di and the average number of Newton iterations per
time step, denoted as N̄ , during the simulation is N̄ = (
∑nt
n=1 Nn)/nt . Note that the healthy part of
the preconditioner is updated nu selective times, while the localized part is updated as many times
as the total number of Newton iterations since the update is done at the beginning of a time step.
The total solve cost time (TCSolve) of the preconditioner is related to the total number of linear
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iterations NLI required during the entire simulation, and the cost per each linear solve CLI , and is
given by
TCSolve = NLI CLI (4.83)
The total number of linear iterations NLI is given as the product of the average number of Newton
iterations per time step N̄ and the area Ai in Fig. 4.6b. Hence, the total number of linear iterations
is given by the following formula:









(nt − ni) (4.84)













(nt − ni)CLI (4.85)
Hence, the extremum of the objective function C̃(di) with respect to di is obtained when






(nt − ni)CLI = 0 (4.86)






Note that C̃′′(di) = 2nt−ni(di)3 C
h
u > 0. Hence, d∗i is indeed the minimizer of the cost function C̃(di).
Remark. The response behavior of the ASM , ASM0 and ASMu preconditioners shown in Fig. 4.5
is an idealization. In practice, the increase of the linear iterations may be highly nonlinear and
oscillatory. However, the average trends presented correspond reasonably well with our observa-
tions when solving dynamic fracture problems. Thus, our logic for selective preconditioner update
is based primarily on this idealized performance assuming a triangular model. However, we also
note that other options exist, such as calculation of slopes more accurately using back difference
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method. 
Remark. Note that Fig. 4.6a and Fig. 4.6b illustrate two different desicion/update points in time.
Thus it can be seen that the height hi and slope Si of each idealized triangle, in the two cases,
is not the same. In other words, quantities associated with our local optimization problem are
computed on-the-fly and will change the optimal update step d∗i . For example, if the number of
Newton iterations increases abruptly due to a sudden nonlinear behavior (e.g. onset of plasticity),
the update step will be decreased according to Eq. (4.87). This means that the local optimization
problem we construct will result in self updating domain-decomposition strategy. Alternatively,
the optimal solution, obtained by solving problem (4.81), can be viewed as a local minimum of
some other unknown global optimization problem. 
Remark. The costs Chu and CLI are assumed constant for the entire simulation since they depend on
the size of the subdomain, or the dimensions of the corresponding matrices, which do not change
in this work. However, we note that the proposed update strategy is more general and can also be
applied to an adaptive Domain Decomposition, in which the subdomain Ωh and Ω` are changing
in space. In this case, the costs should also be calculated on-the-fly during the simulation because
the size of the matrices for each domain would be changed during the analysis. Nonetheless, these
values could still be substituted into Eq. (4.87) to find the update step. 
4.3.3 Algorithmic details of the update procedure and parallel implementation
In this section, we present some critical aspects on algorithms and parallel implementation
used in this work while omitting less important aspects such as mesh generation and I/O and time
integration. Assuming that a mesh obtained from discretization of the problem is available, and
that the healthy and localized subdomains have been geometrically defined, the FEM software
assigns a partition to each of the processors using an Open MPI library [144]. In other words one
MPI rank is assigned to each partition.
A pseudo algorithm for the solution of the system in Eq. (4.39), locally owned by each MPI
rank, is presented in Algorithm 1. First, a Schur complement of the system at the element level is
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formed, following Eq. (4.58), condensing out the stresses and equivalent plastic strain, which are
sampled at Gauss points. Furthermore since the Gauss points within one element are decoupled,
as shown in Fig. 4.2, the calculations of Eqs. (4.61) and (4.62) can be optimized on each rank with
threading (OMP) and vectorized instructions (SSE, AVX), depending on the computer architecture.
In that way the global solution of all fields is calculated efficiently.
Algorithm 1 The Schur Complement Solution Algorithm
1: input t0, tf, dt, x
2: initialize t=t0, n=1, Nbar=0, UpdateFlag=True
3: while t ≤ tf do
4: initialize k=0
5: repeat
6: for element e do
7: [R] = Residual(e,x,t) . Form the residual, Eq. (4.38)
8: [J] = Jacobian(e,x,t) . Form the Jacobian matrix, Eq. (4.53)
9: [Se,be] = SchurComplement(J,R) . Condense out constitutive DoFs, Eqs. (4.58) and (4.61)
10: [S,b] = AssembleMatrices(e,Se,be) . Apply assembly operator, Eq. (4.63)
11: [y] = LinearSolver(S,b) . The proposed preconditioned solver, Algorithm 2
12: for element e do
13: [dx2] = FindHistoryVariables(e,y,J,R) . Calculate constitutive DoFs increment, Eq. (4.62)
14: [dx] = AssebleSolutionVector(e,dx2,y)
15: x=x+dx . Improve estimate of the unknown fields
16: k=k+1 . Next Newton step
17: until Newton’s Method Convergence
18: [Nbar] = AverageNewtonIterations(k,n)
19: t=t+dt
20: n=n+1 . Next time step
A pseudo algorithm for the use of the linear solver and algorithmic details of the updating
strategy of the preconditioner are given in Algorithm 2. In the current work, GMRES [76] is used
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are calculated using an LU operator in subdomains Ωh and Ω` respectively. The software library
MUMPS is used to perform matrix LU decompositions. Note that the healthy subdomain is selec-
tively updated according to the proposed updating strategy in Section 4.3.2 and hence only a few
LU decompositions are required to form (Suh)
−1, while the localized subdomain is updated at every
Newton iteration. Specifically, the healthy part update is triggered using the flag "UpdateFlag" in
the algorithm following the proposed strategy. The necessary data such as the slope of linear itera-
tions, the setup costs and solve costs are calculated on-the-fly as seen in Algorithm 2. Specifically,
the healthy update cost (CuH) is calculated during the LU decomposition of the healthy operator
(line 3). Note that the respective update cost of the localized subdomain is not estimated because
it is not used in the proposed updating strategy. The two parts of the preconditioner (P_Inv) are
combined using ASM (line 7).
The linear iterations are needed to estimate the update step using Eq. (4.87). After applying
GMRES in Eq. (4.65), the linear iterations (LI), required for linear solver convergence, are saved
and the cost of a linear iteration (C_LI) is estimated. Using the saved values, the average number of
linear iterations per time step is calculated and is allocated in the matrix Lbar (line 9). The entries
of this matrix are used to calculate the slope of lines in the idealized (triangular) model, depicted
in Fig. 4.6b. The update step is calculated in line 11, taking into account the average number of
Newton iteration (Nbar) during the simulation.
It is noteworthy that the time step, at which the preconditioner is updated for last time, is
considered as a reference time step (n_ref). The preconditioner is updated again when the estimated
update step (n_est) is reached. The latter time step is given by the sum of the reference time step
and the update step as seen in line 12. When the estimated time step is reached, the UpdateFlag is
switched to True and the next time step the healthy part of the preconditioner is updated. This flag
controls the selective updates.
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Algorithm 2 The Linear Solver which follows the updating strategy of a DD preconditioner
1: function LinearSolver(S,b)
2: if UpdateFlag and k==0 then . Selective updates - Criterion
3: [SH_Inv, CuH] = SetupHealthySubdomain(S) . LU Decomposition of the healthy submatrix
4: n_ref=n . Save the reference time step
5: UpdateFlag=False
6: [SL_Inv] = SetupLocalizedSubdomain(S) . LU Decomposition of the localized submatrix
7: [P_Inv] = ASM(SH_Inv,SL_Inv) . Employ ASM , Eq. (C.39)
8: [y,C_LI,LI] = ApplyPreconditionedGMRES(P_Inv,S,b) . Solve Eq. (4.65) using GMRES
9: [Lbar] = AverageLinearIterations(n,k,LI) . Save the average number of linear iterations
10: [Slope] = CalculateSlope(Lbar,n_ref,n) . Calculate the slope in Fig. 4.6b
11: [di] = CalculateUpdateStep(CuH,Nbar,Slope,C_LI) . Calculate the update step, Eq. (4.87)
12: n_est=n_ref+di . Estimate time step to update




In this section, we present three examples to demonstrate the numerical performance of the
proposed update strategy of the Domain Decomposition preconditioner (denoted by ASMu) in
terms of linear iterations, wall time and parallel performance.
All three examples are based on the dynamic fracture model given in Section 4.2 and lead to
localization problems. However, it is important to note that each example represent a different
physics in terms of the failure modes that drive the problem.
In the first example, we consider an impact onto a steel plate with squared cutouts, which leads
to the formation of a shear band. In this case we neglect fracture effects by removing the phase
field parameter, i.e. degenerating the system in Eq. (4.20). In the second example, we consider
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the Kalthoff problem [22, 6], in which a notched steel plate is impacted by a rigid projectile. In
this case, the slow-rate impact velocity leads to crack propagation at approximately 70o about
the notch-tip with a mild plasticity closer to the notch. Finally, in the third example a steel plate
is stretched at a high strain rate yielding strain localization at approximately 45o, immediately
followed by a crack that is formed on top of the shear band.
We compare the following four solvers/preconditioners:
• LU - a standard direct solver, based on LU factorization ,
• ILU(0) - a standard Incomplete LU factorization with zero fill-in,
• ASM - domain decomposition preconditioner with both localized and healthy subdomains
updated at each nonlinear iteration,
• ASM0 - a domain decomposition preconditioner with the localized subdomain computed
at every nonlinear step while the healthy subdomain only computed at the first nonlinear
iteration and reused throughout the simulation, and
• ASMu - the proposed domain decomposition preconditioner with the localized subdomain
computed at every nonlinear step while the healthy subdomain is selectively updated as
discussed in Section 4.3.
Note that all solvers/preconditioners are applied to the Schur complement system in Eq. (4.64)
and the aforementioned iterative techniques are used as preconditioners to the GMRES method
[76]. In all cases we compare the performance of the proposed updated preconditioner, ASMu,
with two extreme variants of this method, i.e. ASM and ASM0.
The numerical simulations are carried out on the Habanero HPC cluster at Columbia University
in which each node has 24 cores using 2 CPUs (Intel Xeon Processor E5-2650v4). The parallel
performance of our algorithm, which is tested on smaller problems and up to 24 cores, is a proof of
concept for the proposed updating preconditoner. To conduct a scalability analysis, which requires
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large systems and multiple parallel cores, the Kalthoff problem is solved using a very fine mesh on
multiple parallel computers (up to 4 nodes with 24 cores/node).
The meshes are generated by Gmsh [103, 104], and mesh partition is obtained with METIS
[105]. The PDE model is implemented using the Finite Element Analysis Program (FEAP) [106]
and the iterative domain decomposition solver is implemented in PETSc [145, 146], in which each
subdomain is solved by a direct LU solver by calling the package MUMPS [107, 108] through
the PETSc interface. The post-processing is generated using ParaView [114, 115] and Matplotlib
[116]. A relative residual tolerance of 10−8 is set as the threshold for convergence of linear solver
for all the examples.
4.4.1 Impact onto a steel plate with squared cutouts (shearbands without fracture)
Problem description and physics
In the first example, we consider an impact onto a steel plate with squared cutouts, which lead to
the localization of plastic strain and temperature rise in a narrow band, so called shear band [13]. In
this case we neglect fracture effects by removing the phase field degrees of freedom in Eq. (4.37),
i.e. the unified dynamic fracture problem is degenerated to account only for shear bands. The
problem geometry is depicted in Fig. 4.7a. Specifically, a 2D square plate with edge dimensions of
100 µm and square cutouts of 25 µm at the top-right and bottom-left corners, is considered. Also,
rounded concave fillets of radii 3 µm are formed in order to reduce stress concentration at the sharp
corners, as shown in Fig. 4.7a.
The bottom and right edges are fixed and an impact velocity is imposed at the top edge follow-
ing the velocity profiled shown in Fig. 4.7b. That is, the velocity is increased linearly from zero
to υ0 = 25 m/s in a segment of tr = 0.2µs, at which case it remains constant until the end of the
simulation time tt = 0.6µs. The boundary of the metallic plate is assumed to be insulated, i.e. the
imposed normal thermal flux is zero on the boundary. The initial conditions are all set to be zero
excluding the initial temperature which is assumed to be uniform at room temperature Tr = 293K .
The plate is modeled as a high strength maraging steel (C-300) material using a modified Liton-
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ski material model (temperature dependent visco-plastic model), as shown in Eq. (4.18), which
consists of 8 material parameters, given in Table 4.1 [23], with the exception that the specific heat,
ĉ = 448 JKg·K , and the thermal conductivity, κ = 803.5
W
mK . Under the aforementioned bound-
ary conditions, high strain loading and specimen geometry, a shear band is formed in a diagonal
direction between the two concave fillets.
Snapshots showing the formation and evolution of a shear band in the domain are shown in
Figs. 4.8 and 4.9. We illustrate the plastic strain and temperature fields for two time instances of
t = 0.16µs (Fig. 4.8) and t = 0.60µs (Fig. 4.9). In addition, we plot the average von-Mises stress
in the plate and that at point A (defined in Fig. 4.7a) as function of physical time, where softening


















Figure 4.7: (a) Idealization of a steel plate subjected to high strain rate impact used in
the simulation (b) The imposed velocity profile on the top edge
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Table 4.1: Material properties for C-300 steel and simulation parameters
Property Notation Value Unit
Young Modulus E 200E+9 Pa
Poisson Ratio ν 0.3 -
Mass Density ρ 7830 Kgm3
Specific heat ĉ 477 JKg·K
Thermal Conductivity κ 38 WmK
Thermal Expansion Coefficient ᾱ 11.0E-6 1K






Rate Sensitivity Parameter m 70 -
Yield Stress σ0 2000E+6 Pa
Yield Strain γ0 0.01 -
Strain Hardening Exponent n 0.01 -
Reference Temperature T0 293 K
Thermal Softening Parameter δ 0.8 -
Thermal Softening Temperature k 500 K
Critical Energy Release Rate Gc 12500 Jm2
141
Figure 4.8: Equivalent plastic strain and temperature at t = 0.16µs (onset of shear band localiza-
tion)
Figure 4.9: Equivalent plastic strain and temperature at t = 0.60µs (stress collapse stage)
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Figure 4.10: Average stress and stress at point A (defined in Fig. 4.7a) as a function of the physical
time. The onset of shearband localization is indicated by the red dot [125].
Numerical performance
The problem is discretized into unstructured quadrilateral elements with a refined region along
the expected shear band. An example mesh with 26,308 quad elements and 26,637 nodes, is shown
in Fig. 4.11. The system is discretized in time using 200 time steps with fixed time increments of
dt = 3.00ns.
Since the shearband region is known a priori, one can determine the domain decomposition
geometry and corresponding domains used in the proposed preconditioning scheme, as illustrated
in Fig. 4.11. Note that the red points in Fig. 4.11 are nodes associated with the localized subdomain,
blue points are nodes in the the healthy subdomain where no localization is expected, and yellow
nodes are overlapping nodes, which belong to both healthy and localized subdomains. In the
current work, we choose a fixed overlap size of δ = δ` = δh = 1.0µm to study the performance
of the updating strategy, however, it is noteworthy that the effect of the overlapping region was





Figure 4.11: Unstructured mesh with quadrilateral elements and 26,637 nodes, refined along the
shear band subdomain. The localized subdomain, the healthy subdomain and the overlap are de-
picted with different colors
In Table 4.2, the breakdown of CPU times (total, setup and solve times), iteration counts (linear
and nonlinear), and the number of updates are reported when the problem is solved using the
domain decomposition preconditioners (ASM , ASM0, ASMu) and off-the-shelf existing solvers
(LU, ILU(0)), on a single processor.
It can be observed that the proposed ASMu is the fastest preconditioner and ASM is the slowest
one. Nonetheless, the smallest number of linear iterations is obtained by ASM , since this operator
is updated at every Newton step. Note the standard solvers LU and ILU(0) are much slower
compared with the proposed updating domain decomposition preconditioner ASMu.
Table 4.2: Detailed CPU times and iteration counts required for solving
the shear band problem (without fracture) in Section 4.4.1 with 200 time
steps.
Method Total time (s) Setup Time (s) Solve Time (s) # Linear Iterations # Newton Iterations # Updates
ASMu 2067.0 123.7 1479.3 26162 907 13
ASM0 2674.0 75.6 1998.1 42506 907 1
ASM 3990.0 2038.1 1056.2 24317 907 907
ILU(0) 2631.0 56.6 2233.0 238396 894 –
LU 3318.0 2637.0 250.5 – 885 –
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Furthermore, we analyze the convergence of the ASMu presonditioner by comparing its perfor-
mance to its two extreme variants: ASM and ASM0, in order to highlight the intrinsic optimization
procedure as formulated in the derivation of the update criterion. Fig. 4.12 shows the cumulative
sum of setup and solve times (Fig. 4.12a) and the cumulative setup time (Fig. 4.12b) of the three
different domain-decomposition preconditioners, as function of time steps. Similarly, Fig. 4.13
shows the cumulative number of linear iterations (Fig. 4.13a) and average number of linear iter-
ations (Fig. 4.13b) of the same domain-decomposition preconditioners, as function of time steps.
The black circles on curves indicate the points at which update takes place for the case of the ASMu
preconditioner. Note that the number of updates in the ASM case (operator updated at every New-
ton step) is not depicted for clarity of the figures. In other words, we show the selective updates of
the adaptive ASMu preconditioner.
It can be observed in Fig. 4.12a that ASMu outperforms the ASM and ASM0 methods in terms
of the CPU time it requires per time step. This can be explained by considering the precondi-
tioner setup time shown in Fig. 4.12b and the overall performance in terms of linear iterations
in Fig. 4.13a. The ASMu setup time is much faster than ASM yet slightly more expensive than
ASM0 (13 ASMu updates compared with 907 ASM updates and 1 ASM0 updates). On the other
hand, the total number of linear iterations required by ASMu to converge is close to the baseline
ASM solver, which overcomes the slow-convergence of ASM0 (26,162 linear iterations for ASMu
compared with 24,317 for ASM and 42,506 for ASM0). This is also nicely illustrated in the av-
erage number of linear iterations per time steps shown in Fig. 4.13b. It can be seen that at about
time step 50, the average number of linear iterations of ASM0 starts to deviate from the other two
preconditioners, and even though the solver is able to somehow come back to approximately 30
average iterations after a few time steps, at about a time step of 120 it begins to diverge and never
recovers, since the preconditioner becomes outdated and deviates from the true physics. However,
with selective updates of ASMu, the average number of linear iterations immediately drops back
to the baseline of ASM , and ASMu maintains reasonable number of iterations at a low cost of pre-
conditioner update. It is important to note that our updating strategy identifies these most critical
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points and leads to nice performance of the preconditioner.






















































































Figure 4.12: CPU times required to build and apply the domain-decomposition precondi-
tioners when solving the shear band problem (without cracks) in Section 4.4.1. (a) Sum
of Setup and Apply times, and (b) setup time.























































































Figure 4.13: Linear iterations required by the domain-decomposition preconditioners
when solving the shear band problem (without cracks) in Section 4.4.1. (a) accumulated
linear iterations, and (b) average linear iterations.
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Parallel performance
Finally, the parallel performance of the proposed update strategy is examined on a parallel
computer with 1, 2, 4, 8, 16 and 24 processors. A strong scaling study is conducted using a problem
size with 79,911 equations (which corresponds to the mesh (Fig. 4.11) with 3 equations/node), in
which ASMu is compared with the standard LU direct solver.
The wall times, iteration counts (linear and nonlinear) and the number of updates are reported
in Table 4.3 on multiple processors. Clearly, ASMu outperforms the LU solver. Note that the
selective number of updates, required by ASMu as function of the processor number only slightly
increases, which indicates that our updating strategy is reasonable in parallel. Nonetheless, we
plan to further investigate this issue in the future.
Table 4.3: Wall times of ASMu and LU on multiple processors spent on
solving the shear band problem (without fracture) in Section 4.4.1 with
200 time steps.
# Processors Method Wall time (s) # Linear Iterations # Newton Iterations # Updates
1
ASMu 2067.0 26162 907 13
LU 3318.0 – 885 –
2
ASMu 1282.0 35155 908 13
LU 2061.0 – 885 –
4
ASMu 685.1 36311 907 15
LU 1353.0 – 885 –
8
ASMu 435.4 37085 908 16
LU 1120.0 – 885 –
16
ASMu 280.8 40641 907 15
LU 970.1 – 885 –
24
ASMu 220.0 40613 902 17
LU 918.8 – 885 –
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The total wall time is plotted as a function of the number of processors used in a simulation in
Fig. 4.14a in logarithmic scale. It is noteworthy that the ideal scaling of each method is denoted as
"Ideal" and depicted as reference. It can be observed that ASMu scales reasonably well compared
with the LU solver and is faster on multiple processors (Fig. 4.14b). Notice that only one ideal
case is drawn because the lines coincide.




















































Figure 4.14: Parallel performance of the ASMu domain decomposition compared with
LU direct solver. (a) Wall time (b) Computational speed-up. The ideal scaling is depicted
as reference.
4.4.2 Kalthoff problem - Impact into a notched steel plate (fracture without shearbands)
Problem description and physics
In the second example, we study a variant of the Kalthoff-Winkler problem [22, 6], previously
presented in [125]. The problem consists of a notched steel plate, impacted by a rigid projectile, as
presented in Fig. 4.15a, where H = 5cm. The top edge is fixed and the bottom one has rollers, im-
peding the vertical displacements on this boundary. The boundary of the metallic plate is assumed
to be insulated. The load due to projectile is imposed at the left edge as shown in Fig. 4.15a and is
given by the velocity profile shown in Fig. 4.7b, in which the impact velocity υ = 5m/s, the ramp
time tr = 2.5µs and the total time tt = 54µs. The initial conditions are all set to be zero excluding
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the initial temperature which is assumed to be uniform at room temperature Tr = 300K .
In this problem, a failure mode transition (either shear band or crack) is observed depending
on the impact velocity. Thus, herein we consider a slow impact to explore the performance of the
preconditioners in case of fracture (without shear bands).
The steel is modeled by a flow law given by the modified Litonski model in Eq. (4.18) with the
material parameters used in this example are presented in Table 4.1, with a decreased yield stress
σ0 of 700MPa. The length-scale `0 is taken to be 0.3mm, which is 0.6 % of the plate width H. A
principal strain split is adopted to drive the fracture, as written in Eq. (4.9).
These boundary conditions lead to the formation of a crack at approximately 70o about the
notch-tip with a mild plasticity closer to the notch. The crack evolution is depicted in Figs. 4.16a
and 4.16b at t = 27µs and t = 54µs respectively. The angle of the crack is in good agreement
with the values reported in past literature [125], shown in Fig. 4.16b. The fracture is considered
brittle because only mild plastic deformation and the temperature rise take place as observed in
Fig. 4.17. Thus, the average equivalent plastic strain in the plate is negligible except the region
close to the notch tip due to stress concentration. In Fig. 4.18, the von Mises stress at point A
(shown in Fig. 4.15a) and the average von Mises stress as function of physical time are reported.
There is no drop in the average von Mises stress because the crack length does not reach the plate
edge, and there is no bearing capacity loss. The onset of localization is indicated by x markers
and is assumed when c = 0.25, as shown in [125] for problems in elasticity. It is noteworthy that
the problem we solve is not elastic but the critical phase field value is assumed equal to c = 0.25























Figure 4.15: (a) Dimensions of the plate in Kalthoff’s problem (b) Unstructured fine
mesh with quadrilateral elements and 26,547 nodes (fine mesh), refined along the crack
subdomain. The localized subdomain, the healthy subdomain and the overlap are de-
picted with different colors
(a) (b)
Figure 4.16: The phase field evolution in the Kalthoff problem. (a) Crack nucleation at
t = 27µs (when c = 0.25 at point A shown in Fig. 4.15a)(b) Crack topology at tt = 54µs
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(a) (b)
Figure 4.17: The equivalent plastic strain field and the temperature field at the final time
step of the simulation (tt = 54µs)






























Figure 4.18: Average equivalent plastic strain and equivalent plastic strain at the point A (defined
in Fig. 4.15a) as a function of the physical time. The crack nucleation is indicated by x markers
and is assumed when phase field c = 0.25, as shown in [125] for problems in elasticity.
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Numerical performance
To examine the numerical performance of the proposed preconditioner, two different discretiza-
tions are used in this section. First, we consider a coarse unstructured mesh to discretize the prob-
lem, with a refined region in 70o about the notch-tip, where the crack is expected. The mesh consist
of 4,844 quad elements and 4,975 nodes. The PDE system is discretized in time using 1,800 time
steps with fixed time steps of dt = 30ns. Second, a finer unstructured mesh with quadrilateral
elements and similar refined region in 70o about the notch-tip is used. The mesh has 26,248 quad
elements and 26,547 nodes, as shown in Fig. 4.15b. The system is discretized in time using 500
time steps with fixed increments of dt = 108ns.
The computational domain can be decomposed into localized and healthy subdomains at the
beginning of the simulation, since the crack topology is known a priori. A fixed subdomain overlap
size of δ = δ` = δh = 0.04cm is used herein, with a total width of the localized subdomain contain-
ing the overlap is 0.32cm. The domain decomposition is presented in Fig. 4.15b. The red points
are the nodes in the localized subdomain, blue points are nodes in the healthy subdomain, where
only mild fracture and plastic deformation are expected, and yellow nodes denotes the overlapping
nodes, which belong to both healthy and localized subdomains.
The breakdown of CPU times (total, setup and solve times), iteration counts (linear and nonlin-
ear), and the number of updates are reported when the problem is solved using the domain decom-
position preconditioners (ASM , ASM0, ASMu) and off-the-shelf existing solvers (LU, ILU(0)) on
a single processor for both coarse and fine meshes in Tables 4.4 and 4.5 respectively.
Similar to the first example in Section 4.4.1, ASMu outperforms all other methods in terms of
the overall CPU time required to solve the problem. Nonetheless, ASM requires the least number
of linear iterations to converge, since this operator is updated at every Newton step. It is noteworthy
the off-the-shelf solvers LU and ILU(0) are much slower compared with the proposed updating
domain decomposition preconditioner ASMu. The Setup times are not proportional to the number
of updates because they include also the time to setup the localized subdomain.
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Table 4.4: Detailed CPU times and iteration counts required for solving
the Kalthoff problem (fracture without shear bands) with a coarse mesh in
Section 3.4.2 and 1,800 time steps.
Method CPU time (s) Setup Time (s) Solve Time (s) # Linear Iterations # Newton Iterations # Updates
ASMu 3361.0 416.79 1614.61 62477 6672 20
ASM0 4163.0 297.2 2218.94 92456 6672 1
ASM 6194.0 2925.12 818.56 59588 6672 6672
ILU(0) 4288.0 525.21 3200.40 268578 6672 –
LU 7788.0 5144.41 668.22 – 6672 –
Table 4.5: Detailed CPU times and iteration counts required for solving
the Kalthoff problem (fracture without shear bands) with a fine mesh in
Section 3.4.2 and 500 time steps.
Method CPU time (s) Setup Time (s) Solve Time (s) # Linear Iterations # Newton Iterations # Updates
ASMu 5037.0 985.4 2775.8 25719 1975 14
ASM0 5274.0 849.6 3088.6 29947 1975 1
ASM 11770.0 7360.5 1428.3 23552 1975 1975
ILU(0) 5911.0 724.0 4411.7 87148 1975 –
LU 14800.0 9781.6 1269.7 – 1975 –
The convergence of the ASMu presonditioner is examined by comparing its performance to
its two extreme variants: ASM and ASM0. Note that Figs. 4.19 and 4.20 correspond to the coarse
mesh results but similar behavior is also observed for the fine mesh. Specifically, Fig. 4.19 presents
the cumulative sum of setup and solve times (Fig. 4.19a) and the cumulative setup time (Fig. 4.19b)
of the three different domain-decomposition preconditioners, as function of time steps. Simi-
larly, the cumulative number of linear iterations and average number of linear iterations of the
same domain decomposition preconditioners, as function of time steps are presented in Figs. 4.20a
and 4.20b respectively. Note that the black circles on curves indicate the points at which update
takes place for the case of the ASMu preconditioner. Note that the number of updates in the ASM
case (operator updated at every Newton step) is not depicted for clarity of the figures.
It can be observed in Fig. 4.19a that overall ASMu outperforms the ASM and ASM0 methods in
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terms of the CPU time it requires per time step. This can be explained by considering the precon-
ditioner setup time shown in Fig. 4.19b and the overall performance in terms of linear iterations
in Fig. 4.20a. The ASMu setup time is much faster compared with ASM and only slightly more
expensive than ASM0 (20 ASMu updates compared with 6672 ASM updates and 1 ASM0 update).
On the other hand, the total number of linear iterations required by ASMu to converge is close to
the baseline ASM solver, and overcomes the slow-convergence of ASM0 (62,477 linear iterations
for ASMu compared with 59,588 for ASM and 92,456 for ASM0). This is also nicely illustrated
in the average number of linear iterations per time steps shown in Fig. 4.20b. It can be seen that
at about time step 1200, the average number of linear iterations of ASM0 starts to deviate from the
other two preconditioners, since the preconditioner becomes outdated and deviates from the true
physics. However, with selective updates of ASMu, the average number of linear iterations imme-
diately drops back to the baseline of ASM , and ASMu maintains reasonable number of iterations
at a low cost of preconditioner update. It is important to note that our updating strategy identifies
these most critical points and leads to nice performance of the preconditioner.
It is also worth noting the frequent updates of ASMu towards the end of the simulation when the
fracture is fully developed, as compared with the diverging ASM0 behavior. The selective updates,
shown with black circles, confirm the validity of the idealized triangular behavior described in
Section 4.3.2.
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Figure 4.19: CPU times required to build and apply the domain-decomposition precon-
ditioners when solving the Kalthoff problem with a coarse mesh in Section 4.4.2. (a)
Sum of Setup and Apply times, and (b) Setup time.



















































































Figure 4.20: Linear iterations required by the domain-decomposition preconditioners
when solving the Kalthoff problem with coarse mesh in Section 4.4.2. (a) Accumulated
linear iterations, and (b) Average linear iterations.
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Parallel performance
Herein, the parallel performance of the proposed update strategy is examined on a parallel
computer with 1, 2, 4, 8, 16 and 24 processors. A strong scaling study is conducted using a
problem size with 106,188 equations (which corresponds to the fine mesh with 4 equations/node),
to compare ASMu with the standard LU direct solver.
The wall times, iteration counts (linear and nonlinear) and the number of updates are reported
in Table 4.6 on multiple processors. Clearly, ASMu outperforms the LU solver. Note that the
selective number of updates, required by ASMu as function of the processor number only slightly
increases, which indicates that our updating strategy is reasonable in parallel.
Table 4.6: Wall times of ASMu and LU on multiple processors spent on
solving Kalthoff problem (fracture without shearbands) in Section 3.4.2
# Processors Method Wall time (s) # Linear Iterations # Newton Iterations # Updates
1
ASMu 5037.0 25719 1975 14
LU 14800.0 – 1975 –
2
ASMu 2905.0 28543 1975 15
LU 9061.0 – 1975 –
4
ASMu 1678.0 33218 1975 13
LU 5212.0 – 1975 –
8
ASMu 1006.0 35583 1975 14
LU 3563.0 – 1975 –
16
ASMu 622.0 33698 1975 17
LU 2752.0 – 1975 –
24
ASMu 488.4 35245 1975 17
LU 2409.0 – 1975 –
The total wall time is plotted as a function of the number of processors used in a simulation in
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Fig. 4.21a in logarithmic scale. It is noteworthy that the ideal scaling of each method is denoted as
"Ideal" and depicted as reference. It can be observed, ASMu scales reasonably well compared with
the LU solver and is faster on multiple processors (Fig. 4.21b). Notice that only one ideal case is
drawn because the lines coincide.























































Figure 4.21: Parallel performance of the ASMu domain decomposition compared with
LU direct solver (a) Wall time (b) Computational speed-up. The ideal scaling is depicted
as reference.
Scalability analysis on multiple processing nodes
In this section, a scalability analysis of the proposed updating strategy is conducted on four
processing nodes with 24, 48, 72 and 96 processors. The strong scalability is studied on a problem
size with 4,582,108 equations, to compare ASMu with the standard LU direct solver.
The wall times, iteration counts (linear and nonlinear) and the number of updates are reported
in Table 4.7 on multiple parallel processing nodes for 125 time steps. Undoubtedly, ASMu is faster
than LU solver by approximately an order of magnitude. Note that the selective number of updates,
required by ASMu as function of the processor number only slightly increases, which indicates that
our updating strategy works reasonably well on multiple processing nodes as well.
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Table 4.7: Scalability analysis of ASMu and LU on multiple processing
nodes spent on solving Kalthoff problem (fracture without shearbands)
with a very fine mesh in Section 3.4.2
# Processors Method Wall time (s) # Linear Iterations # Newton Iterations # Updates
24
ASMu 10580.0 18733 434 7
LU 81937.0 – 434 –
48
ASMu 6061.0 18952 447 10
LU 51113.0 – 447 –
72
ASMu 4606.0 19822 438 10
LU 42891.0 – 438 –
96
ASMu 4159.0 19161 422 11
LU 36677.0 – 422 –
The total wall time is plotted as a function of the number of processors used in a simulation
in Fig. 4.21a is shown in logarithmic scale. It is noteworthy that the ideal scaling of each method
is denoted as "Ideal" and depicted as the reference normalized by the wall times on 24 processors
(i.e. one node). It can be observed that ASMu scales reasonably well compared with the LU solver
and is faster on multiple nodes (see Fig. 4.21b for the performance up to 4 nodes or 96 processors).
Notice that only one ideal case is drawn because the lines coincide.
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Figure 4.22: Parallel scalability of the ASMu domain decomposition method compared
with the LU direct solver (a) Wall time (b) Computational speed-up. The ideal scaling is
depicted as reference normalized by the wall times on 24 processors.
4.4.3 Plate subjected to high rate tension (Shearbands and Fracture)
Problem description and physics
In the third example we consider a steel square plate of width 100µm, shown in Fig. 4.23a,
subjected to high strain rate uniaxial stretching. Under such loading, both localized failure modes
(shearbands and cracks) are formed. The load is defined by the same velocity profile shown in
Fig. 4.7b with v0 = 8m/s, which corresponds to a nominal strain-rate of 80000s−1 and tr = tt/16 ≈
0.453 where tt = 7.25µs. The plate is constrained on the left and bottom sides by rollers, and point
A is fixed in both directions, as depicted in Fig. 4.23a. The boundary of the plate is insulated and
the initial conditions are all set to be zero excluding an initial uniform temperature of T = 308K .
The steel is modeled by a flow law given by the modified Litonski model in Eq. (4.18) with
the material parameters reported in Table 4.1, excluding the reference temperature for the thermal
expansion which is set as T = 298oK . The length scale of the phase-field method is given by
`0 = 7.5µm and a volumetric-deviatoric split, which drives the fracture, is employed as expressed
in Eq. (4.7).
To trigger the localization phenomena, a material imperfection is assumed in which the yield
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stress, yield strain and the critical energy release rate are degraded with the following 2D function
β [33]








The factor fd introduces the maximum reduction at point A, which in this study is assumed to be
fd = 10%.
These conditions lead to a fascinating localization phenomena in which a shear band is first
formed at approximately 45o, immediately followed by a crack that is appears on top of the shear
band. This is illustrated in the snapshots depicting the equivalent plastic strain and phase field at
time t = 0.94µs (Fig. 4.24) and t = 7.25µs (Fig. 4.25). The onset of shear band localization at 45o
is presented in Fig. 4.24a, while no crack is observed in Fig. 4.24b at the same time instant (note
that the phase field parameter is distributed homogeneously). The fully developed shear band can
clearly be observed in Fig. 4.25a as indicated by the high plastic deformation on the diagonal, while
the crack, defined by the phase field parameter, is shown on top of the shear band, as illustrated in
Fig. 4.25b.
In addition, we plot the average von-Mises stress in the plate and at point A (defined in
Fig. 4.23a) as function of the physical time, where softening can clearly be observed. The red
dot and the x symbol marked on the figure indicate the onset of shear localization and fracture











Figure 4.23: (a) The geometry of the metallic plate under tension in which a 45o shear
bands is formed and a crack propagates on the top of it (b) Structured mesh with 72
quadrilateral elements per side and 5,329 nodes, refined along the localized subdomain.
The localized subdomain, the healthy subdomain and the overlap are depicted with dif-
ferent colors
(a) (b)
Figure 4.24: Steel plate stretched at a high strain rate, (a) equivalent plastic strain show-
ing the onset of shear band localization at 450, (b) phase field parameter distributed
homogeneously. The plots are presented at an intermediate time of t = 0.94 µs.
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(a) (b)
Figure 4.25: Steel plate stretched at a high strain rate, (a) equivalent plastic strain show-
ing a fully developed shear band localization at 450, (b) phase field parameter localized
on top of the shear band indicating a crack. The plots are presented at the final time
tt = 7.25 µs.



























Figure 4.26: Average stress and stress at the point A (defined in Fig. 4.23a) as a function of the
physical time. The onset of shear band localization and crack nucleation are depicted by red dots
and black x mark respectively. The crack nucleation takes place when phase field c = 0.25 [125].
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Numerical performance
The domain is discretized into a structured mesh, as shown in Fig. 4.23b, that consists of 5,329
nodes and 5,184 rectangular elements with 72 elements per side. The PDE system is discretized
in time using 500 time steps with fixed time increments of dt = 9.06ns. The mesh is depicted
in Fig. 4.23b. Note that the red points in Fig. 4.23b are nodes associated with the localized sub-
domain, blue points are nodes in the healthy subdomain where no localization is expected, and
yellow nodes are overlapping nodes, which belong to both healthy and localized subdomains. In
the current work, we choose a fixed overlap size of δ = δ` = δh = 1.0µm to study the performance
of the updating strategy, with a total width of the localized subdomain containing the overlap is
17µm.
In Table 4.8, the breakdown of CPU times (total, setup and solve times), iteration counts (linear
and nonlinear), and the number of updates are reported when the problem is solved using the
domain decomposition preconditioners (ASM , ASM0, ASMu) and off-the-shelf existing solvers
(LU, ILU(0)), on a single processor.
It can be observed that the proposed ASMu is the fastest preconditioner and ASM0 is the slowest
one. Although ASM0 requires the least set up time, this operator becomes outdated at some point,
in which case the number of linear iteration increases significantly. Note that the standard solvers
LU and ILU(0) are much slower compared with the proposed updating domain decomposition
preconditioner ASMu. Furthermore, that ILU(0) requires excessive number of linear iterations to
converge, which may lead to its divergence.
We emphasize that in this problem the shear band and the fracture are both active and interact
with each other, and therefore more updates are needed compared with the previous examples,
where only one of the failure modes was dominant. That is, the two material instabilities increase
the numerical complexity of the problem, leading to more frequent updates of the preconditioner.
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Table 4.8: Detailed CPU times and iteration counts required for solving
the problem of a metallic plate under tension (fracture on the top of a shear
band) in Section 4.4.3 with 800 time steps.
Method CPU time (s) Setup Time (s) Solve Time (s) # Linear Iterations # Newton Iterations # Updates
ASMu 2769.0 337.52 1827.9 151408 4591 72
ASM0 5417.0 256.62 3979.59 414262 4746 1
ASM 4301.0 1734.11 1440.0 140355 4578 4578
ILU(0) 3293.0 1187.56 1768.4 605993 4590 –
LU 3740.0 2967.52 398.48 – 4566 –
Moreover, the convergence analysis of the ASMu presonditioner is conducted by comparing its
performance to its two extreme variants: ASM and ASM0, in order to highlight the intrinsic opti-
mization procedure as it was formulated in the derivation of the update criterion. Fig. 4.27 presents
the cumulative sum of setup and solve times (Fig. 4.27a) and the cumulative setup time (Fig. 4.27b)
of the three different domain decomposition preconditioners, as function of time steps. In the same
way, Fig. 4.28 shows the cumulative number of linear iterations (Fig. 4.28a) and average number
of linear iterations (Fig. 4.28b) of the same domain-decomposition preconditioners, as function of
time steps. Note that the black circles on curves indicate the points at which update takes place for
the case of the ASMu preconditioner. The number of updates in the ASM case (operator updated
at every Newton step) are not depicted for clarity of the figures. In other words, we only show the
selective updates of the ASMu preconditioner.
Once again, ASMu outperforms the ASM and ASM0 methods in terms of the CPU time it re-
quires per time step, as shown in Fig. 4.27a. The reason for this behavior can be deduced from
Fig. 4.27b, where the preconditioner setup time is depicted, and from Fig. 4.28a, where the overall
performance in terms of linear iterations is plotted. The ASMu setup time is much faster compared
with ASM yet only slightly more expensive than ASM0 (72 ASMu updates compared with 4,578
ASM updates and 1 ASM0 update). On the other hand, the total number of linear iterations required
by ASMu to converge is close to the baseline ASM solver, and overcomes the slow-convergence
of ASM0 (151,408 linear iterations for ASMu compared with 140,355 for ASM and 414,262 for
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ASM0). This is also nicely illustrated in the average number of linear iterations per time steps
shown in Fig. 4.28b. It can be seen that at about time step 500, the average number of linear iter-
ations of ASM0 starts to depart and significantly departs from the other two preconditioners, since
the preconditioner becomes outdated and deviates from the true physics. Note that ASM0 is very
slow in this example in contrast to the other examples. However, with selective updates of ASMu,
the average number of linear iterations immediately drops back to the baseline of ASM , and ASMu
maintains reasonable number of iterations at a low cost of preconditioner update. It is important to
note that our updating strategy identifies these most critical points and leads to nice performance
of the preconditioner. Hence, towards the end of the simulation the numbers of updates of ASMu
becomes more frequent while the linear iterations of ASM0 increases abruptly. Furthermore, com-
pared with the previous examples, the number of ASMu updates is also significantly larger, which
is reasonable given the more complex physics and the two simultaneous instabilities (shear bands
and fracture) that dominate the mechanics of the plate in this problem.
























































































Figure 4.27: CPU times required to build and apply the domain-decomposition precondi-
tioners when solving the coupled problem with shear bands and cracks in Section 4.4.3.
(a) Sum of Setup and Apply times, and (b) Setup time.
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Figure 4.28: Linear iterations required by the domain-decomposition preconditioners
when solving the coupled problem with shear bands and cracks in Section 4.4.3. (a)
accumulated linear iterations, and (b) average linear iterations.
Sensitivity to the localized subdomain size
A sensitivity analysis of the proposed preconditioner with respect to the localized subdomain
size is presented in this section. To restrict the effect of overlapping, the overlap size is decreased
to δ = δ` = δh = 0.5µm. Note that we keep a small overlapping domain to ensure reasonable
convergence in all cases.
It is also noteworthy that a sensitivity analysis with respect to the overlap size of the method
was studied in [74], which concerned shearbanding as the failure mechanism (but without cracks).
The mesh and the problem parameters do not change in this analysis. Table 4.9 shows the wall
times, linear counts (linear and nonlinear) and the number of updates for different localized sub-
domain sizes. Also, the ratio of the localized subdomain size to the crack width (2`0) is reported.
Herein, `` denotes the localized subdomain width excluding the small overlap.
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Table 4.9: Sensitivity analysis with respect to the localized subdomain
size for the metallic plate under tension problem (fracture on the top of a
shear band)
Localized domain
Ratio ``2`0 Wall time (s) Setup time (s) # Linear Iterations # Newton Iterations # Updateswidth ``
3µm 0.20 2658.0 111.11 132466 5171 169
7.5µm 0.50 2609.0 146.88 129860 5179 164
15µm 1.00 2451.0 246.03 109724 5026 150
30µm 2.00 2764.0 781.41 85330 4858 139
60µm 4.00 3619.0 1722.74 69599 4917 157
As seen in Table 4.9, the minimum wall time is attained when the localized subdomain width
is chosen to be equal to the crack width. On one hand, more setup time is spent on updating
the localized part of the preconditioner as the localized subdomain size increases. On the other
hand, the number of linear iterations decrease as the localized subdomain size increases, (because
the preconditioner takes into account all the localized solution features). Hence, the optimum
behavior is obtained when `` ≈ 2`0. Note that the numbers of linear iterations and updates do not
change significantly based on the localized subdomain width.






















































Figure 4.29: Sensitivity analysis with respect to the localized subdomain size with (a)
setup/solve time and (b) wall time plotted against the ratio ``2`0 .
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As shown in Fig. 4.29a, the solve time is directly correlated to number of linear iterations as
the size of the localized subdomain increases. Fig. 4.29b shows the optimum localized subdomain
size which is attained when `` ≈ 2`0.
Parallel performance
Finally, the parallel performance of the proposed preconditioner ASMu is investigated on a
parallel computer with 1, 2, 4, 8, 16 and 24 processors. A strong scaling study is presented here
using a problem size with 40,804 equations (which corresponds to a structured mesh with 100
by 100 elements and 4 equations/node), in which ASMu is compared with the standard LU direct
solver. The time increment is decreased in order to improve the convergence behavior (1320 time
steps).
The wall times, iteration counts (linear and nonlinear) and the number of updates on multiple
processors are presented in Table 4.10. Clearly, ASMu outperforms the LU solver. Note that the
selective number of updates, required by ASMu as a function of the processor number considerably
changes and the adaptivity of our strategy is highlighted.
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Table 4.10: Wall times of ASMu and LU on multiple processors spent on
solving the problem of a metallic plate under tension (fracture on the top
of a shear band) in Section 4.4.3 with 1320 time steps.
# Processors Method Wall time (s) # Linear Iterations # Newton Iterations # Updates
1
ASMu 7508.0 120214 7723 159
LU 19210.0 – 7359 –
2
ASMu 4227.0 141678 7683 184
LU 14320.0 – 7359 –
4
ASMu 2602.0 159611 7639 229
LU 8733.0 – 7359 –
8
ASMu 1744.0 178794 7592 272
LU 7711.0 – 7359 –
16
ASMu 1325.0 201988 7587 349
LU 6363.0 – 7359 –
24
ASMu 1146.0 231201 7590 400
LU 6035.0 – 7359 –
The total wall time is plotted as a function of the number of processors used in the simulation
in Fig. 4.30a in logarithmic scale. Note that the ideal scaling of each method is denoted as "Ideal"
and depicted as reference. It can be observed that ASMu scales reasonably well compared with the
LU solver and becomes faster when more processors are employed (Fig. 4.30b). Notice that only
one ideal case is drawn because the lines coincide.
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Figure 4.30: Parallel performance of the ASMu domain decomposition compared with
LU direct solver (a) Wall time (b) Computational speed-up. The ideal scaling is depicted
as reference.
4.5 Concluding Remarks
We proposed a novel updating domain decomposition preconditioner for parallel solution of
dynamic fracture problems, that is based on the Additive Schwarz Method (ASM). The key idea is
to decompose the computational domain into two subdomains, a localized subdomain that includes
all localized features of the solution and a healthy subdomain for the remaining part of the domain.
In this way, one can apply different solvers in each subdomain. In the current work, an LU operator
was applied in both subdomains, however, the operator in the healthy subdomain was inexact and
only selectively updated. To this end, the proposed updating strategy, referred to as ASMu, was
based on an idealized performance optimization procedure that takes into account machine on-the-
fly execution time and was derived analytically.
The numerical behavior of ASMu was tested on 3 dynamic fracture benchmark problems and
compared against its two extreme variants: ASM , in which the healthy subdomain is updated at
every nonlinear iteration, and ASM0, in which the healthy subdomain is not updated at all. In
addition the performance of ASMu was also compared against the direct LU solver and ILU(0).
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Although ASM0 led to significant CPU time savings associated with the setup cost of the pre-
conditioner, and ASM led to significant CPU time savings associated with the application of the
preconditioner (the least number of linear iterations), ASMu outperformed all solvers in terms of
CPU timings as it was able to take advantage of both low preconditioner set up time and retain
a quick convergence in terms of linear iterations. Furthermore, parallel performance studies on
multiple processors and processing nodes comparing ASMu and the direct LU solver were carried
out, where it was shown that ASMu is both faster and more efficient than LU.
Furthermore, we also acknowledge that more research is needed to extend this approach to
massively parallel systems, which will require (i) well-distributed load balancing between pro-
cessors, (ii) consideration of communication time between processors in the update strategy, (iii)
decrease of communication time by using iterative scalable methods for subdomain solution (for
example, multigrid methods rather than currently used direct solvers).
In future work, we plan to extend the updating domain decomposition method to be also adap-
tive in space by using the physical stability criteria which was derived for cracks and shear bands
[124, 125, 101]. This criteria will be applied for (1) mesh adaptivity along the predicted frac-
ture/shear band propagation, and (2) as means to define an adaptive domain decomposition which
will follow the crack.
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Chapter 5
Conclusion and future work
5.1 Concluding remarks and contributions
Capturing the interaction between mechanical and thermal features in simulations of multi-
physics problems is challenging. Dynamic fracture of metals is one such example in which a
nonlinear thermo-mechanical system leads to strain localization (resulting in shear bands and/or
cracks).
In Chapter 2, a thermodynamically consistent model was presented, in which thermal con-
ductivity is degraded to accurately capture the heat transfer physics across cracks modeled by the
phase-field fracture method. Specifically, we derived a set of thermal-conductivity degradation
functions following a novel micromechanics analytical approach. In this approach, material points
are treated as spheres in the microscopic scale. In this way, one can use the theory of spherical
harmonics to solve heat conduction problems in closed form. To this end, the key idea was to com-
pare two different solutions of Laplace’s equation in spheres at the microscopic scale, one with a
concentric void and the other consisting of a homogeneous sphere. As a result, the effective con-
ductivity is calculated as a function of damage by minimizing the flux error on the outer surfaces.
While the analysis is inspired by Maxwell’s work, there are several noted differences:
• our problem is written for bounded domain,
• we account for higher order terms and
• an error norm is defined and minimized analytically.
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In Chapter 3, we proposed a new anisotropic approach of the thermal-conductivity degradation,
which depends on the phase-field gradient, to account for the crack directionality. The key idea
is to degrade thermal-conductivity only in the direction of the unit vector normal to the crack, as
imposed by Neumann boundary conditions.
From a modeling standpoint, the key contributions of this thesis are as follows:
• To correctly capture the heat transfer physics across cracks in the context of the phase-field
method, damage models degrading the effective thermal-conductivity are necessary .
• Isotropic thermal conductivity degradation leads to i. rotation of the flux vector field while
no degradation has no affect on the flux field, ii. a jump in temperature across the crack
while no degradation yields smooth field across the crack.
• The standard quadratic degradation of thermal conductivity has no physical basis and may
poorly estimate the true heat transfer behavior across cracks.
• The proposed set of thermal-conductivity degradation functions is physically sound and can
be tuned to capture the true physics at hand.
• Using isotropic thermal-conductivity degradation functions, a non-physical degradation along
the crack surface is imposed, because there is a uniform reduction of the conductivity values
in all directions.
• An anisotropic approach is introduced as a numerical treatment to accurately impose Neu-
mann boundary conditions on the crack surfaces.
• The proposed anisotropic approach reduces the error in temperature and heat flux fields
compared to the isotropic degradation approaches.
• The dependence of thermal-conductivity on the crack directionality produces heat conduc-
tion solution which is length scale insensitive as the errors are very small and remain nearly
constant.
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• Inaccurate modeling of the heat transfer in dynamic fracture simulations can lead to pro-
nounced effects in terms of shear bands and cracks and poorly capture the physics of the
problem.
In Chapter 4, we proposed a novel updating domain decomposition preconditioner for parallel
solution of dynamic fracture problems, that is based on the Additive Schwarz Method (ASM). The
key idea was to decompose the computational domain into two subdomains, a localized subdomain
that includes all localized features of the solution and a healthy subdomain for the remaining part
of the domain. In this way, one can apply different solvers in each subdomain. In the current work,
an LU operator was applied in both subdomains, however, the operator in the healthy subdomain
was inexact and only selectively updated. To this end, the proposed updating strategy, referred to
as ASMu, was based on an idealized performance optimization procedure that takes into account
machine on-the-fly execution time and was derived analytically.
From a computational standpoint, the main contributions are as follows:
• ASMu outperformed all solvers in terms of CPU timings as it was able to take advantage
of both low preconditioner setup time and retain a quick convergence in terms of linear
iterations.
• Parallel performance studies on multiple processors and processing nodes comparing ASMu
and the direct LU solver were carried out, where it was shown that ASMu is both faster and
more efficient than LU.
5.2 Future work
In this section, we briefly describe some research topics for future work.
1. Effects of a damage-dependent specific heat on crack propagation
The current unified model assumes that the thermal component of Helmholtz free energy is
independent of the phase-field/damage. This means that thermal energy is not affected when a
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crack is formed. However, assuming that the specific heat increases as a function of the phase-field
and following thermodynamic arguments, a new crack driving force can be derived. Additionally,
a new term, which depends on the phase-field rate, will modify the heat equation. It is expected
that this term will decrease the temperature that is observed on top of a newly-formed crack. The
viability of this model and its predictive capabilities will be investigated.
2. Staggered schemes for the robust solution of thermo-mechanical problems
The solution to the aforementioned system of equations in which the phase-field and heat equa-
tions are strongly coupled, can be highly demanding. The loss of convexity, which is typically
observed in the phase-field method, may lead to multiple solutions. Staggered schemes can be
implemented to remedy this problem. We will propose different strategies to split the unknown
fields/equations in order to find a robust numerical technique for the solution of coupled thermo-
mechanical problems.
3. An improvement on the proposed strategy to run on massively parallel systems
The proposed self-updating strategy of the domain decomposition preconditioner can be ex-
tended to massively parallel systems. This task will require (i) well-distributed load balancing
between processors, (ii) consideration of communication time between processors in the update
strategy, (iii) decrease of communication time by using iterative scalable methods for subdomain
solution. Accounting for all these aspects, a more efficient update criterion will be derived.
4. A space-adaptive domain decomposition method using stability criteria
The updating domain decomposition method can be extended to be also adaptive in space by
using the physical stability criteria which were derived for cracks and shear bands [124, 125,
101]. These criteria can be applied for (i) mesh adaptivity along the predicted fracture/shear band
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A Appendix of Chapter 2
A.1 Consistent linearization
In this appendix, some necessary parts of the numerical implementation are given. For exam-
ple, the residual of heat equation in discrete form. Also, the way to calculate the Jacobian matrix
JTce of the element e is described in detail. We present only this part of the Jacobian matrix because
the remainder parts can be found in the following papers [33, 49, 138, 50, 74].















































Also, we substitute the effective conductivity κ̄(c) into the semi-discrete residual using Eq. (2.6),


























The Gáteaux derivatives are used in order to derive the Jacobian matrices. First, the directional
derivative is calculated in the directions of the unknown fields and the Galerkin approximations
are substituted into the results. In this way, we can find the Jacobian as follows.































∇T(xG) N c(xG) (A.5)
where ndo f is the number of element DOF, nGP is the number of Gauss Points and NF denotes the
shape functions of field F and BF denotes its spatial derivatives.
The proposed thermal degradation functions are given by
mT (d; n0) = Πn0(d) =
1 − dn0+ 12
1 + n0n0+1 d
n0+ 12
(A.6)
where d = c(2 − c) and n0 is a tuning parameter. Thus, its derivative is expressed in closed form






















A harmonic is a function that satisfies Laplace’s equation. Spherical harmonics are special
functions, which are defined on the surface of a sphere.
To derive spherical harmonics according to the method of separation of variables [147, 97,
148], a solution of Laplace’s equation in the spherical coordinate system is sought in the following
form
T(r, θ, φ) = R(r)Θ(θ)Φ(φ) (A.9)
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where R,Θ and Φ are generic functions of r, θ and φ respectively. Substitution of the latter solution


























Note the first two terms depend on r and θ, while the third term depends only on φ. Hence, the


























Taking into account the 2π−periodicity of Φ, we arrive at the solution
Φ(φ) = exp(imφ), m ∈ Z (A.12)
where i =
√
−1 is the imaginary unit and Z denotes the set of integer numbers. Following the
























= n(n + 1) (A.13)


























Θ = 0 (A.15)
Eq. (A.14) is called Euler equation and the solution can be expressed in closed form as
R(r) = c1rn + c2r−n−1 (A.16)
where c1 and c2 are generic constants which can be determined from boundary conditions.
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However, Eq. (A.15) is more complicated and requires a change of the variables using s = cos θ














P = 0 (A.17)
Eq. (A.17) is the general Legendre equation and its canonical solutions are the associated Legendre
polynomials Pmn , i.e. P(s) = P
m
n (s), where the subscript natural number n is referred to as degree
and the superscript integer m is the order of the associated Legendre polynomial [95, 148]. The
equation has nonsingular solutions on [−1,1] when |m| ≤ n. The closed form of the associated
polynomials is given as









, for m = −n, . . . ,n and n = 0,1, . . .
(A.18)
The solution of Eq. (A.15) is can therefore be written as
Θ(θ) = P(s) = Pmn (cos θ) (A.19)
Note that Θ is periodic too with period 2π.
Using Eqs. (A.9), (A.12), (A.16) and (A.19), the general solution of Laplace’s equation is given
as the linear combination as follows








Pmn (cos θ) exp(imφ) (A.20)
where Anm and Bnm are coefficients found using the boundary conditions [96].
Spherical harmonics Y mn are defined as the product of trigonometric functions (represented as a
complex exponential) and the associated Legendre polynomials as shown
Y mn (θ, φ) = Nnm exp(imφ)Pmn (cos θ) =
√
(2n + 1)(n − m)!
4π(n + m)!
exp(imφ)Pmn (cos θ) (A.21)
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where Nnm is a normalization constant. This constant is calculated by normalizing the spherical
harmonics to one and forming an orthogonal basis [95].
The most important property of spherical harmonics is the completeness [97] (which is a con-
sequence of the Sturm-Liouville form of Laplace’s equation). This property means that any well-
behaved function T̄(θ, φ) (i.e. with sufficient continuity properties) evaluated over the surface of
a sphere ∂B = {(θ, φ) : 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π} can be expanded in a uniformly conver-
gent double series of spherical harmonics. This observation makes this frequency-space suitable







ĪnmY mn (θ, φ). (A.22)
The coefficients Īnm can be determined by taking into account the orthogonality property. Specifi-






Y mn (θ, φ)
]∗ dΩ (A.23)
where the asterisk ∗ denotes the conjugate operator and dΩ = sin θ dθ dφ is the differential solid
angle in spherical coordinates.
A.3 Some more special cases for the boundary conditions
A.3.1 Equal contribution of modes in boundary conditions




I for |m| ≤ n ≤ nc
0 otherwise
(A.24)
where nc is a critical degree of spherical harmonics after which the contribution of the higher
modes to the boundary condition is zero.
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I2 = (2n + 1)I2 (A.25)











Note that the coefficients in Eq. (A.24) are not necessarily equal to one because I is simplified in
Eq. (A.26). It is noteworthy that the series are finite, otherwise it will diverge.






1 − d 32






1 − d 52




A.3.2 A special boundary condition with amplitude-decreasing terms





















A.4 A relation between isotropic damage and phase-field
Here, we find a damage model, for which the solutions of the two simplified models (Eqs. (2.99)
and (2.101)) in Section 2.4 are the same given that Eq. (2.110) is valid.
First, the homogeneous phase-field equation is derived from Eqs. (2.98) and (2.99) as follows
Gc
2`0
c = (1 − c)εe : Cel : εe. (A.30)
























εe : Cel : εe. (A.32)
It can be shown that Eqs. (A.30) and (A.32) have solutions c, d ∈ [0,1) which satisfy Eq. (2.110).







(H + 1)2 − 1
(H + 1)2
< 1 (A.34)





(εe : Cel : εe) is introduced to enforce irreversibility. It is
noteworthy that these solutions satisfy Eq. (2.110).
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B Appendix of Chapter 3
B.1 Semi-positive definite conductivity matrix
From the second law of thermodynamics, the conductivity matrix κD should be positive semi-
definite matrix. Here, we present some algebraic manipulations in order to show Eq. (3.63). For
any vector v = [v1 v2 v3]T, the quadratic form Q reads

























































































































































C Appendix of Chapter 4
C.1 Derivations
Derivation of some additional terms, such as residual and Jacobian terms in discrete form, are
provided below. More details could also be found in [33, 49, 138, 50, 74].









wui,j σi j dΩ −
∫
Γt
wui t̄i dΓ (C.1)








(ui − nūi) dΩ +
∫
Ω
wui,j σi j dΩ −
∫
Γt
wui t̄i dΓ (C.2)
The Gateaux derivatives are used in order to derive the Jacobian matrices. First, the directional
derivative is calculated in the directions of the unknown fields and the Galerkin approximations
are substituted into the results. In this way, we can find the terms in the Jacobian as follows






















where α and η corresponds to the degrees of freedom.
DRu (c) [δc] = 0 (C.5)
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i jη dΩ (C.9)

















Taking the Gateaux derivatives










(δui,j + δu j,i) dΩ (C.11)










k`i jδui,j dΩ (C.12)
Dεek` (ui) [δui] = I
sym
k`i jδui,j (C.13)
DRc (c) [δc] =
∫
Ω












H δc dΩ (C.14)












DW+p (T) [δT] dΩ (C.15)
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where
DHe (T) [δT] =
∂He
∂εei j
Dεei j (T) [δT] (C.16)









δT dτ − ᾱ δi j δT (C.17)
and
DW+p (T) [δT] =
∫ tn+1
tn















































































































































δσi j dτ (C.23)











































































































































In the case of principal strain split as expressed in Eq. (4.9), the strain energy density is not




i = 0, and jump terms are included in the Jacobian term














wσi j [m(c) − 1]σ
+


















where εep, p = 1,2,3 are the principal strains, np denotes the respective principal direction eigen-
vectors, and 〈·〉 are the Macaulay bracket operator.
To find the Jacobian term, the directional derivative is calculated in the directions of the dis-
placement as follows







k` (uk) [δuk] dΩ −
∫
Ω
wσi j [m(c) − 1]
∂σ+i j
∂εek`
Dεek` (uk) [δuk] dΩ
(C.33)





















np ⊗ nq ⊗ np ⊗ nq + np ⊗ nq ⊗ nq ⊗ np
)
(C.34)
where sq denotes an eigenvalue of the Cauchy stress tensor. To calculate the aforesaid expression,
the components are given as follows
∂sq
∂εep




















where H(·) denotes the Heaviside function. Note that jump terms appear during these calculations.
C.2 Additive Schwarz Method
The Additive Schwarz Method computes an approximate inverse of a matrix S using the in-
verses of the submatrices associated with the domain decomposition. The general matrix forms

















where ns is the number of subdomains in the domain decomposition, Di comes from partition of
unity for the subdomain i, Ri is a boolean matrix corresponding to the restriction operator, and RTi
is the prolongation operator.










where Sh = Rh S RTh and S` = R` S R
T
`
are the submatrices after decomposing the domain into
healthy and localized subdomains, respectively. One iteration of this method can be written as
rn = b − S yn (C.40)








an approximate solution to Eq. (4.64) is then computed as
y = P−1ASM b (C.43)
where r is the residual of the equation.
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