I. INTRODUCTION
Computational Intelligence (CI) techniques such as Functional Networks (FN) and Support Vector Machines (SVM) have shown to be effective for a wide range of realworld applications. However, since each of them has its limitations and constraints that would not make it appropriate in solving all problems in different data and operational scenarios, there is the need for hybridization so that one technique would complement the limitation of others to ensure good performance in many challenging situations. Thus, hybridization of CI techniques can boost their individual performance and make them achieve much success in dealing with large-scale, complex problems.
The application of CI techniques and their hybrids is especially appreciated in the oil and gas exploration and production since a little improvement in accuracy of the prediction of various petroleum reservoir properties could lead to a very high increase in the discovery and production of more energy. The two important properties of oil and gas reservoirs that are focused in this study are porosity and permeability. These are the fundamental reservoir properties that relate to the amount of fluid contained in a reservoir and its ability to flow. They are frequently measured in the laboratory on plugs extracted from the core of wells drilled for oil and gas exploration and serve as standard indicators of reservoir quality in the oil and gas industry.
Since the laboratory measurements are usually costly and time-consuming, Artificial Intelligence (AI) techniques [1] [2] [3] [4] as well as hybrid methodologies [5] [6] [7] [8] have been successfully applied in the prediction of these properties to a reasonable degree of accuracy. However, each AI technique has certain limitations that would not make its application desirable in certain conditions such as small dataset scenarios [9, 10] and high dimensionality of data conditions [11, 12] . Since FN uses a least-square algorithm that selects the best subset of features from a set of input data and SVM is known for its capability to conveniently handle data of high dimensionality with its insensitivity to data size, combining these two techniques in a way that they complement each other would be a welcomed development. Such hybridization task would improve the accuracy of predictions, which would in turn, increase the confidence in the results that would improve the efficiency of exploration and production activities.
This study presents a prudent combination of FN and SVM methodologies to build a hybrid intelligent model that outperforms the results produced by an existing FN and Type-2 Fuzzy Logic (FN-T2FL) hybrid model [13] . The desirable qualities of FN and SVM were combined to predict the two properties of oil and gas reservoirs with better performance indices. Our major motivation for this study is the continued discovery of various CI techniques with common denominators that are suitable for hybridization.
II. SURVEY OF LITERATURE

A. Oil and Gas Reservoir Characterization
Oil and gas reservoir characterization is a process for quantitatively describing various reservoir properties in spatial variability using available field and laboratory data [1] . Reservoir characterization plays a crucial role in modern reservoir management. It helps to make sound reservoir decisions and improves the asset value of the oil and gas companies. It maximizes integration of multidisciplinary data and knowledge, and hence improves the reliability of reservoir predictions. The ultimate goal is a reservoir model with realistic tolerance for imprecision and uncertainty [6] . Reservoir characterization focuses on modeling each reservoir unit, predicting well behavior, understanding past reservoir performance, and forecasting future reservoir conditions.
The measurement of various reservoir properties is made on plugs of rock samples. Others are made on devices inserted into oil wells on site. These measurements are called logs and the process of taking the log measurements is called well logging [14] . Different borehole and reservoir formation conditions may require different tools to measure the same property. There are many important subsurface properties that need to be detected or measured but porosity and permeability are the most important since they both serve as major indicators of petroleum reservoir quality and economic viability. The data acquired from these datasets are used for the estimation of porosity, permeability and other reservoir properties such as rock types, the thickness of rock layers; the amount of hydrocarbons; and water salinity.
Porosity is an important consideration when attempting to evaluate the potential volume of hydrocarbons contained in a reservoir as it is a measure of the percentage of voids and open spaces in a rock. These voids and spaces are potential receptacles for oil and gas. Permeability, on the other hand, is a key parameter in the characterization of any hydrocarbon reservoir as it is a measure of how interconnected the individual voids and spaces are in a rock. In fact, many petroleum engineering problems cannot be solved accurately without having an accurate value of permeability [15, 16] . In view of the importance of porosity and permeability in oil and gas exploration and production, this study focuses only on these two properties.
B. Hybrid Computational Intelligence in Oil and Gas
Hybrid Computational Intelligence (HCI) has been generally and widely applied in the bioinformatics, science, technology and engineering. Such applications include the selection of winding material in electric power transformers using a hybrid of decision trees for attribute selection and neural networks for winding material classification for the calculation of the performance characteristics of each considered design [17] . Reference [18] used a hybrid of genetic programming approach and a heuristic rule-based scheme for the classification between different types of aphasia, a human syndrome, often due to brain damage. Other advances of HCI, especially in oil and gas, include [19, 20, 21] .
In petroleum engineering, HCI has been successfully used in many areas of application such as seismic pattern recognition; porosity and permeability predictions; identification of sandstone lithofacies; drill bit diagnosis; and analysis and improvement of oil and gas well production. Reference [22] used a hybrid of Fuzzy Logic and Artificial Neural Networks (ANN) for the prediction of permeability by means of Flow Zone Index. A fusion of Genetic Algorithm (GA) and ANN was used to estimate reservoir permeability by [23] while using the GA to automatically tune the parameters and ANN to establish a relationship between the log data and core permeability. A hybrid Fuzzy-GA system for the optimization of gas production operations was proposed by [24] . They used the traditional Fuzzy Logic to accommodate uncertainties in the field data and GA as a primary optimization scheme to solve the optimum gas production rates of each well and pipeline segment diameters to minimize investment costs. Other related works on the application of HCI in oil and gas include [25] [26] [27] [28] .
Most of the previous studies featured GA, Fuzzy Logic and ANN in their proposed hybrid models. Though, GA is a very robust optimization algorithm that is based on an exhaustive search paradigm, it is well known for its long execution time, its need for high processing power due to its computational complexity and sometimes inefficiency [29] . Fuzzy Logic becomes complex and time-consuming when applied on high-dimensional data [12] and performs poorly when applied on datasets of small size [13] . ANN is also known to suffer from many deficiencies such as having no general framework for the design of its appropriate network for a specific task and its frequent requirement of large number of parameters to fit a good network structure [30] .
A closely related work is [6] . However, the authors used three-component hybrid models comprising of FN, T2FL and SVM, making the models complex to analyze. In addition, there seems to be a redundancy in the role of the T2FL and SVM components in the hybrid models. Hence, this paper focuses on a simple design and clear role assignment and expectations to its two hybrid components.
FN and SVM have been reported to possess excellent least-square fitting capabilities and efficient scalability with both small and large datasets [6, 13, 31] . This accounts for their choice for hybridization in this study.
III. DESCRIPTION OF DATA, EXPERIMENTAL DESIGN AND MODEL FRAMEWORK A. Description of Data
The same sets of porosity and permeability data from six wells (three for porosity and three for permeability) from previous studies [6, 7, 13] were used in this work. Site 1, a heterogeneous platform that is made up of carbonate and dolomite, contains six predictor variables for porosity while site 2, majorly of carbonate and sandstone formations, contains eight predictor variables for permeability. Hence, the datasets are representative of the major oil-bearing geological structures found in most parts of the oil-producing world.
B. Experimental Design
The methodology employed in this study follows the standard computational intelligence approach to hybridization of AI techniques, and in the case of this study, a combination of FN and SVM techniques. The MATLAB codes for the iterative least-squares FN classifier obtained from the software repository of Enrique Castillo's AI Research Group [32] were partly used while the Least Squares-SVM (LS-SVM) whose basic version is available at [33] were used for SVM. Both were then customized with various toolboxes and functions. FN and SVM were purposely chosen as preferred candidates for hybridization due to their common features in terms of good performance and computational stability in order to benefit from the combined efficiency and robustness offered by the hybrid process. The FN block, with its least-squares fitting algorithm, was used to select the best variables from the input data which has been divided into training and testing subsets using the stratified sampling approach exactly as used in the previous studies [6, 7, 8, 13] . The dimensionally-reduced variables of both the training and testing subsets were applied on the SVM block for training and prediction. Only the part of FN that performs the least-square fitting was used in this work. Because of this, no training or testing occurred in the FN block. Each dataset was passed through the FN block and the output contains only the variables that were found to be most relevant to the target (porosity and permeability). This is shown in Figure 1 .
a) Design of Functional Networks:
The least squares (LS) fitting algorithm segment of FN was used for the implementation of the FN block of the hybrid model. This algorithm has the ability to learn itself and to use the input data directly, by minimizing the sum of squared errors, in order to obtain the parameters, namely the number of neurons and the type of kernel functions needed for the fitting process. It works by building an initial model, simplifying the model and selecting the best parameters for the simplified model. Part of the steps in FN training is the model selection procedure using the Minimum Description Length (MDL) principle. This measure allows comparisons not only of the quality of different approximations, but also of different FN models. It is also used to compare models with different parameters, because it has a penalty term for overfitting. Moreover, it is distribution-independent making it a convenient method for solving the model selection problem. Accordingly, the best FN model for a given problem corresponds to the one that has the smallest MDL value. This was calculated using the backward-elimination and forward-selection methods. The backward elimination process starts with the complete model with all parameters, and it sequentially removes the one that will lead the model to the smallest value of the MDL measure, repeating the process until there is no further improvement in the measure. Next, the forward-selection process is applied, but starting from the final model of the backward process, and it sequentially adds the variable that leads to the smallest value of MDL measure. This process is repeated until there is no further improvement in MDL measure obtained either by removing or adding a single variable. The learning process of the LSFN include obtaining the neural functions from a set of training data based on minimizing the sum of squared errors between the input and the target output by suggesting an approximation to each of the functions and selecting the best among them [29, 30] to get the reduced architecture.
b) Design of Support Vector Machine:
The general behavior of SVM is described as:
Given a set of data points:
where x i is the input vector, d i is the desired target value, n is the total number of data points and i = 1, 2, 3 … , n. SVMs approximate the function with three distinct characteristics:
Estimating the regression in a set of linear functions;
Defining the regression estimation as the problem of risk minimization with respect to theinsensitive loss function and
Minimizing the risk by using the Structural Risk Minimization (SRM) principle whereby elements of the structure are defined by the inequality ||w|| 2 c, where c is a constant and w is the minimum distance between two classes.
The linear function is formulated in the high dimensional feature space which is non-linearly mapped from the input space, x. The goal of the risk function is to find a function that has, at most, deviation from the actual values in all the training data points. The kernel used is polynomial, which is of the form:
C. Model Evaluation Critera
The performance of the models was evaluated using the correlation coefficient (CC), root mean-squared error (RMSE) and execution time (ET). CC measures the statistical correlation between the predicted and actual values. RMSE is one of the most commonly used error measures of success for numeric prediction as it computes the average of the squared differences between each predicted value and its corresponding actual value. ET is simply the total time taken for a technique to run from the beginning to its end using the CPU time.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. Experimental Result
From among the results produced at the end of the simulation, Figures 2 and 3 show the plots of the actual and predicted values of porosity and permeability with SVM and the FN-SVM hybrid models from site 1 well 1 and site 2 well 2 datasets. Figures 4-6 show the CC and ET comparisons of the porosity and permeability predictions of the SVM and the FN-SVM models in terms of correlation coefficient and execution time.
B. Discussion of Results
The results showed the better performance of the FN-SVM hybrid over the original SVM technique. From the visual analysis of the plots in Figures 2 and 3 , the plot lines of the actual and the predicted values are closer for FN-SVM (Figure 3 ) than in the original SVM (Figure 2) . This indicates the superior performance of the FN-SVM hybrid model.
In terms of CC, Figures 4 and 5 , show that the predictions of the hybrid model are more correlated with the actual values of the target variable in testing than in the training procedure. Though the predictions are not perfect since real-life field datasets were used, the superior performance of the hybrid model is well noticed over SVM, especially in the testing phase.
Despite that there are more internal processes involved in the FN-SVM model than in SVM, the former runs faster in terms of CPU execution time than the latter as shown in Figure 6 . It took the hybrid model less time for training than the SVM. This is due to the reduced dimensionality of the data fed into the SVM block of the hybrid model. Generally, the better performance exhibited by the FN-SVM hybrid can be attributed to the role of the FN block in the extraction of the most relevant input variables for the training and testing of the SVM block. This ensures that the SVM block used only the best of the input variables and hence is not corrupted by the redundant and irrelevant variables from the original datasets.
It would have been expected that the hybrid model would need more time for execution than the SVM since there are two blocks (FN and SVM) and two processes (best subset selection and data stratification) that were executed before the SVM block. However, despite that FN has been identified as a fast technique in [31, 32] , only the segment that performs the model selection procedure using the leastsquare fitting algorithm was used in this work. The dimensionally-reduced dataset that was used by the SVM block from the output of the FN block also ensured that the data matrix used in the execution of the SVM block is less complex than in the original SVM model.
With the widely held belief in literature that SVM scales relatively well with high dimensional data [4, 5, 11] , we hereby posit that, based on the results of this study, SVM can further be improved by reducing the dimension of the input data through best subset selection. This will have the double effect of reducing the training time and further increasing the accuracy of the prediction process.
When compared to the previously published FN-T2F [13] , the FN-SVM hybrid performed better. This could be attributed simply to the peculiar qualities of SVM such as its ability to handle small data and scalability to highdimensional data which T2F do not possess.
V. CONCLUSION A design framework for the hybridization of FN and SVM was implemented and presented. The hybrid model was tested with six datasets from different geological formations to predict the porosity and permeability of oil and gas reservoirs. The results showed that the FN-SVM hybrid model performed better than the original SVM in terms of higher correlation coefficients, lower root mean square errors and reduced execution time. The results of the study have led to the following conclusions:
The better performance of the FN-SVM hybrid model was due to the dual role of FN to select the best and most relevant input variables; and the consequent reduction in the dimensionality of the data that was used by the SVM block. The subset selection process performed by the FN block contributed to the further improvement in the correlation of the hybrid model while the reduced dimensionality of the input data reduced the time and space complexity of the SVM block, thereby reducing the overall processing time. SVM can further be improved by reducing the dimension of the input data through best subset selection despite that it is known to scale relatively well with datasets of high dimensions. 
