The error in [4] is in the return-to-state argument given in Result 1, equation (12) . It should read:
Unfortunately, there appears no obvious way of obtaining a finite dimensional characterization of the above value function in the return-to-state argument.
In this note, it is shown that by introducing the retirement formulation [2] of the multi-armed bandit problem option, a finite dimensional value iteration algorithm can be obtained for computing the Gittins index of a POMDP bandit. To avoid repetition, we use exactly the same notation as [4] .
For each project p, let M (p) denote a positive real number such that
To simplify subsequent notation, we omit the superscript p in
In terms of a parameterized retirement reward M , the Gittins index [1] , [2] of project p with information state x (p ) can be defined as
where
The N th order approximation of V (p) (x (p) , M ) is obtained as the following value iteration algorithm k = 1, . . . , N : transition and observation probability matrices as
Define the information state π and following coordinate transformation:
Then using similar arguments to [4] it can be shown that Theorem 1 in [4] holds.
Moreover, Theorem 2 in [4] holds with the following minor changes:
Statement 2 is unchanged. Statement 3 is modified to the following explicit formula for the Gittins index:
where each vector
N is of the form 
