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Abstract
In this paper, a class of nonlinear option pricing models involving
transaction costs is considered. The diffusion coefficient of the nonlin-
ear parabolic equation for the price V is assumed to be a linear function
of the option’s underlying asset price and the Gamma Greek Vxx. The
main aim of this work is to study the governing PDE of the Delta Greek.
The existence of viscosity solutions is proved using the vanishing viscosity
method. Regularizing the equation by adding a small perturbation to the
initial problem, a sequence of approximate solutions uε is constructed and
then the method of weak limits is applied to prove the convergence of the
sequence to the viscosity solution of the Delta equation. The approximate
problems constructed are shown to have good regularity, which allows the
use of efficient and robust numerical methods.
Keywords Delta equation; transaction costs; convergence; vanishing viscosity
method.
1 Introduction
In financial mathematics, the Black-Scholes model is frequently used for pricing
derivatives by means of the reversed-time parabolic partial differential equation
(1)([10, 19, 22]).
0 = Vτ +
1
2
σ2S2VSS + (r − q)SVS − rV, S > 0, τ ∈]0, T [. (1)
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In (1) V is the option value, S the underlying asset price, τ the time, T the
expiry date, σ the volatility, r the riskless interest rate and q the dividend rate.
Equation (1) has an analytical solution (see [5]) and to obtain approximate
solutions there are also several reliable numerical methods, such as the binomial
method, the Monte Carlo method, finite difference and finite element methods.
For further details we refer the reader to the survey book [14].
The Black-Scholes equation (1) is very effective in an idealistic market, for
example, without transaction costs. However transaction costs may arise, for
example, when trading securities. Although they are small in general, they
can lead to an increase in the option price, in which case the Black-Scholes
pricing methodology is no longer valid since perfect hedging is impossible. Con-
sequently, different models have been proposed to modify equation (1) in order
to accommodate transaction costs, such as those in [16, 2, 4, 13]. In these mod-
els, the constant volatility is replaced by a modified volatility function which
can depend on time, on the asset price, on the option value and its derivatives.
The resulting model is a nonlinear equation in nondivergence form.
For the general nonlinear Black-Scholes equation, an explicit solution is un-
known and the numerical techniques available are far less than for the linear
model. Barles and Soner proved in [4] the existence of viscosity solutions for
their model and made some simulations using finite differences but no conver-
gence analysis was performed. However, it is known that explicit schemes have
the disadvantage that restrictive conditions on the discretization parameters (for
instance, the ratio of the time and space step) are needed to obtain stable, con-
vergent schemes. Moreover, the convergence order is only one in time and two
in space. Pooley et all. [18] numerically studied the convergence of some finite
difference schemes applied to a nonlinear Black-Scholes equation and presented
some examples where non-monotone discretization schemes (such as standard
Crank-Nicolson time stepping) can converge to incorrect solutions, or lead to
instability. In [9], the authors combine high-order compact difference scheme
techniques to construct numerical solutions of the transformed non linear equa-
tion using the transformation x = ln(S/K) with frozen values of the nonlinear
volatility term to make the formulation linear. This transformation transforms
the spatial domain [0,∞] to [−∞,∞] and, in computations, this infinite domain
has to be truncated, which essentially omits the degeneracy of the equation at
S = 0. They show that the finite difference solution converges locally uniformly
to the unique viscosity solution of the equation. Ankudinova and Ehrhardt [1]
used a Crank-Nicolson method combined with a high order compact difference
scheme to construct a numerical scheme for the linearized Black-Scholes equa-
tion. Company, Jodar and Pintos in [7] proposed a semi-discretization technique
which approximates the nonlinear equation with a system of ordinary differen-
tial equations and solved the system using the backward Euler scheme. In order
to make the high order scheme work, a smoothing technique for the payoff
condition is used, which essentially changes the nature of the pricing problem.
In [17], a method based on an upwind finite difference scheme for the spatial
discretization and on a fully implicit time-stepping scheme is developed. The
authors prove that the approximate solution converges unconditionally to the
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viscosity solution of the equation.
The partial derivatives of the solution, the Greeks, are considered of major
importance in finance,see for example [19]. In particular, the first spatial deriva-
tive, referred to as the Delta Greek in finance, is the key for the hedging process
in time, that is portfolio projection against market movements as it follows from
the Black-Scholes hedging arguments. There are a few papers concerning the
calculation of the Delta Greek directly. Radoslav Valkov in [20] presented a con-
vergence analysis of a positivity-preserving fitted finite volume element method
(FVEM) for a generalized Black-Scholes equation transformed on finite inter-
val, degenerating on both boundary points. He first formulated the FVEM as a
Petrov-Galerkin finite element method using a spatial discretization, previously
proposed by the author in [21]. The Garding coercivity of the corresponding
discrete bilinear form was established. He obtained stability and error bounds
for the solution of the fully-discrete system. Analysis of the impact of the finite
domain transformation on the numerical solution of the original problem was
given. Recently, Koleva and Vulkov ([12]) constructed and analysed monotone
and sign-preserving finite difference schemes for the Delta equation. They pro-
posed some Newton and Picard iterative procedures for solving the non-linear
systems of algebraic equations.
The theory of continuous viscosity solutions for fully nonlinear second-order
elliptic and parabolic equations has been introduced by Crandall-Lions for the
Hamilton-Jacobi equations and is well established nowadays. For mores details
on this theory we refer the reader to [8] and references therein. However, the
Delta equations has discontinuous initial condition, so isn’t to expect continuous
solution and the conventional theories of viscosity solutions do not apply. There
are several definitions of discontinuous viscosity solutions, but most of then are
rather ad hoc. In [6] we can see a survey of the latest development on the
uniqueness and regularity of the discontinuous solutions of the Hamilton-Jacobi
equation, with discontinuous initial data that are continuous outside a set of
measure zero. They proved that the discontinuous solutions of the problem is
unique when the initial condition is everywhere continuous. They also clarified
the connections among the discontinuous solutions from different notions.
Usually, a high order method requires that the solution to the PDE is suffi-
ciently smooth in order to achieve the expected order of convergence. However,
it is known that the non-linear Black-Scholes equation generally does not have
classic smooth solutions, but only viscosity solutions. Therefore, a numeri-
cal solution to the nonlinear Black-Scholes equation by a high order numerical
scheme is not necessarily more accurate than that from a first-order discretiza-
tion scheme, mainly due to the non-smoothness of the given data and the exact
solution. Due to the Greeks being relevant for the quantitative analysis, reli-
able numerical methods are required for the pricing of options which not only
provide a good approximation for the price, but also for its derivatives. In this
work we study a simplification of the nonlinear Black-Scholes equation proposed
by Barles and Soner ([4]) given focus to the corresponding Delta equation. We
prove the existence and uniqueness of possibly discontinuous viscosity solutions
for the Delta equation. We first regularize the equation by adding a small per-
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turbation parameter and then apply the method of weak limits to prove the
convergence of the classical solutions of the regularized problem to the viscosity
discontinuous solution of the Delta equation. The main goal of this work is
to create a basis to establish the convergence of high order robust numerical
methods since the regularized problem has good smooth solutions.
The remainder of this paper is organized as follows. In Section 2, the problem
is described. In Section 3, we define the regularized approximate problem as
a general nonlinear equation. Section 4 is dedicated to obtain some à priori
estimatives. In Section 5 we prove the convergence and, finally, in Section 5, we
draw some comments.
2 The nonlinear model
In 1998 Barles and Soner [4] developed a complex model that modifies Equation
(1) and accommodates transaction costs. Following the Hedges and Neuberger
utility function approach in [11], they proposed the volatility function
σ˜ = σ2
(
1 + Ψ(er(T−τ)a2S2VSS)
)
, (2)
where σ is the historical volatility, a = k√

and the function Ψ(A) is the solution
to the following nonlinear differential equation (ODE)
Ψ′(A) =
Ψ(A) + 1
2
√
AΨ(A)−A, A 6= 0, (3)
with the initial condition
Ψ(0) = 0. (4)
In this way Equation (1) becomes the following non-linear Black-Scholes
equation with Barles and Soner’s model,
0 = Vτ+
1
2
σ2
(
1+Ψ(er(T−τ)a2S2VSS)
)
S2VSS+(r−q)SVS−rV, S > 0, τ ∈]0, T [,
(5)
which we will consider for European options, where S pays out continuous div-
idend qSdt with time step dt.
A European call option allows the buyer to buy an asset of value S for a value
K on maturity date T , while an European put option allows the holder to sell
an asset of value S for a value K on maturity date T . For the sake of simplicity,
we will only consider the call option. Since the option can only be exercised on
maturity, we complement Equation (5) with the following conditions, in order
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to avoid arbitrariness:
V (S, T ) = max{S −K, 0}, when S ≥ 0; (6)
lim
S→∞
V (S, τ)
S −Ke−r(T−τ) = 1, for τ ∈ [0, T ]; (7)
V (0, τ) = 0, for τ ∈ [0, T ]; (8)
lim
S→∞
VS(S, τ) = 1, for τ ∈ [0, T ]. (9)
Barles and Soner proved the existence of a viscosity solution for the Eu-
ropean option with volatility given by (2). Their numerical results indicate
an economically significant price difference between the standard Black-Scholes
model and the non-linear model with transaction costs.
Although an explicit solution for Problem (3)-(4), is unknown, the following
Lemmas provide some useful information about its behaviour.
Lemma 1 ([4]). A straightforward analysis of the ordinary differential equation
(3) reveals that
lim
A→∞
Ψ(A)
A
= 1 and lim
A→−∞
Ψ(A) = −1. (10)
Lemma 2 ([4]). If
A ≥ 0 then Ψ(A) ≥ 0
and if
A ≤ 0 then − 1 < Ψ(A) ≤ 0.
Lemma 3 ([4]). The differential Ψ′(A) ≥ 0.
Lemma 4 ([7]). If A ≥ 0 vthen Ψ(A) ≤ C1A+C2 with C1 ≈ 1.1 and
C2 ≈ 2.62.
Figure 1: Numerical simulation of Ψ.
A numerical solution for Problem (3)-(4) is represented in Figure 1. By
the lemmas above and figure 1 is reasonable to simplify the model considering
Ψ(A) = A for A > 0. So, in this work, we study the Black-Scholes Equation (5),
5
in which the volatility is assumed to be a function of the underlying asset S,
and time τ and the Gamma of option (the Greek Gamma is a second derivative
VSS) that is,
0 = Vτ+
1
2
σ2
(
1 + er(T−τ)a2S2VSS
)
S2VSS+(r−q)SVS−rV, S > 0, τ ∈]0, T [.
(11)
It is known that VSS ≥ 0 for European Puts and Calls in the absence of
transaction costs. In case VSS < 0, Problem (11) is ill-posed and without
solution for general pay-off functions (see [16, 2] for similar cases). Therefore
we will henceforth assume that VSS > 0.
2.1 Delta equation
Differentiating (11) with respect to S, the resulting equation is
VSτ +
(
1
2
σ2
(
1 + er(T−τ)a2S2VSS
)
S2VSS
)
S
+ (r − q)SVSS − qVS = 0. (12)
Differentiating (6), we have
VS(S, T ) =
{
0, S < K
1, S > K
. (13)
Considering x = S, t = T−τ and u(x, t) = VS(S, T−τ), we obtain the parabolic
partial differential equation in divergence form,
ut =
(
1
2
σ2
(
1 + erta2x2ux
)
x2ux
)
x
+(r−q)xux−qu, x > 0, t ∈]0, T ]. (14)
which we will call Delta equation. We will consider the corresponding initial
condition
u(x, 0) = u0(x) =

0, 0 < x < K
0.5, x = K
1, x > K
(15)
By (9), the boundary conditions are
u(0, t) = g1(t) = 0, t ∈ [0, T ] (16)
and
lim
x→∞u(x, t) = 1, t ∈ [0, T ]. (17)
Note that condition u(0, t) = 0 is necessary in order to guarantee compatibility
between the equation and the initial data. It is not possible to define u0 in
x = K by the Black-Scholes model, since V (S, T ) is not differentiable at S = K.
However, as we shall see below, this value is not essential, so we will consider
the value u0(K) = 0.5 for practical purposes.
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Proposition 5. If function V (S, τ) is a solution of Problem (5)-(9), then
u(x, t) = VS(S, T − τ) is a solution of problem (14)-(17). Conversely if u(x, t)
is a solution of Problem (14)-(17), then
V (S, τ) =
∫ S
0
u(x, T − τ) dx (18)
is a solution of problem (5)-(9).
Proof. The first statement was proved above. Suppose now that V (x, τ) is given
by (18). Then making the change of variable t = T − τ , it follows that
Vτ (S, τ) =
∫ S
0
uτ (x, T − τ) dx =
∫ S
0
−ut(x, t) dx =
= −
∫ S
0
(
1
2
σ2
(
1 + erta2x2ux
)
x2ux
)
x
+ (r − q)xux − qu dx.
Using the integration by parts, we obtain
Vτ (S, τ) = −1
2
σ2
(
1+erta2S2uS(S, t)
)
S2uS(S, t)−(r−q)Su(S, t)+q
∫ S
0
u(x, t) dx
Differentiating (18) we have VS(S, τ) = u(S, T−τ) and VSS(S, τ) = uS(S, T−τ).
Substituting in the last equation, we obtain (5). In order to obtain (6), we just
need to calculate de integral
V (S, T ) =
∫ S
0
u(x, 0) dx =
 0 , S < K0 , S = K
S −K , S > K
.
As we mentioned earlier any real value of u(K, 0) verifies (6). Condition (7) is
obtained applying the L’Hôpital’s rule, that is,
lim
S→∞
V (S, τ)
S −Ke−r(T−τ) = limS→∞
∫ S
0
u(x, T − τ) dx
S −Ke−r(T−τ) = limS→∞
u(S, T − τ)
1
= 1
by (17). Condition (8) is obvious. Finally, condition (9) is the same as condition
(17).
Since it is difficult to deal with an infinite spatial domain, we will consider
the spatial domain ]0, b[ with b sufficiently far from K and substitute equation
(17) by
u(b, t) = 1, t ∈ [0, T ]. (19)
There are two main problems concerning the Delta function that we need to
deal with. First, the initial condition is not smooth, it has a discontinuity at
x = K and secondly the diffusion term becomes zero at x = 0. So we expect
that the Delta equation has only a viscosity solution. For ease of reading, we
recall the notion of viscosity solution in the next subsection.
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2.2 Viscosity solution
Consider the following general problem ut + F (x, t, u, ux, uxx) = 0, (x, t) ∈ QT = Ω×]0, T ],u(x, t) = g(x, t), (x, t) ∈ ∂Ω× [0, T [
u(x, 0) = u0(x), x ∈ Ω¯
(20)
where F : R5 → R is a continuous function and g, u0 are given functions.
To extend the technique of viscosity solutions to functions that need not to be
continuous, we define
u∗(x, t) = lim
r→0
sup{u(y, τ) : |(y, t)− (x, t)| ≤ r, (y, τ) ∈ QT } (21)
and
u∗(x, t) = lim
r→0
inf{u(y, t) : |(y, t)− (x, t)| ≤ r, (y, τ) ∈ QT } (22)
which are called the upper and lower semicontinuous envelopes of u respectively.
Definition 6. Let u : Q¯T → R be a bounded function and φ : Q¯T → R be any
C2,1(Q¯T ) function.
• The function u is called a viscosity subsolution of (20) if, whenever (x0, t0)
is a maximum of u∗ − φ, the following conditions are satisfied:
φt(x0, t0) + F (x0, t0, u
∗(x0, t0), φx(x0, t0), φxx(x0, t0)) ≤ 0, (23)
when (x0, t0) ∈ QT ,
u∗(x0, t0)− g(x0, t0) ≤ 0 or (23), when (x0, t0) ∈ ∂Ω× [0, T [,
and
u∗(x0, t0)− u0∗(x0) ≤ 0 or (23), when x0 ∈ Ω¯, t0 = 0.
• The function u is called a viscosity supersolution of (20) if, whenever
(x0, t0) is a minimum of u∗ − φ, the following conditions are satisfied:
φt(x0, t0) + F (x0, t0, u∗(x0, t0), φx(x0, t0), φxx(x0, t0)) ≥ 0, (24)
when (x0, t0) ∈ QT ,
u∗(x0, t0)− g(x0, t0) ≥ 0 or (24), when (x0, t0) ∈ ∂Ω× [0, T [,
and
u∗(x0, t0)− u∗0(x0) ≥ 0 or (24), when x0 ∈ Ω¯, t0 = 0.
• A bounded function u which is both a viscosity subsolution and a superso-
lution is called a (non necessarily continuous) viscosity solution.
Remark 7. The definition of viscosity solution is an absolute one. This means
that if u is a viscosity subsolution in Ω, then it is also a subsolution in Ω′, where
Ω′ ⊂ Ω.
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Remark 8. In the definition of viscosity solution, local maximum can be re-
placed by global maximum and also by strict local or global maximum. Moreover
C2,1 functions can be substituted by smooth functions. Also we can assume that
the local maximum is zero. Similar remarks apply to supersolutions.
To prove the existence of viscosity solutions to Problem (14)-(16) and (19)
we will use the vanishing viscosity method to construct a sequence of approx-
imate solutions uε, we will then apply the method of weak limits to prove the
convergence of the sequence to the viscosity solution of the Delta equation. The
advantage of the weak limit method is that it allows passing to the limits with
only uniforme L∞ estimates on uε.
Problem (14)-(16) and (19) can be written as (20) with Ω =]0, b[,
F (x, t, u, ux, uxx) = −
(
0.5x2σ2
(
1 + 2erta2x2ux
))
uxx
−2σ2erta2x3u2x − (r − q + σ2)xux + qu (25)
with g(0, t) = 1, g(b, t) = 1 and u0 defined by (15).
3 Regularization
In order to overcome the difficulties, in dealing with the Delta Equation, raised
above, we propose a small perturbation of the initial problem by considering a
new approximate problem. We seek a function uε(x, t) that satisfies the equation
ut = ((a
ε
0(t, x, u
ε
x)u
ε
x)x + (r − q)xuεx − quε, (x, t) ∈ QT . (26)
with aε0 = 0.5x2σ2
(
1 + erta2x2uεx
)
+ ε, ε > 0 small, boundary conditions (16),
(19) and initial condition
uε(x, 0) =

u0(x), 0 ≤ x < K − ε
H5(x), K − ε ≤ x ≤ K + ε
u0(x), K + ε < x ≤ b
(27)
where H5(x) is the Hermite polynomial of degree 5 that satisfies H5(K − ε) =
u0(K − ε), H5(K + ε) = u0(K + ε), H ′5(K − ε) = H ′′5 (K − ε) = H ′5(K + ε) =
H ′′5 (K + ε) = 0.
In order to define a weak solution, we multiply (26) by ψ and integrate with
respect to x:
b∫
0
uεtψ dx−
b∫
0
(aε0u
ε
x)xψ dx−
b∫
0
(r − q)xuεxψ dx+
b∫
0
quεψ dx = 0.
Then, integrating by parts and assuming that ψ(0) = ψ(b) = 0, we obtain
b∫
0
uεtψ dx+
b∫
0
aε0u
ε
xψx dx−
b∫
0
(r − q)xuεxψ dx+
b∫
0
quεψ dx = 0. (28)
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Note that for Equation (28) to make sense, we must have uε, uεt and uεx ∈
L2(0, b), for t ∈]0, T ]. Taking into consideration conditions (16), (19) we choose
the test function space to be
V0 =
{
ψ,ψx ∈ L2(0, b) : ψ(0) = ψ(b) = 0
}
,
and for the space solution we consider
V = {u, ut, ux ∈ L2(0, b) : u(0, t) = 0, u(b, t) = 1, for all t ∈ [0, T ]}.
Definition 9 (Weak solution). A function uε ∈ V is said to be a weak solution
of problem (26)-(27) if it satisfies (27) and (28) for all ψ ∈ V0, and t ∈]0, T [.
Relation (28) must be understood as an equality in D′(0, T ).
We are interested in obtaining classical solutions using the Leray-Schauder
existence theory. So following [15], we need to obtain à priori estimates for all
possible weak solutions of Equation (26).
4 À priori estimates
This section is entirely devote to obtaining the desired estimates. The main
tools required are integral calculations, imbedding inequalities and Gronwall’s
Lemmas. Since we have the conditions
ψ(0) = ψ(b) = 0, uε(0, t) = 0 and uε(b, t) = 1,
we are not able to considerer ψ = uε in (28), then we will introduce a new
function v defined by
v(x, t) = uε(x, t)− x
b
.
It has the properties
uε(x, t) = v(x, t) +
x
b
,
uεt (x, t) = vt(x, t),
uεx(x, t) = vx(x, t) +
1
b
and uεxx(x, t) = vxx(x, t).
According to (26) the new function satisfies
vt =
(
aε0
(
vx +
1
b
)(
vx +
1
b
))
x
+ (r − q)x
(
vx +
1
b
)
− q
(
v +
x
b
)
, (29)
that is,
vt = ((a1 + a2 + ε)vx)x + (r − q)xvx − qv + f, (x, t) ∈ QT (30)
with
a1 = 0.5x
2σ2
(
1 + erta2x2
(
vx +
1
b
))
,
10
a2 =
0.5σ2erta2x4
b
,
f =
(σ2 + r + 2q)x
b
+
2x3σ2erta2
b2
.
The boundary and initial conditions for this new problem are
v(0, t) = 0, v(b, t) = 0, (31)
v(x, 0) = v0(x) =

−xb , 0 ≤ x < k − ε
H5(x)− xb , k − ε ≤ x ≤ k + ε
1− xb , k + ε < x ≤ b.
. (32)
The definition of weak solution to Problem (30)-(32) is similar to Definition 9.
Remark 10. Assumption ux ≥ 0 is equivalent to vx(x, t) + 1b ≥ 0, and then
a1 ≥ 0, (x, t) ∈ QT .
First we prove that the initial condition is smooth.
Lemma 11. Let v0(x) be as defined in (32). Then, for x ∈ [0, b],
|v0(x)| ≤ C, (33)
|v′0(x)| ≤ Cε−1, and (34)
|v′′0 (x)| ≤ Cε−2, (35)
where C does not depend on ε.
Proof. Regarding (32) we only need to prove the results for H5(x) were H5(x)
is as defined in (27). Applying the divided difference method, we can write
H5(x) =
1
8ε3
(x−K + ε)3 − 3
16ε4
(x−K + ε)3(x−K − ε)
+
3
16ε5
(x−K + ε)3(x−K − ε)2 x ∈ [K − ε,K + ε].
Using the triangular inequality, we have
|H5(x)| ≤ 1
8ε3
|x−K+ε|3+ 3
16ε4
|x−K+ε|3|x−K−ε|+ 3
16ε5
|x−K+ε|3|x−K−ε|2.
It is clear that |x −K + ε| ≤ 2ε and |x −K − ε| ≤ 2ε for x ∈ [K − ε,K + ε],
and so
|H5(x)| ≤ 10,
which prove (33). Differentiating H5(x), we obtain
H ′5(x) =
3
8ε3
(x−K + ε)2 − 9
16ε4
(x−K + ε)2(x−K − ε)− 3
16ε4
(x−K + ε)3
+
9
16ε5
(x−K + ε)2(x−K − ε)2 + 6
16ε5
(x−K + ε)3(x−K − ε)
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Using the triangular inequality we have
|H ′5(x)| ≤
45
2
ε−1
and so (34) is proved. The same technique permits us to prove (35) by estimating
|H ′′5 (x)| ≤
81
2
ε−2.
Theorem 12. Let v be a weak solution of (30)-(32) that satisfies Remark 10.
Then
‖v‖L∞(0,T ;L2(0,b)) ≤ C (36)
and ‖vx‖L2(0,T ;L2(0,b)) ≤ Cε− 12 (37)
where C = C(a, σ, r, q, b, T ) does not depend on ε.
Proof. Considering ψ = v in the definition of a weak solution, we obtain
b∫
0
vtv dx+
b∫
0
(a1 + a2 + ε)v
2
x dx = (r − q)
b∫
0
xvxv dx− q
b∫
0
v2 dx+
b∫
0
fv dx.
Integrating by parts the first term on the right hand side we obtain
1
2
d
dt
b∫
0
v2 dx+
b∫
0
(a1 + a2 + ε)v
2
x dx = −
r + q
2
b∫
0
v2 dx− q
b∫
0
v2 dx+
b∫
0
fv dx.
By Cauchy’s inequality,
1
2
d
dt
‖v‖2L2(0,b) + ε‖vx‖2L2(0,b) ≤
1
2
‖f‖2L2(0,b) +
1
2
‖v‖2L2(0,b).
Integrating with respect to t,
‖v(x, t)‖2L2(0,b) + 2ε
∫ t
0
‖vx‖2L2(0,b) dt ≤
∫ T
0
‖f‖2L2(0,b) dt+
∫ T
0
‖v‖2L2(0,b) dt
+‖v(x, 0)‖2L2(0,b).
Taking into account that v0 ∈ L2(0, b) and
∫ T
0
‖f‖2L2(0,b) dt < C and applying
Gronwall’s inequality, we prove (36), and then (37) follows easily.
The next theorem shows that v is uniformly bounded in L∞.
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Theorem 13. Let v be a weak solution of (30)-(32) that satisfies Remark 10.
Then
‖v‖L∞(0,T,L∞(0,b)) ≤ C (38)
where C = C(a, σ, r, q, b, T ) does not depend on ε.
Proof. Multiplying (30) by v2k−1, k ≥ 1, and integrating with respect to x, we
obtain
b∫
0
vtv
2k−1 dx+ (2k − 1)
b∫
0
(a1 + a2 + ε)v
2k−2v2x dx = (r − q)
b∫
0
xvxv
2k−1 dx
−q
b∫
0
v2k dx+
b∫
0
fv2k−1 dx.
Applying integration by parts to the first term on the right-hand side, we have
1
2k
d
dt
b∫
0
v2k dx+ (2k − 1)
b∫
0
(a1 + a2 + ε)v
2k−2v2x dx
= −r + (2k − 1)q
2k
b∫
0
v2k dx+
b∫
0
fv2k−1 dx.
By Remark 10, we can ignore the second term on the left-hand side and then,
applying the Ho¨lder’s inequality, we arrive at
‖v‖2k−1
L2k(0,b)
d
dt
‖v‖L2k(0,b) ≤ ‖f‖L2k(0,b)‖v‖2k−1L2k(0,b).
Cancelling the term ‖v‖2k−1
L2k(0,b)
we have
d
dt
‖v‖L2k(0,b) ≤ ‖f‖L2k(0,b).
Integrating with respect to t it results in
‖v‖L2k(0,b) ≤ ‖v0‖L2k(0,b) +
∫ T
0
‖f‖L2k(0,b) dt.
Since v0 ∈ L∞(0, b) and
∫ T
0
‖f‖L∞(0,b) dt < C, taking k →∞, (38) follows.
Equation (30) can be rewritten as
vt = (a1 + a3 + ε)vxx + a4v
2
x + a5vx − qv + f (39)
with
a3 = 0.5x
4σ2erta2
(
vx +
1
b
) ≥ 0 by Remark 10,
a4 = 2x
3σ2erta2 and
a5 =
4x3σ2erta2
b + (r − q + σ2)x.
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Theorem 14. If v is a weak solution of (30)-(32) that satisfies Remark 10,
then
‖vx‖L∞(0,T ;L2(0,b)) ≤ Cε− 32 (40)
and ‖vxx‖L2(0,T ;L2(0,b)) ≤ Cε−2 (41)
where C = C(a, σ, r, q, b, T ) does not depend on ε.
Proof. Multiplying (39) by vxx, and integrating with respect to x, we obtain
b∫
0
vtvxx dx =
b∫
0
(a1 + a3 + ε)v
2
xx dx+
b∫
0
a4v
2
xvxx dx
+
b∫
0
a5vxvxx dx− q
b∫
0
vvxx dx+
b∫
0
fvxx dx
⇔ [vxvt]b0 −
b∫
0
vxvxt dx−
b∫
0
(a1 + a3 + ε)v
2
xx dx =
1
3
[
v3xa4
]b
0
−
b∫
0
v3x
3
(a4)x dx+
1
2
[
v2xa5
]b
0
−
b∫
0
v2x
2
(a5)x dx− q
b∫
0
vvxx dx+
b∫
0
fvxx dx,
where we used integration by parts. By Ho¨lder’s inequality we arrive at
1
2
d
dt
b∫
0
v2x dx+ ε
b∫
0
v2xx dx = Cv
3
x(b, t) + C
b∫
0
v3x dx+ Cv
2
x(b, t)
+C
∫ b
0
v2x dx+
ε
3
∫ b
0
v2xx dx+ Cε
−1
b∫
0
v2 dx+
ε
3
∫ b
0
v2xx dx+ Cε
−1
b∫
0
f2 dx.
According to (9) it is reasonable to consider vx(b, t) = 0, for b sufficiently large.
Now we use the Gagliardo-Nirenberg interpolation inequalities to eliminate the
terms with v3x and thus we obtain
1
2
d
dt
b∫
0
v2x dx+
ε
3
b∫
0
v2xx dx ≤ Cε−1 +
ε
4
b∫
0
v2xx dx+ Cε
−3
b∫
0
v6 dx.
Integrating with respect to t and recalling the previous theorems, the result
follows.
Corolary 15. If u is a weak solution of (26) that satisfies uεx > 0, then∫ T
0
‖uεx‖2L∞(0,b) dt ≤ Cε−4
where C = C(a, σ, r, q, b, T ) does not depend on ε.
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Proof. By the interpolation inequality and Hölder’s inequality, we have
‖uεx‖L∞(0,b) ≤ C‖uεxx‖
1
2
L2(0,b)‖uεx‖
1
2
L2(0,b)
‖uεx‖2L∞(0,b) ≤ C‖uεxx‖2L2(0,b) + C‖uεx‖2L2(0,b)
Integrating with respect to t and using the previous Theorem the result follows.
Theorem 16. Let v be a weak solution of (30)-(32) that satisfies Remark 10.
Then
‖vt‖L2(0,T ;L2(0,b)) ≤ Cε−1
where C = C(a, σ, r, q, b, T ) do not depends on ε.
Proof. Multiplying (30) by vt, and integrating with respect to x, we obtain
b∫
0
v2t dx+
b∫
0
(a1 + a2 + ε)vxvxt dx = (r − q)
b∫
0
xvxvt dx− q
b∫
0
vvt dx
+
b∫
0
fvt dx
⇔
b∫
0
v2t dx+
1
2
b∫
0
(a1 + a2 + ε)(v
2
x)t dx ≤ C
∫ b
0
v2x dx+
1
4
∫ b
0
v2t dx
−q
2
d
dt
∫ b
0
v2 dx− C
∫ b
0
f2 dx+
1
4
∫ b
0
v2t dx.
Concerning the second term on the left hand side we can write
1
2
b∫
0
(a1 + a2 + ε)(v
2
x)t dx =
1
2
d
dt
b∫
0
(a1 + a2 + ε)v
2
x dx
−1
2
b∫
0
(a1 + a2 + ε)tv
2
x dx.
Since
(a2)t =
0.5rx4σ2erta2
b
= ra2,
(a1)t = 0.5rx
4σ2erta2vx + 0.5x
4σ2erta2vxt +
0.5rx4σ2erta2
b
= rba2vx + ba2vxt + ra2,
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we have
1
2
b∫
0
v2t dx+
1
2
d
dt
b∫
0
(a1 + a2 + ε)v
2
x dx+
q
2
d
dt
∫ b
0
v2 dx ≤ 1
2
∫ b
0
bra2v
3
x dx
+
∫ b
0
ra2v
2
x dx+
1
2
∫ b
0
ba2vxtv
2
x dx+ C
∫ b
0
v2x dx+ C
∫ b
0
f2 dx.
Taking into account that
1
2
∫ b
0
ba2vxtv
2
x dx =
1
6
∫ b
0
ba2(v
3
x)t dx =
1
6
d
dt
∫ b
0
ba2v
3
x dx−
1
6
∫ b
0
bra2v
3
x dx,
we arrive at
1
2
b∫
0
v2t dx+
1
2
d
dt
b∫
0
(a1 + a2 − 1
3
ba2vx + ε)v
2
x dx+
q
2
d
dt
∫ b
0
v2 dx ≤
1
3
∫ b
0
bra2v
3
x dx+
∫ b
0
ra2v
2
x dx+ C
∫ b
0
v2x dx+ C
∫ b
0
f2 dx.
Define a6 = 0.5x2σ2(1 + x2a2ert( 23vx +
1
b )) ≥ 0 by Remark 10. If we apply the
Gagliardo-Nirenberg inequalities, the last equation becomes
1
2
b∫
0
v2t dx+
1
2
d
dt
b∫
0
(a6 + a2 + ε)v
2
x dx+
q
2
d
dt
∫ b
0
v2 dx ≤ C
∫ b
0
v2xx dx
+C
∫ b
0
v6 dx+ C
∫ b
0
v2x dx+ C
∫ b
0
f2 dx.
Integrating with respect to t we have
t∫
0
b∫
0
v2t dx dt+
b∫
0
(a2 + a6 + ε)v
2
x dx+ q
∫ b
0
v2 dx ≤ C
T∫
0
∫ b
0
v2xx dx dt
+C
T∫
0
∫ b
0
v6 dx dt+ C
T∫
0
∫ b
0
f2 dx dt+ C
T∫
0
∫ b
0
v2 dx dt+ q
∫ b
0
v20 dx
+
b∫
0
(a2 + a6 + ε)v
2
x(x, 0) dx.
Applying the previous theorem the required result follows.
Writing equation (26) as
uεt =
(
0.5x2σ2 + σ2erta2x4uεx + ε
)
uεxx + 2σ
2a2ertx3(uεx)
2 (42)
+(r − q + σ2)xuεx − quε,
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and differentiating with respect to x, we obtain
uεtx =
((
0.5x2σ2 + σ2erta2x4uεx + ε
)
uεxx
)
x
+ 4σ2erta2x3uεxu
ε
xx
+(r − q + σ2)xuεxx + 6σ2erta2x2(uεx)2 + (r − 2q + σ2)uεx.
Setting w = uεx, we arrive at the equation
wt =
((
0.5x2σ2 + σ2erta2x4w + ε
)
wx
)
x
+ 4σ2erta2x3wwx
+(r − q + σ2)xwx + 6σ2erta2x2w2 + (σ2 − 2q + r)w (43)
with initial and boundary conditions
w(x, 0) = v′0(x), w(0, t) = w(b, t) = 0. (44)
Theorem 17. Let w be the weak solution of (43)-(44) then
‖w‖L∞(0,T,L∞(0,b)) ≤ Cε−4 (45)
where C = C(a, σ, r, q, b, T ) does not depend on ε.
Proof. The proof is similar to that of Theorem 13. Multiplying (43) by w2k−1,
k ≥ 1, and integrating with respect to x, we obtain
b∫
0
wtw
2k−1 dx+ (2k − 1)
b∫
0
(
0.5x2σ2 + σ2erta2x4w + ε
)
w2xw
2k−2 dx
=
b∫
0
4σ2erta2x3wxw
2k dx+
b∫
0
(r − q + σ2)xwxw2k−1 dx
+
b∫
0
6σ2erta2x2w2k+1 dx+
b∫
0
(σ2 + r − 2q)w2k dx.
Applying integration by parts to the right hand side, we get
1
2k
d
dt
b∫
0
w2k dx+ (2k − 1)
b∫
0
(
0.5x2σ2 + σ2erta2x4w + ε
)
w2xw
2k−2 dx
= −
b∫
0
12
2k + 1
σ2erta2x2w2k+1 dx−
b∫
0
r − q + σ2
2k
w2k dx
+
b∫
0
6σ2erta2x2w2k+1 dx+
b∫
0
(σ2 + r − 2q)w2k dx.
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Taking into account the bounds of the coefficients, we have
1
2k
d
dt
b∫
0
w2k dx+ (2k − 1)ε
b∫
0
w2xw
2k−2 dx ≤ C
b∫
0
w2k+1 dx+ C
b∫
0
w2k dx.
Ignoring the second term, because it is nonnegative by Remark 10, and using a
Sobolev embedding, we obtain
‖w‖2k−1
L2k
d
dt
‖w‖L2k ≤ C‖w‖2L∞b
2k−1
(2k−1)(2k) ‖w‖2k−1
L2k
+ C‖w‖2kL2k .
Therefor
d
dt
‖w‖L2k ≤ C‖w‖2L∞b
1
2k + C‖w‖L2k .
Applying Gronwall’s inequality and Corollary 15,
‖w‖L2k ≤ C‖w(x, 0)‖L2k + Cb
1
2k
∫ T
0
‖w‖2L∞ dt
≤ C‖w(x, 0)‖L2k + Cb
1
2k ε−4.
Finally taking k →∞ and attending to (34), the required follows.
This result finishes this section.
5 Convergence
In this section we prove the convergence of the approximate solutions uε of the
viscosity solution u of (14)-(16) and (19). The idea is that the so-called upper
weak limit u and the lower weak limit u are, respectively, a viscosity subsolution
and supersolution of (20). On, the one hand, we always have u ≤ u in QT , and
on the other hand, the comparison principle implies that u ≤ u a.e. in QT .
Finally, it is easy to see that this equality implies the local L∞ convergence of
uε to the function u = u = u as ε→ 0, which turns out to be a unique bounded
viscosity solution of (25).
With the estimates in the last section in hand we can now prove the existence
and uniqueness of a classical solution uε.
Theorem 18. Problem (26)-(27) has a unique classical solution
uε ∈ C2+α,1+α/2(Q¯T ). (46)
Proof. Attending to (38) and (45) we are able to consider Equation (26) as
a linear equation with bounded coefficients. So, applying Theorem 5.1 from
chapter VI in [15], we obtain that uεx ∈ Cα,α/2(Q¯T ) 0 < α < 1. Which allows us
to prove that the coefficients are Hölder continuous. Using the Leray-Schauder
theory, namely Theorem 5.2 from chapter IV in [15], we conclude that, there
exists a unique classical solution of (26) satisfying (46).
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Taking into account conditions (21) and (22), we have
u(x, t) = lim
r→0
sup{uε(y, τ) : ‖(y, τ)− (x, t)‖ ≤ r, ε ≤ r, (y, τ) ∈ QT } (47)
= lim
ε→0
sup∗uε(t, x) <∞
u(x, t) = lim
r→0
inf{uε(y, τ) : ‖(y, τ)− (x, t)‖ ≥ r, ε ≤ r, (y, τ) ∈ QT } (48)
= lim
ε→0
inf∗uε(t, x) > −∞
Since uε is the classical solution of (26)-(27), it is also viscosity solution for
each ε > 0. Applying Proposition 4.7 in Chapter V of [3] with appropriate
adaptations to parabolic equations we can prove the next result.
Theorem 19. Let uε(x, t) be the classical solution of (26)-(27) then u and u
defined by (47) and (48) are sub and super viscous solutions of (25), respectively.
In order to apply the comparison theorem, we require the next two lemmas.
Lemma 20. The operator F defined in (25) is proper, that is
F (x, t, s, p,X) ≤ F (x, t, s, p, Y ) whenever X ≥ Y (49)
and
F (x, t, r, p,X) ≤ F (x, t, s, p,X) whenever r ≤ s (50)
where x, t, r, s, p,X, Y ∈ R.
Proof. By the definition of F and the assumptions on the problem, we have
F (x, t, s, p,X)− F (x, t, s, p, Y ) = (0.5x2σ2(1 + 2erta2x2p)︸ ︷︷ ︸
≥0
(Y −X) ≤ 0
whenever X ≥ Y
and
F (x, t, r, p,X)− F (x, t, s, p,X) = q(r − s) < 0 whenever r ≤ s.
Lemma 21. Let F be defined by (25). Then there exists γ > 0 such that
γ(r − s) ≤ F (x, t, r, p,X)− F (x, t, s, p,X) for r ≥ s and x, t, p,X ∈ R,
and there is a function ω : [0,∞]→ [0,∞] that satisfies ω(0+) = 0 such that
F (y, t, s, α(x− y), Y )− F (x, t, s, α(x− y), X) ≤ ω(α|x− y|2 + |x− y|)
for x, y ∈]0, b[, t ∈]0, T [ fixed, X,Y ∈ R and α given by
− 3α
[
1 0
0 1
]
≤
[
X 0
0 −Y
]
≤ 3α
[
1 −1
−1 1
]
. (51)
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Proof. The first condition was proved in the previous lemma with γ = q. with
respect to the second condition, we have
F (y, t, s, α(x− y), Y )− F (x, t, s, α(x− y), X) = 0.5σ2(x2X − y2Y )+
+σ2erta2α(x− y)(x4X − y4Y ) + (r − q)α(x− y)2+
+2σ2erta2α2(x− y)2(x3 − y3).
Using the estimates given by (51) and some power inequalities, we have
F (y, t, s, α(x− y), Y )− F (x, t, s, α(x− y), X) ≤ C (|x− y|+ α|x− y|2) .
The result now follows, taking ω(s) = Cs.
Taking into account Theorem 19 and Theorem 8.2 in [8] we now have the
following theorem.
Theorem 22. Let u and u be defined by (47) and (48) respectively then u ≤ u
a.e in QT .
By definition u ≤ u in QT and by the previous theorem u ≥ u a.e. in QT let
us consider u = u = u. Using the parabolic analogue of Lemma 1.9 in chapter
V of [3] we conclude that, when ε → 0+, uε converges in L∞ to the viscosity
solution u = u = u of (25).
6 Final comments
In this paper we analyzed a nonlinear generalization of the Black- Scholes equa-
tions that arises when options are priced under variable transaction costs for
buying and selling underlying assets. The mathematical model is represented
by a fully nonlinear parabolic equation with the diffusion coefficient depending
linearly on the second derivative of the option price. We proved the existence of
not necessarily continuous viscosity solutions. The vanishing viscosity method
used provides a way to determine approximate numerical solutions. The à priori
estimates obtained are useful when we wish to prove analytically the convergence
and convergence order of certain numerical methods. Indeed this is part of our
future work.
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