In this paper we present a novel approach for tracking the movement of a user in a large indoor environment. Many studies show that natural walking in virtual environments increases the feeling of immersion by the users. However, most tracking systems suffer from a limited working area or are expensive to scale up to a reasonable size for navigation.
Introduction
Navigation is the most common interactive task performed in a large three-dimensional virtual environment (VE). Especially in immersive VEs, building an intuitive way of navigating without losing the sense of immersion is not trivial. The reason for this is that navigating in the real world is not only visual. It has been shown that there are a lot of benefits of using a walking interface to explore a virtual environment; users have a higher sense of presence compared to other locomotion techniques [Usoh et al. 1999] , better spatial orientation [Chance et al. 1998 ], have fewer collisions in the virtual world [Suma et al. 2010] and perform better on search tasks [Ruddle and Lessels 2009] . Using natural walking as an interface requires a way of tracking the position and orientation of the user over a large area. However, most tracking systems are not designed to scale up without loss of accuracy or are not cost effective when doing so.
Our system handles tracking in large areas by using a head-mounted camera and a grid of lights applied to the ceiling. Some lights in the grid are disabled, resulting in a binary pattern on the grid. By using De Bruijn codes in combination with a Manchester encoding, every pattern of 60 lights (on or off) encodes a unique location in the grid. By determining the pattern in the image of the camera, the location and orientation of the camera under the grid can be determined and global tracking can be achieved. We acquire an accuracy with a maximum error of a few millimeters for the tracking of the global location and less than one degree in tracking the global orientation. The pattern allows the use of a grid of 4.8 million km 2 , without loss of accuracy. We present a prototype using off-the-shelf hardware running at 60Hz (i.e. the camera framerate), proving the method to be fast and cost effective. Because of the static nature of the grid, the drift as seen in other tracking systems is not present. This allows the simultaneous use of multiple users with correct relative location and removes the requirement of calibration while using the setup.
By allowing global and precise tracking in a large environments, other well-known techniques become available with high quality. One of these is redirected walking [Williams et al. 2007; Peck et al. 2010; Neth et al. 2011; Suma et al. 2012] , which reduces the physical space required for navigating large virtual environments. Here, a user can be guided to a different physical location than that he perceives in the virtual world. The technique makes use of the limits of our perception of space, as it turns out that we mainly trust our visual system. By slowly and continuously amplifying or diminishing a component of the user's motion, the user can be steered away from physical boundaries and obstacles. By interrupting or distracting the user, a smaller physical space is required [Peck et al. 2010; Williams et al. 2007] . In terms of tracking, redirected walking also requires a larger tracking system to be effective. It also requires the actual physical location of the user to steer him/her away from the physical boundaries or other obstacles. Furthermore, interaction between different users of the virtual environment requires a correct relative position. Tracking systems who suffer from drift would become unreliable over time, making redirected walking ineffective.
Related Tracking Systems
From the early creation of immersive virtual reality and the introduction of head-mounted displays (HMDs), the need to track it's position and orientation became necessary. The first systems used a mechanical linkage to accomplish such a task [Sutherland 1968 ], but this confined the movement of the user to the size of the device. Magnetic-based systems gave the user more freedom to move around, but still are not suitable for larger systems, due to the inherent sensitivity to other metal and magnetic sources in the area. Therefore, using multiple base stations to create a bigger working area is not recommended. Acoustic systems on the other hand use ultrasonic sound waves to triangulate the position of the receiver. They can be scaled in a cost-effective way, but suffer from a limited and changing accuracy depending on environment conditions. Ultra-wide band (UWB) systems, like Ubisense [Cadman 2003 ], can be used over a large area. They make use of ultra-wide band radio frequency for position tracking, but are not accurate enough on their own to be used for navigating virtual environments.
When accurate tracking is required over a large -and in most cases unknown -area, an inertial system is usually used. Inertial tracking systems use inertia to sense a change in position and orientation by measuring the acceleration and torque. No other external sources or markings in the environment need to be used, which makes it not restricted to any working area. However, this also means that the tracking system has no perception about its physical location or orientation and the measured position quickly drifts from the real position. Inertial tracking systems are often combined with vision systems to counteract the weak points of each other. An example of such a hybrid tracker is the VIS-tracker [Foxlin and Naimark 2003; Wormell et al. 2007 ]. This tracking system uses paper patterns for absolute reference to counter drift from its inertial sensor. Because they use paper markers, their vision system is dependent on environment lighting and therefore suffers from motion blur. The patterns also need to be calibrated before the system can be used. Another system proposed by Bleser et al. [Bleser and Stricker 2008] uses a model of the environment to find its pose. It suffers from the same limitations as the VIS-tracker, but does not require any modifications to the working area.
Another global tracking method is the well-known Global Positioning System (GPS) [Hofmann-Wellenhof 1993 ] uses a satellitebased triangulation method. The triangulation uses the differences between timestamps transmitted by the satellites, together with the location of the satellites at that time. Because the receiver only uses time differences, clock synchronization is only required between satellites. While the method is very accurate in theory, the timestamps are artificially modified to reduce accuracy to up to 5 meters of error [Wing et al. 2005] , which makes GPS unsuitable for accurate global navigation in virtual environments. Furthermore, the effectiveness of the system is strongly determined by the number of visible satellites. This can introduce loss of accuracy or operation in indoor situations. Lastly, GPS does not provide orientation information, making it less suited for virtual reality applications.
Optical tracking systems use light to track the pose of an object. Most systems use an outside-looking in approach, which means that the sensors are located fixed in the world and markers are attached to the object. Most commercial systems, like Vicon, PPTX Tracker and iotracker [Pintaric and Kaufmann 2007] , take this approach because it provides a good position accuracy of each marker by triangulation. This makes it ideal for motion capturing, but requires special 3D markers to estimate orientation. This also limits the scalability of the system because accuracy drops linearly with the distance to the sensors. Orientation magnifies this error because it is dependent on it. Furthermore, these systems can only support a limited number of users due to their design. Another drawback for immersive virtual reality is the fact that the pose of the user needs to be calculated at a distance and sent over, which introduces more latency. Building a larger working area can become costly in terms of cameras.
The HiBall system by Welch et al. [Welch et al. 2001 ] was especially designed for wide-area tracking. They use an inside-lookingout approach to estimate the pose of a special optical sensor. The system uses arrays of flashing infra-red LEDs which are synchronized with the sensor. The system achieves accurate 6 DOF tracking at 2000 Hz using a single-constraint-at-a-time or SCAAT algorithm [Welch 1996 ]. Unfortunately, they can only support up to 4 sensors, because each extra sensor reduces the framerate by half. The use of special hardware can make the system expensive in larger systems.
Maesen et al. [Maesen and Bekaert 2011] introduced a low-cost scalable tracking system using inexpensive LED ropes and a headmounted camera. No restriction on the working area or number of users was imposed, but they did not achieve a global positioning system to get the actual physical location of the user. There was no encoding of the LED lights, thus global position could not be recovered. By using temporal information, users could be tracked by differentiating positions between frames, but this is highly sensitive to frame drops. They did, however, acquire accurate orientation by using vanishing points.
Ramesh et Al. [Raskar et al. 2007 ] present a system for motion tracking using infrared LED markers and a low-cost photodiode. The LED markers use a spatiotemporal encoding to reduce the number of LEDs. The camera is placed in the world, which implies that large area tracking is less scalable. There is a limited coverage of the scene and the distance to the markers is limited by the absence of optical lenses. However, the system is highly portable, making it practical for specific large area applications, such as movie studios.
Our Approach
We propose a tracking system for virtual reality setups, where every user is equipped with a head-mounted display. Our system uses a head-mounted camera, directed to the ceiling. We designed our system around the concept of being scalable, which meant that we would prefer an inside-looking-out [Bishop 1984 ] approach. It is also more cost-effective when building larger systems due to the higher cost of the image sensors.
The ceiling is covered with a pattern of lights, which can be seen by the camera. The lights are placed in a grid, where some positions in the grid are disabled, i.e. no light. The markers, i.e. the (absence of) lights, are placed on the ceiling because of the relatively constant vertical distance when navigating through a large environment. This advantage of having a limited distance, independent of the scale of the environment, means that we have no loss of accuracy when scaling up the system in comparison to most tracking systems. To achieve a global positioning method we need to encode the global position in the markers. Rather than using time multiplexing like the HiBall system [Welch et al. 2001] or printed patterns like the VisTracker [Wormell et al. 2007 ], we chose to encode it spatially in relation to it's neighboring markers on a line, represented by the on and off pattern of the lights. The pattern detected by the camera and the overall setup are shown in Figure 2. 
Encoded Lines
The encoding consists of a collection of parallel lines, with the position in the line as the u coordinate, and the actual line as the v coordinate. To encode the global position of each marker spatially, we propose to encode the marker pattern (i.e. the on and off pattern of the lights) per line of the grid in the u dimension using the De Bruijn sequence [De Bruijn 1946] . The De Bruijn sequence is a 1D cyclic sequence of a given alphabet (in our case 0,1) where every subsequence of a predefined length n appears exactly once. For our tracking system this means that when observing any part of the encoded pattern, we can exactly determine where in the sequence this pattern originated. This gives us a 1D unique position in a pattern of total size 2
n . An example of the pattern is shown in Appendix A.
The De Bruijn sequence has some extensions to the 2D domain, but this would require a substantial amount of markers. Instead, we propose a different coding system in the v direction to acquire 2D location. Since the De Bruijn Sequence is a cyclic sequence, it does not matter where in the sequence the pattern starts. Therefore we propose to encode the position in the v direction as a unique shift in adjacent sequences. So a 2D global position can be recovered by observing 2 parallel encoded lines. The space between the lights on parallel lines in the u dimension is much smaller than the distance between the actual lines (3 cm and 50 cm respectively). This will allow the distinction between the u and v direction.
As with all spatial markers, a minimal area of the pattern needs to be observed. In our case, we would assume that the camera always observes 1 square meter of ceiling. This means that the distance between each line needs to be at most 0.5 meter. The size of the working area of the tracker will only be defined by the number of markers visible in 1 meter, namely n. The maximum dimensions of the working area of the tracker are easily calculated:
We can see that for n > 2 the working area is not a square. To make it so, we can limit the range of shifts to be used. This makes it also more robust to detect a valid shift. Using this encoding system, we can see that the working area of the tracking system grows exponential in relation to the number of markers visible. For example when using a 8 bit pattern, more than 1 square kilometers can be encoded uniquely. When 15 markers are visible at all times, the pattern will be as large as 4.8 million km 2 , or half the size of the United States.
To ensure enough markers are visible for tracking, we suggest to use a Manchester Encoding per bit, where two lights (on or off) are required for the encoding of one bit of the De Bruijn code. This is depicted in Figure 3 . This means that when a bit has a value of 1, the lights are encoded as 10; when it has has the value 0, the lights are encoded as 01. Considering two adjacent bits, we can calculate the 'Manchester distance' between 2 adjacent active markers, i.e. visible lights, as can be seen in Table 1 .
meter. This distance will become important when decoding the pattern. 
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Decoding Pattern
Our tracking system uses a camera to observe the encoded ceiling, as can be seen in Figure 2 . After determining the image coordinates of the visible markers (i.e. visible lights), the pattern needs to be decoded to identify the marker identifiers, i.e. where the markers are located in the De Bruijn sequence. This is again represented by (u, v) coordinates. Because the dimmed lights are not visible, we use the distance between visible lights. The process is depicted in Figure 4 .
First, we make a distinction between lines. The space between lines is much larger than the space between points on the lines. This allows to determine the lines to decode the patterns on. Once we have determined the lines, we will decode the lights on two consecutive lines to determine the marker identifiers on these lines.
Important to notice is that under projective transformation, as is the case with standard cameras, distance and the relative distances are not preserved [Hartley and Zisserman 2004] . However, we can see that in our design of the pattern, the bits of a De Bruijn sequence will be collinear. Therefore, we can decode the pattern on a line using the cross-ratio Ψ of collinear marker points, which is projective invariant. The cross-ratio Ψ of 4 adjacent collinear points p1, p2, p3 and p4 and distances d1 = ||p2 − p1||, d2 = ||p3 − p2|| and d3 = ||p4 − p3|| can be calculated as follows:
Because of the Manchester encoding, every four subsequent visible lights corresponds with 4 bits in the De Bruijn code, where the code is determined by the distance between the visible lights. Using the knowledge of the 'Manchester distances' (Table 1) , we can show that there are only 10 valid cross-ratios in a pattern and each is perspective invariant. We use these ratios to decode the index idp of each point p in the De Bruijn sequence of a line. Table 2 gives the different cross-ratios and their corresponding patterns.
For n = 15, we need to decode 11 subsequent and overlapping sets of four visible lights. This way, 11 overlapping codes can be obtained, and thus a 15 bit De Bruijn code is acquired. Looking up this 15-bit code gives us the index in the complete De Bruijn sequence, denoted as idp.
However, as can be seen, there are 10 different cross-ratios Ψ for 16 codes. While this introduces an ambiguity for four points, this ambiguity is practically eliminated when using 11 cross-ratios, i.e. 15 points, or more. The ambiguity for four points is caused by the direction the Manchester encoded pattern is read. For example, the pattern 0100 is Manchester encoded as 01100101 and the pattern 1101 is encoded as 10100110. As can be seen, these Manchester encoded patterns are equal when one is reversed. Therefore, we read both directions and try to match the complete pattern in both directions. One of the directions is not valid if the code contains a non-ambiguous cross-ratio, resulting in one valid reading direction.
In the other non-valid direction, partial patterns of 4 bits will not overlap correctly.
We will decode two adjacent lines to determine the v coordinate we are processing. In our setup, 2 adjacent pattern lines have a unique shift s. The De Bruijn code is known for the two lines, allowing the determination of this shift of two n-bit patterns easily by looking up the two codes in the complete sequence.
Finally, identifying the line-and marker-id of each marker p can be done as follows: As we now know the unique identifier of each marker p, we can determine the accompanying 3D coordinates. We know the height of the ceiling, the distance between the led markers and the distance between the lines. Using this information, transforming marker coordinates (u, v) to 3D world coordinates is straightforward:
where the plane XZ lies parallel to the ceiling, d is the distance between the markers (on or off) in the u direction and ∆Y is the distance between the lines. The function DB(p) determines the De Bruijn bit (0 or 1) of marker p, adding d to X if the code is 0, compensating for the Manchester encoding. In out setup ∆Y = 0.5m and d = 1/2n = 3cm. We assume Y = 0. Now we have a set of 2D image coordinates of the markers, together with the corresponding decoded 3D coordinates. This set of 2D-3D correspondences will now be used for the estimation of the camera pose.
Estimating Camera Pose
From the identification of the markers, we got a set of 2D-3D correspondences. The relation between those correspondences is defined by the standard pinhole camera model:
where [XY ZW ] T are the homogeneous coordinates of a 3D point in the world and [xyw] T its projection in image space. K contains the intrinsic camera parameters (focal length, principal point, ...) which we will be considering fixed and known after standard intrinsic calibration [Hartley and Zisserman 2004] . The 3x3 matrix R and vector T are the extrinsic parameters rotation and translation which will be the result of our tracking algorithm, fully determining the pose and location of the camera.
Since all points lie on a plane (the ceiling) with Y = 0, a homography can be calculated to have a first estimation of the pose of the camera. Given the standard pinhole camera equation (Eq. 6), we can see that for each homogeneous point correspondence (xp, yp, 1) -(Xp, Yp, Zp, 1) satisfies the following similarity (equal up to an unknown scale):
where
T are the coordinates in camera space and Yp = 0.
This 3x3 matrix defines a projective transformation known as a homography H. Using SVD (Singular Value Decomposition), this matrix can be calculated with at least 4 image correspondences by solving the set of linear equations, created from the correspondence points as knowns and the values of the homography as unknowns [Hartley and Zisserman 2004] . The full set of linear equations for two points is depicted in Equation 3.
Solving for H gives us the vectors [r11r21r31]
T and [r13r23r33]
T up to an unknown scale. But both vectors should have had length 1 and be orthogonal because they are the basis of the camera coordinate system. So we can correct for that. The second column of the rotation matrix R, i.e. the third base vector, can be calculated as follows:
Given the estimate of the rotation matrix R, translation T can be calculated from the third column of the homography.
Refining Camera Pose
The calculation of the extrinsic camera parameters using a linear homography gives us a good estimation of the camera pose. However, this method is highly sensitive to errors in the input data. We therefore wish to refine this estimate using non-linear optimization.
First of all, we eliminate outliers of the current camera estimation using a RANSAC approach [Fischler and Bolles 1981] . Outliers include other light sources or noise in the image. This leaves us The Sony HMZ-T1 head mounted display, which was used in our prototype to allow the user to navigate a virtual world.
with good 2D-3D correspondences to work with. We propose to minimize the reprojection error of the known world pattern.
We minimize this function using the Levenberg-Marquardt algorithm [Kelley 1987 ]. The result is an improved rotation and translation matrix representing the current camera pose.
Our Prototype
To test our proposed scalable tracking system, a prototype setup was constructed in our lab. We propose to use LEDs because it has the advantage of being independent of environment lighting. It also reduces the effects of motion blur as the shutter time can be really short. We used readily available white LED strips to encode our De Bruijn sequence, but it can be replaced with infra-red LEDs if needed. LED strips already provide a uniform distance between individual LEDs. The setup comprised of 10 encoded lines of 5 meter each, which gave us about 25 m 2 of tracking space to test our approach. The LED strips contained 60 3528SMD LEDs/meter with each LED giving about 5 lumen of light over a field of view of 120
• . We used tape to mask the markers that were inactive in the coding and reduced it to a 15 bit code as it was more than enough for our setup. The LED strips can be seen in Figure 6 . Constructing this prototype costs us less than 500 EUR for a 25 m 2 tracking system (less than 20 EUR/m 2 ) by using only off-the-shelf hardware. This makes the system really cost-effective when constructing large installations.
We used a 'Point Grey Firefly MV' monochrome camera which can provide 752x480 images at 60 fps over a USB 2.0 connection. This computer vision camera is on the market for 200 EUR. The images were processed by a Intel i7 quad core processor with 4 GB of RAM. We provided the user with a Sony HMZ-T1 head mounted display (HMD) to navigate a virtual environment (see Figure 7) . The camera was mounted on top of the HMD, as can be seen in Figure 2 , to track the user's location and orientation in the environment. When adding more users, only an extra camera is required because the tracking system is independent of the number of users walking around.
Results
To evaluate the performance of our tracking system, we constructed a real scene to analyze real errors. We did not perform any filtering or smoothing on these results to demonstrate the effectiveness of the method itself.
Jitter
We placed the camera on a static place and gathered pose data from 1000 frames. This allows us to analyze the jitter on real captured data. The following table describes the jitter. The distribution is similar for all measured degrees of freedom (3 for position, 3 for orientation). Figure 8 shows that the jitter for the yaw rotation is Gaussian distributed. Table 3 gives the actual numerical analysis.
As can be seen, the jitter is very small, only 2 millimeter in the Z direction and only 0.09 degrees in the roll. 
Movement in a Straight Line
We placed the camera on a fixed rail of one meter to assess the accuracy per direction (see Figure 9 ). The recovered positions are shown in Figures 10, 11 , and 12. As can be seen, a straight walk is clearly visible, both when the rail was places aligned with the X axis This results demonstrate the usefulness of the method for tracking global location. Occasional spikes can be perceived; typical spikes range around 5mm, as can be seen in Figure 10 . These can be diminished by applying local filtering.
Turning table
Finally, we placed the camera on a turning table to simulate uniform rotational movement (see Figure 13 ). Figure 14 shows the orientation results, represented by yaw, pitch, and roll. As can be seen, the pitch and roll are stable, while the yaw shows the turning of the table. Occasional spikes can be perceived; typical spikes range around 0.1 degrees, as can be seen in Figure 14 . These can be diminished by applying local filtering.
Discussion
The results demonstrate that our method is accurate for navigating virtual environments in a large environment, using both global location and orientation. The jitter and error are small compared to other similar methods. Due to the design of the setup, no drift is possible. The software runs at 200 Hz, allowing a smooth and realtime interaction.
However, the method is limited by a few factors. Firstly, the camera should always see a part of the grid. If not, the tracking is lost. We plan to extend our system with inertial tracking methods to bridge those moments. Secondly, the tracking accuracy and framerate is limited by the camera. The resolution determines the distinctiveness of the individual lights. If the resolution is too small, lights will blend and tracking will fail. Furthermore, the framerate of the system is limited by the camera framerate; in our system this limit is 60Hz, while the software can run at 200Hz.
Lastly, some jitter and outliers can be detected in the raw output. This can easily be solved with standard local filters, such as a Kalman filter [Kalman et al. 1960] or a DESP filter [LaViola 2003 ]. However, filtering will introduce additional latency. In our system, we opted for a DESP filter. We did not show the filtered details to demonstrate the effectiveness of the system itself.
Conclusion
In this paper, we presented a novel optical tracking design for navigating large virtual environments. We proposed a spatial coding system of markers that is scalable both in terms of working area and number of users. The tracking system is designed to have a constant accurate result, no matter the dimensions of the environment, and gives an absolute position and orientation of the user. The results show the accuracy of the method.
A prototype of a 25 m 2 tracking system was built in our lab to validate the design. We also showed that building our tracking system for larger installations can be cost-effective. Adding a square meter of working area costs less than 20 EUR and adding another user adds 200 EUR to the overall cost. This is much cheaper than any comparable system currently on the market, while delivering similar tracking performance and accuracy.
