A new method for the reconstruction of two-dimensional periodic structures from scattered far-eld data is presented. The approach is based on the recently developed \Methods of Variation of Boundaries" (MVB) for the solution of forward scattering problems. Here, the inverse problem is formulated as that of minimization of an appropriate nonlinear least-squares cost functional. The analytic continuation ideas inherent to MVB are then advanced to enable a global line search at each step of a proposed conjugate gradients algorithm. Through a numberofnumerical examples it is demonstrated that such globalization may be necessary to overcome the nonconvexity of the cost which, in turn, is shown to persist even when the global minimizer is known to be unique.
Introduction
The forward problem of calculating the electromagnetic or acoustic scattering produced by obstacles and interfaces is one of central importance in science and engineering. As such, a substantial amount of eort has been devoted in the last century to treating a variety of instances of this challenging mathematical problem. A great deal of the motivating applications (in areas ranging from optical design to radar and tomography) however, are associated with the solution of inverse problems and, particularly, with that of determining the nature of a bodyor interface (shape, location, constitutive characteristics, etc) from knowledge of its scattered eld.
A number of numerical methods have been developed to deal with the diculties associated with the nonlinear and ill-posed character of the inverse scattering problem, see e.g. [9] and the references cited there. Interestingly, all of these methods use integral equations and/or Green's formulas, and almost all involve the iterative minimization of a cost functional. In this paper we present a new method for the solution of such inverse problems, which is based on the recent development of stable, ecient and accurate high order perturbation methods, the \Methods of Variation of Boundaries" (MVB), for nding the scattering produced in bounded or unbounded congurations [5, 6, 7] . In particular, the very nature of this approach allows us to avoid the use of integral equations and, therefore, that of inexact quadrature rules. Moreover, although we shall restrict our attention here to the simplest case of two-dimensional perfectly conducting gratings, the extension of the algorithms to the cases of nite conductivity, bounded obstacles and, more importantly, fully three-dimensional geometries has been demonstrated to yield results of a quality comparable to that achieved in the case under consideration [7, 8] .
Besides constituting a good starting point for the testing of our inverse solvers, the problem of reconstruction and synthesis of periodically modulated interfaces (crystal lattices, diraction gratings, etc), is indeed one of the highest interest in modern optics. We refer the reader to the works [4, 15, 16, 17, 19] for examples of application, and to [1, 10, 11, 13, 20, 21, 22, 23, 24, 25, 26] , for alternative n umerical solutions to inverse problems within this context. Uniqueness for the problem of reconstruction of periodic structures from far{eld data corresponding to a nite numberof incident plane waves at distinct wavelengths was recently established in [12] .
As we said, our approach will be based on MVB which, together with some issues relating to their numerical implementations, we briey review in x2. In x3 w e show h o w the analytic continuation ideas inherent to MVB can beused to perform global searches on any line in the space of admissible proles. Indeed, we present an algorithm whereby the evaluation of the eld scattered by points on such a line is obtained through an appropriate analytic extension of the elds corresponding to dilations (in function space) of the whole line. As in the case of the original MVB, these dilations allow us to resort to the Rayleigh hypothesis to calculate the Taylor series of the diracted amplitudes. Existing results on the analytic dependence of the elds on the dilation and line parameters then guarantee the possibility of continuation via Pad e approximation.
As our numerical examples clearly show (see x5), the \cost landscape" of the (nonlinear)
least-squares functional associated with the inverse problem presents rather pronounced nonconvexities. Interestingly, we nd that this remains true even when the global minimizer is known to be unique [12] . Moreover, the ill-posedness of the problem also manifests itself in the form of large at zones in the cost surface. These characteristics then suggest that a \global" search procedure may be needed to eectively nd a true minimizer. In this regard, the results in x3 open the possibility o f globalization through inspection along lines and towards this end we i n troduce, in x4, a conjugate gradients algorithm based on analytic continuation. The choice of the conjugate gradients as search directions, while not the only possible one, is certainly appropriate if the at zones contain unique minima. Moreover, the explicit dependence of the continuation formulas upon the interface proles makes them amenable to exact gradient computations via the \multiplier technique" (see x4). Finally, i n x 5 w e present some numerical examples which have been chosen simply to demonstrate the advantages of the extended line search. The development of a truly global algorithm where observed nonconvexity along lines is used to guide the minimization will beleft for future work.
The Method of Variation of Boundaries
In [5] a new method was introduced for the solution of scattering problems. Based on variations of the boundaries of the scatterers and analytic continuation, this new perturbative approach led to algorithms which are applicable to a wide variety of scattering congurations. In [6] the method, which will be referred to as the \Method of Variation of Boundaries" (MVB), was applied to the study of diraction gratings, where it was observed to yield predictions of substantially better quality than those given by classical approaches.
To introduce the MVB, let us denote by L a dierential operator corresponding to the Helmholtz' or Maxwell's equations and let us consider a scattering problem of the form
where 1 is the region occupied by either an obstacle or an innite grating. The MVB is a method of solution of problems of this type, which is based on viewing 1 as a perturbation of a simpler domain 0 , for which explicit solutions of the scattering problem are available.
More precisely, w e begin by considering domains , 0 1, which coincide with 0 and 1 for = 0 and = 1 respectively, and which depend analytically on the parameter . We know [5] that the solution u(x; ) corresponding to as well as its boundary values depend analytically on the parameter . By dierentiation of the equations and boundary conditions with respect to at = 0, we then obtain a sequence of diraction problems for thederivatives of the eld u in the domain 0 . Since the problem with obstacle 0 admits explicit solutions, closed form expressions for all these -derivatives can be calculated recursively and, therefore, the complete Taylor series of the elds can befound. The elds u themselves are then obtained by means of appropriate analytic continuation mechanisms in the variable , which allow for the summation of the series beyond its radius of convergence [6] . In short, the MVB reduces the full problem for the given scatterer 1 to a sequence of scattering problems with obstacle 0 , for which solutions can be obtained in closed form.
In the case of a two-dimensional perfectly conducting grating described by a prole 
Moreover, using (1) and (2) According to the theory developed in [5] equation (3) holds for small values of (Rayleigh hypothesis) and is, in fact, analytic in at = 0. Therefore, (3) may beused to solve for the coecients d n;r , b y expanding in powers of (i.e. by successive dierentiation at = 0).
In the case of Fourier gratings,
and letting C n;r denote the r-th Fourier coecient of the n-th power of f 1 n! f(x) n = nF X r= nF C n;r e i2rx=d ; (5) it follows that d n;r = ( i) n C n;r n 1 X k=0 minkF;r+n kF X q=max kF;r n kF C n k;r q (i q ) n k d k;q ; nF r nF; (see [6] ):
(6) A number of implementations of this method can begiven, and a variety of numerical issues need to beconsidered. One of the most important of these issues is involved in the last step of the procedure: the approximation (analytic continuation) of the scattered elds from its Taylor series at a point. Among the methods of approximation that have been considered, Pad e approximation (i.e. approximation based on rational functions [2] ) appears to be the best suited for the problems under consideration [6] . Thus, we shall view Pad e approximation as an integral part of our algorithms.
Global line evaluations
As we stated in the Introduction, to solve the reconstruction problem we shall ultimately resort to a gradient method for the minimization of an appropriate cost functional. In this section we show h o w analytic continuation can be used to nd the scattering produced by a whole line f(x) + tg(x); t 2 R; of Fourier gratings. Within the context of a gradient-based algorithm, the roles of f and g will, of course, betaken by the current iterate and the search direction, respectively. Let B r (t) denote the Rayleigh amplitudes corresponding to the prole f(x) + tg(x), i.e. u(x; z; t) = where d n;r (t) = n X j =0 d j n;r t j (11) and C n;r (t) = n X j =0 C j n;r t j :
Combining (7), (8) and (11) which can then be evaluated by appropriate analytic continuation in , via, for instance, Pad e approximation. Finally, continuation in t permits us to globally evaluate the functions B r (t) in (7) . The whole problem is therefore reduced to that of evaluating the recursion (10) . For the purpose of its numerical implementation, we note here that the equations (10) 4 The inverse problem
We consider the inverse problem of reconstructing a two-dimensional perfectly conducting grating f from knowledge of multiple-wavelength scattered data. We assume that, for each incident w a v e, we can measure the diracted eciencies e 0 r = r jB 0 r j 2 (r 2 U) (13) where U denotes the (nite) set of orders corresponding to non{evanescent (propagating) modes, i.e. U = fr : r 0g [6] . For the sake of clarity, w e shall present the formulation and algorithm for the case of a single incident frequency; the generalization to any nite number of incident w a v es follows by straightforward superposition of the corresponding costs.
Formulation
We formulate the inverse problem as a nonlinear least-squares one in which we seek to estimate a prole f that minimizes a Tikhonov functional of the form J(d(f); f ) = X r 2 U w r j e r ( d ( f )) e 0 r j 2 + kfk 2 (w r > 0; 0)
where d = d(f) = (d n;s (f)) 0nN; N F s N F and e r is the r-th order eciency (cf. (13)) corresponding to a given grating prole f. In order to minimize J, w e rst write the recursive formulae (6) in the form of a matrix equation
where C = (C n;r ) 0nN; N F r N F is related to the prole f through (4) and (5), and the matrices A(C) and b(C) (which depend on the incidence and wavelength of radiation) are
given by A(C) nr;kq = ( i q ) n k C n k;q r and b(C) nr = ( ik) n k C n;r :
As discussed in x2, once (15) 2 C P + K L + K L +1 (17) where P = N N F ,2 L + 1 = N and K = #U, with an additional summation over frequencies in the case of multi-wavelength data.
A conjugate gradients algorithm with global line search
Our approach to the reconstruction problem takes advantage of the above formulation, (16){ (17) , and it utilizes a conjugate gradients method [3] for the constrained minimization of the functional J(q; p; C). In order to avoid unnecessary uses of the direct solver, the gradient computations will be performed using the adjoint method, see [3, 14] and the references therein. To this end, we introduce the multipliers 2 C P (P = N N F ) ; = Thus, the gradient computations can beperformed by solving the adjoint equations (18) to evaluate (19) . Note that (18) can bewritten as 
Numerical examples
For our numerical experiments we implemented a conjugate gradients method with (local) quadratic approximations for the line search [3] to compare with the proposed global search through Pad e approximation. In the examples that follow we sought to reconstruct the prole f target (x) = 0 : 045 (cos(x) + cos(2x) + cos(3x)) (see Figure 1 ) in a variety a circumstances of multi-frequency scattered far-eld (i.e. eciency) data. The set of admissible proles was taken to coincide with the six-dimensional family of Fourier gratings with 3 modes (i.e. F = 3 in (4)) and vanishing mean value.
First, we considered the minimization of the cost functional associated with data for 7 frequencies corresponding to wavelength-to-period ratios of (21) . In this regard, it is interesting to observe the shape of the cost functional along the iterated directions, as shown in Figure 4 . Note the overall non-convexity and, in particular, the \bistable" character clearly displayed in the rst frame.
A cross-section of the graph of the cost functional in parameter space is included in Figure 
In both cases we have plotted the cost, normalized by the number of frequencies, corresponding to functions of the form A 1 cos(x) + A 1 cos(2x) + A 2 cos(3x):
This particular choice was simply taken so as to include, in a three-dimensional graph, both the target and local minimum (22) which is approximately of this form. As a result, these graphs present pronounced non-convexities. Moreover, the shape of the graph remains virtually unchanged with the additional data even when, as in this case, the reconstruction problem is known to possess a unique solution and, hence, the cost functional presents a unique global minimizer [12] .
In the nal set of experiments we tested the eect of the addition of high frequency data to the rst example above. For this, the cost functional was considered for the case of 15 frequencies corresponding to wavelength-to-period ratios of (24), of the graph of the cost functional normalized by the numberof frequencies for the case (25) .
