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Abstract—It has been shown that improper Gaussian signaling
(IGS) can improve the performance of wireless interference-
limited systems when perfect channel state information (CSI)
is available. In this paper, we investigate the robustness of IGS
against imperfect CSI on the transmitter side in a two-user single-
input single-output (SISO) interference channel (IC) as well as in
a SISO Z-IC, when interference is treated as noise. We assume
that the true channel coefficients belong to a known region
around the channel estimates, which we call the uncertainty
region. Following a worst-case robustness approach, we study
the rate-region boundary of the IC for the worst channel in
the uncertainty region. For the two-user IC, we derive a robust
design in closed-form, which is independent of the phase of the
channels by allowing only one of the users to transmit IGS. For
the Z-IC, we provide a closed-form design for the transmission
parameters by considering an enlarged uncertainty region and
allowing both users to employ IGS. In both cases, the IGS-based
designs are ensured to perform no worse than proper Gaussian
signaling. Furthermore, we show, through numerical examples,
that the proposed robust designs significantly outperform non-
robust solutions.
Index Terms—Achievable rate region, improper Gaussian sig-
naling, imperfect CSI, two-user interference channel, worst-case
robustness.
I. INTRODUCTION
The increasing number of devices with wireless connectivity,
on the one hand, and the limited availability of radio resources,
on the other hand, motivate the design of techniques to exploit
the spectrum more efficiently. As a consequence, modern wire-
less communications systems are mostly interference-limited.
Hence, interference management techniques play an important
role in improving the performance of such systems. A way to
increase the spectral efficiency of interference-limited systems
is to employ improper Gaussian signaling (IGS). In IGS, the
real and imaginary parts of the signal are correlated and/or
have unequal powers [1]. Although proper Gaussian signaling
(PGS) achieves the capacity of traditional wireless commu-
nication channels such as point-to-point communications [2],
IGS has been shown to improve the performance of several
interference-limited systems, such as interference channels
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(IC) [3]–[11], underlay and overlay cognitive radio (CR)
systems [12]–[14], relay networks [15]–[17], and broadcast
channels (BC) with (widely) linear transceivers [18], [19], to
mention a few.
A. Related work
IGS was studied as an effective interference management
tool for the first time in [3], where the authors showed that IGS
can increase the degrees of freedom (DoF) in the three-user
IC. In [4], the authors showed that IGS increases the DoF of
a multiple-input multiple-output (MIMO) two-user X-IC1. In
[5], the authors showed that IGS can improve the performance
of a single-input single-output (SISO) two-user IC. In [6], the
authors studied the achievable rate of IGS in MIMO ICs and
proposed algorithms to derive the rate region of the two-user
SISO IC. The paper [6] showed that IGS can enlarge the rate
region of the two-user SISO-IC. In [7], the authors showed that
IGS can reduce the symbol error rate in a K-user IC. In [9]–
[11], it was shown that IGS can increase the achievable rate of
the Z-IC2 in different scenarios. The authors in [12] considered
an underlay CR (UCR) system and derived a condition on the
ratio between the gain of the interference and direct channel
coefficients for IGS to outperform PGS.
All the aforementioned works assumed that global channel
state information (CSI) is available at every transmitter and re-
ceiver, meaning that the channel knowledge at the transmitters
is instantaneous and globally available. However, global and
perfect CSI at every transmitter is a very restrictive assumption.
Therefore, a great deal of work has aimed at relaxing this
assumption and exploiting either imperfect or statistical CSI at
the transmitter (CSIT). For instance, [13] studied an underlay
CR system, in which the secondary user (SU) transmitter has
access only to the average CSI. This investigation showed
that IGS achieves lower outage probability than its proper
counterpart. In [14], the authors considered both global CSI
and partial CSI scenarios in an overlay CR system. Specifically,
with partial CSIT the primary user has access only to the
average CSI. In this setting, the authors showed that IGS
reduces the outage probability of the PU link.
In the aforementioned papers, it was assumed that the
existing CSI, either instantaneous or statistical, is perfect.
However, in practical scenarios, the CSI is always imperfect.
Furthermore, acquiring the CSI at the transmitter side is
1The two-user X-IC is a generalization of the two-user IC where there is
an independent message from each transmitter to each receiver [20].
2Z-IC is a special case of the two-user IC, in which only one of the users
interferes with the other user.
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2more difficult than at the receiver side. Thus, it is critical to
investigate whether IGS is still beneficial when the available
CSI is imperfect. To design the PGS scheme, only the channel
gains are required. However, IGS typically requires the phases
of the channels in addition to the gains in order to design
the optimal complementary variances. Since IGS needs more
detailed CSI than PGS, it might be reasonable to expect that
IGS is more affected by imperfect CSI and its benefit will
decrease when the CSI quality decreases as well.
On the other hand, the use of IGS in combination with
interference alignment (IA) obtains DoF improvements in
certain scenarios such as three-user IC [3] or two-user MIMO
X-IC [4]. In other scenarios, such as the two-user IC with
partial or full transmitter cooperation, the use of IGS does not
offer DoF advantages, although IA still offers improvements in
terms of generalized degrees of freedom (GDoFs), which are a
refinement of the DoF metric. However, these asymptotic (in
the high SNR regime) DoF or GDoF benefits are typically
lost under finite precision CSIT, a phenomenon known as
DoF collapse. For instance, under limited CSIT, the DoF
collapse for the two-user multiple-input, single-output (MISO)
broadcast channel (BC) even when perfect channel knowledge
for one user is available [21], [22]. It is also shown in [23] that,
under finite precision CSIT, the sum GDoF of the two-user X
channel and two-user BC collapse and hence, the benefits of
IA are entirely lost under finite precision CSIT.
In this paper, we do not study possible DoF or GDoF
benefits of IGS, but rather the advantages that IGS can provide
in terms of rate when the interference is treated as noise.
Treating interference as noise (TIN) is an attractive technique
because of its simplicity, which also turns out to be optimal
in terms of GDoF if the desired signals at every receiver are
strong enough [24]. Nevertheless, the optimal IGS parameters
typically depend on the gains and phases of the channels, so the
following question arises: Is IGS still beneficial in the presence
of imperfect CSI? We will address this question in this work.
B. Contribution
In this paper, we investigate the robustness of IGS against
imperfect CSI on the transmitter side. To the best of our
knowledge, this is the first work to analyze the effect of
imperfect CSI on IGS. We employ a worst-case robustness
approach to derive optimal robust IGS designs [25]–[33].
Thereby, we assume that the true channels are within a
known bounded region around the available CSI estimate with
a certain probability, which we call the uncertainty region.
Robustness is then achieved by performing an optimization
for the worst-case channels within the uncertainty region.
We study the robustness issue in the two-user IC and in the
Z-IC when the CSI at the transmitter side is imperfect. We
consider a scenario in which the transmitters have access to
a noisy estimate of the channel coefficients, and we propose
closed-form robust designs of the transmission parameters that
achieve the robust rate region of the two-user IC and Z-IC
with TIN. To this end, we first extend the results in [12] to
derive a worst-case robust design for the two-user IC. In [12],
an UCR scenario was considered, in which the primary user
(PU), unaware of the secondary user (SU), employs PGS and
transmits with maximum power. In UCR, there are two types of
users, PUs and SUs. PUs are licensed users and have priorities
to use the resources; on the other hand, SUs can transmit
only if they do not disturb the communications of the PUs.
However, in the two-user IC, a higher degree of cooperation
between users may be allowed to achieve a better performance.
Thus, we derive the Pareto-optimal boundary of the robust rate
region for the two-user IC when at most one user employs
IGS, which makes the scheme robust against imperfect CSI
and represents a generalization of the scenario studied in [12].
We then extend the design in [11] to a robust design for the Z-
IC. The main challenge of the robust design for the Z-IC is to
consider the phase uncertainty, which makes the optimization
problems more difficult than in the setting of [11]. The main
contributions of this work are the following:
• We first consider a two-user IC scenario and derive a
robust scheme in closed-form by allowing only one of
the users to employ IGS. An important advantage of
this suboptimal scheme is that it is independent of the
channel phase information at the transmitters. We derive
a sufficient and necessary condition for the proposed IGS
scheme to outperform PGS in this scenario.
• Although the results for the two-user IC can be applied to
the Z-IC, we propose another robust design for the Z-IC
that allows both users to employ IGS simultaneously. We
also derive closed-form conditions for this IGS scheme
to outperform PGS. These conditions, which depend on
the accuracy of the CSI at the transmitter side, provide a
robust version of the design in [11].
• Our results show that even in the presence of imperfect
CSI, robust IGS can substantially outperform robust PGS
designs. This is in contrast to non-robust IGS designs,
which may be strongly affected by uncertain CSI. Our
results show that improper signaling is even more robust
to imperfect CSI than its proper counterpart when the
transmission parameters are optimized in a robust way.
C. Paper outline
The rest of this paper is organized as follows. In Section
II, we describe the system model and assumptions the as-
sumptions made about the CSI knowledge and formulate the
optimization problem. In Section III, we derive the robust rate
region for the two-user IC. We derive the robust design of
the parameters for the Z-IC in Section IV. In Section V, we
present some numerical results.
II. SYSTEM MODEL AND PROBLEM STATEMENT
In this section, we describe our system model and define
all parameters. Section II-A briefly presents some background
material on improper signal processing used in the paper. In
Section II-B, we describe the system model and Section II-C
presents the imperfect CSI model. Section II-D describes the
optimization problem to derive the boundary of the robust rate
region.
3Fig. 1: Channel model for the two-user SISO IC.
A. Preliminaries of IGS
A zero-mean complex Gaussian random variable x can be
uniquely specified by its variance, px = E{|x|2}, and comple-
mentary variance, E{x2} [1]. The circularity coefficient of a
complex Gaussian random variable is defined as κx =
|E{x2}|
E{|x|2} ,
which takes values between 0 and 1. We call x proper if
κx = 0; otherwise, we call it improper. Moreover, we call x
maximally improper if κx = 1. The complementary variance
of x can be written as E{x2} = pxκxejφx , where φx is the
phase of E{x2}.
B. Signal model
We consider a two-user IC, as depicted in Fig. 1, where both
users may transmit improper Gaussian signals. In the two-user
IC, transmitter i transmits its message, xi, to receiver i. The
received signals for user i ∈ {1, 2} is3
yi = hiixi + hı¯ixı¯ + ni, (1)
where ı¯ ∈ {1, 2} and ı¯ 6= i. Moreover, xi, hji, ni for i, j ∈
{1, 2} are, respectively, the transmit signal of user i, the link
from transmitter j to receiver i, and the additive noise at the
ith receiver, which is assumed to be zero-mean proper complex
Gaussian with variance σ2. The transmitted signals x1 and x2
are complex Gaussian and may be improper.
Since we treat interference as noise, the achievable rate of
user i ∈ {1, 2} is [6], [11]
Ri =
1
2
log2

(
σ2+
∑2
j=1 pj |hji|2
)2
(pı¯|hı¯i|2 + σ2)2 − (pı¯κı¯|hı¯i|2)2
−
∣∣∣∑2j=1 pjκj |hji|2ej(2]hji+φj)∣∣∣2
(pı¯|hı¯i|2 + σ2)2 − (pı¯κı¯|hı¯i|2)2
, (2)
where pj , κj , and φj for j = 1, 2, are, respectively, the
transmission power, circularity coefficient and phase of the
complementary covariance of the signal transmitted by user j.
Moreover, |hij | and ]hij for i, j ∈ {1, 2} are the magnitude
and phase of the channel from the ith transmitter to the jth
receiver, respectively. Note that the rate expressions in (2) are
the maximum rates that can be supported by the channels.
C. Uncertainty model
We assume perfect CSI at the receivers but imperfect CSI
at the transmitters. It is reasonable to assume that a receiver
3Note that in the Z-IC, the coefficient h12 = 0.
Fig. 2: Arbitrary channel uncertainty region.
knows the CSI perfectly since acquiring CSI at the receiver
side is relatively easy with training sequences or applying
blind/semi-blind estimation methods [34]–[36]. On the other
hand, the channel information is typically quantized and then
sent to the transmitters through a noisy feedback link. There-
fore we have imperfect CSIT [31], [34]–[37]. In this paper,
we assume that the true channel, hij for i, j ∈ {1, 2}, lies in a
vicinity of the channel estimate at the transmitter side, hˆij , i.e.,
hˆij = hij + eij , where eij accounts for all sources of error
between the estimate and the true channel. We assume that
the true channel hij belongs to an uncertainty set Eij , which
includes hˆij . We do not restrict our model to any specific error
source and consider an arbitrary model for the uncertainty set,
as illustrated in Fig. 2.
D. Problem statement
Our aim in this work is to derive the boundary of the robust
rate region for a given channel uncertainty set. We employ the
definition of the Pareto boundary for the rate region, which is
given next.
Definition 1 ( [11], [38]). The rate pair (R1, R2) is called
Pareto-optimal if (R′1, R2) and (R1, R
′
2), with R
′
1 > R1 and
R′2 > R2 , are not achievable.
Employing the concept of worst-case robustness [28], [29],
[33], we define the boundary of the robust rate region as
the Pareto-optimal points that are achievable for all possible
channels inside the uncertainty region [30]. Therefore, the
robust rate region is the union of all these achievable rate
tuples, i.e.,
R =
⋃
%∈Ω
( min
hij∈Eij
R1, min
hij∈Eij
R2), (3)
where % = {pi, κi, φi, i = 1, 2}, and Ω = {pi, κi, φi :
0 ≤ pi ≤ Pi, 0 ≤ κi ≤ 1, 0 ≤ φi ≤ 2pi, i = 1, 2}
are the design parameters, and the feasible set of the design
parameters, respectively, with Pi being the power budget of
user i. Hereafter, we represent the worst-case rate of user i by
Rwi , min
hij∈Eij
Ri for i ∈ {1, 2}.
In order to derive the boundary of the robust rate region,
we do not need to optimize over all the six design variables,
i.e., the powers, circularity coefficients, and the phases of the
complementary variances. According to (2), the achievable
4κı¯ =

0 if |h˜ı¯i|
2(σ2+Pi|h˜iı¯|2)
|h˜ı¯ı¯|2σ2 ≤ 1−
γi(1)
γi(2α)
,
κ? if |h˜ı¯i|
2(σ2+Pi|h˜ı¯i|2)
|h˜ı¯ı¯|2σ2 > 1−
γi(1)
γi(2α)
and Pı¯(1) ≤ Pı¯,
1 otherwise,
(7)
Pı¯(κ) =
[√
(1− γi(1)
γi(2α)
)2 + (1− κ2)
(
γi(2)
γi(2α)
− 1
)
− (1− γi(1)
γi(2α)
)
]
σ2
|h˜ı¯i|2(1− κ2)
, (8)
rates are functions of the phase difference between the phases
of the complementary variances, i.e., ∆φ = φ1 − φ2. The
reason is that, as can be observed through (2), Ri depends on
the phase parameters only through the term
t ,
∣∣∣piκi|hii|2ej(2]hii+φi) + pı¯κı¯|hı¯i|2ej(2]hı¯i+φı¯)∣∣∣2 ,
=
∣∣∣piκi|hii|2 + pı¯κı¯|hı¯i|2ej(2(]hı¯i−]hii)+φı¯−φi)∣∣∣2 (4)
where i, ı¯ ∈ {1, 2} and ı¯ 6= i. Furthermore, it is shown in
[39, Theorem 2] that, in every point on the Pareto-optimal
boundary of the rate region for this problem, at least one user
transmits with maximum power. As a result, we can further
simplify the problem by taking the power of one user equal to
its maximum power, and solve two optimization problems with
only four optimization parameters, namely the two circularity
coefficients, ∆φ, and the power of one of the users.
Let us denote the user that transmits with maximum power
by i. The boundary of the robust rate region, when user i
transmits with maximum power, can be derived by solving
maximize
∆φ, 0≤pı¯≤Pı¯, 0≤κ1,κ2≤1
Rwı¯ s.t. R
w
i ≥ αRwi,max,
(5)
for i, ı¯ ∈ {1, 2} and i 6= ı¯, and a fixed α ∈ [0, 1], where Rwi,max
is the maximum worst-case rate of user i, which is obtained
with pı¯ = 0 and PGS [2]. That is, we maximize the worst-case
rate of user ı¯ for every feasible worst-case rate of user i. It
is worth mentioning that deriving the optimal solution of (5)
in polynomial time is not possible in general since (5) is not
convex and has an infinite number of non-convex constraints.
These infinite number of constraints could be reduced to a
single one if an expression for the worst-case channels within
the uncertainty sets were identified. However, this is also not
possible for arbitrary uncertainty regions. To the best of our
knowledge, even with perfect CSIT, there are only numerical
approaches that provide a suboptimal solution, e.g., [6], for the
rate region of the two-user IC.
III. ROBUST DESIGN FOR THE TWO-USER IC
In this section, we propose a robust design for the two-user
IC by simplifying the original problem (5). In particular, by
allowing only one user to employ IGS, i.e., by setting either
κ1 or κ2 to zero, we can easily find the worst-case channels
for arbitrary uncertainty sets. In turn, an optimization problem
that approximates (5) is obtained, which, although still non-
convex, its global optimal solution admits a closed form.
If at most one of the users employs IGS, the achievable rates
are independent of the phases of the channel coefficients since
Ri depends on the phase parameters only through the term t
in (4). Thus, if κi = 0 or κı¯ = 0, t is independent of the
phases of the channel coefficients and as a result, these phases
are not required at the transmitter side in order to optimize
the rate. Since our proposed robust algorithm is independent
of the phases of the channels, it requires only the worst-
case channel gains and consequently can be applied to any
uncertainty model. In the following, we first derive the worst-
case channel gains and then derive the optimal parameters in
closed-form.
It is easy to see that the rate of each user is a strictly
increasing function of the gain of the corresponding direct
link, i.e., ∂R1∂|h11|2 > 0 and
∂R2
∂|h22|2 > 0. Moreover, the rates
of users are decreasing functions of the interference channel
gain, i.e., ∂R1∂|h21|2 ≤ 0 and ∂R2∂|h12|2 ≤ 0. Thus, the worst-case
channel gains are |h˜11|2 = min
x∈E11
|x|2, |h˜22|2 = min
x∈E22
|x|2,
|h˜21|2 = max
x∈E21
|x|2, and |h˜12|2 = max
x∈E12
|x|2.
To derive the boundary of the robust rate region, we have
to optimize only two parameters, i.e., the power of the user
that may not transmit with maximum power, and the circularity
coefficient of the user that may employ IGS. Thus, every point
of the robust rate region that is achievable by this scheme can
be derived by one of the following strategies:
1) Strategy 1: The PGS user transmits with maximum power,
2) Strategy 2: The IGS user transmits with maximum power.
Let us denote the rate region achieved by the kth strategy as
Rk. The robust rate region achieved by the proposed scheme is
the union of the achievable rate regions of the above strategies,
i.e., R = ⋃2k=1Rk. It is worth mentioning that Rk is also a
union of two different strategies since there is no difference
between users and either of them can be the IGS user. In the
following subsections, we derive the Pareto-optimal achievable
rate region of each strategy.
A. Achievable rate region for strategy 1
In strategy 1 the PGS user transmits with maximum power.
Without loss of generality, let us assume that the IGS user is
user ı¯. Then, the optimization problem is
maximize
0≤pı¯≤Pı¯, 0≤κı¯≤1
Rwı¯ (pı¯, κı¯) (6a)
s.t. Rwi (pı¯, κı¯) ≥ αRwi,max, (6b)
for i, ı¯ ∈ {1, 2} and i 6= ı¯, and a fixed α ∈ [0, 1], where
Rwi,max = log2(1 +
Pi|h˜ii|2
σ2 ). Note that the worst-case rates
are derived by replacing the worst-case channel gains in (2).
The achievable robust rate region can be derived by varying
α ∈ [0, 1]. In [12], a similar scenario in the context of cognitive
radio was studied, and (6) was solved. Thus, we can apply
5the results in [12] to obtain the Pareto-optimal parameters for
strategy 1 as presented in the following theorem.
Theorem 1. Let us define γi(α) = 2αR
w
i,max−1.
The Pareto-optimal parameters for transmission
strategy 1 are given by (7) and pı¯ = Pı¯(κı¯), where
κ? =
√
1− σ2
pı¯|h˜ı¯i|2
[(
γi(2)
γi(2α)
− 1
)
σ2
pı¯|h˜ı¯i|2 − 2(1−
γi(1)
γi(2α)
)
]
,
and Pı¯(κ) is given by (8).
Proof: Please refer to Eq. (11) and Theorem 1 in [12] for
more details.
B. Achievable rate region for strategy 2
In strategy 2 the IGS user transmits with maximum power.
Without loss of generality, let us assume that the IGS user is
user ı¯. Then, the optimization problem is
maximize
0≤pi≤Pi, 0≤κı¯≤1
Rwi (pi, κı¯) (9a)
s.t. Rwı¯ (pi, κı¯) ≥ αRwı¯,max, (9b)
for i, ı¯ ∈ {1, 2} and i 6= ı¯, and a fixed α ∈ [0, 1],
where Rwı¯,max = log2(1 +
Pı¯|h˜ı¯ı¯|2
σ2 ). Similar to (6), the robust
achievable rate region can be derived by varying α ∈ [0, 1].
The optimization problem (9) resulting from strategy 2 has
not been considered before in the literature. We present the
Pareto-optimal parameters for this strategy in the subsequent
theorem.
Theorem 2. The Pareto-optimal signaling scheme for strategy
2 is IGS if and only if one of the following conditions is met.
Additionally, the Pareto-optimal parameters for each condition
are provided.
1) Pi ≤ Pi(1), ⇒ pi = Pi and κı¯ = 1,
2) Pi > Pi(1), (ζ1β2−ζ2β1) < 0 and τ < 0,⇒ pi = Pi(1)
and κı¯ = 1,
3) Pi > Pi(1), (ζ1β2 − ζ2β1) < 0, τ > 0, and P(0) > x?1,
⇒ pi = max(x?1,Pi(1)) and κı¯ = K(pi),
4) Pi > Pi(1), (ζ1β2 − ζ2β1) > 0, τ < 0, Pi(1) < x?2, and
Rwi (P(1)) > Rwi (P(0)), ⇒ pi = Pi(1) and κı¯ = 1,
where i and ı¯ are the users that employ PGS and IGS in
the transmission strategy 2, respectively, γı¯(·) is defined as
in Theorem 1, and
x?1 =
−ζ1τ −
√
(ζ1τ)2 − β1τ(ζ1β2 − ζ2β1)
ζ1β2 − ζ2β1 , (10)
x?2 =
−ζ1τ +
√
(ζ1τ)2 − β1τ(ζ1β2 − ζ2β1)
ζ1β2 − ζ2β1 , (11)
Pi(κ) = 1|h˜iı¯|2[(
1 +
√
1 + γı¯(2α)(1− κ2)
γı¯(2α)
)
Pı¯|h˜ı¯ı¯|2 − σ2
]
,
(12)
K(pi) =
√
1− (σ
2 + pi|h˜iı¯|2)2
P 2ı¯ |h˜ı¯ı¯|4
γı¯(2α) + 2
σ2 + pi|h˜iı¯|2
Pı¯|h˜ı¯ı¯|2
,
(13)
Rwi (pi) =
1
2
log2
(
1 +
ζ1p
2
i + β1pi
ζ2p2i + β2pi + τ
)
. (14)
Moreover, β1, ζ1, β2, ζ2 and τ are
β1 = 2|h˜ii|2(σ2 + P2|h˜ı¯i|2),
β2 = 2(σ
2γı¯(2α)− Pı¯|h˜ı¯ı¯|2) |h˜ı¯i|
4|h˜iı¯|2
|h˜ı¯ı¯|4
,
ζ1 = |h˜ii|4,
ζ2 =
|h˜ı¯i|4|h˜iı¯|4
|h˜ı¯ı¯|4
γı¯(2α),
τ =σ4+2σ2Pı¯|h˜ı¯i|2−2σ2Pı¯ |h˜iı¯|
2
|h˜ı¯ı¯|2
+ σ4γı¯(2α)
|h˜ı¯i|4
|h˜ı¯ı¯|4
.
(15)
Proof: Please refer to Appendix A.
Note that if none of the conditions in Theorem 2 is fulfilled,
PGS is Pareto-optimal for both users in strategy 2. Moreover,
the parameters of the users can be easily derived through (6)
by taking κı¯ = 0.
The implication of Theorem 2 can be understood with the
following example. If, e.g., user 2 employs IGS, it causes
less interference to user 1. Thus, user 1 can decrease its
transmission power in order to meet the rate constraint of user
2 in (9b). According to Theorem 2, this power reduction of user
1, alongside with employing IGS by user 2, may even result
in a rate increase for user 1. In other words, IGS allows the
users to decrease the transmission power and simultaneously
increase the achievable rate, hence, improving as well the
power efficiency. This is due to the fact that IGS can mitigate
the negative effect of the interference, which may lead to an
overall improvement of the system performance.
IV. ROBUST DESIGN FOR THE Z-IC
The results in Section III can be applied to the Z-IC by
taking h12 = 0. However, for this simplified scenario it is
possible to obtain a better closed-form robust design for the
Z-IC if we allow both users to employ IGS. When both
users employ IGS, the phases of the channels are relevant
for the optimal strategy. Thus, even though problem (5) is
simpler for the Z-IC, it is still in general difficult to obtain
the worst-case channels when both magnitude and phase are
6Fig. 3: Enlarged channel uncertainty region for the uncertainty region
in Fig 2.
considered. Therefore, the constraint set of problem (5) cannot
be reduced to a finite number of constraints and hence it
is still difficult to solve in its current form. To overcome
this, we approximate the original problem by considering a
surrogate uncertainty region in which magnitude and phase are
decoupled, so that their worst realizations can easily be found.
It is also worth mentioning that this approach gives us a lower
bound for the worst-case rates of problem (5). Note that the
surrogate uncertainty region must contain the original region
as illustrated in Fig. 3 in order for the constraints of (5) to
be fulfilled after solving the approximated problem. Thus, we
consider the enlarged uncertainty region E˜ij = {x ∈ C : |x| =
|hˆij |+e|hij |,]x = ]hˆij +e]hij , |e|hij || ≤ δij , |e]hij | ≤ θij},
where δij and θij are the largest uncertainties in magnitude
and phase, respectively.
The enlarged uncertainty region permits decoupling the
errors in phase and magnitude and hence allows us to find
the worst-case phases and the worst-case channel gains inde-
pendently. It is worth mentioning that, since the errors in phase
and magnitude are not necessarily independent, a channel
realization with both the worst-case channel phase and worst-
case channel gains might not be in the original set. Hence,
this approach provides a lower bound for the worst-case rates
of (5). Note that the enlarged uncertainty region includes the
original region as a subset, and the bounds of the errors in
phase and magnitude are the same for both uncertainty regions.
Thus, this approach can be applied to any arbitrary uncertainty
model.
In the Z-IC, since user 1 does not interfere with user 2, the
optimal design parameters for user 1 are those maximizing its
rate. Thus, every point in the Pareto boundary of the robust rate
region can be achieved when user 1 transmits with maximum
power, i.e., p1 = P1. Hence, in the rest of this section, we
consider p1 = P1. The rate of user 2 in the Z-IC can be
derived by taking h12 = 0 in (2) as
R2 =
1
2
log2
(
(p2|h22|2 + σ2)2 − (κ2p2|h22|2)2
σ4
)
. (16)
Moreover, the robust rate region of the Z-IC for the enlarged
uncertainty region can be derived by replacing Eij with E˜ij in
(3) as
R˜ =
⋃
%∈Ω
( min
hij∈E˜ij
R1, min
hij∈E˜ij
R2), (17)
where R˜ ⊂ R. In the following, we first derive the worst-case
channel coefficients in the enlarged uncertainty region, which
are the solution of the minimization part in (17). Then, we
will derive the transmission parameters that attain the boundary
of the robust rate region for the enlarged uncertainty region,
which is the solution of the optimization problem
maximize
∆φ,0≤p2≤P2,0≤κ1,κ2≤1
Rw2 , s.t. R
w
1 ≥ αRw1,max,
(18)
for a fixed α ∈ [0, 1]. The robust rate region can be derived by
varying α ∈ [0, 1].
The worst-case gains are the same as those derived in
Section III, i.e., the minimum channel gain in the uncertainty
region E˜ij for the direct links, and the maximum channel gain
in E˜ij for the interference links. We rewrite them here as
|h˜11|2 = min
x∈E11
|x|2, |h˜22|2 = min
x∈E22
|x|2, |h˜21|2 = max
x∈E21
|x|2,
and |h˜12|2 = max
x∈E12
|x|2.
In the following, we derive the worst-case phase error along
with the Pareto-optimal phases φ1 and φ2 for the given worst-
case channel gains. Through (2), it can be observed that R1
depends on these quantities only through the term
A ,
∣∣∣p1κ1|h˜11|2ej(2]h11−2]h21+φ1−φ2) + p2κ2|h˜21|2∣∣∣2 ,
(19)
while the rate of user 2 is independent of them (see (16)).
Replacing the true values by the estimated values, we have
2]h11−2]h21 = 2]hˆ11−2]hˆ21± 2e]h11 ± 2e]h21 . Let us
define ∆ch , 2e]h11 + 2e]h21 ∈ [−θ, θ] as the aggregate
uncertainty in phase, where θ = 2θ11 + 2θ21 is the magnitude
of the maximum aggregate phase error. Note that θ = pi means
that there is no reliable information about the phase of the
channels. Finally, the term A can be written as
A=p22κ
2
2|h˜21|4+ 2p1κ1p2κ2|h˜21|2|h˜11|2cos(∆ch +∆φ′)
+ p21κ
2
1|h˜11|4, (20)
where ∆φ′ = (φ1 + 2]hˆ11)− (φ2 + 2]hˆ21). In the following
lemma, we state the Pareto-optimal phase parameters.
Lemma 1. In the Z-IC, each point of the boundary of the
rate region defined in (17) can be achieved by φ1 = 0 and
φ2 = 2]hˆ11 − 2]hˆ12 + pi. Furthermore, the corresponding
worst-case channel phases yield ∆?ch = θ.
Proof: Since ∆ch and ∆φ′ only affect R1, their values
describing the boundary of the rate region defined in (17) can
be obtained as the solution of the maximin problem
(∆?
φ′ , ∆
?
ch) = arg max
∆
φ
′
min
∆ch
(R1)
(∗)
= arg min
∆
φ
′
max
∆ch
(A)
= arg min
∆
φ
′
max
∆ch
(cos(∆φ′ +∆ch)). (21)
The equality (∗) in (21) holds since R1 is a function of the
phases only through A. Moreover, R1 decreases with A. In
order to solve this problem, we consider ∆φ′ in a period, i.e.,
0 ≤ ∆φ′ < 2pi, as depicted in Fig 4. Thus, the solution of the
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Fig. 4: Function cos(∆φ′ + ∆ch) for two examples with θ = 0.5,
∆φ′ = pi (red) and ∆φ′ = 5 (black).
maximization problem in (21) is
∆?ch =
{
max(−∆φ′ ,−θ) for 0 ≤ ∆φ′ < pi,
min(2pi −∆φ′ , θ) for pi ≤ ∆φ′ < 2pi.
(22)
This is because cos(φ) is decreasing in the interval [0, pi],
increasing in the interval [pi, 2pi] and maximized at φ = 0,
or φ = 2pi. Moreover, since cos(φ) is decreasing (increasing)
in the interval [0, pi] ([pi, 2pi]), it can be easily seen through
Fig. 4 that ∆?
φ′ should be such that ∆φ′ +∆ch is as close as
possible to pi, which results in ∆φ′ = pi. In other words, the
solution of the minimax problem is ∆?
φ′ = pi and ∆
?
ch = θ.
Through (16) and (2), we can see that the rate of user 2 is
independent of the phase parameters, and the rate of user 1 is
only a function of the phase difference. Thus, we can, without
loss of generality, choose φ1 = 0 and φ2 = 2]hˆ11−2]hˆ21+pi.
We now derive the optimal transmit powers and circularity
coefficients for the worst-case channels, so that the boundary of
the rate region (17) is attained. Since user 1 does not interfere
with user 2, the optimal design parameters for user 1 maximize
its rate. Thus, its circularity coefficient can be obtained as
κ?1 = arg max
κ1
(Rw1 ) = arg min
κ1
(A?) , (23)
where A? is obtained by taking the worst-case channels in
(20). Since A∗ is convex in κ1, the solution of (23) can be
derived as
∂A?
∂κ1
= −2P1p2κ2|h˜21|2|h˜11|2 cos θ + 2P 21 κ1|h˜11|4 = 0.
(24)
Taking the feasible set of κ1 into account, we obtain
κ?1 = min
1,[ p2|h˜21|2
P1|h˜11|2
κ2 cos θ
]+ . (25)
From this equation we can readily observe that, if the total
uncertainty in phase is equal to or greater than pi2 (i.e., θ ≥
pi
2 ), user 1 should transmit proper Gaussian signals. In such a
case, the resulting problem becomes equivalent to the proposed
robust algorithm in Section III-A, in which only one of the
users employs IGS. Thus, in the following, we assume that
θ < pi/2 and derive a condition for the optimality of IGS for
user 2 in terms of θ, as well as its transmission parameters.
Plugging into (2) the optimal transmission parameters of
user 1 yields the worst-case rates in (26) and (27). The Pareto-
optimal boundary for the enlarged uncertainty region can then
be obtained by rewriting (18) as
maximize
0≤p2≤P2,0≤κ2≤1
Rw2 (p2, κ2), (28a)
s.t. Rw1 (p2, κ2) ≥ αRw1,max, (28b)
where α ∈ [0, 1] is fixed and Rw1,max is the maximum worst-
case achievable rate for user 1, which is obtained with p2 = 0
and PGS [2]. By varying α between 0 and 1, the solution of
(28) provides every point of the robust rate region boundary
in (17) [11]. Unfortunately, the optimization problem (28) is
not convex due to constraint (28b). Furthermore, the results in
[11] for perfect CSIT cannot be applied due to the phase error
θ. In the following lemma, we rewrite constraint (28b) in a
more convenient form to simplify the optimization problem.
Lemma 2. The constraint (28b) is simplified to
p2 ≤ q(κ2, θ), where q(κ2, θ) is given by (29),
where η =
(
(γ(2α) + 1)(1− κ22)− 1 + κ22 sin2 θ
)
and
γ1(x) , 2xR
w
1,max − 1.
Proof: Constraint (28b) can be simplified to a quadratic
function of p2 by plugging (27) into (28b) as
p22|h˜21|4η− 2P1|h˜11|2σ2−P 21 |h˜11|4 +σ4(γ1(2α)+1)
−2p2|h˜21|2
[
P1|h˜11|2−σ2γ1(2α)
]
≤ 0 if κ1<1,
p22|h˜21|4(1−κ22)γ1(2α) +γ1(2α)σ4−2P1σ2|h˜11|2
+2p2|h˜21|2
[
σ2γ1(2α)− P1|h˜11|2(1 + κ2 cos θ)
]
≤0
if κ1 =1.
(30)
We consider (30) as two quadratic polynomials in p2 and take
the positive root in (30), which results in (29).
According to Lemma 2, we can combine the power con-
straint and (28b) into 0 ≤ p2(θ) ≤ min{P2, q(κ2, θ)}. Similar
to [11], we must set p2(θ) = min{P2, q(κ2, θ)} in order to
achieve the global optimum of (28). As a result, the rate of
user 2 is only a function of κ2 as
Rw2 (κ2, θ) =
1
2
log2
(
p22(κ2, θ)|h˜22|4(1− κ22)
σ4
+
2p2(κ2, θ)|h˜22|2
σ2
+ 1
)
. (31)
Finally, the optimization problem in (28) is simplified to
maximize
0≤κ2≤1
Rw2 (κ2, θ). (32)
Notice that the difference between this problem and the one
solved in [11] is in the error term θ, which makes its solution
not straightforward as the results in [11] are not applicable.
Taking θ = 0 makes (32) equivalent to the problem considered
in [11].
Theorem 3. The optimal transmission strategy for user 2 is
8Rw1 (p2, κ2)=

1
2 log2
(
1+
2P1|h˜11|2(σ2+p2|h˜21|2(1+κ2 cos θ))
p22|h˜21|4(1−κ22)+2σ2p2|h˜21|2+σ4
)
if κ?1 = 1,
1
2 log2
(
(P1|h˜11|2+p2|h˜21|2+σ2)2−p22|h˜21|4κ22 sin2 θ
p22|h˜21|4(1−κ22)+2σ2p2|h˜21|2+σ4
)
if κ?1 < 1,
(26)
Rw2 (p2, κ2)=
1
2
log2
(
p22|h˜22|4σ−4(1−κ22) + 2p2|h˜22|2σ−2+1
)
. (27)
q(κ2, θ)=

P1|h˜11|2−σ2(γ1(2α)+1)+
√
(P1|h˜11|2−σ2γ1(2α))2−η(σ4(γ1(2α)+1)−2P1|h˜11|2σ2−P 21 |h˜11|4)
|h˜21|2η
if κ1<1,
P1|h˜11|2(1+κ2 cos θ)−σ2γ1(2α)+
√
P 21 |h˜11|4(1+κ2 cos θ)2−2P1|h˜11|2γ1(2α)σ2κ2(cos θ+κ2)+γ21(2α)κ22σ4
|h˜21|2γ(2α)(1−κ22)
if κ1 =1,
(29)
IGS if P2 > q(0, θ) and
|h˜21|2
|h˜22|2
>
σ2γ1(2α)− P1|h˜11|2 − (P1|h˜11|
2
γ1(α)
− σ2) cos2 θ
σ2 (γ1(2α) + cos2 θ)
.
(33)
In this case, the optimal circularity coefficient of user 2 is
κ =
{
1 if q(1, θ) ≤ P2,
κmax otherwise,
(34)
where κmax is the minimum value of κ2 that results in P2 ≤
q(κmax, θ) and γ1(x) , 2xR
w
1,max − 1.
Proof: Please refer to Appendix B.
Remark 1. According to Theorem 3, even if there is no
reliable phase information, i.e., when θ is large, the optimal
transmission strategy for user 2 may be IGS if the interference
level is sufficiently high, i.e., if (33) holds.
Notice that the condition presented in Theorem 3 is suf-
ficient, but may not be necessary. As shown in Appendix
B, condition (33) is obtained by showing that Rw2 (κ2, θ) is
increasing at κ2 = 0 if and only if this condition holds.
However, IGS might provide a minor gain when (33) does
not hold. As shown in [11], there is only a small performance
advantage of IGS in perfect CSI when Rw2 (κ2, θ) is not
increasing around zero, which vanishes as κ1 approaches 0.
Therefore, the solution presented in Theorem 3 provides an
almost-optimal characterization of the Pareto boundary for the
enlarged uncertainty region.
V. NUMERICAL RESULTS
In this section we illustrate our findings with some numerical
examples. Throughout this section, for the sake of illustration,
we consider a proper complex Gaussian distribution for the
aggregate CSI error similar to the models in [33], [37],
[40]. Nevertheless, our proposed design can be applied to
any uncertainty set, as mentioned before. We consider the
uncertainty region as the region where the true channel lies
with probability ψ. Thus, the uncertainty region for the SISO
channel is a circle centered at hˆij , as illustrated in Fig. 5. The
radius of this circle is
δij =
√
−σ2ij ln(1− ψ), (35)
Fig. 5: Channel uncertainty and enlarged channel uncertainty regions
when the CSI errors are modeled as proper Gaussian.
where σ2ij is the variance of the channel estimation error.
Hence, the uncertainty set for channel hij is Eij = {x ∈ C :
x= hˆij +eij , |eij |2 ≤ δ2ij}. Moreover, the enlarged uncertainty
region is E˜ij = {x ∈ C : |x| = |hˆij | + e|hij |,]x = ]hˆij +
e]hij , |e|hij || ≤ δij , |e]hij | ≤ θij}, where θij = arcsin δij|hˆij |
as depicted in Fig. 5.
In this section, we consider σ2 = 1 and P = P1 = P2,
unless it is explicitly mentioned. We also assume the same
variance of the estimation error for all links, i.e., σ2eij = σ
2
e
for i, j ∈ {1, 2} unless it is explicitly mentioned. That yields
the same size of the uncertainty region for all channels,
i.e., δij = δ for i, j ∈ {1, 2}, where δ is given by (35).
Furthermore, we compare our proposed robust designs with
the existing non-robust designs [11] and [6] for the Z-IC and
two-user IC, respectively. We choose the joint covariance and
complementary covariance algorithm in [6] as a non-robust
design for two-user IC. Moreover, the robust PGS is the PGS
design for the worst-case channels gains.
In the following subsections we provide two different types
of numerical examples. In the first type, we provide results
averaged over a large number of channel realizations for a
specific point of the rate region. For example, we derive
the average sum-rate for a specific point of the rate region
averaged over 200 channel realizations in Figs. 6, 9 and 10.
For this type of numerical examples, we employ the Monte
Carlo method and generate the channels randomly. In each
channel realization, each channel estimate is drawn from a
proper complex Gaussian distribution with zero mean and unit
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Fig. 6: Average sum-rate of the two-user IC for SNR= 10dB versus
the phase error.
variance. In the second type, we derive the whole rate region
for a specific channel realization. It is worth mentioning that
both types of numerical examples are common for rate region
analysis (please refer to [6], [9], [11]).
A. Results for the two-user IC
In this subsection, we present the results for the two-user IC.
The proposed and existing techniques are denoted as follows.
• R-IGS: Our proposed robust IGS in Section III.
• R-PGS: Robust PGS.
• N-IGS: Non-robust IGS, which is derived by our pro-
posed scheme for the two-user IC without considering
errors in CSI.
• 2-IGS: The joint variance and covariance IGS algorithm
in [6].
• TS-I: Robust IGS with time sharing.
• TS-P: Robust PGS with time sharing.
In order to evaluate the effect of phase error on the transmit-
ter side, we assume perfect CSI for the channel gains in Fig.
6. This figure shows the average sum-rate for signal-to-noise-
ratio (SNR), i.e., Pσ2 , equal to 10 dB versus the accuracy of
the phase information. We consider a specific point in the rate
region, which is given by the fairness point in the algorithm
in [6]. In order to provide a fair comparison, we first derive
the rates by the algorithm in [6] and then fix the rate of user
1 in our design to the worst-case rate of user 1 achieved by
the algorithm in [6]. We average the results over 200 channel
realizations, and consider the worst-case performance of the
average sum-rate for a bounded error in the available phase
information. The considered error is the aggregated error in
phase information for both interference and direct links, i.e.,
θi = θii + θji for i, j ∈ {1, 2}, where θ1 = θ2 = θ
is the horizontal axis of Fig. 6. The worst-case phase is
the phase that minimizes the achievable rate of users. As
can be observed, our proposed algorithm is suboptimal when
perfect CSI is available, compared to the non-robust algorithm
proposed in [6]. However, it outperforms this algorithm when
the aggregated phase error increases. For this example, our
robust algorithm performs better than the algorithm in [6] when
θ ≥ 42◦. Our robust proposed algorithm for the two-user IC
and robust PGS are both independent of phase information,
hence their performance is independent of phase information.
However, the performance of the non-robust algorithm highly
depends on the accuracy of the phase information. Thus, our
proposed algorithm outperforms existing methods when the
error in the phase of the channels is high.
In Fig. 7, we show the achievable robust rate region of
the two-user IC for SNRs of 10 dB and 0 dB, and estimated
channel
Hˆ1 =
[
1.4833e−i2.5864 0.6375e−i1.3064
0.9367e−i3.0001 0.4118ei2.1234
]
, (36)
where [Hˆ]ij = hˆij . In this figure, we consider a scenario
with perfect CSI for the direct links but imperfect CSI for the
interference links. This may represent a scenario where less
resources are devoted to acquiring the CSI of the interfering
links, which is relevant because interfering signals are treated
as noise at the receivers. In this figure, it can be observed that
IGS can enlarge the robust rate region in both high and low
SNR regimes. Moreover, the performance improvement of IGS
in the high SNR regime is higher than in the low SNR regime
for the same channels. For this channel realization, IGS with
time sharing (TS)4 performs the same as PGS with TS at 10 dB
SNR, indicated by TS in Fig. 7a. However, at 0 dB SNR, IGS
with TS outperforms PGS with TS in Fig. 7b.
In Fig. 8, we show the achievable rate region of the two-user
IC for perfect CSI, and channel
Hˆ2 =
[
0.3764ei1.4381 0.4029ei0.9486
1.8542ei2.8153 0.6277ei2.3697
]
. (37)
We consider SNR of 10 dB for Fig. 8a, and SNR1 = 0 dB,
SNR2 = 10 dB for Fig. 8b, where SNRi = Piσ2 . As can be
observed, IGS significantly enlarges the achievable rate region
for Hˆ2.
In Figs. 9 and 10, we consider the average sum-rate of the
two-user IC for SNRs of 0 dB and 10 dB. In these figures, we
consider the same point of the rate region described in Fig.
6 and average the results over 200 channel realizations. We
set Pr = 95% (which implies a maximum outage probability
of 5%) and vary the variance of the estimation error, σ2e .
Moreover, the radius of the uncertainty region is then obtained
as (35).
In Fig. 9, we consider imperfect CSI only for the inter-
ference links, where δ11 = δ22 = 0 and δ21 = δ12. As
can be observed in Fig. 9, the IGS algorithms are always
better than PGS. Since our proposed algorithm for the two-
user IC is suboptimal for perfect CSI, the non-robust algorithm
in [6] performs better than our robust design. Specifically,
it achieves 18% higher sum-rate for SNR= 10 dB and 8%
for SNR= 0 dB. However, as the error in the interference
link increases, our proposed algorithm performs better than
the non-robust algorithm, where there is a 61% and 25%
4The achievable rate region with TS is derived by taking the convex-hull
operation over the corresponding achievable rate region of each design [6],
[11]. Note that TS yields the convex hull when the power constraint is satisfied
in each operating point. The rate region may be enlarged by constraining the
average transmit power over the different operation points instead. It is shown
in [41], [42] for perfect CSI that IGS with TS does not provide any gain over
PGS with TS in the Z-IC and two-user IC. Repeating this analysis for the
imperfect CSI case is by no means straightforward and falls outside the scope
of the paper.
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Fig. 7: Robust rate region of the two-user IC for δij = 0.5 for i, j ∈ {1, 2} and i 6= j.
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Fig. 8: Robust rate region for the two-user IC and channel realization Hˆ2.
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Fig. 9: Average sum-rate of the two-user IC when only the CSI of the interference links is imperfect.
improvement in achievable sum-rate for σ2e = 0.2 when
SNR= 10 dB and SNR= 0 dB, respectively.
In Fig. 10, we consider errors in all links with the same
size of the uncertainty region, i.e., δij = δ for i, j ∈ {1, 2}.
We observe that the IGS algorithms always perform better than
PGS. As also observed in Fig. 9, our algorithm performs better
than the non-robust algorithm as the error in all links increases.
For this example, there is a 200% and 137% improvement
in average sum-rate when σ2e = 0.2 for SNR= 10 dB and
SNR= 0 dB, respectively.
These figures show that our proposed algorithm is robust
against imperfect CSI and provides a considerable gain in sum-
rate compared to a non-robust approach in high estimation
errors. This is a rather surprising result, which means that
IGS is even more robust to imperfect CSI than its proper
counterpart when the transmission parameters are optimized
in a robust way.
11
0 0.05 0.1 0.15 0.2
0
0.5
1
σ2e
A
ve
ra
ge
su
m
-r
at
e
R-IGS
R-PGS
N-IGS
2-IGS
(a) SNR= 0 dB.
0 0.05 0.1 0.15 0.2
0
1
2
3
4
σ2e
A
ve
ra
ge
su
m
-r
at
e
R-IGS
R-PGS
N-IGS
2-IGS
(b) SNR= 10 dB.
Fig. 10: Average sum-rate of the two-user IC when the CSI of the direct and interference link is imperfect.
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Fig. 11: Achievable rate region boundaries of the Z-IC for different
phase uncertainties and SNR=10dB.
B. Results for the Z-IC
In this subsection, we evaluate the robust design for the
Z-IC. In the figures of this subsection, we use the following
acronyms:
• R-IGS: Our proposed robust IGS in Section IV.
• R-PGS: Robust PGS.
• N-IGS: The non-robust IGS optimal solution in [11].
• R-IGS-2IC: Our proposed robust IGS in Section III.
We first consider the enlarged uncertainty region to illustrate
the effect of the aggregated phase uncertainty θ in the achiev-
able worst-case rate region. Figure 11 shows the impact of
the aggregated phase uncertainty on the rate region of the Z-
IC. In this figure, the channel gains are equal to 1 for all
links. In order to consider the effect of the phase uncertainty,
we ignore at this point the estimation error in the channel
gains. In other words, the channel gains are perfectly known
in this example. There is a significant improvement over PGS
when only user 2 employs IGS (which corresponds to the case
θ ≥ pi/2), whereas the performance gain slightly increases
when user 1 also employs IGS (which corresponds to the case
θ < pi/2). Notice that the proposed strategy for θ ≥ pi/2 is the
same as the one derived for the two-user IC, where only one
user employs IGS. This result corroborates again that allowing
only one user to use IGS is an effective way of improving the
performance with imperfect CSI.
In Figs. 12 and 13, we average the results over 103 channel
realizations. In order to provide a fair comparison, we depict
the rate of user 2 for a fixed rate of user 1. In other words,
we reduce the power of user 2 in the non-robust PGS and IGS
approaches to achieve the same worst-case rate for user 1 as
with the robust schemes. The rate of user 1 is fixed to α%
of its maximum worst-case achievable rate for each channel
realization.
In Fig. 12, we show the rate of user 2 versus the variance of
the estimation error for SNR=10dB, α = 40% and α = 60%.
Figure 12 shows a gap between PGS and IGS as the channel
estimation error increases. In Fig. 13, we represent the rate of
user 2 versus SNR for α = 60%, σ2e = 0.01, and σ
2
e = 0.03.
As can be observed, the robust IGS significantly outperforms
the non-robust IGS as well as robust PGS. These figures show
that the non-robust IGS does not provide any gain compared
to the robust PGS in the Z-IC and may even perform worse
than the robust PGS when the CSI is not accurate. However,
if we design the parameters in a robust way, we can achieve
a considerable gain even in presence of highly noisy CSI.
In these figures, we also compare our robust Z-IC design
with our robust design for the two-user IC, in which only one
user (user 2) employs IGS. As can be observed, our robust Z-
IC design performs better than our robust two-user IC design
for low channel estimation error; on the other hand, these
algorithms perform similarly when the channel estimation error
is high. This suggests that high-quality CSI permits both users
to employ IGS in order to make the signal and interference
as close to orthogonal as possible. If the channel phase is not
reliable (θ ≥ pi/2), the robust design employs κ1 = 0, which
corresponds to the same robust design as for the two-user IC. In
this case, IGS still provides a significant performance increase
(see Fig. 11), while keeping a CSI requirement similar to that
of PGS.
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Fig. 12: Average rate of user 2 versus the variance of channel estimation error for SNR=10dB in the Z-IC.
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Fig. 13: Average rate of user 2 versus SNR for α = 60% in the Z-IC.
Rw1 (p1, κ2) =
1
2
log2
(
1 +
p21|h˜11|4+ 2p1|h˜11|2(P2|h˜12|2+σ2)
σ4 + 2σ2P2|h˜21|2 + (1− κ22)P 22 |h˜21|4
)
, (38)
Rw2 (p1, κ2) =
1
2
log2
(
P 22 |h˜22|4(1− κ22)
(σ2 + p1|h˜12|2)2
+
2P2|h˜22|2
σ2 + p1|h˜12|2
+ 1
)
. (39)
∂R¯1(p1)
∂p1
=
(2ζ1p1 + β1)(ζ2p
2
1 + β2p1 + τ)− (ζ1p21 + β1p1)(2ζ2p1 + β2)
(ζ2p21 + β2p1 + τ)
2
, (42a)
=
(ζ1β2 − ζ2β1)p21 + 2ζ1τp1 + β1τ
(ζ2p21 + β2p1 + τ)
2
. (42b)
VI. CONCLUSION
In this paper we have studied the robustness of IGS against
imperfect CSIT in the single-antenna two-user IC and Z-IC.
We have proposed robust designs for the two-user IC and
Z-IC, which have closed-form solutions for the transmission
parameters. We have derived closed-form conditions when IGS
outperforms PGS for the two-user IC and Z-IC in the presence
of imperfect CSI. We have shown through analytical studies
that even if there is no reliable phase information, a robust
IGS design can outperform a robust PGS design. In this case,
one user may employ IGS, while the other employs PGS. We
evaluated our analytical studies by simulations and showed
that IGS permits a significant performance increase for the
two-user IC and Z-IC. Our numerical results show that IGS is
even more robust to imperfect CSI than PGS provided that the
transmission parameters are properly designed, and thus IGS
still pays off in the context of imperfect CSI.
APPENDIX A
PROOF OF THEOREM 2
Here, we assume that user 2 employs IGS and transmits with
maximum power without loss of generality. In this strategy, the
worst-case rates of users are given by (38) and (39) on the top
of next page. If Rw2 (P1, 1) > αR
w
2,max, maximally improper
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for user 2 and maximum power transmission for user 1, i.e.,
p1 = P1 and κ2 = 1, is the solution of (6) since it maximizes
the rate of user 1. Thus, in the following, we consider the case
Rw2 (P1, 1) < αR
w
2,max. The constraint R
w
2 (p1, κ2) = αR
w
2,max
is equivalent to
1−κ22 =
(σ2 + p1|h˜12|2)2
P 22 |h˜22|4
γ2(2α)− 2σ
2+p1|h˜12|2
P2|h˜22|2
. (40)
It can be easily verified that (40) results in (13). Moreover,
if we consider (40) as a quadratic function in p1 and take
its positive root, we obtain (12). Additionally, plugging (40)
into (38) yields (14). Through (12), it is clear that p1 is
decreasing in κ2. Thus, IGS can improve the performance
of the system if and only if (14) is decreasing in p1. This
means that the argument of the logarithm function in (14)
must be decreasing in p1. Note that (14) holds if and only
if Rw2 (p1, κ2) = αR
w
2,max, which results in p1 ∈ [P(1),P(0)].
As a result, if P1 < P(1), (14) does not hold, and maximally
IGS is optimal for user 2 as indicated before. This case is
mentioned as condition 1 of Theorem 2.
In the following, we derive the other conditions. Let us
define R¯1(p1) as
R¯1(p1) ,
ζ1p
2
1 + β1p1
ζ2p21 + β2p1 + τ
, (41)
where ζ1, β1, ζ2, β2, and τ are defined as in Theorem 1.
The derivative of R¯1(p1) with respect to p1 is given by (42).
Note that ζ1, ζ2 and β1 are always positive. Additionally,
the denominator of ∂R¯1(p1)∂p1 is positive. Thus, the behavior of
R¯1(p1) with respect to p1 depends only on the sign of the
numerator of ∂R¯1(p1)∂p1 , which we denote as r¯1(p1). The sign
of r¯1(p1) is related to ζ1β2 − ζ2β1 and τ as these terms can
be either positive or negative. If ζ1β2 − ζ2β1 and τ have the
same sign, R¯1(p1) is monotone in p1. Otherwise, there is a
positive extreme point, which is equal to the positive root of
r¯1(p1) and given by x?1 in (10) if (ζ1β2 − ζ2β1) < 0, and
x?2 in (11) otherwise. Thus, R¯1(p1) is strictly decreasing in
p1 if ζ1β2 − ζ2β1 < 0 and τ < 0. Hence, the rate of user 1
is maximized if user 1 transmits with p1 = P(1), and user
2 employs maximally IGS, which results in condition 2 of
Theorem 2. If ζ1β2 − ζ2β1 > 0 and τ > 0, R¯1(p1) is strictly
increasing in p1, and PGS is the optimal solution for both
users.
Now we consider the case that R¯1(p1) is not necessarily
monotone in p1 ∈ [P(1),P(0)], i.e., when (ζ1β2−ζ2β1)τ < 0.
Figure 14 shows the behavior of r¯1(p1) when (ζ1β2−ζ2β1)τ <
0. Note that the extreme point can be outside of [P(1),P(0)].
In other words, there is at most one extreme point in p1 ∈
[P(1),P(0)]. Since r¯1(p1) is a quadratic function of p1, r¯1(p1)
is either convex or concave. Let us first consider the concave
case, i.e., ζ1β2 − ζ2β1 < 0 and τ > 0. In this case, if P(0) <
x?1, R¯1(p1) is strictly increasing in p1 ∈ [P(1),P(0)], and
thus, p1 = P(0) and PGS is optimal for both users. Therefore,
we consider P(0) > x?1, which implies ∂R
w
1 (p1)
∂p1
|p1=P(0) <
0. In this case, R¯1(p1) is maximized at p1 = x?1 if x
?
1 ∈
[P(1),P(0)], and at p1 = P(1) otherwise, which results in
condition 3 of Theorem 2.
Now we consider the case that r¯1(p1) is convex, i.e., ζ1β2−
ζ2β1 > 0 and τ < 0. In this case, R¯1(p1) is strictly increasing
in p1 ∈ [P(1),P(0)] if P(1) > x?2, where x?2 is given by
(10), which results in PGS being optimal. Moreover, R¯1(p1)
is strictly decreasing in p1 ∈ [P(1),P(0)] if P(0) < x?2, and
thus, p1 = P(1) and maximally IGS is optimal for user 2 in
this case. If x?2 ∈ [P(1),P(0)], R1(p1) is strictly increasing
in p1 ∈ [x?2,P(0)] and strictly decreasing in p1 ∈ [P(1), x?2],
as illustrated in Fig. 14b. Thus, IGS is beneficial in this case
only if Rw1 (P(1)) > Rw1 (P(0)), and maximally IGS is then
the optimal strategy, which results in condition 4 of Theorem
2.
APPENDIX B
PROOF OF THEOREM 3
We first derive the condition that results in
∂Rw2 (κ2,θ)
∂κ22
∣∣∣
κ2=0
> 0. Then, we prove that if
∂Rw2 (κ2,θ)
∂κ22
∣∣∣
κ2=0
> 0 holds, we have ∂R
w
2 (κ2,θ)
∂κ22
> 0 for
κ2 > 0. The term
∂Rw2 (κ2,θ)
∂κ22
> 0 is equivalent to
2
∂q(κ2, θ)
∂κ22
[
|h˜22|2q(κ2, θ)σ−2(1− κ22) + 1
]
> q2(κ2, θ)|h˜22|2σ−2. (43)
Now we first consider (30) for κ1 < 1, and then prove
that if ∂R
w
2 (κ2,θ)
∂κ22
|κ2=0 > 0, the rate of user 2 remains
strictly increasing in κ2 when q(κ2, θ) is derived based on
the expression in (30) for κ1 = 1. We can obtain
∂q(κ2,θ)
∂κ22
by
taking the derivative of (30) with respect to κ22 for κ1 < 1.
That is given by (44) on the top of next page. By replacing
(44) in (43), we have (45). Equation (45) is simplified to
|h˜21|2
|h˜22|2
>
σ2γ1(2α)− P1|h˜11|2 − q(κ2, θ)|h˜21|2 cos2 θ
σ2(γ(2α) + cos2 θ)
.
(46)
From (29), it can be seen that q(κ2, θ)|h˜21|2 is independent
of |h˜21|
2
|h˜22|2 , and q2(κ2 = 0, θ)|h˜21|
2 = P1γ1(α) − σ2 which results
in (33). Moreover, q(κ2, θ) is a strictly increasing function
of κ2, which implies that the inequality holds when κ2 > 0.
Now we prove that if (46) holds, ∂R
w
2 (κ2,θ)
∂κ22
> 0 for the case
κ1 = 1. In this case, we have (47). Thus,
∂Rw2 (κ2,θ)
∂κ22
∣∣∣
κ2=0
> 0
is equivalent to (48). The expression in (48) is simplified to
(49). It is easy to see that the left-hand side of (49) is strictly
increasing in κ2 as we are considering 0 ≤ θ ≤ pi2 . Therefore,
if (49) holds for κ2 = κ, it will hold as well for κ2 > κ. We
now show that such a κ exists. We have proved that, if (46)
holds, we have ∂R
w
2 (κ2,θ)
∂κ22
> 0 as long as q(κ2, θ) is derived
from the first equation in (30). This implies that ∂R
w
2 (κ2,θ)
∂κ22
> 0
for κ2 = κ =
P1|h˜11|2
q(κ2,θ)|h˜21|2 cos θ , where κ is the smallest value
of κ2 such that κ1 = 1 (see (25)). Hence, (45) and (46) are
equivalent for κ2 = κ, which results in (49) holding as well
for κ2 = κ. As a result, the rate of user 2 is strictly increasing
in κ2 if
∂Rw2 (κ2,θ)
∂κ22
> 0 holds for κ2 = 0. Thus, we choose the
maximum possible κ2 when improper signaling is optimal,
which results in (34).
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Fig. 14: Function r¯1(p1) versus p1.
2
∂q(κ2, θ)
∂κ22
=
q2(κ2, θ)|h˜21|2(γ1(2α) + cos2 θ)
q(κ2, θ)|h˜21|2
[
(γ1(2α) + 1)(1− κ22)− 1 + κ22 sin2 θ
]
+ σ2γ1(2α)− P1|h˜11|2
. (44)
|h˜21|2(γ1(2α) + cos2 θ)
[
|h˜22|2q(κ2, θ)σ−2(1− κ22) + 1
]
q(κ2, θ)|h˜21|2
[
(γ1(2α) + 1)(1− κ22)− 1 + κ22 sin2 θ
]
+ σ2γ1(2α)− P1|h˜11|2
> |h˜22|2σ−2. (45)
2
∂q(κ2, θ)
∂κ22
=
q(κ2, θ)|h˜21|2γ1(2α)− q(κ2,θ)P1|h˜11|
2 cos θ
κ2
q(κ2, θ)|h˜21|2γ1(2α)(1− κ22) + σ2γ1(2α)− P1|h˜11|2(1 + κ2 cos θ)
. (47)
[q(κ2, θ)|h˜21|2γ1(2α)− P1|h˜11|
2 cos θ
κ2
]
[
|h˜22|2q(κ2, θ)(1− κ22) + σ2
]
q(κ2, θ)|h˜21|2γ1(2α)(1− κ22) + σ2γ1(2α)− P1|h˜11|2(1 + κ2 cos θ)
> q(κ2, θ)|h˜22|2. (48)
q(κ2, θ)
[
(|h˜21|2−|h˜22|2)γ1(2α)σ2+P1|h˜11|2|h˜22|2
(
1+2κ2 cos θ− cos θ
κ2
)]
−σ2P1|h˜11|2 cos θ
κ2
> 0. (49)
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