Abstract-The focus of this paper is to analyze the relative sensitivity of the bulk throughput performance of different versions of TCP, viz., OldTahoe, Tahoe, Reno, and New Reno, to channel errors that are correlated. We investigate the performance of a single wireless TCP connection in a local environment by modeling the correlated packet loss/error process (e.g., as induced by a multipath fading channel) as a first-order Markov chain. A major contribution of the paper is a unified analytical approach which allows the evaluation of the throughput performance of various versions of TCP. The main findings of this study are that 1) error correlations significantly affect the performance of TCP, and in particular may result in considerably better performance for Tahoe and NewReno; and 2) over slowly fading channels which are characterized by significant channel memory, Tahoe performs as well as NewReno. This leads us to conclude that a clever design of the lower layers that preserve error correlations, naturally present on wireless links because of the fading behavior, could be an attractive alternative to the development or the use of more complex versions of TCP.
I. INTRODUCTION

D
UE TO rapid advances in the area of wireless communications and the popularity of the Internet, provision of packet data services for applications like e-mail, web browsing, and mobile computing over wireless channels is gaining importance. Transport Control Protocol (TCP) is a reliable, end-to-end, transport protocol that is widely used to support applications like telnet, ftp, and http [1] .
TCP was designed primarily for wireline networks where the channel error rates are very low and congestion is the primary cause of packet loss [2] . Since its original deployment, several modifications to TCP, including Reno, NewReno, and Vegas, have been proposed and their performance analyzed in wireline networks [2] - [4] . Reno's loss recovery algorithm is optimized for the case when a single packet is lost in a window of data. Hence, Reno can suffer performance problems when multiple packets are lost in a window [3] . NewReno addresses this Manuscript received December 7, 1998 ; revised December 13, 1999 . This work was supported in part by the Center for Wireless Communications, University of California, San Diego.
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problem by improving the loss recovery phase to handle this situation [3] , [5] . However, the performance of these enhanced TCP versions on wireless fading links has not been adequately studied so far.
There have been several recent investigations on different facets of wireless TCP [5] - [13] . Most of these studies do not consider the effect of correlation in multipath fading [14] , [15] . Errors are often assumed to occur independently and with the same probability on each packet. Yet, because the multipath fading process in a mobile radio environment can be slowly varying for typical values of carrier frequency and user speed, the dependence between errors in the transmissions of consecutive packets of data cannot be neglected. Although motivated by the behavior of the wireless channel, the loss model considered here also applies to any environment where the packet loss process exhibits memory, e.g., due to congestion.
Related work has been presented in [12] , where the performance of the OldTahoe and Tahoe versions of TCP is analyzed assuming a two state Markov channel model. A simplified analytical model for the throughput of the Tahoe version in the presence of Markovian packet losses has been presented in [15] , where it was shown that correlation has a beneficial effect. An open question in this regard is the relative difference between the performance of various versions of TCP over the fading channel.
In this paper, we compare the performance of OldTahoe, Tahoe, Reno, and NewReno. In each instance, a single TCP connection is assumed to extend over a multipath fading channel modeled as a first-order Markov packet error model, as in [12] and [16] . We assume that a large data file is to be transferred from the base station to a mobile terminal, over a 1.5 Mbps wireless link that is characterized by very low delay-bandwidth product. As in [5] , we assume instantaneous ACK's. The assumption of a single TCP connection, with the TCP end points being at the base station and at the mobile terminal, is consistent with IS-99 [17] , [18] .
Two main findings of this paper are that 1) error correlations significantly affect the performance of TCP, and in particular result in considerably better performance for Tahoe and NewReno; and 2) over slow fading channels, Tahoe performs as well as NewReno. This leads to the conclusion that a clever design of the lower layers that preserves error correlations, naturally present on wireless links because of the fading behavior, could be an attractive alternative to the development or the use of more complex versions of TCP. Another interesting observation that can be drawn from the results presented in this paper is that using different versions of TCP, or even the same version but with different parameters, may lead to significant changes in the energy consumption performance of the protocol, directly affecting the battery life of a portable device. This issue is discussed in detail in [19] .
This work provides a unified analytical approach to the study of all four versions of TCP considered. This greatly simplifies the assessment of the sensitivity of the various versions to the system parameters in a variety of situations. So far, no analytical approaches have been developed for the correlated channel case, except for Tahoe [12] . Also, this study differs from the results reported in [18] in that we examine OldTahoe, Tahoe, Reno, and NewReno without any underlying link protocol, whereas the focus in [18] was on the specific IS-99 system which uses a radio link protocol (RLP) below the TCP layer. TCP with an underlying FEC/ARQ link layer protocol is a topic of ongoing investigation [23] .
The paper is organized as follows. In Section II, we describe the OldTahoe, Tahoe, Reno, and NewReno versions of TCP. The system model and the correlated fading channel model considered in this paper are presented in Section III. The analytical approach is introduced in Section IV. Section V provides the results comparing the performance of TCP OldTahoe, Tahoe, Reno, and NewReno on correlated fading channels. Finally, conclusions and topics of future research are provided in Section VI.
II. TCP OLDTAHOE, TAHOE, RENO, AND NEWRENO
In this section, we provide a description of the receive and transmit processes in TCP OldTahoe, Tahoe, Reno, and NewReno. While the receive processes are the same for all of them, their transmit processes are different in the way the loss recovery phase is implemented. The following description of the receive and transmit processes follows that of [5] .
The TCP receiver can accept packets out of sequence, but will only deliver them in sequence to the TCP user. During connection setup, the receiver advertizes a maximum window size, , so that the transmitter does not allow more than unacknowledged data packets outstanding at any given time. The receiver sends back an acknowledgment (ACK) for every data packet it receives correctly. The ACK's are cumulative. That is, an ACK carrying the sequence number acknowledges all data packets up to, and including, the data packet with sequence number . The ACK's will identify the next expected packet sequence number, which is the first among the packets required to complete the in-sequence delivery of packets. Thus, if a packet is lost (after a stream of correctly received packets), then the transmitter keeps receiving ACK's with the sequence number of the first packet lost (called duplicate ACK's), even if packets transmitted after the lost packet are correctly received at the receiver.
The TCP transmitter operates on a window based transmission strategy as follows. At any given time , there is a lower window edge , which means that all data packets numbered up to, and including, have been transmitted and acknowledged, and that the transmitter can send data packets from onwards. The transmitter's congestion window, , defines the maximum amount of unacknowledged data packets the transmitter is permitted to send, starting from . Under normal data transfer, has nondecreasing sample paths. However, the adaptive window mechanism causes to increase or decrease, but never to exceed . Transitions in the processes and are triggered by the receipt of ACK's. The receipt of an ACK that acknowledges some data will cause an increase in by an amount equal to the amount of data acknowledged. The change in , however, depends on the particular version of TCP and the congestion control process. Each time a new packet is transmitted, the transmitter starts a timer. If such timer reaches the round-trip timeout value (derived from a round-trip time estimation procedure [1] ) before the packet is acknowledged, timeout timer expiration occurs, and retransmission is initiated from the next packet after the last acknowledged packet. The timeout values are set only in multiples of a timer granularity [1] .
The basic window adaptation procedure, common to all TCP versions [20] , works as follows. Let be the transmitter's congestion window width at time , and be the slowstart threshold at time . The evolution of and are triggered by ACK's (new ACK's, and not duplicate ACK's) and timeouts as follows.
1) If
, each ACK causes to be incremented by 1. This is the slow start phase.
2) If
, each ACK causes to be incremented by . This is the congestion avoidance phase.
3) If timeout occurs at the transmitter at time is set to 1, is set to , and the transmitter begins retransmission from the next packet after the last acknowledged packet. Note that the transmissions after a timeout always start with the first lost packet. The window of packets transmitted from the lost packet onwards, but before retransmission starts, is called the loss window.
Besides running the basic window adaptation algorithm, the transmitter performs the following tasks which are related to packet losses:
• loss detection: a mechanism by which the transmitter concludes (correctly or incorrectly) that a packet was lost • loss recovery phase: a mechanism which allows the protocol to recover lost packets through retransmission • window adaptation during loss recovery: the way window adaptation is handled while lost packets are being recovered (different than the basic window adaptation in general).
The above procedures are implemented in TCP OldTahoe, Tahoe, Reno, and NewReno as follows.
• In the case of OldTahoe, loss detection and recovery is performed only through timeout and retransmission. Window adaptation during loss recovery follows the basic algorithm.
• In the case of Tahoe, in addition to the regular timeout mechanism, a fast retransmit procedure is implemented for loss detection. If subsequent to a packet loss, the transmitter receives the th duplicate ACK at time , before the timer expires, then the transmitter behaves as if a timeout has occured and begins retransmission, with and as given in the basic window adaptation algorithm.
• In the case of Reno also, the fast retransmit procedure following a packet loss is implemented. However, the subsequent recovery procedure is different. If the th duplicate ACK is received at time , then is set to , and is set to instead of 1 (the addition of accounts for the packets that have successfully left the network). The Reno transmitter then retransmits only the first lost packet. As the transmitter waits for the ACK for the first lost packet retransmission, it may get duplicate ACK's for the outstanding packets. The receipt of each of such duplicate ACK causes to be incremented by 1. If there was only a single packet loss in the loss window, then the ACK for its retransmission will complete the loss recovery; at this time would be set to , and the transmission resumes according to the basic window control algorithm. If there are multiple packet losses in the loss window, then the ACK for the first lost packet retransmission will advance the left edge of the window, , by an amount equal to 1 plus the number of good packets between the first lost packet and the next one. In this case, if the loss recovery is not successful due to lack of the duplicate ACK's necessary to trigger multiple fast retransmits, then a timeout has to be waited for. The above data loss recovery strategy in Reno is shown to perform better than Tahoe when single packet losses occur in the loss window, but can suffer performance problems when multiple packets are lost in the loss window [3] .
• In the case of NewReno, fast retransmit and congestion window adaptation are as in Reno, but the loss recovery mechanism is as in Tahoe [5] . That is, NewReno will not send the first lost packet alone and wait for its ACK like Reno. Instead it will continue with the transmission of subsequent packets like Tahoe. The NewReno version of the protocol can recover from multiple packet losses in some cases.
III. SYSTEM MODEL Data exchange in TCP involves a connection setup phase, a data transfer phase, and a connection tear-down phase. In this paper, we are primarily interested in the bulk throughput performance of TCP. Consequently, we model only the data transfer phase of the protocol which dominates the overall performance. We consider a single transmitter-receiver pair running TCP on a dedicated link characterized by a two-state Markov packet error process, zero propagation delay, and perfect feedback. The transmitter is assumed to have an infinite supply of packets to send.
In particular, in the numerical evaluations, a 1.5 Mbps wireless data link with a negligibly small bandwidth-delay product is assumed. Therefore, the acknowledgments (ACK's) from the mobile receiver arrive instantaneously at the base station. The ACK packets are assumed to arrive error-free. These assumptions may be expected to be reasonable in wireless local environments where the propagation delays are small, and the ACK packets are relatively smaller in size than data packets (40 bytes versus 500-1500 bytes). We checked the validity of these assumptions by running some simulations 1 including ACK delay and ACK errors. As expected, for typical values of the parameters as encountered in a local wireless environment (e.g., ACK delays less than a couple of TCP slot intervals and ACK error probability not exceeding 0.01), the effect of ACK delays and errors on the TCP throughput performance is negligible.
As is usually done in most studies taking an analytical approach, we assume the presence of a single TCP connection over the wireless channel. Unlike in [5] , where the base station side TCP/IP stack is placed on a fixed LAN host from which packets are routed through an intermediate system to the mobile terminal, we assume that the TCP/IP stack is directly placed at the base station similar to TCP placement in IS-99 [17] . Consequently, there is no queueing and no delay due to the intermediate system.
A. Channel Model
We model the correlation in the multipath fading process using a first-order Markov model for the process of packet errors, as proposed in [16] . The statistics of the packet errors is then fully characterized by the transition matrix of such process: (1) where is the transition from bad to good, i.e., the conditional probability that successful transmission occurs in a slot given that a failure occurred in the previous slot, and the other entries in the matrix are defined similarly. The average probability of a packet loss, , can be found from the probabilities in (1), which in turn depend on the physical characterization of the channel, usually expressed in terms of the fading margin, , and the normalized Doppler bandwidth, , where is the packet duration [16] . Detailed relationships between the Markov transition probabilities and the fading channel parameters are given in [16] .
To apply this Markov model at the TCP packet level, we assume a TCP packet size of 1400 bytes. At 1.5 Mbps rate, this corresponds to a packet transmission time of about 7.5 ms. By choosing different and values, we can establish fading channel models with different degrees of correlation in the fading process. When is small, the fading process is very correlated (long bursts of packet errors); on the other hand, for larger values of , successive samples of the channel are almost independent (short bursts of packet errors). Table I shows the Markov parameters and , and the average length of a burst of erroneous packets, , for different values of and . It should be stressed here that the parameters given in Table I are computed according to the simplified analytical model of [16] . One may expect to find some discrepancies between these values and the values obtained through actual simulations over the fading channel. The characterization of the packet error behavior induced by fading processes would merit a study by itself, and is beyond the scope of this paper. The fully analytical approach adopted here (Markov modeling of the error process with analytically computed parameters, coupled with the analytical throughput evaluation via Markov analysis) has the advantage of providing results quickly and to allow extensive investigation of the effect of system parameters. Moreover, the results and behaviors observed for more complicated simulation models (where we run the protocol over the actual error process produced by a Rayleigh fading trace) are very similar to the ones observed here, and therefore the potential of the analysis to provide useful insight is preserved. Some more discussion about the modeling of the fading channel is given in [19] . The case of independent and identically distributed (i.i.d.) errors will be also considered for comparison. In this case, the error process is memoryless and . Although motivated by the behavior of the wireless channel, the loss model considered here applies to any environment where the packet loss process exhibits memory, e.g., due to congestion. I.i.d. loss models do not capture this and Markov models are a natural choice in this case.
IV. ANALYTICAL APPROACH
A. Joint Window/Channel Evolution
The analysis is based on a Markov/renewal reward approach. The following discussion, for the purpose of description and to introduce precisely the methodology, will refer to TCP Reno. With minor changes, the following can be adapted to the other versions of TCP, as will be detailed in later subsections.
The joint evolution of the window parameters and the channel state can be tracked by a random process , where and are the window size and the slow start threshold in slot , respectively, and is the channel state (bad, , or good, , corresponding to an erroneous or correct transmission, respectively) in slot . Time is discrete, and the slot (packet transmission time) is the time unit. Unfortunately, this process is not Markov, since its evolution starting from a certain state also depends on other quantities not accounted for in , such as the number of outstanding packets (i.e., packets whose ACK is being waited for) and the "age" of each, implemented through a timeout timer. Incorporating these quantities into the process description would make it Markov but would produce such a large state space as to make its solution impractical.
An alternative is to sample the process appropriately. Specifically, we look for appropriate instants such that is a Markov process. Consider a time slot immediately after a slot in which a timeout timer expired. According to the rules of TCP Reno, at that time the window size shrinks to 1 and all timers are reset, so that, from the point of view of the window adaptation algorithm, no outstanding packets are present. Therefore, at these instants, knowledge of is all there is to know to characterize the window/channel evolution in the future.
Likewise, consider a time slot immediately following a slot in which the loss recovery phase was successfully completed. At this time, by definition, all outstanding packets have been acknowledged, and therefore no timeouts are active. Again, is all there is to know to characterize the window/channel evolution in the future.
Therefore, if we sample the process by choosing as sampling instants 's the slots immediately following those in which either a timeout timer expires or a loss recovery phase is successfully completed, we obtain a process which is Markov. As an additional benefit, we note that, again from the protocol rules, the value of can only be equal to 1 (timeout case) or to (successful loss recovery). Finally, note that the channel state at time can be either erroneous or correct in the timeout case, but can only be correct for a successful loss recovery, which must be ended by a successful transmission. Therefore, the state space of the process is given by (2) where the first set corresponds to timeout and the second set corresponds to successful recovery phase. Note that the total number of states is in this case .
B. Counting of Transmissions and Successes
For the purpose of evaluating metrics of interest, such as throughput, the above information is not sufficient, since it does not track when transmission attempts and successful transmissions occur. Also, it does not track time, since no information is given about the span between successive sampling instants.
In order to be able to characterize these quantities, we consider a semi-Markov process (as defined in [21, Ch. 10] ) which admits as its embedded Markov chain. That is, we label transitions of the chain with transition metrics, which track the (possibly random) events which determine time delay, transmissions, and successes. For a given transition, let be the associated number of slots, the number of transmissions, and the number of successful transmissions (the transition in question will be explicitly identified only when needed).
For this model to be semi-Markov, one must guarantee that the probability distribution of the transition metrics is uniquely determined by the origin and the destination of the transition itself and, once conditioned on the pair , they are independent of past and future evolution. One should observe that while this is rigorously verified for time delays and transmission attempts, it is not for successes, since whether or not a successful transmission is to be accounted for toward throughput depends on whether or not it had been already transmitted and counted in the past. 2 One way around this problem, which we will adopt in this paper, is to consider two ways of counting successes. Whenever there is uncertainty about whether or not a successful transmission should be counted as a true success, counting it will lead to an optimistic throughput evaluation (upper bound), whereas not counting it would lead to a pessimistic throughput evaluation (lower bound). Note that in both cases, the number of successes counted for a transition only depends on when transmissions occur and on the channel state during those slots. Since both quantities evolve according to a semi-Markov processes, the two proposed counting strategies result in semi-Markov processes as well, and provide rigorous stochastic bounds. Tightness of these bounds has been verified to be always very good, so that this technique is very accurate.
As a final comment, we remark that bounding techniques will also be used in some cases to simplify the computation of some metrics. In fact, even though precise computation of all quantities would be possible in some cases, it is much better to replace it with an optimistic and a pessimistic approximations, which give tight bounds with the advantage of being simpler to compute.
C. Semi-Markov Analysis
Let be the th sampling instant determined according to the above rules (without loss of generality, assume .) We define cycle as the time evolution of the system between the two consecutive sampling instants and . The statistical behavior of a cycle only depends on the channel state at time and on the slow start threshold and window size at time . Also, we assume that the process is stationary, so that everything is independent of .
When we look at the evolution of the process during a generic cycle , it is implicit in what follows that system variables are conditioned on , where is the set of all possible values of (state space of the sampled process). For simplicity of notation, let . Let be the first slot of the cycle to contain an erroneous transmission. The probability distribution of , conditioned on the state at the beginning of the cycle, is given by first error at (3) 2 In fact, it is possible that a packet transmission performed with good channel conditions is not acknowledged because older packets were incorrectly received and await retransmission. Further evolution may lead to this packet being transmitted again. Ignoring these cases would lead to incorrect double-counting of some packets.
Let be the system state at time in cycle . Since transmissions in slots were successful, there are no outstanding packets except for the one transmitted at time . Also, by definition we know that the channel state at time is . Finally, according to the protocol rules during the loss recovery phase, the value of the slow start threshold at time , does not play any role in determining the state at the beginning of cycle . 3 Therefore, the state space only consists of the possible values of the window size at time , which is the only quantity to be tracked. The size of is (for even), which results from appropriate quantization of the actual window size (which is a real number in general), as discussed in the Appendix.
The system evolution during a cycle can then be separated into two parts. In the first part, the system makes a transition from a state to a state ; whereas in the second part, the system makes a transition from a state to a state . Due to the feedforward structure of the transitions, we can consider the two parts separately, and then combine the results to obtain the complete description of a full cycle.
More specifically, let be a matrix whose th entry is the transition function associated to the transition from state to state , and analogously let be a matrix whose th entry is the transition function associated to the transition from state to state [21] . The statistics of the system evolution during a cycle is fully characterized by the matrix (4) whose entries are the transition functions associated to transitions from to itself. The variable is in general a vector of transform variables, each of which tracks a quantity of interest. In our case, we set , to track the delay, number of transmissions and number of successes. More precisely, let be the probability that the system makes a transition to state in exactly slots, and that in transmission attempts are performed and transmission successes are counted, given that the system was in state at time 0. Then, we have (5) In particular, the transition matrix of the embedded Markov chain is just given by . The matrix of average delays can be found as (6) 3 According to the rules of the algorithm, W (t ) is determined based on W(n) and on what happens during the loss recovery phase (if any), and W(t ) is either 1 or W (t ). Finally, the channel state is not influenced by the window evolution.
where (7) The averages of the other quantities, , can be found similarly.
According to the theory presented in [21] and [22] , from the above quantities we can compute a number of steady-state performance parameters. In particular, we can evaluate the average throughput as throughput (8) where , are the steady-state probabilities of the Markov chain with transition matrix . The average number of transmissions per slot can be similarly computed, by using instead of , and is related to the energy consumption of the protocol [19] .
Note that, in order to compute steady-state performance from this analysis, knowledge of and of and is sufficient. On the other hand, wherever possible, we will give the full form of the transition functions, which may be useful in further elaborations (e.g., computation of higher moments [21] ).
In the following, we evaluate the transition functions and . The major task here is to correctly identify all possible transitions and the associated transition functions. We proceed in the following way. For each possible system state (transition origin):
1) a set of mutually exclusive events is identified, exhausting all possibilities; 2) for each of those events, based on the origin state and on the protocol rules: a) the destination of the corresponding transition is identified b) the transition function is computed; 3) transitions corresponding to distinct events but leading to the same destination state are combined (i.e., the corresponding transition functions are added), to obtain and .
D. Computation of
Since the first part of a cycle consists of error-free transmissions, and since all versions of TCP considered here have the same window adaptation mechanism as long as there are no errors, the computation of described here applies to all versions of TCP.
Let . The first part of the cycle has a duration of slots with probability . Conditioned on the value of , the value of the window size at time is a deterministic function of and that can be easily tabulated, and is assumed here to be known. Therefore, the window size at time is denoted by (9) Also, conditioned on the value of slots, packet transmissions and packet successes. Therefore, (10) where .
E. Computation of for TCP Reno
The second part of the cycle can also be fully characterized by appropriately labeling transitions and counting events. Unlike in the previous case, does depend on the way the different TCP versions handle packet loss recovery, and therefore it must be computed separately in the various cases. We address the case of TCP Reno in this subsection.
For simplicity of notation, in what follows we let , so that the first slot in the second phase corresponds to time 1. Define as the probability that there are successes in slots 1 through and that the channel is in state at time , given that the channel was in state at time 0. Both a recursive technique and explicit expressions for these probabilities are given in [24] . Note that the functions in that paper are defined in a slightly different way. However, it is straightforward to relate them by noting that and , whereas in the other two cases they are the same.
1) The Case of : If , fast retransmit cannot be triggered, since after the packet lost at time 0, only more packets can be transmitted, and duplicate ACK's will never be received. In this case, timeout timer will expire and the lost packet will be retransmitted in slot . Note that the value of the window size at timeout will still be equal to (recall that duplicate ACK's do not advance the window), so that after timeout the algorithm will set . This event will therefore lead to state with transition function (11) Note that in (11), the quantity is a random variable. In order to find the specific expression for the transition function, we would have to further condition on the random events involved. This would be possible, but very tedious. Instead, we use here a simpler approach, recalling that for our purposes we only need the average of the reward functions on each transition, i.e., in this case, . This is also tedious to compute, but can be easily bounded 4 by noting that cannot exceed the number of successful slots in , so that , where is the -step transition probability of the Markov channel, computed as (12) 4 Bounds obtained in this way proved to be very tight.
2) The Case of : Let us now assume that . The following two cases can occur.
Case 1-Fast Retransmit is Not Triggered:
If fewer than slots in are successful, fast retransmit will not be triggered. The destination values of and will be as in the previous case. Let be the event that there are successful slots in and that the channel state in slot is . From the Markov channel characterization, the following probabilities can be derived:
and . The transition function leading from to state is then given by (13) where and the two terms account for the two possibilities for the channel state at time . The sums are limited to rather than since the number of successes must be less than for the considered case of fast retransmit not triggered.
Case 2-Fast Retransmit is Triggered:
If the th duplicate ACK is received, fast retransmit is triggered right after the th successful slot in . Let be the event that the packet failure at time 0 is followed by consecutive successes, and let be the event that the th success occurs at time and the first loss after the loss in 0 occurs at time (note that since , there must be a packet loss before the th success). The probabilities of these events are given as follows: (14) (15) Case 2a: Consider first the occurrence of the event . Since at time the th duplicate ACK is received, retransmission of that packet is performed in slot .
• If this retransmission is successful, the loss recovery phase is successfully completed, and a new cycle starts at time . In this case, the destination state is 5 and the transition function is given by (16) • If, on the other hand, the retransmission is a failure, the protocol will stop and wait for an ACK which will never be 5 Note in fact that according to Reno's rules, after the Kth duplicate ACK is received, W is set to half the window size Y , and never changed until at last at successful completion of the loss recovery phase the window size is set equal to W = dY=2e.
transmitted, and timeout will eventually resolve the deadlock. In this case, according to the TCP Reno rules, upon receiving the th duplicate ACK the window size will be updated to , so that the new state after timeout is , with transition function (17) Note that the total number of successful transmissions to be counted in this case is , since according to the TCP Reno rules, the successful transmissions will be eventually acknowledged (when the failed packet is finally transmitted successfully) without being retransmitted (in fact, as long as the failed packet keeps failing, the window size remains equal to 1 and no other packets are transmitted).
Case 2b: Consider the occurrence of the event . Successful loss recovery is not possible here, since in TCP Reno, multiple losses in a congestion window lead to deadlock and consequent timeout.
• If the retransmission at time is a failure, a behavior similar to the previous case can be observed, i.e., the next cycle will start in state , with transition function given by (18) where . Note, in fact, that the successful packets consecutively transmitted after the loss at time 0 will be acknowledged (without ever being retransmitted) when that lost packet is eventually received successfully, so that . Also, since packets were successfully transmitted, in the best case they will all be acknowledged without being retransmitted, i.e., .
• On the other hand, if the retransmission at time is successful, all packets preceding the one transmitted at time are acknowledged, and the system will timeout at the end of slot . In this case, the window size at that time will be (the ACK for the successful retransmission causes the window to be further increased by one with respect to the previous case), so that the next cycle will start in state with transition function (19) where . Note in fact that, in this case, the number of successes to be counted is at least one more than before, accounting for the successful retransmission at time , but cannot be larger than .
3) Transition Functions and
: Let be an exhaustive set of mutually exclusive events associated with transitions from state . Also, let be a well-defined function, giving the destination state corresponding to each event in . Note that this requires that events be defined so that the destination is uniquely specified. However, distinct events may lead to the same destination. Also, let the function map each event to the corresponding transition function. We can then formally find the -th entry of the transition function matrix as (20) where is the set of all events leading from to during phase two.
F. TCP OldTahoe and Tahoe
In the case of TCP OldTahoe and Tahoe, there is no fast recovery. In Tahoe, once fast retransmit is triggered, regular transmission is resumed, starting from the first unacknowledged packet. In OldTahoe there is no fast retransmit. The sampling rule for the window evolution therefore needs to be changed in these cases. We still consider the instants immediately following timeout. In addition (for Tahoe only), we also consider the instants in which a retransmission due to fast retransmit is performed.
Consider OldTahoe first. is found as for TCP Reno. For , note that the second part of the cycle, initiated by the loss at time 0, has duration which is deterministically equal to , since every loss can only be recovered by timeout. The next cycle then starts in state with transition function (21) where is upper-bounded by the number of successful slots in , so that, in particular, . Let us now focus on Tahoe. In this case, again, is the same as before. Regarding the computation of , we first observe that all the events considered for TCP Reno and corresponding to no fast retransmit still apply in the case (note, in fact, that Tahoe and Reno differ only after fast retransmit is triggered). Therefore, we only need consider here the case in which fast retransmit is triggered, i.e., the case in which the th successful transmission occurs at time . The next cycle then starts in slot and in state , with transition function (22) where .
G. TCP NewReno
Finally, let us consider TCP NewReno. The only case in which it is different from TCP Reno is when there are multiple losses within the same congestion window and the retransmission performed due to fast retransmit is successful (second bullet of Case 2b above). All other cases are the same as in Reno.
Let us then consider the case in which the loss at time 0 is not followed by consecutive successful transmission (Reno and NewReno are different only when multiple losses occur). Recall the definition of as the event that the th success occurs at time and the first loss after the loss in 0 occurs at time . If the th duplicate ACK is received at time , then besides the first lost packet (at time 0) there are losses in the window. 1) Successful Loss Recovery: If after slot we have consecutive successes, loss recovery is successfully completed, since at time the last packet to be lost is successfully retransmitted and the corresponding ACK will acknowledge all outstanding packets. A new cycle will then start at time in state , since the slow start threshold , after being set to upon reception of the th duplicate ACK, remains unchanged, and is set to upon completion of the loss recovery phase. The transition function corresponding to this event is (23) since all the packets transmitted until the th duplicate ACK is received, plus the very first loss, are acknowledged when the loss recovery phase is completed.
2) Unsuccessful Loss Recovery: Consider now the case in which the loss recovery phase does not end successfully, i.e., after the th duplicate ACK there are less than consecutive successes. It would be possible to extend the analysis by tracking the exact location of the losses by means of a vector , but this leads potentially to a very complicated analysis. Instead, we propose a bounding technique which has about the same complexity of the analysis previously proposed for Reno.
With probability , after the successful retransmission of the first loss, we have exactly consecutive good slots, followed by a failure. After the th success, the value of the window is given by . The initial state of the next cycle corresponds to timeout of the nd loss in the window, since the first have been successfully retransmitted, and is . In order to precisely determine the statistics of the exact time at which the cycle starts, , and channel state in the slot , we would need to know in which slot the nd loss was originally transmitted. Instead, we take two bounding approaches.
• Assume that and that the cycle duration is maximum, i.e., (i.e., the loss which times out occurred right before the th success). Also, let (upper bound) and (lower bound). This situation clearly corresponds to the worst case for all quantities. Note that the window parameters of the destination state are precisely determined, whereas assuming certainly leads to a pessimistic estimate. In this case, the transition function is expressed as (24) • On the other hand, we can assume that , that the cycle duration is minimum, i.e.,
, and that and are maximum and minimum, respectively, i.e., and . This corresponds to the best case, and therefore provides an upper bound to the performance. The transition function in this case is (25) The methodology described in Section IV-C can be applied here to find performance bounds.
V. RESULTS
We now compare the performance of TCP Tahoe, Reno, and NewReno. The OldTahoe version is not considered here because its performance is found to be significantly inferior to that of the other versions [5] . As a concrete example of a channel with memory, we consider the flat Rayleigh fading channel [14] , whose error process is approximated by a two-state Markovian chain as described in [12] and [16] . In particular, the degree of memory of the channel directly depends on the normalized value of the Doppler bandwidth, , where is the maximum Doppler shift [14] and is the packet duration. For comparison, we also consider a memoryless channel.
The values of the normalized Doppler bandwidth, , considered are 0.01, 0.08, and 0.64. At a carrier frequency of 900 MHz and the considered packet duration of about 7.5 ms, an value of 0.01 corresponds to a user moving at a speed of about 1.5 km/h (pedestrian user), and an value of 0.64 corresponds to a user speed of about 100 km/h (vehicular user). When , the fading process is very much correlated (e.g., average packet error burst length of 13 packets for and in Table I ) However, when , the fading is fast and the performance is virtually the same as in the memoryless case (i.i.d. errors). Fig. 1 shows the throughput of both Reno and Tahoe as a function of the marginal packet error probability , for the two cases of and i.i.d. errors. A maximum advertized window size of 6 packets, minimum timeout MTO of 100 packets, and a fast retransmit threshold of 3 are used. Simulation points are also given, showing the accuracy of the analytical approach.
From Fig. 1 Reno's congestion window adaptation algorithm, which is optimized for single packet errors.
In the presence of bursty packet errors, however, two conflicting effects influence the performance. For a given value of the average packet error rate, , clustered errors correspond to fewer error events (each comprising multiple packet errors), and therefore the congestion window is shrunk less frequently than for i.i.d. errors. A second effect takes place depending on the relationship between channel error burstiness and size of the advertized window. In order to trigger a fast retransmit, duplicate ACK's must be successfully received after a packet loss. If packet is corrupted by the channel at time , only more packets can be transmitted, with ( in this case). Therefore, if or more packets are also corrupted, then the congestion window will be exhausted before duplicate ACK's can be generated. The transmitter will then stop and wait for a timer expiration, i.e., the fast retransmit feature is not triggered. This undesirable event is fairly likely if the channel error burstiness is comparable with the congestion window size.
As can be seen in Fig. 1 , for high values of , the beneficial effect overweighs the negative effect, resulting in better performance for correlated errors than for i.i.d. errors. Also the performances of Reno and Tahoe are almost identical at high values. On the other hand, for small values of , the effect of fast retransmit failures may dominate the performance, resulting in degraded performance due to error correlation. This effect can be significant if the channel error burstiness is comparable with the congestion window size (which cannot exceed ). For example, in Fig. 1, with a value of 6 the correlation benefit is not fully exploited for , where packet error bursts span 13 packets on average for (as given in Table I ). In this case, providing a larger than 13 is beneficial. For Tahoe, this is clearly confirmed by the performance plots for in Fig. 2 , where the case is found to perform significantly better than the i.i.d. case at all values of . However, Reno performance is seen to be severely degraded at low clustered errors, and significantly worse than Tahoe in general. This poor performance of Reno when errors are bursty (multiple errors) is in agreement with earlier qualitative predictions in [3] . Fig. 3 gives the performance of NewReno for i.i.d. errors as well as at for and , and (again, simulation checks have been performed and reported in the graph). As in the case of Tahoe, NewReno also benefits from correlation in packet errors ( performance is better than i.i.d. performance), more so when is large. Since TCP Reno is not appropriate for use on correlated fading channels, it is therefore not considered further. A performance comparison of TCP NewReno with TCP Tahoe under different degrees of correlation in the fading process for , and , is given in Fig. 4 (for clarity, simulation marks are not included in this and the following figures). Since both Tahoe and NewReno follow loss recovery procedures different from that of Reno, they both exhibit substantial increase in the mean congestion window width at loss instants when compared to the i.i.d. case. This essentially translates into increased throughput in slow fading compared to i.i.d. fading as can be seen from Fig. 4 . Also, conforming to the results reported in [5] , there is practically no benefit from going from to , both for Tahoe and NewReno. Hence newer versions of TCP like TCP Vegas, which propose to retransmit at the instance of the receipt of the first duplicate ACK itself (i.e., ), may not benefit from such modifications on highly correlated wireless fading channels. The use of selective ACK's (SACK TCP [3] ) has been proposed as a more promising variation. However, it is worth noting that in the environment under consideration, where instantaneous feedback is assumed, SACK TCP and TCP NewReno behave identically, and therefore the results presented for TCP NewReno apply to SACK TCP as well.
As previously mentioned, the proposed analysis could be used to assess the energy consumption performance of various TCP versions. For example, by looking at Fig. 2 in the horizontal direction, one can note that Tahoe and Reno under correlated fading conditions achieve throughput 0.9 at average error rates which are about one order of magnitude apart. Since from Table I we see that a decrease of an order of magnitude of the average error rate corresponds to a 10 dB increase of the fading margin, these results indicate that in these conditions Tahoe may be ten times more energy efficient than Reno, which is a very significant result. The energy efficiency issue is addressed in detail in [19] .
Finally, the impact of ACK delays and losses has also been investigated by ns simulation in order to assess the accuracy of our assumption of instantaneous and error-free feedback. What we found is that for ACK delays of up to 2 slots and for ACK error rates better than 0.01, there is essentially no difference in performance compared to the ideal case. In a local wireless environment, the roundtrip times are such that one or two slots cover all practical cases. Also, ACK's are usually protected against errors, so that assuming an error rate better than 0.01 does not seem too restrictive. For more general scenarios, including the important case of connections with large bandwidth-delay product, the analysis presented in this paper is to be extended.
VI. SUMMARY
We proposed a new analytical approach to computing the performance of TCP, which enabled us to study the bulk throughput of TCP Tahoe, Reno, and NewReno over wireless fading links with memory. We considered a scenario where large blocks of data are to be transferred from a base station to a mobile terminal over a 1.5 Mbps wireless link having negligible bandwidthdelay product. We showed that, as long as sufficiently large advertized window sizes are used, the burstiness in the packet errors on the wireless link caused by slow multipath fading significantly affects the throughput performance of TCP compared to i.i.d. packet errors. More specifically, in correlated errors, TCP Tahoe and New Reno have larger throughput, whereas the throughput of TCP Reno (which is not recommended in this environment) may be significantly worse. We further showed that in such slow fading scenarios, NewReno performs no better than Tahoe in general, mainly due to the high degree of correlation in the fading process. Based on the results for different values of the fast retransmit parameter , it may also be argued that other enhanced versions of TCP (such as Vegas) may not offer any significant improvement on highly correlated wireless fading channels. This fact, together with the observation that TCP performance depends significantly on the channel error correlation, leads us to our final conclusion. A clever design of the lower layers that preserves error correlations (naturally present on wireless links because of the fading behavior) could be an attractive alternative to the development or the use of more complex TCP algorithms. Results for the energy consumption performance of the protocols show that, unlike throughput, this metric may be very sensitive to the TCP version used and on the protocol parameters [19] .
Topics of ongoing investigation include the study of the effect of using a link-layer FEC/ARQ scheme, and the effect of other physical layer parameters (e.g., packet size) on the overall TCP performance. Other performance metrics besides throughput (e.g., delay) are also being considered [23] .
APPENDIX QUANTIZATION OF THE WINDOW SIZE
The window size at time , denoted with , is a real number in general, due to the increment rule during the congestion avoidance phase. In order to select an appropriate set to represent the value of , observe that what matters for the future evolution of the protocol are the two quantities (which counts how many more packets can be transmitted) and (which determines the value of the window size and window threshold after loss recovery).
Therefore, any two values of which result in the same values of the above two quantities do not need to be distinguished in . It can be seen that the following partition on the real numbers between 1 and (the possible values of the window size) satisfies this constraint:
, where has been assumed even. In this case, the size of is equal to .
