This paper presents a novel approach, we term Speaker2Vec, to derive a speaker-characteristics manifold learned in an unsupervised manner. The proposed representation can be employed in different applications such as diarization, speaker identification or, as in our evaluation test case, speaker segmentation. Speaker2Vec exploits large amounts of unlabeled training data and the assumption of short-term active-speaker stationarity to derive a speaker embedding using Deep Neural Networks (DNN). We assume that temporally-near speech segments belong to the same speaker, and as such a joint representation connecting these nearby segments can encode their common information. Thus, this bottleneck representation will be capturing mainly speaker-specific information. Such training can take place in a completely unsupervised manner. For testing, our trained model generates the embeddings for the test audio, and applies a simple distance metric to detect speaker-change points. The paper also proposes a strategy for unsupervised adaptation of the DNN models to the application domain. The proposed method outperforms the state-of-the-art speaker segmentation algorithms and MFCC based baseline methods on four evaluation datasets, while it allows for further improvements by employing this embedding into supervised training methods.
Introduction
Learning speaker-specific characteristics is a very important requirement in many applications like speaker segmentation and clustering [1] , speaker verification [2] , and speaker recognition [3] . Speech features, like other high dimensional data, generally concentrate around a comparatively low dimensional representation or manifold [4] , [5] . In recent years, many researchers have been working on finding these representations in speech to learn phoneme-level as well as speaker-specific characteristics [6] , [7] . Speaker2Vec is designed to learn a speakercharacteristics manifold from unlabeled training data that even include multi-speaker audio streams. In this manifold, we expect speech samples of the same speaker to appear closer than they do in the raw feature space. Given any small segment (say 1 second) of speech, a trained Speaker2Vec model can find its latent "representation vector" or "embedding" which contains mostly speaker-specific information. In this paper, we have chosen speaker segmentation as a specific test case for evaluation, but we believe that the learned representations can also be used in many other applications.
Speaker segmentation (sometimes known as speaker change points detection) [1] , [8] refers to the task of dividing an audio signal into multiple audio chunks such that each of them denotes a speaker homogeneous region. It has numerous applications in the fields of speaker diarization [9] , [10] , speaker tracking [11] and automatic speech recognition [12] . The stateof-the-art unsupervised speaker segmentation approaches are based on measuring the statistical distance between two consecutive windows in the audio signal. Some popular distance metrics are ∆BIC [13] , KL or KL2 divergence [14] , GLR [15] and Gaussian divergence (GD) [16] . These classical methods almost always use some low level acoustic features like MFCC [17] or PLP [18] for signal parameterization. In spite of the high distinctive capability of the distance metrics, sometimes MFCC or PLP fail to capture speaker characteristics especially in noisy scenarios or in audio streams containing similar sounding speakers.
Therefore, many researchers have investigated better ways of generating speaker-specific representations and consequently improving speaker segmentation. Deep neural networks [4] and deep auto-encoders [19] have been shown to perform quite satisfactorily for this task. The weights of the bottleneck or code layer [19] of an auto-encoder have been used as speaker embeddings [20] or representation vectors by many researchers for speaker segmentation, diarization and classification tasks. For example, [20] generated speaker embeddings using a DNN in supervised fashion by reducing the speaker misclassification error, and then employed those embeddings for speaker segmentation and clustering. A deep neural architecture consisting of two subnets was proposed in [7] for learning speaker characteristics using a loss function based on whether two input frames come from the same speaker or not. The model achieved promising performance for speaker segmentation task even when training and test sets were chosen from separate corpora. Yella and Stolcke [21] described multiple DNN architectures including autoencoders to extract features for speaker diarization.
In spite of various novelties of the aforementioned methods, there are some limitations associated with them. Most of the methods need labeled training and validation data, which puts an upper bound to the amount of available training data in many scenarios. Consequently, these models might suffer from lack of robustness when the acoustic environment of the test audio is different from that of the training. Also, there is no way we can adapt these models to the test domain until we manually label some portion of the test audio.
The proposed Speaker2Vec framework tries to tackle these problems. We train a DNN on unlabeled data to learn a speakercharacteristics manifold, use the trained model to generate embeddings for the test audio, and use those embeddings to find the speaker change points. The main novelties of our work are the followings:
• The model doesn't require any labeled training data (no binary labeling of same/different speakers as used in [7] and [21] , no multi-speaker labeling of different audio segments as used in [20] ; and also no continuous labeling of speaker change points in the audio stream as used in [22] ) for the learning phase.
• The proposed method is highly scalable. The DNN model can be expanded and trained with virtually unlimited amount of public domain audio data available from some sources like YouTube and LibriVox.
• We also propose a completely unsupervised domain adaptation technique which showed very promising results in our experiments.
• Any kind of voice activity detection (VAD) [23] information is not needed for training.
Methodology
We employ an auto-encoder to learn the speaker-characteristics manifold, but instead of reconstructing the input, we try to reconstruct a small window of speech from a temporally nearby window. Our hypothesis is that given the two windows are from the same speaker, the auto-encoder should be able to filter out all unnecessary features and capture the most common information between the two windows i.e. the speaker-characteristics and encode them in its embedding layer. This task remains simple for single-speaker audio streams, but seems to be difficult for unlabeled multi-speaker audio. We have the following motivation to move forward.
Unsupervised learning of speaker characteristics

Motivation: short-term speaker stationarity hypothesis
It is based on the simple notion that given a long audio stream containing multiple speakers, it is very unlikely that the speaker turns will occur very frequently (for example, every 1 second). So, if we consider pairs of two adjacent windows of small size, in most pairs, both windows will belong to a single speaker. There will be some pairs having windows from two different speakers (those actually contain the speaker change points), but the number of such pairs will probably be small compared to the total number of all pairs of adjacent windows. As we consider more and more data from various domains, the probability of getting more and more single-speaker window pairs increases. Now, we can take all the pairs to train an auto-encoder [4] , [19] so that it learns the speaker manifold as described below.
Training framework
We use an auto-encoder having (2K + 1) hidden layers, where the (K+1) th layer is the embedding layer. Let's assume that we have extracted frames of MFCC feature vectors from an audio stream. We consider all pairs of adjacent windows w1 and w2, each of length d frames. Two consecutive pairs are separated by ∆ frames as shown in Figure 1 . Each pair becomes a training sample (input and output) for our auto-encoder. For every pair, w1 goes to the input layer of the auto-encoder, and w2 goes to the output. The auto-encoder tries to reconstruct w2 from w1 by minimizing a loss function
where f (.) is an encoder function which produces the embedding layer h = f (w1), g(.) is a decoder function which produces the output o = g(h), L(.) is a scalar loss function such as mean squared error. This framework enables us to exploit longer context to capture speaker characteristics, and compress them into a lower dimensional vector representation. Different values of d and ∆ employed in our experiments are reported in Section 3.3. 
Evaluation: Speaker segmentation
We use speaker segmentation as the task for evaluating Speaker2Vec. We just need the encoder part of the trained model for it. A window of d frames is traversed along the test audio stream with a shift of 1 frame. Every window is applied to the DNN model to generate an embedding h for that particular window. Now, these embeddings are used for segmentation instead of the original MFCC features. The segmentation algorithm (similar to the one used in [7] ) can be summarized as follows.
1. Obtain a divergence curve by measuring the KL divergence between two adjacent windows and sliding them over the embeddings.
2. Normalize the divergence curve and apply a low pass filter to smooth it.
3. Detect the peaks of the divergence curve by using threshold TKL (varies between 0 and 1).
We keep the segmentation algorithm very simple (single pass, no refinement, and asymmetric KL divergence [14] ) to verify the distinctive ability of the speaker embeddings.
Transfer learning [24]: Unsupervised domain adaptation
We use the following two-pass algorithm for adapting a trained DNN model to the test data in a completely unsupervised way.
1. Find the speaker change points by the trained DNN model as described in Section 2.2.
2. Get all possible speaker homogeneous regions.
3. Retrain the same DNN again on these homogeneous segments of speech.
There might be some errors made by the model in step 1, but we only care about speaker homogeneous regions. So, we oversegment the test audio in the first step (by setting a particular value of TKL as discussed in Section 3) so that we detect as many speaker change points as we can. We don't use segments smaller than 2d frames for adaptation.
Experiments
Training datasets
The first two columns of Table 1 describe the training datasets. We will refer to the trained Speaker2Vec models by the names of their training datasets. The TED-LIUM data is expected to fit well for training since each audio file contains speech mainly from a single speaker. To validate our hypothesis of short-term speaker stationarity more strongly, we have used a comparatively larger amount of various types of audio from YouTube. The reason for choosing YouTube is two-fold. First, we can get a virtually unlimited supply of data. Second, we can have speech samples from diverse conditions. For example, our YouTube datasets have varying acoustic environments including single-speaker monologues, multi-speaker discussions, movies, speech with background music, both in-studio and outof-studio conversations etc. It also has audio from different languages including English, Spanish, Hindi and Telugu. We have used TED-LIUM development dataset [25] to stop the training before the model overfits to the training data (for all training sets).
DNN architectures
We have used two auto-encoder architectures by using K = 2 and 3 ( Figure 1 ). The smaller network has been separately trained on TED-LIUM and YouTube datasets, while the bigger one has been trained on YouTubeLarge dataset. The number of neuron units in different layers from input to output are The length of the embedding layer has been set to 40, which makes it equivalent to the adopted MFCC dimension (discussed in Section 3.3). We have used ReLU activations for the hidden layers, and linear activations for the output layer. Logarithmic mean squared error has been used as error metric L(.). The last two columns of Table 1 show number of hidden layers and total number of parameters for the encoder parts of the DNN models.
Experimental setting
We have adopted 40 dimensional high definition MFCC features extracted from 40 mel-spaced filters over a 25ms hamming window with a shift of 10ms using Kaldi toolkit [26] . We have used d = 100 frames (1s) for all training scenarios. This makes the size of input and output layers of the DNN models to be 4000. We have chosen ∆ = 50 frames (0.5s) for TED-LIUM, and ∆ = 200 frames (2s) for YouTube datasets (we could get enough training samples even with this increased ∆ for YouTube datasets, and this completely removed overlap of samples). For segmentation, we have used two adjacent windows, each of size 1s, and slid them with a shift of 1 frame to achieve maximum resolution. For the first step of domain adaptation, TKL has been experimentally set to 0.5. This threshold over-segments the test audio so that we get as many pure homogeneous segments as we can.
Results and discussions
Distinctive capability of the speaker embeddings over MFCC
Three datasets from very different acoustic conditions have been chosen to evaluate the performance of the proposed method. The first one has been artificially generated by taking 200 random utterances (extracted using the timestamps provided in the transcriptions) from TED-LIUM evaluation data. The second one is the NIST RT-06 conference meetings data (we have used the hsum audio files) [31] . The third set has been built by randomly picking 12 sessions (2.07 hours of audio) from the Couples Therapy Corpus [32] , which has spontaneous conversations between husband and wife. The low SNR, poor performance of forced alignment systems [33] , and our own requirements have inspired us to use this for evaluation. Table 2 shows the results in terms of equal error rates (EER) as defined in [27] . Each tuple denotes mis-detection rate (MDR) and false alarm rate (FAR). Four baseline methods have been chosen. The first three use 13 dimensional MFCC features and apply BIC [13] , Gaussian divergence (GD) [16] and KL2 [14] metrics respectively. The fourth algorithm uses the 40 dimensional MFCC features we use in our method, and directly applies the same KL divergence we have adopted. We have used forgiveness tolerance [8] of both ±0.5s and ±0.25s for RT-06 data to see the performance of our model as it decreases. For all other datasets, ±0.5s is used similar to other works [8] , [29] .
We can see from Table 2 that the embeddings consistently perform much better than MFCC. The last row shows the absolute improvements in mean EER over the best baseline methods obtained by different Speaker2Vec models averaged across all test datasets. The TED-LIUM model, the best among unadapted models, achieves a 9.92% absolute improvement. The unsupervised adaptation on test data gives some boost in the performance. We obtain 11.72% and 11.14% absolute improvements Figure 2 shows the ROC curves [34] obtained by different algorithms on TED-LIUM test dataset. One important point is that even though the TED-LIUM model performs best for the TED-LIUM test data (which is expected), the YouTube models give competitive results, and they perform much better than the baselines.
Comparison with other state-of-the-art works
To compare the performance of the proposed method with more sophisticated speaker segmentation algorithms, we have adopted TIMIT dataset [35] . We have created ten artificial dialogs by randomly choosing speakers from the dataset. We have removed the inter-speaker silence regions similar to [29] to make the problem more challenging. Table 3 tabulates the characteristics of the artificial data created from TIMIT corpus for evaluation in different papers, along with their learning strategies, F1 scores [29] , and EERs. We achieve 6% and 7% absolute increments in F1 score over the best published work [30] with adapted YouTube and TED-LIUM models respectively.
Conclusions and future directions
In this paper, we have proposed a novel method for learning a speaker-characteristics manifold in an unsupervised manner.
We have also proposed a strategy for unsupervised domain adaptation. The Speaker2Vec embeddings performed quite well in speaker segmentation, evaluated on different datasets from varying acoustic environments, even with a very simple distance metric. One major benefit is that these embeddings can be used in any speaker segmentation or diarization system just by replacing MFCCs with the embeddings. We have three major future directions from here. We are working towards extending this work to diarization, where we will use the speaker change points generated by the proposed system, and do a clustering on top of that. We will be applying the embeddings for speaker recognition tasks [3] as well. We can also use the proposed approach in some different domain where scarcity of large amount of labeled data is a major issue. We already have some promising results in learning behavior manifolds from unlabeled audio [36] . Given the easy availability of large amount of unlabeled data, unsupervised deep learning like this can give even better results than supervised methods trained on some specific datasets. 
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