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1. INTRODUCTION
This article treats an important case in the classification of integral table
Ž .algebras ITAs with a standard distinguished basis which has no nontrivial
linear elements and which has a faithful nonreal element of degree 3. The
resolution of this case is presented as Theorem 1 below. Theorem 1 and a
Ž  .result of Arad et al. the main theorem of AAFM , together with
 Theorem A of B2 , determine these algebras up to exact isomorphism.
The full classification is stated explicitly below in Theorem 2. Theorem 3
contains an application to the algebraic structure of certain commutative
association schemes.
This introductory section presents, after a brief summary of terminology
and notation, the families of ITAs which occur in the conclusions of
Theorems 1 and 2. The theorems are then stated, and it is shown why
Theorem 2 is an immediate consequence of Theorem 1, the Main Theo-
   rem of AAFM , and Theorem A of B2 .
       The reader is referred to AAFM or to any one of B1 , BX1 , or BX2
for the definitions of the terminology and notation for table algebras which
are used in this paper. We note here only the following:
Ž .Let A, B be a table algebra, and let denote the postulated automor-
phism of the -algebra A which stabilizes the table basis B and which has
order at most 2. Let  denote the structure constant which correspondsabc
to a, b, c B, so that abÝ  c. The values of the degree homo-cB abc
  Ž .morphism A are denoted by x for all x A. So if A, B is an ITA
  4   then     0 and a   for all a, b, c B. Now B is calledabc
484
0021-869300 $35.00
Copyright  2000 by Academic Press
All rights of reproduction in any form reserved.
INTEGRAL TABLE ALGEBRAS 485
  Žstandard iff b   for all b B, and B is called homogeneous ofbb1
.  4    4degree  0 iff B 1 and b   for all b B	 1 . Table bases B1
Ž .and B are termed exactly isomorphic denoted B 
 B iff there is a2 1 x 2
bijection between B and B which preserves structure constants.1 2
Ž .A table subset  C B is defined by the property that Supp xyB
Ž² : . C for all x, y C. Then 1 C, C C, and C , C is again a table
Ž n.algebra. For any c B, B  Supp c is a table subset of B, andc n 0 B
c is called faithful iff B  B. An element b B is called linear iffc
Ž .  4Supp bb  1 ; the set of all linear elements of B is a table subset
Ž . Ž .  denoted L B . If A, B is a standard ITA then b is linear iff b  1.
If C B is a table subset, there is an idempotent e e which isC
Ž   .  4proportional to Ý c  c, and there exists a subset b  B which iscC cc1 i
Ž . Ž . Ž .stable under , such that  Supp b e  B, Supp b e  Supp b e  ifi i i j
Ž    .  4i j, and for all b B, be b b b e for some i. For BC b e , iti i i
Ž .follows that Ae, BC is a table algebra, called the quotient of B by C, and
Ž .for each b B, Supp be is called a coset of C in B. Since any b may bei
replaced by another element in its coset, BC is determined here only up
   to scalar multiples. See B1 or AAFM .
 EXAMPLE 1.1 BX1, Example 3.3 . Fix integer n 0 and real number
Ž . 1. The basis T  for an n 2-dimensional vector space is denotedn
 4 Žas 1,  ,  , . . . ,  , and multiplication where 1 is the multiplicative iden-0 1 n
.tity is defined by
  1 2    1 2  , if i j n ,Ž . Ž .Ž . Ž .i j ij1
  1  1 2   , if i j n ,Ž . Ž .Ž .   0 ni j   1 2    1 2  , if i j n.Ž . Ž .Ž . Ž .i jn ijn1
Ž .Then T  is a standard basis for a homogeneous table algebra of degreen
 and is integral when  is an odd integer. Each  is faithful, and  i i ni
  Ž .for all i. It is noted in B2, Remark 6.6 that T  is exactly isomorphic ton
the BoseMesner algebra of an association scheme only if n 0 or 1, and
 an explicit proof for  3 is given in B2, Proposition 6.5 .
The next example is a special case of the notion of a wreath product of
  Ž .table algebras, which is defined in AFM for generalized table algebras
 and recalled in AAFM . The description here in terms of structure
constants suffices for our purposes.
EXAMPLE 1.2. Fix integer n 2 and real number  2. Let basis
n1˙ 4  4V     1, h  t ,Ž . n i i1
a set of n 1 vectors. Define products as
h2   1  1  2 h , ht  t h  1 t for all i ,Ž . Ž . Ž .i i i
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and reading subscripts modulo n,
t , if i j n ,i j
t t i j ½  1 h , if i j n.Ž .
It is easy to verify that this multiplication yields an associative, commuta-
tive algebra A over  with an automorphism such that h h and
Ž Ž . .t t for all i. Furthermore, A, V    is a table algebra with ai ni n
    Ž .standard basis in which h   1 and t   for all i. Clearly V   i n
is integral iff  . Note that t is faithful and t  t if n 3. For each1 1 1
Ž Ž . Ž .. Ž .  4n 2, the pair V    , V  , where V   1, h , is an example of an
 generalized CF-pair as defined by Arad and Fisman AF .
EXAMPLE 1.3. Fix integer n 2. We denote a basis G of cardinalityn
3n 1 by
n nn1˙ ˙ ˙ 4  4  4  4G  1, h  t  a  bn i i ii1 i1 i1
and define multiplication as follows: the products among h and the t arei
Ž . Ž .as in V 3   , so that V 3   will be a table subset of G . Now wheren n n
subscripts are read modulo n and where omitted products are implied by
commutativity, define for all 1 i n and 1 j n 1
a h b , a t  a  b ,i i i j ij ij
b h 2 a  b , b t  2 a  2b .i i i i j ij ij
Also, for all 1 i, j n, define
2 a  t , if i , j, i j n , i j ij
3  1 b , if i , j n and i j n ,na a i j b  t , if i n and j n ,i i3  1 2 a , if i j n ,n
2b  2 t , if i , j, i j n , i j ij
3h 2 a  b , if i , j n and i j n ,n n2 a  b  2 t , if i n and j n ,b a  i i ii j
2 a  b  2 t , if i n and j n ,j j j3h 2b , if i j n ,n
4a  2b  4 t , if i , j, i j n , i j ij ij
6  1 3h 2 a  3b , if i , j n and i j n ,n nb b i j 3b  2 a  4 t , if i n and j n ,i i i6  1 3h 4a  2b , if i j n.n n
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Ž .It is verified in Section 3 Theorem 3.20 that G is a standard basis for ann
 ITA in which a a and b b for 1 i n, a  a , b  b , a  3,i ni i ni n n n n i
 and b  6 for 1 i n; a is faithful, and a  a if n 3. We alsoi 1 1 1
Ž .show Theorem 3.23 that only when n 3 is G the BoseMesnern
algebra of an association scheme.
EXAMPLE 1.4. Let G and H be finite groups with H abelian. Suppose
Ž .  4 Ž .  4that G acts on H as automorphisms, with C H  1 and C G  1 .G H
Ž .Define O G, H as the set of orbit sums, from the action of G on H, in
Ž . Ž .Gthe group algebra H. Then O G, H is a basis for H , the set of fixed
ŽŽ .Gpoints of the G-action induced on H. It is easily seen that H ,
Ž .. Ž .O G, H is an ITA with O G, H standard, and the degrees coincide with
Ž .the orbit lengths. In fact, O G, H is a table subset of the table basis of
Ž .conjugacy class sums Cla HG .
Ž .  The special case of O  , H played a significant role in AFMM and3
 B2 , where the homogeneous ITAs of degree 3 with a faithful element and
no nontrivial linear elements were classified.
Ž . Ž .  4Suppose that A, B is an ITA with B standard and L B  1 and that
  Ž .some a B is faithful with a  3 and a a that is, a is nonreal . The
structure of B depends upon the decomposition of aa as a linear combina-
tion of elements of B. Since B is standard, the possibilities for aa may be
Ž Ž . .summarized as see 2.3 below
 aa 3  1 3h , for some h B with h  2, 1.5iŽ .
   aa 3  1 c d , for some c, d B with c  d  3, 1.5iiŽ .
 aa 3  1 b , for some b B with b  6. 1.5iiiŽ .
Ž . Ž .  Cases 1.5i and 1.5ii are studied and resolved in AAFM , as we
Ž .describe a bit later in this Introduction. The analysis of 1.5iii is the main
subject of this paper. Our result is the following, where S denotes the3
symmetric group on three letters.
Ž .THEOREM 1. Assume that A, B is an ITA such that B is standard and
has no nontriial linear elements. Suppose also that there exists a faithful
 element a B with a  3, a a, and aa 3  1 b for some b B with
  Ž .b  6. Then B
 G for some n 3 or O S ,   for some m 4.x n 3 m m
Remark 1.6. The proof of Theorem 1 requires the use of a uniersal
coer analogous to the one employed for homogeneous ITAs of degree 3
   in AFMM and B2 . In those works, the cover was the infinite dimen-
sional algebra with basis the orbit sums in the group algebra V of a
fixed-point-free action of  on V, where V is the free abelian group of3
rank 2. In this paper, the cover has basis the orbit sums from an action of
Ž .S the symmetric group on V. In both cases, the key idea is to show that,3
after some structures are excluded from the analysis, the given algebra
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must be a homomorphic image of the cover in a suitable way. The proof in
 AFMM is a prototype for much of the argument in this article. But the
proof of Theorem 1 is significantly complicated by the nonhomogeneity of
the degrees in the unknown algebra, where a priori there is no upper
bound on these values. We see from the conclusion, however, that the
nontrivial degrees are limited to 2, 3, and 6.
The next result is an immediate consequence of the main theorem of
   AAFM and Theorem A of B2 .
  Ž .THEOREM 1.6 AAFM . Let A, B be an ITA such that B is standard,
has no nontriial linear elements, and contains a faithful nonreal element a of
degree 3.
Ž . Ž . Ž .a If 1.5i holds then B
 V 3   for some n 3.x n
Ž . Ž . Ž . Ž .b If 1.5ii holds then B
 T 3 for some n 1 or O  , H forx n 3
some abelian group H of rank at most 2.
Ž .The combination of 1.5 , Theorem 1.6, and Theorem 1 immediately
yields
Ž .THEOREM 2. Assume that A, B is an ITA such that B is standard, has
no nontriial linear elements, and contains a faithful nonreal element of degree
Ž . Ž .3. Then B is exactly isomorphic to one of V 3   for some n 3, T 3n n
Ž .for some n 1, G for some n 3, O  , H for some abelian group H ofn 3
Ž .rank at most 2, or O S ,   for some m 3.3 m m
Remark 1.7. The points of intersection among the families listed in the
Ž .conclusion of Theorem 2 are precisely the following: V 3   
3 x
Ž . Ž . Ž . Ž .O S ,   , T 3 
 O  , , and G 
 O S ,   .3 3 3 1 x 3 7 3 x 3 6 6
Ž .As noted in Examples 1.1 and 1.3, neither T 3 for n 1 nor G forn n
Žn 3 occurs as a BoseMesner algebra. The definitions of association
.scheme and BoseMesner algebra are recalled in Section 3. So the next
result follows at once from Theorem 2 and Remark 1.7.
THEOREM 3. Suppose that a commutatie association scheme has a
connected nonsymmetric relation of alency 3 and that each nondiagonal
relation has alency at least 2. Then the BoseMesner algebra of the scheme is
Ž . Ž .exactly isomorphic as a table algebra to V 3   for some n 3, O  , Hn 3
Ž .for some abelian group H of rank at most 2, or O S ,   for some3 m m
m 3.
Remark 1.8. Hirasaka considered primitive commutative association
schemes with a nonsymmetric relation of valency 3 or 4 and determined
 the possible graphs induced by this relation on the underlying set H1, H2 .
Since Theorem 3 above identifies the BoseMesner algebras of the primi-
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tive commutative association schemes with a nonsymmetric relation of
valency 3, the complete determination of such schemes seems feasible
through the combination of these results. Hirasaka has now determined
such schemes with the use of the results of this article.
The rest of the paper is organized as follows. Some known facts are
recalled and general results are proved in section 2. Section 3 shows that
Ž .the family of algebras G exists Theorem 3.20 and does not arise fromn
Ž .association schemes for n 3 Theorem 3.23 . Sections 49 contain the
proof of Theorem 1.
Much of the work for this article was done while the author visited
Bar-Ilan University in Ramat Gan and the Technion in Haifa during
JanuaryMarch 1998. The author thanks both institutions for their support
and hospitality.
2. PRELIMINARY RESULTS
Ž .  Let A, B be a table algebra. As in B1, Propositions 2.4 and 2.5 there
Ž .is a positive definite Hermitian form , on A with the following
Ž . Ž .properties: B is an orthogonal set with respect to , ; b, b   for allbb1
Ž .b B; and for all a, c A and all b in B the real span of B ,
ab, c  a, bc . 2.1Ž . Ž . Ž .
Each xB has the form xÝ x b, for unique coefficientsbB b
 x . For all x, yB, following AFMM we defineb
x y x  y for all b B.b b
Ž . Then it is immediate from 2.1 that for all a, b, c B and all  ,
1
b ac  b , b c, c c ab. 2.2Ž . Ž . Ž .
 The following result is a special case of Proposition 5.1 of AFM . It is
Ž .an easy consequence of 2.1 .
Ž .PROPOSITION 2.3. Suppose that A, B is an ITA with B standard. Let
a, b, c B such that c has coefficient  in the decomposition of ab. Then
Ž    .   Ž    .  Ž . LCM a , b   c . In particular, if GCD a , b  1 then Supp ab  1.
Ž .PROPOSITION 2.4. Suppose that A, B is an ITA with B standard.
 4 Ž . Ž .  4Assume that a, b B	 1 such that Supp aa  Supp bb  1 . Then
Ž .each element of Supp ab appears in the decomposition of ab with coefficient
Ž    .1. Furthermore, if GCD a , b  1 then ab B.
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Proof. Write ab  Ý  c, with each   . Thenc SuppŽ ab . c c
        2   Ž .Ý  c  ab  a b , while Ý  c  ab, ab c SuppŽab. c c SuppŽab. c
Ž . Ž . Ž . Ž .  4 Ž .aa, bb by 2.1 . But if Supp aa  Supp bb  1 , then aa, bb 
Ž     .    .   2  a 1, b 1  a b . Therefore, Ý c Ý c , which implies that   1c c c
Ž .for all c Supp ab ; the first assertion follows. The second statement is
then immediate from Proposition 2.3.
Ž .LEMMA 2.5. Suppose that A, B is an ITA with B standard. Assume that
   a, b B with a  b   1. Assume also that ab  c d for some
  c d B and  ,   and that  d   . Furthermore, suppose that
 4  aa bb 1  g for some g B	 1 . Then d  1;. that is, d is linear.
2       Proof. The hypotheses yield that  c  ab  d     aa 
       1   g . Thus, c  g . Furthermore,
2 2    c   d   c d ,  c d  ab, ab  aa, bbŽ . Ž . Ž .
2 2   1  g , 1  g     g .Ž .
2   2    Hence,  d   . Then  d   implies that   and d  1.
 The next result is a mild generalization of Theorem 2.3 of AAFM .
Ž .THEOREM 2.6. Suppose that A, B is an ITA with B standard. Fix an
 4integer  3 and assume that the minimal degree for an element of B	 1 is
 4     1. Assume further that there exist h, u , u  B	 1 such that u  u1 2 1 2
Ž  .   , GCD , h  1, and h u u . Then h   1, u  u , u u 1 2 2 1 1 2
Ž . Ž . 1 h , and B 
 V    for some n 1.u x n1
Proof. Let h have coefficient  in the decomposition of u u . Then1 2
  Ž  .Proposition 2.3 implies that    h . Since by hypothesis GCD , h 
      21,   . Since h   1 by hypothesis and  h  u u   , it follows1 2
that
 h   1 and  . 2.6aŽ .
Ž .    Now u  hu by 2.2 . So Proposition 2.3 and u  u imply that1 2 1 2
  Ž . Ž . Ž .hu  h u   1 u . By 2.2 , hu   1 u . Therefore, hhu 2 1 1 1 2 1
2ŽŽ . . Ž .   Ž .h  1 u   1 u . So wu  w u for all w Supp hh , and by2 1 1 1
  Ž .symmetry of hypothesis, wu  w u as well. So for i 1 or 2, 2.12 2
Ž . Ž .  Ž .      implies that u u , w  u , wu  w u , u  w u . Since w   1i i i i i i i
 Ž .  4 if w 1 and u u 1, it follows that Supp hh 	 1  1 and for i 1, 2,i i
  4u u   1 w , where Supp hh  1, w , w   1,Ž . Ž .i i
2.6bŽ .
u w  1 u , hh  2 w  1 1.Ž . Ž . Ž .i i
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Ž .Suppose that u  u . Then 1 u u . It follows from 2.6a and the2 1 1 2
 4hypothesis on minimal degree that u u  h , for some   B	 h1 2
  Ž .  with   . By 2.6b and Lemma 2.5,   1, which is a contradiction.
Therefore, u  u and hence h w h.2 1
 4 Ž .Let   B 	 B . Since B B is abelian and B  1, h by 2.6b ,u h u h h1 1
        1  h , where   and   1     1 . 2.6cŽ . Ž . Ž .
Ž . Ž . Ž .    Ž   .Hence by 2.1 , h ,   h,    h     1 . Thus,
   h    1  and h   . 2.6dŽ . Ž .
  Ž .Suppose that    1. Then 2.6c implies that   hh, and from
Ž . Ž .  2.6d , h   2   g for some g B 	 B , g  , and g   1.u h1
 But Lemma 2.5 implies that g  1, another contradiction. Therefore
    Ž .   Ž .  , for all   B 	 B . Since h   1  , it follows from 2.6du h1
that
    and h   1  for all   B 	 B . 2.6eŽ . Ž .u h1
 4Hence, the coset B equals  , for all   B 	 B .h u h1
Ž m.Since B B is abelian, Supp u is contained in a single coset of Bu h 1 h1
Ž n.for each m 0. Let n be the minimal integer such that Supp u  B . It1 h
Ž . Ž m.  4follows from 2.6e that for each m with 1m n, Supp u   for1 m
 4 Žsome   B 	 B ,   u , B 	 B   ,  , . . . ,  a set of n 1m u h 1 1 u h 1 2 n11 1
.distinct elements , and for all 1 i, j n with i j n,    i j ij
Ž . Ž .read i j modulo n . It now follows easily that B 
 V    .u x n1
Ž .COROLLARY 2.7. Suppose that A, B is an ITA with B standard. As-
 sume that  is a prime integer with  3 such that    1 for all
2 4   Ž .    B	 1 . If a B, a a, a  , and d Supp a , then   d .
  Ž  .Proof. Since a a, d 1. If  d then GCD , d  1, since  is a
prime. Then by Theorem 2.6, with u  a u and h d, we have1 2
a u  u  a, which contradicts our hypothesis.2 1
Ž .PROPOSITION 2.8. Suppose that A, B is an ITA with B standard.
 Assume that  is a prime integer with  3 such that    1 for all
 4  4      B	 1 . If a, b, h B	 1 with a a, a  , h   1, and ab h,
then b b.
Proof. Suppose toward a contradiction that b b. By hypothesis and
2 2Ž . Ž . Ž . Ž .2.2 , b ah. Hence, b b ah. Thus, 0 b, b  ah, ah  h , a ,
2 2Ž . Ž . Ž .by 2.1 . So there exists some d Supp h  Supp a . Since a a,
   d by Corollary 2.7. Let  be the coefficient of d in the decomposi-
2    tion of h . Then Proposition 2.3 yields that  1 h   d . Therefore,
Ž .   Ž .2  2     1   d . But this contradicts  1  h   d .
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Ž .LEMMA 2.9. Suppose that A, B is an ITA with B standard. Assume that
   4 is a prime integer with  3 such that    1 for all   B	 1 . If
    Ž .a, d B with a  d   and aa 1  1 d, then a a.
Proof. Suppose toward a contradiction that a a. Then Corollary 2.7
implies that for some t 1, a2 Ýt  w , where each    and thei1 i i i
  w are distinct elements of B with w    for some    . Theni i i i
Ýt    . Nowi1 i i
22   1  1  1 d , 1  1 d  aa, aaŽ . Ž . Ž . Ž .Ž .
t
2 2 2 a , a    .Ž . Ý i i
i1
Hence, 2   1Ýt 2 , so thati1 i i
t
2 2  1     . 2.9aŽ .Ž .Ý i i i
i1
But if t 1,
2t t
2 2 2        2    Ý Ý Ýi i i i i i j jž /
i1 i1 1ijt
t
2     ,Ž .Ý i i i
i1
Ž . Ž . 2 2which contradicts 2.9a . If t 1, then 2.9a implies that   1  1 1
      , which is another contradiction.1 1 1
The next result is not needed for the proofs of the main theorems of this
article. We include it anyway, as it may be of independent interest.
Ž .THEOREM 2.10. Suppose that A, B is an ITA with B standard. Assume
   4that  is a prime integer with  3 such that    1 for all   B	 1 .
    Ž .Suppose that a, d B with a  d   and aa 1  1 d. Then
2 4 Ž . Ž .either B  1, a with a  1  1 a that is, a d a or B a a
 4 2 Ž . Ž . 21, a, d with a  1  1 d, ad  1 a d, and d  1 a
Ž . 2 d.
2 Ž .Proof. By Lemma 2.9, a a and so a  1  1 d. We may
assume that d a, as otherwise the first alternative of the conclusion
Ž . Ž .holds. By 2.2 , ad  1 a. Since 1 ad, it follows by the hypotheses
on minimal degrees that
  4ad  1 a g , for some g B	 a with g  . 2.10aŽ . Ž .
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      Ž .Suppose that u,  , w B,  w, u    w   and au  1 
Ž . w. If  a, then it follows again by 2.2 and hypothesis that a 
Ž .   1 u y for some y B with y  . Whether or not   a, u
Ž Ž ..appears with coefficient 1 in the decomposition of aw by 2.2 , so that
Ž . Ž . 2 Ž .w a, and  1 a  aw a au  a u u  1 du. Hence, if
Ž Ž ..  4s Supp aw 	 u and s has coefficient 	 in the decomposition of aw,
Ž .   Ž .  then  1  	 . Since   	 s by Proposition 2.3, we have   1  	 s .
  2    As aw   and s   1, it follows that 	  1 and s  .
Ž .Therefore, aw  1 s u. We have established the following:
     If u,  , w B with  w, u    w  , and au
Ž . Ž .  4 1   w, then aw  1 s u for some s B	 u
2.10bŽ .  Ž .with s  , and if  a then a   1 u y for some
 4  y B	 u with y  .
Ž n. Ž .If x Supp a for any n 1, then x Supp au for some u
Ž n1. Ž . Ž .Supp a . So it follows from 2.10a and 2.10b and induction on n that
Ž n.  4   Ž .for all n 1, if u Supp a 	 1, a then u   and au  1   w
     for some  w B with   w  . Therefore, b   for all ba
 4  B 	 1 . Then the theorem follows immediately from Theorem 1 of X .a
Theorem 2.11 below is not difficult, but it is quite general and is
essential for the proof of Theorem 1. Its prototype is Theorem 3.10 of
 AAFM . We present some terminology and notation for the hypotheses of
Theorem 2.11 before we state the result.
G is a given finite group which acts as automorphisms on a free abelian
ˆ GŽ .group V of finite rank. Let A denote V , the algebra of fixed points in
ˆthe group algebra V under the induced action of G. Let B denote the set
ˆ ˆof orbit sums in V under the action of G on V, so that B is a basis for A.
 If N is a G-invariant subgroup of V such that V : N  
, let ON
Ž .denote the sums in the group algebra  VN over the orbits of the action
Ž Ž ..Gof G on VN. Thus, O is a basis for  VN , the algebra of fixedN
Ž .points in  VN under the induced action of G. As in Example 1.4,
ŽŽ Ž ..G . Ž VN , O is an ITA, with O standard. Here, it need not be theN N
Ž .  4 Ž .  4 .case that C VN  1 or that C G  1 .G VN
For each   V, let o denote the G-orbit in V which contains  , and
ˆ  4let o Ý u, the orbit sum in V, so that B o    V . Forˆ ˆ u o 
 G-invariant N V with V : N  
, let o denote the G-orbit in VNN
Ž .which contains N and let o be the sum over o in  VN . Thus,ˆN N
 4O  o    V .ˆN N
Ž .THEOREM 2.11. Suppose that A, B is a table algebra with B standard.
ˆSuppose also that there exists an algebra homomorphism  : A A such that
ˆ Ž .for all o  B,  o   b for some b  B and   0. Finally, assumeˆ ˆ     
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that no proper table subset of B contains all such b . Then there exists a
 G-inariant subgroup N of V with V : N  
 such that B
 O . Further-x N
Ž .  4 Ž .  4more, if L B  1 then C G  1 , and if there exists some b B withVN
    Ž .  4degree b equal to cardinality G , then C VN  1 .G
Proof. Regard V as a multiplicative abelian group. Note that for   V
Ž .and  o   b , by hypothesis  and b depend on the orbit o andˆ     
not on  itself. Since inversion in V commutes with the action of each
 1 41element of G, o  u  u o for all   V. 
1 1For all   V ,  o     o . 2.11aŽ . Ž .Ž . Ž .ˆ ˆ   
 Proof. Now 1 appears with coefficient o in the decomposition of
ˆ ˆ1o o in terms of B, each element o of B appears in the decompositionˆ ˆ ˆ  u
Ž .1of o o with nonnegative coefficient, and  o   b for some b  Bˆ ˆ ˆ  u u u u
Ž .and   0, by hypothesis. It follows that 1   1 has a positive coeffi-u A
Ž . Ž . Ž .1 1cient in the decomposition in terms of B of  o o   o   o ˆ ˆ ˆ ˆ   
Ž . 1  1  1  1  1  b b . Therefore, b  b . Then  o   b ˆ        
Ž .1   o .Ž .ˆ  
 4Define N   V  b  1 . A
N is a G-invariant subgroup of V; hence G acts as
2.11bŽ .automorphisms of VN.
Proof. For all u,   V, o appears in the decomposition of o o withˆ ˆ ˆu u 
Ž . 4 the positive coefficient x, y  x o , y o , xy u . Hence, b hasu  u
Ž .positive coefficient in the decomposition in terms of B of b b u 
1 1 Ž . Ž . 1 1 Ž . 2   o  o     o o . If u,  N then b b  1  1 . Itˆ ˆ ˆ ˆu  u  u  u  u  A A
Ž .follows that N is closed under multiplication. By 2.11a N is also closed
under inversion and is therefore a subgroup of V. By hypothesis, b  b g 
for all   V and gG. Hence, N is G-invariant.
For all u ,   V , b  b iff o  o ;u  u N N 2.11cŽ .
 hence, V : N  
.
Ž .Proof. Since B is a table basis, b  b  1  b b . But by 2.11a ,u  A u 
1 1 1 1
1 1 1 1b b  b b     o o     xy . 2.11dŽ .ˆ ˆŽ . Ýu  u  u  u  u  ž /xou
1yo
INTEGRAL TABLE ALGEBRAS 495
Therefore,
b b  xyN for some x o , y o 1u  u 
g 2g 11 u  N for some g , g GŽ . 1 2
g uN N for some gG by 2.11bŽ . Ž .
 o  o .u N N
Ž .The first claim of 2.11c follows. Since B is finite, there are only finitely
many distinct b for all u V; hence there are only finitely many G-orbitsu
Ž .of VN. Since G is finite, so is VN. This establishes 2.11c .
 4B b    V . 2.11eŽ .
Ž . Ž .Proof. Since  o   b for all w V, it follows from 2.11d thatw w w
 4  4b    V is a table subset of B. So by hypothesis, b    V  B. 
Ž .The natural projection  : V VN, where   N for all   V,
Ž .extends linearly to an algebra epimorphism, V VN , and then
Ž .G Ž Ž ..Grestricts to an algebra epimorphism  : V   VN where for all
  V,
 o m o , where m  C N : C  .Ž . Ž .Ž .ˆ ˆ  N  G G
Ž Ž ..GDefine the linear map  :  VN  A by
 o m1 b , for all   V .Ž .ˆN   
Ž . Ž .By 2.11c and 2.11e ,  is well defined and yields a bijection between
O and a set of positive scalar multiples of the elements of B. So  is aN
Ž Ž ..Gvector space isomorphism between  VN and A. It is immediate
Ž .Gfrom the definition that   . It follows that for all x, y V ,
  x   y    xy   xy   x   yŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
   x    y ,Ž . Ž .Ž . Ž .
so that  is an isomorphism of algebras. Composition of  with the
Ž .degree homomorphism of A, B must be the degree homomorphism on
ŽŽ Ž ..G . VN , O . Hence, for all   V,N
  1  o m  b . 2.11fŽ .N   
         1 1 1Since o  o , m m , and b  b  b it follows thatN  N     
 1   . Since  is an algebra isomorphism and both O and B are  N
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standard,
  1o  coefficient of 1 in decomposition of o o in Oˆ ˆN N  N N
 coefficient of 1 in decomposition of  o  o 1 in  OŽ .Ž . Ž .ˆ ˆN  N N
2 2  m  b .  
Ž . 1 Ž .Comparison with 2.11f yields that m   1 and so  o  b for all  N 
  V. Therefore, B
 O .x N
Ž .  4 Ž .  4If L B  1 then the exact isomorphism implies that L O  1 andN
Ž .  4        thus C G  1 . If b  G for some   V then o  G . There-VN  N
Ž . g Ž .  4fore, N  N for all gG and so C VN  1 .G
3. THE FAMILY Gn
We construct in this section, and thus verify the existence of, the family
G as defined in Example 1.3. Then we recall the definitions of associationn
scheme and BoseMesner algebra and prove that when n 3, G cannotn
be the BoseMesner algebra of an association scheme.
Ž . Ž .Fix n 2. Let A, B be an ITA such that B
 V 3   . So as inx n
 4Example 1.2, we may write B B  1, t t , t , . . . , t , h . Let t t 1 2 n1 n
1 h. Then we have, for all 1 i, j n,
t t  3t read i j mod n . 3.1Ž . Ž .i j ij
 Let A x be the polynomial ring in an indeterminate x over the
commutative ring A. Define a  x, and for 1 i n 1, define a by1 i1
a a  2 a  t . 3.2Ž .1 i i1 i1
So for all 1 j n 1, a is a polynomial of degree j in x over A, withj
leading coefficient 21 j, a unit in A. Define
b  a a  3  1, 3.3Ž .n 1 n1
so that b is a polynomial of degree n in x over A, with leading coefficientn
22n, again a unit in A. Let
p x  a b  a 2 h  2 t , 3.4Ž . Ž . Ž .1 n 1
a polynomial of degree n 1 in x over A, with leading coefficient 22n.
² Ž .:   Ž .Let p x be the principal ideal of A x generated by p x . Then
  ² Ž .: Ž .A x  p x is a free module over A, with basis the images of 1, a ,1
a , . . . , a , b .2 n1 n
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1Ž . Ž .Now h h 1  2  1 implies that h 1 is a unit in A. So if we2
define
1
a  b h 1 ,Ž .n n2
Ž .then a h b , 2 a t  a t h b t for all 1 j n, and the images ofn n n j n j n j
  ² Ž .:1, a , a , . . . , a , a form an A-basis for A x  p x . Define S1 2 n1 n
  ² Ž .:  A x  p x , and denote elements of S by their preimages in A x . It
follows that
 4S has a -basis equal to B  a t  a , 3.5 4 Ž .t i j i 1in1i , jn
Ž .2and hence S has dimension n 1 as a -space. We make the following
Ž .calculations in S, using 3.13.4 for all 1 i n 3,
a a t  a t  a a t  a a tŽ . Ž . Ž .1 i 1 i1 n 1 i 1 1 i1 n
 2 a  t t  2 a  t tŽ . Ž .i1 i1 1 i2 i2 n
 2 a t  3t  2 a t  3ti1 1 i2 i2 n i2
 2 a t  a t ,Ž .i1 1 i2 n
a a t  a t  a a t  a a tŽ . Ž . Ž .1 n2 1 n1 n 1 n2 1 1 n1 n
 2 a  t t  b  3  1 tŽ . Ž .n1 n1 1 n n
 2 a t  3t  b t  3t  2 a t  b tn1 1 n n n n n1 1 n n
 2 a t  a t ,Ž .n1 1 n n
a 2 a t  2 a t  a 2 a t  b t  2 a a t  a b tŽ . Ž . Ž . Ž .1 n1 1 n n 1 n1 1 n n 1 n1 1 1 n n
 2 b  3  1 t  a 1 t  2 t tŽ . Ž .Ž .n 1 1 n 1 n
 2b t  6 t  4a t  6 tn 1 1 1 n 1
 4 a t  a t ,Ž .n 1 1 n
a 2 a t  2 a t  a a ht  2 a t  a b t  2 a tŽ . Ž . Ž .1 n 1 1 n 1 n 1 1 n 1 n 1 1 n
 a b t  2 a2 t  a 1 t  2 t t  2 a2 tŽ . Ž .Ž .1 n 1 1 n 1 n 1 1 1 n
 a t  3a t  6 t  4a t  6 t  4 a t  a t .Ž .1 1 1 1 2 2 n 2 1 1 2 n
Thus, with subscripts read modulo n,
a a t  a t  2 a t  a t in S, for all 1 i n. 3.6Ž . Ž . Ž .1 i 1 i1 n i1 1 i2 n
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Furthermore,
t a t  a t  3 a t  a t , for all 1 i , j n. 3.7Ž . Ž .Ž .j i 1 i1 n i 1j i1 j
Ž .  4Let I S a t  a t , a principal ideal of S. Since 1, a , and t1 1 2 n 1 j 1 j n
Ž . Ž .generate S as a -algebra, it follows from 3.6 and 3.7 that I is spanned
as a vector space over  by
a t  a t  a t  a t . 4  4i j1 i1 j n j1 1 j1in1, 1jn 1jn
The first set is independent over , but for 1 j n,
n2
a t  a t  a t  a t .Ýn j1 1 j ni ji1 nŽ i1. ij2
i0
Therefore,
I has a -basis equal to a t  a t . 3.8 4 Ž .i j1 i1 j 1in1, 1jn
So I has dimension n2  n over , and it follows that G SI has
Ž . Ž . Ždimension 3n 1 over . It is clear from this, 3.5 , and 3.8 that the set
.of images of
 4  4B  a  a t is a -basis for G. 3.9Ž .t i i n1in 1in
  Ž .For 1 i n 1, define b  a h in A x . It is immediate from 3.9i i
Ž .that the set of images of
 4  4B  a  b is a -basis for G. 3.10Ž .t i i1in 1in
Ž .We shall continue to denote the elements of 3.10 by their preimages in S
 and A x .
ŽWe have seen that I contains a t  a t reading subscripts moduloi j1 i1 j
.n for all 1 i, j n. It follows that
a t  a t in G, for all 1 i , j n. 3.11Ž .i j i1 j1
Ž . Ž .Iterating 3.11 yields a t  a t  a t  a 1 h . Thus,i j ij jj ij n ij
a t  a  b in G, for all 1 i , j n. 3.12Ž .i j ij ij
Now b t  a ht  2 a t and t  1 h imply thati j i j i j n
b t  2 a  2b and b h 2 a  b in G,i j ij ij i i i
for all 1 i , j n. 3.13Ž .
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Ž . Ž .By 3.4 and the structure of B Example 1.2 ,t
1 1a a  a b  h 1  a 2 h  2 t  h 1Ž . Ž . Ž .Ž .1 n 1 n 1 12 2
 a h t  b  t .1 1 1 1
Ž . Ž .Then for all 2 i n 1, 3.2 and 3.11 yield
2 a a  a a  t a  a a a  t aŽ . Ž .i n 1 i1 i n i1 1 n i n
 a b  t  t a  a b  a t  t aŽ .i1 1 1 i n i1 1 i1 1 i n
 a b  a a h 2 a  t h 2b  2 t .Ž .i1 1 i1 1 i i i i
Therefore,
a a  b  t in G, for all 1 i n 1. 3.14Ž .i n i i
Ž . Ž . Ž . Ž .Hence by 3.14 , 3.3 , 3.13 , and 3.12 ,
a a a  a a a  a b  t  a a h  a tŽ . Ž . Ž . Ž .1 n1 n 1 n1 n 1 n1 n1 1 n1 1 n1
 b  3  1 h a  b  3a  2b  3h.Ž .n n n n n
Ž .Then by 3.4 ,
1 12a  a b  h 1  a a a  3  1  h 1Ž . Ž . Ž .n n n n 1 n12 2
1 1 a a a  3a  h 1  2b  3h  h 1  2 a  3  1.Ž . Ž . Ž . Ž .n 1 n1 n n n2 2
Thus,
a2  2 a  3  1 in G. 3.15Ž .n n
Ž . Ž . Ž . Ž . Ž .For all 2 i n 1, 3.2 , 3.3 , 3.14 ., 3.12 , and 3.13 imply that
2 a a  a a  t a  a a a  t aŽ . Ž .i n1 1 i1 i n1 i1 1 n1 i n1
 a b  3  1  t a  a a h 3a  t aŽ . Ž .i1 n i n1 i1 n i1 i n1
 b  t h 3a  t aŽ .i1 i1 i1 i n1
 2 a  b  2 t  3a  a  b .i1 i1 i1 i1 i1 i1
Thus,
a a  2 a  t in G, for all 2 i n 1. 3.16Ž .i n1 i1 i1
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Ž . Ž .Suppose that 2 i, j n 2. Then by 3.2 and 3.11 ,
2 a a  a a  t a  a a a  t aŽ . Ž .i j 1 i1 i j i1 1 j i j
 a 2 a  t  t a  2 a a ,Ž .i1 j1 j1 i j i1 j1
so that a a  a a . It follows that if i j n, theni j i1 j1
2 a  t , if i j n ,i j ij
a a  a a  3.17Ž .i j 1 ij1 ½ b  3  1, if i j n , in G.n
Ž .If i j n, then iteration still yields a a  a a . Then by 3.16 ,i j ij1n n1
a a  2 a  t in G, for all 2 i , j n 2i j ij ij
with i j n read subscripts mod n . 3.18Ž . Ž .
Ž . Ž . Ž . Ž .We summarize 3.2 , 3.3 , and 3.14  3.18 as, for all 1 i, j n, then
in G,
2 a  t , if i , j, i j n , i j ij
3  1 b , if i , j n and i j n ,na a  3.19Ž .i j b  t , if i n and j n ,i i3  1 2 a , if i j n.n
Ž . Ž .Since b  a h for 1 i n, it follows from 3.19 and 3.13 that thei i
decomposition of every product b a and b b is exactly as stated ini j i j
Ž . Ž . Ž .Example 1.3. These equations, together with 3.12 , 3.13 , and 3.19 , show
Ž .that all the structure constants for the basis 3.10 are precisely as in
Example 1.3. Furthermore, we extend the automorphism of A to a
-linear map on G such that a a and b b . Then it is easy toi ni i ni
Ž .check from the equations that xy xy for all x, y in the basis 3.10 . So is
Ž .an algebra automorphism of G which leaves 3.10 stable, and it is easy to
see that G with this basis is an ITA. Numerical substitution into the
various equations shows that all a , t have degree 3 and all b have degreei i i
6. Thus, the ITA is standard. It is clear that a is faithful and a  a if1 1 1
n 3. We have established
THEOREM 3.20. There exists the family G of standard ITAs, for alln
n 2, as described in Example 1.3.
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 DEFINITION 3.21 BI, p. 52 . Let X be a finite set. An association
Ž  4d .scheme of class d is a pair X, R , where each R is a relation on X,i i0 i
such that
Ž .  4di R is a partition of X X,i i0
Ž . Ž . 4ii R  x, x  x X ,0
Ž . t tiii R  R , for some 0 i d, where R denotes the transposei i i
of R ;i
Ž . k Ž .iv there are numbers p the intersection numbers of the scheme ,i j
Ž . Ž .such that for any pair x, y  R the number of z X with x, z  Rk i
Ž . k Ž 0 .	and z, y  R equals p . The alency of R is defined as p .j i j i i i
A scheme is called commutatie if pk  pk for all i, j, k.i j ji
  Ž  4d .DEFINITION 3.22 BI, Section II.2 . Let X, R be an associationi i0
scheme.
Ž .i The ith adjacency matrix A has its rows and columns indexed byi
the elements of X, and its entries are defined by
1 if x , y  R ,Ž . iA Ž . x yi ½ 0 otherwise.
Ž .ii The BoseMesner algebra A of the given scheme is the algebra
   over  of X  X matrices generated by the set B of adjacency matrices.
Ž  4d .The properties of X, R in Definition 3.21 imply that A  I andi i0 0
d  Ý A  J , where n X and J denotes the n n matrix all of whosei0 i n n
entries are 1. Furthermore, B is a basis for A, B is stable under matrix
transpose, and for all i, j,
d
kA A  p A .Ýi j i j k
k0
So the scheme is commutative iff A is a commutative algebra. When this
occurs, matrix transpose induces an automorphism of A, with respect to
Ž .which A, B is an ITA such that B is standard. The degree of each A isi
Ž .its row sum over any row , which is the valency of R . The matrix A isi i
Ž .faithful in B iff X, R is a connected graph.i
THEOREM 3.23. If G is the BoseMesner algebra of an associationn
scheme then n 3.
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 4  4n1  4n  4nProof. Let G  1, h  t  a  b for n 3, as in Ex-n i i1 i i1 i i1
ample 1.3. In particular, for all 1 i n and 1 j n 1, a t  a i j ij
Ž . Ž .b subscripts read mod n , a h b , and 3.19 holds.i j i i
Suppose that G comprises the adjacency matrices of an associa-n
  n1  tion scheme with underlying set X. Since 1 h Ý t  3n andi1 i
n Ž    .  Ý a  b  9n, we have X  12n. Since B is a subalgebra, as ini1 i i t1 BI, Theorem II.9.3 we may arrange X so that
J3n
n1 J 03n1 h t  . 3.23aŽ .Ý i 0 J3ni1
J3n
For all 1 i n,
Ž i. Ž i. Ž i. Ž i.A A A A1, 1 1, 2 1, 3 1, 4
Ž i. Ž i. Ž i. Ž i.A A A A2, 1 2, 2 2, 3 2, 4a i Ž i. Ž i. Ž i. Ž i.A A A A3, 1 3, 2 3, 3 3, 4
Ž i. Ž i. Ž i. Ž i.A A A A4, 1 4, 2 4, 3 4, 4
where each AŽ i. is a 3n 3n 01 matrix for 1 u,   4 and each AŽ i.u,  u, u
is the 3n 3n zero matrix. Since for all 1 i n,
n1 n1 n
a 1 h t  1 h t a  a  b ,Ž .Ý Ý Ýi j j i i iž / ž /j1 j1 i1
Ž .it follows from 3.23a that for all 1 u,   4, and 1 i n,
n
Ž i. Ž i.A J  J A  the u ,  3n 3n block submatrix of a  b .Ž .Ýu ,  3n 3n u ,  i iž /
i1
3.23bŽ .
Now Ý x J , and for all 1 u   4, the u,  block submatrixxG 12 nn
Ž .of Ý x is zero. It follows from 3.23b thatxB t1
AŽ i. J  J AŽ i.  J , for all 1 u   4.u ,  3n 3n u ,  3n
Hence,
AŽ i. is a permutation matrix, for all 1 u   4, 1 i n.u , 
3.23cŽ .
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Then by further allowable arrangement of X, we may assume that
AŽ1.  AŽ1.  AŽ1.  I . 3.23dŽ .1, 2 1, 3 1, 4 3n
Ž . Ž . 2Now 3.23d , 3.23a , and a  2 a  t imply that1 2 2
AŽ1.  AŽ1.  2 AŽ2. , AŽ1.  AŽ1.  2 AŽ2. , AŽ1.  AŽ1.  2 AŽ2. ,3, 2 4, 2 1, 2 2, 3 4, 3 1, 3 2, 4 3, 4 1, 4
AŽ1. AŽ1.  AŽ1. AŽ1.  2 AŽ2. , AŽ1. AŽ1.  AŽ1. AŽ1.  2 AŽ2. ,2, 3 3, 1 2, 4 4, 1 2, 1 3, 2 2, 1 3, 4 4, 1 3, 1
AŽ1. AŽ1.  AŽ1. AŽ1.  2 AŽ2. .4, 2 2, 1 4, 3 3, 1 4, 1
Ž .Then it follows from 3.23c that
AŽ1.  AŽ1.  AŽ2. , AŽ1.  AŽ1.  AŽ2. , AŽ1.  AŽ1.  AŽ2. ,3, 2 4, 2 1, 2 2, 3 4, 3 1, 3 2, 4 3, 4 1, 4
AŽ1. AŽ1.  AŽ1. AŽ1.  AŽ2. , AŽ1. AŽ1.  AŽ1. AŽ1.  AŽ2. ,2, 3 3, 1 2, 4 4, 1 2, 1 3, 2 2, 1 3, 4 4, 1 3, 1 3.23eŽ .
AŽ1. AŽ1.  AŽ1. AŽ1.  AŽ2. .4, 2 2, 1 4, 3 3, 1 4, 1
But AŽ1.  AŽ1. and AŽ2.  AŽ1. AŽ1. , AŽ2.  AŽ1. AŽ1. imply that AŽ2. 2, 4 3, 4 2, 1 2, 4 4, 1 3, 1 3, 4 4, 1 2, 1
Ž2. Ž2. Ž2. Ž .A . Similarly, A  A follows from 3.23e , so that we obtain3, 1 3, 1 4, 1
AŽ2.  AŽ2.  AŽ2. . 3.23fŽ .2, 1 3, 1 4, 1
Ž . Ž . Ž2.Now by 3.23d and 3.23f , the 1, 1 3n 3n block of a a equals 3 A .1 2 2, 1
But if n 3, then a a  2 a  t , the 1, 1 block of which is the 1, 1 block1 2 3 3
of t . Since this is a 01 matrix, we have a contradiction which proves that3
n 3.
Ž . Ž .Remark 3.24. Since G 
 O S ,   as is easily verified , it3 x 3 6 6
follows that G occurs as a BoseMesner algebra.3
4. PROOF OF THEOREM 1 BEGINS
Ž . Ž .  4Throughout this section, A, B is an ITA with B standard and L B  1 .
Also, a is a fixed element of B such that a a and aa 3  1 b for
   some b B. It follows immediately that a  3, b  6, and b b.
2The goal of this section is to prove that either a  2 a y for some
 4 Ž .y B 	 a or B 
 G for some n 3 see Theorem 4.10 below . Thea a x n
2case where a  2 a y will be analyzed in Sections 5 through 9 to
complete the proof of Theorem 1.
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LEMMA 4.1. The following are equialent:
Ž .  4i aa cc for some c B	 a ,
Ž .  4    ii ac 2 x y for some c, x, y B	 1 with x y and x  y 
Ž .3. Furthermore, when ii holds, then xx aa.
Ž .      Proof. Suppose that i holds. Then cc  aa  9 implies that c  3
  Ž . Ž . Ž . Ž .and hence ac  9. Since, by i , ac, ac  aa, cc  3  1 b, 3  1 b
 15, the decomposition of ac includes some element of B with coefficient
larger than 1.
Let d B appear in the decomposition of ac with coefficient  . Since
Ž .  4      c a and L B  1 , d  1. By Proposition 2.3, 3 a   d . If 3   ,
Ž . Ž .    then ac, ac  3d, 3d  9 d  18, which is a contradiction. Hence, 3  d
and 3  . By the paragraph above, such an element d exists with  1.
    Ž .Since  d  9, it follows that  2 and d  3. Now ii follows immedi-
ately.
Ž .    Suppose that ii holds. Then c a, and ac  9 implies that c  3.
Also,
3  1 b , cc  aa, cc  ac, ac  4 x , x  y , y  15.Ž . Ž . Ž . Ž . Ž .
Since B is standard, 1 has coefficient 3 in the decomposition of cc. It
Ž .follows that cc 3  1 b aa, which is statement i . Furthermore,
Ž . Ž . Ž .2 x ac implies that 2c ax, by 2.2 . Therefore, aa, xx  ax, ax 
 4 c  3 15. Hence, xx 3  1 b aa.
2  4LEMMA 4.2. a  2 x y for some x, y B 	 1, a with x y anda
   x  y  3. Furthermore, xx aa, and ax 2 a t for some t B 	a
 4  1, a, a with t  3.
Proof. By Lemma 4.1 applied to c a, we have that a2  2 x y
 4    for some x, y B 	 1 with x y and x  y  3. Now a aa anda
2 2Ž .  4 Ž . Ž .2.2 imply that a a . Thus, x, y B 	 1, a . Also ax, a  x, a a
Ž .  x, 2 x y  6. Since a  3, this means that ax 2 a but ax 3a. Now
Ž .  4 Ž .x a and L B  1 imply that Supp ax contains no element of degree 1.
 4  Hence, ax 2 a t for some t B 	 1, a with t  3. Since x aa, wea
have a ax, and so t a. Finally, Lemma 4.1 with a, resp. x, in place of
a, resp. c, yields that aa xx.
Note. The notation x, y, t is fixed for the elements of Lemma 4.2
throughout the rest of this section.
LEMMA 4.3. bx x 2 y at and 2 x bx, 3 x bx.
Ž . Ž .Proof. By Lemma 4.2, xx 3  1 b. Hence, x, xb  xx, b  6,
Ž .therefore, bx 2 x while bx 3 x. Again by Lemma 4.2, 3 x bx x aa
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2Ž . Ž . xa a 2 a t a 2 a  at 4 x 2 y at, and the equality fol-
lows.
 LEMMA 4.4. ab 2 a 2 t b for some b  B with b  6.1 1 1
Proof. If d B occurs with coefficient  in the decomposition of ab,
    Ž . Ž .then 6 b   d . Now ab, a  b, aa  6 implies that ab 2 a, ab
3a. Also, by hypothesis and Lemma 4.2,
23a ab a 3  1 b  a aa  a a 2 x y aŽ . Ž . Ž .
 2 ax ay 4a 2 t ay.
Ž . Ž .  Hence, ab 2 t. Since ab, t  b, at  6, as at  9, it follows that
ab 2 a 2 t d , for some   and
  4d B 	 1, a, t , with  d  6.a
 Since a a and b b, Proposition 2.8 implies that d  2.
 Suppose that d  3 and  2. Now t ab and d ab imply that
Ž . Ž .b at and b ad. Hence, 6 at, ad  aa, td , which yields that b td.
Ž . Ž .  Also, b b at. Hence, 6 at, td  tt, ad . Now d  3 implies that
    Ž .ad  9, and so ad b g for some g B with g  3 as d a . Thena
Ž .tt, ad  6 implies that either b tt or 2 g tt.
Suppose that 2 g tt. Then tt 3  1 2 g and g g. So ad b g.
Ž .Now Lemma 2.9 implies that t t. Then b at at yields 6 at, at 
2Ž . Ž . Ž .a , tt  2 x y, 3  1 2 g . Since at, at  9, we must have g y. Thus
by Lemma 4.2,
23 2 x y , b y  a , ad  aa, ad  3  1 b , ad .Ž . Ž . Ž . Ž .
Ž .But if 3  1 b, ad is nonzero, it is at least 6. This is a contradiction.
Therefore, b tt and so tt 3  1 b aa. Then at b contradicts
   Lemma 4.1 with c t. This proves that d  3. Hence, d  6 and  1,
which establishes the lemma.
LEMMA 4.5. xb 2 x 2 y d and at d x, for some d B witha
 d  6.
Proof. By Lemmas 4.2 and 4.4,
2 2xb, xb  xx , b  aa, b  ab, abŽ . Ž . Ž . Ž .
 4 a, a  4 t , t  b , b  30.Ž . Ž . Ž .1 1
Let y occur with coefficient  in the decomposition of xb. Then 6
    Ž .b   y  3. If  4, then xb 2 x 4 y by Lemma 4.3, and xb, xb 
   4 x  16 y  60, a contradiction. Hence by Lemma 4.3, xb 2 x 2 y
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 4    Ž  d for some d B 	 1, x, y ,   , and  d  6. Note that 6 b a
  d for any d B which occurs with coefficient  in the decompositiona
.of xb. Then
    2   2  30 xb, xb  4 x  4 y   d  24  dŽ .
2      implies that  d  6  d . Then  1 and d  6. This proves the
first conclusion, and the second follows from Lemma 4.3.
 4  LEMMA 4.6. at yx b w for some w B 	 1, a with w  3.a
Ž . Ž . Ž .Proof. By Lemma 4.4, at, b  t, ab  6. Hence, b at. Since L B
 4  4   1 and t a, we have at b w for some w B 	 1 with w  3.a
If w a then a at forces t aa, which is a contradiction. Thus,
 4w B 	 1, a . Now by Lemma 4.2,a
22 xx yx 2 x y x a x a axŽ .Ž .
 a 2 a t  2 aa at.Ž .
Then xx aa implies that yx at b w.
2Ž .LEMMA 4.7. tt, yy  15 and t  2 y.
Proof. By Lemmas 4.5, 4.6, and 4.2,
2 x 2 y d wx bx wx b w x at x ax t 2 a t tŽ . Ž . Ž . Ž .
 2 at t 2  2 d 2 x t 2 .
2 2Therefore, 2 y wx d t , and hence 2 y t . Then 2 t yt, and so
Ž . Ž .  yy, tt  yt, yt  4 t  3 15.
LEMMA 4.8. If x a then t y.
Proof. By hypothesis, 1 ax. Since aa 3  1 b, we then have
2 2Ž . Ž . Ž . Ž .a , ax  ax, aa  0 or 6. But by Lemma 4.2, a , ax  2 x y, 2 a t .
2Ž .If t y then t y and a , ax is either 3 or at least 9. This contradiction
yields t y.
Ž .LEMMA 4.9. If B 
 V 3   for some n 2, then B 
 G .t x n a x n
Ž . ŽProof. By definition of V 3   , B has the structure read indicesn t
.mod n
 4B  1, h , t t , t , . . . , t , where for 1 i , j n 1,t 1 2 n1
t t  3t i j n , t t  3 1 h , 4.9aŽ . Ž . Ž .i j ij i ni
ht  2 t , h2  2  1 h.i i
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Ž . 2In particular, tt  3t for i n 1, tt  3 1 h . Since t  2 y byi i1 n1
Ž .Lemma 4.7, 4.9a implies that
y t , t 2  3 y , n 2. 4.9bŽ .2
Let idempotent e  e , as in Section 1. Since ax 2 a t, by Lemmat B t
4.2, we have
ae xe  2 ae  te  2 ae  3e .Ž .Ž .t t t t t t
Ž . 2Hence, xe  ae in possibly rescaled BB , and a  2 x t impliest t t 2
Ž .2  4ae  2 ae  3e . So up to rescaling, B B  e , ae . Therefore,t t t a t t t
n1
˙  4B  B  Supp at  a  Supp ah . 4.9cŽ . Ž . Ž .a t iž /
i1
Ž . Ž . Ž .If i  j, then at , at  aa, t t  3  1  b, 3t  0; hence,i j i j ji
Ž . Ž . Ž . Ž . Ž .Supp at  Supp at  . Also, at , a  aa, t  0  aa, h i j i i
Ž . Ž . Ž . Ž .a, ah , and at , ah  t h, aa  2 t , 3  1 b  0. Thus,i i i
n1  4Supp at  Supp ah  a partitions B 	 B . 4.9d 4Ž . Ž . Ž .i a ti1
  Ž .Ž .Let c B 	 B with c  3. Then ce  ae  ce implies that ce cea t t t t t t
Ž .  4 2ce  3e . Therefore, Supp cc  B  1 . So Proposition 2.4 impliest t t
that
 ch B , for all c B 	 B with c  3. 4.9eŽ .a a t
 In particular, ah B . Of course, ch  6.a
Lemma 4.6 says that at b w. Hence, b, w B 	 B . Also,a t
bh wh at h a th  a 2 t  2b 2w. 4.9fŽ . Ž . Ž . Ž .
Ž .   Ž .By 4.9e , wh B with wh  6. It follows from 4.9f thata
wh b , bh 2w b. 4.9gŽ .
Then h h yields bh bh; hence w w. Now
ah, ab  aa, bh  3  1 b , 2w b  6.Ž . Ž . Ž .
 Hence, ah B with ah  6 and Lemma 4.4 yield ah b and thena 1
b h 2 a b .1 1
Let a  a, a  x. Let b  d, where at d x in Lemma 4.5. We1 2 2
have
a h b , b h 2 a  b . 4.9hŽ .1 1 1 1 1
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Ž .By Lemma 4.2, 4.9b , and Lemma 4.5,
aa  2 a  t , at  a  b  a t . 4.9iŽ .1 2 2 1 2 2 1
Suppose by induction on i that for some i with 1 i n 1 there exist
     a , a , b  B 	 B with a  a  3 and b  6 such thati i1 i1 a t i i1 i1
aa  2 a  t , at  a  b  a t . 4.9jŽ .i i1 i1 i i1 i1 i
Ž . Ž . Ž .Since at h 2 at , 4.9e and 4.9j imply thati i
a h b , b h 2 a  b . 4.9kŽ .i1 i1 i1 i1 i1
Ž . Ž . Ž .Also, 4.9a , 4.9j , and 4.9k yield that
3at  at t a  b t a t a h t a t 2 a t .Ž . Ž . Ž .i1 i i1 i1 i1 i1 i1 i1
Hence,
at  a t . 4.9lŽ .i1 i1
Ž . Ž .   Ž .By 4.9j and 2.2 , 2 a  aa . Thus, 15 4 a  3 aa , aa i i1 i i1 i1
Ž .aa, a a . Therefore, a a  3  1 b. Now by Lemma 4.1 andi1 i1 i1 i1
Ž . Ž .Ž . Ž .24.9a and because ae a e  ae  2 ae  3e , we have the follow-t i1 t t t t
ing:
If a  a then aa  2 a  t , for somei1 i1 i2 j
 a  B 	 B and t  B , with a  3. 4.9mŽ .i2 a t j t i2
Ž . Ž .By 4.9j and 4.9m if a  a theni1
2 a t t t 2 a  t t aa t a a tŽ . Ž . Ž .i1 i1 i1 i1 i i
 a a  b  2 a  t  ab .Ž .i1 i1 i2 j i1
Ž .Since Supp a t  B 	 B , it follows that t t t and a t a . Soi1 a t i1 j i1 i2
Ž .if a  a, then by 4.9a , i n 2 and t  t . Furthermore, 2 a ti1 j i2 i1
Ž . Ž . Ž .a t h implies that a t a h. Induction on i and 4.9d , 4.9k ,i1 i1 i2
Ž . Ž .4.9l , and 4.9m yield the following:
Ž .4.9n There exists an integer m with 2m n 1 and distinct
 elements a a , a , . . . , a  B 	 B such that a  3 and b  a h1 2 m a t i i i
B for 1 im, aa  2 a  t and at  a t a  b for 1a i i1 i1 i i i1 i1
im 1, and a  a.m
Ž . Ž . Ž . Ž .Now 3  1  aa  a ah  a a  b  a a t  aa t m m m1 m1
Ž . Ž .2 a  t t. Since Supp a t  B 	 B , we have t  t and hence m nm m m a t m
 1.
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Ž . Ž .  4By 4.9n , Supp at  a , b for 1 i n 2. By Lemma 4.6 andi i1 i1
Ž Ž ..since b b wh and w w from 4.9g , at  at b w. Definen1
a  w, b  b, so thatn n
at  a t a  b . 4.9oŽ .n1 n1 n n
Ž . Ž .It follows from this, 4.9n , and 4.9d , that
n n˙ ˙   4  4B  B  a  b , with B  3n 1. 4.9pŽ .a t i i ai1 i1
Ž .By Lemmas 4.4, 4.6, and 4.2 and 4.9b ,
22 a 2 t b  aw ab aw a b w  a at  a tŽ . Ž .1
 2 x y t 2 xt t t  2 xt 3t .Ž . 2 1
Since b appears with even coefficient in the decomposition of 2 xt, it1
follows that aw b  t; that is,1
aa  b  t . 4.9qŽ .n 1 1
Ž . Ž .Then by 4.9o and 4.9q
a2  at a  t aa  t b  tŽ . Ž . Ž .n n1 n n1 n n1 1 1
 t a h t  2 t a  3 1 hŽ . Ž .n1 1 n1 1
 2 a  2b  3  1 3h.n n
2 2Ž . Ž . Ž .But aa, a  aa , aa  b  t , b  t  9. Hence, b  b a .n n n 1 1 1 1 n n
Since a  a h b , we have h a2 . Thus,n n n n
a2  3  1 2 a . 4.9rŽ .n n
Ž . Ž .For 1 j n 1, 4.90o and 4.9n imply
3a t  a 1 h t  a  b t  at t  a t tŽ . Ž . Ž . Ž .n j n j n n j n1 j n1 j
a 3  1 3h  3a  3b j 1Ž . Ž .1 1 ½ a 3t  3a  3b j 1 .Ž .Ž .j1 j j
Hence,
a t  a  b , 1 j n 1. 4.9sŽ .n j j j
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Ž . Ž . Ž . Ž . Ž .From 4.9n , 4.9o , 4.9q , 4.9r , and 4.9s we have the equations
aa  2 a  t , 1 i n 2, 4.9tŽ .i i1 i1
aa  aa 3  1 b , 4.9uŽ .n1 n
aa  b  t , 4.9vŽ .n 1 1
at  a t a  b , 1 i n 1, 4.9wŽ .i i i1 i1
a t  a  b , 1 i n 1, 4.9xŽ .n i i i
a h b , b h 2 a  b , 1 i n , 4.9yŽ .i i i i i
a2  3  1 2 a . 4.9zŽ .n n
Ž .The products of all pairs of elements of B are given by 4.9a . Becauset
Ž . Ž .of this and 4.9p and 4.9y , the products h are determined for all
Ž . Ž .  B . By 4.9t  4.9x , the products aa and ta are determined fora i i
Ž .1 i n. So by 4.9y and associativity, all products ab and tb are alsoi i
Ž . Ž .found uniquely, for 1 i n. From these observations and 4.9a , 4.9w ,
Ž .and 4.9y we have that
the products a and t are determined, for all   B . 4.9aaŽ .a
Ž . Ž . Ž .By 4.9a again, each element of B is a polynomial over  in t. By 4.9tt
Ž .and induction on i, a is determined as a polynomial over  in a and t,i
for 1 i n 1. Since b  a h, b is also determined as a polynomial ini i i
Ž . Ž . Ž .a and t, for 1 i n 1. Thus by 4.9a , 4.9p , and 4.9aa , the products
 4 2u are determined, for all u B 	 a , b and all   B . Finally, a ,a n n a n
2 Ž . Ž . Ž .a b , and b are given by 4.9z and 4.9y . We have shown that 4.9p andn n n
Ž . Ž . Ž .Eqs. 4.9a and 4.9t  4.9z determine B to exact isomorphism. There isa
an obvious bijection between B and G , under which the equationsa n
Ž . Ž . Ž .analogous to 4.9a and 4.9t  4.9z hold in G . It follows that B 
 G .n a x n
THEOREM 4.10. If x a then B 
 G for some n 3.a x n
Proof. We assume that x a. By Lemma 4.2, xx aa. So by Lemma
   4.1, ax 2u for some distinct u,   B with u    3. By Lemmaa
Ž . Ž . Ž .4.6, ax, yt  yx, at  b w, b w  9. Also, y t by Lemma 4.8. It
 4  follows that either yt u  g, for some g B	 u,  with g  3, or
Ž . Ž .yt 3 . But the former yields yy, tt  yt, yt  9, which contradicts
Ž . Ž .Lemma 4.7. Hence, yt 3 and yy, tt  yt, yt  27. This occurs only if
 yy tt 3  1 3h for some h B with h  2. So by Theorem 2.6,
Ž .B 
 V 3   for some n 2. Then B 
 G , by Lemma 4.9. Sincet x n a x n
2a  2 a, by hypothesis and Lemma 4.2, we have n 3.
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5. PROPERTIES OF B  Ga x n
The hypotheses and notation of Section 4 remain in effect here. In
addition, we assume throughout this and the next three sections that
B  G , for all n 2.a x n
Then by Lemma 4.2 and Theorem 4.10, we have
2  4a  2 a y , for some y B 	 1, a, a . 5.1Ž .a
We construct an argument which yields, in Section 9, that B 
a x
Ž .O S ,   for some m 0.3 m m
The following notation will be used for the rest of the proof of Theo-
rem 1.
   4T   B    3  3  1 ; 4a
  S u    , u B , and  u  6 . 4a
 So if u S then one of the following holds:  1 and u  6, or  2
   and u  3, or  3 and u  2, or  6 and u 1.
LEMMA 5.2. x a, t y, d b , ab 2 a 2 y b , ay a b ,1 1 1
2ay b w, and y  2 y.
Ž .Proof. We have x a by 5.1 and Lemma 4.2. Then by Lemma 4.2
again,
2 22 a t a  a  2 x y 2 a y.Ž .
It follows that t y. Now by Lemma 4.4, ab 2 a 2 y b . Then1
ab ab 2 a 2 y b . So d b , by Lemma 4.5. Since at d x, also1 1
by Lemma 4.5, we now have ay b  a. Furthermore, ay at b w,1
2 2by Lemma 4.6. Finally, t y and Lemma 4.7 yield y  2 y; hence y  2 y.
2LEMMA 5.3. b  6  1 b 2w ab and b ab .1 1
Ž .Proof. Since b  ab, by Lemma 5.2, it is immediate from 2.2 that1
b ab . Furthermore, Lemma 5.2 also yields1
6  1 2b 2b 2w ab  2 aa 2ay ab1 1
 a 2 a 2 y b  a ab  aa bŽ . Ž .Ž .1
 3  1 b b 3b b2 .Ž .
2Therefore, b  6  1 b 2w ab .1
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2  4LEMMA 5.4. y  2 y z, where z T 	 y . Furthermore, z a.
2Proof. Suppose that the first claim is false. Then y  2 y by Lemma
2Ž .  4 Ž .5.2, B standard and L B  1 imply that y  3 y. Hence yy, yy 
2 2Ž .    y , y  9 y  27. Therefore, yy 3  1 3q, where q B and q a
Ž .2. Then by Lemma 5.2 and Theorem 2.6, B  B 
 V 3   for somet y x n
2Ž .n 2. In fact, n 3, since y  3 y . So B 
 G by Lemma 4.9. Thisa x n
2contradicts our standing hypothesis. Therefore, y  2 y z, where z
2 4 Ž .T 	 y . If z a, then a y and 2.2 imply that y ay. This contradicts
Ž .Lemma 5.2 and 5.1 .
LEMMA 5.5. w w.
2 Ž .Proof. Let y  2 y z, as in Lemma 5.4. Then by 5.1 and Lem-
ma 5.2,
2 26 2 a y , 2 y z  a , y  ay , ay  b w , b wŽ .Ž .Ž . Ž .
 6 w , w .Ž .
The result follows.
LEMMA 5.6. aw b  for some   T, ab  2w b s for some1 1
2 4s S 	 b, 2w, 2w, 6  1 , and b  6  1 2b 2w 2w s. Further-
 more, yy 3  1 s and s 3q for any q B with q  2.
Proof. Since b b and w w by Lemma 5.5, then Lemma 5.3 implies
   that 2w ab . Hence b  aw; but b  6 and aw  9 yields that1 1 1
Ž . Ž .2b  aw. So aw b  for some   T. Also, ab , w  b , aw  6,1 1 1 1
Ž . Ž .and thus 3w ab . By Lemma 5.2, ab , b  b , ab  6, so that 2b1 1 1
ab . Of course, 1 ab since a b . It follows that there exists some1 1 1
 4u B 	 b, w, 1 such that u occurs in the decomposition of ab witha 1
      coefficient   . Then 6 b   u by Proposition 2.3. Since ab  18,1
 4we have ab  2w b s, where s u S 	 b, 2w, 6  1 . Now by1
2Lemma 5.3, b  6  1 2b 2w 2w s. Since w and w appear in
2 2 Ž .b  b with the same coefficient, s 2w. Now by 5.1 and Lemma 5.2,
22b 2w yy 2 a y yy 2 a y y a y a ayŽ . Ž .
 a a b  aa ab  3  1 2b 2w s.Ž .1 1
2 2Ž . Ž .Hence, yy 3  1 s 3  1 s. By Lemma 5.4, yy, yy  y , y 
  Ž . Ž .4 y  z, z  15 or 21 . It follows that s 3q for any q B with
 q  2.
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LEMMA 5.7. B  C for any table subset C of G , for any n 2.b x n
Proof. Suppose that B , via identification under some exact isomor-b
phism, is a table subset of some G . From its description in Section 3, Gn n
contains at most two real elements of degree 6, namely b and b . Son n2
Ž 2 . Ž 2 .b b or b . Now Supp b and Supp b each contains only onen n2 n n2
2element of degree 3, namely a , where a  a . But b  w by Lemman n n
5.3, and w w by Lemma 5.5. This contradiction establishes Lemma 5.7.
 4LEMMA 5.8. Suppose that g B	 a such that g g and gg 3  1
b aa. As follows from Lemma 4.1, set ag 2c d for c d B with
    Žc  d  3. Then dd depends only on b that is, on the class of all u B
.with u u and uu 3  1 b and not specifically on a or g. Furthermore,
dd 3  1 s and cd b w or b w.
2 2Ž .Proof. Consider aagg  3  1  b  9  1  6b  b , which by
Lemma 5.6 equals 15  1 8b 2w 2w s. On the other hand, aagg
Ž .Ž . Ž .Ž .ag ag  2c d 2c d  4cc 2cd 2cd dd. By Lemma 4.1,
cc 3  1 b aa. It follows that
3  1 4b 2w 2w s 2cd 2cd dd. 5.8aŽ .
Ž .Therefore, b must have even coefficient 4 on the right-hand side of 5.8a .
 Since 2b dd, as dd  9, it follows that b dd, b cd, and b cd
Ž . Ž .cd . If w cd cd, then by 5.8a 2w 2w dd, which contradicts
 dd  9. So either cd b w and cd b w or cd b w and cd
Ž .b w. Then 5.8a yields that dd 3  1 s, where s was derived from a
but is independent of g. Since b B , Lemma 5.7 implies that B  Gg g x n
for any n 2. Therefore, all the assumptions made for a also hold for g.
We thus have symmetry in the roles of a and g, and so we may switch
them. Then dd depends on g, but not on a. Hence, dd 3  1 s depends
only upon b.
THEOREM 5.9. If r B and rr aa then r a or a.
Proof. Given r B with rr aa, assume toward a contradiction that
 4r a, a . By Lemma 4.1, ar 2c d and ar 2 g h for some c d,
       g h B with c  d  g  h  3. Also, cc gg rr aa 3  1
Ž .b by Lemma 4.1. Note that 2c ar implies that 2 r ac by 2.2 .
Suppose toward a contradiction that r r. Then 2 r 2 r ac. Hence,
2 2 2 12 4 r  ac, ac  c , a  c , 2 a y , if r r . 5.9aŽ . Ž . Ž .Ž .
2Thus a c , and so c c. Now Lemma 5.7 and cc 3  1 b imply that
B  G for any n. Then all hypotheses for a hold for c, and we mayc x n
2 Ž .apply Theorem 4.10 to c. This yields that c  2c. Then by 5.9a , c a or
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y. If c a, then ac aa 3  1 b; if c y, then ac ay b w by
Lemma 5.2. In either case, we contradict 2 r ac. Therefore, r r. Now
 4each of c and g, if not in a, a , satisfies the same hypotheses as r. So we
may conclude that
r r , c c, g g . 5.9bŽ .
Now by Lemma 5.8, cd b w or b w and gh b w or b w.
Since rr 3  1 b, Lemma 5.7 implies that B  G for any n 2.r x n
Hence, r satisfies the same hypotheses as a. So their roles may be
reversed, and we may substitute ar for ar and thus gh for gh. Hence, we
Ž .may assume that cd gh b w or w . Therefore,
cg , dh  cd, gh  9. 5.9cŽ .Ž . Ž .
2 2  Ž . Ž . ŽSuppose that c g. Then 12 4 c  ar, ar  r , aa  r , 3  1
2. Ž . Ž .b . This forces 1 Supp r ; hence r r, which contradicts 5.9b . So
c g. Now by Lemma 4.1 applied to c, cg 2u p for some u p
 4 Ž .T 	 3  1 . So by 5.9c ,
9 2u p , dh . 5.9dŽ .Ž .
Ž . Ž .Since dd hh 3  1 s by Lemma 5.8 , we have by 5.9d that d h.
Ž .Now 5.9d implies that dh equals one of u p t for some t T 	
 43  1, u, p or 3 p. But then
9 or 27  dh, dh  dd, hh  3  1 s, 3  1 s  9 s, s .Ž . Ž . Ž .Ž . Ž .
Ž .It follows that dh 3 p and s, s  18. Since s S, s 3q for some
 q B with q  2. This contradicts Lemma 5.6. The theorem is proved.
 LEMMA 5.10. If h B with h  2, then ah B.
    Ž .Proof. Since aa 3  1 b with b  6 and hh  4, then Supp aa
Ž .  4 Supp hh  1 . The result follows from Proposition 2.4.
   LEMMA 5.11. If d, h B with d  6, h  2, and ad h, then either
   ad 3h d  d for some d  d  B with d  d  6 or ad1 2 1 2 1 2
 3h x for some x B with x  12.
Proof. Since ad h, we have d ah and hence by comparing degrees,
Ž . Ž .d ah. So ad a ah  aa h 3h bh. Now hh 2  1 q for some
2  Ž . Ž . Ž .q B with q  2. Then by Lemma 5.6, bh, bh  b , hh  6  1, 2  1
Ž . 12. Thus each element u of Supp bh occurs in the decomposition of bh
   with coefficient 1. Now 6 b  u by Proposition 2.3. The result follows.
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 4LEMMA 5.12. ab  b  2 y s for some s  S 	 b , 2 a, 2 y, 6  1 ,1 1 1 1 1
by 2 a b  s , and aw y s .1 1 1
Proof. By Lemmas 5.2 and 5.1,
26a 2 y 2b  ab  2 a  2 ay ab  a 2 a 2 y b  a abŽ .Ž .1 1 1 1
2 a b 2 a y b 2 ab ybŽ .
 4a 4 y 2b  yb.1
Hence,
2 a ab  2 y yb. 5.12aŽ .1
Ž . Ž . Ž .Also, 3 y  by  aa y  a ay  a b  w  ab  aw  2 a  2 y 
b  aw. Therefore,1
y by 2 a b  aw. 5.12bŽ .1
Ž . Ž . Ž .Now aw, b  w, ab  0 by Lemmas 5.6 and 5.5. Also, by, a 1 1
Ž . Ž .y, ab  6 by Lemma 5.2. So it follows from 5.12b that by 2 a b ,1
Ž .by 3a, and by 2b . If u Supp by and u has coefficient  in the1
       decomposition of by, then 6 b   u . Hence, as by  18 and 2 a b1
 12,
by 2 a b  s , some s  S 	 2 a, b . 5.12cŽ . 41 1 1 1
Ž . Ž . Ž . Ž .Now by 5.12a and 5.12c , ab  2 y b  s . Since ab , y  b , ay1 1 1 1 1
 6 by Lemma 5.2, it follows that s  2 y. Of course, s  6  1 as y b.1 1
Ž . Ž .Finally, 5.12b and 5.12c yield aw y s ; hence aw y s .1 1
6. THE UNIVERSAL COVER
We describe in this section the algebra which we shall eventually prove
to be a universal preimage of any ITA which satisfies the hypotheses of
Ž .Section 5. Let V  , the free abelian additive group of rank 2. The
0 1 0 1Ž . Ž .matrices  and  generate the symmetric group S31 1 1 0
as a group of 2 2 matrices over . In this guise, S acts as a group of3
Ž .automorphisms of V say, by multiplying row vectors on the right . The
Ž . ² :orbit of any m, n  V under the action of    is3
o m , n  m , n , n , m n , nm ,m , 4Ž . Ž . Ž . Ž .
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Ž .and the orbit of m, n under the action of S is3
o m , n  o m , n  o m , n Ž . Ž . Ž .Ž . 
 m , n , n , m n , nm ,m , n , m , Ž . Ž . Ž . Ž .
m , nm , m n ,n . 6.14Ž . Ž . Ž .
Ž .Then each orbit of  has a unique member m, n such that either3
Ž . Ž .m, n  0, 0 or 0m and 0 n, and each orbit of S has a unique3
Ž .member m, n such that 0 nm. Furthermore, for all 0 nm,
o m , n  1 iff m , n  0, 0 ,Ž . Ž . Ž .
o m , n  3 iff n 0m or nm 0, 6.2Ž . Ž .
o m , n  6 iff n 0 and nm iff o m , n  o m , n .Ž . Ž . Ž . 
Now the action of S on V induces an action on V, the group algebra3
Ž .of V over the complex numbers. For each m, n  V, we define the
elements of V,
p  m , n 	 and q  m , n 	 .Ž . Ž .Ý Ým , n m , n
² : ² :	  	  , 
Thus p , resp. q , is the sum in V over the  -orbit, resp. S -orbit, ofm , n m , n 3 3
Ž . Ž .m, n . It is immediate that for all m, n  V,
p iff o m , n  1 or 3Ž .m , n
 iff o m , n  o m , n ,Ž . Ž .q   m , n p  p  iff o m , n  6 iff o m , n  o m , n .Ž . Ž . Ž .m , n m , n  
So for 0 nm,
p iff n 0 or nm iff p  p  ,m , n m , n m , nq m , n ½ p  p  iff n 0 and nm.m , n m , n
In particular, q  p and q  p .1, 0 1, 0 1, 1 1, 1
It is clear from the definitions of p and q and the remarks aboutm , n m , n
 4 Ž .4 Ž . 3orbits that p  0, 0 is a basis for V , the subalgebra ofm , n m 0, n 0
² :  4fixed points under the action of  , and q is a basis form , n 0 nm
S3 ˆ S3Ž . ² : Ž .V , the subalgebra of fixed points of ,  . Define A V and
ˆ  4B q .m , n 0 nm
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The following decomposition of the product of q with each element1, 0
ˆ Ž .of B is easily verified from 6.1 .
Ž . 2PROPOSITION 6.3. i q  2 q  q .1, 0 1, 1 2, 0
Ž .ii q q  q  q , all m 1.1, 0 m , 0 m , 1 m1, 0
Ž .iii q q  3q  q .1, 0 1, 1 0, 0 2, 1
Ž .iv q q  q  q , all m 1.1, 0 m , m m1, m1 m1, m
Ž .v q q  2 q  q  2 q .1, 0 2, 1 2, 2 3, 1 1, 0
Ž .vi q q  q  q  2 q , all m 2.1, 0 m , 1 m , 2 m1, 1 m1, 0
Ž .vii q q  2 q  q  q , all m 2.1, 0 m , m1 m , m m1, m1 m1, m2
Ž .viii q q  q  q  q , all 1 nm 1.1, 0 m , n m1, n m , n1 m1, n1
Ž .The negation map on V  , all   V is an involutory automor-
phism of V which commutes with the action of every automorphism of V.
ˆHence, this map induces an algebra automorphism of A, which we denote
Ž .as . It follows from 6.1 that
q  q , all 0 nm. 6.4Ž .m , n m , mn
ˆThus, leaves the basis B stable.
ˆ   ŽPROPOSITION 6.5. A q , q , the algebra of polynomials with1, 0 1, 1
.complex coefficients in q and q .1, 0 1, 0
ˆ Proof. Let R q , q . Of course, R A. Now q , the identity1, 0 1, 1 0, 0
element of V, is identified with 1. Hence, q , q , q  R. Also,0, 0 1, 0 1, 1
q  q and q  q imply that1,1 1, 0 1, 0 1, 1
R R . 6.6Ž .
Ž Ž . Ž Ž .. Ž .By 6.3 i and 6.3 iii , q and q  R. Hence q  R by 6.6 . Now2, 0 2, 1 2, 2
Ž Ž .. Ž Ž ..q  R by 6.3 ii applied to q , q , and q  R by 6.3 v . Then3,0 1, 0 2, 0 3, 1
Ž . Ž .q , q  R, by 6.6 and 6.4 .3, 3 3, 2
Suppose that for some m 3, q  R for all 0 j im. Theni, j
Ž Ž .. Ž . Ž .q  R by 6.3 ii ; hence q  R by 6.6 and 6.4 . Also,m1, 0 m1, m1
Ž Ž . Ž . Ž . Ž ..q  R for all 0 nm 1, by 6.3 iv , 6.3 vi , 6.3 vii , and 6.3 viii .m1,n
It follows by induction on m that q  R for all 0 nm; hencem , n
Aˆ R.
Because of Proposition 6.3, we can derive the representation graph
ˆŽ . B as follows:q1, 0
Arrange the vectors q , 0 nm, on the corresponding latticem , n
Ž . Žpoints m, n in the Euclidean plane. We draw an arrow labeled with
. Ž . Ž .scalar  from point m, n to point i, j if and only if q appears in thei, j
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decomposition of q q with coefficient  0. The resulting diagram is1, 0 m , n
shown in Fig. 1.
Our chief goal in the next two sections is to show that a similar array
Ž .exists for suitable scalar multiples of elements of B with repetitions ,a
where the unknown ITA B and nonreal a B are as given in Sections 4
and 5, and that a multiplies the entries of the array exactly as q1, 0
ˆmultiplies the corresponding elements of B.
7. TRIANGLES IN Ba
Ž .Throughout this section, ITA A, B and fixed a B satisfy the hy-
potheses of Sections 4 and 5. In particular, a a, aa 3  1 b for some
  Ž .b b B with b  6, B  G for any n 2, and 5.1 , Lemmasa a x n
5.25.8, 5.105.12, and Theorem 5.9 hold. The sets S and T are as defined
near the beginning of Section 5.
Ž .DEFINITION 7.1. An infinite triangle in B denoted  is an arraya
 4 Žx  i, j  with 0 j i x may be thought of as occupying pointi, j i, j
Ž . .i, j of the plane such that each of the following holds: x  1 B ;0, 0 a
x  a; x  T for all i 0; x  S for all 0 j i; x  x for all1, 0 i, 0 i, j i , j i, ij
Ž .0 j i so x  T and in particular, x  a ; andi, i 1, 1
Ž . Ž .i ax  2 x  x so x  y ,1, 0 1, 1 2, 0 2, 0
Ž .ii ax  x  x , all i 1,i, 0 i, 1 i1, 0
Ž . Ž .iii ax  3 x  x so x  b ,1, 1 0, 0 2, 1 2, 1
Ž .iv ax  x  x , all i 1,i, i i1, i1 i1, i
Ž . Ž .v ax  2 x  x  2 x so x  y, x  b ,2, 1 2, 2 3, 1 1, 0 2, 2 3, 1 1
Ž .vi ax  x  x  2 x , all i 2,i, 1 i, 2 i1, 1 i1, 0
ˆŽ .FIG. 1.  B .q1, 0
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Ž .vii ax  2 x  x  x , all i 2,i, i1 i, i i1, i1 i1, i2
Ž .viii ax  x  x  x , all 1 j i 1.i, j i1, j i, j1 i1, j1
Ž .Remark 7.2. i The proof that such an array exists will occupy this
section and the next. Except that there must be repeated values at various
Ž .nodes since B is finite , the array  is an exact analog of the representa-a
ˆŽ . Ž . Ž .tion graph  B of Section 6, when we depict 7.1 i 7.1 viii by nodesq1, 0
and arrows as shown in Fig. 2.
Ž . Žii It follows easily from Definition 7.1 in particular, from
Ž . Ž . .7.1 i 7.1 viii and bar symmetry and induction on i, in a manner similar
to the proof of Proposition 6.5, that all the entries x are uniquelyi, j
determined. So there can be at most one infinite triangle  in B .a
ŽDEFINITION 7.3. Fix integer n 3. A triangle of base n in B denoteda
.  4 is an array x  i, j  and 0 j i n such that x  1,n i, j 0, 0
x  a, x  T for all 0 i n, x  S for all 0 j i n, and1, 0 i, 0 i, j
Ž . Ž .x  x for all 0 j i n and such that 7.1 i 7.1 viii hold, underi , j i, ij
Ž . Ž . Ž . Ž .the additional restriction that i n 1 in 7.1 ii , 7.1 iv , 7.1 vi , 7.1 vii ,
Ž .and 7.1 viii .
Ž .Remark 7.4. Regard  if it exists as columns of nodes, where column
i contains x , 0 j i. Then  consists exactly of columns 0 through ni, j n
of , but where the products ax , 0 j n, are not known a priori.n, j
Ž .No arrows emanate from the nodes in column n.
The next result is an immediate consequence of our hypothesis aa
Ž .3  1 b and of 5.1 and Lemmas 5.2, 5.6, and 5.12.
FIG. 2. .
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Ž .PROPOSITION 7.5.  and  exist Fig. 3 .3 4
We shall prove that  exists by showing that there is a strictly increasing
 4
sequence n of positive integers such that  exists for all t. Thet t1 nt
argument develops a lot of information about an assumed triangle  inn
order to show that a larger triangle exists. A simpler proof would be
desirable but is not apparent to the author.
LEMMA 7.6. Let  be a triangle of base n in B , for some n 4. Thenn a
Ž .7.6a ax  x  x , all 1 i n 1,i, i i, i1 i1, i1
Ž .7.6b ax  x  x , all 1 i n 1,i, 0 i1, 0 i1, 1
Ž .7.6c ax  x  x  2 x , all 2 i n 1,i, i1 i, i2 i1, i i1, i1
Ž .7.6d ax  2 x  x  x , all 2 i n 1,i, 1 i, 0 i1, 2 i1, 1
Ž .7.6e ax  x  x  x , all 1 j i 1 n 2.i, j i1, j1 i, j1 i1, j
Proof. This follows from Definition 7.3; apply the automorphism to
Ž . Ž . Ž . Ž . Ž .each of equations 7.1 ii , 7.1 iv , 7.1 vi , 7.1 vii , and 7.1 viii , and replace
each term x on the right-hand sides with x , 0 p l.l , p l, lp
LEMMA 7.7. Let  be a triangle of base n in B , for some n 4. Thenn a
ax  x for all 1 j n.n, j n1, j1
Proof. By Lemma 7.6 applied to i n 1, ax  x , for alln1, j1 n, j
Ž . Ž .1 j n. Hence, x , ax  ax , x  0. Now xn1, j1 n, j n1, j1 n, j n1, j1
 S iff 0 j 1 n 1 iff 1 j n, which implies that x  S. So ifn, j
  x  	 d for some 	  and d B with 	 d  6 and if dn1, j1 a
FIG. 3.  .4
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occurs in the decomposition of ax with coefficient , then Propositionn, j
   2.3 yields that 6 x   d . Thus, x  ax .n, j n1, j1 n, j
LEMMA 7.8. Let  be a triangle of base n in B , for some n 4. Thenn a
for all 2 i n 1,
Ž .7.8a 2 x  ax  x  yx and yx  2 x  x ,2, 2 3, 0 3, 1 2, 0 2, 0 2, 2 4, 0
Ž .7.8b x  ax  x  yx if i 3 andi, 2 i1, 0 i1, 1 i, 0
yx  x  x if 3 i n 1,i, 0 i, 2 i2, 0
Ž .7.8c 2 x  ax  2 x  yx and yx  2 x  x  x ,1, 1 3, 1 2, 0 2, 1 2, 1 1, 1 3, 2 4, 1
Ž .7.8d x  2 x  ax  2 x  x  yx and2, 1 3, 3 4, 1 3, 0 4, 2 3, 1
yx  2 x  x  x if n 5,3, 1 3, 3 2, 1 5, 1
Ž .7.8e x  x  ax  2 x  x  yx if i 3 andi1, 1 i, 3 i1, 1 i, 0 i1, 2 i, 1
yx  x  x  x if 3 i n 1,i, 1 i1, 1 i, 3 i2, 1
Ž .7.8f 3  1 ax  2 x  x  yx and yx  3  1 x ,3, 2 3, 3 2, 1 2, 2 2, 2 4, 2
Ž .7.8g 2 x  ax  x  yx and1, 0 4, 2 3, 1 3, 2
yx  2 x  x  x if n 5,3, 2 1, 0 5, 2 4, 3
Ž .7.8h 2 x  2 x  ax  x  x  yx if n 5 and2, 0 4, 4 5, 2 4, 1 5, 3 4, 2
yx  2 x  2 x  x if n 6,4, 2 2, 0 4, 4 6, 2
Ž .7.8i 2 x  x  ax  x  x  yx if i 4 andi2, 0 1, 4 i1, 2 i, 1 i1, 3 i, 2
yx  2 x  x  x if 4 i n 1,i, 2 i2, 0 i, 4 i2, 2
Ž .7.8j x  x  ax  x  x  yx ifi2, j2 i, j2 i1, j i, j1 i1, j1 i, j
2 j i 2 and yx  x  x  xi, j i2, j2 i, j2 i2, j
if 2 j i 2 n 3,
Ž .7.8k x  2 x  ax  x  x  yxi2, i4 i, i i1, i2 i, i3 i1, i1 i, i2
if i 4 and yx  x  2 x  xi, i2 i2, i4 i, i i2, i2
if 4 i n 1,
Ž .7.8l x  ax  x  yx if i 3 andi2, i3 i1, i1 i, i2 i, i1
yx  x  x  x if 3 i n 1,i, i1 i2, i3 i2, i1 i1, i
Ž .7.8m x  ax  2 x  x  yx if i 2 andi2, i2 i1, i i1, i1 i, i1 i, i
yx  x  x if 2 i n 1.i, i i2, i2 i2, i
Proof. These are straightforward calculations based upon the substitu-
2 Ž .tion of a  2 a for y 5.1 and the use of Lemma 7.6 and Definitions 7.3
Ž . Ž . Ž .and 7.1. We give the details below only for 7.8h , 7.8i , and 7.8j . The
other cases are similar.
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Let i 4. Then
2yx  a  2 a x  a x  x  x  2 axŽ . Ž .i , 2 i , 2 i1, 1 i , 3 i1, 2 i , 2
 2 x  x  xŽ .i2, 0 i1, 2 i , 1
2 x if i 44, 4 x  x i1, 2 i1, 3 ½ž /x if i 4i , 4
 ax  2 x  x  xŽ .i1, 2 i1, 2 i , 1 i1, 3
2 x if i 44, 4 2 x  x  x  ax i2, 0 i , 1 i1, 3 i1, 2 ½ x if i 4.i , 4
Ž . Ž .If i n 1, then ax  x  x  x . 7.8h and 7.8i follow.i1, 2 i, 1 i1, 3 i2, 2
Let 2 j i 2. Then
2yx  a  2 a x  a x  x  x  2 axŽ . Ž .i , j i , j i1, j1 i , j1 i1, j i , j
 x  x  x  x  x  xŽ . Ž .i2, j2 i1, j i , j1 i1, j i , j2 i1, j1
 ax  2 x  x  xŽ .i1, j i1, j i , j1 i1, j1
 x  x  ax  x  x .i2, j2 i , j2 i1, j i , j1 i1, j1
Ž .The first part of 7.8j follows. Also, if i n 1, ax  x i1, j i, j1
Ž .x  x . Substitution into the first part of 7.8j yields the secondi1, j1 i2, j
claim.
LEMMA 7.9. Let  be a triangle of base n in B , for some n 4. Let i, tn a
be integers such that 0 i t n and either x  x or x  3 x i, 0 t, 0 t, 0 0, 0
3  1. If t is the least integer for which such a repeat occurs, then x  3  1.t, 0
Proof. Suppose toward a contradiction that for minimal t 0, x t, 0
 4x  3  1, so i 0 and x  x  B 	 1 . Again by minimality,i, 0 i, 0 t, 0 a
x  x and x  3  1.t1, 0 i1, 0 t1, 0
ŽSuppose that x  x  a. Then ax  x from the definition ofi, 0 t, 0 t1, 0 t, 0
.   implies that x  ax  aa 3  1 b. Since x  3, wen t1, 0 t, 0 t1, 0
have x  3  1, which is a contradiction. Therefore, x  a. If x t1, 0 i, 0 i, 0
a, then 3  1 b aa x  x forces x  3  1 3  x . Theni1, 0 i, 1 i1, 0 0, 0
Ž .i 1 t and the pair 0, i 1 contradicts the minimality of t. So x t, 0
x  a or a. Hence, i 1 and x  3  1.i, 0 i1, 0
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Ž .By 7.6b , ax  x  x . Thus ax  x  x . Buti, 0 i1, 0 i1, 1 t, 0 i1, 0 i1, 1
ax  x , since ax  x . Since x  x and x  S, itt, 0 t1, 0 t1, 0 t, 0 t1, 0 i1, 0 i1, 1
follows that x  2 x . Theni1, 1 t1, 0
   15 x  4 x  ax , ax  aa, x xŽ . Ž .i1, 0 t1, 0 t , 0 t , 0 t , 0 t , 0
 3  1 b , x x .Ž .t , 0 t , 0
 4  Since x  B 	 1 and x  3, it follows that x x  aa. Thent, 0 a t, 0 t, 0 t , 0
Lemma 5.9 implies that x  a or a, which contradicts our result above.t, 0
The lemma is proved.
LEMMA 7.10. Let  be a triangle of base n in B , for some n 4.n a
Suppose that x  3  1 for all 0 i n. Then x  B for all 1 i n.i, 0 i, 1 a
Ž Ž .Proof. Since x  b and x  b Remark 7.2 ii and Proposition2, 1 3, 1 1
. Ž .7.5 , it suffices to assume that i 3. By 7.6b and since 2 i 1 n 1,
ax  x  x . Hence,i1, 0 i2, 0 i, 1
3 x , x  ax , ax  aa, x x .Ž . Ž . Ž .i , 1 i , 1 i1, 0 i1, 0 i1, 0 i1, 0
Suppose toward a contradiction that x  B . Since x  S, we havei, 1 a i, 1
 x  2 t for some t B with t  3, x  3h for some h B withi, 1 a i, 1 a
  Ž . Ž .h  2 or x  6  1. In any case, x , x  12 and so aa, x xi, 1 i, 1 i, 1 i1, 0 i1, 0
  15. Since x  B by hypothesis and x  3, then x xi1, 0 a i1, 0 i1, 0 i1, 0
 3  1 b aa. Therefore, x  a or a, by Theorem 5.9.i1, 0
Now Lemma 7.9 implies that all the entries x are distinct for 1 l n.l, 0
So if x  a then since x  a we must have i 2, a contradiction. Ifi1, 0 1, 0
x  a then by definition of  , 3  1 b aa ax  x i1, 0 n i1, 0 i, 0
 x . Since x  3, it follows that x  3  1, which contradicts ouri1, 1 i, 0 i, 0
hypothesis and proves the lemma.
LEMMA 7.11. Let  be a triangle of base n in B for some n 4.n a
Suppose that x  3  1 for all 0 i n. Then for all i, j with 0 j i n,i, 0
x  2 t for any t T.i, j
Proof. Suppose toward a contradiction that the assertion is false. Then
we may choose x  2 t for some t T and 0 j i n and so that j isi, j
minimal with respect to these conditions and i is minimal with respect to j.
Lemma 7.10 implies that x  B for all 1 i n. Since x i, 1 a i, i1
x , x  B as well. Therefore, 1 j i 1. Hence, and by minimal-i , 1 i, i1 a
ity of j and i,
Ž .Each of x , x if j 2 , x , x , andi2, j1 i1, j2 i, j1 i1, j
Ž .x if j 2 is either in B and of degree 6 or is of the 7.11aŽ .i2, j2 a
 form 3h for some h B with h  2.a
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Ž . Ž .Now by definition of  and by 7.6d and 7.6e ,n
x  2 x  2 t , if j 2;i2, 1 i1, 0
ax i1, j1 ½ x  x  2 t , if j 2;i2, j1 i1, j2
7.11bŽ .
x  x  2 x , if j 2;i , 1 i1, 2 i2, 0
ax i1, j1 ½ x  x  x , if j 2.i , j1 i1, j i2, j2
Ž . Ž . Ž .If j 2, then 7.11a and 7.11b imply that ax , ax 
 6i1, j1 i1, j1
Ž . Ž . Ž .modulo 12 and ax , ax 
 0 modulo 12 . If j 2, theni1, j1 i1, j1
Ž . Ž . Ž . Ž .7.11a and 7.11b yield that ax , ax 
 0 modulo 12 andi1, j1 i1, j1
Ž . Ž . Ž .ax , ax 
 6 modulo 12 . Since ax , ax i1, j1 i1, j1 i1, j1 i1, j1
Ž . Ž .ax , ax by 2.1 , we have a contradiction which proves thei1, j1 i1, j1
lemma.
THEOREM 7.12. Let  be a triangle of base n in B for some n 4.n a
Assume that x  3  1 for all 0 i n. Suppose that x  x fori, 0 i1, j i, j1
Žsome i, j with 1 j 1 i n 1. Then x  B and so has degreei, j1 a
.  6 , and either x or x equals 3h for some h B with h  2.i1, j1 i, j a
Proof. Since 1  j  1  i, Lemma 7.11 implies that each of
Ž .x , x , x , and x is either in B with degree 6 or equals 3 pi, j1 i1, j i, j i1, j1 a
 for some p B with p  2.a
Suppose toward a contradiction that x  x  3 p for somei, j1 i1, j
p B . Then by Lemma 5.10, ax  ax  3d for some d Ba i, j1 i1, j a
 with d  6. Now ax  x  x  x by the definition ofi, j1 i1, j1 i, j2 i1, j
Ž , and ax  x by the definition of  and Lemma 7.7 whenn i1, j i, j1 n
. Ž .i 1 n . Hence, x  x  x  x  d. Fig. 4 .i1, j1 i, j2 i1, j i, j1
FIGURE 4
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FIGURE 5
Ž .By 7.6e , ax  x  x  x  3d. Thus,i, j i1, j i, j1 i1, j1
54 ax , ax  ax , ax  x  x , x  xŽ . Ž .Ž .i , j i , j i , j i , j i , j1 i1, j i , j1 i1, j
  6 p , 6 p  36 p  72,Ž .
a contradiction. Therefore,
 x  x  d  B , with d  6. 7.12aŽ .i , j1 i1, j 1 a 1
Suppose, again toward a contradiction, that x  d  B and xi, j 2 a i1, j1
 d  B . Choose j minimal, then choose i minimal for j, such that the3 a
configuration in Fig. 5 occurs.
Suppose that j 1. Since i 2 by hypothesis, Lemma 7.10 implies that
 x  B , with x  6. Also, by definition of  and hypothesis, xi1, 1 a i1, 1 n i, 0
 4and x are in T 	 3  1 . Then ad  ax  2 d  2 x , and byi1, 0 2 i, 1 1 i1, 0
Ž .7.6d , ad  ax  2 x  x  x  2 x  d  x . Hence,2 i, 1 i, 0 i1, 2 i1, 1 i, 0 3 i1, 1
   36 4 d  4 x  ad , ad  ad , adŽ . Ž .1 i1, 0 2 2 2 2
 12 d  x , d  x .Ž .3 i1, 1 3 i1, 1
Ž .Therefore, x  d Fig. 6 .i1, 1 3
FIGURE 6
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FIGURE 7
Now ad  2 d implies that ad  2 d . Since ad  ax  2 x2 3 3 2 3 i1, 1 i2, 0
 x  x , it follows that i 1 2 and x  d  x .i1, 2 i, 1 i1, 2 2 i, 1
But now the configuration x  d  x , x  d , x  di1, 2 2 i, 1 i1, 1 3 i, 2 1
Ž .Fig. 7 contradicts the minimality of i for j 1. So we may assume for the
rest of the proof of Theorem 7.12 that j 1.
Ž .By the definition of  and 7.12a ,n
ad  ax  x  x  x  2 d  x , 7.12bŽ .2 i , j i , j1 i1, j i1, j1 1 i1, j1
Ž . Ž .and by 7.6e Fig. 8 ,
ad  ax  x  x  x  x  x  d . 7.12cŽ .2 i , j i1, j i , j1 i1, j1 i1, j i , j1 3
By Lemma 7.11, x is either in B or equals 3 p for some p B .i1, j1 a a
Suppose that x  3 p. Then Lemma 5.10 implies that ax  3g,i1, j1 i1, j1
 for some g B with g  6. Since ax  x  x , we havea i1, j1 i1, j i, j1
Ž .x  x  g. Then by 7.12c ,i1, j i, j1
30, if g d ,3ad , ad  2 g d , 2 g d Ž .Ž .2 2 3 3 ½ 54, if g d .3
FIGURE 8
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Ž .But by 7.12b ,
ad , ad  ad , ad  2 d  3 p , 2 d  3 p  42.Ž . Ž .Ž .2 2 2 2 1 1
This contradiction implies that
 x  d ; some d  B , d  6. 7.12dŽ .i1, j1 4 4 a 4
Ž . Ž .Now again by 7.12b and 7.12c ,
x  x  d , x  x  dŽ .i1, j i , j1 3 i1, j i , j1 3
 ad , ad  ad , adŽ .Ž .2 2 2 2
30, if d  d ,1 4 2 d  d , 2 d  d  7.12eŽ . Ž .1 4 1 4 ½ 54, if d  d .1 4
Ž .By Lemma 7.11, each of x and x is either in B of degree 6 ori1, j i, j1 a
 equals 3q for some q B with q  2.a
Ž .Suppose that x or x equals 3q, for some q B . By 7.6c andi1, j i, j1 a
Ž . Ž . Ž .7.6e , ax  x  x  d  d and by 7.6d and 7.6e ,i1, j i, j1 i1, j1 1 4
ax  x  x  d  d . So by Lemma 5.10 applied to aq,i, j1 i1, j i1, j1 1 4
Ž . Ž .d  d . Then ad , ad  54. But by 7.12e ,1 4 2 2
ad , adŽ .2 2
 x or x  3q d , x or x  3q d ,Ž . Ž .Ž .i1, j i , j1 3 i1, j i , j1 3
which equals 30, 42, or 78, according to whether x or x is ini1, j i, j1
 4B 	 d , equals d or 3h for some h q in B , or equals 3q. In any case,a 3 3 a
Ž .we have a contradiction. Therefore Fig. 9
   x  d and x  d , for some d , d  B with d  d  6.i , j1 5 i1, j 6 5 6 a 5 6
7.12fŽ .
Ž .By minimality of j, d  d . Then 7.12e implies that5 6
d  d , d  d , d  d or d . 7.12gŽ .1 4 5 6 3 5 6
Ž . Ž .Then by 7.12c , ad  d  d  d  2 d . So by 2.2 ,2 5 6 3 3
ad  2 d . 7.12hŽ .3 2
Suppose that d  d . Now x  d by minimality of i. Since3 6 i1, j1 2
Ž .ad  ax  x  x  x , it follows from 7.12h that3 i1, j i1, j1 i, j i2, j1
Ž .x  d . By definition of  and 7.12b ,i2, j1 2 n
x  x  x  ax  ad  2 d  d .i3, j2 i2, j i1, j1 i2, j1 2 1 4
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FIGURE 9
Ž .Hence, x  x  d and i 2 j . Since ad  2 d , 2 d i3, j2 i2, j 1 2 1 2
ad  ax . Now ax  x  x  x by Lemma 7.6.1 i2, j i2, j i2, j1 i3, j i1, j1
Ž .Therefore, x  d . Also by 7.12c and Lemma 7.6, 2 d  d  ad i3, j 2 3 5 2
Ž .ax  x . So x  d or d Fig. 10 . Now the configura-i2, j1 i3, j1 i3, j1 3 5
tion x  d  x , x  d , x  d or d contradictsi3, j 2 i2, j1 i2, j 1 i3, j1 3 5
the minimality of j. Therefore, d  d .3 6
Ž .It follows from 7.12g that d  d . By definition of  , x  x3 5 n i1, j2 i, j
 x  ax  ad . Minimality of j implies that x  d .i1, j1 i, j1 3 i1, j1 2
Ž . Ž .Then 7.12h yields that x  d and j 2 . Since ad  2 d  di1, j2 2 2 1 4
Ž . Ž .by 7.12b and 7.12d and ax  x  x  x , wei1, j2 i, j2 i1, j1 i2, j3
Ž . Ž .have x  x  d and j 3 Fig. 11 .i, j2 i2, j3 1
Ž .Now by Lemma 7.6 and 7.12c , x  ax  ad  2 d  d .i1, j3 i1, j2 2 3 6
Hence, x  d or d . Also, ad  2 d implies that ad  2 d . Sincei1, j3 3 6 2 1 1 2
Ž .7.6e implies that ad  ax  x  x  x , it follows1 i, j2 i1, j2 i, j3 i1, j1
that either x or x equals d . But each one of the configurationsi, j3 i1, j1 2
x  d  x , x  d , x  d or x  d  x ,i, j 2 i1, j1 i1, j 1 i, j1 3 i1, j2 2 i, j3
x  d , x  d or d contradicts the minimality of j. This finali, j2 1 i1, j3 3 6
contradiction completes the proof of Theorem 7.12.
FIGURE 10
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FIGURE 11
8. EXTENDING TRIANGLES OF BASE n
The hypotheses and notation of Sections 5 and 7 remain in force. We
consider here a given triangle  of base n in B , for some n 4. Then a
proof that  always can be extended to a larger triangle will proceed inn
Ž .two distinct phases: 1 We show that if x  3  1 for all 0 i n theni, 0
Ž . exists. 2 We assume that x  3  1 and find a connection be-n1 n, 0
tween the entries x , x and the entries x , x . This permits us ton, j n1, j j, 0 j, 1
regard  as a ‘‘tile,’’ four copies of which we fit together to form  .n 2 n
LEMMA 8.1. Let  be a triangle of base n in B , for some n 4.n a
Assume that x  3  1 for all 0 i n. Suppose for some j with 0 ji, 0
n 3 that x  x . Then j 0 andn, j1 n1, j2
2 x  x if j 1n1, 0 n , j1
ax n , j ½ x  x if j 1.n1, j1 n , j1
Proof. The hypothesis and Theorem 7.12 imply that x  xn, j1 n1, j2
 d and either x or x equals 3h, for some d, h B withn, j2 n1, j1 a
     d  6 and h  2. Also, hh 2  1 q, for some q B with q  2.a
Suppose first that x  3h. Since ah B by Lemma 5.10, andn, j2 a
Lemma 7.7 implies that ax  x , it follows that x  ahn, j2 n1, j1 n1, j1
Ž .Fig. 12 .
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FIGURE 12
Ž .By the definition of  Definitions 7.3 and 7.1 ,n
x if j n 4n1, j3
ad ax  x  x n1, j2 n2, j1 n , j2 ½ 2 x if j n 4.n1, n1
 Therefore, ad x for any x B with x  12. Since 3h x  ad, ita n, j2
follows from Lemma 5.11 that ad 3h d  d , for some d  d  B1 2 1 2 a
   with d  d  6. Hence, 0 j n 4 so n 4.1 2
   Now h ad implies that d ah. Thus, d ah since d  6 ah .
Ž . Ž .Then by 7.6e and 7.6d ,
x if j 0n1, j
x   xn2, j1 n , j2½ 52 x if j 0n1, 0
 ax  aah ad 3h d  d , if x  3h.n1, j1 1 2 n , j2
8.1aŽ .
Therefore, j 0 and we may choose notation so that x  d andn2, j1 1
x  d . Nown1, j 2
x  2 ah x  x  x  ax  a ahŽ .n2, j n2, j n1, j2 n , j1 n1, j1
2 a h 2 ah yh ,
Ž .and so x  yh Fig. 13 .n2, j
Ž .Now yh S by Proposition 2.3. Also, 8.1a yields that bh d  d .1 2
Hence by Lemma 5.2,
yh , ad  ayh , d  bh wh , d  6.Ž .Ž . Ž .2 2 2
Therefore, since x  ah,n1, j1
x if j 1n2, j1
yh ad  ax  ah x  8.1bŽ .2 n1, j n , j ½ 2 x if j 1.n2, 0
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FIGURE 13
Ž . Ž . Ž .Now by Lemma 5.2, yh, ah  hh, ay  2  1 q, b w  0. Hence,
Ž .yh ah. Also, ax  x  yh. But a yh  yh because of then2, j1 n2, j
Ž . 2following argument: by 7.8a , y  yx  2 x  x . Then n 4 and2, 0 2, 2 4, 0
2 Ž . Ž .Lemma 7.6 yield that ay  2 x  x  x  x . So our hypothe-3, 3 2, 1 3, 0 5, 1
2 2 Žsis and Lemma 7.10 imply that 1 ay and q ay . Thus, 0 2  1
2 2. Ž . Ž . Ž .q, ay  hh, ay  ayh, yh . So indeed a yh  yh, and it follows that
Ž . Ž .yh x or 2 x if j 1 . Therefore, by 8.1b , yh x . Thenn2, j1 n2, 0 n, j
again by Lemma 5.2,
ax  a yh  ay h ah x , if x  3h. 8.1cŽ . Ž . Ž .n , j n , j1 n , j2
By Lemma 7.7 and Proposition 2.3.
ax  x and ax  2 x . 8.1dŽ . Ž .n , j n1, j1 n , 1 n1, 0
Ž .Furthermore, by 8.1a and Lemma 7.6,
x  d , d  x  x , d  ax , d  ad , dŽ .Ž . Ž . Ž .n1, j1 n1, j1 n , j1 n1, j 2
 ad , ah  d , aah  d , 3h d  d  6.Ž .Ž .Ž .2 2 2 1 2
Therefore, x  d x . The desired conclusion now followsn1, j1 n, j1
Ž . Ž .from 8.1c and 8.1d .
Ž .Suppose next that x  3h. Then ah B Lemma 5.10 andn1, j1 a
Ž .ax  x imply that d ah. Also, ah B Lemma 5.10 andn1, j1 n, j1 a
2 xn1, 0ax  x   xn1, j1 n2, j1 n , j2½ 5xn1, j
Ž .Lemma 7.6 yield that j 0 and x  x  x  ah. Fur-n2, j1 n1, j n, j2
Ž .thermore, x  ax  3ah implies that x  ah Fig. 14 .n2, j n1, j1 n2, j
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FIGURE 14
Since aah ax  x  x  x , Lemma 5.11 impliesn1, j n1, j1 n, j n2, j1
that
   aah 3h d  d , for some d  d  B , d  d  6.3 4 3 4 a 3 4
We may choose notation so that x  d . Thenn, j 3
ax , x  ad , ah  d , aah  d , 3h d  d  6.Ž . Ž . Ž .Ž .n , j n , j1 3 3 3 3 4
Ž . ŽHence, ax  x . Furthermore, by 5.1 and Lemma 7.6 where coeffi-n, j n, j1
Ž . .cient 2 appears when j 1 ,
22 a y h a h a ah  ax  x  x  2 xŽ . Ž . Ž .n1, j n2, j n , j1 n1, j1
 2 ah 2 x .Ž . n1, j1
Ž . ŽŽ . . Ž . Ž .So yh 2 x . Since 2 x , x  yh, ah  hh, ay n1, j1 n1, j1 n, j1
Ž . Ž .2  1  q, b w  0, we have x  2 x . Since ax n, j1 n1, j1 n, j
Ž .2 x by Lemma 7.7, the conclusion follows.n1, j1
LEMMA 8.2. Let  be a triangle of base n in B , for some n 4.n a
Assume that x  3  1 for 0 i n. Then there exist u  T and u  Si, 0 0 j
for 1 j n 1 such that
ax  u  x ,n , 0 0 n , 1
ax  u  x  2 x ,n , 1 1 n , 2 n1, 0
ax  u  x  x if 1 j n 1,n , j j n , j1 n1, j1
ax  u  2 x  x .n , n1 n1 n , n n1, n2
Proof. Suppose we can show that ax  x and that, for 1 jn, 0 n, 1
Ž . Ž .n 1, ax  x or 2 x  x or 2 x as in the desiredn, j n, j1 n, n n1, j1 n1, 0
conclusion. Then define u  ax  x , u  ax  x  2 x ,0 n, 0 n, 1 1 n, 1 n, 2 n1, 0
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u  ax  x  x for 1 j n 1, and u  ax j n, j n, j1 n1, j1 n1 n, n1
   2 x  x . Since u  3, u  6 for 1 j n 1 and u is thenn, n n1, n2 0 j j
a nonnegative integer combination of B with u  ax for 0 j n 1,a j n, j
it follows from Proposition 2.3 that u  T and u  S for 1 j n 1.0 j
Thus it suffices to prove that ax  x , ax  x  2 x , ax n, 0 n, 1 n, 1 n, 2 n1, 0 n, j
x  x if 1 j n 1, and ax  2 x  x .n, j1 n1, j1 n, n1 n, n n1, n2
Ž .Now x  x by Lemma 8.1. It follows from 7.8b with i n 1n, 1 n1, 2
that
ax  x . 8.2aŽ .n , 0 n , 1
Ž . Ž . Ž . Ž . Ž . ŽBy 7.8c if n 4 , 7.8g if n 5 , and 7.8l applied to i n 2 if
.n 5 we have yx  x . Therefore,n2, n3 n1, n2
yx  yx  x  x .n2, 1 n2, n3 n1, n2 n1, 1
Ž .Hence, yx  x by 2.2 . Also, ax  2 x by Lemma 7.7 andn1, 1 n2, 1 n, 1 n1, 0
Ž . Ž .Proposition 2.3. Then 7.8d and 7.8e imply that
2 x if n 43, 3  ax  2 x  x  yx  x ,Ž . Ž .n , 1 n1, 0 n , 2 n1, 1 n2, 1½ 5x if n 4n1, 3
where ax  2 x and yx  x are nonnegative combina-n, 1 n1, 0 n1, 1 n2, 1
tions of B . Now x  2 x by Lemma 7.11. Thus ax  2 x  xa n, 2 3, 3 n, 1 n1, 0 n, 2
unless n 4 and x  x . But in this case, a  2 x  x byn, 2 n1, 3 n, 1 n1, 0 n, 2
Lemma 8.1. So in any event,
ax  2 x  x . 8.2bŽ .n , 1 n1, 0 n , 2
Suppose that n 4. By definition of  , x  x and x  x . Nown 4, 1 4, 3 4, 2 4, 2
Ž . Ž .8.2b implies that ax  x . Hence by 2.2 ,4, 1 4, 2
ax  ax  x  x .4, 2 4, 2 4, 1 4, 3
Also, Lemma 7.7 yields that ax  x . If x  x then x  x 4, 2 3, 1 4, 3 3, 1 4, 1 3, 1
x . This contradicts Lemma 8.1. Therefore, x  x and3, 2 4, 3 3, 1
ax  x  x . 8.2cŽ .4, 2 3, 1 4, 3
Suppose that n 5 and 2 j n 3. Then 2 n j 1 n 3.
Ž . Ž . Ž . Ž .By 7.8f  7.8i when n j 1 2 and by 7.8j  7.8m applied to i
Ž .n 3 and n j 1 in place of j when 3 n j 1 n 3,
Ž .yx  x . So by 2.2 and the symmetry of  under ,n3, nj1 n1, nj1 n
yx  yx  x  x .n1, j n1, nj1 n3, nj1 n3, j2
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Applying Proposition 2.3 when j 2, we have
2 x if 2 j n 3,n3, 0
yx  8.2dŽ .n1, j ½ x if 2 j n 3.n3, j2
Ž . Ž . Ž .Now 7.8h and 7.8i  7.8k applied to i n 1 yield that
2 x  2 x  ax  x  x  yx ,Ž . Ž .n3, j2 n1, j2 n , j n1, j1 n , j1 n1, j
Ž .where the coefficient 2 occurs if j 2 or n 3. By Lemma 7.7 and
Ž . Ž .8.2d , ax  x and yx  2 x are nonnegative combi-n, j n1, j1 n1, j n3, j2
nations of B . So it follows froma
2 x  ax  x  x  yx  2 xŽ . Ž . Ž .Ž .n1, j2 n , j n1, j1 n , j1 n1, j n3, j2
Ž .that ax  x  x unless 2 x  x . But the lattern, j n1, j1 n, j1 n1, j2 n, j1
alternative forces j n 3, by Lemma 7.11, so x  x . Thenn1, j2 n, j1
Lemma 8.1 implies that in either case,
ax  x  x , if 2 j n 3. 8.2eŽ .n , j n1, j1 n , j1
Ž .Now ax  x by the definition of  , and ax  x by 8.2b .n1, 2 n, 2 n n, 1 n, 2
Ž .Since x  x by Lemma 8.1, 2.2 yields that ax  x  x .n1, 2 n, 1 n, 2 n1, 2 n, 1
Application of the automorphism yields
ax  x  x . 8.2fŽ .n , n2 n1, n3 n , n1
Ž Ž ..Similarly, ax  x and ax  x by 8.2a imply that ax n1, 1 n, 1 n, 0 n, 1 n, 1
x  2 x . Therefore,n1, 1 n, 0
ax  x  2 x . 8.2gŽ .n , n1 n1, n2 n , n
Ž . Ž . Ž . Ž . Ž .Now 8.2 follows from 8.2a  8.2c and 8.2e  8.2g and the first para-
graph of the proof.
THEOREM 8.3. Suppose that  , a triangle of base n in B , exists for somen a
n 4. Suppose also that x  3  1 for all 0 i n. Then  exists.i, 0 n1
Proof. We note first that by Definition 7.3, Lemma 7.6, and Lem-
ma 8.2,
ax  a ax  x  aax  axŽ .n , 0 n1, 0 n1, 1 n1, 0 n1, 1
 a x  x  axŽ .n2, 0 n , 1 n1, 1
 x  x  2 x  x  uŽ . Ž .n2, 1 n1, 0 n1, 0 n , 2 1
 x  2 x  xŽ .n2, 1 n1, 0 n , 2
 x  u .n1, 0 1
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Therefore,
ax  ax  x  u  x  u . 8.3aŽ .n , n n , 0 n1, 0 1 n1, n1 1
Now define x  u for 0 j n 1, where the u are produced inn1, j j j
Ž .Lemma 8.2; x  u , and x  u . Then Lemma 8.2 and 8.3an1, n 1 n1, n1 0
Ž . Ž . Ž . Ž . Ž .imply that 7.1 ii , 7.1 iv , 7.1 vi , 7.1 vii , and 7.1 viii hold for all i n. So
 4to verify that x  i, j , 0 j i n 1 is the triangle  , it onlyi j n1
remains to show that x  x for all 0 j n 1. Thisn1, j n1, n1j
Žfollows by definition for j 0 and 1, so we may assume since is
. Ž .involutory that 1 j n 1 2.
Ž .Suppose that 3 j n 1 2. Then j n 2. By Lemma 7.6, Defi-
nition 7.1 applied to  , and Lemma 8.2,n
ax  a ax  x  xŽ .n , j1 n1, j1 n1, j n2, j2
 a ax  ax  axŽ .n1, j1 n1, j n2, j2
 a x  x  x  ax  axŽ .n2, j1 n1, j2 n , j n1, j n2, j2
 x  x  xŽ .n2, j n1, j1 n3, j2
 x  x  xŽ .n1, j1 n , j2 n2, j3
 x  x  xŽ .n1, j1 n , j1 n1, j
 x  x  xŽ .n2, j n1, j1 n , j1
 x  x  xŽ .n3, j2 n2, j3 n1, j1
 x  x  x .n , j2 n1, j1 n1, j
A similar calculation, where 2 x replaces x , and 2 x replacesn2, 0 n2, j3 3, 3
x when n 5, yields ax  x  x  x when j 3n2, 3 n, 2 n, 1 n1, 2 n1, 3
Ž .n 1 2. Thus,
ax  x  x  x , all 3 j n 1 2.Ž .n , j1 n , j2 n1, j1 n1, j
Then
x  x  x  ax  ax  axn , nj2 n1, nj n1, j n , j1 n , j1 n , nj1
 x  x  x .n , nj2 n1, nj n1, nj1
Ž .Hence, x  x for all 3 j n 1 2.n1, j n1, n1j
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Finally, a similar calculation shows that ax  2 x  x  x .n, 1 n, 0 n1, 1 n1, 2
So
2 x  x  x  ax  ax  axn , n n1, n2 n1, 2 n , 1 n , 1 n , n1
 2 x  x  x .n , n n1, n2 n1, n1
It follows that x  x , and the proof of Theorem 8.3 isn1, 2 n1, n12
complete.
LEMMA 8.4. Let  be a triangle of base n in B , for some n 4. Thenn a
for all 2 j i n,
x  ax  ax  2 x , andŽ .i , j i , j1 i , j2 i , j3
x  ax  ax  2 x ,Ž .i , 1 i1, 1 i2, 1 i3, 1
Ž .where the coefficient 2 appears in the first equation iff j 3 and in the
second equation iff i 4.
Ž .Proof. By the definition of  Definitions 7.3 and 7.1 and Lemma 7.6,n
ax  ax  2 xŽ .i , j1 i , j2 i , j3
 x  x  xŽ .i1, j1 i , j i1, j2
 x  2 x  x  2 xŽ . Ž .Ž .i1, j2 i , j3 i1, j1 i , j3
 x .i , j
Similarly,
ax  ax  2 xŽ .i1, 1 i2, 1 i3, 1
 2 x  x  xŽ .i2, 0 i , 1 i1, 2
 2 x  2 x  x  2 xŽ . Ž .Ž .i3, 1 i2, 0 i1, 2 i3, 1
 x .i , 1
LEMMA 8.5. Let  be a triangle of base n in B , for some n 4.n a
Assume that x  3  1 x for all 0 i n. Thenn, 0 i, 0
Ž .8.5a x  x for all 0 j n 2, x  a,n1, j j1, 1 n1, n1
Ž .8.5b x  2 x for all 1 j n 1, x  3  1.n, j j, 0 n, n
Proof. Since by the definition of  and hypothesis ax  x n n1, 0 n, 0
3  1 and x  B , it follows that x  a x . Thenn1, 0 a n1, 0 1, 1
x  3  1 x  x  ax  aa 3  1 bn1, 1 n1, 1 n , 0 n1, 0
INTEGRAL TABLE ALGEBRAS 537
Ž .implies that x  b x see Fig. 3 . By Lemma 5.2 and the defini-n1, 1 2, 1
tion of  ,n
2 x  x  x  ax  ab 2 a 2 y b .n2, 0 n1, 2 n , 1 n1, 1 1
Since x  2 t for any t T, by hypothesis and Lemma 7.11, it followsn1, 2
Ž . Ž .that x  b  x . Again, see Fig. 3. Thus 8.5a is established forn1, 2 1 3, 1
j 0, 1, 2. Suppose that 3 j n 2 and that for all p with 0 p j,
x  x . Then by Lemma 8.4,n1, p p1, 1
x  ax  ax  2 xŽ .n1, j n1, j1 n1, j2 n1, j3
 ax  ax  2 x  x .Ž .j , 1 j1, 1 j2, 1 j1, 1
Thus, induction on j yields that x  x for all 0 j n 2.n1, j j1, 1
Ž .Then by definition of  , x  x  a, and 8.5a is proved.n n1, n1 n1, 0
2Ž . Ž .By 7.6b and 5.1 , x  x  ax  a  2 a y. Since x n2, 0 n, 1 n1, 0 n, 1
S, we have x  y and x  2 a 2 x .n2, 0 n, 1 1, 0
Ž .If 1 j n 2, then 8.5a and Lemma 7.6 yield the following, where
Ž .coefficient 2 appears iff j 2:
x  x  2 xŽ .n , j n2, j1 j1, 1
 x  x  2 xŽ .n , j n2, j1 n1, j2
 ax  ax  2 x  2 x  x .Ž .n1, j1 j , 1 j1, 1 j , 0 j1, 2
Since x  2 t for any t T by Lemma 7.11, it follows that x n2, j1 n, j
2 x for all 1 j n 2. From the definition of  , x  x j, 0 n n, n1 n , 1
2x  2 a 2 x . So we have shown that x  2 x for all1, 0 n1, 0 n, j j, 0
Ž .1 j n 1. Now x  x  3  1, and 8.5b is verified.n, n n , 0
DEFINITION 8.6. A tile of base n is a triangle of base n in B , denoteda
 4  x  0 j i n , such that x  x for all 0 j n 2,n i, j n1, j j1, 1
x  a, x  2 x for all 1 j n 1, and x  3  1 x .n1, n1 n, j j, 0 n, 0 n, n
LEMMA 8.7. A tile of base n exists for some n 4.
Proof. Suppose that x  3  1 for all triangles  which exist. Sincen, 0 n
 exists with    for all 3m n, it follows that x  3  1 form m n i, 0
all 0 i n. Then Theorem 8.3 implies that  exists. Hence,  existsn1 n
for all n 3. Since T is a finite set, there is an integer n larger than the
cardinality of T. For any such n, x  x for some 1 i j n. Theni, 0 j, 0
Ž .x  3  1 for some 0 t n, by Lemma 7.9. Also, t 4 see Fig. 3 . Butt, 0
 exists, since t n; this is a contradiction.t
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So there exists some triangle  , n 4, with x  3  1 and x  3  1n n, 0 i, 0
for all 0 i n. By Lemma 8.5,  satisfies Definition 8.6 and is there-n
fore a tile.
LEMMA 8.8. Let  be a tile of base n for some n 4. Then for alln
0 j i n,
2 x if 0 j i n , j , j
x if j i n ,x  n ji , ji , j
1 x if 0 j i n.n , j2
Proof. If 0 j n, Definitions 8.6, 7.3, and 7.1 imply that x n , j
12 x  2 x . Hence, x  x . So it only remains to consider i, j withj , 0 j, j j , j n, j2
0 j i n and to prove that x  x .i , j nji, j
For all 0 i n, Definitions 8.6, 7.3, and 7.1 again yield that
2 x  x  x  2 x .i , 0 n , i n , ni ni , 0
Thus,
x  x , for all 0 i n. 8.8aŽ .i , 0 ni , 0
Also, for all 1 i n Definitions 8.6, 7.3, and 7.1 yield
x  x  x  x . 8.8bŽ .i , 1 n1, i1 n1, ni ni1, 1
The result is established for j 0, 1. Suppose that 2 j i n and that
x  x for all j 1 p n and x  x forp , j1 nj1p, j1 q , j2 nj2q, j2
Ž .all 0 j 2 q n. By the definition of a triangle, ax  2 xi, j1 i1, j2
Ž . x  x , where the coefficient 2 appears iff j 2. Therefore,i, j i1, j1
x  ax  2 x  xŽ .i , j i , j1 i1, j2 i1, j1
 ax  2 x  x . 8.8cŽ . Ž .n j1i , j1 i1, j2 i1, j1
By Lemma 7.6,
ax  2 x  2 x  x ,Ž . Ž .n j1i , j1 nj2i , j1 nj1i , j2 nji , j
Ž .where the first coefficient 2 appears iff i n 1 and the second occurs
Ž .iff j 2. Also, x  x if j 2 by our inductive hypothe-i1, j2 nj1i, j2
Ž .sis, while x  x by 8.8a , which we apply when j 2. Thusi1, 0 ni1, 0
Ž . Ž .2 x  2 x in any case. Furthermore, x i1, j2 n j1 i, j2 i1, j1
Ž .x if i n 1 by our assumption, and x  2 x byn j2i, j1 n , j1 j1, j1
Ž .the first part of the proof. It follows from 8.8c that x  x .i , j nji, j
INTEGRAL TABLE ALGEBRAS 539
THEOREM 8.9. If a tile of base n exists for some n 4 then so does a tile
of base 2n.
 4Proof. Let   x  0 j i n be the given tile. We essentiallyn i, j
shall piece together four copies of  to build the tile  , as in Fig. 15.n 2 n
Ž . Ž .Here, I denotes  , II represents  reflected across the y x andn n
Ž .then shifted n units to the right, III denotes  shifted n units to then
Ž .right, and IV labels  shifted n units both up and to the right. That is,n
we define the entries of  from those of  in the manner indicated.2 n n
Ž Ž .We multiply by 2 the entries on the hypotenuse of I to obtain those on
Ž . Ž . .the common hypotenuse of II and III , so that they are in S. Then it is
Ž .not hard to see with some care taken at the ‘‘seams’’ that  satisfies2 n
the definitions of a triangle of base 2n and a tile. We give all the formal
details below, for completeness.
Ž . Ž . Ž .First we extend  to the rhombus with vertices 0, 0 , n, 0 , 2n, n , andn
Ž . Ž .n, n ; that is, we specify the entries x of II with i n by definingi, j
x  x for all 1 t j n ,n t , j j , t
8.9aŽ .
x  2 x for all 1 t n.n t , t t , t
The following equations hold by the definitions of tile and triangle n
Ž . Ž .Definitions 8.6, 7.3, and 7.1 and by 8.9a .
ax  a 2 x  2 2 x  x  2 x  2 x  2 xŽ . Ž .n , 1 1, 0 1, 1 2, 0 1, 1 1, 1 2, 0
 2 x  x  x .n1, 0 n1, 1 n , 2
FIGURE 15
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For all 2 j n 1,
ax  a 2 x  2 x  x  2 x  x  xŽ .Ž .n , j j , 0 j1, 0 j , 1 j1, 0 j , 1 j , 1
 2 x  x  x ,Ž . n , j1 n1, j1 n1, j
Ž .where coefficient 2 occurs iff j n 1. Also,
ax  a 3  1  a 2 a x  2 x  x  xŽ .n , n n1, n1 1, 0 n1, n1 n , 1
 x  x .n1, n1 n1, n
For all 1 t j n 1,
ax  ax  2 x  x  2 x ,Ž . Ž .n t , j j , t j , t1 j1, t j1, t1
Ž .where coefficient 2 occurs iff t 1 j or t 1 0. Hence,
ax  x  x  x .n t , j nt1, j nt , j1 nt1, j1
This verifies the following:
The equations of Definition 7.1 hold for the products ax ,n t , j
for all 0 t j n 1 and for t 0, j n. 8.9bŽ .
Ž .Furthermore, 8.9a and Lemma 8.8 yield that
x  x  x  x , all 0 t j n 1.n t , j j , t ntj , t nt , ntj
Ž .For all 1 t n 1, 8.9a and Definition 8.6 yield that x  x n t, n n, t
2 x . Hence, x  2x  2 x  x . Thus, x  x andt, 0 nt , n t , 0 t, t nt, t nt , n nt, t
x  x . Also, x  2 x  6  1 implies that x  x . Wen t , t nt, n 2 n, n n, n 2 n , n 2 n, n
have shown that
x  x , for all 0 t j n. 8.9cŽ .n t , j nt , ntj
Ž .Now we fill the entries for region III by defining
x  x , for all 0 j t n. 8.9dŽ .n t , j t , j
Ž . Ž .Then by Definitions 8.6, 7.3, and 7.1 applied to  and by 8.9a and 8.9d ,n
the following equations hold:
ax  a 3  1  2 x  x  x  x .Ž .n , 0 1, 0 1, 0 n , 1 n1, 0
ax  a 2 x  2 3  1 x  2 x  x  x .Ž . Ž .n1, 1 1, 1 2, 1 n , 0 n1, 2 n2, 1
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For all 2 t n 1,
ax  a 2 x  2 x  x  2 x  x  xŽ . Ž .n t , t t , t t1, t1 t1, t t1, t1 t1, t t1, t
 x  x  x .n t1, t1 nt , t1 nt1, t
For all 1 t n 1,
ax  ax  2 x  x  x  xŽ .n t , 0 t , 0 t , 1 t1, 0 nt , 1 nt1, 0
Ž .where coefficient 2 appears iff t 1.
For all 1 t n 1,
ax  ax  2 x  x  2 xŽ .n t , 1 t , 1 t1, 0 t1, 1 t , 2
 2 x  x  xn t1, 0 nt1, 1 nt , 2
Ž Ž . .where coefficient 2 appears with x iff t 2 . And for all 2 j tt, 2
n 1,
ax  ax  x  2 x  xŽ .n t , j t , j t1, j1 t , j1 t1, j
 x  x  xn t1, j1 nt , j1 nt1, j
Ž Ž . .where coefficient 2 appears with x iff t j 1 . This proves thatt, j1
the equations of Definition 7.1 hold for the products
ax , for all 0 j t n 1. 8.9eŽ .n t , j
Ž .We specify the entries for region IV by defining
x  x , for all 1 j t n. 8.9fŽ .n t , nj t , j
Ž . Ž . Ž .Then the following is justified by 8.9a , 8.9d , and 8.9f and by Defini-
tions 8.6, 7.3, and 7.1 applied to  :n
ax  ax  a 2 x  2 2 x  x .Ž . Ž .n1, n n , 1 1, 0 1, 1 2, 0
But 2 x  2 x  2 x  x  x and 2 x  x  x .n1, n1 1, 1 1, 0 n , 1 n, n1 2, 0 n, 2 n2, n
Thus,
ax  2 x  x  x .n1, n n1, n1 n , n1 n2, n
For all 2 t n 1,
ax  ax  a 2 x  2 x  x .Ž . Ž .n t , n n , t t , 0 t , 1 t1, 0
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Ž . Ž Ž .Since 2 x  2 x  x where coefficient 2 appears ifft1, 0 n, t1 nt1, n
. Ž . Žt 1 n and x  x 8.9f , x  x  x byt, 1 nt, n1 t, 1 n1, t1 nt1, n1
Ž ..Definitions 8.6 and 8.9a ,
ax  x  x  x , for all 2 t n 1.n t , n nt , n1 nt1, n1 nt1, n
For all 1 t n 1,
3  1 x , if t 12, 1ax  ax n t , nt t , t ½ x  x , if t 1t1, t1 t1, t
 x  x .n t1, nt1 nt1, nt
For all 1 j t n 1,
ax  ax  2 x  2 x  x ,Ž . Ž .n t , nj t , j t1, j1 t , j1 t1, j
Ž .where coefficient 2 appears iff j 1 0 or j 1 t. So if 2 j t 1,
ax  x  x  x .n t , nj nt1, nj1 nt , nj1 nt1, nj
Ž . Ž .If j 1, note that 2 x  x  x and 2 x  2 x .t1, 0 n, t1 nt1, n t, 2 nt, n2
Hence,
ax  x  2 x  x ,Ž .n t , n1 nt1, n nt , n2 nt1, n1
for all 2 t n 1,
Ž .where coefficient 2 appears iff t 2. If j t 1 1, then
ax  x  2 x  xn t , nt1 t1, t2 t , t t1, t1
 x  2 x  x .n t1, nt2 nt , nt nt1, nt1
We have proved that the equations of 7.1 hold for the products
ax , for all 0 j t n 1. 8.9gŽ .n t , nj
Ž . Ž .Finally, for all 0 j t n 1, 8.9f and 8.9d imply that
x  x  x  x  x . 8.9hŽ .n t , nj t , j t , tj nt , tj nt , ntŽnj.
Ž . Ž . Ž .It follows from 8.9a , 8.9d , and 8.9f that the entries x  S fori, j
Ž . Ž . Ž .0 j i 2n and x , x  T for 0 i 2n. Now 8.9b , 8.9c , 8.9e ,i, 0 i, i
Ž . Ž .  48.9g , and 8.9h imply that x  0 j i 2n satisfies all the definingi, j
properties of a triangle of base 2n. So this array is indeed the triangle  .2 n
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Ž .It remains to show that  is a tile. For all 0 j n 2, 8.9d and2 n
Definition 8.6 applied to  yieldn
x  x  x  x .2 n1, j nŽn1. , j n1, j j1, 1
Ž .From 8.9a and Definition 8.6, we have
x  x  2 x  2 x  x ,2 n1, n1 nŽn1. , n1 n1, n1 1, 0 n , 1
x  x  x  2 x  2x2 n1, n nŽn1. , n n , n1 n1, 0 n1, n1
 2 a 2 x  x .1, 1 n1, 1
Ž . Ž .For all 1 j n 2, 8.9f , 8.9d , and Definition 8.6 imply that
x  x  x  x  x ,2 n1, nj nŽn1. , nj n1, j j1, 1 nj1, 1
Ž . Ž . Ž .and x  x  a. Similar applications of 8.9a , 8.9f , 8.9d ,2 n1, 2 n1 n1, n1
and Definition 8.6 yield the following: If 0 j n, then x  x .2 n, j n, j
Therefore, x  x  3  1, and2 n, 0 n, 0
x  x  2 x , for all 0 j n.2 n , j n , j j , 0
Also,
x  2 x  6  1 2 x , x  x  3  1,2 n , n n , n n , 0 2 n , 2 n n , n
and for all 1 j n 1,
x  x  2 x  2 x .2 n , nj n , j j , 0 nj , 0
Hence,  is a tile, and the proof of Theorem 8.9 is complete.2 n
COROLLARY 8.10. The infinite triangle  exists.
Proof. It follows from Lemma 8.7 and Theorem 8.9 that for some
integer n 4 and all integers l 0,  l exists. Since    whenever2 n k m
finite triangles  and  exist with km, the infinite array   lk m l 0 2 n
is defined and satisfies all the properties of Definition 7.1. Hence,
  l is the infinite triangle .l 0 2 n
9. PROOF OF THEOREM 1 CONCLUDES
Ž . Ž .  4Suppose that A, B is an ITA with B standard and L B  1 and that
there is a faithful element a in B with a a and aa 3  1 b for some
b B. We may assume that B G for any n 2. Then all the results ofx n
Sections 5, 7, and 8 hold for B B .a
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ˆ S3 ˆŽ .  4Let algebra A V with basis B q  0 nm be as pre-m , n
 4sented in Section 6. In particular, V  . Let  x  0 nmm , n
be the infinite triangle in B as in Definition 7.1. The triangle exists bya
ˆ Ž .Corollary 8.10. Define the -linear map  : A A by  q  x form , n m , n
Ž .all 0 nm. Then  q  x  a. The x are scalar multiples of a1, 0 1, 0 m , n
Ž .subset of B which since a is faithful is contained in no proper table
subset.
Ž . Ž . Ž . Ž . Ž .Now 6.3 i 6.3 viii and 7.1 i 7.1 viii imply that  q q 1, 0 m , n
Ž . Ž . q  q for all 0 nm. Hence,1, 0 m , n
ˆ q q   q  q , for all q A. 9.1Ž . Ž . Ž . Ž .1, 0 1, 0
Ž .By 6.4 and Definition 7.1, for all 0 nm,
 q   q  x  x   q .Ž . Ž .Ž .m , n m , mn m , mn m , n m , n
Therefore,
ˆ q   q , for all q A. 9.2Ž . Ž . Ž .
ˆŽ . Ž .By 9.1 and 9.2 , for all q A,
 q q   q q   q q   q qŽ .Ž . Ž . Ž .1, 1 1, 0 1, 0 1, 0
  q  q   q  q   q  qŽ . Ž . Ž . Ž . Ž .Ž .1, 0 1, 0 1, 0
  q  q .Ž . Ž .1, 1
Hence,
ˆ q q   q  q , for all q A. 9.3Ž . Ž . Ž . Ž .1, 1 1, 1
ˆ Ž .Proposition 6.5 tells us that each element of A is a polynomial over  in
Ž . Ž .q and q . So it follows from 9.1 and 9.3 that1, 0 1, 1
ˆ tq   t  q , for all t , q A.Ž . Ž . Ž .
ˆ Ž .Therefore,  is an algebra homomorphism from A into A with  qm , n
 x for all 0 nm.m , n
Therefore 2.11 now implies that there is an S -invariant subgroup N of3
  Ž .  4V with V : N  
 and such that B
 O . Also, by hypothesis, L B  1x N
    Ž .  4and there exists b B with b  6 S . Hence, C S  1 and3 VN 3
Ž .  4 Ž .C VN  1 . Therefore, O O S , VN as in Example 1.4.S N 33
Since V  , VN has rank at most 2. Lemma 8.7 implies that a
Ž .tile of base m exists for some minimal m 0. Thus,  q  3  1m , 0
Ž . Ž . Ž . q and  q  3  1,  q  3  1 for all 0 im. Since qm , m i, 0 i, i m , m
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Ž . Ž . Ž . Ž . Ž . q , it follows that m, 0 and 0, m N but i, 0 , 0, i , i, i N0,m
Ž .for all 0 im. Lemma 7.11 yields that  q  6  1 for all 0 j ii, j
Ž . Ž Ž ..m. Hence, i, j and also j, i N for all such i, j. It follows that
Ž .Nmm, so that VN
    . Thus, B
 O S ,   .m m x 3 m m
The S -orbits of    which correspond to a, a, and b comprise 123 m m
elements of    . Therefore, m 4 and Theorem 1 is proved.m m
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