Abstract: This paper compared performances of classification methods for a hyperspectral image dataset in view of dimensionality reduction (DR). Among conventional DR methods, principal component analysis, maximum noise fraction, and independent component analysis were used for the purpose of dimension reduction. The study was conducted using these DR techniques on a real hyperspectral image, an AVIRIS dataset with 224 bands, throughout the experiments. It was observed that DR may have a significant effect on the classification performance. After the DR methods were applied to the image dataset, the extracted reduced bands were used for testing classification performances. Four commonly used classification methods including maximum likelihood, Mahalanobis distance, spectral angle mapper, and support vector machines were used for the classification of dimensionally reduced and original (not reduced) images to test whether classification accuracies differed significantly for these images. Experiments reported in this study indicate that second-order statistics-based DR methods could efficiently reduce the dimensionality of the hyperspectral dataset.
Introduction
Hyperspectral remote sensing supplies very high spectral resolution image data and has the potential for discrimination of subtle differences in ground covers [1] . Since hyperspectral sensors acquire images in very close spectral bands, the resulting high-dimensional feature sets contain redundant information. Accordingly, it is very important to reduce the dimensionality in hyperspectral image analysis [2] . Using hyperspectral images might increase our abilities in classifying land use/land cover types. However, the image classification approach that has been successfully applied to multispectral data is not effective for hyperspectral data because of some practical limitations. As the dimensionality of feature space increases with the number of bands, the number of training samples needed for accurate image classification must be increased, as well. Since the training samples are commonly insufficient for hyperspectral data the estimation of statistical parameters becomes unreliable (Hughes phenomenon) [3] . In this respect it has been suggested that the dimensionality reduction (DR) process could improve image classification [4] . Generally it has been accepted that DR may have a significant effect on the accuracy of classification.
The main goal of the DR methods is to determine the intrinsic dimensionality of the dataset. The intrinsic dimensionality of data is the minimum number of parameters needed to account for the observed properties of the data. Linear DR methods including principal component analysis (PCA), minimum noise fraction (MNF), and independent component analysis (ICA) have commonly been used for hyperspectral imagery. Due to its simplicity and ease of use PCA is probably the most used method for DR. In PCA, an orthogonal subspace projection is performed on the hyperspectral images and produces a new sequence of uncorrelated images. The first few components usually contain the most variances and the later components tending to show little variance can be ignored. Therefore, the essential dimensionality of the classification space will be reduced. The main drawback of the method is its sensitivity to noise. It has been suggested that such variance-based principal components may not adequately represent image quality. Some well-known approaches have been proposed to deal with noise and one of the most popular ones is the MNF transform [5, 6] . Similar to PCA, MNF also transforms the original data to a feature space; however, features are arranged in terms of image quality, which is measured with the signal-to-noise ratio (SNR). The MNF transform is assumed to be advantageous over the principal component transform because it takes the noise information in the spatial domain into consideration.
The most important work in the MNF transform is to accurately estimate the noise covariance matrix, which is a key step. There are many research papers on the developments of the noise covariance estimation methods and improvements of the MNF transform method [7] [8] [9] . Additionally, some experimental studies demonstrated that classification accuracy is greatly influenced by the MNF transform when the ground objects are mixed together [9] . Each DR technique has unique transformation properties. For example, PCA transforms the data according to variance while ICA transforms the data into maximally independent components [10, 11] . Among band selection methods, ICA is one of the most popular techniques. It is a technique that extracts independent source signals by searching for a linear or nonlinear transformation that minimizes the statistical dependence between components. The spectral profile of all pixels in the hyperspectral image is treated as the observed signal and used to estimate the unmixing matrix.
Each DR technique has advantages and disadvantages regarding handling the highly mixed datasets. Hence, it is hard to decide which technique is appropriate to handle hyperspectral imagery. There have been some studies for revealing the effect of DR of hyperspectral imagery on classification. Although some studies have argued that DR could improve image classification rates there are no discernible results obtained on the subject in the literature. The main focus of this study is to compare the performance of classification methods in terms of the DR methods mentioned above. It is still not clear which feature extraction method is more appropriate than the others; e.g., as an example, although some disadvantages are widely known, PCA has still been found to be an effective DR method in the applications in the related literature. The DR methods were first applied to a hyperspectral dataset to reduce the dimensionality and then the extracted features (bands) were used as the inputs in image classification. It is necessary to identify optimal classification methods for hyperspectral image data to improve the efficiency of the classifiers. Therefore, four commonly used classifiers, including Mahalanobis distance (MD), maximum likelihood (ML), spectral angle mapper (SAM), and support vector machine (SVM), were evaluated for the purpose of comparison in hyperspectral imagery. The SVM and SAM classifiers were particularly chosen in this study since it has commonly been assumed that they perform better than other standard classifiers in hyperspectral imagery. Conventionally used DR techniques (i.e. ML and MD) were used especially for comparison with these comparatively newer techniques in the study.
As is known, the minimum distance classifier uses the class means derived from the training sample data and assigns each pixel to the class that has the closest Euclidean distance from the pixel. The MD method is similar to the minimum distance method except that the covariance matrix is used in the calculation. Each pixel is assigned to the class for which the MD is the smallest. The ML classifier calculates the probability that a given pixel belongs to a specific class and assigns the pixel to the class that has the highest probability. The ML classification method assumes that the data for each class in each band are normally distributed and it calculates the probability that a given pixel belongs to a specific class. Each pixel is assigned to the class that has the highest probability. SAM is a widely used spectral classification technique that uses an n-dimensional angle to match pixels to endmembers. The algorithm identifies the spectral similarity between a pixel spectrum and an endmember spectrum by calculating the angle between them, treating them as vectors in a space with dimensionality equal to the number of bands. Each pixel is then assigned to the endmember whose spectrum has the smallest spectral angle with the pixel spectrum. The SVM classifier is a kernel-based machine learning technique that separates the classes with a decision surface that maximizes the margin between the classes. Each pixel is then classified to the class having the highest probability [12] [13] [14] .
In the initial phase of the study the DR methods were applied to a real hyperspectral image dataset, an AVIRIS (Airborne Visible/Infrared Imaging Spectrometer) dataset with 224 bands, and the resultant reduced bands were determined. After the optimal reduced dimensions were determined the selected classifiers were used for the classification of these dimensionally reduced and the original (not reduced) images. To investigate the performances of the classifiers it is planned to test whether classification accuracies differ significantly for these images.
The determination of a suitable DR method for hyperspectral imagery is still a tough job. Each DR technique has special characteristics with regard to handling highly mixed datasets. It is still not clear which technique is appropriate to handle hyperspectral imagery; e.g., despite some disadvantages, the PCA approach seems to still be an effective DR method in the related literature. The other concern that should be addressed is to exhibit the influence of DR on the classification accuracy. It has commonly been assumed that DR may have a significant effect on the accuracy of classification. Though there have been some studies for revealing the effect of DR on classification for hyperspectral imagery in the literature there are no noticeable results obtained for the subject. Apart from the standard DR techniques relatively newer classifiers like SVM and SAM have commonly been assumed to perform better than others in hyperspectral imagery. It might be useful to compare the accuracy performances of these classifiers with the conventional ones. The main focus of this study is to investigate the performances of classification methods on the reduced hyperspectral images in terms of DR methods. Additionally, since it is known that incorporating texture measures could improve classification performance, the effect of inclusion of texture measures in the classification process was examined in the study. As texture features obtained from a gray-level cooccurrence matrix (GLCM) are most popular, some textural parameters from a GLCM were used for the classification processes in this work. The aims of the study are to investigate the performances/capacities of each classification method in view of dimension reduction on the hyperspectral dataset, to evaluate the effect of each DR method on classification accuracies for the hyperspectral image dataset, and to determine the effect of the inclusion of texture measures in the classification processes. The performance of each DR algorithm is conducted quantitatively by evaluating runtime, intrinsic dimensions, and classification accuracies.
Experiments
We conduct experiments using the data cube acquired by the AVIRIS sensor in the Cuprite Mining District Scene 4, Nevada, by the NASA Jet Propulsion Laboratory in 1997. This dataset has been chosen because it has been studied extensively in the hyperspectral imagery field. The original scene with a size of 614 pixels × 512 pixels and 224 bands is available online. This scene is well understood mineralogically and has been made a standard test site for validation and assessment of remote sensing methods. The hyperspectral image cube is shown in Figure 1 [15] . In this scene, there are five minerals: alunite, kaolinite, halloysite, calcite, and muscovite. Due to water absorption and low SNR value we remove bands 1-3, 107-113, 153-169, and 220-224 in our experiments. As a result, a total of 192 bands are used in our experiments. We use a PC with 2.8 GHz CPU and 4 GB of RAM in our experiments. We conduct experiments using ENVI 4.8 Software (RSI). We selected a subimage of the scene that consists of 50 × 50 pixels and 224 bands in order to evaluate the DR algorithms. The subimage of the scene (band 4) and its classified form with minerals is shown in Figure 2 as an example. It is worth noting that determining the optimal intrinsic dimension for DR methods is a challenging problem. Some methods for reducing the dimensionality of image datasets have been used to determine the intrinsic dimensions. The scree test method, the most common approach, was used in the experiments in order to find the intrinsic dimensions of the selected hyperspectral dataset [16] . In the case of PCA the correlation matrix is first computed and then the eigenvalues are derived. The summation of the eigenvalues is equal to the total number of bands (e.g., if the number of bands is 224 the summation of all eigenvalues is 224) because the elements of the main diagonal in the correlation matrix are all equal to one. Figure 3a shows the 10 first eigenvalues of the correlation matrix for each image in a scree graph and Table 1 lists the percentage of cumulative variability of the 7 first eigenvalues. Based on the scree test criterion for the AVIRIS image, 5 PCs are retained, since the curve flattens after these 5 components. The PC images are also examined for determination of the "optimal" intrinsic dimensionality of the AVIRIS image data as shown in Figure 4 .
The first PC band contains the largest percentage of data variance. The second PC band contains the second largest data variance, and each successive PC accounts for a progressively smaller proportion of variation in the original data. By observing the second PC image, it is obvious that there is additional information content. The third PC image is similar to the second but still reveals detail. The cumulative variance of the 5th PC image is 99.15% and this indicates that the rest of the PC bands contain the least correlated information. Beyond the first 5 components, subsequent PC images generally contain noise, resulting in poor image quality, but the 8th and 10th PC images appear to provide additional useful information. Generally, the remaining PC images do not provide any additional information about the scene and they are not shown in the figure. Therefore, based on both the scree test and visual inspection of the PC images, the 10th PC image completes the most efficient and informative representation of the data and it might be emphasized that it represents the inherent dimensionality of the image. From the MNF transformation results, Table 1 indicates that the first 12 eigenimages are the coherent images, with the remaining eigenimages primarily containing noise. In particular, the eigenvalue for each of the first 12 eigenimages is greater than 5 as shown in Figure 3b . As with the PCA transform, the inherent dimensionality of the data was also determined with visual inspection of the eigenimages. Note that visual inspection of the eigenimages can provide useful information on estimation of the inherent dimensions of the dataset but not precise results. From this visual inspection the intrinsic dimensionality of the image was determined to be 12 for the method in a similar manner. From the ICA transformation for the image Table 1 indicates that the cumulative eigenvalues of the first 5 component images is 99%. The computed independent components from ICA should have higher eigenvalues as previously stated. Visual observation of the eigenimages shows that the first 12 eigenimages seem to provide information content. Thus, the intrinsic dimensionality of the image was determined to be 12 as in the case of MNF(dr).
After the DR methods were applied to the image dataset the extracted reduced bands were used as the inputs in the classification process. Once the dimension-reduced images were obtained we applied four commonly used classifiers including ML, MD, SAM, and SVM as previously mentioned. One of the main purposes of the study is to compare these classifiers from the point of view of dimension reduction. It is plausible to assume that we can achieve better accuracy results by reducing the dimensionality of hyperspectral data. When classifying the image both original image bands and reduced bands were used to assess the effect of the DR process on classification. The AVIRIS Cuprite Scene 4 image was used in our classification experiments as previously mentioned. Some bands were excluded due to water absorption and low SNR values in the image, retaining a total of 192 bands for the experiments as mentioned before. The Cuprite site is well understood mineralogically and has several exposed minerals of interest as reported by the United States Geological Survey in the form of various mineral spectral libraries. Among the number of classes of minerals available, only 5 are chosen in the study for classification analyses. These five minerals were alunite, kaolinite, chromite, calcite, and muscovite.
The available amount of training samples in the smallest class (chromite) was 1128 pixels on the image. The total number of other training mineral classes were alunite (2332), kaolinite (2657), calcite (2015), and muscovite (3812). We conducted classification experiments using the classifiers mentioned before by keeping the first 10 output channels. For the purpose of comparison experiments were also conducted on the original 192 bands, i.e. the classification results were produced using the original and reduced bands. All images were classified by use of selected classifiers in which 5 classes were set.
Results
An AVIRIS hyperspectral dataset was used to assess the impact of DR on the performance of classification methods. DR methods were also investigated to determine the optimal intrinsic dimensions of the hyperspectral dataset. Three DR methods were evaluated for the image considering the runtime and intrinsic dimension aspects of the problem in the experiments. The determination of optimal intrinsic dimension for DR methods is a difficult challenge as previously mentioned. It might not be possible to discover the true reduced dimensionality of the datasets. It is thought that using visual inspection of the gray-scale eigenimages and scores can provide useful representation of the data. We have tried to determine the "optimal" intrinsic dimensions for every algorithm in the image using both the scree test and visual inspection of the eigenimages in the study. It is naturally difficult to conclude that final reduced dimensions in the experiments are the exact (or precise) value of optimal intrinsic dimensions. For the image, PCA(dr) strongly outperformed the other two algorithms, reducing the dimension of the images in less than 1 s. Table 2 shows the average recorded runtime of each algorithm. The time was recorded in seconds and the average runtime of the DR methods was computed. The MNF(dr) algorithm took above 1 s to run. ICA(dr) took about 2.2 min to run. It can be seen from the table that PCA was the fastest algorithm, while ICA was the slowest. Experiments show that all the DR methods reduced the dimension of hyperspectral data efficiently. Table 2 shows the comparisons of dimension reduction results. As seen from this table, the number of reduced dimensions of the hyperspectral dataset were 10-12 for the image. This means that the DR methods used were able to reduce the number of bands to tens reducing the 192 bands to 10-12 bands (or linear combinations of the bands). From the results obtained in our experiments we observe that the first 10 components contained almost 99.8% of the whole data from the PCA analysis, 95.5% for the MNF, and 99.8% for the ICA. For this reason the first resulting 10 components of the DR process have been considered as a benchmark for the classification of hyperspectral dataset. Hence, it might be concluded that the first 10 components contain most of the information in the image data and these components represent the inherent dimensionality of the image. The classification results were produced using the first 10 components of the reduced dataset. In addition, classification applications were also applied to the original (whole) image to compare the accuracies with a reduced image dataset. The classification results are shown in Figure 5 . In these classified image alunite is shown as a red colored area, kaolinite in green, chromite in blue, calcite in yellow, and muscovite in cyan.
A visual comparison of the classification maps indicates that the mineral types at each site were generally well separated on these classification maps. To quantitatively evaluate the performance of the four classifiers, Tables 3 summarizes the accuracy assessment results for the classification maps generated from the original and 10-band reduced images based on the four classifiers. The error (or confusion) matrix is used to assess the accuracy measures for all the image datasets by using the available ground truth pixels. The overall accuracy, kappa coefficient, producer's accuracy, and user's accuracy were calculated based on the error matrices. The overall accuracy is the percentage of all validation pixels correctly classified, whereas the user's and producer's accuracy provide information about the commission and omission errors associated with the individual classes, respectively. Different from the overall accuracy, kappa takes into account the possibility of agreements occurring by chance in a random classification [17] . It is performed to test if each classification was significantly better than a random classification and if any two classifications were significantly different. Final classification results are evaluated using the error matrices, which are summarized in Tables 3a-3d . Overall accuracy ranged from 74.34% to 88.17%. Among the four classifiers, ML had the highest overall accuracy and kappa value, as shown in Table 3b , whereas SAM had the lowest overall accuracy for the classification of original image, as shown in Table  3c . For the original image the ML, MD, and SVM classifiers were significantly better than SAM. There were no significant differences between MD and SVM classifiers and they had quite high classification accuracies ranging from 83.91% to 84.06%. For reduced images (generated by PCA, MNF, and ICA), ML had the highest overall accuracy and SAM had the lowest accuracy, similar to the overall image. MD performed as well as the SVM classifier for the reduced images. As seen from Table 3c , the SAM classifier had the lowest overall accuracy of 65.01% for the PCA(dr) reduced image. Except SAM, the rest of classifiers generally produced similar accuracy values for ICA(dr) and MNF(dr) reduced images. These classifiers especially produced consistent accuracies from the MNF reduced image, which ranged from 86.2% to 87.9%.
Overall kappa varied from 0.66 to 0.83 among the four classifiers for the original image, indicating that classification results agreed relatively well with the reference data (a kappa value of 1 represents perfect agreement). Kappa values obtained from reduced images were slightly worse than those of the original image (varied 0.54 to 0.85). Kappa analysis showed that some of the classifications were significantly better than a random classification, but not all. Tables 3 also summarizes the producer's and user's accuracies for the classification maps generated from the original and 10-band reduced images based on the four classifiers. When the producer's accuracies are considered, higher omission errors were generally obtained from ICA(dr) reduced images for all the classifiers except SAM for the PCA(dr) image. For instance, the MD method showed an omission error of 26.66% for the chromite class for the ICA(dr) image, higher than the others. ML exhibited an omission error of 9.99% for the chromite class, SAM showed an omission error of 19.65% for the chromite class, and SVM exhibited an error value of 15.86% for the same class for the ICA(dr)-based reduced image. When the original image is considered, SAM had lower producer's accuracies for all the classes. The rest of the classifiers generally provided relatively similar producer's accuracy values for the overall image. When the user's accuracies are considered, commission errors varied among classifiers. Surprisingly, the SAM classifier performed significantly worse than the other classifiers in the experiments.
Comparing levels of accuracy between original and reduced images showed that performing the DR process can improve the classification performance of a hyperspectral image dataset for a classifier. PCA increased the overall accuracy from 83.04% to 88.82% for the MD classifier as shown in Table 3a , i.e. the PCA reduced image increased the classification accuracy by 5.78%. Similarly, PCA increased the classification accuracy by 1.2% for ML and 3.49% for SVM, respectively. MNF produced the highest accuracy increase of 12.36% for the SAM classifier. It is noteworthy that in some cases the DR process could not improve the classification accuracy and this is clearly be seen from Table 3 . Classification accuracies seem to be not affected (for ML, as an example) or badly affected by performing the DR process in some experiments. Our findings suggest that it is plausible to strive to determine a suitable DR technique for a particular application by examining different DR methods.
As it is known that when including texture measures in classification the accuracy performance could be increased, the effect of inclusion of texture measures in the classification process was also investigated in the study. Texture measures quantify the spatial variation of the image tone values of neighboring pixels on the image and hence are less affected by the variability in the reflectance due to unintended blocking factors. Generally, texture analysis is adapted from GLCMs and some textural features from GLCMs are used for the classification processes in this work, i.e. mean, entropy, contrast, variance, and angular second moment. In this study the second-order geometric moments were used to compute texture features and a spectral-spatial framework for supervised classification of hyperspectral imagery. Training samples for the minerals obtained from using a texture measure for classification applications are shown as an example in Figure 6 . Tables 4 summarizes the accuracy assessment results for the classification maps generated with the texture measure to quantitatively evaluate the performance of the four classifiers. The results are compared with spectral classification results to investigate the impact of integration of spatial information. The classification result map using the ML classifier with the inclusion of the texture measure in the classification is shown in Figure 7 .
In addition to this, Figure 8 denotes the classification accuracy results of classifiers to compare the classification approaches for the inclusion of texture measure and without texture measure in the classification. In this graph the classification accuracy results of classifiers before and after using the texture measure are given for the purpose of comparison.
In the figure overall accuracy values are denoted on the top of the bars and kappa coefficient values are denoted in the middle of the bars. In the experimentation, by comparing the classification results of texture measures we find that the preferable texture features of the GLCM method was the mean. Inclusion of this texture measure generally improved the classification performances in the study. It was observed that classification accuracies (and kappa) increased for all datasets for the MD and SAM classifiers as shown in Figures 8a-8c , in comparison to pure spectral classifications. The increase in accuracy for the MD classifier was 8.5% for the whole (original) image and in the range of 5.4% to 7.6% for reduced images. The increase in accuracy for the SAM classifier was 13.1% for the PCA reduced image. In the case of the ML classifier overall accuracies increased for the original and ICA(dr) reduced images while closely similar accuracy values were obtained for the PCA and MNF reduced images. Surprisingly, overall classification accuracies decreased for all datasets when using the SVM classifier, as shown in Figure 8d . The decrease in accuracy for this classifier was 4.2% for the whole image and in the range of 0.9% to 3.3% for reduced images. Tables 4 also summarize the producer's and user's accuracies for the classification maps generated from the original and reduced images based on the classifiers after the texture measure was included.
Conclusion
In this paper we investigate the classification performances of the hyperspectral dataset in view of the DR perspective. Four commonly used classification methods including ML, MD, SAM, and SVM were applied to the original and 10-band reduced images. To compare the performances of classifiers on a dimensionality reduced image dataset, three different conventional DR techniques (PCA, MNF, and ICA) were performed on an AVIRIS hyperspectral dataset with 192 bands. After the dimension reduction methods were tested on the hyperspectral image, experimental classification performances were evaluated on the reduced image bands for the purpose of comparison. The results showed that standard DR methods using second-order statistics could effectively reduce the dimensionality of hyperspectral data. The results of our experiments indicate that despite some limitations PCA(dr) is still an effective method for reducing dimensionality of a hyperspectral dataset. Moreover, PCA yielded the highest accuracy results in some experiments. According to the conducted experiments, MNF(dr), as an alternative method for PCA(dr), produced nearly equal classification performances. Interestingly, the classification accuracies of the reduced images generated by these two methods are also quite similar to the accuracy of the original image. We need to state that ICA(dr) yielded relatively higher classification accuracies. ICA has been used in a variety of applications for hyperspectral data and ICA-based DR has generally been found to be more effective than the other conventional variance-based techniques in the literature. On the contrary, there have been some studies revealing that its suitability to the problem characteristics has been questioned [18, 19] . Our findings suggest that DR techniques may have a significant effect on the classification performance and can improve classification accuracies substantially. However, this cannot be viewed as a certain rule for all practical applications since these methods sometimes yielded poor classification performance in the experiments. Performing a DR process on the hyperspectral image dataset may not seem to have considerable effect on classification performances in the experiments. The outcomes of our analyses showed that it is still not easy to decide which DR technique is appropriate to handle a specific situation. When the classifiers were evaluated, standard classification methods (ML, MD) performed as well as relatively newer or more advanced classifiers (SAM, SVM) in the experiments. ML yielded the highest classification accuracy results. Based on the results of overall accuracy, producer's accuracy, user's accuracy, and kappa analysis of all the classification maps for the reduced image dataset, the ML, SVM, and MD classifiers provided higher classification performances. MD appeared to be have potential for hyperspectral image classification although the method provided slightly better accuracies than SAM and SVM in the experiments. Among these four classifiers examined, SAM surprisingly provided the lowest accuracy values and seemed to be not as effective as the other classifiers. These results are a bit surprising since the SAM and SVM classifiers are generally believed to be well suited to classify hyperspectral datasets in the related literature. These relatively newer approaches could not perform better than standard classifiers in this study.
We used the GLCM method to assist in mineral classification and then compared and evaluated all of the results of classifications. It was observed that incorporating the texture measure in the classification experiments could improve classification performance in a significant manner. It is not clear which texture measures are more accurate or appropriate for specific applications. Several GLCM texture measures were used in the study and the 'mean' texture measure had the highest effect on classification results. The increase in accuracy with the inclusion of the texture measure in classification reached up to 13% for a classifier in the experiments. This result cannot be viewed as a general trend for using texture measures as it was observed that overall classification accuracies decreased for a classifier (i.e. SVM) in the experiments. This result may stem from the selection of some algorithm-specific parameters (quantization levels, window size, texture features, distance metric) for the implementation of texture using the GLCM. Nevertheless, our findings suggest that in mining districts a better classification performance can be achieved by including GLCM texture measures.
