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The electronic properties graphene nanoflakes (GNFs) with embedded hexagonal boron nitride
(hBN) domains are investigated by combined ab initio density functional theory calculations and
machine learning techniques. The energy gaps of the quasi-0D graphene based systems, defined
as the differences between LUMO and HOMO energies, depend on the sizes of the hBN domains
relative to the size of the pristine graphene nanoflake, but also on the position of the hBN domain.
The range of the energy gaps for different configurations is increasing as the hBN domains get larger.
We develop two artificial neural network (ANN) models able to reproduce the gap energies with
high accuracies and investigate the tunability of the energy gap, by considering a set of GNFs with
embedded rectangular hBN domains. In one ANN model, the input is in one-to-one correspondence
with the atoms in the GNF, while in the second model the inputs account for basic structures in
the GNF, allowing potential use in up-scaled structures. We perform a statistical analysis over
different configurations of ANNs to optimize the network structure. The trained ANNs provide a
correlation between the atomic system configuration and the magnitude of the energy gaps, which
may be regarded as an efficient tool for optimizing the design of nanostructured graphene based
materials for specific electronic properties.
I. INTRODUCTION
The absence of an electronic gap in pristine graphene
hinders many of the expected applications based on the
field effect. Graphene nanopatterning is one way to
tune the electronic and transport properties and this
can be achieved by reducing the dimensionality [1–4],
by drilling periodic arrangements of holes [5, 6], by em-
bedding hexagonal boron-nitride (hBN) [7–12] or a com-
bination of these. Graphene nanoribbons (GNRs) and
graphene nanoflakes (GNFs), typically passivated with
monovalent species like hydrogen or halogen atoms, are
two examples of quasi-1D and quasi-0D graphene sys-
tems, respectively, which attracted a lot of attention in
the past few years. GNRs can have a metallic or semi-
conducting behavior depending on the lateral width and
edge type, armchair or zigzag. In contrast to GNRs,
where only the edge states may influence the electronic
properties, in GNFs these are markedly influenced by
both edge and corner states and, in general, by the dif-
ferent possible shapes [13, 14]. In addition, GNFs may
be functionalized, which further extends the range of the
electronic, optical and magnetic properties.
GNFs can be produced by bottom-up approaches,
where the synthesis takes place in solution by mechani-
cal extrusion, using magnetic field alignment and thermal
annealing [15, 16] or by top-down methods, using tech-
niques like e-beam lithography [17], plasma etching [18],
or a cationic surfactant mediated exfoliation of graphite
[19]. Besides the many applications envisioned for na-
noelectronics and spintronics [20], more recently, novel
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applications also indicate the role of GNFs for biologi-
cal recognition [21]. Therefore, methods for an efficient
investigation of multiple configurations of GNFs and re-
lated structures are highly demanded.
In the past few years, machine-learning (ML) tech-
niques are gaining ground in the field of condensed mat-
ter. They have been developed to predict the band gaps
in solids [22, 23], while they also provide new clues in
crystal structure prediction [24, 25]. They can be used
to bypass the Kohn-Sham equations by learning energy
functionals via examples [26] or predicting DFT Hamil-
tonians [27]. The generic aim is to develop less expensive
and faster methods to calculate the system’s properties.
To this end, the methodology contained in PROPhet [28]
provides a general framework for coupling machine learn-
ing and first-principles methods. ML techniques can also
provide more insights about the physical properties of a
system. The usefulness as a universal descriptor of grain
boundary systems was pointed out [29], potentially indi-
cating which building blocks map to particular physical
properties. ML techniques can also achieve high accura-
cies, the prediction errors of molecular machine learning
models being below that of the hybrid DFT error [30].
Regarding graphene systems, ML techniques have been
employed in several studies, e.g. for obtaining an accu-
rate interatomic potential for graphene [31], searching the
most stable structures of doped boron atoms in graphene
[32], for investigating the influence of GNF topology [33]
and predicting accuracy differences between different lev-
els of theory [34], as well as for the prediction of interfa-
cial thermal resistance between graphene and hBN [35].
In this paper we investigate the electronic properties
of hybrid graphene - hBN nanoflakes, using combined
DFT and ML methods. We construct the distribution of
2gap energies using ab initio DFT calculations, as LUMO-
HOMO differences, which depend on the size and posi-
tion of the hBN domains within the GNF. Given the large
number of possibilities of setting the hBN domains, ex-
tensive DFT calculations are typically required, with a
significant computational cost. Instead, we develop ar-
tificial neural network (ANN) models able to reproduce
the energy gaps with high accuracies, which significantly
reduce the computational effort. We test our ANN mod-
els against reference gap values obtained by DFT and
discuss the optimal conditions for the network structure.
II. MODEL SYSTEMS AND COMPUTATIONAL
METHODS
We consider GNFs with embedded hBN domains, pas-
sivated with hydrogen, as indicated in Fig. 1. The hBN
domains are rectangular shaped regions containing an
equal number of boron and nitrogen atoms. In this
way the systems retain an intrinsic semiconducting be-
havior, without a net chemical doping. The rectangular
hBN embedding is randomly positioned in the graphene
nanoflake. The widths and heights of the rectangular
hBN regions are extracted from a flat distribution so that
the entire graphene nanoflake can be replaced by BN.
The systems analyzed here have a total of 200 atoms, of
which N = 166 atoms are stemming from graphene/hBN
and NH = 34 hydrogen atoms. For the investigation of
the electronic properties, a number of 900 non-equivalent
systems are generated.
The DFT calculations are performed using the SIESTA
code [36] employing local density approximation (LDA)
in the parametrization of Ceperley and Alder [37]. The
strictly localized basis set allows a linear scaling the com-
putational time with the system size. The self-consistent
solution of Kohn-Sham equations was obtained using
the standard double-ζ polarized basis set, a grid cut-
off of 100 Ry and norm-conserving pseudopotentials of
Troullier and Martins [38] with a typical valence elec-
tron configurations for carbon, boron and nitrogen. The
gap energies are determined, being defined as the differ-
ence between the LUMO and HOMO energies, Egap =
ELUMO − EHOMO.
Based on the DFT results we implement ANN mod-
els able to reproduce the gap energy for similar systems
from a new set. The ANNs are standard fully connected
backpropagation neural networks implemented using the
FANN library [39], with three layers: one input layer, one
hidden layer and one output layer. In Method 1 we assign
an input neuron to each atom of species C, B or N, so that
the number of input neurons is Nin = 166. Method 2 ac-
counts for the chemical neighborhood of a certain atomic
species and its prevalence in the system. In this case, we
use Nin = 20 input neurons, where 4 of them account
for the proportions of the four atomic species (C, B, N,
H) and 16 neurons are associated with the normalized
counts of (Xi, Y1, Y2, Y3) atom quadruplets, where Xi =
FIG. 1. A typical graphene nanoflake with an embedded rect-
angular hBN domain. The edges are passivated with hydro-
gen. Each system contains N = 166 C, B, or N atoms, colored
in black, ping and light blue respectively, and NH = 34 hy-
drogen atoms.
C, B, N and Y1,2,3 are the three nearest neighbors of Xi,
with 1 ≤ i ≤ N . The number of neurons in the hidden
layer Nh is varied, from 25 to 200 neurons, in order to
find a close-to optimal configuration. The output layer
has a single neuron, Nout = 1, and the result maps the
gap energy by a continuous function in the [0, 1] inter-
val, corresponding to a maximum gap energy Emaxgap = 4
eV. Method 2 has the advantage that the input does not
depend on the system size, allowing the same ANN to
handle up-scaled structures.
For training we employ the iRPROP algorithm of Igel
and Hu¨sken [40], which is a variant of the standard
RPROP algorithm introduced by Riedmiller and Braun
[41]. The iRPROP algorithm is adaptative and there is
no pre-set learning rate. The sigmoid activation function
is used and the mean square error during training is set
to 10−5. Since the ANNs are randomly initialized and
the final weight configurations depend on the seeds, an
ensemble of 1000 ANNs is trained on the same data set.
Finally a statistics regarding the accuracy obtained on
the test data is performed.
The trained ANNs are tested on a set of 100 new exam-
ples and the predicted gaps are compared to the reference
values obtained by DFT calculations. We use the R2 co-
efficient of determination as a measure of how far the
observed outcomes are replicated by the ANN model.
III. RESULTS AND DISCUSSION
GNFs are quasi-0D systems with a discrete energy
spectrum, where the gap energy is typically influenced
by their geometry, passivation and nanopatterning. By
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FIG. 2. The reference DFT gap vs. the BN fraction fBN.
Depending on the position and shape of the BN rectangular
domain, different gap values are obtained at the same fBN.
A fit with a second degree polynomial function shows the
statistical increase of Egap with fBN (y = 2.31x
2). The inset
shows a histogram of the DFT gap values, focusing on the
small energy gaps.
embedding hBN in GNFs, which is a wide band gap iso-
morph of graphene, it is expected that the gap energy
has a strong variation. Particularly in finite systems, the
position and shape of the embedded rectangular hBN
domain, closer to the edges or at the GNF center, signif-
icantly influences Egap.
We first investigate the variation of Egap as a func-
tion of the hBN domain size, given by the BN fraction
fBN = (NB+NN)/N , where NB and NN are the number
of boron and nitrogen atoms, respectively. As it is indi-
cated in Fig. 2, there a rather wide dispersion of values,
as there are multiple configurations with the same fBN.
Still, a clear trend is visible for Egap(fBN): larger gaps
may be obtained as the BN domain size increases, while
smaller gaps are still present. A fit with a second degree
polynomial function shows the statistical increase of the
gap energy, as Egap = 2.31f
2
BN.
Next, we investigate the accuracies in predicting the
energy gaps for the proposed ANN models. In Method
1 we start with an ANN configuration with three layers,
with Nin = 166 neurons in the input layer, Nh = 100
neurons in the hidden layer and Nout = 1 output neu-
ron. The ANN is trained on 800 examples and tested on
a new set of 100 structures. The results are represented
in Fig. 3, where the predicted gap is plotted vs. the ref-
erence DFT gap. The R2 coefficient of determination
calculated for the training set yields a rather high value
of 99.7%, which indicates a consistent convergence dur-
ing training. Typically, for this ANN configuration, the
threshold for mean square error set to 10−5 is reached in
∼ 400 steps. Running the ANN on the test systems, one
obtains R2 values as high as 95%. However, as detailed
in the following, the performance of the ANN relies on
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FIG. 3. Predicted ANN gap vs. reference DFT gap, for typi-
cal fully connected networks with three layers: (a) Method 1
(166/100/1 neurons) and (b) Method 2 (20/100/1 neurons).
The results corresponding to the training and test sets are
represented in blue and red colors, respectively. The R2 co-
efficient of determination is calculated for both training and
test examples. The inset contains log− log plots showing a
detail view over the small gap energy range.
the converged configuration, which may depend on the
ANN initialization.
In the second method, labeled Method 2, the ANN
is trained to capture the local chemical neighborhood.
For the same set of systems, there are 16 instances of
atom quadruplets (X,Y1, Y2, Y3), with X = C, B, N and
Y1,2,3 = C, B, N, H. These are counted for each structure
and normalized to N , the total number of carbon, boron
and nitrogen atoms. Along with these 16 inputs, the frac-
tions corresponding to each of the four atomic species
are added, yielding a total number of Nin = 20 input
neurons. These extra input neurons improve the predic-
tion behavior of the ANN as they emphasize the impor-
tance of the size of the hBN domains. The same training
procedure and convergence criterion are employed as for
Method 1. The convergence during training is poorer
(R2 = 97.5%) and the obtained accuracy is typically
4smaller (R2 = 88.8%) forMethod 2, although comparable
with the ones obtained for Method 1. However, Method 2
is by construction scale invariant and this is potentially
a significant advantage in investigating systems with dif-
ferent sizes.
The final ANN configuration following the training
phase depends on the assigned random initial weights.
Consequently, the accuracy of the output results ob-
tained by running the test examples is subject to the
initialization procedure. In order to see how robust are
the obtained results, we construct histograms using an
ensemble of 2000 trained ANNs. The results are shown
in Fig. 4 for the two methods. In Method 1, as the num-
ber of hidden neurons is varied, the distributions evolve
from a rather wide-spread distribution of R2 coefficients
for Nh = 25 to a more confined distribution around the
high accuracy values, for a number of neurons in the hid-
den layer, Nh, between 100 and 125 neurons. Increasing
further Nh does not improve the accuracy. Rather, as the
ANN becomes larger, memory effects become important
to the detriment of capturing the essential features of the
structures. Moreover, by decreasing the mean square er-
ror to 10−6 when training ANNs with Nh > 150, they
become over-trained and the R2 coefficient does not im-
prove either. Therefore, we conclude that optimal ANN
configurations exist, with quite high maximal output ac-
curacies (∼ 97 %) and a relatively narrow band of ∼ 10
%, where the R2 coefficients of the most trained ANNs
can be found.
Comparatively, employing Method 2, the R2 his-
tograms follow the same trend, although the accuracy
spread is larger. Still, the highest values can reach as
high as ∼ 91%. This shows that by describing the lo-
cal chemical environment and constructing a statistics
reflecting the neighborhood of the different species, one
can infer quite reasonably the electronic features of the
GNFs, in particular the energy gaps. A direct compar-
ison to Method 1 is shown in Fig. 5. Additionally, the
distribution of R2 coefficients for an intermediate model
based on geometrical parameters of the rectangular hBN
domains is also indicated. In this case, the four distances
between the edges of the hBN rectangles and the edges
of the GNF along with the two linear sizes of the hBN
domains were taken as inputs, i.e. Nin = 6 input neu-
rons. However, this approach can be used as long as the
geometric features of the samples can be easily identified,
i.e. in this case the parameters describing the rectangular
shapes. The distribution of R2 coefficients lies in between
the ones corresponding to Method 1 and Method 2, with
a maximum at 94.1%, compared to the best results of
97.2% obtained with Method 1 and 91.9% using Method
2. This also shows that by identifying the geometrical
features in graphene-hBN systems, without taking into
account a detailed representation of the species present
in the structure, i.e. considering the hBN domain as a
whole, reasonable accuracies may be achieved.
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FIG. 4. Histograms of R2 coefficients for (a)Method 1 and (b)
Method 2 corresponding to different number of neurons in the
hidden layer Nh. An ensemble of 2000 starting configurations
of ANNs were considered to construct the R2 distributions.
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FIG. 5. Histograms of R2 coefficients, comparing Method
1 (red) and Method 2 (blue) for Nh = 100 neurons. Addi-
tionally, ANNs trained only on the geometrical properties of
the hBN domains (green) perform statistically better than
Method 2, but worse than Method 1.
5IV. CONCLUSIONS
The electronic properties of GNFs with embedded
hBN domains were investigated using combined DFT
and ML techniques. Using DFT calculations we con-
structed the energy gap distribution for a set of systems
with different rectangular hBN shapes. The collected
data was used to train two types of ANNs. In Method
1, one input neuron is assigned to one atom of species
C, B or N, while in Method 2 the prevalence of the
chemical neighborhood and atomic species was taken
into account. The trained ANNs provide a correlation
between the different domain shapes, their sizes and
location within the GNFs, on one hand, and the magni-
tude of the energy gaps, on the other hand. Method 1
shows the highest accuracies, while in Method 2 smaller
ANNs are not bound to a fixed system size and the
accuracies are comparable. A statistical analysis reveals
the optimal configurations of the three layer ANNs,
pointing out potential memory and over-training effects
in large networks. The approach based on ANNs is
therefore a feasible route, providing a reduction of the
computational effort, while retaining a high accuracy
and therefore may be employed for optimizing the design
and selecting candidates of nanostructured graphene
based materials for specific electronic properties.
Acknowledgments
This work was supported by the Romanian Min-
istry of Research and Innovation under the project
PN 18090205/2018 and by Romania-JINR cooperation
project JINR Order 322/21.05.2018, no. 29.
REFERENCES
[1] Y.-W. Son, M. L. Cohen, S. G. Louie, Energy gaps
in graphene nanoribbons, Phys. Rev. Lett. 97 (2006)
216803.
[2] Y.-W. Son, M. L. Cohen, S. G. Louie, Half-metallic
graphene nanoribbons, Nature 444 (2006) 347–349.
[3] V. Barone, O. Hod, G. E. Scuseria, Electronic structure
and stability of semiconducting graphene nanoribbons,
Nano Letters 6 (12) (2006) 2748–2754.
[4] S. Dutta, S. K. Pati, Novel properties of graphene
nanoribbons: a review, J. Mater. Chem. 20 (2010) 8207–
8223.
[5] J. Bai, X. Zhong, S. Jiang, Y. Huang, X. Duan, Graphene
nanomesh, Nature Nanotechnology 5 (2010) 190.
[6] G. A. Nemnes, C. Visan, A. Manolescu, Electronic and
thermal conduction properties of halogenated porous
graphene nanoribbons, J. Mater. Chem. C 5 (2017) 4435–
4441.
[7] L. Ci, L. Song, C. Jin, D. Jariwala, D. Wu, Y. Li, A. Sri-
vastava, Z. F. Wang, K. Storr, L. Balicas, F. Liu, P. M.
Ajayan, Atomic layers of hybridized boron nitride and
graphene domains, Nature Materials 9 (2010) 430.
[8] Y. Miyata, E. Maeda, K. Kamon, R. Kitaura, Y. Sasaki,
S. Suzuki, H. Shinohara, Fabrication and characteriza-
tion of graphene/hexagonal boron nitride hybrid sheets,
Applied Physics Express 5 (2012) 085102.
[9] Y. Lin, J. W. Connell, Advances in 2d boron nitride
nanostructures: nanosheets, nanoribbons, nanomeshes,
and hybrids with graphene, Nanoscale 4 (2012) 6908–
6939.
[10] G. A. Nemnes, Spin current switching and spin-filtering
effects in mn-doped boron nitride nanoribbons, Journal
of Nanomaterials 2012 (2012) 748639.
[11] G. A. Nemnes, S. Antohe, Spin filtering in graphene
nanoribbons with mn-doped boron nitride inclusions,
Materials Science and Engineering: B 178 (2013) 1347
– 1351.
[12] L. Chen, L. He, H. S. Wang, H. Wang, S. Tang, C. Cong,
H. Xie, L. Li, H. Xia, T. Li, T. Wu, D. Zhang, L. Deng,
T. Yu, X. Xie, M. Jiang, Oriented graphene nanoribbons
embedded in hexagonal boron nitride trenches, Nature
Communications 8 (2017) 14703.
[13] I. Snook, A. Barnard, Graphene Nano-Flakes and Nano-
Dots: Theory, Experiment and Applications, Physics
and Applications of Graphene, Sergey Mikhailov, Inte-
chOpen, DOI: 10.5772/15541, 2011.
[14] C. Mansilla Wettstein, F. P. Bonafe, M. B. Oviedo,
C. G. Sanchez, Optical properties of graphene nanoflakes:
Shape matters, The Journal of Chemical Physics 144
(2016) 224305.
[15] J. Wu, W. Pisula, K. Mllen, Graphenes as potential ma-
terial for electronics, Chemical Reviews 107 (2007) 718–
747.
[16] L. Zhi, K. Mullen, A bottom-up approach from molec-
ular nanographenes to unconventional carbon materials,
J. Mater. Chem. 18 (2008) 1472–1484.
[17] C. Berger, Z. Song, X. Li, X. Wu, N. Brown, C. Naud,
D. Mayou, T. Li, J. Hass, A. N. Marchenkov, E. H. Con-
rad, P. N. First, W. A. de Heer, Electronic confinement
and coherence in patterned epitaxial graphene, Science
312 (2006) 1191–1196.
[18] S. Neubeck, L. A. Ponomarenko, F. Freitag, A. J. M.
Giesbers, U. Zeitler, S. V. Morozov, P. Blake, A. K.
Geim, K. S. Novoselov, From one electron to one hole:
Quasiparticle counting in graphene quantum dots deter-
mined by electrochemical and plasma etching, Small 6
(2010) 1469–1473.
[19] S. Mutyala, J. Mathiyarasu, Preparation of graphene
nanoflakes and its application for detection of hydrazine,
Sensors and Actuators B: Chemical 210 (2015) 692 – 699.
[20] A. Valli, A. Amaricci, V. Brosco, M. Capone, Quantum
interference assisted spin filtering in graphene nanoflakes,
Nano Letters 18 (2018) 2158–2164.
[21] V. Castagnola, W. Zhao, L. Boselli, M. C. Lo Giudice,
F. Meder, E. Polo, K. R. Paton, C. Backes, J. N. Cole-
man, K. A. Dawson, Biological recognition of graphene
nanoflakes, Nature Communications 9 (2018) 1577.
6[22] J. Lee, A. Seko, K. Shitara, K. Nakayama, I. Tanaka,
Prediction model of band gap for inorganic compounds
by combination of density functional theory calculations
and machine learning techniques, Phys. Rev. B 93 (2016)
115104.
[23] G. Pilania, J. Gubernatis, T. Lookman, Multi-fidelity
machine learning models for accurate bandgap predic-
tions of solids, Computational Materials Science 129
(2017) 156 – 163.
[24] Y. Liu, T. Zhao, W. Ju, S. Shi, Materials discovery and
design using machine learning, Journal of Materiomics 3
(2017) 159 – 177.
[25] K. Ryan, J. Lengyel, M. Shatruk, Crystal structure pre-
diction via deep learning, Journal of the American Chem-
ical Society 140 (32) (2018) 10158–10168.
[26] F. Brockherde, L. Vogt, L. Li, M. E. Tuckerman,
K. Burke, K.-R. Mu¨ller, Bypassing the kohn-sham equa-
tions with machine learning, Nature Communications 8
(2017) 872.
[27] G. Hegde, R. C. Bowen, Machine-learned approximations
to density functional theory hamiltonians, Scientific Re-
ports 7 (2017) 42669.
[28] B. Kolb, L. C. Lentz, A. M. Kolpak, Discovering charge
density functionals and structure-property relationships
with prophet: A general framework for coupling machine
learning and first-principles methods, Scientific Reports
7 (2017) 1192.
[29] C. W. Rosenbrock, E. R. Homer, G. Csa´nyi, G. L. W.
Hart, Discovering the building blocks of atomic systems
using machine learning: application to grain boundaries,
npj Computational Materials 3 (2017) 29.
[30] F. A. Faber, L. Hutchison, B. Huang, J. Gilmer, S. S.
Schoenholz, G. E. Dahl, O. Vinyals, S. Kearnes, P. F.
Riley, O. A. von Lilienfeld, Prediction errors of molecu-
lar machine learning models lower than hybrid dft error,
Journal of Chemical Theory and Computation 13 (2017)
5255–5264.
[31] P. Rowe, G. Csa´nyi, D. Alfe`, A. Michaelides, Develop-
ment of a machine learning potential for graphene, Phys.
Rev. B 97 (2018) 054303.
[32] T. M. Dieb, Z. Hou, K. Tsuda, Structure prediction of
boron-doped graphene by machine learning, The Journal
of Chemical Physics 148 (2018) 241716.
[33] M. Fernandez, J. I. Abreu, H. Shi, A. S. Barnard, Ma-
chine learning prediction of the energy gap of graphene
nanoflakes using topological autocorrelation vectors,
ACS Combinatorial Science 18 (2016) 661–664.
[34] M. Fernandez, A. Bilic, A. S. Barnard, Machine learn-
ing and genetic algorithm prediction of energy differences
between electronic calculations of graphene nanoflakes,
Nanotechnology 28 (2017) 38LT03.
[35] H. Yang, Z. Zhang, J. Zhang, X. C. Zeng, Machine learn-
ing and artificial neural network prediction of interfa-
cial thermal resistance between graphene and hexagonal
boron nitride, Nanoscale 10 (2018) 19092–19099.
[36] J. M. Soler, E. Artacho, J. D. Gale, A. Garcia, J. Jun-
quera, P. Ordejon, D. Sanchez-Portal, The siesta method
for ab initio order- n materials simulation, Journal of
Physics: Condensed Matter 14 (2002) 2745.
[37] D. M. Ceperley, B. J. Alder, Ground state of the electron
gas by a stochastic method, Phys. Rev. Lett. 45 (1980)
566–569.
[38] N. Troullier, J. L. Martins, Efficient pseudopotentials for
plane-wave calculations, Phys. Rev. B 43 (1991) 1993–
2006.
[39] S. Nissen, Implementation of a fast artificial neu-
ral network library (fann), Tech. rep., Department of
Computer Science University of Copenhagen (DIKU),
http://fann.sf.net (2003).
[40] C. Igel, M. Husken, Improving the rprop learning algo-
rithm, in: Proceedings of the Second International Sym-
posium on Neural Computation, NC2000, 2000, pp. 115–
121.
[41] M. Riedmiller, H. Braun, A direct adaptive method for
faster backpropagation learning: the rprop algorithm,
in: IEEE International Conference on Neural Networks,
1993, pp. 586–591.
