The minimum cut problem for an undirected edge-weighted graph asks us to divide its set of nodes into two blocks while minimizing the weight sum of the cut edges. Here, we introduce a linear-time algorithm to compute near-minimum cuts. Our algorithm is based on cluster contraction using label propagation and Padberg and Rinaldi's contraction heuristics [SIAM Review, 1991]. We give both sequential and shared-memory parallel implementations of our algorithm. Extensive experiments on both real-world and generated instances show that our algorithm finds the optimal cut on nearly all instances significantly faster than other state-ofthe-art exact algorithms, and our error rate is lower than that of other heuristic algorithms. In addition, our parallel algorithm runs a factor 7.5× faster on average when using 32 threads. To further speed up computations, we also give a version of our algorithm that performs random edge contractions as preprocessing. This version achieves a lower running time and better parallel scalability at the expense of a higher error rate.
INTRODUCTION
Given an undirected graph with non-negative edge weights, the minimum cut problem is to partition the vertices into two sets so that the sum of edge weights between the two sets is minimized. A minimum cut is often also referred to as the edge connectivity of a graph [17, 31] . The problem has applications in many fields. In particular, for network reliability [21, 37] , assuming equal failure chance on edges, the smallest edge cut in the network has the highest chance to disconnect the network; in VLSI design [28] , a minimum cut can be used to minimize the number of connections between microprocessor blocks; and it is further used as a subproblem in the branch-and-cut algorithm for solving the Traveling Salesman Problem and other combinatorial problems [34] .
Hao and Orlin [16] adapt the push-relabel algorithm to pass information to future flow computations. When a push-relabel iteration is finished, they implicitly merge the source and sink to form a new sink and find a new source. Vertex heights are maintained over multiple iterations of pushrelabel. With these techniques they achieve a total running time of O (mn log n 2 m ) for a graph with n vertices and m edges, which is asymptotically equal to a single run of the push-relabel algorithm.
Padberg and Rinaldi [33] give a set of heuristics for edge contraction. Chekuri et al. [9] give an implementation of these heuristics that can be performed in time linear in the graph size. Using these heuristics it is possible to sparsify a graph while preserving at least one minimum cut in the graph. If their algorithm does not find an edge to contract, it performs a maximum flow computation, giving the algorithm worst case running time O (n 4 ). However, the heuristics can also be used to improve the expected running time of other algorithms by applying them on interim graphs [9] .
Nagamochi et al. [31, 32] give a minimum cut algorithm which does not use any flow computations. Instead, their algorithm uses maximum spanning forests to find a non-empty set of contractible edges. This contraction algorithm is run until the graph is contracted into a single node. The algorithm has a running time of O (mn + n 2 log n). Stoer and Wagner [43] give a simpler variant of the algorithm of Nagamochi et al. [32] , which has a the same asymptotic time complexity. The performance of this algorithm on real-world instances, however, is significantly worse than the performance of the algorithms of Nagamochi et al. or Hao and Orlin, as shown in experiments conducted by Jünger et al. [19] . Both the algorithms of Hao and Orlin or Nagamochi et al. achieve close to linear running time on most benchmark instances [9, 19] . Gianinazzi et al. [13] give a parallel implementation of the algorithm of Karger and Stein. Other than that, there are no parallel implementations of either algorithm known to us.
Kawarabayashi and Thorup [24] give a deterministic near-linear time algorithm for the minimum cut problem, which runs in O (m log 12 n). Their algorithm works by growing contractible regions using a variant of PageRank [35] . It was later improved by Henzinger et al. [17] to run in O (m log 2 n log log 2 n) time. Based on the algorithm of Nagamochi et al. [30] gives a (2 + ε)-approximation algorithm for the minimum cut problem. The algorithm contracts more edges than the algorithm of Nagamochi et al. to guarantee a linear time complexity while still guaranteeing a (2 + ε)-approximation factor. Karger and Stein [22] give a randomized Monte Carlo algorithm based on random edge contractions. This algorithm returns the minimum cut with high probability and a larger cut otherwise.
PRELIMINARIES
Basic Concepts. Let G = (V , E, c) be a weighted undirected graph with vertex set V , edge set E ⊂ V × V , and non-negative edge weights c : E → N. We extend c to a set of edges E ⊆ E by summing the weights of the edges; that is, c (E ) := e={u,v }∈E c (u, v). We apply the same notation for single nodes and sets of nodes. Let n = |V | be the number of vertices and m = |E| be the number of edges in G. The neighborhood N (v) of a vertex v is the set of vertices adjacent to v. The weighted degree of a vertex is the sum of the weight of its incident edges. For brevity, we simply call this the degree of the vertex. For a set of vertices A ⊆ V , we denote by E[A] := {(u, v) ∈ E | u ∈ A, v ∈ V \ A}; that is, the set of edges in E that start in A and end in its complement. A cut (A, V \ A) is a partitioning of the vertex set V into two non-empty partitions A and V \ A, each being called a side of the cut. The capacity of a cut (A,
that has smallest weight c (A) among all cuts in G. We use λ(G) (or simply λ, when its meaning is clear) to denote the value of the minimum cut over all A ⊂ V . At any point in the execution of a minimum cut algorithm,λ(G) (or simplyλ) denotes the lowest upper bound of the minimum cut that an algorithm discovered until that point. For a vertex u ∈ V with minimum vertex degree, the size of the trivial cut ({u}, V \ {u}) is equal to the vertex degree of u. Hence, the minimum vertex degree δ (G) can serve as initial bound.
When clustering a graph, we are looking for blocks of nodes V 1 , . . . ,V k that partition V , that is,
The parameter k is usually not given in advance. Many algorithms tackling the minimum cut problem use graph contraction. Given an edge (u, v) ∈ E, we define G/ (u, v) to be the graph after contracting edge (u, v) . In the contracted graph, we delete vertex v and all edges incident to this vertex. For each edge (v, w ) ∈ E, we add an edge (u, w ) with c (u, w ) = c (v, w ) to G or, if the edge already exists, we give it the edge weight c (u, w ) + c (v, w ).
The Minimum Cut Algorithm of Nagamochi et al. We discuss the algorithms by Nagamochi et al. [31, 32] in greater detail since our work makes use of the tools proposed by those authors. The minimum cut algorithm of Nagamochi et al. works on graphs with positive integer weights and computes a minimum cut by building edge-disjoint maximum spanning forests and contracting all edges that are not in one of theλ − 1 first spanning forests. There is at least one minimum cut that contains no contracted edges. The algorithm has worst case running time O(mn + n 2 log n). In experimental evaluations [9, 19] it is one of the fastest minimum cut algorithms on real-world instances.
The algorithm uses a modified breadth-first graph traversal (BFS) algorithm [31, 32] to find edges that can be contracted without increasing the minimum cut. The algorithm starts at an arbitrary vertex. In each step, the algorithm then visits the vertex that is most strongly connected to the already visited vertices.
Using the modified BFS routine, the algorithm computes a lower bound q(e) for each edge e = (v, w ) for the smallest cut λ(G, v, w ), which places v and w on different sides of the cut. After finishing the BFS, all edges with q(e) ≥λ are contracted as there exists at least one minimum cut without these edges. Afterward, the algorithm continues on the contracted graph. A single iteration of the subroutine can be performed in O(m + n log n). The authors show that in each BFS run, at least one edge of the graph can be contracted [31] . This yields a total running time of O (mn + n 2 log n). However, in practice the number of iterations is typically much less than n − 1, often scaling proportional to log n.
VIECUT: A PARALLEL HEURISTIC MINIMUM CUT ALGORITHM
In this section, we explain our new approach to the minimum cut problem. Our algorithm is based on edge contractions: we find densely connected vertices in the graph and contract those into single vertices. Due to the way contractions are defined, we ensure that a minimum cut of the contracted graph corresponds to a minimum cut of the input graph. Once the graph is contracted, we apply exact reductions. These two contraction steps are repeated until the graph has a constant number of vertices. We apply an exact minimum cut algorithm to find the optimal cut in the contracted graph.
Throughout our algorithm we maintain a variableλ, which denotes the current lowest upper bound for the minimum cut. In the beginning,λ equals the minimum node degree of G. After every contraction, if the minimum node degree in the contracted graph is smaller thanλ, we setλ to the minimum node degree of the contracted graph. As we only perform contractions and therefore do not introduce any new cuts, we can guarantee that our algorithm will never output a value that is lower than the minimum cut.
The rest of this section is organized as follows: first we give a general overview of our algorithm. Then we introduce the label propagation algorithm [36] , which we use to find clusters in the input graph. Note that cluster contraction is an aggressive contraction technique. In contrast to previous approaches, it enables us to drastically shrink the size of the input graph. The intuition behind this technique is that each cluster consists of a set of nodes that all belong to the same side of the cut; as there are usually many edges inside the clusters and only a few between clusters. Thus, we contract each cluster. We continue this section with the description of the Padberg-Rinaldi heuristics [33] . These are a set of conditions that can be used to find edges that can be contracted without increasing the value of the minimum cut. We use these contractions to further contract the graph after the label propagation step. Both contractions are repeated until the graph has a constant number of vertices. Then, we apply an exact minimum cut algorithm. We finish the section with a discussion of our parallelization.
Fast Minimum Cuts
The algorithm of Karger and Stein spends a large amount of time computing graph contractions recursively. One idea to speed up their algorithm therefore, is to increase the number of contracted edges per level. However, this strategy is undesirable: it increases the error both in theory and in practice, as their algorithm selects edges for contraction at random. We solve this problem by introducing an aggressive coarsening strategy that contracts a large number of edges that are unlikely to be in a minimum cut. We first give a high level overview before diving into the details of the algorithm. Our algorithm starts by using a label propagation algorithm to cluster the vertices into densely connected clusters. We then use a correcting algorithm to find misplaced vertices that should form a singleton cluster. Finally, we contract the graph and apply the exact reductions of Padberg and Rinaldi [33] . We repeat these contraction steps until the graph has at most a constant number n 0 of vertices. When the contraction step is finished, we apply the algorithm of Nagamochi et al. [32] to find the minimum cut of the contracted graph. Finally, we transfer the resulting cut into a cut in the original graph. Pseudocode can be found in Algorithm 1.
The label propagation algorithm (LPA) was proposed by Raghavan et al. [36] for graph clustering. It is a fast algorithm that locally minimizes the number of edges cut. We outline the algorithm briefly. Initially, each node is in its own cluster/block, that is, the initial block ID of a node is set to its node ID. The algorithm then works in rounds. In each round, the nodes of the graph are traversed in a random order. When a node v is visited, it is moved to the block that has the strongest connection to v, that is, it is moved to the cluster C that maximizes c ({(v, u) | u ∈ N (v) ∩ C}). Ties are broken uniformly at random. The block IDs of round i are used as initial block IDs of round i + 1. In the original formulation [36] , the process is repeated until the process converges and no vertices change their labels in a round. Kothapalli et al. [26] show that label propagation finds all clusters in few iterations with high probability, when the graph has a distinct cluster structure. Hence, we perform at most iterations of the algorithm, where is a tuning parameter. One LPA round can be implemented to run in O(n + m) time. As we only perform iterations, the algorithm runs in O(n + m) time as long as is a constant. In this formulation, the algorithm has no bound on the number of clusters. However, we can modify the first iteration of the algorithm, so that a vertex i is not allowed to change its label when another vertex already moved to block i. In a connected graph this guarantees that each cluster has at least two vertices and the contracted graph has at most |V | 2 vertices. The only exceptions are connected components consisting of only a single vertex (isolated vertices with a degree of 0) which cannot be contracted by the label propagation algorithm. However, when such a vertex is detected, our minimum cut algorithm terminates immediately. In practice, we do not use the modification, as the label propagation usually returns fewer than |V | 2 clusters. Once we have computed the clustering with label propagation, we search for single misplaced vertices using a correcting algorithm. A misplaced vertex is a vertex, whose removal from its cluster Fig. 1 . A case in which label propagation misplaces vertices. Left: label propagation assigns the centered vertex correctly to the left (red) cluster. However, this results in a situation in which the contracted graph does not contain the minimum cut anymore. Setting the centered vertex to be a singleton fixes this problem. improves the minimum weighted degree of the contracted graph. Figure 1 gives an example in which the clustering misplaces a vertex. To find misplaced vertices, we sweep over all vertices and check for each vertex whether it is misplaced. We only perform this correcting algorithm on small clusters, which have a size of up to log 2 (n) vertices, as it is likely that large clusters would have more than a single node misplaced at a time. In general, one can enhance this algorithm by starting at any node whose removal would lower the cluster degree and greedily adding neighbors whose removal further lowers the remaining cluster degree. However, even when performing this greedy search on all clusters, this did not yield further improvement over the single vertex version on small clusters. This correcting step never makes a solution worse and on several instances it improved the final solution.
After we computed the final clustering, we contract it to obtain a coarser graph. Contracting the clustering works as follows: each block of the clustering is contracted into a single node. There is an edge between two nodes u and v in the contracted graph if the two corresponding blocks in the clustering are adjacent to each other in G, that isk, block u and block v are connected by at least one edge. The weight of an edge (A, B) is set to the sum of the weight of edges that run between block A and block B of the clustering. Our contractions ensure that a minimum cut of the coarse graph corresponds to a cut of the finer graph with the same value, but not vice versa: we cannot guarantee that a minimum cut of the contracted graph is equal to a minimum cut of the original graph. It is possible that a single cluster contains nodes from both sides of the cut. In this case, contracting the cluster eliminates this minimum cut. If all minimum cuts are eliminated, λ(G C ) > λ(G). Thus, our newly introduced reduction for the minimum cut problem is inexact. However, the following lemma holds. 
Proof. As node contraction removes cuts but does not add any new cuts, λ(G C ) ≥ λ(G) for each contraction with |V C | > 1. For an edge e in G, which is not part of some minimum cut of G, λ(G) = λ(G/e) [22] . Contraction of a cluster C in G can also be represented as the contraction of all edges in any spanning tree of C. If the cluster C is on one side of the minimum cut, none of the spanning edges are part of the minimum cut. Thus, we can contract each of the edges without affecting the minimum cut of G. We can perform this contraction process on each of the clusters and λ(G C ) = λ(G).
Exact Reductions by Padberg and Rinaldi.
We use the Padberg-Rinaldi reductions to further shrink the size of the graph. These are exact reductions, which do not modify the size of the minimum cut. Our algorithm contracts all edges which are marked by the Padberg-Rinaldi heuristics. In our experiments, we also tried to run the exact reductions first and cluster contraction last. However, this resulted in a slower algorithm since not many exact reductions could be applied on the initial unweighted network. We now briefly discuss the exact reductions by Padberg and Rinaldi [33] . 
We use this lemma to find contractible edges in the graph. In our implementation, we perform so-called "runs" of the Padberg-Rinaldi heuristics similar to the implementation of Chekuri et al. [9] , where each run takes linear time and is split into two passes. In the first pass of a run, we iterate over all edges of G and check conditions 1 and 2. Whenever we encounter an edge (u, v) that satisfies either condition (1) or (2), we mark it as contractible. After finishing the pass, we build the contracted graph. More precisely, we perform contraction in linear time by deleting all unmarked edges, contracting connected components, and then re-adding the deleted edges as defined in the contraction process. In practice, we achieve better performance using a union-find data structure [12] , which results in a running time of O(nα (n) + m)
It is not possible to perform an exhaustive check for conditions (3) and (4) in all triangles in an arbitrary graph G in linear time, as the graph might have as many as Θ(m 3 2 ) triangles [38] . In the beginning of a pass, we mark each vertex as unscanned. When scanning two adjacent unscanned vertices v and w, we check condition (3) for all vertices u in the common neighborhood N (v) ∩ N (w ). As we iterate over all vertices in the common neighborhood, we can compute the sum in condition (4) by adding up the smaller of the two edge weights for each vertex in the common neighborhood. Afterward we mark both v and w as scanned. This ensures a time complexity of O(n + m), as each edge is processed at most twice. However, not for all possible edges (v, w ) is it tested whether the vertices v and w can be contracted.
Final
Step: Exact Minimum Cut Algorithm. To find the minimum cut of the final problem kernel, we use the minimum cut algorithm of Nagamochi et al., as described in Section 3. Proof. One round of all reduction and contraction steps (Algorithm 1, lines 4-11) can be performed in O(n + m). The label propagation step contracts the graph by at least a factor of 2, which yields geometrically shrinking graph size and thus a total running time of O(n + m). We break this loop when the contracted graph has less than some constant n 0 number of vertices. The exact minimum cut of this graph with constant size can therefore be found in constant time. The solution transfer can be performed in linear time by performing the coarsening in reverse and pushing the two cut sides from each graph to the next finer graph.
When the graph is not connected, throughout the algorithm one of the contracted graphs can contain isolated vertices, which our algorithm does not contract. However, when we discover an isolated vertex, our algorithm terminates, as the graph certainly has a minimum cut of 0.
Parallelization
We describe how to parallelize VieCut. We parallelize each part of the algorithm, except the final invocation of the algorithm of Nagamochi et al.
Parallel Label Propagation.
To perform the label update for vertex v, we only need to consider vertices in the neighborhood N (v). Therefore, the label propagation algorithm can be implemented in parallel on shared-memory machines [40] using the parallel for directive from the OpenMP [10] API. We store the cluster affiliation for all vertices in an array of size n, where position i denotes the cluster affiliation of vertex i. We explicitly do not perform label updates in a critical section, as each vertex is only traversed once and the race conditions are not critical but instead introduce another source of randomness.
Parallel Correcting
Step. As the clusters are independent of each other for this correcting step, we parallelize it on a cluster level, that is, a cluster is checked by a single thread but each thread can check a different cluster without the need for locks or mutexes.
Parallel Graph Contraction. After label propagation has partitioned the graph into c clusters, we build the cluster graph. As the time to build this contracted graph is not negligible, we parallelize graph contraction as well. One of the p threads performs the memory allocations to store the contracted graph, while the other p − 1 threads prepare the data for this contracted graph. When c 2 > n, we parallelize the graph on a cluster level. To build the contracted vertex for cluster C, we iterate over all outgoing edges e = (u, v) for all vertices u ∈ C. If v ∈ C, then e is an intra-cluster edge and we discard the edge, otherwise we add c (u, v) to the edge weight between C and the cluster of vertex v. When c 2 < n, we achieve lower running time and better scaling when every thread builds a temporary graph data structure. In this contraction step, the vertices are assigned to thread at runtime. These temporary graphs are then combined by a single thread.
Parallel Padberg-Rinaldi. In parallel, we run the Padberg-Rinaldi reductions 1, 3, and 4 on the contracted graph. As these criteria are local and independent, they can be parallelized trivially. Updates to the union-find data structure are inside of a critical section. Performing reduction 2 in parallel would entail additional locks, as the vertex weights need to be updated on edge contraction.
Further Details
The label propagation algorithm by Raghavan et al. [36] traverses the graph vertices in random order. Other implementations of the algorithm [40] omit this explicit randomization and rely on implicit randomization through parallelism, as the vertex processing order in parallel label propagation is non-deterministic. Our implementation to find the new label of a vertex v uses an array, in which we sum up the weights for all clusters in the neighborhood N (v). Therefore, randomizing the vertex traversal order would destroy any graph locality, leading to many random reads in the large array, which is very cache inefficient. Thus, we trade off randomness and graph locality by randomly shuffling small blocks of vertex ids but traversing each of these shuffled blocks successively.
Using a time-forward processing technique [45] the label propagation as well as the contraction algorithm can be implemented in external memory [1] using Sort(|E|) I/Os overall. Hence, if we only use the label propagation contraction technique in external memory and use the whole algorithm as soon as the graph fits into internal memory, we directly obtain an external memory algorithm for the minimum cut problem. We do not further investigate this variant of the algorithm as our focus is on fast internal memory algorithms for the problem.
RANDOM EDGE CONTRACTION
We now propose an additional variant of our algorithm, which aims to achieve a lower running time at the expense of a higher error rate. Similar to the algorithm of Karger and Stein, we shrink the graph by contracting random edges and then perform the VieCut algorithm on the contracted graph.
In contrast to Karger and Stein's original algorithm [22] , our implementation of random contraction does not perform the edge contractions independently. Instead, we use a wait-free parallel union-find data structure [3] to mark contracted blocks and perform contractions in bulk.
In detail, the process works as follows: we draw a random integer i ∈ [0, . . . ,m) and use the union-find data structure to check whether the vertices u and v incident to edge i are in the same block. If they are not, we unite the blocks containing u and v and decrement the number of blocks. We repeat this process until the number of blocks is smaller than the number of vertices multiplied by a given contraction factor α ∈ (0, 1). We then perform all contractions in a single operation, similar to the contraction in Section 4. This implementation of the random contraction algorithm was first employed by Chekuri et al. [9] .
For edge-weighted graphs we draw the random edge dependent on the edge weights. To do this efficiently, we build the prefix sum of all edge weights. This prefix sum p e of an edge e is defined as the weight of all previous edges as given by the edge order in the graph data structure, more formally defined in Equation (1):
In weighted graphs, we can then draw our edges from the range i ∈ [0, . . . , e ∈E c (e)). If p j < i ≤ p j+1 , we contract edge j similar to the unweighted case. This can be implemented in O(log n) time using binary search on the array of the prefix sums. The resulting graph after random edge contraction has a large number of small clusters, which has poor performance using array-based contraction where each processor sums up the edge weights to the other clusters. We therefore perform graph contraction using a concurrent hash table [2, 29] .
We also tested other techniques to achieve a speedup by contracting the graph: in expectation, random edge sampling approximately preserves the minimum cut with high probability [18] .
However, in order to actually achieve a speedup, we need very low sampling rates and the approximation factor deteriorates both in theory and practice. Removing high-degree vertices and their incident edges often disconnects the graph. Greedily re-adding the removed vertices to the partition with stronger connection does not result in cuts with low weight. Hence, we omit further investigation of those techniques here.
EXPERIMENTS
In this section, we compare our algorithm VieCut with existing algorithms for the minimum cut problem on real-world and synthetic graphs. We compare the sequential variant of our algorithm to efficient implementations of existing algorithms and show how our algorithm scales on a sharedmemory machine.
Experimental Setup and Methodology. We implemented the algorithms using C++-17. Our experiments are conducted on two machines: Machine A, which is used for nearly all experiments, has two Intel Xeon E5-2643 v4 with 3.4GHz with 6 CPU cores each and 1.5TB RAM in total. On this machine, we compiled our code using g++-7.1.0 with full optimization (-O3). Machine B contains 4 Intel Xeon E7-8677 v3 with 2.5GHz with 16 cores each. It has 1TB of RAM in total. This machine is used for the parallel experiments in Section 6.2 with up to 128 threads. On this machine, we compiled all code with g++-6.3.0 with full optimization (-O3). In general, we perform five repetitions per instance and report the average running time as well as the cut size.
Algorithms. We compare our algorithm with our implementations of the algorithm of Nagamochi et al. (NOI) [32] and the (2 + ε)-approximation algorithm of Matula (Matula) [30] . In addition, we compare against the preflow-based algorithm of Hao and Orlin (HO) [16] by using the implementation of Chekuri et al. [9] . We also performed experiments with Chekuri et al.'s implementations of NOI, but our implementation is generally faster. For HO, Chekuri et al. give variants with and without Padberg-Rinaldi tests and with an excess detection heuristic [9] , which contracts nodes with large preflow excess. We use three variants of the algorithm of Hao and Orlin in our experiments: HO_A uses Padberg-Rinaldi tests, HO_B uses excess detection, and HO_C uses both. We also use their implementation of the algorithm of Karger and Stein (KS) [9, 22, 42] without PadbergRinaldi tests. The variant of Karger-Stein with Padberg-Rinaldi tests decomposed most graphs in preprocessing with repeated Padberg-Rinaldi tests. It therefore performed very similar to HO_A and HO_C and was omitted. We only perform a single iteration of the Karger-Stein algorithm, as this is already slower than all other algorithms. Note that performing more iterations yields a smaller error probability, but also makes the algorithm even slower. The implementation crashes on very large instances due to overflows in the graph data structure used for edge contractions. We do not include the algorithm by Stoer and Wagner [43] , as it is far slower than NOI and HO in the experiments of Chekuri et al. [9] and Jünger et al. [19] and was also slower in preliminary experiments we conducted. We also do not include the near-linear algorithm of Henzinger et al. [17] , as the other algorithms are quasi linear in most instances examined and the algorithm of Henzinger et al. has large constant factors in the running time. We performed, however, preliminary experiments with the core of the algorithm, which indicate that the algorithm is slower in practice. We also performed preliminary experiments with an ILP formulation using Gurobi 8.0.0. On an RHG graph with n = 2 15 and an average density of 2 5 that was solved exactly in 0.04 seconds using HO_A, the ILP was solved in 3,500 seconds. We therefore did not further investigate using ILP formulations to solve the minimum cut problem. Finally, we note that the MPI-parallel implementation of KS by Gianinazzi et al. [13] finds the minimum cut of RMAT graphs with n =16,000 and an average degree of 4,000 in 5 seconds using 1,536 cores [13] . This is significantly slower than our VieCut algorithm, which finds the minimum cut on a similar-sized RMAT graph [25] in 0.2 seconds using just 24 threads. Given this stark difference in running time, we exclude their algorithm from our experiments.
Instances. We perform experiments on clustered Erdős-Rényi graphs that are generated using the generator from Chekuri et al. [9] , which are commonly used in the literature [9, 19, 32, 33] . We also perform experiments on random hyperbolic graphs [27, 44] and on large undirected real-world graphs taken from the 10th DIMACS Implementation Challenge [4] and from the Laboratory for Web Algorithmics [6, 7] . As these graphs contain vertices with low degree (and therefore trivial cuts), we use the k-core decomposition [5] , which gives the largest subgraph, in which each vertex has a degree of at least k, to generate input graphs. We use the largest connected components of these core graphs to generate graphs in which the minimum cut is not trivial. For every real-world graph, we use k-cores for four different values of k. Appendix A shows the basic properties of all graph instances in more detail. The graphs used in our experiments have up to 70 million vertices (uk-2007-05, k = 10) and up to 5 billion edges (Clustered Erdős-Rényi, n = 100K, d = 100%). To the best of our knowledge, these graphs are the largest instances reported in literature to be used for experiments on global minimum cuts.
Configuring the Algorithm.
In preliminary experiments, we tuned the parameters of our algorithm on smaller random hyperbolic graphs. These experiments have been performed on instances not used for the evaluation here. We detail these experiments in Appendix B, and omit them here due to space constraints. In further experiments conducted in this section, we use the configuration of VieCut given by the parameter tuning in Appendix B, which performs two iterations of LPA and randomly shuffles blocks of 128 vertices each. We set the bound n 0 to 10,000 and did not encounter a single instance with more than a single bulk contraction step.
Experimental Results
Clustered Erdős-Rényi Graphs. Clustered Erdős-Rényi graphs have distinct small cuts between the clusters and do not have any other small cuts. We perform three experiments varying one parameter of the graph class and use default parameters for the other two parameters. Our default parameters are n = 100,000, d = 10%, and k = 2. The code of Chekuri et al. [9] uses 32-bit integers to store vertices and edges. We could therefore not perform the experiments with m ≥ 2 31 with HO. Figure 2 shows the results for these experiments. First of all, on 20% of the instances KS returns non-optimal results. No other algorithm returned any non-optimal minimum cuts on any graph of this dataset. Moreover, seqVieCut is the fastest algorithm on all of these instances, followed by Matula, which is 40-100% slower on these instances.
Our algorithm seqVieCut is faster on graphs with a lower number of vertices, as the array containing cluster affiliations-which has one entry per vertex and is accessed for each edge-fits into cache. In graphs with k = 2, 4, 8, the final number of clusters in the label propagation algorithm is equal to k, as label propagation correctly identifies the clusters. In the graph contraction step, we iterate over all edges and check whether the incident vertices are in different clusters. For this branch, the compiler assumes that they are indeed in different clusters. However, in these graphs, the chance for any two adjacent nodes being in the same cluster is 1 k , which is far from zero. This results in a large amount of branch misses (for n =100,000, d = 10%, k = 2: average 14% branch misses, in total 1.5 billion missed branches). Thus, the performance is better with higher values of k. The fastest exact algorithm is NOI. This matches the experiments by Chekuri et al. [9] .
Random Hyperbolic Graphs. We also performed experiments on random hyperbolic graphs with n = 2 20 − 2 25 and an average degree of 2 5 − 2 8 . We generated three graphs for each of the 24 possible combinations of n and average degree yielding a total of 72 RHG graphs. Note that these graphs are hard instances for the inexact algorithms, as they contain few-usually only one-small cuts and both sides of the cut are large. From a total of 360 runs, seqVieCut does not return the correct minimum cut in 1% of runs and Matula does not return the correct minimum cut in 31% of runs. KS, which crashes on large instances, returns non-optimal cuts in 52% of the runs where it ran to completion. Figure 3 shows the results for these experiments. On nearly all of these graphs, NOI is faster than HO. On sparse graphs with an average degree of 2 5 , seqVieCut, Matula, and NOI nearly have equal running time. On denser graphs with an average degree of 2 8 , seqVieCut is 40% faster than Matula and 4 to 10 times faster than NOI. HO_A and HO_C use preprocessing with the Padberg-Rinaldi heuristics. Multiple iterations of this preprocessing contract the RHG graph into two nodes. The running time of those algorithms is 50% higher on sparse graphs and four times higher on dense graphs compared to seqVieCut. Figure 4 shows a time breakdown for seqVieCut on large RHG graphs with n = 2 25 . Around 85% of the running time is in the label propagation step and the rest is mostly spent in graph contraction. The correcting step has low running time on most graphs, as it is not performed on large clusters.
Real-World Graphs. The third set of graphs we use in our experiments are six large real-world social and web graphs. Most of these graphs have many small cuts. On these graphs, no non-optimal minimum cuts were returned by any algorithm except for KS, which gave 36% non-optimal results. However, as most of these graph instances have many minimum cuts, even exact algorithms usually output different cuts on multiple runs. Figure 5 gives slowdown plots to the fastest algorithm (seqVieCut in each case) for the real-world graphs. On these graphs, seqVieCut is the fastest algorithm, far faster than the other algorithms. Matula is not much faster than NOI, as most of the running time is in the first iteration of their BFS algorithm, which is similar for both algorithms. On the largest real-world graphs, seqVieCut is approximately three times faster than the next fastest algorithm Matula. We also see that seqVieCut, Matula, and NOI all perform better on denser graphs. For Matula and NOI, this can most likely be explained by the smaller vertex priority queue. For seqVieCut, this is mainly due to better cache locality. As HO does not benefit from denser graphs, it has high slowdown on dense graphs.
The highest speedup in our experiments is in the 10-core of gsh-2015-host, where seqVieCut is faster than the next fastest algorithm (Matula) by a factor of 4.85. The lowest speedup is in the 25-core of twitter-2010, where seqVieCut is 50% faster than the next fastest algorithm (HO_B). The average speedup factor of seqVieCut to the next fastest algorithm is 2.37. NOI and Matula perform badly on the cores of the graph twitter-2010. This graph has a very low diameter (average distance is 4.46), and as a consequence the priority queue used in these algorithms is filled far quicker than in graphs with higher diameter. Therefore, the priority queue operations become slow and the total running time is very high.
To summarize, both in generated and real-world graphs, even in sequential runs seqVieCut is up to a factor of 6 faster than the state of the art, while achieving a high solution quality even for hard instances such as the hyperbolic graphs. The performance of seqVieCut is especially good on the real-world graphs, presumably as these graphs have high locality. Figure 6 shows the speedup of parVieCut compared to the sequential variant and to the next fastest algorithm, which is Matula in all of the large graphs examined. We examine the largest graphs from each of the three graph classes and perform parallel runs using 1, 2, 3, . . . , 12 threads. We also perform experiments with 24 threads, as the machine has 12 cores and supports multi-threading. The harmonic mean of the speedup of parVieCut on large graphs with 12 threads is 5.01 (24 threads: 5.5) and all runs computed the exact minimum cut. Compared to the next fastest sequential algorithm Matula, this is an average harmonic speedup factor of 9.5 (24 threads: 11.1). parVieCut scales especially well on the clustered Erdős-Rényi graphs, presumably as these dense graphs contain many high-degree vertices and have a rather low number of vertices. Figure 7 shows average running time breakdowns averaged over all graphs. For this figure, the correcting algorithm is turned off for the two Erdős-Rényi graphs. With one thread, label propagation uses 74% of the total running time and with 24 threads, 77% of the total running time. Thus, the different parts of the algorithm parallelize equally well.
Shared-Memory Parallelism.

Random Edge Contraction
We now evaluate the variant of our algorithm that uses random edge contractions similar to the algorithm of Karger and Stein before running VieCut on the contracted graph. The edge contractions promise faster results but increase the error rate of the algorithm. This section shows experiments which detail error rate, error severity, and running times for the heuristic and approximation algorithms. We repeat the experiments of the previous section, but now with only inexact algorithms. In addition to (the one iteration-only version of) KS, Matula, and VieCut, we add VieCutC50, VieCutC75, and VieCutC90, which contract 50, 75, and 90% of all vertices before running VieCut.
Clustered Erdős-Rényi Graphs. Figure 8 shows the running time for the random edge contraction algorithm variants compared to VieCut on dense clustered Erdős-Rényi graphs. We can see that VieCutC75 and VieCutC90 are always faster than VieCut, with VieCutC90 being faster by a factor of 2.3-2.7 than VieCut and VieCutC75 being faster by a factor of 1.25-1.8. Figure 9 (left) shows the average distance to the optimal cut for all algorithms which do not guarantee optimality, both as the difference and the factor of the returned cut to the optimal. In these highly regular graphs, we find the optimal cut if none of the low-weight edges between the clusters is contracted. Otherwise, we find a cut where one side is only a single vertex. On average, this cut is around twice the value of the minimum cut. The algorithms all have an average cut factor of up to 1.7 on all graphs, depending on how many vertices we contract. KS has a similar error rate on the graphs where it finishes. Both VieCut and Matula have no errors on these graphs.
Real-World Graphs. Figure 10 shows the average running time for the random edge contraction variants of VieCut on real-world graphs. VieCutC90 is faster than VieCut by a factor of up to 3.40. The lowest speedup factor is 0.80 (a slowdown of 25%). VieCutC75 has speedup factors between 1.12 and 2.35 compared to VieCut. Figure 9 (middle) shows the average error rates. On these graphs, the average ratio of cut size to the optimal cut size is very low for the random contraction algorithms. The outlier for VieCutC75 and VieCutC90 is a single run of the graph twitter-2010 with k = 60, where one of the edges in the unique small cut (of value 3) is contracted. The next smallest cut in the graph is a trivial cut with a cut value of 60, which is found. The algorithm finds optimal results in the other four iterations of this graph. On all other graphs, the cut factor is below 1.18. KS has an average cut rate of up to 1.33. VieCut and Matula have no errors on these graphs. Figure 11 shows the running time of the algorithms on random hyperbolic graphs. VieCutC75 has a speedup of 1.05-1.67 compared to VieCut and VieCutC90 has a speedup of 1.15-2.54. Figure 9 (right) shows the error rate for RHG graphs. The error rate of VieCut is far lower than all other non-exact algorithms. Matula has a non-optimality factor that is between VieCutC50 and VieCutC75 but a smaller distance to the optimal solution than both of them. However, VieCutC75 is much faster than Matula, which is consistently slower than VieCut. Note that the three graphs in which Matula has a cut three times as large as optimal are graphs with a minimum cut of 1, where Matula consistently returns cuts of value 3. Our implementation of Matula contracts all edges in the spanning forest with index λ 2 . Shared-Memory Parallelism. Figure 12 shows the speedup of the random contraction variants in comparison to VieCut. The RHG graph has a single smallest cut with value 73, followed by trivial cuts with a degree of 139 each. VieCut and Matula return the correct minimum cut each run, VieCutC50 34 out of 40 times, VieCutC75 28 times, VieCutC90 24 times, and 139 otherwise. Only VieCutC90 scales better than VieCut and has a speedup of up to 13.4 compared to sequential VieCut. Due to the large number of clusters, where each cluster has many incident edges, the contraction step in VieCutC75 and VieCutC50 takes a long time.
Random Hyperbolic Graphs.
The random contraction variants scale better in the large real-world graphs, where all algorithms return the minimum cut in all runs. On the graph gsh-2015-host, VieCutC90 has a speedup of over 21, while VieCutC75 has a speedup of 16 and VieCut has a speedup of 9.5 with 32 threads. On the clustered Erdős-Rényi graphs, the random edge contraction creates one or few very large blocks of vertices. Again, VieCut and Matula always return the correct minimum cut. Out of 80 runs on clustered Erdős-Rényi graphs, VieCutC50 returns the minimum cut in 46 cases, VieCutC75 in 8 cases, and VieCutC90 in 12 cases. On these very dense and unstructured graphs, random contraction has a high error rate and does not significantly speed up VieCut. VieCut, however, has a speedup of up to 18 on these graphs. Figure 13 shows the average speedup of the algorithms compared to their performance with one thread on machine B.
In summary, the random contraction variants can improve the running time of VieCut even further, especially when we have many threads. However, the random contraction increases the error rate of the algorithm by a large margin and should therefore only be used if running time is more important than absolute solution quality.
CONCLUSIONS AND FUTURE WORK
We presented the linear-time heuristic algorithm VieCut for the minimum cut problem. VieCut is based on the label propagation algorithm [36] and the Padberg-Rinaldi heuristics [33] . Both on real-world graphs and a varied family of generated graphs, VieCut is significantly faster than the state of the art. Our algorithm has far higher solution quality than other heuristic algorithms while also being faster. Additionally, we proposed a variant of our algorithm to further speed up computations at the expense of higher error rates. Important future work includes checking whether using better clustering techniques affects the observed error probability. However, these clustering algorithms generally have higher running time.
APPENDICES A INSTANCES
A.1 Clustered Erdős-Rényi Graphs
Many prior experimental studies of minimum cut algorithms used a family of clustered Erdős-Rényi graphs with m = O (n 2 ) [9, 19, 32, 33] . This family of graphs is specified by the follow- is generated independently and uniformly in the interval [1, 100] . When the vertices u and v are in the same cluster, the edge weight is multiplied by n, resulting in edge weights in the interval [n, 100n]. Therefore, the minimum cut can be found between two clusters with high probability. We performed three experiments on this family of graphs. In each of these experiments we varied one of the graph parameters and fixed the other two parameters. These experiments are similar to older experiments [9, 19, 32, 33] but scaled to larger graphs to account for improvements in machine hardware. We use the generator noigen of Andrew Goldberg [42] to generate the clustered Erdős-Rényi graphs for these experiments. This generator was also used in the study conducted by Chekuri et al. [9] . As our code uses the METIS [23] graph format, we use a script to translate the graph format. All experiments exclude I/O times.
A.2 Random Hyperbolic Graphs [27]
Random hyperbolic graphs (RHG) replicate many features of real-world networks [8] : the degree distribution follows a power law, they often exhibit a community structure and have a small diameter. In denser hyperbolic graphs, the minimum cut is often equal to the minimum degree, which results in a trivial minimum cut. In order to prevent trivial minimum cuts, we use a power law exponent of 5. We use the generator of von Looz et al. [44] , which is a part of NetworKit [41] , to generate unweighted random hyperbolic graphs with 2 20 -2 25 vertices and an average vertex degree of 2 5 -2 8 . These graphs generally have very few small cuts and in most instances there is only one unique minimum cut. Removal of the minimum cut partitions the set of nodes into two sets of similar size.
A.3 Real-World Graphs
We use large real-world web graphs and social networks from [4, 6, 7] , detailed in Table 1 . The minimum cut problem on these web and social graphs can be seen as a network reliability problem. As these graphs are generally disconnected and contain vertices with very low degree, we use a k-core decomposition [5, 39] to generate versions of the graphs with a minimum degree of k. The kcore of a graph G = (V , E) is the maximum subgraph G = (V , E ) with V ⊆ V and E ⊆ E, which fulfills the condition that every vertex in G has a degree of at least k. We perform our experiments on the largest connected component of G . For every real-world graph we use, we compute a set of four different k-cores, in which the minimum cut is not equal to the minimum degree. Original graph size and k -cores used in experiments with their respective minimum cuts.
We generate a diverse set of graphs with different sizes. On the large graphs gsh-2015-host and uk-2007-05, we use cores with k in 10, 50, 100, and 1,000. In the smaller graphs, we use cores with k in 10, 30, 50, and 100. twitter-2010 and com-orkut only had a few cores where the minimum cut is not trivial. Therefore, we used those cores. As hollywood-2011 is very dense, we used k = 20, 60, 100, 200.
B ALGORITHM CONFIGURATION
We performed experiments to tune the number of label propagation iterations and to find an appropriate amount of randomness for our algorithm. We conducted these experiments with different configurations on generated hyperbolic graphs (see Section A.2) with 2 15 -2 19 vertices with an average degree of 2 5 -2 8 and compared error rate and running time. The instances used here are different from the one used in the main text. Table 2 shows the number of non-optimal cuts returned by VieCut with different numbers of label propagation iterations indicated by the integer in the name. Each implementation traverses the graph in blocks of 256 randomly shuffled elements as described in Section 4.3. The variant VieCut25 performs up to 25 iterations or until the label propagation converges so that only up to 1 10,000 of all nodes change their cluster. On average, the variant performed 20.4 iterations. The results for all variants with 2-25 iterations are very similar with 14-19 non-optimal results and 2.44% and 3.80% average distance to the optimum. As the largest part of the total running time is in the label propagation step, running the algorithm with a lower amount of iterations is obviously faster. Therefore, we use two iterations of label propagation in all of our experiments.
To compare the effect of graph traversal strategies, we compared different configurations of our algorithm. Configuration VieCut_cons does not randomize the traversal order, that is, it traverses vertices consecutively by their ID, VieCut_global performs global shuffling, and VieCut_fast swaps each vertex with a random vertex with an index distance up to 20. The configurations VieCut128, VieCut256, VieCut512, and VieCut1024 randomly shuffle blocks of 128, 256, 512, or 1,024 vertices and introduce randomness without losing too much data locality. We also include the configurations parVieCut_cons and parVieCut128, which are shared-memory parallel implementations with 12 threads. As a comparison, we also include the approximation algorithm of Matula and a single run of the randomized algorithm of Karger and Stein. Figure 14 shows the total running time for different configurations of VieCut. From the sequential algorithms, VieCut_cons has the lowest running time for all algorithms. The algorithm, however, returns non-optimal cuts in more than 1 3 of all instances, with an average distance to the minimum cut of 44% over all graphs. The best results were obtained by VieCut128, which has an average distance of 0.83% and only 10 non-optimal results out of 300 instances. The results are very good compared to Matula, which has 57 non-optimal results in these 300 instances and an average distance of 5.57%. VieCut128 is 20% faster on most graphs than Matula, regardless of graph size or density. In the main text, we use the configuration VieCut128 with two iterations, there named VieCut. On these small graphs, the parallel versions have a speedup factor of 2-3.5 compared to their sequential version. parVieCut128 has 17 non-optimal results and an average distance of 4.91% while parVieCut_cons has 29 non-optimal results and 20% average distance to the minimum cut. Therefore, we use parVieCut128 for all parallel experiments in the main text (named parVieCut).
