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We consider growth of local operators under Euclidean time evolution in lattice systems with local
interactions. We derive rigorous bounds on the operator norm growth and then proceed to establish
an analog of the Lieb-Robinson bound for the spatial growth. In contrast to the Minkowski case
when ballistic spreading of operators is universal, in the Euclidean case spatial growth is system-
dependent and indicates if the system is integrable or chaotic. In the integrable case, the Euclidean
spatial growth is at most polynomial. In the chaotic case, it is the fastest possible: exponential in
1D, while in higher dimensions and on Bethe lattices local operators can reach spatial infinity in
finite Euclidean time. We use bounds on the Euclidean growth to establish constraints on individual
matrix elements and operator power spectrum. We show that one-dimensional systems are special
with the power spectrum always being superexponentially suppressed at large frequencies. Finally,
we relate the bound on the Euclidean growth to the bound on the growth of Lanczos coefficients. To
that end, we develop a path integral formalism for the weighted Dyck paths and evaluate it using
saddle point approximation. Using a conjectural connection between the growth of the Lanczos
coefficients and the Lyapunov exponent controlling the growth of OTOCs, we propose an improved
bound on chaos valid at all temperatures.
I. INTRODUCTION AND RESULTS
Operator spreading, or growth, in local systems is
a question of primary interest, which encodes trans-
port properties, emergence of chaos and other aspects
of many-body quantum dynamics [1–7]. A classic re-
sult of Lieb and Robinson [8] (see also [9, 10] for recent
progress) establishes that under conventional time evo-
lution the fastest possible spatial spreading of local op-
erators is ballistic. There is no norm growth in this case
since the time evolution is unitary. Ballistic spreading
of operators, and signals, has been established for many
models [3, 11–15] and seems to be a universal feature
of local systems in any dimensions. At the same time,
evolution of local operators in Euclidean time
A(−iβ) = eβHAe−βH , (1)
which we study in this paper, is much more nuanced.
Since the Euclidean evolution is not unitary, the norm of
A(−iβ) quickly grows with β. Moreover, as we explain
below, the operator growth is not universal and reflects
if the system in question is integrable or chaotic.
We start in section II by deriving a bound on |A(t)|
valid uniformly for |t| = β by expanding (1) in Taylor
series and bounding corresponding nested commutators.
For local H there is a combinatorial problem of counting
contributing nested commutators, which we solve exactly
for short range systems defined on Bethe lattices, which
includes local systems in 1D. In higher dimensions we
conjecture an asymptotically tight bound. Hence, we ex-
pect our bounds on operator norm to be optimal in the
class of Hamiltonians we consider – lattice Hamiltonians
with local interactions. We find that maximal rate of
growth is very different in 1D, where it is at most double-
exponential, and in higher dimensions or Bethe lattices,
where the norm can become infinite in finite Euclidean
time. We extend the analysis to include spatial growth in
section III, where we find that in 1D operators spread at
most exponentially, while in higher dimensions, includ-
ing Bethe lattices, they can reach spatial infinity in finite
Euclidean time. When the 1D system is finite, the min-
imal time necessary for an operator to reach the bound-
ary is logarithmic, which may explain logarithmic con-
vergence of the numerical Euclidean time algorithm pro-
posed in [16]. We further speculate in section V that the
timescale originating from the Euclidean Lieb-Robinson
bound might be related to the Thouless energy of the
corresponding quantum many-body system [17].
In section IV the results on norm growth are used to
constrain individual matrix elements. We find that ma-
trix elements in energy eigenbasis 〈Ei|A|Ej〉 must decay
at least exponentially with ω = |Ei − Ej |, while in 1D
the decay must be faster than exponential, as provided by
(44) and (47). We also establish a number of bounds on
the auto-correlation function at finite temperature CT (t),
and its Fourier transform – the power spectrum ΦT (ω),
CT (t) ≡ Tr(ρA(t)A) =
∞∫
−∞
ΦT (ω)e
iωtdω, (2)
ρ ∝ e−H/T , Tr(ρ) = 1.
The bounds have integral form, see (56,57) and (59). At
the physical level of rigor, they suggest that ΦT (ω) de-
creases exponentially with ω in D ≥ 2, while in 1D the
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2decay at large frequencies is superexponential. This em-
phasizes that one-dimensional systems are indeed very
special, and many numerical results established for one
dimensional systems may not necessarily apply to real
higher-dimensional systems.
The bound on |A(t)| established in section II depends
only on the absolute value |t|. Obviously, it is overly con-
servative for real t when the time evolution is unitary. We
argue, however, in section V that it does correctly cap-
ture the Euclidean growth t = −iβ of chaotic systems.
We also consider system size dependence of |A(t)| and
find it to be consistent with the Eigenstate Thermaliza-
tion Hypothesis (ETH). For the integrable systems we
find the growth of |A(t)| to be much slower than maxi-
mal possible, and in particular spatial growth of A(−iβ)
in this case is not exponential but polynomial.
The bound on |A(−iβ)| can be translated into a bound
on the growth of Lanczos coefficients bn, appearing as
a part of the recursion method to numerically compute
CT (t). This is provided we assume that asymptotically
bn is a smooth function of n. To perform this calculation,
we introduce a formalism of summing over weighted Dyck
paths in section VI, and evaluate the corresponding path
integral via saddle point approximation.
The obtained bound on Lanczos coefficients
growth(75) is valid at all temperatures. Translat-
ing it into a bound on Lyapunov exponent of OTOC, we
find a new bound on chaos
λOTOC ≤ 2piT
1 + 2T β¯(T )
, (3)
where β¯ is such that CT (t) is analytic inside the strip
|=(t)| ≤ β¯(T ). For local systems we find β¯(T ) ≥ 2β∗
with β∗ given by (27) for all T . We illustrate this bound
for SYK model in section VI, see Fig. 2.
We conclude with a discussion in section VII.
II. BOUND ON OPERATOR NORM GROWTH
IN EUCLIDEAN TIME
Our goal in this section is to bound the infinity norm
of a local operator evolved in Euclidean time
A(−iβ) = eβHAe−βH , |A(−iβ)| ≤ |A|f(β). (4)
Here f(β) is a bound which depends on the inverse tem-
perature β, the strength of local coupling J and geomet-
rical properties of the underline lattice model. We con-
jecture that our bound (15) (for 1D systems) and (26)
(for higher dimensions) is optimal for the class of models
characterized by the same strength of the local coupling
constant J and lattice geometry encoded in the Klarner’s
constant λ and animal histories constant ε which we in-
troduce later in this work.
For simplicity, we first consider nearest neighbor inter-
action Hamiltonian in 1D
H =
L∑
I=1
hI , (5)
A
h1 h2 h3 h4 h5
FIG. 1. One-dimensional lattice with short-range interactions
Hamiltonian H =
∑5
I=1 hI . Local operator A sits at a third
site counting from the left, between second and third bonds.
Bonds highlited in gray form a lattice animal I = 2, 3, 4.
where each hI acts on sites I and I+1 and for all |hI | ≤ J
for some J [18]. Any nearest neighbor interaction spin
chain would be an example. The operator A will be an
one-site operator. An example with L + 1 = 6 sites is
shown in Fig. 1.
Euclidean time-evolved A(−iβ) can be expanded in
Taylor series
A(−iβ) = A+ β[H,A] + β
2
2
[H, [H,β]] + . . . (6)
Using decomposition (5) operator A(−iβ) can be repre-
sented as a sum of nested commutators of the form [19]
A(−iβ) = A+
∞∑
k=1
∑
{I1,...,Ik}
[hIk , [. . . , [hI1 , A]]]
βk
k!
. (7)
Here the sum is over all sets of indexes {I1, . . . , Ik} which
satisfy the following “adjacency” condition: first index I1
must be adjacent to the site of A, I2 must be adjacent
to the endpoints of I1 (which include the site of A), I3 is
adjacent to the endpoints of the union of I1, I2, etc. In
other words, any subset of bonds I1, I2, . . . , I` for ` ≤ k
defines a connected cluster. Otherwise, the commutator
in (7) vanishes.
A connected cluster of bonds of any particular shape
is called a bond lattice animal. In 1D, all lattice animals
consisting of j bonds are easy to classify: they are strings
of consecutive bonds from some I to I + j. In higher
dimensions, the number of different bond lattice animals
of j bonds quickly grows with j.
Each set {I1, . . . , Ik} from (7) defines a lattice animal,
but not the other way around. This is because indexes
can repeat and appear in different orders, subject to
the constraints outlined above. If we think of the set
{I1, . . . , Ik} as a “word” written in terms of “letters” I`,
then corresponding lattice animal defines the alphabet.
There is a more nuanced characteristics of index sets
from (7), the order in which new indexes appear. Namely,
we take a set {I1, . . . , Ik} and going from left to write
remove indexes which have already appeared. In this way
we obtain a new (shorter) set which satisfies the same
adjacency condition described above. A particular order
is called “history.” For example, two sets {2, 3, 2, 4, 3}
and {3, 3, 4, 2, 4} define the same lattice animal consisting
of bonds I = 2, 3, 4 but different histories, {2, 3, 4} and
{3, 4, 2} correspondingly, see Fig. 1.
Going back to the sum (7), to bound the infinity norm
of A(−iβ) we can bound each nested commutator by
3(2J)k|A|. Then
|A(−iβ)| ≤ |A|f(β), (8)
f(β) =
1 + ∞∑
k=1
∑
{I1,...,Ik}
(2J |β|)k
k!
 , (9)
and the non-trivial task is to calculate the number of sets
{I1, . . . , Ik} for any given k, which satisfy the adjacency
condition. Evaluating sum(9) can be split into two major
steps. The first is to calculate the total number φ(j) of
animal histories associated with all possible lattice ani-
mals consisting of j bonds. Second step is to calculate
the sum over sets {I1, . . . , Ik} associated with any given
history {J1, . . . , Jj}.
This last problem can be solved exactly in full gen-
erality. Let’s assume we are given a history - a set
{J} = {J1, . . . , Jj} which satisfies the adjacency con-
dition. We want to know the number of different sets
{I} = {I1, . . . , Ik} for k ≥ j satisfying the adjacency
condition such that {J} is the history of {I}. We denote
this number by S(k, j). An important observation here is
that any given set {I} defines a partition of {1, 2, . . . , k}
into j groups labeled by elements from {J} by assigning
each number 1 ≤ i ≤ k to a group specified by Ii. And
vice verse, each partition of {1, 2, . . . , k} into j groups de-
fines a proper set {I} satisfying the adjacency condition.
To see that we need to assign each group a unique label
from {J}. We do it iteratively. The element 1 belongs
to a group, which will be assigned the label J1. Then
we consider element 2. If it belongs to the same group
labeled by J1 we move on to element 3, otherwise we
assign the group it belongs label J2. Then we consider
elements 3, 4 and so on. In this way all j groups will by
labeled by the unique elements from {J} such that the
adjacency condition is satisfied.
In other words, we have established a one-to-one cor-
respondence between the space of proper sets {I} for the
given history {J} with the space of partitions of k ele-
ments into j groups. The number S(k, j) of such par-
titions is the Stirling numbers of the second kind which
admits the following representation [20]
S(k, j) =
j∑
s=1
(−1)j−ssk−1
(j − s)!(s− 1)! . (10)
To evaluate (9) we still need to know the number of lat-
tice animal histories for a given j. In case of 1D systems,
those can be calculated exactly, while in higher dimen-
sions we propose an asymptotically tight bound. Hence,
we consider these cases separately.
A. 1D systems
In one dimension, all lattice animals consisting of j
bonds are simply the strings of j consecutive bonds.
There are N(j) = j + 1 such animals which include the
site of the operator A. A convenient way to enumer-
ate them is to count the number of bonds j1 and j2,
j1 + j2 = j, to the left and to the right of A, respectively.
For the given j1, j2 there is, obviously, only one animal,
N(j1, j2) = 1.
For any given j1, j2 we denote by h(j1, j2) the number
of histories associated with this animal, i.e. the number
of different sets {J} = {J1, . . . , Jj} such that each Ji
belongs to the animal, all Ji in the set are unique and
{J} satisfies the adjacency condition. Each history {J}
can be completely parametrized by the order in which
the cluster “grew” in left and right directions, for ex-
ample histories {2, 3, 4} and {3, 4, 2} from Fig. 1 can be
parametrized as “left,right,right” and “right,right,left”
correspondingly. In other words histories with given j1, j2
are in one to one correspondence with strings of j ele-
ments, each element being either “left” or “right,” and
there are in total j1 and j2 elements of each kind. Obvi-
ously, the total number of such strings is
h(j1, j2) =
(j1 + j2)!
j1! j2!
. (11)
Combining all ingredients together, we find from (9)
f(β) = 1 +
∞∑
j1+j2≥1
∞∑
k=j1+j2
h(j1, j2)S(k, j1 + j2)
(2|β|J)k
k!
.
By definition k ≥ j. Crucially, expression (10) vanishes
for 1 ≤ k < j. Therefore the sum over k can be extended
to go from k = 1 and can be easily evaluated,
f(β) = 1 +
∞∑
j1+j2≥1
j1+j2∑
s=1
(−1)j−sh(j1, j2)
(j − s)!(s− 1)!
e2βJs − 1
s
,
where j := j1 + j2. The sum over s can be evaluated
explicitly,
f(β) =
∞∑
j1,j2≥0
f(j1, j2, β), (12)
f(j1, j2, β) =
qj1+j2
j1! j2!
, q :=
(
e2|β|J − 1
)
. (13)
Here f(j1, j2, β) is the bound on the norm of the part
of A(−iβ) supported on the cluster of size j1 + j2. We
can sum over different j1, j2 corresponding to the total
cluster size,
f(j, β) =
∑
j1+j2=j
f(j1, j2, β) =
qj
j!
. (14)
Summing over all different cluster sizes j gives the full
bound
f(β) =
∞∑
j=0
f(j, β) = e2q. (15)
Re-expanding (15) intro Taylor series in β,
f(β) =
∞∑
k=0
Bk(2)
k!
(2J |β|)k, (16)
4where Bk are Bell polynomials, we find a bound on the
norm of individual nested commutators,
| [H, [. . . , [H,A]]]︸ ︷︷ ︸
k commutators
| ≤ |A|Bk(2)(2J)k. (17)
These results are trivial to generalize to the case of an
infinite 1D lattice with a boundary.
B. Higher dimensional systems
The calculation of previous section can be extended to
an arbitrary lattice system. If we fix a particular animal
lattice history {J1, . . . , Jj} and sum over all possible sets
{I1, . . . , Ik}, k ≥ j, associated with this history with the
weight (2J |β|)k/k!, by repeating the steps of the previous
section we find [21]∑
k≥j
∑
{I1,...,Ik}
(2J |β|)k
k!
=
∑
k≥j
S(k, j)
(2J |β|)k
k!
=
qj
j!
. (18)
If we now introduce the total number of lattice animal
histories φ(j), associated with all possible lattice animals
consisting of j bonds, then f(β) defined in (9) is trivially
given by
f(β) =
∞∑
j=0
∞∑
k=j
φ(j)S(k, j)
(2|β|J)k
k!
=
∞∑
j=0
φ(j)
qj
j!
. (19)
The number of different lattice animal histories is diffi-
cult to evaluate exactly. But it is known that the number
of different lattice animals consisting of j bonds (which
include a particular site) grows rapidly in higher dimen-
sions. While the exact formula is not known, the asymp-
totic growth is known to be exponential with growth con-
trolled by the so-called Klarner’s constant λ,
N(j) ∼ λj . (20)
By introducing a sufficiently large but j-independent con-
stant C we can uniformly bound the number of lattice
animals consisting of j bonds by [22]
N(j) ≤ C λj . (21)
The number of histories for any given animal is the
number of different sets {J1, . . . , Jj} where all indexes
are distinct, subject to the adjacency condition. Let us
denote by h(j) the average number of histories for all an-
imals consisting of j bonds. Then, it is trivially bounded
by h(j) ≤ j!. It can be shown that for sufficiently large
j [19]
h(j) ≥ j!
aj
, (22)
for some a > 1. We, therefore, conjecture that for local
systems h(j) is uniformly bounded by
h(j) ≤ C ′ j!
εj
, (23)
for some ε > 1 and a j-independent constant C ′ ≥ 1.
This bound is trivially satisfied for ε = 1. The non-
trivial part here is the expectation that (23) correctly
captures the leading (exponential) asymptotic behavior
of h(j) with some ε > 1, i.e. (23) is the optimal bound
which can not be further improved. We therefore intro-
duce here the constant ε which we call animal histories
constant and conjecture that it is strictly larger than 1.
In the end of this section we also derive a lower bound
on ε/λ. By combining (21) together with (23)
φ(j) = N(j)h(j) ≤ C ′(λ/ε)jj!, (24)
we find the bound
f(β) =
∞∑
j=0
f(j, β), f(j, β) = C ′(q/q0)
j
,
Here f(β) is defined to be larger than the sum in (9).
The coefficient
q0 =
ε
λ
. (25)
characterizes lattice geometry. Unlike in 1D, where (14)
has an additional factorial suppression factor, f(j, β)
in higher dimensions grows exponentially for sufficiently
large β. Summing over j yields
f(β) =
C ′
1− q/q0 . (26)
In contrast to 1D, while (15) is finite for all β, (26) is
finite only for
|β| < β∗ ≡ ln(1 + q0)/(2J). (27)
While (26) is only a bound on f(β) defined in (9), loca-
tion of the singularity in both cases is the same because
it is only sensitive to the asymptotic behavior of N(j)
and h(j). Expanding (26) in Taylor series
f(β) = C ′
∞∑
k=0
Pk(q
−1
0 )
k!
(2J |β|)k, (28)
where Pk are the polynomials defined via
Pk(x) =
1
1 + x
(
x(1 + x)
∂
∂x
)k
(1 + x), (29)
yields a bound on individual nested commutators
| [H, [. . . , [H,A]]]︸ ︷︷ ︸
k commutators
| ≤ |A|C ′ Pk(q−10 )(2J)k. (30)
The divergence of bound (26) at |β| = β∗ is not an ar-
tifact of an overly conservative counting, as confirmed
by a 2D model introduced in [19], for which |A(−iβ)|
is known to diverge. We will argue in section V that
the growth outlined by the bounds (15,26) reflects ac-
tual growth of |A(−iβ)| in non-integrable systems and
singularity of (26) at finite β is a sign of chaos. We
5also note that in case of 1D systems the bound (15) en-
sures that the operator norm of A(t) remains bounded
for any complex t. This is consistent with analyticity
of correlation functions in 1D [23]. On the contrary, in
higher dimensions, physical observables may not be ana-
lytic. We discuss the relation between the singularity of
|A(−iβ)| and non-analyticity of physical observables due
to a phase transition in section V and show that they
have different origin.
To conclude this section, we point out the advantage
of counting lattice animal histories in (19) and derive a
bound on ε/λ. There is a straightforward way to esti-
mate the number of sets I1, . . . , Ik in (9) from above by
counting the number of ways a new bond can be added
to the set at each step. Provided the lattice has coordi-
nation number z, starting from the site of A, there are
z ways to choose I1, at most z(2z) ways to choose I2,
z(2z)(3z) ways to choose I3 and so on. As a result we
would have an estimate for f(β),
f(β) ≤ fapprox =
∞∑
k=0
(2J |β|)kzk = 1
1− 2J |β|z . (31)
This result was previously obtained in [24, 25]. This gives
the following estimate for the location of the pole
|β| = z
−1
2J
. (32)
Since the bound above ignores the adjacency conditions,
it can not be better than true f(β), and in particular the
location of the singularity (32) can not exceed β∗ defined
in (27). This yields a constraint
ε/λ ≥ e1/z − 1. (33)
A result analogous to (26) has been previously estab-
lished in [26]. There q0 was lattice animal constant,
which is Klarner’s constant introduced in previous sec-
tion, q0 = λ. Crucially, we improve this result to account
for proper lattice animal histories by introducing animal
histories constant ε in (33). As we have shown above
without ε the critical value of β where f(β) diverges may
actually be worse than the approximation (32).
C. Bethe lattices
We saw above that the behavior of f(β) differs drasti-
cally in one and higher dimensions. To better understand
this difference we consider an “intermediate” scenario of
a short range Hamiltonian define on a Bethe lattice of
coordination number z [27]. Namely, we assume that
each hI from (5) “lives” on a bond an acts on the Hilbert
spaces associated with the two vertexes adjacent to that
bond. For any finite k in the Taylor series expansion
(7) only finite number of bounds are involved and the
corresponding lattice animals (clusters) live on the Cay-
ley tree. Thus, similarly to 1D, there are no loops, but
the total number of lattice animals consisting of j bonds
grows exponentially, N(j) ∼ λ(z)j ,
lnλ(z) = (z − 1) log(z − 1)− (z − 2) log(z − 2), (34)
as in higher dimensions.
The total number of lattice animal histories φ(j) can
be calculated exactly in this case (see the appendix A),
φ(j) = (z − 2)j Γ(j + z/(z − 2))
Γ(z/(z − 2)) , (35)
leading to the bound
f(β) = (1− (z − 2)q)−z/(z−2). (36)
In other words, the total number of histories grows as a
factorial, exactly as in higher dimensions.
It is also interesting to compare (35) with (24), which
yields lattices animal histories constant ε for Bethe lat-
tices,
ε =
(
z − 1
z − 2
)z−1
,
ε
λ
=
1
z − 2 . (37)
It can be easily verified that exact ε and λ satisfy (33)
and ε > 1 for any z ≥ 2, supporting our conjecture that
z is always strictly larger than 1.
Our universal expression (26) bounds the exact result
(36) from above with any q0 < 1/(z − 2) and sufficiently
large C ′.
As a final remark, we notice that taking z → 2 in (36)
yields f(β) = e2q, in full agreement with (15). In this
limit β∗ becomes infinite while the approximation (32)
remains finite.
III. SPATIAL GROWTH IN EUCLIDEAN TIME
While deriving the bound on the norm of local oper-
ators evolved in Euclidean time, (15) and (26), we ob-
tained a stronger result – a bound f(j, β) (or f(j1, j2, β)
in 1D) on spatial growth of A(−iβ). It can be immedi-
ately translated into the Euclidean analog of the Lieb-
Robinson bound [8] on the norm of the commutator of
two spatially separated local operators. If B is an op-
erator with finite support located distance ` away from
A (measured in the Manhattan norm in case of a cubic
lattice), then in D ≥ 2
|[A(iβ), B]| ≤ 2|A||B|
∞∑
j=`
f(j, β) = 2|A||B|C
′ (q/q0)`
1− (q/q0) ,
where we assumed that |β| < β∗. For larger |β| there
is no bound as the sum does not converge. This result
means that the local operator can spread to the whole
system, no matter how large or even infinite that is, in
finite Euclidean time β = β∗. We will argue in section V
that this is the true physical behavior in the chaotic case
and therefore the bound can not be improved to get rid
of the divergence at |β| = β∗ in full generality.
6In 1D the situation is very different. Assuming local
operator B is located ` bonds away from A we find
|[A(iβ), B]| ≤ 2|A||B|
∞∑
j1=0,j2=`
f(j1, j2, β) =
2|A||B| e
2q
(`− 1)!
∫ q
0
e−tt`−1dt. (38)
(If the system is infinite only in one direction and A is
sitting at the boundary, one factor of eq should be re-
moved.) Qualitatively the RHS of (38) behaves as
|[A(−iβ), B]| ≤ 2|A||B| q
`
`!
eq, (39)
for ` q+1, and asymptotes to 2|A||B|e2q for ` q+1.
This means a local operator spreads exponentially fast,
to distances ` ∼ e2Jβ , in Euclidean time β.
Exponential spreading of operators in 1D seems to be
in agreement with the convergence of the Euclidean vari-
ational algorithm of [16] in logarithmic time. The con-
nection between Euclidean Lieb-Robinson bound and the
convergence time is intuitive, but difficult to establish rig-
orously, in particular, because the latter is sensitive to the
choice of initial wave-function. For the integrable mod-
els, for which the spreading of operators is at most poly-
nomial (see section V), convergence time might be even
shorter because of a well-tuned initial wave-function. For
the chaotic systems we expect no fine-tuning of the initial
state and hence a direct relation between the convergence
time and Euclidean Lieb-Robinson bound.
Another possibly intriguing connection is with the
studies of Thouless times in chaotic Floquet systems
without conserved quantities [17]. There, it was noticed
that in 1D Thouless time is logarithmic in system size
(see also [28]), and finite in D ≥ 2 (see, however, [29]).
That is exactly the same behavior as in the case of Eu-
clidean operator spreading. One potential interpretation
would be that Thouless time can be associated with the
slowest Euclidean mode propagating in the system. Un-
der Euclidean time evolution with a time-dependent ran-
dom Hamiltonian our extension of Lieb-Robinson bound
holds. We also surmise that in this case spatial growth of
all quantities, including the slowest, is qualitatively and
outlined by the bound with some effective J, q0. When
the system in question has a local conserved quantity, the
slowest transport mode is diffusive, leading to L2 scal-
ing of Thouless time [30]. Thus, to compete this picture
it would be necessary to establish that under Euclidean
time evolution time necessary for a diffusive mode to
travel across the system is the same as in the Minkowski
case, i.e β ∼ L2, where L is the system size.
Finally, we notice that the Euclidean analog of the
Lieb-Robinson bound in 1D (38) looks similar to the con-
ventional Minkowski bound [10]
|[A(t), B]| ≤ 2|A||B| (2Jt)
`
`!
, (40)
with 2Jt substituted by q(β).
IV. CONSTRAINTS ON MATRIX ELEMENTS
A. Individual matrix elements
Constraints on the infinity-norm of A(iβ)† = A(−iβ)
provide an upper bound on the magnitude of matrix ele-
ments Aij = 〈Ei|A|Ej〉 in the energy eigenbasis. Starting
from
A(−iβ)ij ≡ 〈Ei|A(−iβ)|Ej〉 = Aijeβ(Ei−Ej) (41)
we find
|Aij | ≤ e−β(Ei−Ej)|A(−iβ)|. (42)
This inequality holds for any β and we therefore can op-
timize it over β. Using explicit form of the bound (15)
in 1D we find optimal value of β to be (without loss of
generality we assumed ω = Ei − Ej ≥ 0)
β =
{
ln
(
ω
4J
)
/(2J), ω ≥ 4J,
0, 4J ≥ ω. (43)
This yields
|Aij | ≤ |A|κ(ω), ω = |Ei − Ei|, (44)
where
κ(ω) ≡
{
exp {2 ω˜ (1− ln ω˜)− 2} , ω˜ = ω/(4J) ≥ 1,
1, ω˜ ≤ 1.
These results shows that in 1D for large energy difference
ω = |Ei−Ei|  J off-diagonal matrix elements Aij decay
faster than exponential. For ω ≤ 4J the bound trivializes
to |Aij | ≤ |A|.
In higher dimensions the bound on Aij from (42) can
not be better than exponential. This is because f(β) is
a monotonically increasing function of β which diverges
for some |β| = β∗. In particular
e−βω|A(−iβ)| ≥ e−β∗ω|A| (45)
for any β and ω ≥ 0. To find leading exponent we opti-
mize (42) over β to find,
β =
ln
(
ω(1+q−10 )
2(ω+J)
)
2J
, (46)
and |Aij | ≤ |A|κ(ω), where ω = |Ei − Ei|,
κ(ω) = C ′q−10 ω˜
(
ω˜(1 + q−10 )
1 + ω˜
)−1−ω˜
, ω˜ = ω/(2J).
Taking ω → ∞ limit, we find that the asymptotic expo-
nential behavior is given by (45),
κ(ω) <∼ C ′′ωe−β
∗ω, ω  J, (47)
where C ′′ is some ω-independent constant.
Constraints on individual matrix elements (45) and
(45) only depend on energy difference ω. In the case
7when the system satisfies ETH, off-diagonal matrix ele-
ments for i 6= j are known to be exponentially suppressed
by the entropy factor, |Aij |2 ∼ e−S . Therefore for the
chaotic systems the bound will be trivially satisfied un-
less ω is extensive.
The bound analogous to (47) has previously appeared
in [26], with β∗ given by (27) with ε = 1.
B. Constraints on power spectrum
Bounds on individual matrix elements found above can
be extended to the autocorrelation function of a Hermi-
tian local A,
C(t) ≡ Tr(ρA(t)A), (48)
and its power spectrum
Φ(ω) =
1
2pi
∫ ∞
−∞
dt e−iωtC(t) =∑
i,j
pi|Aij |2δ(Ei − Ej − ω). (49)
Here ρ is an arbitrary density matrix which commutes
with the Hamiltonian, ρ =
∑
i pi|Ei〉〈Ei|, Trρ = 1.
Although bounds on moments Mk derived below are
universal for all ρ, in what follows we will be most
interested in the case when ρ is the Gibbs ensemble
ρ = e−H/T /Z, in which case autocorrelation function
and power spectrum will be denotes by CT and ΦT cor-
respondingly. As a function of complex argument CT
satisfies,
CT (t− i/(2T )) = CT (−t− i/(2T )), (50)
CT (t
∗) = (CT (t))∗. (51)
First we notice that
|C(t)| ≤ |A(t/2)|2 ≤ |A|2f2(|t|/2), (52)
for any complex t, which guarantees analyticity of C(t)
for 1D systems on the entire complex plane.
Using the bound on individual nested commutators
(17) and (30) one can bound the growth of Taylor co-
efficients of C,
Mk =
∞∫
−∞
Φ(ω)ωkdω = Tr(ρ [H, [. . . , [H,A]]]︸ ︷︷ ︸
k commutators
A). (53)
To obtain an optimal bound, nested commutators should
be split equally between two A’s using cyclicity of trace
|M2k+i| ≤ |A|2(2J)2k+iRkRk+i, i = 0, 1. (54)
Here Rk = Bk(2) for infinite 1D system, Rk = Bk for
semi-infinite 1D system with a boundary, and Rk =
C ′Pk(q−10 ) for D ≥ 2.
Using the asymptotic behavior of Bell polynomials [31]
Bn(x) ∼
(
n
(
1 + o(1)
)
e log(n/x)
)n
, n x, (55)
and the Stirling approximation formula, the bound on
moments for k  1 can be rewritten as (for the infinite
1D system)
|Mk| ≤ |A|2(2J)k
(
k
2 e log k
)k
× eo(k). (56)
It is easy to see that the Taylor series of CT (t) converges
in the whole complex plane, as was pointed out above.
In higher dimensions, to find asymptotic behavior of
Pk(x) for large k, we use the following representation
Pk(x) =
n∑
j=1
j!S(k, j)xj =
1
1 + x
∞∑
j=1
jk
(
x
1 + x
)j
.
Substituting the sum over j by an integral and taking
saddle point approximation gives
|Mk| ≤ |A|2
(
q0
1 + q0
)2(
k
2eβ∗
)k
× eo(k). (57)
Focusing on the case when ρ = e−H/T /Z, (57) guar-
antees that Taylor series of CT (t) converges absolutely
inside the disc |t| ≤ 2β∗. By representing CT as a sum
over individual matrix elements it is easy to see that if
the sum for CT (−iβ) is absolutely convergent, then it is
absolutely convergent for any CT (t), =(t) = −iβ. There-
fore CT (t) is analytic inside the strip 2β
∗ > =(t) > −2β∗.
Because of reflection symmetry (50) function CT (t) must
be analytic inside a wider strip 2β∗ > =(t) > −2β∗−1/T
[32]. Hence symmetrically ordered autocorrelation func-
tion
CWT (t) ≡ Tr(ρ1/2A(t)ρ1/2A) = CT (t− i/(2T )), (58)
is analytic inside the strip 2β∗ + 1/(2T ) > =(t) >
−2β∗ − 1/(2T ), which is wider than the strip of ana-
lyticity of CT (t), and indicates a more rapid exponential
decay of the power spectrum ΦWT of (58) in comparison
with ΦT (ω).
The logic above is general and does not require any
specific details of Mk. Using reflection symmetry (50)
we have shown in full generality that if CT (t) develops a
singularity at t = ±i2β∗, then CWT (t) is analytic at least
inside the strip |=(t)| ≤ 2β∗ + 1/(2T ).
There is another integral bound on power spectrum,
valid for any density matrix ρ which commutes with H.
By integrating (49) we find the following inequality∫ ∞
ω
dω′Φ(ω′) ≡
∑
Ei≥Ej+ω
pi |Aij |2 =∑
Ei≥Ej+ω
pi e
−2β(Ei−Ej)|A(−iβ)ij |2 ≤∑
Ei≥Ej+ω
pi e
−2βω|A(−iβ)ij |2 ≤ e−2βω
∑
i,j
pi |A(−iβ)ij |2 =
e−2βω Tr(ρA(−iβ)A(iβ)) ≤ e−2βω|A(−iβ)|2.
8Here ω is non-negative and in the second equality we
used (41) with an arbitrary positive β. Now we can use
|A(−iβ)| ≤ |A|f(β) and optimize over β, yielding∫ ∞
ω
dω′Φ(ω′) ≤ |A|2κ(ω)2. (59)
Function κ is given by (45) and (47) in D = 1 and D ≥ 2
correspondingly.
When ρ is maximally mixed state, i.e. temperature T
is infinite, the bound can be strengthen to∫
|ω′|≥ω
dω′Φ(ω′) ≤ |A|2κ(ω)2. (60)
We would like to emphasize that all bounds discussed
above, i.e. bounds on Mk and (59), are integral in form.
We do not know a rigorous way to directly constrain
asymptotic behavior of Φ(ω). At the same time at phys-
ical level of rigor, if we assume that Φ(ω) is a smoothly
behaving function at large ω, analyticity of C(t) inside
the strip |=(t)| < 2β∗ immediately implies that power
spectrum in D ≥ 2 is exponentially suppressed by
|Φ(ω)| <∼ |A|2e−2β
∗ω, ω →∞. (61)
In 1D we similarly find super-exponential suppression
|Φ(ω)| <∼ |A|2e−ω(1+ln(4J/ω))/J , ω →∞. (62)
The bound on moments for large k (56,57) and the inte-
gral bound (59) for large ω follow from here via saddle
point approximation.
Superexponential suppression of Φ(ω) emphasizes pe-
culiarity of one-dimensional systems. In particular, it
implies that high frequency conductivity [33] and energy
absorption [24] for such systems will be superexponen-
tially suppressed. This is a very special behavior, which
should be kept in mind in light of the numerical studies,
which are often limited to one dimensions, and therefore
may not capture correct physical behavior.
An exponential bound on the integral of Φ(ω) was first
established in [24], where the authors also noted super-
exponential suppression in 1D, albeit without proposing
an explicit analytic form.
V. FINITE SIZE SCALING AND CHAOS
The bounds obtained in section II correctly ac-
count for the number of non-trivial nested commutators
[hIk , [. . . , [hI1 , A]]] but do not take into account pecu-
liarities of individual local Hamiltonians hI . We there-
fore expect our bound to be strongest possible among
the uniform bounds for the entire family of local short-
ranged Hamiltonians defined on a particular lattice. We
further assumed that each nested commutator is equal
to its maximal possible value (2J)k|A|. This is certainly
too conservative, but for the chaotic systems, i.e. in ab-
sence of some additional symmetries, we expect a finite
fraction of nested commutators to grow as a power of k.
We therefore expect that for large β our bounds (15) and
(26) to qualitatively correctly describe actual Euclidean
growth in local chaotic systems with some effective values
of J , as it happens in [19]. In particular in one dimen-
sions we expect |A(−iβ)| to grow double-exponentially,
and in higher dimensions we expect |A(−iβ)| to diverge
at some finite β∗.
We similarly expect the bound on spatial growth out-
lined in section III to correctly capture the spread of local
operators when the system is chaotic. An indirect evi-
dence to support that comes from the numerical results
of [16], i.e. logarithmic convergence time of a numerical
Euclidean time algorithm, in agreement with (39).
Below we further outline how |A(−iβ)| reflects chaos
of the underlying system when the system size is finite.
It follows from (19) that for large β animal histories with
the largest number of bonds will dominate,
f(β) ∝ qj ∼ e2Jj|β|, (63)
where j is the total number of bonds in the system, i.e.
j is proportional to the volume. Let us compare this
behavior with the growth of the Frobenius norm,
C(−iβ) = Tr(A(−iβ)A)
Tr(1)
=
∑
ij
eβ(Ei−Ej)
|Aij |2
Tr(1)
. (64)
At large β leading behavior is
C(−iβ) ∝ eβ∆E , (65)
where ∆E is the maximal value of ∆E = Ei − Ej such
that corresponding matrix element Aij is not zero. (In
other words ∆E is the support of Φ(ω).) For the chaotic
systems satisfying Eigenstate Thermalization Hypothesis
we expect most matrix elements to be non-zero, even
for extensive ∆E, matching extensive behavior of 2Jj in
(63).
Assuming qualitative behavior of (26) is correct for
non-integrable systems, going back to thermodynamic
limit in D ≥ 2, we expect singularity of |A(−iβ)| and
C(−2iβ) at some finite β. This singularity has a clear
interpretation as a manifestation of an ergodic behavior
of A. We first interpret (A|B) := Tr(A†B)/Tr(1) as a
scalar product in the space of operators and denote cor-
responding Frobenius norm of A by |A|F ≡ (A|A)1/2.
Then if A were typical, i.e. Haar random, in the space of
all operators,
C(−iβ) = Tr(A(−iβ)A) = |A(−iβ/2)|2F
Z(β)Z(−β)
Z(0)2
,
Z(β) ≡ Tr e−βH .
Euclidean time evolution can be split into two parts,
A(−i(β + β′)) = eβ′HA(−iβ)e−β′H such that
C(−i(β + β′)) = (A(−iβ/2)|ei β′adjH |A(−iβ/2)).(66)
At time β = 0 we start with a local operator, which is not
typical. In principle A(−iβ/2) only explores a particular
9trajectory in the space of all operators, and therefore can
not be fully typical at any β. Yet, if we assume that at
time β the trajectory of A becomes ergodic and A(−iβ/2)
can be considered typical enough, we obtain
C(−i(β + β′)) ≈ C(−iβ)Z(β
′)Z(−β′)
Z(0)2
. (67)
Taking into account that free energy ln(Z) is exten-
sive, we immediately see that (67) diverges for any β′ >
0. Hence, the singularity of C(−iβ) and thus also of
|A(−iβ/2)| marks the moment when A(−iβ/2) becomes
typical.
It is interesting to note that since C(t) is analytic for
local one-dimensional systems, for such systems, even
non-integrable, A never becomes typical and hence these
systems can not be regarded as fully chaotic.
We separately remark that the conventional time evo-
lution C(t) = (A(t/2)|A(−t/2)) does not have an in-
terpretation as the Frobenius norm-squared of A(t/2),
therefore (66) does not apply and even if A(t/2) becomes
sufficiently typical at late t, the analog of (67) may not
hold.
If the system is finite, at large β free energy simply
becomes lnZ(β)/Z(0) ∼ −βEm, where Em is extensive
(minimal or maximal ) energy of the system. Hence (67)
will be proportional to eβ
′∆E , where ∆E is extensive, in
full agreement with (65). This gives the following quali-
tative behavior of C(−iβ) when the chaotic system is suf-
ficiently large but finite. For small β, lnC(−iβ) will be-
have as ∝ eq in 1D and ∝ ln(q0−q) in higher dimensions.
This growth will stop at β ∼ log(L) in 1D or β ∼ β∗ in
D ≥ 2, at which point in both cases lnC(−iβ) will be
extensive. At later times lnC(−iβ) will grow as β∆E
with some extensive ∆E. In the non-integrable case the
transition between two regimes, “thermodynamic” when
C(−iβ) has not yet been affected by the finite system
size, and “asymptotic,” is very quick, at most double-
logarithmic in 1D.
Behavior of chaotic systems described above should be
contrasted with integrable models. In this case most ma-
trix elements Aij are zero and for a wide class of systems,
including classical spin models and systems with projec-
tor Hamiltonians, support of Φ(ω) remains bounded in
the thermodynamic limit. (In terms of the Lanczos co-
efficients, introduced in the next section, this is the case
of λ = 0.) For such systems the bounds (15) and (26)
will be overly conservative. For sufficiently large systems
and large β we expect (65) with a system size indepen-
dent ∆E. This asymptotic behavior will emerge in fi-
nite system-independent Euclidean time. Infinity norm
|A(−iβ)| will behave similarly. We further can use (65)
to estimate the Frobenius norm of nested commutators
| [H, [. . . , [H,A]]]︸ ︷︷ ︸
k commutators
|F ≤ |A|∆Ek. Assuming infinity and
Frobenius norms exhibit qualitatively similar behavior
we can substantially improve the Euclidean analog of the
Lieb-Robinson bound
|[A(−iβ), B]| ≤ 2|A||B|
∞∑
k=`
βk∆Ek
k!
∼ 2|A||B|β
`∆E`
`!
,
where last step assumes β∆E  `. This bound has
the same structure as the conventional Lieb-Robinson
bound in Minkowski space (40). Thus, in the case of
non-interacting models or projector Hamiltonians (λ = 0
in the language of next section) we find ballistic spread-
ing of operators for any complex t.
In the case of a general integrable model, the support
of Φ(ω) is extensive and the behavior is more intricate.
In many explicit examples in the thermodynamic limit
Φ(ω) decays as a Gaussian, and C(−iβ) ∝ e(Jβ)2 with
some appropriate local coupling J [34–38]. (This is the
case of λ = 1 in terms of the next section. See appendix
B where we derive the Gaussian behavior starting from
λ = 1.) Using the same logic as above this leads to the
Euclidean Lieb-Robinson bound of the form
|[A(−iβ), B]| <∼ 2|A||B|
(βJ)2`
`!
, (68)
which indicates a polynomial propagation of the signal
` ∝ β2. For a finite system of linear size L we may
expect Gaussian behavior C(−iβ) ∝ e(Jβ)2 up to the
times β ∝ L1/2, after which the asymptotic behavior (65)
should emerge. Although the model is integrable, ∆E is
extensive, which implies the transition between “ther-
modynamic” and “asymptotic” behavior is long and will
take up to β ∼ L. This indicates the qualitative dif-
ference between integrable and non-integrable (chaotic)
models. When the system is finite in both cases the
asymptotic behavior is given C(−iβ) ∝ eβ∆E with an
extensive ∆E (except for the λ = 0 case), but asymp-
totic behavior will emerge quickly, in finite (for D ≥ 2)
or logarithmic (for D = 1) times in the non-integrable
case, while in the integrable case asymptotic behavior
will emerge much slower, after polynomial times in L.
A qualitatively similar picture will also apply if inte-
grability is broken weakly, by a parametrically small cou-
pling. For an operator initially characterized by λ = 0,
the correlation function will first exhibit (65) with some
sub-extensive ∆E, which will gradually grow to extensive
values. It would be interesting to study this transition in
detail, to see if the required times may be parametrically
longer than β ∼ L.
We stress that non-analyticity of C(t) at imaginary
times is due to A(−iβ) becoming typical and is not re-
lated to non-analyticity of free energy lnZ(β) due to a
phase transitions at some temperature β. Indeed, C(t)
for the SYK model is known to have a pole at imaginary
time [39], while there is no phase transition and free en-
ergy is analytic. On the contrary, for the 3d Ising lnZ(β)
is non-analytic due to a phase transition, but C(t) is en-
tire, simply because A(t) explores only a very small part
of the corresponding Hilbert space.
In conclusion, we note that the singularity of |A(−iβ)|
and C(−iβ) at finite β in the thermodynamic limit has
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an IR origin. A straightforward attempt to extend the
analysis of this section to field theoretic systems, which
can be obtained from lattice systems via an appropri-
ate limit, fails because both |A(−iβ)| and C(−iβ) are
UV-divergent, and this obscures the IR divergence due
to chaos. Formulating the criterion of chaos for QFTs
using Euclidean operator growth thus remains an open
question.
VI. CONSTRAINTS ON LANCZOS
COEFFICIENTS
The bound on power spectrum established in section
IV B can be used to constrain the growth of Lanczos coef-
ficients. To remind the reader, Lanczos coefficients bn are
non-negative real numbers associated with an orthonor-
mal basis in the Krylov space An generated by the action
of H on a given operator A0 = A. Starting from a scalar
product
(A,B) ≡ Tr(ρ1/2A†ρ1/2B), (69)
and choosing A normalized such that |A|2 = (A,A) = 1,
Lanczos coefficients are fixed iteratively from the condi-
tion that operators An defined via An+1 = ([H,An] −
bnAn−1)/bn+1 are orthonormal, (An, Am) = δnm.
An autocorrelation function CW = (A(t), A), defined
via scalar product (69), can be parametrized in a num-
ber of ways, via its power spectrum ΦW (ω), Taylor
coefficients (moments) Mk, or Lanczos coefficients bn.
Schematically an asymptotic growth of bn for large n 1
is related to the behavior of Mk, k  1, high-frequency
tail of ΦW (ω), ω → ∞, or growth of CW (t) at the Eu-
clidean time t = −iβ. But the detailed relation is not
always trivial. Assuming exponential behavior of power
spectrum at large frequencies
ΦW (ω) ∼ e−(ω/ω0)2/λ , (70)
it is trivial to obtain the growth of Mk and C
W (β) by
calculating corresponding integrals over ω using saddle
point approximation. Although much less trivial, but
starting from the power spectrum (70), it is also possible
to establish an asymptotic behavior of Lanczos coeffi-
cients [40]
b2n ∝ nλ. (71)
The converse relations between asymptotic behavior of
bn, Mk, Φ
W (ω) and CW (−iβ) are much more subtle
and may not hold. Thus, we show in the appendix C
that smooth asymptotic behavior of Mk does not imply
smooth asymptotic of bn.
It was proposed long ago that λ defined in (71) falls
into several universality classes, characterizing dynamical
systems [36]. In particular it was observed that λ = 0
for non-interacting and λ = 1 for interacting integrable
models. (It should be noted that since λ characterizes a
particular operator, the same system may exhibit several
different values of λ.) Recently it was argued in [7] that
λ = 2 is a universal behavior in chaotic systems in D ≥ 2.
To thoroughly investigate possible implications of this
conjecture, it is desirable to derive the constraints on the
behavior of CW , ΦW , and Mk starting directly from the
assumption that bn is a smooth function of n for large
n. In full generality Lanczos coefficients bn are related to
the moments Mk via
Mk =
∑
h1...hk−1
b(h0+h1)/2b(h1+h2)/2 . . . b(hk−1+hk)/2. (72)
Here the sum is over Dyck paths parameterized by the
sets satisfying h0 = hk = 1/2, and hi+1 = hi ± 1, hi > 0.
Assuming (71) out goal is to deduce an asymptote of
M2k using (72). We develop the approach of summing
over weighted Dyck paths in the appendix B. Here we just
mention main results. If b2n is asymptotically a smooth
function of n, path integral over Dyck paths can be evalu-
ated via saddle point approximation by identifying a tra-
jectory in the space of indexes, which gives the leading
contribution. Thus if bn is smooth, Mk is also smooth.
Furthermore, if λ = 2, b2n ∼ α2n2, and the leading order
behavior is
M2k ≈
(
2α
pi
)2k
(2k)! (73)
Thus, starting from the asymptotic behavior b2n ∝ α2n2
we necessarily find that CW has a singularity at β =
pi/(2α), in full agreement with the conjecture of previous
section that singularity in Euclidean time is the charac-
teristic property of chaos.
Provided CW (t) is analytic inside a strip =(t) ≤ β¯W
for some β¯W would immediately imply a bound
α ≤ pi
2β¯W
. (74)
When ρ ∝ e−H/T , provided autocorrelation function CT
(48) is analytic inside |=(t)| ≤ β¯(T ), function CWT defined
in (58) will b analytic at least inside |=(t)| ≤ β¯W =
β¯(T ) + 1/(2T ) (see the discussion in section IV B) and
therefore
α ≤ piT
1 + 2T β¯(T )
. (75)
We have also established in section II B that β¯(T ) ≥ 2β∗
for all T .
The coefficient α has been recently conjectured to
bound maximal Lyapunov exponent governing exponen-
tial growth of the out of time ordered correlation function
(OTOC) [7, 41], λOTOC ≤ 2α. This leads to the improved
bound on chaos
λOTOC ≤ 2piT
1 + 4Tβ∗
, (76)
which is stronger than the original bound λOTOC ≤ 2piT
of [42]. In the limit of quantum field theory, (β∗)−1 will
be of the order of UV-cutoff, reducing (76) to the original
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FIG. 2. Lyapunov exponent λOTOC for the SYK model as
a function of parameter v, which is related to temperature,
pivT = cos(piv/2). Limit v → 0 corresponds to high tem-
peratures, v → 1 to small temperatures. Blue line – exact
analytic result (77), orange dashed line – improved bound
(76) with 2β∗ = 1, green dotted line – original Maldacena-
Shenker-Stanford bound 2piT .
bound. Yet the new bound is non-trivial for discrete
models exhibiting chaos.
To illustrate the improved bound, we plot (76) in Fig. 2
for the SYK model in the large q-limit [43] against the ex-
act value of λOTOC, evaluated in [7, 39]. We take 2β
∗ = 1
to ensure that the autocorrelation function CT is ana-
lytic inside =(t) < 2β∗ = 1 for all T . Temperature T is
parametrized via 1 ≥ v ≥ 0, pivT = cos(piv/2) such that
the exact Lyapunov exponent is
λOTOC = 2 cos(piv/2). (77)
We have emphasized above that for 1D systems with
short range interactions CT (t) has to be analytic in the
entire complex plane. This imposes a bound on the
growth of Lanczos coefficients. Assuming bn is a smooth
function of n [7] proposed that the asymptotic growth in
1D non-integral systems will acquire a logarithmic cor-
rection
bn+1 ≈ α n
log(n/n0)
. (78)
Using the integral over weighted Dyck paths in the ap-
pendix B, we find this to be consistent with the behavior
of Mk outlined in (56) provided
α = piJ/2. (79)
Sum over Dyck paths in the case of λ = 1 associated
with integrable systems is discussed in the appendix B.
Since for the local models CW (t) is analytic inside a suf-
ficiently small vicinity of t = 0, asymptotic behavior with
λ > 2 in such systems is excluded.
VII. CONCLUSIONS
We have derived a number of rigorous bounds on the
infinity norm of a local operator evolved in Euclidean
time, and extended them to autocorrelation function (2).
The novel ingredient of our approach is the counting of
lattice animal histories and formula (19), using which we
solved exactly combinational problem of counting nested
commutators for Bethe lattices (and establish acorrect
asymptotic for lattices in D ≥ 2). Some of the bounds
derived in this paper were known before. We improved
numerical coefficients, including the location of the sin-
gularity β∗ in D ≥ 2. Our results are strongest possible
among the bounds uniformly valid for all local Hamilto-
nians characterized by the same |hI | ≤ J defined on a
lattice of a particular geometry.
We have also established Euclidean version of Lieb-
Robinson bound on the spatial operator growth. In 1D
operators spread at most exponentially, while in D ≥ 2
operators can reach spatial infinity in finite Euclidean
time. When the system is integrable, in all D operators
spread polynomially.
As a main point of this paper, we advocated that Eu-
clidean operator growth reflects chaos in the underlying
quantum system. If the system is chaotic, the norm
growth and spatial growth are maximal possible and the
operator norm diverges at some finite Euclidean time.
We interpreted this divergence as a consequence of er-
godicity in the Krylov space.
There are several distinct characteristic properties of
chaos for many-body quantum systems. One is the
Eigenstate Thermalization Hypothesis [44], which is con-
cerned with individual matrix elements. Another popular
probe is out of time ordered correlation function, which
extends the notion of exponential Lyapunov growth to
quantum case. Its use as a characteristic of many-body
quantum chaos was pioneered in [45–47] and brought to
the spotlight by applications to quantum gravity [42].
Despite recent efforts [41, 48–50] there is no clear un-
derstanding of how to relate these two characteristics of
chaos to each other. We hope that the Euclidean growth,
which on the one hand is related to ETH via the behavior
of C(−iβ) at large β, see (65), and on the other hand is
related to OTOC via the bound (76), may provide such
a bridge.
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Appendix A: Animal histories growth
on Bethe lattices
We consider Bethe lattice of coordination number z
and would like to calculate the total number of lattice
animal histories for all possible lattice animals (clusters)
consisting of j bonds. Each lattice animal can be charac-
terized (non-uniquely) by the vector ai for i = 0, 1, . . . , z
where ai is the number of vertexes attached to z−i bonds
(of that cluster). Sine the considered clusters are con-
nected, either az = 1, in which case j = 0 and ai = 0 for
i < z, or az = 0.
Consider any given lattice animal history associated
with a lattice animal with a given ai. We can add one
additional bond by attaching it to any vertex, which has
less than z bonds already attached to it. If we attach
a bond to a vertex with k bonds already attached to
it, the new lattice animal (and associated lattice animal
history), is charactered by a new set
a′i = ai + e
(k)
i , e
(k)
i = δz−1,i − δz−k,i + δz−k−1,i.(A1)
This equation simply reflects the fact that the new cluster
has one more vertex with only 1 bond attached to it, one
more vertex with (k + 1) bonds attached to it, and one
less vertex with k attached bonds.
The total number of bonds j can be expressed through
ai as follows
j =
∑z
i=1 iai − z
(z − 2) . (A2)
It can be easily checked that adding one bond via (A1)
increases j by one, and taking az = 1, ai = 0 for i < z
gives j = 0.
We denote the total number of lattice animal histo-
ries (associated with all possible animals) consisting of j
bonds by φ(j). (The total number of histories character-
ized by ai can be denoted by φ(ai). Then φ(j) is a sum of
φ(ai) over all possible vectors ai with non-negative coeffi-
cients satisfying (A2).) Given a particular lattice animal
history, there are many ways one bond can be added.
If we decide to add a bond to vertex which already has
k < z bonds attached to it, we will have az−k vertexes
to choose from and (z − k) possibilities for each vertex
we chose. Hence, in total, each lattice animal history
parametrized by ai gives rise to
z−1∑
k=0
(z − k)az−k = j(z − 2) + z (A3)
new animal histories consisting of j + 1 bonds. If we
sum over all possible animal histories with j bounds, we
should find the total number of animal histories consist-
ing of j + 1 bonds,
φ(j + 1) = φ(j)(j(z − 2) + z). (A4)
This immediately yields
φ(j) = (z − 2)j Γ(j + z/(z − 2))
Γ(z/(z − 2)) , (A5)
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where we additionally required φ(0) = 1.
While this is not necessary for the bound on operator
norm growth, for completeness we derive the number of
lattice animals consisting of j bonds, N(j). We first con-
sider all lattice animals which originate at the same ver-
tex and extend into one particular direction (“branch”)
on the Bethe lattice. If the number of such animals is
n(j), then it must satisfy the recursive relation
n(j) =
∑
j1+...jz−1=j−1
n(j1) . . . n(jz−1). (A6)
It reflects the fact that we can “move” the initial point
by one bond inside the branch and decompose j into j =∑z
i=1 ji, jz = 1. In (A6) we also use that n(1) = 1. This
gives in full generality
n(j) =
Γ((z − 1)j + 1)
Γ(j + 1)Γ(2 + (z − 2)j) . (A7)
The full number of lattice animals N(j) is related to n(j)
via
N(j) =
∑
j1+...jz−1+jz=j
n(j1) . . . n(jz−1)n(jz), (A8)
with the total number being
N(j) =
z Γ((z − 1)j + z)
Γ(j + 1)Γ(z + 1 + (z − 2)j) . (A9)
At large j this number grows as λj with the Klarner’s
constant
lnλ(z) = (z − 1) log(z − 1)− (z − 2) log(z − 2). (A10)
Appendix B: Integral over weighted
Dyck paths
In the context of recursion method Lanczos coefficients
bn define tri-diagonal Liouvillian matrix
L =

0 b1 0 0
. . .
b1 0 b2 0
. . .
0 b2 0 b3
. . .
0 0 b3 0
. . .
. . .
. . .
. . .
. . .
. . .

(B1)
such that correlation function
CW (−iβ) ≡ (A(−iβ), A) = 〈0|eLβ |0〉, (B2)
where scalar product of operators is defined in (69), and
〈0| . . . |0〉 denotes the upper left corner matrix element.
By definition, moments Mk are Taylor series coefficients
of CW ,
Mk = 〈0|Lk|0〉. (B3)
From here and the tri-diagonal form of L it follows that
M2k =
∑
h1,...,h2k
2k−1∏
i=1
b(hi+hi+1)/2, (B4)
while all odd moments vanish (this is also obvious from
the symmetry CW (t) = CW (−t)). The sum above is
over the sets hi such that h1 = h2k = 1/2, hi > 0, and
hi+1 = hi ± 1.
When k is large, sum over Dyck paths becomes a path
integral, parametrized by a smooth function f(t), 0 ≤
t ≤ 1 [52],
hi =
1
2
+ 2kf(i/(2k)). (B5)
Function f(t) satisfies
f(0) = f(1) = 0, |f(t1)− f(t2)| ≤ |t1 − t2|, f(t) ≥ 0.
Derivative f ′(t) defines an average slope of a “micro-
scopic” Dyck path around index i ≈ 2kt. The path is
a sequence of “up” and “down” jumps with the prob-
abilities p and 1 − p, which vary smoothly, such that
2p(t)− 1 = f ′(t). The number of different “microscopic”
paths N [f(t)] associated with f(t) is given by the Shan-
non entropy of p(t),
N [f(t)] ≈ eS0 S0 = 2k
∫ 1
0
dtH(p(t)), (B6)
H(p) = −p log(p)− (1− p) log(1− p). (B7)
In other wordsN [f(t)] is the measure in the path integral
over f(t). To verify this result we calculate the total
number of Dyck paths, which is known to be given by
the Catalan number,
Ck ≈
∫
Df(t) eS0 , (B8)
by evaluating corresponding path integral via saddle
point approximation. By interpreting S0[f(t)] as a clas-
sical action, classical EOM is
d
dt
arctan(f ′) = 0. (B9)
The only solution satisfying boundary conditions is
f(t) = 0, which gives saddle point value
Ck ≈ 4k. (B10)
This reproduces correct exponential behavior of Catalan
numbers, Ck ≈ 4k/(k3/2pi1/2).
Assuming bn+1 = b(n) is a smooth function of index,
at least for large n, sum over weighted Dyck paths (B4)
can be represented as an integral
Mk ≈
∫
Df(t) eS ,
S = 2k
∫ 1
0
dt (H(p(t)) + log b(2kf(t))) . (B11)
15
In case of asymptotic behavior b2(n) = α2 nλ the EOM
is
− f
′′(t)
1− f ′(t)2 =
λ
2f(t)
. (B12)
For general λ this equation can be solved in terms of
an inverse of the Hypergeometric function. We are most
interested in two cases, λ = 2 and λ = 1. In the latter
case, b2(n) = α2n, the saddle point trajectory is f(t) =
t(1− t) leading to the asymptotic behavior of moments
M2k ≈
(
2k
e
)k
α2k ≈ (2k)!
k!
(
α2
2
)k
. (B13)
This gives an exponential growth of CW at larger β,
CW (−iβ) ≈ e(αβ)2/2. (B14)
In the “chaotic” case λ = 2 the solution satisfying
boundary condition is
f(t) =
sin(pit)
pi
, (B15)
and the saddle point value is
M2k ≈
(
4kα
epi
)2k
≈
(
2α
pi
)2k
(2k)! (B16)
Provided CW is analytic inside the strip =(t) < β¯, the
asymptotic growth constant has to be bounded by
α ≤ pi
2β¯
. (B17)
Finally we consider the scenario when the growth of
Lanczos coefficients acquires logarithmic correction,
b(n) = α
n
log(n/n0)
. (B18)
In this case the action (B11) becomes
S = 2k
∫ 1
0
dt (H((1 + f ′)/2) + log(f)− ln(ln(2kf/n0)))
+ 2k ln(2kα). (B19)
Taking into account only leading term in 1/ ln(2k/n0)
expansion we obtain effective action
S = 2k
∫ 1
0
dt
(
H((1 + f ′)/2) +
λ
2
ln(f)
)
+ (B20)
2k ln((2kα)/ ln(2k/n0)), λ = 2(1− 1/ ln(2k/n0)).
In other words at leading order the effect of logarithmic
correction is in adjusting the scaling parameter λ. When
λ ≈ 2, the solution of the EOM (B12) can be found in
the power series expansion in 2−λ, with the leading term
being simply
f =
sin(pit)
pi
+O
(
1
log(2k/n0)
)
. (B21)
At leading order the 1/ log(2k) correction to f does not
affect the on-shell value of (B20) evaluated at λ = 2
simply because at leading order (B21) is a solution of the
EOMs of (B20) with λ = 2. Hence the only correction
comes from
δS = 2k
∫ 1
0
dt
(
λ
2
− 1
)
log(f), (B22)
where f is given by (B15). Combining all together we
find (compare with (B16))
M2k ≈
(
4kα
epi ln(2k/n0)
)2k
(2pi)2k/ log(2k/n0). (B23)
It is more convenient to work with the logarithm of mo-
ments,
lnM2k
2k
= ln
(
2kα
epi
)
− ln ln(2k/(2pin0)) + o(1/ ln(k)).
Comparing this with the asymptotic behavior of mo-
ments in 1D (56), we identify α = piJ/2, while matching
n0 would exceed the available precision of (56).
Appendix C: Reconstruction of bn from Mk
In the previous section we introduced path integral ap-
proach to calculate power spectrum moments Mk sum-
ming over the Dyck paths weighted by products of bn.
This approach immediately shows that if bn is a smooth
function of n, at least for large n, then Mk smoothly de-
pends on k for large k. Conversely, Lanczos coefficients
bn can be calculated from from Mk using the following
relation
n∏
i=1
b2i = b
2
1 . . . b
2
n =
detMn+1
detMn , (C1)
where Mn is a n× n Hankel matrix
(Mn)ij =
{
Mi+j−2, i+ jmod 2 = 0,
0, i+ jmod 2 = 1.
(C2)
This expression allows calculating individual bn as a ratio
of determinants, but it does not guarantee that bn will
smoothly depend on the index, even if Mk do. To illus-
trate that smoothness of Mk does not imply smoothness
of bn we consider a mock autocorrelation function
C(−iβ) = 1
2
(
em(e
β−1) + em(e
−β−1)
)
, (C3)
inspired by (15). In this case M2k = B2k(m) and Lanczos
coefficients can be calculated numerically. They exhibit
a peculiar behavior: initially bn seems to be a smooth
function of n, but starting at some critical m-dependent
value behavior of bn for even and odd n becomes dras-
tically different. For even n, b2n ∝ n2, while for odd n,
b2n ∝ n. This is shown in Fig. 3. It should be noted that
while mock correlation function (C3) exhibits expected
16
20 40 60 80 100 120
n
500
1000
1500
2000
2500
3000
3500
bn
2
FIG. 3. Lanczos coefficients b2n associated with the moments
M2k = B2k ≡ B2k(1). Choosing different m in (C3) leads to
a qualitatively similar behavior.
behavior along the imaginary axis t = −iβ, its behavior
along real axis is periodic and hence unphysical. Thus,
it remains to be seen if for lattice models with local in-
teractions bn is always asymptotically smoothly depend
of n, or the behavior can be more complicated.
