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Abstract
Proteins are the building blocs of life and mediate nearly every function in the cell. They are
therefore a major and incredibly wide research topic. Their functions and malfunctions have
serious impacts on a wide range of diseases. Proteins may be used as extremely versatile
tools for biology such as for gene editing or biological medical products. Developing novel
methods for protein detection and characterisation may thus have a tremendous impact on
modern medicine and research. The present thesis discusses advances in biophysical methods
for protein detection and characterisation. First, the possibility of detecting proteins label-
free is addressed. A label may change the behaviour of the target protein. Two approaches
are investigated: An ultraviolet light based autofluorescence microscope is described; and
scattering based detection is explored by expending on the existing interferometric scattering
(iSCAT) technique. An oblique illumination approach helps with increasing the contrast
of the data, and a time correlation technique is used for local sizing on chip. Second,
microfluidic techniques are routinely used to create protein assays. These assays minimise
the amount of sample required and the absence of turbulences enable new techniques. A
method to easily add nanofluidics elements to microfluidic designs is discussed. Finally,
three characterisation methods are described. First, diffusional sizing uses a microfluidic
chip to create a concentration gradient. The protein diffusion coefficient is extracted from
the time evolution of this gradient. Second, the diffusiophoretic coefficient of the protein can
be extracted by diffusiophoresis, which is the motion of proteins driven by the concentration
gradient of another solute. This could be an important protein motion mechanism, as many
gradients are present in cells and in living beings. Finally, the spatial propagation of the
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Proteins are the building blocks for virtually all functions in living organisms. These compo-
nents of the cellular machinery are incredibly complex and versatile [8]. The production of
new proteins is one of the most fundamental subsystems they enable. Protein-coding genes
in DNA contains the blueprint for proteins. These genes are translated into amino acid chains
by ribosome protein complexes. Proteins in all known living systems are built with the same
22 amino acids, 20 of them being used by human cells. The human genome consists of
20 000 - 30 000 genes coding for over 500 000 proteins [33]. The amino-acid chains fold into
a functioning proteins, which are almost always the most thermodynamically stable confor-
mation [74]. This is the most fundamental and universal example of biological self-assembly.
Even then, the number of possible conformations is incredibly large, which prevents any
systematic search [73]. The fact that nature finds the minimum of the energy landscape so
quickly is a stunning feat. While the structure of a protein should be fully determined by the
amino acid sequence [14], predicting their 3D structure has proven extraordinarily difficult.
Recent developments in artificial intelligence have lead to impressive advances in solving
this problem [133]. However, these techniques still struggle with multi-protein complexes, as
interactions might change their shape [50]. Less than one fifth of proteins carry their function
without interacting with other proteins [33]. Many proteins arrange into functional modules
to achieve natural wonders [219]. Protein interactions are key to their function. They interact
with genetic code, other proteins, or other biomolecules such as lipids. These interactions
are dynamic and transient. Detecting and quantifying these interactions without alteration is
therefore a very important challenge [190].
Functional proteins are fundamental for the survival of a cell. Therefore, the cell has
many quality control mechanisms in place, such as molecular chaperones, to ensure correct
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folding of amino acid chains into proteins [46, 108]. Many sources of stress, such as
the macromolecular crowding inside cells, contribute to creating misfolded proteins [178,
83]. Failures of the quality control mechanisms is a common feature of a wide range
of diseases [73]. Understanding these failures is one of the main challenges of modern
science [263]. For example, the Prion protein (PrP), associated to several mammalian prion
diseases, exists as the functional PrPC (cellular) form, and as the aggregated, infectious PrPSc
(Scrapie) form. PrPSc has a self-replicating nature, with the ability to "seed" the conversion
of PrPC into the aggregated form [208]. Other pathological conditions such as Parkinson’s or
Alzheimer’s diseases are linked to fibrillar protein aggregates called amyloid [58]. Amyloid
state exists for many proteins. These amyloid fibrils can be created either by primary
nucleation of monomers, or by secondary pathways mediated by existing fibrils, as illustrated
in Figure 1.1 for Alzheimer’s Aβ42 peptide. These secondary pathways turn amyloid fibrils
into self-propagating assemblies, which leads to a cascade cytotoxic process [146]. Amyloid
fibrils may also have a practical use for some organisms. A wide range of bacterial pathogens
form biofilm structures which helps them survive environmental stresses, such as antibiotics.
Unlike the runaway mechanisms of amyloid diseases, these functional amyloid fibrils do not
self-replicate to any significant degree. Bacterias can control the creation of amyloid fibrils
through primary nucleation and elongation of fibrils, without the uncontrolled secondary
nucleation found in pathological amyloid fibrils [13]. Understanding the conditions under
which these aggregates form and propagate is therefore crucial to the development of effective
treatments for this class of diseases [167].
Understanding the biology of proteins not only gives insights into the mechanisms of
living things, but also provides scientists with incredibly versatile tools. Gene editing has
become much easier with the discovery of CRISPR-Cas9 [69]. Monoclonal antibodies can
be used to detect almost any biological component [239], allowing - among other things -
early detection of pregnancy or cancer [28]. Antigenes such as SARS-COV-2’s spike protein
can similarly be used to detect antibodies in patient’s blood, revealing past infections [86].
Proteins are also used as biological medical products to cure a wide range of conditions [270].
In general, it is hard to overstate the importance of protein science for modern medicine. The
goal of this thesis is to contribute to the development of biophysical methods for protein
detection and characterisation. Current challenges in protein science must be addressed to
enable new leaps in knowledge and technical capabilities.
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Figure 3: Mechanistic picture of oligomer dynamics during A 42 aggregation.
Primary and secondary nucleation steps generate oligomers, which are not only transient
but also unstable, dissociating more rapidly than they convert into fibrils. The conversion
step may occur in solution or in contact with the fibril surface. The values for the rate
constants of the molecular events determined in this work are shown in the figure for 5µM
A 42.
To relate these observations to microscopic mechanisms, we performed simulations using
a coarse-grained computer model of amyloid formation, which enables us to calculate ex-
perimental observables, such as the reaction orders for oligomer formation, conversion, and
secondary nucleation, while retaining molecular-level resolution30 (Figs. 2h,i, see Supplemen-
tary Information). In the simulations, oligomers produced via secondary nucleation spend
a significant amount of time in solution before converting to fibrils. Hence, both oligomer
formation and conversion are slow steps in the reaction (Supplementary Information). More-
over, most of oligomers dissociate back to monomers, and multiple oligomers typically form
and dissociate before one successful conversion event into a fibril occurs (link to the movie).
The fibril surface, therefore, serves as an oligomer breeding “factory”.26 As in experiments,
oligomer conversion is significantly accelerated at higher monomer concentrations (Fig. 2l,n),
with a high reaction order for conversion (ncon = 2.0) and a low reaction order for oligomer
formation (n2 = 1.2). These simulations not only reproduce the observed experimental
behavior, but also allow interpreting the underlying molecular behavior. For instance, we
find that larger oligomers have a lower free energy barrier for conversion than smaller ones,
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Fig. 1.1 Aggregation pathway of Alzheimer’s Aβ42 peptide. The primary pathway is very
unlikely and consists of primary nucleation of monomers into oligomers, that are then
converted into amyl id fibrils. Once fibrils are present, they elongate and may catalyse
the creation of new fibrils through secondary nucleation. While this second ry pathway
is dominant for Aβ42 peptide, oth r pathways exist, such as fibril fragme tation. Image
reproduced with permission from [177].
1.2 Biophysical tools for protein characterisation
A plethora of methods xist t detect and analyse proteins depending on their size, electrica
charge, conformation, composition, or interactions. The structure of proteins can be probed
to atomic-resolution using X-ray crystallography [142], cryogenic electron microscopy [129,
31, 94], or nuclear magnetic resonance spectroscopy [74]. This last technique is useful
for studying samples in solution [205, 139]. Scanning probe microscopy is similarly used
to probe the structure of larger complexes such as amyloid fibrils [222]. While these
techniques enable getting highly resolved structural information on the proteins, interactions
between them are often harder to probe. Probing dynamic interactions would be almost
impossible for crystallised or frozen proteins, as is required for some of these techniques.
For many applications, the presence of a protein or a single biophysical parameter is often a
sufficient readout. Working in gas phase, mass spectrometry [235, 175] is a popular tool to
obtain the mass-to-charge ratio of the components of a solution. It is often coupled with a
separation technique to help with the identification of the components, such as ion mobility
spectrometry [32]. It can be used to probe protein interactions [159]. However, knowing if an
ionised sample corresponds to the physiological state is challenging. Many techniques can be
used in solution under physiological conditions. Due to the transient nature of interactions,
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a rapid analysis in a native environment is needed to get accurate results. Thermodynamic
properties of binding can for example be probed by measuring the heat created by a reaction
in solution using Isothermal titration calorimetry (ITC) [202] or Surface plasmon resonance
(SPR) [232]. However, these techniques often require large amounts of sample and do not
work well with complex backgrounds, as it is the case with biologic fluids.
Direct detection of particles is achieved optically by detecting absorption, scattering, or
fluorescence. The absorption of a protein of circularly polarized light can provide infor-
mation on the protein structure, such as the presence of alpha-helix and beta-sheets, using
Circular dichroism (CD) [40, 140]. Similarly, the infrared absorption spectrum is used in
Infrared spectroscopy [29]. These techniques can be used to probe protein folding and
conformation [48]. Light scattering is used to detect the presence of proteins but the signal
intensity scales with the sixth power of the particle size, making small particles challenging
to detect at low concentrations [154]. This problem can be solved by using Interferometric
scattering microscopy (iSCAT) that detects the interference of a scattered signal with a carrier
wave [189], or by attaching a gold nanoparticle as a scattering label [251]. Fluorescence
uses a physical phenomenon that shifts the wavelength of light, allowing the usage of optical
filters to separate excitation and emission wavelengths. Proteins are usually fluorescent
under UV light due to aromatic amino acid tryptophan and tyrosine [180]. Fluorescent labels
can also be attached to particles to increase the signal ratio or use different wavelengths,
which is especially useful for multicolour detection [122, 100]. For cases where only certain
conformations are of interest, latent dye such as thioflavin-T (ThT) can be used to detect
amyloid fibrils, but not monomers [36]. Finally, when proteins are captured on a surface,
surface effects can be used for their detection. Evanescent waves can be detected using
Surface plasmon resonance [232]. Changes to the surface interference pattern are detected
by Bio-layer interferometry (BLI) [216]. In general, detecting interactions on surfaces
might lead to errors, as competitive low affinity binding from the surface might affect the
results [128].
1.3 Protein identification and characterisation
Detecting a protein is a crucial step for their identification and characterisation. While some
detection methods intrinsically measure particle properties, such as scattering that depends
strongly on the particle size, most techniques work best when coupled to another physical
phenomenon. When in solution, particles are constantly bouncing against water molecules,
as illustrated in Figure 1.2, resulting in a random travel called Brownian motion [82]. The
amplitude of this motion depends on the drag applied to the particle by the medium and is
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Fig. 1.2 Illustration of Brownian motion. Water particles (in blue) bounce around under the
effect of temperature. A particle (in yellow) is pushed by this agitation and follows a random
path (in red). The average distance travelled by the particle is measured by the diffusion
coefficient, which depends on the water temperature and viscosity, as well as on the size of
the particle.
described by the diffusion coefficient. It can be measured from the path of a single particle
tracked over time [154]. If detecting a single molecule proves to be challenging, the signal
from many molecules may be used. The diffusion coefficient is linked to the time correlation
of fluorescence and scattering signal. Interferences variation between scattering particles is
measured with Dynamic light scattering (DLS) [34] and fluorescence variation with Fluores-
cence correlation spectroscopy (FCS) [84]. The diffusion coefficient can be measured by the
temporal evolution of a concentration field. For example, a microfluidic chip can be used to
create a concentration gradient by simply merging two flows with different concentrations.
This technique is called Diffusional sizing [101, 18], and may be used to probe heterogenous
solutions or oligomerization of proteins [241, 51]. However, deconvolution of the signal
from several different species is an ill-posed inverse problem [233]. A large difference in
size is therefore needed to separate the signal from different species [283]. This highlights
the need to couple characterisation methods with separation methods in order to analyse
heterogeneous mixtures.
Many other physical phenomena can be used to measure the physical properties of
proteins. The motion of proteins in a thermal gradient can be probed by Microscale ther-
mophoresis [182, 273]. The motion of proteins in a solute gradient may be probed by
Diffusiophoresis [89]. An electric field can probe the electrophoretic mobility using Free
flow electrophoresis [149]. When the separation between species is sufficient, these phenom-
ena may be used for Chromatography. Electrokinetic separation is widely used to separate
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proteins. It covers techniques such as Capillary electrophoresis [141], Gel electrophoresis
(PAGE) [274], Isoelectric focusing (IEF) [38], or Micellar electrokinetic chromatography
(MEKC) [106]. Residence time in pores are probed in Size-exclusion chromatography
(SEC) [90]. In general, many types of liquid, gas, or gel chromatography exist. They require
a separation power sufficient to overcome diffusion.
Another method to handle polydispersity is to use chemical specificity. This consists in
using an affinity probe to bind to the target protein. Antibodies are affinity probes created by
the immune system to target foreign objects and are used in a wide range of techniques such
as Enzyme Linked Immunosorbent Assay (ELISA) [267, 160] or Western blots [47, 169].
Affinity probes are generally used when working with patient samples, as they allow detecting
low concentration of a target protein in a very heterogeneous solution. Other particles may
be engineered to mimic antibodies. Nanobodies such as antibody fragments are smaller than
antibodies [168, 88]. Aptamers are DNA- or RNA-based antibodies replacements [72], and
DARPins are protein-based antibody mimetic proteins [204].
1.4 Micro- and nanofluidics as tools for protein character-
isation
Microfluidics is the study and manipulation of sub-millimetre scale flow. It is an incred-
ibly versatile tool and shows considerable promises to improve biology and biomedical
research. The micro-scale physics not only allows to reduce the volume, cost, and time of
traditional macroscale assays, it also opens horizons for new experiments [229]. The absence
of turbulences, as explained below, means that the flow is regular and laminar, enabling
the microfluidics technology to have good predictability and control over the dynamics of
experiments [43]. Another important feature is the relatively low importance of gravity
compared to a macro-scale experiment. Capillary and surface tension forces are dominant
and can be used for a wide variety of applications, such as filtering analytes, passive pumping
of fluids, as well as creating mono-disperse droplets [229, 248]. The laminar flow prop-
erty can be used to extract e.g. the hydrodynamic radius from diffusion [18]. Complex
protocols can be streamlined e.g. by labelling a biomolecule after doing an experiment
on the same chip [278]. Other examples include DNA sequencing, polymerase chain reac-
tion, DNA separation, immunoassays, cell counting and sorting, cell culture, and capillary
electrophoresis [23, 44, 174, 135, 110].
A logical continuation of microfluidics is nanofluidics, which is characterised by an
even higher surface to volume ratio [249], and which gives rise to unique phenomena.
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It is interesting to note that most of the biological organisms function in a nanofluidic
environment [81]. The discrete nature of molecules becomes important at such a scale, but if
the smallest dimension is at least 10 nm, continuous theory is still a good approximation [249,
81]. The major difference with microfluidics comes from the interactions with the walls,
as the electrical double layer size is no longer negligible [249]. The surface roughness
might strongly affect the flow, and some particles may be attracted in or excluded from the
channel. Another consequence of the high surface to volume ratio is the wall absorption,
which can greatly reduce the transport rate [249]. Applications range from flow detection,
liquid transport, control of molecular transport, to separation [249].
1.4.1 Materials
Polydimethylsiloxane (PDMS) has been extremely important for the development of mi-
crofluidics for four reasons [229]: it is cheap and easy to fabricate small quantities of devices
from PDMS; it is relatively easy to tune its hydrophobicity; it can be bonded to glass; and its
elasticity makes it easy to remove chips from moulds. Another feature of the PDMS is gas
permeability, which is useful in some experiments such as cell culture. On the other hand,
several issues can be noted. Uncross-linked monomers can contaminate the fluids processed
within the device, and it can absorb small molecules [215]. Evaporation can occur because
of the small volumes used and because of the PDMS gas permeability [229, 35]. Finally,
it is not ideal for large scale production, as the cost does not scale well with the quantity
produced [30]. This is why plastics such as polystyrene, cyclic olefin copolymers (COC) and
polycarbonate are sometimes considered as an alternative, in addition to the fact that they are
widely used in biology already [229]. Other materials - such as wax, paper, or glass - have
also been used.
1.4.2 Fabrication
Microfluidic chips are typically created using a soft lithography technique [76]. The process
is described in Figure (1.3). The first step is to design a mask that will be used to create
a master. Then, the master is created from a silicon wafer. SU-8 photoresist is uniformly
distributed with a spin coater. After heating the SU-8 to solidify it, the master is exposed
to UV light with the mask preventing parts of the master from being exposed, which are
removed during the development of the photoresist. PDMS can then be poured on the master
and peeled off after a curing agent solidified the liquid. A glass slide is then bonded with
a plasma oven to seal the chip. The same plasma oven can be used to treat the PDMS and
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Fig. 1.3 Simplified process of creation of a microfluidic chip using PDMS. (a) SU-8
photoresist is poured on a silicon wafer. (b) The photoresist is then exposed to UV light while
some areas are protected by a mask. (c) After developing, only the exposed areas remain and
the master is ready. (d) The master is then placed into a petri dish, and covered by PDMS.
(e) After baking the microfluidic chip and peeling it off the master, the chip is exposed to a
plasma oven, (f) which will allow a glass slab to be bonded on top.
make it hydrophilic. Different coatings may be used to change the properties of PDMS such
as the affinity to protein adhesion.
1.4.3 The physics at the microscale
The equations in this section are taken from [43]. The governing equations of microfluidics
are the continuity equation, the Navier-Stokes equation, and the heat-transfer equation. The
continuity equation states that nothing can appear or disappear in a fluid:
∂tρ =−∇ · (ρν ) (1.1)
where ρ is the density and ν the velocity field. If the fluid is incompressible, this reduces to:
∇ ·ν = 0 (1.2)
The Navier-Stokes equation is the corresponding equation of fluid motion. it is given by:
ρ[∂tν +(ν ·∇)ν ] =−∇p+η∇2ν +βη∇(∇ ·ν )+ρg (1.3)
where p is the pressure, η is the viscosity, β is a coefficient related to the ratio between
the dynamic shear viscosity of an incompressible fluid (η) and compressibility-induced
dilatational viscosity, and g describes external sources. For incompressible fluids, it reduces
1.4 Micro- and nanofluidics as tools for protein characterisation 9

























Fig. 1.4 Velocity profile of a Poiseuille flow in a channel with an aspect ratio of 1/2.
to:
ρ[∂tν +(ν ·∇)ν ] =−∇p+η∇2ν +ρg (1.4)
The non linear term of this equation ((ν ·∇)ν ) creates a lot of interesting and complex
effects. It is responsible for turbulences and complicates the mathematical analysis of the
flow. It is negligible when the Reynolds number is low. The Reynolds number is defined by
normalising all the units in the Navier-Stokes equation by a length scale L0 and a velocity
scale V0. Considering the case without external sources, the Navier-Stokes equation becomes,
where unit-less variables are marked with ∼:





If Re≪ 1, the left hand side can be neglected. If the time scale is controlled by an external
factor, ∂̃t ν̃ is not negligible. A low Reynolds number means that there will be no turbulences
in the channel, this situation being called laminar flow. The laminar flow in a rectangular
channel may be solved as shown in Figure (1.4) [250].
Under laminar flow, the non-linear term is negligible ((ν ·∇)ν ≈ 0). The volumetric flow






The volumetric flow rate is proportional to the pressure gradient. An analogy with electrical
circuits can be drawn. In this analogy, the electric potential is the pressure and the electrical





Rhyd describes the loss of pressure along the channel. Similarly, an electric capacitor can
be compared with the hydraulic compliance, where an addition of pressure increases the





As in the electrical counterpart, the presence of hydraulic compliance prevents the pressure
from varying too abruptly. Finally, the hydraulic inductance represents the inertia. It is








1.5 Summary of the thesis
In this thesis, I discuss the contributions I made to the development of protein detection and
characterisation methods with the fellow researchers I had the chance to work with. First, the
detection of label-free proteins using their intrinsic fluorescence or scattering is discussed.
In chapter 2, a novel deep-UV fluorescence microscope is presented. This microscope
can detect the protein autofluorescence emitted by aromatic amino acids. An alternative
approach to label-free protein detection is presented in chapter 3. Interferometric scattering
microscopy (iSCAT) may detect the light scattered by a single protein. An interference
pattern is created between the scattered light and a reference light. The presented microscope
uses oblique illumination to separate these two light sources. This enables a modulation of the
reflected light, increasing the recorded contrast. This technique works best when the protein is
immobilised. In chapter 4, a time correlation technique is presented to use this interferometric
approach for particles in solution. The size of label free proteins and single protein complexes
can be measured. In addition to having improved the detection of protein, advances have been
made in microfluidics fabrication. In chapter 5, a two-photons based lithography technique
is described. This technique enables the addition of nanofluidics elements to microfluidic
designs. Finally, this thesis focuses on protein characterisation techniques. In chapter 6,
advances to diffusional sizing are presented. In chapter 7, diffusiophoresis - the motion of
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proteins in a solute gradient - is used to characterise a range of proteins. Finally, chapter 8
describes research in spatial propagation of aggregation, which is relevant for the propagation
of amyloid diseases. These chapters present a range of advances in biophysical methods for




visualisation and sizing of proteins and
protein complexes in microfluidic devices
2.1 Summary
This chapter is based on the paper: Pavan Kumar Challa∗, Quentin A. E. Peter∗, Maya A.
Wright, Yuewen Zhang, Kadi L. Saar, Jacqueline A. Carozza, Justin L.P. Benesch & Tuomas
P. J. Knowles. "Real-time intrinsic fluorescence visualization and sizing of proteins and
protein complexes in microfluidic devices". Analytical Chemistry 90.6 (2018): 3849-3855
(* contributed equally). [53] My work consisted in creating a data analysis and processing
pipeline, as well as in analysing the data acquired by my colleagues and myself. One of my
critical contributions lies in the background subtraction algorithm that aligns the images
and removes background features when the experimental conditions are not stable, notably
when the field of view moves or when the intensity pattern changes. I contributed to the
data acquisition by running calibration experiments and by advising colleagues on how to
best acquire data for my data analysis pipeline. I moreover contributed to the creation of
the setup, notably by electronically linking the UV-LED and the camera to synchronise the
shutter and to minimize the UV-radiation. Finally, I contributed to writing the paper.
Optical detection has become a convenient and scalable approach to read out information
from microfluidic systems. For the study of many key biomolecules, however, including pep-
tides and proteins which have low fluorescence emission efficiencies at visible wavelengths,
this approach typically requires labelling of the species of interest with extrinsic fluorophores
to enhance the optical signal obtained – a process which can be time-consuming, requires
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Fig. 2.1 Summary of the chapter. (a) With a label, a protein fluoresces strongly. Without
label, it auto-fluoresces weakly. (b) Our platform uses PDMS microfluidics, a deep-UV LED,
and quartz optics to detect this autofluorescence. (c) Using a diffusion device in conjunction
with this platform, proteins can be sized label-free. (d) The lowest concentration that can be
detected for BSA using this technique on our setup is hundreds of nanomolars.
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purification steps, and has the propensity to perturb the behaviour of the systems under study
due to interactions between the labels and the analyte molecules. As such, the exploitation
of the intrinsic fluorescence of protein molecules in the UV range of the electromagnetic
spectrum is an attractive path to allow the study of unlabelled proteins. However, direct
visualisation using 280 nm excitation in microfluidic devices has to date commonly required
the use of coherent sources with frequency multipliers and devices fabricated out of materials
that are incompatible with soft-lithography techniques. Here, a simple, robust and cost-
effective 280 nm LED platform that allows real-time visualisation of intrinsic fluorescence
from both unlabelled proteins and protein complexes in polydimethylsiloxane microfluidic
channels fabricated through soft-lithography is developed. Using this platform, intrinsic fluo-
rescence visualisation of proteins at nanomolar concentrations on is demonstrated chip, and
visualisation is combined with micron-scale diffusional sizing to measure the hydrodynamic
radii of individual proteins and protein complexes under their native conditions in solution in
a label-free manner.
2.2 Introduction
Proteins underpin most of the key functional processes in cells, and there has thus been a
sustained and long-standing interest in developing tools capable of studying proteins under
native conditions in solution. Microfluidic platforms are highly attractive in the context of
protein science; they minimise sample consumption, cost, and measurement time. Moreover,
exploitation of laminar fluid flow to integrate multiple functions onto a compact microfluidic
chip platform enables miniaturisation, thus leading to the ability to readily perform studies
that are impractical in conventional bulk studies. These characteristics lead to the potential
of such systems to impact fields ranging from medical diagnostics, genetic analysis and
drug discovery to proteomics. Applications including DNA sequencing, polymerase chain
reaction, capillary electrophoresis, DNA separation, enzymatic assays, immunoassays, cell
counting, cell sorting, and cell culture have been successfully miniaturised onto a chip [174,
23, 44, 135, 110].
A variety of methods have been developed to obtain information about the conformational
states and folding pathways of biomolecules in solution, most notably these of proteins [196,
80, 59, 75, 242, 138]. Among these methods, fluorescence spectroscopy, where changes in the
fluorescence intensity at a fixed wavelength or shifts in the wavelength at maximum intensity
are observed, has been used successfully to study conformational changes of proteins due
to the high sensitivity of this approach [256]. For such biophysical characterisation, protein
molecules are generally studied with extrinsic labels due to the high signal-to-noise ratios that
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560M -synuclein
Y
Fig. 2.2 (a) Deep-UV LED fluorescence platform to detect and quantify the intrinsic flu-
orescence from proteins in microfluidic systems. Photograph of the experimental set-up.
(b) A microfluidic device bonded to a quartz slide is placed on the detection stage. The
protein sample and buffer are flowed through inlets 1 and 2. (c) Autofluorescence of 200µM
Lysozyme from Tryptophan [W] emission, (d) Autofluorescence of 560 µM α-synuclein
from Tyrosine [Y] emission. (e) Schematic illustration of the optical set-up. Green dotted
lines in (c) and (d) denote the ends of the microfluidic channels, where the protein samples
only occupy the middle of the channels.
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they afford. Despite the fact that there have been significant technological developments in
the photochemistry and photophysics of modern dye molecules, labelling remains inherently
a time-consuming and labour intensive process. Furthermore, extrinsic labelling has the
propensity to perturb the folding processes and kinetics of proteins [256, 227, 278]. Hence,
label-free techniques have in principle great advantages for studying protein conformations
and can play a key role in numerous other bio-detection applications [85]. Typically, when
excited with UV light below 300 nm proteins exhibit intrinsic fluorescence from the aromatic
amino acids tryptophan, tyrosine, and phenylalanine [156].
As such, label-free techniques have clear inherent advantages over label-based ones,
particularly in the context of the study of protein-protein interactions which can be per-
turbed by the labels. However, integration of intrinsic fluorescence visualisation with lab
on a chip platforms has remained challenging due to the inherently low sensitivity con-
founded by the constraint of limited optical path lengths in reduced volumes. Nevertheless,
even though visualisation applications have remained challenging, detection through UV-
absorption-based measurements of native proteins in microfluidic chips have been demon-
strated successfully [200, 161, 184, 237]. Due to the limited path lengths achievable in
microfluidic devices, high levels of sensitivity remain challenging to achieve. To over-
come these limitations several groups have used laser-based technologies through frequency
doubled, tripled or quadrupled continuous wave and pulsed lasers for native fluorescence
detection of proteins in a fused silica and PDMS microchips using a photomultiplier tube
detectors [237, 148, 211, 255, 238, 112]. In particular, high speed laser scanners with a
frequency quadrupled laser for deep UV fluorescence detection and visualisation of proteins
has been demonstrated in a free flow electrophoresis fused silica chip [148]. Moreover, the
frequency tripled output of Ti:Sapphire laser has been integrated to a fused silica microchip
to study quenching and refolding kinetics in a laser machined flow mixer device using time
correlated single photon counting (TCSPC) fluorescence detection system [37]. In addition,
frequency quadrupled Nd:YAG lasers (266 nm) have been exploited to explore protein sep-
aration and detection [113]. In order to alleviate the complexity of frequency multiplying
approaches conventionally required for generating high power coherent radiation at 280 nm
non-coherent sources, including 230 nm high intensity deuterium lamps [287], or more
recently UV-LED at 280 nm have been used to perform detection in capillary electrophoresis
of native proteins using photomultiplier tubes [247, 258]. These systems represent significant
advances as they allow unlabelled proteins to be studied in microfluidic systems, but in cases
where high sensitivity is required such approaches have relied on materials and devices which
are not compatible with rapid soft lithography fabrication techniques. Light emitting diodes
(LED’s) are simple, stable, cost-effective, have long lifetimes, and small sizes. However, the
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low output power of the LEDs has hindered their use as a light source for intrinsic fluores-
cence visualisation of proteins in real time flowing through PDMS microfluidic devices using
charge coupled device (CCD) cameras.
Here a compact 280 nm high power LED microchip based fluorescence visualisation
platform which is fully compatible with rapid soft lithography microfabrication approaches
is designed and implemented, opening up the possibility of using label-free protein studies in
a wide range of device designs and architectures. Excitation at 280 nm enables visualisation
of proteins molecules via the autofluorescence of their tryptophan and tyrosine amino acid
residues. To illustrate the power of this method, autofluorescence detection is combined with
diffusional sizing to measure the hydrodynamic radius of monomeric proteins bovine serum
albumin (BSA), lysozyme and oligomeric clusters of the molecular chaperone αB-crystallin
in free solution in a label-free manner by following their mass transport in real time in
microchannels.
2.3 Experimental details
2.3.1 Intrinsic fluorescence visualisation platform
A robust and compact 280 nm-LED based epifluorescence microfluidic station is built
for label-free fluorescence visualisation of proteins on chip, using fluorescence from the
aromatic amino acids tryptophan and tyrosine (Figure (2.2)). Light from a 280 nm LED
(Thorlabs M280L3) is passed through an aspherical lens of focal length 20 mm to obtain
a nearly collimated beam. This beam is incident on a dichroic filter cube, which consists
of an excitation filter (Semrock FF01-280/20-25) centred at a wavelength of 280 nm, and
a dichroic mirror (Semrock FF310-Di01-25x36). The light is again reflected by a UV-
enhanced aluminium mirror (Thorlabs CCM1-F01/M) and focused onto the sample flowing
in a microfluidic device by an infinity corrected UV objective lens (magnification 10X,
numerical aperture = 0.25). The fluorescence from the sample is collected through the same
objective and passed through an emission filter (Semrock FF01-357/44-25) centred at a
wavelength of 357 nm, and finally focused onto a EMCCD camera (Rolera EM-C2) by an
air-spaced achromatic doublet lens (Thorlabs ACA254-200-UV) of focal length 200 mm.
The exposure time used in our experiments is about 500 ms. The data in this chapter are
available online [54].
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2.3.2 Device fabrication
Microfluidic devices for intrinsic fluorescence visualisation experiments are cast using
polydimethylsiloxane (PDMS) (Sylgard 184 kit, Dow Corning) from a silicon wafer master
imprinted with 50 µm high channels fabricated using conventional UV lithography [210, 52].
Carbon black nano-powder (Sigma-Aldrich) is added to the PDMS before curing to create
black devices, thus minimising unwanted autofluorescence from PDMS under 280 nm-LED
illumination during the measurements. Devices are bonded to a quartz slide (Alfa Aesar,
76.2 x 25.4 x 1.0 mm) using a plasma bonder (Electronic Diener Femto, 40% power for 15 s)
and subsequently plasma treated for 500 s to render the channels hydrophilic. The channels
are filled from the outlet with buffer using a glass syringe (Hamilton, 500 µL), equipped
with a needle (Neolus Terumo, 25 gauge, 0.5 x 16 mm), and polyethene tubing (Scientific
Laboratory Supplies, inner diameter 0.38 mm, outer diameter 1.09 mm). The microfluidic
devices used in this study are the diffusional sizing devices described in [183, 18].
2.3.3 Background correction









Fig. 2.3 Quantitative background correction significantly improves signal-to-noise ratios of
intrinsic fluorescence on chip. (a) Images taken with the CCD camera of both the channel
containing protein BSA and of the background alone at position 12 (Figure (2.4a)). The
tilt and scale difference is exaggerated to make the process easier to visualise. (b) First, the
intensity is fit with a polynomial and the images are flattened, as can be seen when comparing
(a) and (c). (c) Second, the difference in angle, scale, and x-y offset is detected, resulting in
an overlap between the two images. (d) As the images are flat and are overlapping, they can
be subtracted to extract the relevant data. The change in profile is outlined on the bottom
of (c) and (d). The topological noise introduced by the black nano-powder is removed. (e)
Profiles at position 0 (Figure (2.4a)) in the microfluidic diffusional sizing device. Three
microfluidic sizing chips are compared: clear PDMS bonded to glass, clear PDMS bonded to
quartz, and black PDMS bonded to quartz.
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An autofluorescence image of a protein sample in a microfluidic device taken on the deep
UV set-up can be separated into three contributions: the signal from the protein, the signal
from the background, and noise. A better signal-to-noise ratio can be obtained by generating
a larger volume of statistically independent data, for example through longer exposure times
and by acquiring series of pictures, or by decreasing the resolution by binning and Gaussian
filtering, approaches which both reduce statistical noise. The background signal, by contrast,
is constant across images and can thus be removed by comparing an image with and without
sample present. Here, this process is implemented in three steps (Figure (2.3)). First, the
non-uniform illumination distribution is extracted from the outside of the channel, which is
expected to be flat on the large scale despite local variations due to the carbon nano-powder.
This distribution, obtained with fitting a second order 2D polynomial (Figure (2.3b)), is then
divided from the image. Second, the two images (with and without fluorescence signal from
proteins) are registered. They might present a relative translation, rotation or scale difference,
which are corrected through analysis in Fourier space [214]: given a function f2 that is a
translation of a function f1, the Fourier transforms F1 and F2 are related by:
f2(x,y) = f1(x− x0,y− y0)
F2(ξ ,η) = e−2πi(ξ x0+ηy0)F1(ξ ,η)
(2.1)
The phase term can be isolated. Using ∥F1∥= ∥F2∥:
e−2πi(ξ x0+ηy0) =
F2(ξ ,η)F∗1 (ξ ,η)
∥F2(ξ ,η)F1(ξ ,η)∥
(2.2)
x0 and y0 are found by taking the Fourier transform of Eq. (2.2). Given f2 a rotated and
rescaled version of f1, a change of coordinates to log-polar yields a translation of the form:
f2(x,y) = f1(x/a · cosθ0 + y/a · sinθ0, ...)
f2(logρ,θ) = f1(logρ− loga,θ −θ0)
(2.3)
The angle and scale difference can therefore be found by using the same method. Eq. (2.1)
shows that the magnitude of the Fourier transform does not depend on translation, and can
therefore be used to find the relative angle and scaling. The offset can be found after rotation
and scaling. The logarithm of the log-polar representation of the magnitude is used to find
the angle and scale to avoid over-attributing importance to large-scale features [214]. Finally,
the signal and background images are subtracted. The units of the resulting image are a
ratio between the signal and the background amplitude. This is conserved between different
lamp intensities, but not between devices. Therefore, a calibration step for each new device
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is necessary. The code used for correcting the background in Figure (2.3) is accessible
online [55].
2.3.4 Protein samples
Bovine serum albumin (BSA) was purchased from Sigma-Aldrich (product number #A9418;
lyopholised powder used without further purification) and dilutions were prepared in 25 mM
sodium phoshpate buffer pH 8.0. Chicken lysozyme (Sigma-Aldrich L6876; lyophilised
powder used without further purification) was dissolved in 2.5 mM phosphate buffer at
pH 8.0 to a final concentration of 200 µM with the concentrations similarly determined
by NanoDrop spectrophotometer. 560 µM α-synuclein solutions were prepared in 25 mM
phosphate solution buffer (pH 7.4) [121]. 120 µM αB-crystallin solutions were prepared in
2.5 mM phosphate buffer (pH 8).
2.4 Results and discussion
Visualisation of low intensity autofluorescence from proteins using excitation with 280 nm
radiation poses challenges for the commonly used materials in soft lithography, including
PDMS and glass, which absorb most of this light and exhibit significant background fluo-
rescence, that decreases the imaging contrast. In order to address this challenge, a number
of technical steps are required. First, all optical components are selected, including the
microscope slide to which the microfluidic device is bonded, from quartz to avoid absorption
by NBK7 glass. In addition, black carbon nano-powder is mixed with the PDMS during
device fabrication to minimise unwanted autofluorescence from the PDMS [112]. Since
statistical noise is proportional to the square root of the signal amplitude, a large background
signal produces a large associated noise that decreases the signal-to-noise ratio dramatically.
Moreover, although the presence of the black carbon nano-powder reduces the overall back-
ground, it introduces spatial irregularities in the measured signal. This can be observed
in Figure (2.2c-d). This limitation is addressed with an image processing approach that
included a specifically incorporated background subtraction (Figure (2.3)). These three
steps can be used with almost any PDMS microfluidics device designed to allow analysis
of unlabelled proteins that previously needed to be labelled with extrinsic fluorophores. By
using black devices bonded to quartz and subjecting the images to our processing steps,
the signal-to-noise ratio is improved by a factor of 10 over imaging in a conventional clear
PDMS device bonded to glass (Figure (2.3)).
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To test if our approach is sufficiently sensitive to be applied to study proteins, a represen-
tative set of proteins was chosen. It included BSA (Figure (2.4)), lysozyme (Figure (2.2c))
and αB-crystallin, which contain tryptophan residues, as well as α-synuclein (Figure (2.2d)),
which does not contain any tryptophan residues, but has 4 tyrosine residues. Our results in
Figure (2.2d) show that the autofluorescence from α-synuclein can certainly be visualised.
2.4.1 Detection limit
Having established the principles for operating the 280 nm-LED microfluidic platform, the
limits of visualisation afforded through this approach are explored. Our data show that for
BSA, the lowest concentration where the signal-to-noise ratio is large enough to image a
profile at position 0 in the device design shown in Figure (2.4a) is 100 nM (Figure (2.5)). The
lowest concentration of BSA that is visible at all positions, thus allowing for label-free sizing,
is 500 nM, the amplitude at position 12 being approximatively five times lower than position
0, as seen in higher concentration measurements (Figure (2.4c)). The hydrodynamic radius
of BSA measured through this approach is 3.3 ± 0.6 nm, which is close to the literature
value determined at higher concentrations [25, 278] in bulk systems or by using labelling
approaches.
The sensitivity of our platform can be estimated for a generic protein that has tryptophan
and tyrosine amino acids as follows. The average abundance of tryptophan in the human
proteome is c.a 1.3% [144, 79] and apparently, the average sequence is c.a 480 amino acids,
which means that an average protein has 480×0.013 = 6 tryptophan residues. 100 nM BSA
corresponds to 300 nM of tryptophan residues according to Figure (2.5). Taking this value
as the detection limit, the concentration that can be measured for an average protein is c.a
300 nM / 6 = 50 nM. A similar argument can be applied for tyrosine; the average abundance
in this case is around 3.3% [144, 79], so that for an average protein there are approximately
480×0.033 = 15 tyrosine residues. As such, for an average protein the detection limit from
the signal of tyrosine residues alone is 2.1 µM / 15 = 140 nM.
2.4.2 Microfluidic diffusional sizing with fluorescence visualisation
To demonstrate the potential of our 280 nm-LED fluorescence visualisation platform, the
microfluidic device shown in Figure (2.4a) is used to monitor the micron-scale diffusive mass
transport of native proteins in space and time to determine their hydrodynamic radii [183, 18,
278]. To this effect, 12 images are taken along a 100 mm diffusion channel and processed into
a set of lateral scan profiles, which are then fitted to a set of simulated basis functions [183].
Information about the spatial diffusion, transverse to the flow, and temporal diffusion,
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Fig. 2.4 Overview of the microfluidic diffusional sizing measurements. (a) Channel geometry
of the microfluidic diffusion device. The buffer and sample are loaded in their respective
inlets and drawn through the device through the device with a syringe and pump connected
to the outlet. Images of the lateral diffusion of sample into buffer are taken at positions 0-12
in the detection area. (b) Images of 15 µM BSA taken at the nozzle and positions 4, 8 and
12. The extent of diffusion is greater further along the length of the diffusion channels. (c)
Lateral scans of the imaged diffusion profiles in (b) from positions 0 through 12. These
profiles are fit to a linear combination of simulated basis functions in order to extract the
sample’s diffusion coefficient. The data was taken by Maya A. Wright and Yuewen Zhang.
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along the advective direction, is obtained from the diffusion profiles by deconvolving the
experimental profiles into a linear combination of profiles expected for particles with known
diffusion coefficients. A least-squares error algorithm is used to find the linear combination
yielding the lowest residuals, allowing the average radius of the analyte to be determined [183,
18]. First, the hydrodynamic radii of bovine serum albumin (BSA), a transport protein
with 583 amino acids (∼66,500 Da) present in blood plasma, and chicken lysozyme - an
antimicrobial enzyme that forms part of the innate immune system - are measured. The
results in Figure (2.4) and 2.5 show that, using this approach, spatio-temporal distribution of
unlabelled BSA on chip may be visualised directly. Figure (2.4b) shows typical microscopy
images of diffused 15 µM BSA at different positions along the microfluidic channels.
2.4.3 Fluorescence visualisation and sizing of protein complexes
Next, αB-crystallin (αB-C) which is a 175 amino acid long polypeptide chain with molecular
mass of 20.1 kDa is examined. Our results show that the measured hydrodynamic radius
for this system is significantly larger than the one expected from a scaling relationship
between molecular mass and radius (Figure (2.6)). These findings, obtained under fully
native conditions and for unlabelled molecules, indicate that the monomeric protein is
forming complexes under these conditions. Sizing of self-assembled protein-structures can
be challenging with many conventional techniques as such non-covalent complexes held
together via weak interactions that have the propensity to be altered as soon as the proteins
are moved away from under native conditions. The present results therefore open up the
possibility of studying not only individual protein molecules, but also nanoscale protein
complexes under fully native conditions in an entirely label-free manner.
These results on the size of αB-crystallin complexes under native conditions allow
us to access an estimate of the number of monomer units self-assembled into a cluster.
To this effect, the hydrodynamic radii of proteins [264, 96] is combined with our data
and plotted as a function of their molecular mass (Figure (2.6)). The data is then fitted
using the formula, Mw = R3h/α where Rh is the hydrodynamic radius of the proteins, α
is the scaling coefficient, and Mw is the molecular mass. Then, using the fitted values
α = 0.083749±0.00175 nm3/Da and measured hydrodynamic radius Rh = 6.69 nm±0.63,
the overall molecular mass of the cluster is estimated to be 510± 148kDa and thus the
aggregation number to be 510± 148kDa/20.1kDa = 25.4± 7.3. These values, measured
under native conditions in free solution, are consistent with other measurements performed
both in the solution and the gas phase in which αB-crystallin has been observed to form
polyhedral oligomers with sizes ranging from 10-mers to 40-mers, with the species of
highest abundance in the range between 24-32 subunits [119]. These results are thus in
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Fig. 2.5 (a) Profiles at position 0 (Figure (2.4a)) of the diffusion device for different BSA
concentrations. The positions of the channel walls are indicated by two dashed black lines.
Left: raw profiles. Right: background-corrected profiles. The orange line on the corrected
background corresponds to the Gaussian fit, and the amplitude of that fit is reported plotted in
(b). The baseline in the channel (-150 to 150 µm) is slightly higher than outside the channel.
(b) Amplitude of the profile plotted against BSA concentration on a log-log scale. The lowest
detected amplitude is 100 nM BSA. Representative profiles are shown in (a). The errors
bars correspond to the standard deviation of the noise, and the green line corresponds to 3
standard deviations of the noise.
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good agreement with biophysical characterisation performed in the gas phase using native
mass spectrometry experiments [27, 16]. The intrinsic fluorescence set-up developed here
is thereby demonstrated to be a powerful tool for the analysis of key biomolecules of
physiological importance and, moreover, can be coupled with microfluidics to observe the
self-assembly phenomena of proteins under native conditions in free-solution.
2.5 Conclusion
Analytical tools for characterising proteins and their complexes in solution phase without
extrinsic labels are actively sought after for molecular biology and structural biology applica-
tions. The intrinsic fluorescence from proteins originates mainly from the aromatic residues
tryptophan and tyrosine. A novel 280 nm-LED based fluorescence visualisation platform for
characterising unlabelled proteins at nanomolar concentrations in the solution phase within
microfluidic devices fabricated using soft-lithography has been described, designed, and built.
This platform allowed us to visualise in real time the spatial distribution on the micron scale
of intrinsic fluorescence of nanoscale proteins and protein complexes within microfluidic
channels. Our results highlight the potential of this approach for label-free fluorescence and
size measurements which consumes a small amount of sample, has fast processing times,
and is robust for large scale integration of multiple components on a single chip. As an
illustration of the power of this approach, fluorescence imaging is combined with diffusional
sizing on chip to measure the hydrodynamic radius of proteins and self-assembled protein
clusters of biological interest under their native conditions. The ability to image unlabelled
proteins in solution in PDMS microfluidic chips has the potential to enable further studies
of protein folding and unfolding pathways, kinetics, protein-protein interactions, and opens
up the possibility of studying unlabelled proteins in a variety of microfluidic devices and
architectures.
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Fig. 2.6 Blue squares are the hydrodynamic radii of different monomeric proteins plotted
as a function of their molecular mass from reference [264, 96] and the blue solid line is
the corresponding fit. Red data points are of BSA and lysozyme monomers, and the pink
data point corresponds to alphaB-crystallin obtained using our platform. The size of alphaB-
crystallin deviates significantly from the expected hydrodynamic radius calculated from its
monomeric molecular weight, and thus the measured protein size provides strong solution-
phase evidence of protein complex formation under native conditions. The structure of the
proteins [57, 231, 127] is shown next to their corresponding data point. Error bars denote the
standard deviation of triplicate measurements repeated in separately fabricated devices or
under different flow rates. The data was taken and processed by Pavan Kumar Challa, Maya
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Single molecule detection techniques enable crucial research in biological sciences.
While fluorescence microscopy has been very successful, it suffers limitations that can be
overcome by using light scattering. Interferometric scattering (iSCAT) microscopy is a recent
technique that allows the detection of a single unlabelled protein. One limitation of this
technique is the large number of photons that must be collected. Here, a novel technique
is discussed that consists of sub-critical oblique illumination. By imaging the system with
p-polarised light close to the Brewster’s angle, the reflected fraction of the laser can be
decreased without affecting the signal-to-noise ratio. Furthermore, oblique illumination
removes spurious reflections that might be present in some setups, improving the signal
further.
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3.2 Introduction
Single molecule detection is crucial to further our understanding of biological systems [130,
132]. Fluorescence techniques [179] have revolutionised the field, but fluorescent labels
have some limitations such as blinking and photo-bleaching [280]. Furthermore, adding a
label to a molecule might perturb its natural function. Scattering microscopy methods are
therefore of interest, but the extremely small signal from proteins has limited this approach.
Interferometric scattering (iSCAT) microscopy [280, 19, 154] was developed to solve this
problem by recording the interference of the scattered light with a carrier wave. The carrier
wave is chosen so that the interference pattern is much brighter than any background, placing
the system in the shot-noise limited regime. It should be noted that the shot-noise increases
as well. As a consequence, the signal to shot-noise ratio is not dependent on the carrier
wave. The signal is improved because the background contribution becomes negligible. This
technique led to the detection of single unlabelled proteins [203, 279, 188]. The molecular
weight can be estimated from the scattering contrast by recording thousands of landing events
of proteins on a coverslip.
The carrier wave is created by the reflection on the interface between the coverslip and
the solution. This has the advantage that the path length difference is very small, allowing
the usage of short correlation-length lasers, which avoid interferences with other optical
elements. The reflected fraction is fixed by Fresnel equations. The reflection is typically too
strong to be imaged directly and requires combining frames from a high frame rate camera
to increase the effective well depth. There is therefore a strong interest in decreasing the
intensity of the carrier wave. A possible technique is to use the spatial separation of the
reflected and scattered light on the back focal plane of the objective and apply a custom
spatial filter [163, 63].
Here, the possibility to use sub-critical oblique illumination to modulate the reflected
fraction is explored. The Fresnel equations predict a decrease in reflected intensity for p-
polarised light when increasing the incidence angle. This technique does not require custom
built optical filters. Furthermore, oblique illumination can remove spurious reflections that
may degrade the signal on some setups. Finally, a technique based on Fourier transforms to
measure reliably the illumination angle and the pixel size of an iSCAT setup is discussed.
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3.3 Theory
3.3.1 Reflection coefficient modulation
An interferometric scattering (iSCAT) typically has an interface between coverslip and
solution where 0.45% of the light is reflected. In the solution, usually very close to the
surface, a particle scatters the transmitted light. Both the scattered light and the reflected
light are collected on the detector which creates an interference pattern. The incident light
(I0 = |Einc|2) is reflected at the interface which creates a reflected electric field (Er = rEinc).
The transmitted light is scattered on a particle which creates a scattered field (Es = sEinc).
The collected intensity (I) is the interference between these two fields:
I = |Er +Es|2 ≈ I0[|r|2 +2|r||s|cosφ ] (3.1)
where φ is the interference phase. As the scattering is much weaker than the reflection
(|s| ≪ |r|), the pure scattering term (|s|2) is neglected. The scattering coefficient (s) is
described by Rayleigh scattering and depends on the particle size. Ideally, the reflected
coefficient (r) would be modulated so that the interference term (I0|r||s|) is much larger than
any background light, and that the reflected term (I0|r|2) does not saturate the camera. This
is possible by varying the incidence angle. From Fresnel equation, the reflection coefficient r





















with ng and nw the glass and water refractive index, respectively. |r|2 decreases until reaching
zero at Brewster’s angle (θB = arctan(nw/ng)). The reflection coefficient does not affect the







While a higher laser intensity improves the signal-to-noise ratio, the reflection coefficient
does not have any effect. It can therefore be reduced to avoid over-exposing the camera,
while still being large enough to stay in the shot-noise limited regime.
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Fig. 3.1 Hologram geometry. The "Glass" part is assumed to have a reflective index equal to
the water, so that the length can be compared. This does not apply if the focal plane is below
the interface. Theta is the angle in the water, related to the other angle by Snell’s law.
3.3.2 Spurious and interfering reflections
The laser is partly reflected on any interface where the refractive index changes. This
reflection does not interfere with scattered light if the path difference is larger than the
coherence length of the laser, typically hundreds of micrometers for laser diodes. For
example, the back of the objective could reflect part of the light despite an anti-reflection
coating. Equation (3.1) can be rewritten with the reflected intensity separated into interfering
(ri) and spurious (rs) reflections:
I = |Eri +Ers +Es|2 ≈ I0[|ri|2 + |rs|2 +2|ri||s|cosφ ] (3.4)
where the spurious electric field Ers does not interfere with the scattered signal or the signal









3.3.3 Interference pattern hologram
The interferences are created by the difference of path between the reflected and the scattered
light, as illustrated in Figure (3.1). The optical system is assumed to be relaying the magnified
hologram to the camera [102]. The scattered light goes a distance d0 from the glass-water
interface to the particle, and a distance r from the particle to the focal plane. The reflected light
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never crosses the focal plane, but the reflection seems to be coming from it, at a distance ∆r,
which is negative for small θ angles. Here, the coherence length is assumed to be large enough
for parallel lines to have the same phase. The path difference is ∆≡ ∆s−∆r ≡ d0 + r−∆r.




− sinθ [x+ tanθ(z+2z f )] (3.6)






x2 + y2 + z2 (3.7)
Therefore, the path length difference is:
∆ =
√
x2 + y2 + z2 +(z+2z f )cosθ − xsinθ (3.8)
By defining d as:
d ≡ ∆
cosθ
− (z+2z f ) (3.9)







where A and B are defined as:




The hologram therefore looks like ellipsis of eccentricity e = |sinθ | centered around (x,y) =
(d tanθ ,0). The innermost ellipse is centered around the smallest possible value of ∆, which
corresponds to x = |z| tanθ . This is where the light would come if it was reflected by the
particle. The iSCAT signal is given by I ≈ I0[|r|2+2|r||s|cosφ ]. The normalised interference
pattern hologram is defined by:
H ≡ 1+2 |s|
|r|
cosφ (3.12)
where φ = 2πnm
λ
∆.
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3.3.4 Fourier transform of interference pattern
The hologram spatial frequencies are lead by the cosφ term. Focusing on the x,y plane,
φ(x,y) = 2π(r(x,y)−ax)nm/λ +C. In the case where z = 0, x, y, and r are linked by:
x = r cosθ ; y = r sinθ
The Fourier transform of the following equation is of particular interest:
f (r,θ) = cos(2πr(1−acosθ)nm/λ +C) (3.13)
The Fourier transform of cos(2πr f ) and sin(2πr f ) are known [9] and correspond to an
impulsion on a circle in Fourier plane, plus some small contributions. Therefore, a similar
result for Equation (3.13) should be obtained. A cosine with an offset can be written as a
sum of complex exponentials. The function of interest is now:
f (r,θ) = exp(±i2πr(1−acosθ)nm/λ ) (3.14)








f (x,y)exp(−i2π(ux+ vy))dxdy (3.15)
By offsetting the definition of the Fourier variables:
u′ = ρ cosψ +u0; v = ρ sinψ














Therefore, by setting u0 =±anm/λ , the equation is similar to the a = 0 case. The result there-
fore is two rings created by the Fourier impulsions with radius nm
λ
and center ±sinθwnm/λ .
3.3.5 Illumination angle
By focusing the laser at the back focal plane of the objective, one can apply an oblique
illumination to the sample, as it is done with a total internal reflection microscope. If the
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particles of interest are relatively far from the surface, one needs to operate at subcritical
angles to get some intensity from inside the channels. The focal length of the objective (Fob j)






where noil is the refraction index of the immersion oil. The incidence angle is then computed





where sin is used instead of tan because the objective is corrected for the Abbe sine condition.










3.3.6 Reflection at interfaces
The Fresnel equations are describing the reflected and transmitted coefficient from a medium
1 to a medium 2 depending on the incidence angle. They are, for s-polarized light:
Rs =
∣∣∣∣cosθi/n2− cosθt/n1cosθi/n2 + cosθt/n1
∣∣∣∣2 , (3.20)
And for p-polarized light:
Rp =
∣∣∣∣cosθt/n2− cosθi/n1cosθt/n2 + cosθi/n1
∣∣∣∣2 , (3.21)
One interesting angle, called the Brewster’s angle, does not reflect light for p-polarisation.
The light from a real laser is typically not perfectly collimated and polarised so some
reflection would still occur.
3.3.7 Numerical aperture
The numerical aperture (NA) describes the maximum incidence angle (θmax) in a medium
with refraction index n that is accepted by the objective. It is given by:
NA = nsinθmax (3.22)
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This can be used to compute the useful image pixel size (px). The maximum frequency that



















In the previous paragraph, a single reflection that is perfectly interfering with the scattering
signal is assumed. In reality, laser diodes have relatively broad spectrums, typically ∆λ = 2








For a typical laser diode, this can be as short as 100 um. Therefore, if there is a reflection
from the back of the objective, this reflection would not interfere with the scattered signal.
3.4 Methods
3.4.1 Setup
A commercial TIRF microscope from Nikon (Ti2) is used below the total internal reflection
angle. A drop of solution is placed on a coverslip. This is similar to a state-of-the-art iSCAT
setup where the laser is off-axis. The principle of the setup is sketched in Figure (3.2). An oil




















Fig. 3.2 Sketch of the setup. The light is emitted by the laser and reflected on a semitranspar-
ent mirror. It is focussed on the back focal plane (1) and passes through the objective (3). On
the way, the interfaces in the objective will reflect a little light (2). The light passes through
a refractive index matched oil (4) to avoid extra interfaces. At the glass-water interface
(5) the light is separated into transmitted and reflected components. The transmitted light
reaches particles that scatter (6). This scattered light interferes with the reflected light from
the laser. Finally, a spatial mask can be placed on a semi disk on or near the back focal plane
to improve the contrast (7).
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between the objective and the cover slip. A laser is focused on the back focal plane of an
objective, Figure (3.2.1). The laser or an optical element is mounted on a stage to allow a
translation of the laser focal spot on the back focal plane, while keeping the laser parallel
to the objective optical axis. The back of an objective is usually not flat, and a reflection of
light coming with an offset will not be reflected in the optical path, Figure (3.2.2). Focusing
the laser on the back focal plane of the objective collimates the laser, Figure (3.2.4). The
emplacement of the back focal plane can be found by minimising the size of the spot on the
ceiling. The collimated angle depends on the offset between the laser and the optical axis of
the objective. Upon reaching the coverslip solution interface, Figure (3.2.5), a fraction of
the light is reflected, depending on the incidence angle as well as on the laser polarisation.
The transmitted light is scattered by particles in solutions, Figure (3.2.6), and collimated
by the objective. The reflected light is focused on the back focal plane of the objective,
Figure (3.2.7). The focus position of the reflected light is separated from the incident light on
the back focal plane by twice the offset. This creates the opportunity to use a spatial Fourier
mask [163, 63]. Placing the mask on the back of the objective removes the requirement of
modifying the setup, as the mask can simply be taped to the back of the objective, and does
not require a custom setup.
3.4.2 Data processing
Removing the reflected intensity (|r|2) and the surface scattering - caused by the surface
roughness - is essential to detect the particle of interest if it does not scatter strongly. To
that end, the stability of the background and of the surface scattering is used. The signal
of the particle of interest changes over time, while the background remains constant. The
difference between an unbounded particle and a bounded particle is used for landing events.
For diffusing particles, the median value of a stack of nearby frames can be used to extract a
background. Once a static background (Bg) is extracted, the dynamical contribution can be









In the Fourier space, the functional form of cosφ is described by a circle near the interface,
and by a disk otherwise. The radius of the disk (Rd) depends on the wavelength (λ ) and on


















Fig. 3.3 Images of a strong scatterer compared to the predicted hologram at a fixed position.
At normal incidence, the spurious reflection hides the signal. At higher angles, the spurious
reflection is not present, but the image becomes more distorted. The color scale ranges from
the lowest to the highest value for each image and is therefore not the same for each panel.
The normal incidence, for example, has a much stronger intensity, as illustrated in Figure
(3.4).
where nm is the medium refraction index. The position of the center of the disk (Xd) depends
on the incidence angle θ :
Xd = Rd sinθ (3.31)
The pixel size and incidence angle can therefore be easily measured from the Fourier
transform of an iSCAT image.
3.5 Results and discussion
The iSCAT signal from a strong scatterer has been recorded at different incidence angles.
Because the scattering signal from this particle is strong enough, it can be detected without
removing a static background, and therefore does not need to be dynamic. A few represen-
tative frames are shown in Figure (3.3). The corresponding recorded intensity is shown in
Figure (3.4). As expected, despite the decrease in reflected intensity, the signal intensity at 10°
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Fig. 3.4 Scattering intensity versus incidence angle. The measured intensity is composed of
the reflected intensity (orange fit) and of spurious reflections near the normal angle.
and at 30° is very similar, while the eccentricity of the ellipses increases. More surprisingly,
the signal is completely hidden at a 0° angle. This can be understood by fitting the data in
Figure (3.4) to the Fresnel equations (3.20 and 3.21). A large discrepancy can be observed
near normal incidence. This discrepancy can only be explained by a spurious reflection. As
this spurious reflection has a path length which is longer than the coherence length of the
laser, the interference signal is hidden. This explains why the particle is not visible on the
normal incidence image in Figure (3.3).
Analysing the Fourier transform of the iSCAT image reveals a disk as shown in Fig-
ure (3.5). Knowing precisely the size of the pixels is useful as the diameter depends on the
ratio of the pixel size to the medium wavelength. The position of the disk depends on the
incidence angle, which means that the incidence angle can easily be measured. Spurious
reflections that are not present at larger incidences can be seen at a normal angle. The
variation from the laser and from the scattering signal are clearly defined. As expected,
40 nm polystyrene colloids have a lower signal than 100 nm.
In comparison to established iSCAT techniques, this setup arrangement makes it easier to
avoid spurious reflections. This has the potential to massively improve the signal-to-noise
ratio, provided that these spurious reflections are significant, as is the case in the present










100nm, 41.8° 40nm, 41.8°
Fig. 3.5 Fourier Transform of iSCAT images. The top row is the transform of a single frame,
while the bottom row is the transform of the difference of two consecutive frames. The frame
rate is adjusted to 125 FPS by summing consecutive frames of a faster video. The dashed
circle indicates the Abbe diffraction limit. The solid red line indicates the expected scattering
circle, and the red cross indicates the position of the reflected laser. At normal incidence, the
reflected laser dominates both Fourier transforms. By increasing the angle, the interfering
scattering becomes dominant. For the present settings, the signal from 100 nm scatterers is
stronger than the camera shot-noise, while 40 nm scatterers are mostly hidden in the noise.
42 Oblique illumination interferometric scattering
system. Furthermore, new options to control the reflected fraction of excitation light are
available. This is an important challenge in iSCAT systems. For p-polarized light, the
reflected fraction can be arbitrarily attenuated by approaching Brewster’s angle. If the
reflected fraction is too low, the system is not shot-noise limited and the signal is hidden in
the background light. If the reflected fraction is too high, the contrast on the raw images is
poor, which makes aligning the microscope challenging. Furthermore, the high number of
photons requires a camera with either a high frame rate or a large well depth. It is important
to note that - perhaps surprisingly - while the contrast of the raw images depends on the
reflected fraction of incident light, the signal ratio of the processed images does not, as
explained in the theory. Established iSCAT techniques usually suffer from the latter issue,
where too much light is reflected into the camera. The usual approach to mediate this issue
lies in the addition of a spatial mask in the optical path. [163, 63] This approach requires
placing the mask in a region where the incident, reflected, and scattered lights are spatially
separated. Indeed, if the scattered or incident lights are attenuated, the signal-to-noise ratio
decreases. Oblique illumination is particularly well suited to solve this problem, as illustrated
in Figure (3.2). The excitation and reflected lights are completely separated on the back focal
plane. As the reflected light is focussed on the back focal plane, the spatial mask can be
as small as the focal spot, resulting in a reduction of the amount of filtered scattered light.
Finally, The mask can be placed right below the objective. This makes the addition of a mask
easy on a commercial microscope, where most of the light path is not easily accessible. Here,
we used a commercial TIRF microscope that has a built-in mechanism to change the angle of
the incident light.
3.6 Conclusion
Oblique illumination is a convenient way of modulating the reflected coefficient of iSCAT
setups in order to improve the contrast without modifying the signal-to-noise ratio. Further-
more, it can dramatically improve the signal if spurious reflections are present. In addition,
a method to quantify spurious reflections by measuring the intensity at different incidence
angles is presented. The potential to measure the system pixel size and incidence angle by





This chapter is based on the manuscript: Quentin A. E. Peter∗, Raphael Jacquat∗, Georg
Krainer∗ & Tuomas P. J. Knowles. "Interferometric scattering correlation (iSCORR) mi-
croscopy". Manuscript in preparation (* contributed equally). I had the realisation that
iSCAT signal temporal correlations could be used to size particles in solution. In addition to
that, I derived the mathematical framework needed to extract the size and the concentration
from the correlation time described in this chapter. Moreover, I created the data analysis and
processing framework and used it to analyse the data. I also contributed to the creation of
the setup and to the acquisition of the data. Finally, I contributed to writing the paper.
Methods for particle detection and characterisation are crucial for enabling research in
many fields. Leading edge research in protein science for amyloid diseases is interested in
the detection of single particles in solution. This is usually done with fluorescence based
microscopy technology that requires modifying the protein by attaching a label to it. Here,
a novel technique is described to detect and size proteins in solution using interferometric
scattered light. The size of the proteins is measured by interferometrically measuring the
diffused distance, and the concentration by measuring the scattering intensity. This technique
is able to detect single particles as well as large concentration of particles. The results
shown here demonstrate the capabilities of the technique and open up a path towards a better
physical understanding of proteins.
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4.2 Introduction
Detection and identification of small bio-molecules is extremely important to understand
biological processes [179]. Biophysical research has been transformed by the ability to
covalently attach a fluorescent label to a single protein which allows single particle detection.
This requires modifying the particle, in turn affecting its properties. Moreover, fluorescent
labels tend to blink and photo-bleach [280]. In this context, scattering is a promising
alternative. The scattering signal of a particle or of an attached scattering label such as a gold
nanoparticle does not bleach or blink [280, 251]. While the scattering signal of a single atom
in vacuum was successfully detected [253], the strong dependence of the scattering signal
on the size of the particle (volume squared) makes it very hard to distinguish the scattering
signal from the background light.
Interferometric scattering (iSCAT) [280, 154] was developed to increase the scattering
signal above the background. Excitation light is excluded by most microscopy techniques,
either by optical filters for fluorescence microscopy or by separating the detection and
excitation paths for dark field microscopy. Instead, iSCAT uses part of the excitation light to
interfere with the scattered signal, improving the size dependence of the signal - proportional
to volume - and making it easy to surpass the background noise. This regime is called
shot-noise limited, as the background noise is negligible compared to the shot-noise. It
should be noted that the shot-noise is increased as well, which implies that the signal-to-noise
ratio is not better than a shot-noise limited dark field scattering experiment. iSCAT led to
the detection of label-free proteins as small as 19kDa [203, 279, 188]. The well depth of the
camera - the number of photons it can collect for each frame - is a limiting factor due to the
large number of detected photons. The camera used for iSCAT experiment therefore has a
high frame rate and frames are averaged together to increase the effective well depth [251].
More advanced techniques have been used to reduce the number of detected photons without
affecting the signal-to-noise ratio. They consist in modulating the collected fraction of
excitation light. For example, a spatial filter has been used on the Fourier plane where
reflected and scattered light are separated [163, 63].
iSCAT is limited to detecting particles bound to a surface because the interferometric
phase varies very rapidly in solution, making it impossible to detect diffusing particles for
long exposure times. There are however several disadvantages in measuring scattering on
the surface. First, scattering from the surface is very strong compared to scattering from a
small particle, hiding the signal under some conditions. Second, the scattering intensity of
the particles depends exponentially on the distance to the surface. This might explain why
thousands of landing events are needed to accurately size a protein [203, 279]. When the
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particle is sufficiently close to surface - typically within one wavelength - evanescent waves
are transmitted, which increases the scattered signal exponentially by up to 65% [187, 162].
Here, interferometric scattering correlation (iSCORR) microscopy is presented. This
novel technique combines image correlation analysis of single particles and the improved
signal of interferometric scattering microscopy (iSCAT) to enable label-free sizing of small
colloids and biomolecules at very low concentration of particles in solution. A high speed
camera is used to capture iSCAT images away from the surface with a frame rate faster than
diffusion by a fourth of the wavelength. This resolves the well depth limitation and uses
the strong dependence of the interference phase on the position to interferometrically size
particles. These frames are then combined by a Fourier-space-based analysis algorithm and,
through image correlation analysis, iSCORR allows the sizing of particles down to the single
molecule level. This technique is compatible with single particle measurements in cells
and microfluidic chips. Another major advantage of this technique over detecting a single
landing event is that a measurement can be done by detecting many diffusion steps of the
same molecule.
4.3 Theory
Rayleigh scattering describes the scattering from small particles, typically much smaller than
the light wavelength (λ ). The intensity at a distance R and angle θ of a particle of diameter d














where nm is the refractive index of the surrounding medium and np is the refractive index
of the particle. Because of the d6 dependency on the particle size, this signal is very hard
to separate from background light. This is solved by adding a coherent carrier wave and by
detecting the interferometric pattern, a technique called iSCAT. Part of the excitation light is
reflected on the glass-water interface (reflection coefficient r) and part is scattered (scattering
coefficient s given by Equation (4.1)):
I ≈ I0(|r|2 +2|r||s|cosφ) (4.2)
where I0 is the excitation intensity and |s|2 is assumed to be negligible. The interference
phase (φ ) is provided by the path difference between the excitation light reaching the focal
plane directly and the one being scattered by the particle. This depends on the particle
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distance to the focal plane (Z), on the distance of the focal plane from the interface (Z f ), and





ρ2 +Z2 +Z +2Z f
)
(4.3)
where λm is the laser wavelength in the medium (λm = λ/nm). Interestingly, this is almost
independent on Z for Z < 0. Indeed, being scattered by a particle does not add path length
if the particle is on the way to the focal plane. For Z > 0, the Z dependence is very strong,
inverting the interference pattern by moving by a quarter wavelength. Detecting particles
therefore requires image correlation analysis. Combining frames which each have a small
amount of information is the key idea behind iSCORR. A correlation function is created





















where σ2n is the normalised variance of the noise. The correlation time τ is defined as:






The standard deviation of the correlation function is given by the sampling error when








Interestingly, the noise depends linearly on the exposition time (∝ I0) and on the square root
of the number of frames (∝
√
n). This means that the noise is lower if the frames are first
combined and then correlated. On the other hand, the signal from the particles is substantially
reduced if the frames are combined for a total integration time larger than the correlation
time (τ). This is indeed the reason why iSCAT can’t detect diffusing particles without the
iSCORR technique. The signal-to-noise reaches a maximum for a single frame exposure








Fig. 4.1 iSCORR geometry used to compute path.
4.3.1 Derivation of the correlation function
An iSCAT signal is created when a reflected fraction (r) and a scattered fraction (s) of an
incident wave with intensity I0 interfere:
I = I0(|r|2 +2|r||s|cosφ) (4.7)
where |s|2≪ |r|2 is neglected and (φ ) is the interference phase. The shot-noise variance of




2 ≈ I0|r|2σ2 (4.8)
where σ2 is the normalised variance. The interference phase is calculated from Figure (4.1):
φ = 2π/λm
(√
ρ2 +Z2 +Z +2Z f
)
(4.9)
where the wavelength in the medium is λm ≡ λ/nm, with λ the wavelength of the light
in vacuum and nm the medium refraction index. Z is the distance from the focal plane to
the particle, ρ is the horizontal distance, and Z f is the distance from the focal plane to the
coverslip-solution interface. The reflected (r) and scattered (s) contributions to the iSCAT




I0 (|r|+ |s|cosφ) (4.10)
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From there, the correlation curve can be defined (g2) as the normalised time average of the



















where the signal and the noise are not correlated. The temporal average of the square of the
noise is its variance. As two frames are combined by subtraction, the variance of the noise is














= 2D∆t. The phase
difference ∆φ depends on the spatial differences ∆Z and ∆ρ:
∆φ = k(∆Z +
√
















where k = 2π/λm. Because ∆Z and ∆ρ are Gaussian random variables with variances
σ2Z = σ
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T = 0.5, ⟨cosφ(t)⟩T = 0,











































where the correlation time τ is defined:







4.3.2 Measurement under flow
A constant translation can be detected from a stack of iSCORR images. This means that
iSCORR can be used as a flow meter technique. Furthermore, this contribution can be
removed, which allows iSCORR to size particles under flow.
In the Fourier plane, a translation is equivalent to a phase difference [214]. If fn+1 is just
fn with a translation (∆x,∆y):
fn+1(x,y) = fn(x+∆x,y+∆y) (4.20)
then the Fourier transforms F are related by:
Fn+1(ε,η) = exp(iθ)Fn(ε,η) (4.21)
where θ ≡ 2π(ε∆x+η∆y). As described before, taking the square root of the iSCAT signal
separates the reflected and scattered intensity. Assuming Fn is constant over time, the Fourier
transform of the frame n can be written as:
F{
√
In} ≈ Fr +Fs,n (4.22)
Fs,n+1 is related to Fs,n by a difference on the scattering pattern δFs,n, from the diffusion, and
by a translation:
Fs,n+1 = exp(iθ)Fs,n +δFs,n+1 (4.23)
The difference used to compute the iSCORR signal is therefore given by:
∆n+1 = Fs,n+1−Fs,n = (exp(iθ)−1)Fs,n +δFs,n+1 (4.24)
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Similarly, a forward calculation can be done:
∆n = Fs,n−Fs,n−1 = exp(−iθ)((exp(iθ)−1)Fs,n +δFs,n) (4.25)
If θ = 0, this is the simple case with no translation. ∆n+1/∆n can be used as a constant
between all frames to detect the offset by assuming δF to be small:
∆n+1
∆n
≈ exp iθ (4.26)
The Fourier transform of exp iθ is a delta function that can be used to compute the offset, and
therefore the flow rate. When θ is known, a new difference is computed to extract the δF :
∆∆n = ∆n+1− exp(iθ)∆n = δFs,n+1−δFs,n (4.27)
This is a sum of Gaussian random variables with the same variance. The derivation can
therefore proceed as in the case with no flow.
4.3.3 Basis function amplitude
The light emitted by a horizontal electric dipole µ above an interface is separated between
s-polarised and p-polarised light [187]. Because the p-polarised light is seen at an angle
from the detection point, the intensity decreases relative to the detection angle θ as cos2(θ).
The light is detected after passing through the coverslip-solution interface, which means that
the transmission coefficients from Fresnel equation are applied. The intensity collected on
the camera corresponds to the projected intensity on the focal plane, which corresponds to
adding a cos(θ) term. The intensity of scattering at an angle θ is therefore proportional to:
|s|2 ∝
(

































































Fig. 4.2 (A) Sketch of an iSCAT setup. A laser is collimated by a first lens (L1) and focussed
on the back focal plane of the objective by a second lens (L2). The light goes through a
polarizing beam splitter (PBS) and a quarter wave plate (QWP) that transforms the linearly
polarised light into a circularly polarised light. A mirror then reflects the light towards a
high numerical aperture oil immersion objective. On the other side, the interface between
the coverslip and the solution reflects part of the light, and particles in the solution scatter
the transmitted light. These two lights go back through the objective, are reflected by the
mirror, pass through the quarter wave plate, and are reflected by the polarising beam splitter
towards the tube lens (TL) that focuses the scattered light on the high speed camera (HSC).
As an example, a single 50 nm radius polystyrene colloid is imaged for 400 ms. (B) The
recorded images are dominated by the reflected intensity. (C) The particles are visible after
data processing by comparing two frames. The detected scattering depends on the temporal
distance between the two frames, which is called the correlation time. (D) The scattering
vs correlation time curve depends on the particle hydrodynamic radius. The curves here are
normalised to the uncorrelated scattering intensity. (E) By processing the data with different
correlation times, the radius of the particle is measured by fitting with the curves in (D).
52 Interferometric scattering correlation (iSCORR) microscopy
4.4 Methods
4.4.1 Setup
The setup is based on state-of-the-art iSCAT capable of detecting label-free single pro-
teins [99, 19], as illustrated in Figure (4.2A). Briefly, the setup is composed of a laser that
is focused on the back focal plane of an oil immersion objective to illuminate the sample
(dissolved or suspended in water), which is placed on a glass cover slip. The refractive index
difference between the coverslip and the solution causes some of the laser intensity to be
reflected. The laser then reaches particles in solution or suspension in water. These particles
scatter the light. The reflected and scattered light is collected on a fast camera that records
the interference pattern.
The laser intensity should be as strong as possible to increase the scattered light. Laser
diodes are preferable as the coherence length is limited, which avoids interferences with other
parts of the optical system. The coherence length should be at least twice the distance from
the particle to the interface. The temporal coherence can be decreased with laser modulation
to reduce the background [77]. The scattering signal depends strongly on the wavelength.
Rayleigh scattering is much stronger for small wavelengths, but the quantum efficiency of
most cameras is maximal around λ ≈ 600 nm and glass optics transmittance falls quickly
for small wavelengths. The wavelength of the laser must therefore be carefully selected to
maximise the signal quality.
Careful selection of the camera is crucial for iSCORR. While the high frame rate is
only a way to increase the effective well depth for iSCAT, it directly limits the ability to
measure small particles for iSCORR. For example, a protein with hydrodynamic radius 3.5
nm - such as Bovine Serum Albumin - has a diffusion coefficient D = 7 ·10−11 m2/s. From
Equation (4.5), the integration time should be at most 10 µs, which corresponds to a frame
rate of 100 kHz. Assuming that the protein needs to be integrated for 0.4 s, as it has been
documented in the literature [99], the field of view needs to be at least
√
2Dt ≈ 10 µm. By
choosing the optics so that the pixel size is below λm/2 (160 nm) for example, the required
number of pixels for detecting a single protein is 64x64. With a standard 12bit pixel, the
camera acquisition rate must be above 0.4 Gpx/s or 0.6 GB/s. The RAM size then limits
the experiment time. On some high speed cameras, there are two systems to read out the
frames in alternation. This causes the even and odd numbered frames to be slightly different.
As iSCORR is extremely sensitive to temporal effects, this requires combining the frames,
effectively halving the frame rate of the camera but doubling the well depth. In practice, a
lower frame rate can still be used. Here, we use a FASTCAM Mini UX100 type 800K-M-16G
whose frame rate can go up to 80kHz.
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4.4.2 Data analysis
iSCORR is based on a novel data analysis approach in which image correlation of the
interference pattern is performed. This allows the extraction of the size and concentration of
the particles. A typical raw iSCAT image is shown in Figure (4.2B). The scattering signal is
extracted by taking the difference of the square root of two frames, as shown in Figure (4.2C).
Several temporal distances are analysed and the mean intensity is plotted as the data in
Figure (4.2E). To fit the data, a set of basis functions is calculated. Equation (4.4) describes
the pattern created by a particle at a single position. However, the height of the particle
is unknown. It is therefore assumed that the particle diffuses enough so that the position
distribution is uniform between the interface position (Z f ) and above. The basis function
(B(∆t)) is therefore defined as an average of the pattern for all the allowable positions (see





















The transmission coefficient for s- and p-polarised light are ts and t p, respectively. Fig-
ure (4.2D) illustrates how the correlation time of these basis functions depends on their
radius. The data is fitted by a combination of these basis functions, of an offset correspond-
ing to the noise variance, and of a linear dependence representing system contribution of
correlations at a much slower time scale.
The Fourier transform is used to process the images, as the interferometric pattern
intensity in the Fourier plane is concentrated on a disk. Fourier analysis also opens the
possibility to detect and correct translation introduced by a flow, as discussed in section 4.3.2.
In situ analysis of microfluidic chips under flow are therefore theoretically possible. This
could also be used as a flow meter.
4.4.3 System contribution to the correlation
Any part of the system that is not constant in time can contribute to the correlation curve.
Figure (4.3) compares fit for 50 nm radius polystyrene colloid, and for miliQ water. Obviously
miliQ water should not have any particulates with 20 nm in size, but background contributions
have the same correlation time. If these contributions are stable between experiments, they
can be simply subtracted from the curve, improving the sensitivity of the system. Furthermore,
a measurement with a strong periodic background signal is shown in Figure (4.4). These kind
of background signals can typically arise from mechanical vibrations. The frequency that
gave rise to this pattern can be extracted from the position of the first peak: f = (2∆tmax)−1.
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r = 52.20 ± 8.12nm, offset =  0.59, slope = 0.03 ms 1
















r = 19.80 ± 6.48nm, offset =  0.54, slope = 0.03 ms 1
Fig. 4.3 Fits for 50 nm polystyrene colloid and for miliQ water. (top panel) The system is
able to accurately size a single particle of radius 50 nm. (bottom panel) Some background
correlation can be seen in the system. This should not be present for pure water. The
correlation time corresponds to a diffusing particle of radius 20 nm but this could come from
anywhere in the system. This system background correlation can be subtracted to improve
the setup sensitivity.
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Fig. 4.4 Example of a correlation curve with a strong periodic noise of ≈ 200 Hz. Two
harmonics can be seen.
4.5 Results and discussion
Knowing the qualitative behaviour of the correlation curves is crucial to optimally set up
an experiment. To this end, an investigation of the basis functions is shown in Figure (4.5).
Curves created by a single particle at a fixed position and corresponding intensity are shown in
Figures (4.5A, C), respectively. As mentioned in the theory, the behavior of the system is very
different above and below the focal plane. Above the focal plane, the correlation curves do
not depend on the particle position. Therefore, the correlation time may be used to compute
the particle size. Below the focal plane however, the correlation time depends strongly on
the particle distance from the focal plane. This result indicates that it would be preferable
to spatially confine the particles above the focal plane, for example by placing the focus on
the interface. Another solution appears when assuming that the analysis time is long enough
for the particle to diffuse uniformly in Z, or that several randomly distributed particles are
present. In that case, the curves can be averaged above the interface position. The resulting
curves and intensity are shown in Figures (4.5C-D), respectively. If the interface is on or
above the focal plane, the curves are similar to a single particle diffusing at any position above
the focal plane. However, placing the interface below the focal plane produces interesting
results. The averaged curves first display a small dependence on the distance, but stabilises























































































Fig. 4.5 Basis functions for particles of radius r = 5 nm. (A) Normalised curves for a range
of particle Z positions. The normalisation factor is the scattering intensity shown in (C). (C)
Scattering intensity corresponding to the curves in (A) at one millisecond and asymptotic. The
intensity depends on the detector solid angle from the particle position. It decreases quickly
when the particle Z position is larger than the field of view (12 um). (E) Correlation time
for curves in (A). The correlation time is constant for particles above the focal plane (Z > 0).
Below the focal plane, the effective correlation time increases quickly. (B) Integrated curves
assuming that the particles diffuse uniformly above the interface. Here, Z is the position
of the interface and the curves are integrated from Z to +50um. (D) Integrated scattering
intensity as a function of the interface position. (F) Correlation time of the integrated curves.
If the interface is placed below the focal plane (Z < 0), the effective correlation time increases
by about 60% before stabilising at around Z ≈−20 um.




















Fig. 4.6 Preliminary data for iSCORR sizing. Bovine serum albumin (BSA) and polystyrene
colloids of 10 nm and 50 nm radius are detected and sized. The size of BSA depends on the
concentration of BSA because of changes in the viscosity [17].
when the distance is large enough. Under this assumption, a measurement can be made in the
bulk far from the interface and both the correlation time and the scattering intensity are good
metrics. As an added benefit, the surface whose scattering can be significant is not in focus.
Using these insights, several particles have been successfully sized in solution, as shown
in Figure (4.6). Here, the correlation time has been used. Some information could have
been extracted from the scattering intensity as well, such as the scattering cross section for
single particles or the concentration for denser analytes. Similarly to iSCAT and dark field
scattering, the main advantage of iSCORR over other scattering correlation techniques such
as dynamic light scattering (DLS) is the usage of a carrier wave to increase the signal above
the background. Otherwise, iSCORR has similar properties to these techniques. Notably, the
system is not expected to discriminate well between particles with similar sizes. This can be
solved by upstream separation or by dilution down to single molecule levels, which are by
definition mono-disperse. iSCORR is intrinsically a single molecule technique, unlike other
correlation techniques, which record the interferences between particles.
The difficulty with interferometric scattering techniques lies in the separation of the
scattering signal from the background and from the particle of interest. In state-of-the-art
iSCAT, this is done by immobilising the particle of interest on a surface. The signal before
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and after the landing event is the same, except for the addition of the particle. The particle
signal can therefore be extracted by subtraction. Because the background scattering signal is
extremely sensitive to drifts, the two frames that are subtracted must be taken with a small
delay. This is much harder to achieve for diffusing particles, as no such sudden discontinuity
exists. The key realisation for the technique presented in this chapter is that these two signals
have different correlation times which can be used for separation. As shown in Figure (4.3),
the diffusion timescale is usually sub-millisecond, while the drift timescale is orders of
magnitude slower. The correlation signal from the background drift is therefore represented
as a linear increase in the correlation plots, as the x-axis is much shorter than the background
correlation time. One possible drawback of this approach is that the setup is sensitive to rapid
vibrations that would have been integrated out in conventional iSCAT.
The diffusion along the Z axis is dominant, as shown in the theory. This might create
problems when the particle is close to the channel surface, as interactions with the surface
might break the isotropic diffusion assumption. The focal plane can however be placed
far enough from the surface - typically a few tens microns - so that the interactions are
negligible. This has the added benefit of avoiding the strong scattering from the surface. In
this case, the particle can be positioned either above or below the focal plane. The correlation
timescale changes dramatically when the particle crosses the focal plane, as explained in the
theory. The measurement can either be made when the particle is above the focal plane, or
by averaging and assuming that the particle diffuses uniformly. This is shown in Figure (4.5).
The size estimation is more accurate for longer integration times. One could imagine many
approaches for increasing the integration time, such as confining the particle in a region with
an entropic trap. Alternatively, a higher concentration can be used to integrate the signal
from many particles in parallel, as shown in Figure (4.6). This shows that this technique
may be applied to a large range of concentrations. In comparison, state-of-the-art iSCAT
typically requires thousands of landing events to get an accurate estimation of the size, while
the technique presented here could size a single particle.
4.6 Conclusion
iSCORR is a single molecule technique that may be used to size a single diffusing particle.
Using an iSCAT signal, a custom correlation algorithm is used to extract the correlation time
and scattering intensity. While being fully compatible with iSCAT operations to detect single
proteins on surfaces, this technique enables the detection of single particles diffusing in the
bulk, as well as the characterisation of denser analytes. This technique is highly suitable
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Scalable integration of nano-, and
microfluidics with hybrid two-photon
lithography
5.1 Summary
This chapter is based on the paper: Oliver Vanderpoorten∗, Quentin A. E. Peter∗, Pavan
K. Challa∗, Ulrich F. Keyser, Jeremy Baumberg, Clemens F. Kaminski & Tuomas J. P.
Knowles. (2019). "Scalable integration of nano-, and microfluidics with hybrid two-photon
lithography". Microsystems & Nanoengineering, 5(1), 1-9 (* contributed equally). [261] I
contributed to the design and the creation of the setup and of the experiments. In addition to
that, I wrote the code to control the micro-writer and created a micro-language to specify
the position, the speed, and the intensity of the writing laser. Moreover, I contributed to
acquiring the data, notably the SEM images. Finally, I contributed to writing the paper.
Nanofluidic devices have great potential for applications in areas ranging from renewable
energy to human health. A crucial requirement for the successful operation of nanofluidic
devices is the ability to interface them in a scalable manner with the outside world. Here,
a methodology to produce master wafers is demonstrated for the fabrication of nanofluidic
devices using soft-lithography approaches and the integration of nano-scale channels with
conventional microfluidics using two-photon lithography. Using this approach, the fabrication
of SU-8 moulds is demonstrated down to 230 nm lateral width and arbitrary channel heights
from micron to sub-100 nm. Scanning electron microscopy and atomic force microscopy
are used to characterize the printing capabilities of the system and show the integration
of nanofluidic channels into an existing microfluidic chip design. The functionality of the
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devices is demonstrated through super-resolution microscopy, allowing the observation of
features below the diffraction limit of light produced using our approach. Single molecule
localisation of diffusing Rhodamine 6G dye verifies the successful imprint of nanochannels of
420 nm width and spatial confinement of molecules to 200 nm across the channel. Nanoscale
lab-on-chip development is accelerated by enhancing the current microscale fabrication
capabilities through the combination of locally two-photon-written nano-sized functionalities
with conventional mask whole-wafer UV-lithography. Our approach enables rapid nanofluidic
chip prototyping in a non-cleanroom environment.
5.2 Introduction
Microfabrication and the patterning of nanostructures give new possibilities to analyse molec-
ular processes with high precision. Microfluidics [272] has for instance become a powerful
tool to study in-vitro the aggregation of proteins in lab-on-chip devices [124] in a controllable
environment. Microdroplet generation [147], microfluidic diffusional sizing [53, 278, 40],
and electrophoresis on chip [118, 225, 228] are now established techniques, but the nanoflu-
idic regime has the potential to open up a whole new set of applications [39]. However
- challenges remain in the routine fabrication and operation of such devices. Motivation
for nanofluidic chip fabrication is given by selective transport mechanisms [236] occurring
when channel widths reach diameters close to the Debye length [67]. Interactions between
protein charges and the Debye layer can be used to confine, separate, and concentrate
proteins [123], as well as for sorting exosomes and colloids according to their size down
to 20 nm [24], but producing varying chip designs on wafer-scale is challenging and can
slow progress in these areas. Additionally, nanofluidics provide high potential to increase
efficiencies of blue energy conversion, where osmotic power is harvested from Gibbs free
energy of a salt gradient between two solutions connected by nanopores, nanochannels, or
membranes [246]. Performance of reverse electrodialysis (RED) depends largely on the
geometry of the nanoscale confinements used, as has been studied by He et al. [111] in
cylindrical and conical shaped nanochannels (ranging from 41 nm to 1200 nm diameter)
whereas Kim et al. [143] studied the influence of channel height on RED for energy con-
version in ion-selective silicon nanochannels with heights of 4 nm, 26 nm, and 80 nm. To
produce lab-on-chip devices in the nanofluidic regime, electron beam lithography (EBL)
and focused ion beam etching are used in clean room facilities to prototype nanochannels
or nanopores in the sub-100 nm range in silicon/silicon nitride [282]. EBL can achieve
channel sizes smaller than 10 nm [42], but cannot pattern as fast as mask-based lithography
approaches [68]. The drawbacks of semiconductor technologies are their high costs for equip-
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ment and maintenance due to special optical components and vacuum machinery required.
Long writing times and high investment costs limit the adaption of nanofluidic devices.
Methods to produce nanofluidic chips at wafer-scale in a non-clean room environment are
therefore sought using other approaches. Common practice for lab-on-a-chip devices on a
laboratory scale is UV mask photolithography followed by soft lithography [277]. There
are two main photolithographic strategies to produce master moulds for soft lithography –
large area mask patterning and direct laser-writing (DLW) [91, 195]. In general, both tech-
niques work with UV-curable photoresists such as SU-8 spincoated onto a silicon wafer, with
specified thicknesses of tens of microns. Uncrosslinked SU-8 is soluble in the developing
agent PGMEA but becomes cross-linked and insoluble when exposed to UV radiation and
post baking. UV attenuating masks with transparent sections in areas to be solidified are
brought between the light source and the wafer, to project microfluidic chip designs onto the
photoresist coated wafer. Unilluminated areas are then dissolved during the development
process and only the UV-exposed areas remain. The wafer surface is then used as a mould for
soft lithography using PDMS casting. DLW has the advantage that there is no need for masks.
In this approach a laser is scanned over the wafer and is modulated accordingly to write the
intended pattern. Both these technologies are limited to the fundamental diffraction limit and
their sectioning capabilities are conventionally restricted by the thickness of the photoresist
between 5 to 120 µm for common microfluidic fabrication, because each single UV photon
initiates the polymerization process of the photoresist. Two-photon lithography overcomes
this problem by using high power femtosecond pulse laser sources for the DLW process. Two
infrared photons can interact with the photoinitiator molecule as if a single UV photon of
half their wavelength had been absorbed [158]. This effect is a power dependent non-linear
process and only occurs if pulses are highly correlated in space and time (in the order of
femtoseconds) [170]. Therefore, just in the focal volume where high intensities are met,
polymerization will occur and sub-diffraction limited features be be generated. Considering
an additional non-linear photo response of the photoresist materials themselves and adjusting
the laser intensity close to the energy threshold for polymerization, SU-8 nanorods of about
30 nm have been presented by Juodkazis et al. [134]. The fact that two incoming photons are
unlikely to interact with a photoinitiator molecule before reaching the focal spot opens up
arbitrary sectioning capabilities within the spincoated photoresist layer thickness. The appli-
cation range of two-photon lithography is tremendeous and ranges from the fabrication of
photonic crystals [254] and cell scaffolds [217], to metamaterials [98], biomimicry [173], and
additive manufactured microfluidics [114]. Two-photon DLW has been used by Eschebaum
et al. [87] to incorporate optical components (e.g. a total internal reflecting mirror) into a
microfluidic chip design using soft lithography. Lin et al. [164] demonstrated the integration
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of a 3-dimensional microfluidic mixer into photolithographically fabricated areas on a glass
coverslip, using a commercial Nanoscribe system. In this chapter, the method of combining
conventional UV-Lithography with two-photon direct laser writing is enhanced to approach
the nanofluidic functionalities regime on a silicon surface. Silicon wafers are more common
for microfluidic master fabrication than glass coverslips, due to their mechanical strength and
surface quality. In the following, the successful master fabrication of nanofluidic chip devices
on a silicon wafer using SU-8 with a channel size of 420 nm is introduced and experimentally
demonstrated. In addition, arbitrary height channel mould fabrication down to 50 nm is
demonstrated to be possible. A home-built two-photon setup is characterized with a cali-
bration assay to determine the achievable minimal feature size of the system. Three system
parameters are empirically evaluated to define the achievable resolution of the writing process:
laser power, scanning speed, and focal spot offset from the wafer surface. To find the optimal
values of these, test gratings are written in SU-8 at different conditions. Scanning electron
microscopy (SEM) and atomic force microscopy (AFM) are used for the characterization of
the polymerized features. The evaluated parameters are applied to incorporate nanofluidic
channels into a microfluidic master. To show the successful imprinting of nanofluidic PDMS
devices, their fluidic connectivity is demonstrated by flowing Rhodamine 6G dye through the
channels and by imaging their lateral width on chip, using super-resolution microscopy. The
procedure presented here fills the gap of affordable nanofabrication in biological laboratories
in combination with conventional UV-lithography - overcoming low patterning speeds of
DLW-technology but achieving sub-diffraction features in areas of interest.
5.3 Methods
5.3.1 Sample preparation and development
25 µm of SU-8 are spin-coated (BRUKER) at 3000 rpm onto a silicon wafer. The wafer is
soft baked and treated according to the protocol of the photoresist distributor (Microchem).
A microfluidic mask pattern is then projected onto the photoresist for 50 s with the setup
described in Challa et al. [52]. The wafer is post-baked at 95°C so that the interfaces between
developed and undeveloped regions become visible. After the two-photon writing process,
the whole wafer is baked at 95°C again and finally rinsed with PGMEA and IPA.
5.3.2 Two-photon lithography setup
To produce the high intensities needed for two-photon excitation to occur, a Menlo System
C-Fiber 780 HP Er:doped fibre oscillator with a repetition rate of 100 MHz with integrated
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amplifier and second harmonic generation is used as a light source of the two-photon system.
The laser pulse width is 120 fs. The setup is optimized to produce nanoscale features on
a 100 µm x 100 µm field. The beam is expanded to fill the whole back aperture of the
objective lens (Leica, PL APO, Magn. 100x, NA=1.4, oil) using a Thorlabs beam expander
(AR coated: 650-1050 nm, GBE05-B). To make positioning of the focal spot over a whole
3” wafer possible, two PI linear-precision stages (M-404.2PD, Ball screw, 80 mm wide,
ActiveDrive) are mounted perpendicularly on top of eachother with a suitable adaptor plate,
connected to two individual PI Mercury DC Motor Controllers (C-863.11, 1 Channel, wide
range power supply). On top, a PI NanoCube with a travel range of 100µmx100µmx100µm
is mounted for high precision movement (pos. resolution: 2 nm) of the sample during the
writing process. The wafer/photoresist interface is focused on using the back-reflection of the
laser beam at low intensity (where polymerization will not occur), and the image is captured
via a USB-camera (µEye ML, Industry camera, USB 3.0) with a tube lens (Thorlabs AC
254-100-A-ML, BBAR coating 400-700 nm, f=100.0 mm) mounted above the objective.
The laser modulation is controlled by an acousto-optic modulator by AA Optoelectronics
mounted after the laser output port and a fast switching power supply (ISOTECH,DC power
supply, IPS 33030) controlled via USB. In order to provide an open-source setup, all the
control programming, as well as the automated writing of a calibration assay of the system,
are realized in Python.
5.3.3 Point spread function
While two-photon writing of features above 300 nm provides proper moulds for soft lithogra-
phy, the formation of multiple lines is observed at positions where the voxel is deepened into
the wafer. It is assumed that by overfilling the back aperture of the high-NA objective, an
interference pattern is formed by the high spatial frequency components of the focused laser
beam. These reflections cause major difficulties when nanofluidic channels below 300 nm
height need to be written onto silicon wafers. To detect the interference patterns, the 3D
PSF of the system is measured by overfilling the back aperture of the objective with a 5:1
beam expander and the far field back reflection of the laser beam from the silicon wafer
surface is measured. An image stack is acquired with 50 nm step size while lowering the
laser beam at low intensity into the wafer. From an orthogonal slice of the acquired z-stack
(see Figure (5.1A)), one can see the interference patterns above the focal spot, which are
caused by high spatial frequency components undergoing reflection due to the refractive
index change from SU-8 to silicon. A pinhole in the laser beam path is adjusted so that
the reflected interference patterns are minimized and another image stack is acquired, as
shown in Figure (5.1B). By comparing the z-profile plots (see Figure (5.1C-D)) of both
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PSFs, it becomes obvious that the intensity maxima above the wafer surface are reduced.
Therefore, a variable beam expander (Thorlabs, BE02-05-B) is incorporated into the system;
the calibration assay is repeated; and the parameters adjusted accordingly so that voxel
truncation occurs. By reducing the numerical aperture, similar high resolution two-photon
printing capabilities can be preserved and back-reflections reduced. This enables reliable
channel fabrication at arbitrary heights from micron to the sub 300 nm regime on a silicon
wafer. An improvement is demonstrated by changing the filling factor of a high NA objective
and comparing calibration assays using SEM imaging. As shown in Figure (5.1E), multiple
foci cause written lines to rip apart and renders them unsuitable for soft lithography. The
improved and smooth printing capability can be seen in the SEM image (Figure (5.1F)),
where lines decrease in width and height consistently without detaching parts.
Decreasing the power of the laser beam at constant offset allows the control of channel
widths arbitrarily from the micron to the nano range (see Figure (5.2A)). According to the
filling factor of the intended application or - in this case - intended channel size, the necessary
power parameter can be read out from the assay. Figure (5.2B) shows a line profile plot of
low NA two-photon written lines fabricated at 400 µm/s and illustrates how, by variation of
the laser power from 58.5 mW to 70.0 mW, the channel width can be controlled from micron
to 230 nm in size at the same offset of e.g. at -2.51 µm.
5.4 Results
5.4.1 Combining UV-lithography with two-photon DLW for wafer-scale
nanofluidic chip fabrication
To explore the integration of nanofluidics with microfluidics, a prototypical nano/micro
device is demonstrated, consisting of two microfluidic reservoirs that are connected via
nanochannel junctions. These can be used for instance to exclude single molecules from a
solution and to study their diffusion properties. On one side, a sample solution is pumped
through while the other compartment of the device will be exposed to particles or proteins
that fit through the nano-sized restriction connecting them.
Conventional methods to produce such nanofluidic devices are based on spincoating of sub
100 nm thin photoresist films and exposure through UV attenuating masks, or require electron
beam lithography to push the lateral width down to the nanoscale [153]. Practical limitations
of these methods are long writing times and variations in the photoresist thickness that render
the integration of nanofluidics difficult. In our procedure presented here (see Figure (5.3)A-F),
a single spin-coating process of a thick (e.g. 25 µm) SU-8 layer may be used. The wafer is
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Fig. 5.1 (A) The orthogonal projection of the reflected PSF shows the interference patterns
above the wafer surface; (B) Reducing the beam diameter coupled into the objective reduces
the interference generated along the optical axis; (C) Line profile along z-axis for high NA
case; (D) Line profile along z-axis for adopted beam diameter; (E) Calibration assay written
at 200 µm/s, with an offset range from 0 µm to -3 µm using an overfilled back aperture; (F)
Calibration assay written at 200 µm/s with an offset from -2 µm to -5 µm into the silicon
wafer and adjusted beam diameter before the objective.
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Fig. 5.2 (A) SEM image of NA-matched calibration assay written at 400 µm/s with laser
intensities ranging from 58.5 mW to 70 mW and offset from -2 µm to -5 µm; (B) Line profile
along power axis of calibration assay as indicated in (A). At constant offset and scanning
speed, the channel width can be controlled in the sub-micron regime down to 230 nm.
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Fig. 5.3 Process outline for nanofluidic device fabrication via combination of two-photon
lithography and mask UV-lithography; (A) Mask-based UV lithography is used to project an
arbitrary microfluidic chip design onto a SU-8 coated silicon wafer; (B) Nanofluidic channels
are added via two-photon lithography in areas of interest. The Jablonsky diagram illustrates
that two spatially correlated IR-photons can interact with the photoinitiator like one single
UV photon with half the wavelength if they are absorbed by the molecule within the lifetime
of a virtual state excited by a single IR photon; (C) The wafer is developed and a microfluidic
master wafer with integrated nanofluidics is obtained; (D) The wafer is covered with PDMS
for soft lithography; (E) After curing of the PDMS, devices are peeled off the surface and
inlets are added; (F) The final PDMS-chip is plasma bonded onto a glass coverslip and filled
with e.g. fluorescent dye.
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Fig. 5.4 (A) SEM micrograph of nanofluidic PDMS imprint fabricated by the combination of
UV mask lithography and two-photon writing; (B) Three nanofluidic areas with nanochannels
of 75 µm length joining the two microchannels; (C) Higher magnification shows 420 nm
wide nanochannels imprinted in PDMS.
prebaked to remove solvent and UV-exposed through a film mask to pattern microfluidic
areas on a waferscale. The wafer is then post-baked to polymerize the irradiated areas.
The baking process induces a refractive index difference between exposed and unexposed
areas. These refractive index edges are then used in the two-photon setup to find the regions
of interest on the microfluidic master wafer, where the nanojunctions should be written.
Since two-photon polymerization is induced only in the focal spot, the height of the printed
channels may be arbitrarily controlled - the drawbacks of multiple spincoating steps within
one development process of conventional techniques are overcome. In a second step, the
master wafer is developed in PGMEA, cleaned with isopropanol, and dried using pressurized
nitrogen. Through soft lithography, the pattern of the functionalised nanofiltration chips
in PDMS is imprinted. The final PDMS imprint with additional microfluidic prefiltration
sections can be seen in Figure (5.4A). Scanning electron microscopy images reveal the
successful connection of the two microchannels with nanochannels of 420 nm width and
75 microns in length (see Figure (5.4B-C)). Due to double exposure by UV-lithography
and two-photon writing, the nanochannels show broader joints at the intersection with the
microfluidic area.
5.4.2 Calibration assay for micro-, to nano-scale two-photon writing
Since two-photon polymerization is a dose dependent process, the polymerized voxel scales
with the intensity and the scanning speed of the laser beam in the photoresist. Additionally,
since two-photon lithography is used here for 2.5 dimensional fabrication, the voxel truncation
by the wafer surface also plays an important role on the lateral size of the written lines. A
systematic approach is employed to evaluate the key factors in the system and to define
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suitable operation parameters for micro- to nano-sized two-photon writing on the wafer
surface. Faster scanning speed as well as lower laser intensity are observed to result in a
smaller voxel size. Voxel truncation influences both and is furthermore important for the
height of the channel moulds and proper attachment of the polymerized resin. Power ranging
from 50 mW to 120 mW - as measured after the acousto-optic modulator - are evaluated. The
laser focus is ascended into the wafer from 0 µm – 3 µm at a constant writing speed of 400
µm/s. An SEM image of the calibration print can be seen in Figure (5.5A). To improve SEM
image quality and contrast, the sample is coated with 10 nm platinum. Along the vertical
axis, the laser power for each line is varied, where the highest intensity is used at the top line.
As expected, with increasing laser power the voxel size increases from bottom to top. At
the lower end the effective laser dose does not reach the polymerization energy threshold,
which does not result in polymerization. From left to right, a decrease in lateral width can
be observed due to the laser focus being lowered 3 µm into the wafer over a distance of 100
µm. Using this calibration map, suitable parameters can be read out. Moreover, the spot size
can be adjusted according to the filling factor of the pattern - or in this case - the channel
dimensions to be written. Soft lithography compatible structures down to a size of 280 nm
lateral width are found, as shown by SEM imaging in Figure (5.5B), and even 230 nm if
the optical design is adopted (Figure (5.2)). AFM measurements of the region show heights
down to 360 nm and are illustrated in Figure (5.5C) along with height profile measurements
in Figure (5.5C*). Two-photon written nanochannels are by nature of hyperbolic shape,
assuming a Gaussian intensity distribution in the focal spot, which limits this technology for
the fabrication of rectangular channels. In comparison with other nanolithography techniques,
the achievable lateral widths are relatively large. Based on AFM measurements, a height
of down to 52 nm (see Figure (5.5B*)) and 35 nm height is verified at positions where the
voxel is about to disappear into the sample (Figure (5.8)). Due to non-linear behaviour of the
channel height when truncating the voxel on the surface, precise height control of the sample
is required to approach fabrication in this regime (Figure (5.6)). High spatial frequency
components of the focused laser beam are found to interfere above the wafer surface and to
result in multiple polymerization locations, which can lead to detachment of the structures
during the development process. Reducing the beam diameter before the objective result in
an improvement of fabrication quality - showing similar lateral resolution and smooth lines
when ascending the voxel into the wafer. (Figure (5.1))
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Fig. 5.5 Correlated SEM and AFM analysis of two-photon nano structures; (A) SEM image
of power offset parameter test pattern at a writing speed of 400 µm/s. From bottom to top,
the power is varied from 50 mW to 120 mW. Horizontally, from left to right the two-photon
voxel is deepened into the wafer from zero offset - relating to the focal spot being on the
wafer surface - to -3 µm, which relates to the focal spot being 3 microns inside the silicon
from the wafer surface. One can see that at constant power just by varying the height, the
lateral line width can be pushed to the nanoscale; (B) SEM-image of the position where the
polymerization inducing voxel is disappearing into the wafer; (B*) Correlated AFM image
of position B; (B**) AFM line plot of height profile measurement along red line as indicated
in Figure (5.5B*) verifying a size down to 52 nm; (C) Detailed SEM imaging verifies soft
lithography compatible structures down to 280 nm in width and illustrates how channel size
can be controlled at constant offset by variation of power; (C*) AFM height profiles along
coloured lines as indicated in Figure (5.5C).
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Fig. 5.6 (A) Height profile plot acquired with a Dektak BRUKER profilometer. A sample
wafer with at 25 µm thick SU-8 layer is mounted in the system. The laser is focused onto
the surface and the motor stages used to write a meander pattern with 1 µm spacing, under
a slope of 5.5 nm/µm, at a writing speed of 400 µm/s and 120 mW laser power into the
wafer. As can be seen, the printed heights range from micron to the nanoscale and show a
linear slope. Especially when reaching the sub 300 nm regime, a non-linear dependence on
the offset can be found when the polymerization inducing voxel is truncated by the silicon
surface; (B) Detailed view of the non-linear regime shows regions with heights down to
36 nm. This curve implies the need for highly precise positioning for reliable fabrication
on the nanoscale. The piezo technology used in this setup has a positioning resolution of
1 nm in closed loop mode and allows therefore precise control of channel heights within this
fabrication window. The data was acquired and analysed by Oliver Vanderpoorten.
Fig. 5.7 Light microscope image showing a nanofluidic master wafer fabricated by the
combination of UV-lithography and two-photon direct laser writing using SU-8. Microfluidic
reservoirs of independent devices are joined with nanochannels on a millimetre scale using
Python-based control software and the custom-built optical hardware described in the methods
section. The nanochannels can be easily observed due to their grating-like diffraction when
illuminated with a white light source.
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Fig. 5.8 The translational motor stages are used to write lines into SU-8 at 120 mW and
400 µm/s - slowly deepening the focus into the wafer, following a meander pattern with a
spacing of 1 micron. AFM data shows polymerized lines with a height down to 35 nm, but
also shows detachment due to the linear stages not moving smooth enough for this fabrication
regime. The data was acquired and analysed by Oliver Vanderpoorten.
5.4.3 TIRF-super-resolution imaging of Rhodamine 6G molecules in
nanochannels
In order to test the fluidic connectivity of the nanofluidic devices, an aqueous solution of a
dye is flushed from the microfluidic inlet, (A) in Figure (5.9). Since the channels’ dimensions
are of the order or smaller than the wavelength of light, super resolution microscopy is
used to image the nanofluidic channels. To this effect, total internal reflection (TIRF)
illumination is used to restrict the excitation area of a fluorescence microscope to an area of
approx. 100 nm above the coverslip. Since out of focus fluorophores are not excited, this
technique has a much higher signal-to-noise ratio and is perfectly suitable for nanochannel
measurements due to spatial confinement of molecules close to the coverslip. To verify the
correct bonding and size consistency of the channels on chip, the reservoirs are filled with
Rhodamine 6G solution at femto molar concentration dissolved with 200 µM MEA in PBS.
The solution is adjusted with KOH to a pH of 10 in order to induce blinking of the fluorescent
dye molecules and to enable breaking the resolution limit of conventional fluorescence
microscopy by using the STORM principle [70]. By taking thousands of images, localizing
the fluorescent emitters in each image, and overlaying the data, a super resolved image can be
reconstructed. A description of the setup that is used for imaging can be found in Rowlands
et al. [221]. Single molecule localization is a useful method for the characterization of
nanofluidic devices after the plasma bonding step to verify fluidic connectivity. Moreover, it
offers an alternative to clean room equipment such as electron microscopy or AFM. From
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Fig. 5.9 (A) Super-resolved dSTORM image of a nanofluidic PDMS chip with Rhodamine
6G diffusing through two-photon written nanochannels. (B) Zoomed in region, verifying
the successful imprinting of fluidically connected nanochannels in PDMS; The channel
size is measured by averaging the vertical line profiles reaching from position 1 to position
2; (C) Plot of averaged line profiles as indicated in (B) - verifying the intended channel
width of 420 nm on chip and a FWHM of 200 nm. Reconstruction is computed with the
ThunderSTORM software plugin for ImageJ [191]. The data was acquired and analysed by
Oliver Vanderpoorten.
the super-resolved fluorescence microscopy image, the effective channel size is measured
to be 200 nm (FWHM) (see Figure (5.9A-B)), is consistent with the expected channel size
read out from the calibration data acquired by SEM, and demonstrates the reliability of this
technique. Small distortions induced by sample handling during the bonding process can be
visualized on chip and show the importance of careful attachment of the PDMS during the
bonding process. The detected molecules show a Gaussian distribution along the channel
width, which could be due to the increased channel height towards the nanochannel centre.
This causes an increase in the amount of detected molecules in the centre in comparison to
positions close to the walls.
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5.5 Discussion
In this chapter, two-photon lithography is shown to be capable of fabricating nanofluidic
channels of arbitrary heights from micron to sub-100 nm using materials conventionally em-
ployed for microfluidic fabrication, as well as to integrate these structures with microfluidics.
Two-photon lithography provides a reliable technique that decouples the influence of varying
photoresist thicknesses from nanofluidic fabrication. The method reaches the upper boundary
of the ultrananoscale with 35 nm to 50 nm channel heights, where new charge-induced trans-
port mechanisms start to appear, but their lateral resolution remains one order of magnitude
larger than EBL and RIE. Also, the round shape of the polymerization voxel inhibits the
fabrication of rectangular shaped channels, which is achievable using RIE. Another technique,
e.g. crack induced nanochannels, provides a simple and non-clean room technique with chan-
nel sizes in the sub 100 nm regime. Approaches such as generating mechanically induced
cracks in chips have a high fabrication speed and can rapidly generate nanochannels up to
milimeters length. However, this method cannot be easily interfaced with traditional PDMS
microfluidics. The combination of EBL and UV-lithography is possible, but it is challenging
without extending write times and costs, whereas two-photon lithography provides high
flexibility for the effective integration of arbitrary two-dimensional nanofluidic functionalities
into microfluidic masters. Although two-photon lithography cannot achieve as small features
as electron-beam lithography, its fabrication range is useful for a variety of biophysical and
blue energy applications e.g. charge measurements of proteins in solution using nanotraps
with dimensions of 600 nm width and 160 nm height [223]. Nano electroporation (NEP) uses
90 nm wide channels for precise dose control for the injection of nanoparticles, plasmids,
and siRNA on a single cell basis. NEP demonstrates the improvement of the process when
channels in the submicron regime are used [41]. In blue energy research, a nanofluidic device
with a power density of 705 W/m2 using a silicon nanochannel of dimensions 715 nm x
350 nm x 40 nm was demonstrated by Zhang et al. [285]. However, one must be careful when
comparing soft lithography devices with silicon applications. Handling the PDMS correctly
during the bonding process is crucial in order to avoid bending or collapsing nanostructures
on the final substrate. Silicon chips are more reliable and stable during operation, but PDMS
is cost-effective and offers the advantage of fast replacement. The lateral resolution of the
two-photon effect can be pushed to its limit by using the STED principle [275]. Using
photoresists consisting of tri- and tetra-acrylates and 7 Diethylamino-3-thenoylcoumarin and
surrounding the focal spot with a depletion beam pushes the polymerized features size to
55 nm at a resolution of 120 nm, which shifts two-photon lithography technology further
towards EBL resolution for nanofabrication.
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5.6 Conclusion
Nanofluidic functionalities are successfully integrated into microfluidic chips by combining
two-photon lithography with mask based UV-lithography on a silicon wafer in a non-clean
room environment. Pre-exposed areas undergo a refractive index change, which can be used
to find and align the two-photon writing process. It is demonstrated that the two-photon
lithography setup presented here is capable of producing features down to 230 nm lateral
width on a silicon wafer surface in SU-8 photoresist and successfully integrating 420 nm wide
nanochannels into a microfluidic master design. By ascending the voxel, reliable nanochannel
moulds of sub 100 nm in height are fabricated. This regime allows the usage of the EDL
overlay to control particle translocation and has the potential to produce PDMS devices that
are comparable to EBL or RIE-etched chips. In contrast to other techniques e.g nanochannel
fabrication by cracking, where mechanics and reagents define the shape of the formed nano
junctions, two-photon lithography allows the integration of arbitrary nano-sized patterns and
complex shapes (e.g. varying channel sizes) into microfluidic devices. The reliability of
the fabrication process is verified by comparing SEM images of a SU-8 calibration sample
with TIRF fluorescence super-resolution imaging in the final PDMS devices. Improvement
in resolution of the process could be achieved by a change in photoresist composition or
post-processing of the photoresist via temperature and plasma treatments to thin out written
structures. With this method, we hope to provide a fast, reliable and flexible pathway for
nanofluidic chip fabrication. This may enable biophysical research laboratories to study
protein transport effects on the nanoscale in a laboratory environment.

Chapter 6
Fast numerical integration of diffusional
sizing basis functions
6.1 Summary
This chapter is based on the manuscript: Quentin Peter, Kadi Liis Saar, Therese W. Herling,
Thomas Mueller & Tuomas P. J. Knowles. "Fast numerical integration of diffusional sizing
basis functions". Manuscript in preparation. I developed the data processing pipeline and
the algorithms to process and to analyse the data. In addition to that, I analysed the data.
Moreover, I contributed to the design of the experiment and to the data acquisition. Finally, I
wrote the paper.
Diffusional sizing is a microfluidics technique that measures diffusion coefficients of
particles and complexes under flow. It can give critical insights into many biological systems
such as molecular interactions. Here, the method to choose the right experimental conditions
to maximise the sensitivity, accuracy, and dynamic range of experiments is discussed. Ef-
ficient numerical methods simulate the system to provide insight into the assay and to fit
experimental data.
6.2 Introduction
Proteins are the key elements in the machinery of life. They mediate most of the cellular func-
tions. Studying their interactions is therefore critical to further our understanding in biomedi-
cal sciences. Microfluidics technologies have proven successful in this endeavour [117]. In
particular, diffusional sizing techniques enable measurement of the size of complexes in solu-
tion [151]. This is especially useful to study molecular interactions [109, 97, 18, 152, 227] or
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Fig. 6.1 (A) A microfluidic device is designed to inject a sample centrally into a diffusion
channel. The diffusion channel is folded so that several positions are visible in the same field
of view, as illustrated by a red square. (B) A UV-based protein autofluorescence image of
the four positions is acquired. (C) This image can be processed by removing a reference
background image, and by correcting for rotation. (D) The diffusion profiles are extracted
and fitted to extract the sample diffusion coefficient. Here, a small error can be seen on the
side of the profiles. This indicates that the sample is sticking to the walls.
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protein folding states [286]. The diffusion of analytes perpendicular to a steady flow allows a
measurement of the diffusion coefficient [136, 137, 66]. This technique can also be used as a
viscometer [17] or combined with other techniques such as synchrotron radiation circular
dichroism [40] to obtain multidimensional data.
A typical diffusional sizing assay is shown in Figure (6.1). Channels containing a sample
and a buffer are merged together into a long diffusion channel. An initial diffusion profile
is thereby created and diffuses towards equilibrium. By recording the profile at several
positions along the diffusion channel, the sample diffusion coefficient is measured. A
significant deviation can be observed between the fit and the data in Figure (6.1D). This
is likely caused by protein absorption on the walls. The model indeed assumes reflecting
boundary conditions. However, this discrepancy is not problematic as the fit is global and
covers several positions where the sample did not reach the walls. Furthermore, the most
significant part of the profiles corresponds to the largest slope, which is the most sensitive to
a change in diffusion. As the largest slope is distant from the walls in this example, the effect
of adhesion is limited. In this work, the initial profile shape and the position of recording are
optimised. Data analysis techniques and fitting strategies are presented to enhance the quality
and the speed of the assay. As an example, the process by which multi-position sizing in the
same field-of-view increases the dynamic range and enables better scale estimations - which
are critical to accuracy - is discussed.
6.3 Theory
The diffusion profile depends on the channel cross section, the flow rate (Q), the detection
position along the diffusion channel (x), and the sample diffusion coefficient (D). All these





This variable, together with the channel height over width ratio (β ), uniquely describes the
diffusion system. A unique variable can therefore be analysed, which reduces drastically
the search space for an optimum solution. The corresponding dimensionless diffusion
equation can be integrated numerically from an initial profile to form a set of basis functions
B(φ). These numerical simulations can be used by a least-square algorithm to fit data. The
accuracy of the amount of diffusion fit σφ is found by Taylor expansion of the least square















where σi is the noise on the pixel i. Two cases are considered: If the system is shot-noise
limited, the variance of the noise is proportional to the signal intensity (σ2i (φ) = αBi(φ)):
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If the system is instead limited by background noise, σi is independent on the signal and
possibly position. Assuming σi(φ) = σ :
σ
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6.3.1 Dimensionless diffusion equation
The problem of particles diffusing in a fully developed flow in a rectangular microfluidic
channel of width and height W ×H is considered. A flow (ν ) is created by a pressure field
(p). The flow in such a setting is called Poiseuille flow. The incompressible Navier-Stokes
equation relates the pressure and viscosity (η) to the velocity:
ρ[∂tν +(ν ·∇)ν ] =−∇p+η∇2ν
Applying time invariance (∂tν = 0) and translational invariance ((ν ·∇)ν = 0), the equation
is simplified:
η [∂ 2y +∂
2
z ]νx(y,z) = ∂x p
where x is the direction of the flow, and z is the height. Normalising the distances by the
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The general convection-diffusion equation for the local concentration c(x,y,z) and diffusion
coefficient D under dilute conditions is given by: [252]
∂c
∂ t
= ∇ · (D∇c)−∇ · (ν c)


























This equation can be numerically integrated using a Crank-Nicholson method [78].
6.3.2 Monodisperse fitting
Equation 6.10 can be numerically integrated from an initial profile for given φ and β . β
is the aspect ratio of the channel and is therefore known. The theoretical initial profile
could be calculated from the chip design. However, in practice, variations in hydrodynamic
resistances and in non-intuitive non-slip boundary conditions make this difficult. Instead, the
84 Fast numerical integration of diffusional sizing basis functions
first recorded profile can be used as an initial profile. For any given φ , a basis function B(φ)
can therefore be numerically integrated and compared with the measured data.
It is assumed that each position has a different amplitude because of illumination non-
uniformity, and eventually that a random offset is applied. After normalisation, the profiles
are compared to a set of basis functions B(φ). The least square error is computed, which
allows to quickly find the best fit.
6.3.3 Polydisperse fitting
Here, the method to fit polydisperse profiles from basis functions is discussed. It is assumed
that each position has a different amplitude because of illumination non-uniformity, and
eventually that a random offset is applied. Let us assume a data point Dk,px at position k along
the channel and pixel px across the channel. This can be fitted by a basis function Bk,px(r)
with r being the hydrodynamic radius. The problem is that there is no functional form for
B(r). However, B(r) can be numerically estimated for any r. The strategy is therefore to
simulate a range of test radii and then to interpolate their resulting basis functions in order
to estimate the profile for any radius. A least square fitting can therefore be computed with
fitting function Yk,px(
























































where the second line is null if offsets are not taken into consideration. By taking the derivate








































which is a ratio of covariances. This is enough to test a given r⃗, as this allows us to compute
















The derivatives are computed from the interpolation of B. For a given ri, let us assume the
previous test radii is ri and the next is ri. ci is introduced so that:
ri = ri(1− ci)+ ciri (6.16)
The basis function can therefore be interpolated with:
Bk,px(ri)≈ Bk,px(ri)(1− ci)+ ciBk,px(ri) (6.17)
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The solution can then be found by minimisation over the radii only, which massively decreases


































Microfluidic diffusion devices are made from patterned Polydimethylsiloxane (PDMS)
bound to a glass slide. Briefly, a master is created by spin-coating SU-8 photoresist onto a 3"
silicon wafer and exposing a pattern through a negative mask with a UV-LED [52]. After
developing the photoresist, a mixture of PDMS and curing agent in a ratio 1:10 is poured
on the master and cured for 2 hours at 60oC. Holes are then punched to allow for fluidic
connections and the device is bounded to a glass coverslip using a plasma oven. Black carbon
nano-powder can be mixed to the PDMS to decrease the background fluorescence, and the
glass slide can be replaced by a quartz slide if UV detection is used. A typical design for
the photolithographic mask is shown in Figure (6.1A). The holes for fluidic connections
are surrounded by diffraction markers so they become more visible while punching. The
resistances on the inlet channel (the initial meandering channels) are designed to control the
ratio of the central injection. The chip is operated by applying a flow rate with a neMESYS
syringe pump in either pushing or pulling mode. The sample diffuses into the buffer over the
diffusion channel length. The diffusion channel is folded to group the detection positions
in a single detection region. This allows the detection of an initial profile from which basis
functions can be derived. This also allows detecting several detection positions, which
increases the dynamic range of the assay.
6.4.2 Detection and data processing
Fluorescence microscopy is used to record the diffusion profile. The particles of interest can
either be labelled with a fluorescent marker, or a UV-LED based autofluorescence method
can be used to detect unlabelled proteins [53]. In addition to conventional fluorescence
microscopy, confocal microscopy has been used to scan across the channels and extract
diffusion profiles with a high signal-to-noise ratio. An example of UV-autofluorescence image
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is shown in Figure (6.1B). Fluorescence images are processed by acquiring a background
image at the same position on the device. A non-uniform illumination map is extracted by
fitting the background with a multidimensional 2nd order polynomial fit (a 2D parabolla)
and is used to flatten the illumination by division. The background image is then subtracted.
Finally, the angle of the image is detected by using the image translational symmetry. It is
extracted by correlating the top and bottom half of the image. The result is illustrated in
Figure (6.1C). For scanning confocal microscopy data, the illumination is uniform by design.
The filtered background scan only needs to be subtracted. Having a good background is
crucial. It will allow to detect the baseline of the profiles, one of the largest contributors to
fitting error.
6.4.3 Profiles processing
While each position could be detected individually, a better strategy is to group all the
positions in one detection region. In addition to enabling the acquisition of time stacks,
it allows for a better detection of the channels position and scale. The scale might vary
because the magnification of a microscope depends on the focus in the case of fluorescence
microscopy or because the scan was not perfectly perpendicular to the channels for scanning
confocal microscopy. The algorithm is illustrated in Figure (6.2). First, two masks are created
from the known channel and inter-channel width. These are denoted as "channel" and "wall"
in Figure (6.2A). These masks are shaped as the top of a Gaussian function to decrease
interfaces effects. The correlation of these masks with the profile is shown in Figure (6.2B).
The fluorescence from the channels is maximised, while the fluorescence from the walls
is minimised. The same procedure can be repeated for a range of pixel sizes around the
expected value. The pixel size with the best channel-to-wall fluorescence ratio is selected
as being the most probable value, as shown in Figure (6.2C). This allows for the extraction
of each position as shown in Figure (6.2D). Once the profiles are extracted, a first fitting
can occur. This fitting can be used to refine the positioning of the profiles by detecting any
remaining offset between the data and the fit.
6.4.4 Simulations
The flow in the channel is assumed to be under steady state. The concentration field does not
change explicitly with time but instead over the length of the channel. The dimensionless
advection diffusion equation describes how the concentration field changes (see SI):
ν
′
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Fig. 6.2 Algorithm to detect the diffusion channel and scale changes. The overall profile
contains four reading positions. The profiles are inverted in each reading position as the flow
direction changes. (A) A rounded mask is created for the channels and the walls. The round
top decreases the side effects. (B) The rounded masks are applied at several offsets to find
the maximal intensity from the channel and minimal intensity from the background. (C) The
same procedure is repeated for small variations on the scale. The ratio of channels intensity
to background intensity reveals the real scale of the image. (D) Finally, all the positions
are extracted. The profiles in this simulation are highly asymmetrical to illustrate that this
technique can fit imperfect experimental data.
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This problem was previously solved by Monte Carlo simulations of diffusing particles, [183]
but this is very time consuming. Here, numerical integration of an ordinary differential
equation is used instead. A Crank-Nicholson method is used, which has the advantage
to be numerically stable and accurate [78]. A step matrix which, when multiplied by a
concentration profiles, advances the simulation by an amount of diffusion δφ , is computed.
The diffusion profile corresponding to an amount of diffusion φ = Nδφ can therefore be
computed by multiplying the matrix N times with the initial profile. To save time, a matrix
exponentiation method which decreases the number of steps needed logarithmically is used.
For example, instead of multiplying the matrix 2n times to simulate a profile, the matrix is
squared n times then multiplied by the initial profile.
6.4.5 Fitting
The fit is based on at least two positions. The first position is used to simulate some basis
functions and the following positions are compared with the simulations. A global fitting
is used to find the best solution over all positions. For a monodisperse fitting, a set of
simulations corresponding to all positions is computed for a range of diffusion coefficients.
The least square error between the recordings and the simulations is calculated. Using the
property - discussed above and illustrated in Figure (6.4) - that the interpolation of two
profiles approximates well the intermediate profiles, the best solution can be extracted from
the two best fitting profiles. One can estimate the error on φ with first order Taylor series,
as discussed in the theory. For polydisperse fitting, the number of variables grows quickly
and stochastic algorithms are needed to find the global minimum. The fitting script uses
basin-hopping [268] on a carefully defined system. Once the amount of diffusion φ is
obtained, the radius can be calculated from the reading position x, the flow rate Q, the aspect

































The fitting algorithm does not know about any of the other errors and will therefore only take
the error on φ into account, but these other errors can and will have an effect on the radius
estimation. The scripts used for the fitting can be found online [199].
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Fig. 6.3 Diffusion profiles are created by injecting a sample in the centre (A) or on the side (B)
of a diffusion channel. The diffusion profile slowly flattens until reaching a flat concentration
distribution. The colour of the diffusion profiles depends on the amount of diffusion φ , which
is proportional to the diffusion coefficient. (C) When acquiring the data, noise is inevitable.
Two cases are considered: shot-noise, that depends on the profile concentration, and uniform
background noise. (D) The maximum signal-over-noise is plotted for both types of injection
and noise. (E) The curves corresponding to the maximal injection width in (D) reveals an
optimal amount of diffusion φ .
6.5 Results and discussion
The precision on the measurement is the main consideration when designing a diffusional siz-
ing assay. When lacking an analytical solution for the diffusion profiles, efficient simulations
are essential to estimate the signal-to-noise ratio of the measurement for all possible cases.
Using Equations (6.3) and (6.4), the theoretical noise on a measurement can be extracted from
the numerically integrated basis functions. The system is assumed to be either shot-noise or
background noise limited, with the understanding that a realistic system would present both
kind of noises, as illustrated in Figure (6.3C). Two types of initial profiles are particularly
suited to microfluidic devices: central injection and side injection, as shown in Figures (6.3A)
and (6.3B), respectively. The measurement signal-to-noise ratio depends on the injection
width and on the reading position, as shown in Figures (6.3D) and (6.3E), respectively. If the
injection width is too small, a low amount of sample is injected, which decreases the signal
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Fig. 6.4 (A) The monodisperse fit of a polydisperse diffusion profile is really close to the
polydisperse fit. The diffusion coefficients of the two components are separated by a factor
10. (B) The difference between monodisperse and polydisperse fits is normalised by the
acquisition noise. It is dependent on the initial profile and on the noise type, shown here for a
ratio of 10. (C) The difference, shown here at the optimal width, grows with the diffusion
ratio of the two components. A moderate amount of noise can easily preclude the separation
of a polydisperse profile.
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strength. If instead the injection width is too large, the profile quickly reaches the channel
walls and flattens, loosing all information. An optimal injection width therefore exists. This
optimum width is larger for central injection as the front is further from the walls. Shot-noise
amplitude is smaller for low concentrations. This favors narrower injections compared to
background noise. The dependence of this optimal profile on the amount of diffusion (φ ),
which is proportional to the reading position, is shown in Figure (6.3E). The strong peak
around the optimal amount of diffusion has a long tail on the low diffusion side and stops
abruptly on the high diffusion side. Indeed, when the diffusion profile reaches equilibrium,
the signal is lost. The width of the peak means that a given flow rate in an experiment is
suitable to measure a dynamic range of approximatively one order of magnitude in diffusion
coefficient. To improve the dynamic range, several reading positions can be used.
Another important consideration is the discrimination capability of the assay for polydis-
persity. Many systems of interest are not monodisperse. The combination of two profiles
whose samples have an order of magnitude difference in their diffusion coefficients is shown
in Figure (6.4A). The profiles sum is almost indistinguishable from the monodisperse fit.
This is quantified by the root mean square difference between a polydisperse profile (Pi) and







As for the sensitivity above, this difference depends on the initial profile, as illustrated in
Figure (6.4B). Shot-noise favors small injection width while constant noise is more uniform.
Figure (6.4C) shows that below a factor two difference in diffusion coefficient, the difference
between polydisperse and monodisperse diffusion profiles is easily hidden by even a modest
acquisition noise. Above that value, the difference increases as the log of the diffusion
ratio. This has two important implications. First, polydisperse fitting is only possible if the
diffusion coefficients are significantly different. A noise amplitude of 3% would hide an order
of magnitude difference in diffusion coefficients. Second, this means that a combination
of profiles leads to a profile that can be fitted by a monodisperse function. The resulting
diffusion coefficient corresponds to a weighted average of all the components. If one were to
analyse a polydisperse system, a difference in mean radii would be detected easily.
6.5.1 Maximum signal-to-noise ratio
The diffusion coefficient signal-to-noise ratio dependence on injection width and reading
position is shown in Figure (6.5). As discussed above, the maxima first increases with
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Fig. 6.5 Signal-to-noise ratio corresponding to diffusion coefficient fitting. The colour
corresponds to the injection width. The graphs correspond to central injection, (A) shot-noise,
and (B) background noise, and side injection (C) shot-noise, and (D) background noise. The
height-to-width ratio is 0.5.
increasing width as more sample is injected. When the peak becomes too large, the front
reaches the walls faster and the maxima is shifted to lower diffusions. Figure (6.3D) plots
the maxima of each of these curves. Figure (6.6A) shows the largest peak for each case. Side
injection profiles have to diffuse twice the distance to reach the walls. This corresponds to
4 times the diffusion. Figure (6.6B) shows that, by shifting the diffusion by a factor 4, the
cures for central and side injections overlap. The difference between polydisperse diffusion
profiles and monodisperse fit is shown in Figure (6.7) for a diffusion coefficient ratio of
10. The same curves are shown for a fixed injection width of 34% and varying diffusion
coefficient ratio in Figure (6.8). The diffusion coefficient ratio unsurprisingly changes the
amplitude of the curves considerably. Finally, the height-over-width ratio can be investigated.
The system is defined by both the amount of diffusion (φ ) and the height-to-width ratio (β ).
This ratio however does not play a large role, as shown in Figure (6.9). The difference in
signal-to-noise ratio is less than 10% over two orders of magnitude.
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Fig. 6.6 (A) Comparison of the largest curves from Figure (6.5). (B) If the amount of
diffusion φ is shifted by a factor 4, the curves overlap. This is expected as the distance to be
diffused is twice as large for the side injection.


































































































































Fig. 6.7 Difference between polydisperse profiles and monodisperse fit normalised by noise.
The colours correspond to the injection width. The ratio between the two combined profiles
diffusion coefficients is 10. The graphs correspond to central injection, (A) shot-noise, and
(B) background noise, and side injection (C) shot-noise, and (D) background noise.
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Fig. 6.8 Difference between polydisperse profiles and monodisperse fit normalised by noise.
The colours correspond to the ratio between the two combined profiles diffusion coefficients.
The injection width is 34%. The graphs correspond to central injection, (A) shot-noise, and
(B) background noise, and side injection (C) shot-noise, and (D) background noise.


































Fig. 6.9 (A) Signal-to-noise ratio corresponding to the diffusion coefficient fitting. The
colours correspond to the height-to-width ratio (β ). (B) Maximum of the curves in (A) as a
function of the height-to-width ratio.
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6.6 Conclusion
The methods to size a sample by analysing the diffusion profiles have been presented. The
microfluidic chip design should combine several positions in the same field of view to
improve detection accuracy and acquisition speed. The flow rate should be adjusted to
match the best sensitivity for a given sample, and the detection position spaced properly
to increase the dynamic range of the assay. For polydisperse samples, separation is very
challenging, unless the diffusion coefficients of the components are separated by orders of
magnitude. Sizing however can easily be performed where the result is a weighted average
of the components, which is sufficient for many applications.
Chapter 7
Microscale diffusiophoresis of proteins
7.1 Summary
This chapter is based on the manuscript: Quentin Peter∗, Raphael P. B. Jacquat∗, Therese
W. Herling, Pavan Kumar Challa, Tadas Kartanas & Tuomas P. J. Knowles. "Microscale
diffusiophoresis of proteins", Manuscript in preparation (* contributed equally). I designed
the experiments. In addition to that, I largely contributed to acquiring the data. Moreover,
I created a data processing and analysis pipeline. I also analysed the data and created
simulations to extract the diffusiophoretic and the diffusion coefficients from the data. Finally,
I wrote most of the paper.
Living systems are characterised by their spatially highly inhomogeneous nature, which
is susceptible to modify fundamentally the behaviour of biomolecular species, including
the proteins that underpin biological functionality in cells. Spatial gradients in chemical
potential are known to lead to strong transport effects for colloidal particles, but their effect
on molecular scale species such as proteins has remained largely unexplored. Here, a
demonstration is made with microfluidic measurements that individual proteins can undergo
strong diffusiophoretic motion in salt gradients in a manner which is sufficient to overcome
diffusion and which leads to dramatic changes in their spatial organisation on the scale of
a cell. Moreover, a demonstration is made that this phenomenon can be used to control
the motion of proteins in microfluidic devices. These results open up a path towards a
physical understanding of the role of gradients in living systems in the spatial organisation of
macromolecules and highlight novel routes towards protein sorting applications on device.
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7.2 Introduction
Living cells constantly work to remain out of equilibrium, a key requirement for life. One
crucial aspect of the non-equilibrium nature of living systems is the ubiquitous presence of
gradients in ionic strength, maintained using ion pumps and related molecular machinery.
This situation is fundamentally different to the spatially largely homogeneous conditions
that characterise protein studies in vitro under bulk solution conditions. Understanding the
diffusiophoresis of proteins can therefore yield insights in the nature and regulation of protein
transport in living organisms [240]. Although over the past few decades diffusiophoresis
has been well studied for larger colloids [11, 10, 12, 71, 185, 157, 288], little is known
about whether single protein molecules, which are much smaller than typical colloids,
can also generally undergo diffusiophoresis and which factors can modulate this process.
Diffusiophoresis is linked to osmotic processes that take place on the particles surface [171, 6].
Surprisingly, the force applied on the particle does not scale with the surface [172], explaining
why proteins might undergo non-negligible diffusiophoretic effects, as previously shown for
the high mobility protein Lysozyme [15, 89]. In biophysics and life sciences, microfluidic
techniques are increasingly used to probe the nature of proteins [109, 56, 18, 151, 17]. The
rapid growth of the use of microfluidic techniques in research and industry [2, 229] is in
part motivated by the fact that, compared to bulk processes, microfluidic processes enable a
significant decrease in the required volume of solution. Moreover, under the microfluidic
regime, it is possible to create laminar flows [194], which enable a fine control of dynamic
experiments and which allow measurements that are often not possible in bulk solution.
Similar phoretic processes, electrophoresis [276, 259] and thermophoresis [265, 266], are
used to develop novel microfluidic techniques in research and industry. Diffusiophoresis is
showing promising results for a wide range of applications, from oil recovery [155] to in-line
preconcentration techniques [95].
In this study, transient protein diffusiophoresis is explored using a microfluidic format,
which allows to control protein mass transport by eliminating the influence of factors that are
ubiquitous in bulk measurements, such as convection. Previous geometries used for the study
of diffusiophoresis of colloids include two channels merging perpendicularly [21], parallel
flow of two solutions [1], diffusion through an hydrogel [193, 192], or two parallel channels
joined by a micro- [244] or nano-channel [120]. Here, a simple geometry consisting of a
dead-end perpendicular to a main channel is exploited [245]. Measuring the key properties
of proteins such as mobility, size, and isoelectric point is one of the main goals in developing
tools for protein science. Diffusiophoresis can be used for sizing colloids and calculating their
ζ -potential in microfluidics [213, 245, 243], and could therefore be extremely useful if this
effect proved to be generally significant for proteins. Diffusiophoresis could give additional
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insight into folding states, as suggested by short polymers simulation [212]. Here, label-free
protein diffusiophoresis is measured in real space using a novel UV microscope [53]. The
results emphasize the dominant contribution to diffusiophoresis, and are fitted to extract rele-




In colloids experiments, diffusiophoresis is described as a result of two effects [11]: chemio-
phoresis and electrophoresis. The electrophoretic motion is caused by the difference of ionic
diffusion coefficients (D±) of a salt. An electric field (E) appears between cations and anions










where kBT is the thermal energy and Ze is the ionic charge. The second term, the chemio-
phoretic contribution, is due to pressure difference inside the double layers of protein [245],
which is similar to osmosis. One could note that the size of a protein is typically much
smaller than the Debye length, so that the applicability of this effect which has been described
for large colloids might be doubtful. These two effects are described by the diffusiophoretic
mobility of the protein (Γp) that controls the diffusiophoretic speed up = Γp∇ lnC. For
a purely electrophoretical experiment, the diffusiophoretic mobility is proportional to the










where ε is the permittivity and η is the viscosity of the solvent. The diffusiophoresis therefore
depends on the protein through its mobility, and on the salt through the charge of its ions and
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Dead-end detection area 
Fig. 7.1 (A) Schematic of the UV label-free microscope used to image a microfluidic device
with a dead-end geometry. (B) Microfluidic device design used in this study. (B1) Firstly,
the device is filled with a high-salt buffer. The air in the dead-end is pushed through the
Polydimethylsiloxane (PDMS) in an empty lower channel. (B2) A protein solution is then
pushed in the main channel, (B3) leaving only the high salt solution inside the dead-end.
(C) A video of the dead-end is taken with logarithmically spaced time points to reduce
photobleaching. (D) The channel is detected in each frame and the average over the width is
extracted to form a profile.
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7.3.2 Polyvalent ions
The description of diffusiophoresis in the literature [230, 245, 207, 206] for electrophoresis
based diffusiophoresis usually depicts a salt whose two ions have the same valence or charge
number (Z±). This is not always the case, especially if - to optimise the β parameter - one
uses a large and highly charged molecule with many counter-ions. Here, the general case
of ions polyvalence is derived. An electric field is assumed to appear to prevent the charge
density from being non-zero. The diffusion of small ions is slowed down, while the diffusion
of larger ions is accelerated by this field. As the density of charge is assumed to be zero,
∇⃗ · E⃗ = 0 from Maxwell equations. Each ionic specie i has a concentration ci, a diffusion




= Di∇2ci−µiE⃗ · ∇⃗ci





The condition of charge neutrality can be written as ∑ciqi = 0. Taking the derivative with






This is further simplified in the case of a single anion and a single cation with charge
q± =±Z±e, where e is the elementary charge. In this case, the concentration of the ions are







This leads to the definition of a new unit-less parameter βZ that describes uniquely the salt





If the ions have the same valence (Z+ = Z−), the usual result is recovered, and βZ = β/Z.
The diffusiophoretic coefficient therefore only depends on the protein mobility µp and on the
























The inverse of the diffusion coefficient is proportional to the hydrodynamic radius. Therefore,




A microfluidic Polydimethylsiloxane (PDMS) device with a dead-end geometry, as shown
in Figure (7.1), is used to create a gradient of salt. It is composed of three regions. The
solution is flowed in the main channel, which is a straight channel with a cross section of
500×50 µm2. The dead-end channel is perpendicular to this channel and its dimensions are
50×50×500 µm3. A second, unconnected channel is placed near the end of the dead-end to
provide an escape to the air going through the PDMS, which is porous. The PDMS is casted
on a master created by photo-lithography [52] and cured. It is then bounded to a quartz slide
using a plasma oven.
The device is first filled with the solution which is intended for the dead-end channel.
Pressure is applied until the air is evacuated through the PDMS in the second channel. A
second solution is then pushed in the main channel, which comes into contact with the first
solution at the base of the dead-end channel. The pressure is applied by hand for the priming
of the chip and using a neMESYS syringe pump when pushing the protein solution at a flow
rate of 600 ul/h.
A UV-LED based microscope is used to detect the proteins autofluorescence at 280 nm [53].
This is important as a covalently attached label might change the key properties of the protein.
In practice, the observed fluorescence intensity at longer times is systematically lower, due
to photo-bleaching. To reduce this effect, the images are logarithmically spaced in time.
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The proteins have been obtained from Sigma-Aldrich. The proteins and product numbers
are Myoglobin from equine skeletal muscle (M0630), Thyroglobulin from bovine thyroid
(T1001), Lysozyme from chicken egg white (L6876), β-Lactoglobulin from bovine milk
(L3908), and Bovine Serum Albumin (A7906). The concentrations used are 10 uM for
Bovine Serum Albumin, β-Lactoglobulin, and Lyosyme, 1 uM for Thyroglobulin, and 30 uM
for Myoglobulin. The experiments are made with three different salts - LiCl, KCl, KIO3 - at
200 mM. All data can be found online [197].
7.4.2 Channel geometry
One might expect that inverting the solute concentration would result in an inversion of the
diffusiophoretic velocity. In reality, the diffusiophoretic velocity u depends on ∇ ln(C) =
∇C/C where C is the solute concentration [11]. Having the salt in the dead-end causes both
the highest gradient and the lowest concentration to be localised at the inlet of the dead-end,
therefore leading to the largest effect. In contrast, if the high solute concentration is in the
main channel, there are only small guiding fields near the entrance. This greatly reduces the
phenomenon.
7.4.3 Image analysis
The images of the dead-end are flattened to remove the non-uniform lightning by fitting
a second-order two-dimensional polynomial to the outside of the channel. Detecting the
background is only possible if the fluorescence of the proteins is not much higher than the
background fluorescence. Otherwise, the fluorescence intensity is used as is. The channel
sides are detected by using a Scharr edge detection algorithm. Finally, the intensity is
normalised by the median value of the last five frames in the main channel.
The profiles are extracted by taking the average intensity over the center of the width of
the channel, ignoring the sides to avoid wall effects. The resulting profiles are then filtered
using a repeated Savitzki-Golay filter to reduce noise while conserving the shape. Finally,
the profiles are plotted with a different colour for each frame time, as shown in Figure (7.1).
All scripts can be found online [198].
7.4.4 Finite elements simulations
A finite elements software is used to simulate the system (Comsol multiphysics 5.2a with
Microfluidics module and Optimization module). In one dimension, a Dirichlet boundary
condition is used to fix the protein and salt concentrations at the inlet of the channel, and
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a Neumann boundary condition is used on the closed end. In two and three dimensions,
the main channel is simulated, allowing the main channel flow to enter the dead-end and
allowing a local depletion to occur.
7.4.5 Fitting
Only profiles with a concentration peak are fitted. As seen on Figure (7.3), the experimental
data fits the profiles well, except in two cases. First, if the peak reaches the end of the
channel, the assumption of a semi-infinite channel is clearly broken. Therefore, frames with
a significant fluorescence in the last fifth of the channel are not considered. Second, the
large intensity difference between the data and the theoretical solution causes the normalised
profile to start on a higher level at the channel inlet, as seen on Figure (7.3). Therefore, the
part of the profile between the inlet and the peak is ignored as well. The selected data is
illustrated by a solid line, and the ignored data by a dashed line. The solid line is almost
completely hidden by the fit.
7.4.6 Free flow electrophoresis and diffusional sizing
Free flow electrophoresis is a technique that consists in applying an electric field perpendicu-
larly to the direction of flow and by detecting the amount of deviation caused on a stream of
particles. The deviation is proportional to the mobility of the particles. Diffusional sizing
consists in looking at the diffusion speed under flow and extracting the diffusion coefficient
from it. These techniques were used to compare the results with diffusiophoresis [220, 116].
7.5 Results and discussion
In order to explore whether or not proteins undergo a significant level of diffusiophoresis,
a microfluidic device that enables the generation of a localised solute gradient is designed.
The experiment is illustrated in Figure (7.1). After filling the device with a high solute
concentration, this geometry allows the content of the main channel to be replaced by a protein
solution with low ion concentration, while maintaining the high salt concentration in the
dead-end. A strong solute gradient is therefore created at the dead-end inlet. The propagation
of proteins over time in this solute gradient is captured by a UV-based autofluorescence
microscope enabling label-free measurement of protein concentration [53]. The data in
Figure (7.1C) reveals a significant effect on protein mass transport resulting from this solute
gradient.

















































































Fig. 7.2 Diffusiophoresis of proteins in different salt gradients. Four negatively charged pro-
teins, Bovine Serum Albumin (BSA), Thyroglobulin (THY), Beta-Lactoglobulin (B−LAC),
and Myoglobin (MYO), as well as a positively charged protein, Lysozyme (LYS), are placed
into a salt gradient. The salts used to create this gradient are Lithium chloride (LiCl), Potas-
sium chloride (KCl), and Potassium iodate (KIO3). If the more diffusive salt ion has the
same charge as the protein, a concentration peak appears in the channel. When the more
diffusive salt ion has the same charge as the protein, the diffusion in the channel is reduced.
If the two ions have a similar diffusivity, the effect is small. A sketch of the ions is shown
on top of the figure to help visualize the relative diffusivities, where smaller means more
diffusive.
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In order to understand the origin of this remarkably large diffusiophoretic effect, the
key physical parameters governing the motion of large scale objects such as colloids are
considered. They exhibit two principal contributions to diffusiophoresis: electrophoresis
and chemiophoresis (see the methods section 7.3.1). To investigate whether such effects
or other related phenomena play a role for the behaviour of proteins whose surface are a
factor 102−103 smaller than typical colloids, a range of proteins and salts are selected. The
importance of the surface area has been discussed in the literature [172]. In particular, the
conjugated salts from strong bases and acids are selected to avoid affecting the pH of the
solution. First LiCl and KIO3, which have a strong difference in the diffusion coefficient of
their ions, and then KCl, whose ions have similar diffusivities. This differential behaviour
is captured by the β coefficient, which is the normalised difference between the ionic
diffusion coefficients D+ and D−: β ≡ (D+−D−)(D++D−)−1. For example, LiCl has
DLi+ = 1.03 ·10−8 m2/s and DCl− = 2.03 ·10−8 m2/s, which gives a normalised difference
of β = −0.326. The β coefficient of KIO3 (0.298) has roughly the same magnitude and
an opposite sign, and KCl (−0.019) has a much smaller magnitude [45]. Our experiments
were designed to test whether the electrophoresis term dominates, resulting in a strong and
opposite effect from LiCl and KIO3, or if the chemiophoresis term dominates, resulting in a
similar effect from all three salts. The results are shown in Figure (7.2). The first column
shows LiCl which dissolves into a more diffusive Cl− anion and a less diffusive Li+ cation.
An electric field pointing out of the dead-end is created by the difference in the ionic diffusion
to avoid charge separation. Consistently with the electrophoretic description, Bovine Serum
Albumin (BSA), whose charge is negative at pH 7, is attracted and concentrated in the dead-
end, forming a visible concentrated peak. The data in the first column of Figure (7.2) further
reveals that Lysozyme (LYS), whose charge is positive at pH 7, is by contrast prevented from
entering the channel for a few minutes, until the strength of the salt gradient decreases. Next,
the effect of KCl whose ions have approximatively the same size in the second column of
Figure (7.2) are investigated. As the profiles are dominated by diffusion, the diffusiophoretic
effect is almost negligible. To verify this conclusion, a third salt is tested. KIO3 creates a
roughly equal and opposite electric field compared with LiCl. As expected, the third column
of Figure (7.2) reveals that BSA diffusion into the dead-end is significantly restricted for
several minutes. Lysozyme is instead strongly concentrated and attracted into the dead-end.
This result highlights the role of electrostatics and indicates that the electrophoresis is much
stronger than the chemiophoretic contribution.
A concentration peak becomes visible when the charge sign of the protein matches
the more diffuse salt ion. The position of the peak depends mostly on the diffusiophoresis
strength and the width of the peak depends on the protein size. This opens up the possibility to
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Fig. 7.3 Quantitative description of diffusiophoresis. A finite elements simulation and the
two proteins from Figure (7.2) are plotted as a function of the dimensionless variable η . The
finite elements simulation and the measurements give similar results. Most curves overlap
with the 1D model. The differences are explained by two effects. The main channel is
not a perfect reservoir. This can be seen on the left near η = 0. The dead-end channel
is not semi-infinite. This is highlighted by the later, yellow curves not overlapping when
reaching the end of the channel. Both the fitted profile (cyan) and the expected profile (black)
are a good match to the measured data. The simulation is a 2D simulation with protein
diffusion coefficient of 5.9 ·10−11 m2/s and diffusiophoresis coefficient of−1.5 ·10−10 m2/s.
The corresponding expected profile is the solution of equation (7.11) for the same values.
For BSA and Lysozyme plots, the expected profiles are the solution to the same equation
with electrophoretic mobilities measured by free flow electrophoresis [115] of respectively
−0.988 · 10−8 and 1.76 · 10−8 m2/V s and hydrodynamic radii measured by diffusional
sizing [226] of respectively 3.48 and 2.05 nm.
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fit the peaks to extract this information about the proteins. The physics can be captured in one
dimensional space by introducing a dimensionless parameter [22], η = x/
√
4Dst, describing
distances x relative to the mean diffusional distance of the salt with diffusion coefficient Ds
at a time t. The protein concentration (N) depends on the diffusion (Dpd2N/dη2) and on a




















The dimensionless constants represent the ratio of the protein diffusion coefficient (Dp) and
diffusiophoretic coefficient (Γp) with the salt diffusion coefficient (Ds). The salt diffusion
coefficient captures the diffusion of both ions. This results in a weighted average of the ionic
diffusivities. The diffusiophoretic coefficient depends on the protein and on the salt properties.
In the dilute limit, the salt concentration C is given by a single constant (0≤ α ≤ 1), which
is the ratio of the concentration in the main channel (Cmain) by the initial concentration in the
dead-end:
C(η) =Cmain(α +(1−α)erf(η)) (7.12)
Interestingly, this simple one-dimensional analysis predicts qualitatively the observed trends,
thus capturing the essential physics, as shown in Figure (7.3). A quantitative comparison
reveals that the predicted peak heights are higher than those observed in the experiments. To
understand the origin of this effect, finite elements simulations for multidimensional systems
are next performed. The reason for the observed differences in the peak heights is a depletion
of analytes at the inlet of the dead-end that is not captured in the one dimensional analysis.
However, when normalized by the height of the concentration peak, the profiles have the
same shape, as illustrated in Figure (7.3). The cyan profiles, fitted with Equation (7.11),
match well the measurements and the finite elements simulations. The width of the peak is
directly related to the protein diffusion coefficient, and the protein mobility can be obtained
from the location of the peak. The black profiles in Figure (7.3) indicate the expected curves
from the mobility and radius measured by free flow electrophoresis [115] and diffusional
sizing [226]. The same fitting is applied to the other protein experiments and the results are
shown in Figure (7.4). The Lysozyme protein has the largest mobility, explaining why the
effect is the strongest among tested proteins.
The advantage of this technique over the approaches presented in Chapters 2-4 is that
multidimensional information about a single protein can be extracted in a single experiment.
This allows the identification of species that have similar hydrodynamic radii but different
electrophoretic mobilities. The accuracy on the hydrodynamic radius is however lower with
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this technique. One limitation of the setup presented here is that the salt gradient is transient.
A stable salt gradient would result in a larger effect, thereby improving the accuracy of the
assay. This would however complicate the setup. A stable salt gradient requires two reservoirs
of concentration, for example two channels connected by a H-junction. While having no
bulk flow in a dead-end is easy, bulk flow in a junction is much more difficult to avoid. Any
difference in pressure between the two ends will lead to a flow, flushing the protein peak
away. Two designs were tried and rejected because of PDMS compliance and of pressure
variations caused by syringe pumps: a design with a channel and a large reservoir, and a
design with a channel on either side. These limitations are however not insurmountable and
a future design using injection moulding to create a more rigid chip and pressure controllers
could lead to more success. Another option would be to use nanochannels, as described in
Chapter 5, to increase the hydrodynamic resistance in the junction.
The finite elements simulations are validated by experiments. Moreover, they provide
us with an opportunity to query which experimental parameters can be optimized for future
developments to maximise the strength of the diffusiophoretic effect. For example, these
simulations show how the concentration power depends on the salt properties. Figure (7.7)
summarises the strength of the effect while different experimental parameters are varied.
The most impactful parameter is the diffusiophoresis coefficient, which can be maximised
by choosing a salt with a large difference in ionic diffusion coefficient. This is achieved by
maximising the difference in ionic hydrodynamic radii. Other optimisations include a small
diffusion coefficient for the salt and a salt concentration difference of at least two orders of
magnitudes between the main and side channels.
7.5.1 COMSOL simulations
The theoretical solution for the semi-infinite channel predicts a concentration that is much
higher than what is seen in the experiments. To understand this discrepancy, COMSOL
simulations are done in one, two, and three dimensions. In one dimension, the salt and protein
concentrations are fixed at the dead-end inlet. In two and three dimensions, the main channel
and the flow are simulated. An example of the protein distribution is shown in Figure (7.5). A
half circle can be seen in two and three dimensions, where the main channel flow penetrates
in the dead-end. While the intensity of the one dimensional simulation is very close to the
intensity predicted by the theoretical solution, as shown in Figure (7.6), the intensities of the
higher dimensional simulations are much lower. However, when the profiles are normalised,
the solution seems to fit perfectly. In two and three dimensions, a small offset can be seen. It
leads to a small underestimation of the diffusiophoresis coefficient, as discussed below.




















Fig. 7.4 Fitting results for the five proteins from Figure (7.2). The error bars are estimated
from the fitting. The hydrodynamic radius is extracted from the fitted diffusion coefficient.
The charge is extracted from both the diffusion and the diffusiophoresis coefficients, by
making the assumption that the system is dominated by the electrophoretic contribution to
diffusiophoresis. The relative error is about 34% for the radius and 38% for the charge.
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Fig. 7.5 Spatial distribution of the concentration in the channel for the COMSOL Figures
after two minutes. The colourmaps are normalised for each plot, so that the intensities cannot
be compared here.

















































































Fig. 7.6 Comparison of one, two, and three dimensional simulations. The intensity of the
partial differential equation and of the one dimensional simulation are similar and much
larger that of two and three dimensional simulations. When normalised, the three simulations
are almost indistinguishable.
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Fig. 7.7 Role of the physical properties of proteins on the strength of the diffusiophoresis
effect. The maximum concentration of the simulations is shown as a function of (A) salt
ratio, (B) protein diffusion coefficient, (C) diffusiophoresis coefficient, and (D) salt diffusion
coefficient. The intensity is the ratio of the maximal concentration with the initial protein
concentration. The reference point is the same between the four graphs.
Figure (7.7) shows the effect of varying several parameters on the strength of the diffusio-
phoresis effect. First, the effect of the salt concentration ratio between the main channel and
the initial dead-end concentration are investigated, in Figure (7.7A). As expected, a ratio of
one leads to no diffusiophoretic effect. As the ratio decreases, the effect becomes stronger but
rapidly saturates when the main channel molarity is two to three orders of magnitude below
the dead-end molarity. Further, a protein with a large diffusion coefficient is unsurprisingly
harder to concentrate (Figure (7.7B)). As expected, the diffusiophoresis coefficient is a major
contributor to the concentration (Figure (7.7C)). Therefore, to see a large effect, β should
be maximised. A perhaps less intuitive result is shown in the final plot (Figure (7.7D)). As
the salt diffusion coefficient increases, the intensity decreases. This is explained in Equation
(7.11), as the unit-less parameter that controls the diffusiophoresis is Γp/Ds. An experiment
designed to analyse proteins using the diffusiophoretic effect should therefore use a high
concentration of a salt that has a large difference in ionic diffusion coefficient, and whose
own diffusion coefficient is small.
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7.5.2 Experiments
Plotting the experiments against the unitless parameter η can give a better vision of whether or
not diffusiophoresis is taking place. This is shown in Figure (7.8). The small diffusiophoretic
effect of KCl, while nowhere as large as the LiCl and KIO3 versions, can be seen.
The salt concentration ratio is an important parameter as it limits the concentration of
buffer that can be used with the proteins. Even using proteins without buffer can significantly
decrease the diffusiophoretic strength. BSA is itself an ionic molecule, and is accompanied
by many counter-ions. The molecular weight of BSA is typically three orders of magnitude
higher than a salt such as LiCl. Assuming that the concentration of counter-ions is a thousand
times higher than the protein concentration, Figure (7.9) is consistent with the simulation
results: decreasing the concentration from 1000 µM to 100 µM results in a peak ten times
higher, while the next decrease of an order of magnitude only increases the peak height
by 30%. The concentration of any salt or counter-ions should therefore be at least two
orders of magnitude lower than the dead-end salt concentration. The next test consists in
verifying if the diffusiophoresis coefficient dependence is really as strong as Figure (7.7)
seems to indicate. To that end, NaOH is compared with LiCl, as the β coefficient of NaOH
is twice as large as the one of LiCl. To avoid a large effect from the massive change in
pH, thyroglobulin, whose electro-phoretical mobility is roughly constant for pH of 7 and
above [260], is selected. As shown in Figure (7.10), the peak is 16 times higher when simply
doubling the diffusiophoretic coefficient.
7.5.3 Fits
The simulations show a good agreement with the theoretical solutions after normalisation.
Therefore, fitting the profiles appears to be a promising way of extracting information about
the proteins. To validate this approach, the simulated profiles are fitted with the theoretical
solution. As the theoretical solution assumes a semi-infinite channel, the profiles with
significant intensity in the last fifth of the channel are excluded. Similarly, the part of the
profiles between the main channel and the peak are not fitted as the intensity difference
changes this part of the profiles. As can be seen in Figure (7.6), a slight offset in the
fitted diffusiophoresis coefficient and a good agreement with the diffusion coefficient are
expected. This is indeed what is shown in Figure (7.11). The error on the diffusion coefficient
is consistently smaller than 10% and the error on the diffusiophoresis appears to have a
constant offset of -25%. A closer look at a few simulations leads to a better understanding of
these graphs. The diffusiophoresis coefficient seems to increase slightly with the salt ratio,
as shown in Figure (7.11A). For ratios close to one, the concentration is much lower, as

































0.0 0.1 0.2 0.3
 [unitless]














































Fig. 7.8 Diffusiophoresis of proteins in salt gradient versus the unitless parameter η . The
proteins are Thyroglobulin (Thy), Bovine Serum Albumin (BSA), Beta-Lactoglobulin (B-
LAC), Myoglobin (MYO), and Lysozyme (LYS). The salts are Lithium chloride (LiCl),
Potassium chloride (KCl), and Potassium iodate (KIO3). If the smaller salt ion has the same
charge as the protein, a concentration peak appears in the channel. If the larger salt ion has
the same charge as the protein, the diffusion in the channel is reduced. If the two ions have a
similar charge, no effect is visible. The green dotted line shows the expected profile from
diffusion alone, which should be the same at any time when plotting against η .
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Fig. 7.10 Effect of diffusiophoretic coefficient on 1 uM Thyroglobulin. The salts are 0.2 M
LiCl and 1 M NaOH.
shown in Figure (7.12A). The fitted coefficient increases when the diffusiophoretic effect
disappears. The following simulations are done with the lowest channel salt concentration.
In Figure (7.11B), the fitted diffusion becomes much higher when the diffusion coefficient is
low. This is unsurprising as the slope becomes really steep and does not change much, as
shown in Figure (7.12B). On the one hand, effects such as numerical diffusion could easily
explain this change in fitted diffusion coefficient. On the other hand, the diffusiophoresis
coefficient appears to be roughly constant. In Figure (7.11C), the diffusion coefficient is quite
stable when varying the diffusiophoresis coefficient. The fitted diffusiophoresis coefficient
itself however shows a relative increase for lower values of the simulated diffusiophoresis
coefficient. As shown in Figure (7.12C), this could be explained by the simulation taking
more time to converge to the theoretical solution. This problem is even more apparent in
Figure (7.11D), where the fitted diffusiophoresis appears to be too large for low salt diffusion.
Looking at Figure (7.12D), the problem appears: only the first time points do not have a
significant fluorescence at the end of the channel. Unfortunately, these time points are before
the simulation converged to the theoretical solution.
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Fig. 7.11 Error in the fit of the simulations. The blue lines represent the error on the
diffusiophoresis coefficient. The orange lines represents the error on the diffusion coefficient.
The reference value is the same between the four graphs.
Salt NaOH LiCl NaCl KCl CsCl KIO3 HCl
β -0.597 -0.326 0.207 -0.019 0.005 0.298 0.642
Table 7.1 Values of different β coefficients at 25oC. Values taken from [103, 281] for LiCl,
CsCl and KI03. ; and from [262] for NaCl and KCl.
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Fig. 7.12 Selected simulations profiles and fits.
7.6 Conclusion
This chapter describes a direct, real-space observation of diffusiophoresis of proteins. This
spatial effect is commonly ignored in descriptions of biological systems. In this context,
a method to measure protein diffusiophoresis could open the way to novel physiological
discoveries. Diffusiophoresis, which is dependent on particle size, is significant for proteins
and could have applications for the manipulation of proteins in microfluidic devices. In our
diffusiophoretic experiments, proteins could be concentrated by up to a factor of four. More-
over, these proteins could be prevented from entering the channel during several minutes.
The protein diffusion and diffusiophoretic coefficients were estimated. The electrophoretic
contribution to diffusiophoresis is shown to be much more consequential than the chemio-
phoretic contribution. Finally, the methods to increase the effect by choosing a salt that is
composed of ions with a large difference in relative diffusion coefficient has been discussed.




Prion-like spatial transmission of the
Alzheimer’s amyloid beta peptide by
oligomers
8.1 Summary
This chapter is based on the manuscript: Quentin A. E. Peter∗, Chris Taylor∗, Urszula
Łapińska∗, Thomas Michaels, Paolo Arosio, Sara Linse & Tuomas P. J. Knowles. "Prion-like
spatial transmission of the Alzheimer’s amyloid beta peptide by oligomers". Manuscript in
preparation (* contributed equally). I contributed to analysing the data. Moreover, I created
a data analysis and processing pipeline, as well as simulations. I also developed a theory to
explain data features such as the fluorescence gap. Finally, I contributed to writing the paper.
The formation of amyloid fibrils of amyloid-beta peptides is a hallmark of Alzheimer’s
disease. Here, it is demonstrated that the aggregation of the peptide amyloid-beta 1-42
spreads in space and time following prion-like behaviour. Such spatial spreading is shown
to occur via a diffusion mechanism involving soluble species, catalytically produced by
secondary nucleation. These species act as seeds and dramatically accelerate the propagation
velocity of the reaction wavefront. This result suggests that such soluble species, in addition
to their implication in possible mechanisms of toxicity, play a key role in accelerating the
spatial spreading of aggregation, and should therefore be considered primary targets of
therapeutic intervention.
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8.2 Introduction
The proliferation of amyloid-beta (Aβ ) aggregates is thought to be a crucial factor in the
development of Alzheimer’s disease [107, 181]. It has been widely proposed that Aβ , along
with other amyloidogenic proteins such as alpha-synuclein and tau, can propagate in a prion-
like manner [125, 201, 271, 257, 131, 105]; resembling the deadly diseases where misfolded
prion proteins spread and confer their irregular structure on previously-unaffected proteins,
acting as distortive templates or seeds [209, 64, 3, 4]. In an analogous way, both morphology
and molecular structure have been shown to self-replicate when Aβ aggregates grow from
preformed seeds [201]. This has major implications on the pathology of the disease as toxic
aggregates are able to rapidly impose their misshapen state on native Aβ monomers via
spreading and seeding. As with prion diseases, this causes a cascade of misfolding and
aggregation which ultimately overwhelms the cellular clearance mechanisms and perturbs
the function of the central nervous system, eventually resulting in death for the affected
individual [131].
The aggregation of amyloidogenic proteins is investigated in the hope of identifying
targets for therapeutic intervention. Bulk experiments reveal several pathways for protein
aggregation. Homogeneous nucleation forms aggregates from the binding of two monomers
[126]. The runaway protein aggregation however is caused by secondary mechanisms [145]
such as fibril fragmentation [65, 147] or heterogeneous (secondary) nucleation [92, 224, 60,
62], where existing fibrils catalyse the formation of new aggregates. In the case of amyloid-
beta aggregates, the intermediate species - oligomers - are of particular interest [177]. Prior
studies have largely focused on the temporal evolution of protein aggregates [186, 104, 165,
176]. However, the spatial propagation of aggregation is relevant to probe intermediate
species and to distinguish the underlying microscopic driving force. Studies on the spatial
propagation of the amyloidogenic protein insulin propose two scenarios depending on the
specific dominant microscopic process [147, 61]. When free diffusion of protein aggregates
is restricted, their propagation is driven by the growth of fibrils. In contrast, when the
aggregates diffuse freely, they seed new aggregations in a process described by Fisher’s
wave [93]. This wave is expected to be much faster than fibril growth.
In this chapter, the spatial propagation of amyloid-beta 1-42 (Aβ42) is investigated.
This is pertinent in relation to the pathogenesis of Alzheimer’s disease. Unlike previous
studies, spreading over a macro scale is observed. This ensures that an understanding of the
proliferation of Aβ42 aggregates is attained. This understanding is relevant to the length-
scales of the extracellular environment in the brain. Such a study into the spatial propagation
of Aβ42 provides an understanding of the microscopic processes underlying the proliferation
of the disease. Using capillary experiments, the aggregation of Aβ42 is confirmed to be
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driven by secondary nucleation. The dominant component to spreading of Aβ42 is the
diffusion of aggregate species. This supports the hypothesis that the spreading mechanism of
Aβ42 is analogous to prion diseases.
8.3 Theory
Protein aggregation has been extensively studied in bulk [176]. The current theory predicts
three mechanisms to create new fibrils. Primary nucleation describes the spontaneous
creation of fibrils from monomers. Fractionation describes the formation of new fibrils by
the separation of existing fibrils in several parts. Finally, secondary nucleation describes
the creation of fibrils from monomers catalysed by existing fibrils. For alpha-synuclein, the





Where κ is the aggregation rate that depends on the monomer concentration (m) as κ =
kaggm3/2. The numerical value of kagg depends on the temperature [62] and is, at 37oC,
kagg = 2.8×105 M−3/2 s−1. The diffusion of monomers and fibrils can be taken into account
by introducing an effective diffusion coefficient D̄ so that Equation (8.1) reads:
∂M
∂ t
= κ(m)M+ D̄∇2M (8.2)
The diffusion coefficient for a fibril is given in [61] and depends on the temperature T , the





For a fibril, the hydrodynamic radius depends linearly on the length of the fibril L up to a
logarithmic correction factor γ:




where d is the diameter of the fibril.
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8.3.1 Aggregation time
When analysing the data, the half point slope is used to define the aggregation time as the
time the aggregation would take if the slope was constant. Equation (8.1) can be used to














Here, the diffusion effect is ignored. In reality, the monomers are expected to slowly be
consumed as they diffuse into the front, and therefore the aggregation time to increase over
time. m0 should thus be seen as the effective monomer concentration the front is diffusing
into. More specifically, the monomer and fibril masses might not add up to the initial
monomer mass everywhere.
8.3.2 Fisher wave
Assuming a travelling wave, Equation (8.2) can be transformed into a Fisher equation [93].
The fibril mass M is related to the travelling wave function f by M(x, t) = m0 f (x−vt), where
v is the propagation speed. The equation can therefore be rewritten as:
D̄ f ′′+ v f ′+ kaggm
3/2
0 (1− f )
3/2 f = 0 (8.6)
where the monomer concentration is assumed to be m = m0−M. This equation is a Fisher
equation with an extra factor of 3/2. The velocity for the Fisher equation is related to the
front width w by v = kaggm
3/2













0 . Narrower fronts are
driven mostly by diffusion, while larger fronts are driven by aggregation. When v = vmin,
both contributions are equal. One of the intriguing features of Fisher waves is that a travelling
wave solution can be found for any velocity larger than vmin.
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8.3.3 Fibril size
The average fibril length L = δ µ is given by the average polymerisation number (µ) and the
added length of a monomer δ . The average polymerisation number is the ratio of the fibril





The expected dependence of the diffusion coefficient is therefore D ∝
√
m from Equation
(8.4). The minimal velocity of the Fisher wave is thus expected to scale as vmin ∝ m.
8.3.4 Gaps size
An aggregation front propagating at a constant velocity v can be modeled as a sink for
monomers. The monomer front will therefore extend until the number of monomers dif-
fusing towards the front equals the number of monomers eaten by the front. For an initial
concentration m0, the front consumes vdt m0 monomers at each time step dt. The diffusion
flow depends on the slope, which is approximatively m0/g, where g is the gap size, and on
the monomer diffusion coefficient (Dm = 1.5 ·10−10 m2/s). Therefore, the gap size can be
found as:
g = Dm/v (8.9)
In the data, a typical velocity is around 1 mm/h. The expected gap size from this mechanism
is therefore 0.5 mm, i.e. much smaller than the observed width. An alternative explanation
is that the monomers are slowly depleted everywhere, for example due to adhesion on the
surface. In that case, one would observe a decrease of the aggregation rate over time. This
phenomenon is described in the next section.
8.3.5 Aggregation rate decrease
Figure (8.1) shows the aggregation rate over time. Interestingly, the aggregation rate de-
creases, which is consistent with the hypothesis of monomer depletion. This effect is more
visible for unseeded fronts as the seeds affect the aggregation rate for early times.
8.3.6 Simulations
The spatial propagation of amyloid-beta aggregates is simulated based on the oligomer model
described in [177]. Figure (8.2) shows a selection of results. By comparing these results with
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Fig. 8.1 Evolution of the aggregation rate over time. (A) Unseeded fronts. The aggregation
rate decreases over time. For later times, the rate is stabilising. (B) Seeded fronts. For early
times, the aggregation rate is modified by the presence of seeds.
Figure (8.4), two observations can be made. First, without assuming an adhesion rate, the
front diffuses linearly to the other side of the capillary, reproducing neither the gaps nor the
decreasing aggregation rate. Second, the aggregation rate in the data is much slower than the
expected value from bulk experiments. This could for example be explained by the presence
of the walls, as interfaces might promote aggregation.
8.4 Materials and methods
8.4.1 Expression and purification of recombinant Aβ42
Aβ42 recombinant protein is expressed and purified according to a previously described
protocol [269]. Briefly, lyophilised Aβ42 is fully dissolved in guanadinium chloride (1 mL)
on ice to give a 6 mM solution, pH 8. The Aβ42 solution (1 mL) is injected onto a column
(GE Healthcare SuperdexTM 75, 10/300 GL Sweden, 25 mL). The buffer is exchanged with
a pre-prepared de-gased phosphate buffer (20 mM Na2HPO4 / NaH2PO4, 0.2 mM EDTA,
pH 8) under column flow 0.7 mL.min-1, pressure 0.7 MPa. The obtained stock solution of
Aβ42 is temporarily stored on ice during the preparation of capillaries.
8.4.2 Preparation of capillaries containing unseeded Aβ42
Monomeric Aβ42 solutions at 5 different concentrations (10 µM, 15 µM, 20 µM, 26 µM,
and 40 µM) are prepared by diluting into the pre-prepared phosphate buffer with ThT
(20 µM) in a low-bind Eppendorf. This solution is gently mixed by slow aspiration of a
pipette. Each square borosilicate capillary (0.2 mm ID, ≈ 50 mm length, CM Scientific)
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Fig. 8.2 Aggregation propagation simulations of amyloid-beta aggregates based on the
oligomer model described in [177]. (A) 5 µM with an adhesion rate of 1 / 15h. (B) 5 µM
without adhesion. (C) 20 µM with adhesion rate of 1 / 15h. The red line and region
correspond to the detected aggregation time as returned by the data analysis pipeline. These
are included here for comparison with the results.
is filled by capillary action and sealed with wax plugs to prevent evaporation; first at the
raised end and then at the lower end, making sure to minimise the air trapped inside. Each
experiment consist of multiple repeats for each concentration of protein. The capillaries are
aligned on a glass slide and held in place with epoxy glue at the ends of the capillaries. The
time frame between the removal of the samples from ice and the start of the measurement
typically amounts to 30 minutes. (Capillaries of the lowest concentrations are always prepared
first as these are expected to aggregate more slowly and therefore are least affected by the
delay due to preparation time.)
8.4.3 Preparation of capillaries containing seeded Aβ42
A small aliquot of monomeric Aβ42 solution is diluted to a final concentration of 20 µM
in pre-prepared phosphate buffer with ThT (20 µM) and incubated at 37 oC in a microplate
(Corning 96 Well Half Area) in a plate reader (FLUOstar OPTIMA, BMG) until the aggrega-
tion curve reaches a plateau. Dilutions of these fully-converted monomer seeds are prepared
and stored on ice. The time to half-completion (half-time) of the aggregation is identified and
seeds, termed half-converted monomer seeds, are produced by repeating the aggregation in
the microplate until this time-point, and by storing the appropriate dilutions on ice. For both
types of seeded experiments, the capillaries are prepared by aspirating monomeric Aβ42
via capillary action to fill approximately 75% of the capillary. The remaining 25% is then
filled with seeds in the same manner. The capillary is sealed with wax, at the end with seeds,
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and then at the other end. The capillary preparation is always started from the lowest seed
concentration. As for unseeded experiments, the time frame between the removing of the
samples from ice to the start of the measurement is typically 30 minutes.
8.4.4 Epifluorescence instrument used in conjunction with an automated
stage
An epifluorescence instrument is used for all experiments with an incorporated automated
stage (MS-2000 FT, ASI). In brief, a 445 nm laser (MLD, Cobolt) beam is attenuated with
neutral density filters, expanded and collimated. This beam is passed through an excitation
filter (FF01-488/20-25, Laser2000) to remove any stray wavelength of light, then directed to
the back aperture of the microscope (RAMM, ASI), aligned parallel to the optical axis. A
lens is inserted to collimate the beam, reflected by the dichroic mirror (FF484-FDi01-25x36,
Laser2000), on the sample through the objective (4X, 0.13 NA, Nikon). Emission is collected
through the same objective and passed through the same dichroic mirror and a long-pass
filter (BLP01-473R-25, Laser2000), before being directed to a camera (CoolSnap MYO,
Photometrics).
8.4.5 Programming automated stage for capillary experiments
The automated stage is programmed (Micromanager) to scan the length of the capillaries
which are aligned vertically on a glass slide in a meticulous manner such that they are
perfectly parallel to the stage movement over the 5 cm distance scanned. This allowes 5
capillaries aligned adjacent to one another with minimal spacing to fit into one field of view
(horizontally). Once the first set of 5 capillaries has been scanned, the stage is programmed
to repeat equivalent scans starting from the top of the next set of 5 capillaries. This process
is replicated until all capillaries for the experiment has been scanned (29 positions per
capillary length). Using this method, a set of brightfield images are taken for each position to
confirm that every single capillary remains in view. The brightfield LED is then blocked and
fluorescence images taken using a 445 nm laser with a shutter. The whole scanning process
is set to repeat every 5 minutes in order to track the position of the ThT dye-active species
(Aβ42 aggregates) arising.
8.4.6 Data analysis
The data is analysed as described in Figure (8.3): In each image, the location of 5 capillaries
is detected. The images are combined together by knowing the pixel size and the automatic
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stage step size. The image of each capillary is then separated and an average is taken along
the width. Each time point is then used as a column in a 2D map representing the space-time
evolution of the propagation front. For each pixel line, the position and the slope at the half
aggregation point are extracted. The half aggregation point is used because ∇2M ≈ 0 in
Equation (8.2). The slope can be converted in an aggregation rate as described in Equation
(8.5), and the velocity is extracted by comparing the half time between neighbouring points.
8.5 Results
To monitor the spatial propagation of aggregation of Aβ42 proteins, an epifluorescence
microscopy setup using laser excitation at 445 nm is used, as shown in Figure (8.3). The
benzothiazole salt thioflavin-T (ThT) binds to the aggregates and is used as a latent dye.
Monomeric proteins at 6 different concentrations (10 µM, 15 µM, 20 µM, 26 µM, 40 µM,
and 55 µM) are loaded into square borosilicate capillaries which are wax sealed, as shown in
Figure (8.3A). Similarly, 5 concentrations of half-converted seeds (0 µM, 0.3 µM, 3 µM,
6 µM, and 12 µM) are added to a 20 µM Aβ42 capillary. The fluorescent intensity of up to
20 capillaries are recorded in parallel by scanning, using an automated stage at fixed time
intervals, as shown in Figure (8.3C). Image processing is used to extract a 2D map of the
florescence position over time. The front velocity and aggregation rate can be extracted from
this 2D map, as shown in Figure (8.3D-F).
In total, more that 80 capillaries have been recorded. A selection of runs is shown in
Figure (8.4). Two important parameters are extracted from the fronts: the aggregation rate
and the velocity at each position. Several features can be observed in these, as well as
in other capillaries. First, the aggregation usually starts from the ends of the capillaries,
showing the importance of interfaces for the nucleation of aggregation. The first side to
aggregate is usually the lower side in Figure (8.3A), top side in Figures (8.3F) and (8.4).
A second observation is that the velocity changes dramatically between repeats, as shown
in Figure (8.4A-B) for 20 µM Aβ42, and as shown in Figure (8.4C) with seeds. This is
an expected feature of Fisher waves, as the velocity depends on the initial conditions [61].
A minimal velocity is however described by the theory. The next observation is that the
aggregation time is larger than what would be expected from bulk experiments. Applying the
rates from aggregation experiments would lead to an effective monomer concentration of
approximatively 1 µM. This discrepancy can be explained by a larger surface-to-volume ratio
in capillaries compared to bulk experiments. Finally, the aggregation run does not always fill
the entire capillary, but instead forms a gap, as shown in Figure (8.4B-E). This gap can be
explained by monomer depletion. One could expect that the monomers diffuse into the front,
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Fig. 8.3 Schematic of the experiments. (A) 5 cm long borosilicate capillaries are filled with a
monomeric amyloid beta solution by capillary forces. A seeds solution is optionally added to
one side before sealing both ends with wax. (B) The capillaries are mounted on a fluorescent
microscope with excitation at 445 nm. (C) A motorised stage scans the capillaries, capturing
a series of images at every position over several hours. (D) On each image, a small part
of the capillaries is visible. The location of each capillary is detected using image analysis
techniques. (E) An overall image of the capillary is reconstructed at each time. (F) The
images are then merged together to form a 2D image of the fluorescence position over time.
This image is used to detect the front position, the aggregation rate, and the velocity. The
detected front position and the aggregation time are shown in red.
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Fig. 8.4 Selected results of spatial aggregation of propagation. (A) and (B) 20 µM amyloid
beta monomers aggregating. Because of the Fisher wave speed selection, the velocities can
be very different. Interestingly, a gap appears at low velocities where the aggregation stops.
In (B), a buffer solution is added to the top of the capillary, explaining the dark gap. (C)
20 µM amyloid beta monomers with the first 5 mm filled with 12 µM half-converted seeds.
The seeds cause the aggregation to start immediately, but do not change the aggregation speed
noticeably. (D) 26 µM and (E) 40 µM aggregation fronts. In these occurrences, the front
started from one side, and a gap is present. (F) Simulation of a propagating front assuming
a constant adhesion rate of the monomers on the walls. The gap behaviour is reproduced.
The red line and region correspond to the detected aggregation time as returned by the data
analysis pipeline.
and are therefore trapped in it. The gap size from this phenomenon depends on the monomer
diffusion coefficient and on the front velocity. The predicted width is much smaller than the
observed gap size. A more likely explanation is that monomers are adhering to the surface
over time, decreasing the effective monomer concentration. This would also explain why
the aggregation rate is decreasing over time, when one would expect it to remain constant.
Figure (8.4F) shows the result of a Monte-Carlo simulation. The gap and the decreasing
aggregation rate are reproduced by assuming a fixed adhesion rate.
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8.5.1 Half-converted monomer seeds
To ensure that the type of seed is not a factor, it was decided to investigate the effect of seeds
taken from the half-time of the aggregation timecourse in addition to the fully-converted
monomer seeds. The presence of a larger proportion of small aggregate species would be
expected at the half-time. This sample of half-converted monomer seeds was postulated to
lead to an increase in the rate of propagation compared to its fully-converted monomer seed
counterpart. This is due to the faster diffusion of small aggregate species - present in a higher
proportion - propagating the aggregation more rapidly through the capillary. Capillaries
containing 20 µM Aβ42 monomer seeded at one end with half-converted monomer seeds at
4 different concentrations (0.3 µM, 3 µM, 6 µM, and 12 µM) and a 20 µM Aβ42 unseeded
monomer control are thus prepared. The half-converted monomer seeds do not affect the
velocity of the reaction wavefront in the spatial propagation of Aβ42. The removal of the
lag time of aggregation is observed when half-converted monomer seeds are present at
concentrations of 3 µM and above. The seed concentration of 0.3 µM reduces the lag time
only slightly from that of the unseeded conditions, implying that the critical concentration
of aggregates required for secondary nucleation to dominate in the aggregation of Aβ42 is
higher than this value (0.3 µM - 3 µM).
8.6 Discussion
Two phenomena are known to cause spatial propagation of aggregation [61]. Either the
diffusion is restricted and the propagation is driven by the growth of the fibrils, or the
intermediate species diffuse freely and nucleate new aggregations further down the capillary.
If the spatial propagation is driven by the fibril growth, the velocity is given by v = 2k+mδ/π ,
where k+ is the growth rate measured by AFM measurements, and m is the monomer
concentration. The local monomer concentration is not directly measured, but can be
estimated from the aggregation rate κ: The bulk measurements give a relation of κ =√
2 · kagg ·m3/2 , where kagg = 2.8 · 105 M−3/2 s−1 at 35 Celsius [62, 177]. If the spatial
propagation is driven by diffusion instead, the fibril mass (M) evolution is described by [61]:
∂M(t,x)
∂ t
= κM(t,x)+ D̄∇2M(t,x) (8.10)
where D̄ is the effective diffusion coefficient. To extract the aggregation rate κ from the
fluorescence curves, the slope at the half aggregation time is used, as ∇2M(t,x)≈ 0. This
equation describes a Fisher wave, whose velocity depends on the initial conditions. The








































































































Fig. 8.5 Velocity vs rate of the aggregation front for (A) unseeded and (C) seeded capillaries.
Assuming the minimum velocity of the Fisher wave, (B) and (D) respectively, represent the
corresponding effective front diffusion coefficient. The red line represents growth limited
velocity, which is orders of magnitude below what is observed in our experiments.
In order to identify which component is dominating the reaction-diffusion process of
the spatial propagation of Aβ42, the velocity of the front is plotted against the aggregation
rate in Figure (8.5A, C). It can readily be seen that the velocity described by growth limited
propagation is orders of magnitude lower than the recorded velocity. The spatial propagation
of aggregation is therefore diffusion limited. The effective diffusion coefficient can then be
estimated. The diffusion coefficient corresponding to the aggregation rate and the velocity
is shown in Figure (8.5B, D) for seeded and unseeded experiments, respectively. These are
compared to the diffusion coefficient of a monomer, and of a 200 and 4000 monomer long
fibril. As expected, a lot of the diffusion coefficients are smaller than the monomer diffusion
coefficient, meaning that they do not correspond to a minimum velocity. The histogram
however starts to decrease around a maximum occurrence corresponding to a fibril length of
200 units, and stops at around 4000 units.
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8.7 Conclusion
The presence of Aβ aggregates in the brain is a hallmark of Alzheimer’s disease. It is
important to understand how these toxic aggregates form and spread both temporally and
spatially. The spatial propagation of Aβ aggregates has largely been overlooked in the past.
Here, the spatial spreading of aggregates is monitored on a macro length-scale, in addition to
the temporal evolution of species. Diffusion is found to be the dominant microscopic driving
force for the spreading of aggregate species using both experimental and theoretical methods.
As detailed previously for Aβ42 and certain other amyloidogenic proteins [145, 147, 60],
filaments catalyse the production of new aggregates on their surfaces. The diffusion of
aggregates is proposed to proliferate these species to further propagate the aggregation of
Aβ42. Our work underlines the impact of this mechanism for the proliferation of species.
Secondary nucleation provides many small aggregates which can diffuse quickly, thus further
driving the spatial propagation by diffusion. In this way, low molecular weight species may
be crucial for controlling spreading behaviour and prion-like behaviour in the aggregation of
Aβ42 and other amyloidogenic proteins. The approach developed here could be useful in
directing drug design efforts. The technique offers an effective way to examine the role of
various potential drug molecules on both the temporal and, crucially, the spatial development
of Aβ42 aggregation. By identifying molecules which reduce the prion-like spreading of
Aβ42, this could provide a significant addition to the tools available to combat the devastating
effects of Alzheimer’s disease.
Chapter 9
Conclusion
In this thesis, I presented several advances in biophysical methods for protein detection and
characterisation. The first three chapters focused on label-free protein detection. This is
critical for accurate characterisation of proteins, as labels or affinity probes change their
biophysical properties. The following label-free methods were presented: First, a novel
deep-UV protein autofluorescence microscope that can make use of the autofluorescence of
aromatic amino acid Tryptophan and Tyrosine is discussed. Second, a method to increase
the contrast of interferometric scattering microscopy using oblique illumination is examined.
Third, the time correlation is used on the iSCAT signal to measure the sample diffusion
coefficient. All these approaches enable novel assays to more precisely quantify unmodified
proteins.
The fourth chapter focused on improving microfluidic methods by adding nanofluidic
channels to microfluidic designs using two-photon techniques. Most nanofluidic devices re-
quire few nanofluidic elements, so that this advance eases the development and the integration
of novel nanofluidic techniques in protein assays.
Finally, three biophysical methods are presented. The fifth chapter addressed diffusional
sizing, which enables the sizing of proteins by observing the temporal evolution of a concen-
tration gradient over time. Diffusional sizing is rapidly developing as an easy way of getting
information on protein-protein interaction, and this chapter contributes to increasing the
accuracy and ease of analysis of these assays. The sixth chapter presented diffusiophoresis,
which measures the forces applied on proteins by a solute gradient. These gradients can be
integrated to microfluidic devices in order to locally control the concentration of proteins or
to determine their diffusiophoretic coefficient. The seventh chapter demonstrated the spatial
propagation of aggregation of Alzheimer’s Aβ42 peptide. This propagation is observed on
large scales in capillaries by using a latent dye that revels the presence of aggregates. This is
crucial to understand the propagation of amyloid diseases such as Alzheimer’s in the brain.
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In my opinion, the most impactful result of this thesis is the work I have done on
improving the diffusional sizing workflow. This includes my work on the deep-UV protein
autofluorescence microscope in Chapter 2 but is mostly covered in Chapter 6 on fast numerical
integration of diffusional sizing basis functions. The python script referred to in this chapter
was developed throughout my PhD by collaborating with multiple researchers that work with
diffusional sizing. The expertise I developed helped to better understand the need of the
data processing pipeline users, and allowed to me give advice to my collaborators on how to
best acquire the sizing data. The python data processing pipeline first extracts a diffusional
sizing profile and then uses this profile to give a size and an error. Here, the complexity lies
in the wide array of conditions under which the data is acquired, and how to remove the
background. The data is acquired with many methods, including epifluorescence microscopy,
single molecule detection scanning, and even circular dichroism spectroscopy.[284, 40]
Diffusional sizing can also be combined in-line with other techniques such as Free-flow
electrophoresis or liquid chromatography.[226, 234] Improving this data processing analysis
pipeline helped enable many novel research projects, which is why I think this aspect of my
work was particularly impactful.
In conclusion, the methods presented in this thesis add new tools to the arsenal of
biological research, enabling a further understanding of complex biophysical systems.
9.1 Outlook
The future most valuable direction for this work is likely the iSCORR technique presented
in Chapter 4. While it is now a preliminary proof-of-concept, this technology could enable
exiting new research in protein science. If the technique can be tuned to detect low concen-
tration or even a single protein diffusing in solution, it could have a major impact. One could
for example imagine a setup where proteins are separated and then detected by iSCORR
in a totally label-free manner, and at extremely low concentrations. This separation would
provide some information on the protein. The iSCORR would then detect and measure the
size. This technique is particularly well suited for microfluidics and nanofluidics, as it could
analyse the content of any solution flowing in a channel or trapped in a cavity.
The most important factor when doing biological research is having the right tools. A
researcher could have the best ideas but still be limited by available techniques. At the
same time, having the right assay may reveal unexpected features of biological systems and
advance research significantly. My goal during my PhD was to contribute to these advances
by developing novel approaches for high-impact research. Furthermore, I believe that there
is a high value in integrating these advances in easy-to-use commercial systems. To that
9.1 Outlook 135
end, I contributed to several patents and spent three months helping to develop a commercial
product in a private company - Fluidic Analytics Ltd. - as part of my PhD program. I envision
the projects presented here as basis for novel research and diagnosis applications to probe
biological samples. Some projects have sparked interest and collaborations in my research
group and beyond, as evidenced by the many projects I had the chance to collaborate on. The
future of this research lies in commercial applications for biological research and medical
diagnostics. I hope that these results will contribute to the betterment of human health.
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