Availability of both massive datasets and computing resources have made machine learning and predictive analytics extremely pervasive. In this work we present a synchronous algorithm and architecture for distributed optimization motivated by privacy requirements posed by applications in machine learning. We present an algorithm for the recently proposed multi-parameter-server architecture. We consider a group of parameter servers that learn a model based on randomized gradients received from clients. Clients are computational entities with private datasets (inducing a private objective function), that evaluate and upload randomized gradients to the parameter servers. The parameter servers perform model updates based on received gradients and share the model parameters with other servers. We prove that the proposed algorithm can optimize the overall objective function for a very general architecture involving C clients connected to S parameter servers in an arbitrary time varying topology and the parameter servers forming a connected network.
Introduction
We study a system with C clients. Each client (C i ) maintains a private, convex function f i (x) and we are interested in solving the optimization problem,
Each f i : R D → R is a differentiable convex function, with the gradients being Lipschitz continuous. The decision variable x ∈ X ⊆ R D is a D dimensional real vector. We present a novel distributed optimization algorithm for the recently proposed multiple parameter server architecture for machine learning [1] . This algorithm and architecture are motivated by the need to preserve privacy in the learning process. We discuss the privacy enhancement due to our algorithm later in the report.
Optimization is at the heart of Machine Learning algorithms. Recent work has focused on distributed variants of optimization algorithms [2, 3, 4, 5, 6] . Several solutions to distributed optimization of convex functions are proposed for myriad scenarios involving directed graphs [7] , link failures and losses [8] , asynchronous communication models [9, 10, 11] , stochastic functions [4, 12, 13] , fault tolerance [14, 15] and differential privacy [16] . Popular methods in convex optimization show guaranteed learning under the assumption that the learning rate being a positive, monotonically non-increasing sequence with constraints on its sum and sum of squares (see Eq. 7). In this work we present an interleaved consensus and projected gradient descent algorithm allowing the possibility of negative weight being multiplied to the learning rate. We show that this algorithm introduces privacy preserving properties in the learning algorithm while conserving correctness and convergence properties.
Parameter Server framework, presented in [17, 18] , is shown to improve efficiency, elastic scalability and fault tolerance in distributed machine learning tasks. Asymptotic convergence of delayed proximal gradient method, in parameter server framework is proved by Li et al. in [17] . Abadi et al. demonstrate via experiments that an architecture with multiple parameter servers can efficiently perform distributed machine learning [1] . However, no analysis exists for proving convergence in multi-parameter server architectures. We address this in our work and prove convergence in learning tasks performed on multiple parameter server architecture.
Privacy enhancing distributed optimization algorithms are critical while learning models from sensitive data. Datasets involving medical or financial information are extremely sensitive, and outmost care has to be taken to prevent any leakage of information. Experimental results of privacy preserving deep learning were presented in [19] and demonstrate -differential privacy in experiments. However, Shokri et al., in [19] , do not provide convergence analysis or correctness guarantees for their algorithm. Abadi et al. in [20] present a learning algorithm and present analysis of privacy costs under the differential privacy framework. In [21] , we show that arbitrary function sharing approach provides privacy. We present precise privacy definitions and prove privacy claims 1 . In this work, we show accurate synchronous learning in multiple parameter server architecture ([1] ).
Organization
Learning problem formulation, assumptions, learning system architecture and notation are presented in Section 2. Interleaved consensus and descent algorithm is proposed in Section 3. Correctness and convergence results for the iterative algorithm are presented in Section 4. Short discussion on privacy enhancing aspect of our algorithm is tabled in Section 5. Simulation results validating correctness and convergence claims, and related explanations and discussion are presented in Section 6.
Problem Formulation and Assumptions
We consider a problem setting where a group of entities collaboratively learn a model by minimizing an additive cost function. Clients (C i ) have access to a private cost function (f i (x)). Each cost function (f i (x)) is induced by a dataset (privately stored with client C i ). These datasets may be formed by independently collected data or may be partitioned from a much larger central dataset resulting in disjoint or overlapping partitions. The underlying model can be parametrized by a vector x (∈ R D ) of dimension D. The set of all feasible parameter vectors is called the decision set, X (⊆ R D ). The learning process involves finding an optimal decision vector that optimizes sum of functions (f i (x)) over the set X . The clients are connected to one or more parameter servers in an arbitrary time-varying topology (albeit with some connectivity constraint). Figure 1 shows client-server architecture with 4 parameter servers and 7 clients. The clients are connected to the servers in an arbitrary time-varying topology. We assume that the clients are connected to one or more servers at least once every ∆ iterations (Assumption 5). The parameter servers are connected between themselves in an arbitrary possibly time-varying topology (with the only constraint being that the servers form a connected component, Assumption 6). The clients download latest parameter vectors (also referred to as server-states) from the servers and compute gradients for their local, private cost function. At every iteration, the clients upload randomized gradients to one or more servers. Every server collects all received gradients, and updates its parameter vector using projected gradient descent rule. The above steps occur synchronously for ∆ iterations. The projected gradient descent steps are followed by a consensus step among all servers. The algorithm is described in detail in Section 3.
We impose following assumptions on the functions f i (x) and on the decision set, X :
Assumption 1 (Objective Functions). The objective functions f i : R D → R, ∀ i = 1, 2, . . . , C are continuously differentiable convex functions of parameter vector x ∈ X . Assumption 2 (Decision Set). The feasible parameter vector set, X , is a convex-compact subset of R D .
We make a boundedness assumption on the gradient (g h (x)) of function f h (x) in Assumption 3. We also make an additional assumption on the Lipschitz continuity of gradients g h (x).
Assumption 3 (Gradient Boundedness). Let g i (x) denote the gradient of the function
Assumption 4 (Gradient Lipschitzness). Each function gradient (g h (x)) is assumed to be Lipschitz continuous, i.e. there exist scalars N h > 0 such that, g h (x) − g h (y) ≤ N h x − y for all x = y; ∀x, y ∈ X and for all h = 1, 2, . . . , C.
For the purpose of this report we will assume without explicitly stating that all communication links are synchronous and loss less. All agents are assumed to operate perfectly and do not experience any faults. As discussed above in the distributed optimization architecture, the server-client and server-server topologies satisfy the following assumptions,
Notation
Let us denote the number of servers by S and the number of clients by C. Upper case alphabets (I, J, K etc.) are used to index servers and lower case alphabets (j, h) are used to index clients. We use the symbol "∼" to denote communication link and information sharing between entities. As an example, I ∼ G denotes that servers I and G have a communication link between them, and correspondingly I ∼ J denotes that servers I and J do not share information (cannot communicate) with each other. The dimension of the problem (number of parameters in the decision vector) is denoted by D.
Iterations number is denoted by the 2-tuple {i, k}. The first element in the iteration number denotes the number of steps after elapsed after a consensus step and the second element denotes the number of consensus steps elapsed. In this algorithm we perform consensus every ∆ steps. Consequently, the total iterations elapsed at {i, k} can be calculated to be k ∆ + i. The decision vector (also referred to as iterate from now on) stored in server I at time {i, k} is denoted by x We use. to denote a vector that is stacked by its coordinates. As an example, consider three vectors in R 3 given by
T . Similarly we can write stacked model parameter vector as,
We use g h (x i,k ) to denote the gradient of function f h (x) evaluated at x i,k . Remember, L h are bounds on gradients from Assumption 3 and N h are Lipschitz constants from Assumption 4, for all h = 1, 2, . . . , C. We define constants L + = C h=1 L h and N + = C h=1 N h to be used later in the analysis. . denotes standard Euclidean norm for vectors, and matrix 2-norm for matrices ( A = λ max (A † A) = σ max (A), where A † denotes conjugate transpose of matrix A, and λ, σ are eigenvalues and singular values respectively).
Throughout this report, we will use the following definitions and notation regarding the optimal solution (x * ), the set of all optima (X * ) and the function value at optima (f * ),
The optimal function value, at the solution of the optimization problem or the minimizing state vector is denoted by x * , is denoted by f * .
Interleaved Consensus and Descent Algorithm
We proposed an interleaved consensus and projected gradient descent algorithm to find a distributed solution to Problem 1. We consider a scenario with multiple parameter servers (called servers) and clients. As described in Section 2, the servers are connected to each other in an arbitrary topology (Assumption 6), and the clients are connected to the servers in a time varying topology (Assumption 5). Projected gradient descent and consensus steps are performed in interleaved fashion.
Projected Gradient Descent
In the projected gradient descent phase, the clients download the current states from the parameter server(s) (that are connected to the client) and upload corresponding weighted gradients to the respective parameter servers. The projected gradient step is given by the following update rule,
where
is the weight assigned (by client h) to an gradient update sent to server I. These computations and gradient uploads happen synchronously, at every time step. Projected Descent without weights is a well known iterative gradient based method that guarantees convergence to optimum under reducing learning rate (α k ) [22] . We assume that the monotonically non-increasing learning rate/step possesses the following properties,
The weights used by clients at iteration i after k th consensus steps are expressed in a S × C matrix, W i,k . The (I, j) th entry of matrix W i,k [I, j] denotes the weight that client j assigns to server I. The weights are further characterized by the Symmetric Learning Condition (SLC) and the Bounded Update Condition (BUC). The SLC ensures that over a period of ∆ steps, every client h (objective function f h (x)) is assigned equal weight (= M ).
Assumption 7 (SLC). Equal weights are assigned to updates from every client over a period of ∆ steps. More formally, if the sum of weight matrices over a period of ∆ steps is denoted by W = ∆ i=1 W i−1,k , then the sum of all entries in a column (of matrix W ) is a constant M .
. . . for some scalar M > 0
The BUC ensures that the sum of absolute values of weights is upper bounded. BUC is needed because, if negative weights are permitted, the weights may oscillate with arbitrary large amplitudes (while SLC is still satisfied). BUC restricts the clients from selecting arbitrarily large weights.
Assumption 8 (BUC)
. The sum of absolute value of weights (over ∆ steps)is upper bounded by a constant (M > 0). Mathematically, if we denote the sum of absolute values of weight matrices asW = ∆ i=1 |W i−1,k |, then the sum of entries in every column ofW is upper bounded by a constant (M > 0).
. . . for some scalarM > 0 (9)
Consensus
The projected gradient descent steps are followed by a consensus step between parameter servers. A consensus step is performed after every ∆ iterations. For an arbitrary incomplete graph we use a doubly stochastic weight matrix B k to write the update rule. The parameters at server I are updated by,
If we assume a fully connected topology for servers, the update rule can be written as,
The weight matrix B k has to be a row stochastic matrix for the decision vectors to enter the synchronization manifold and B k has to be column stochastic for the update to be average of parameter vectors at servers [23] . Methods for constructing B k matrix based on the graph topology are well known and we point the reader to Refs. [24, 25, 26] for a more thorough treatment. We construct a doubly stochastic weight matrix for a bidirectional communication graph between servers (denoted as B k with entries B k [I, J] ≥ 0) using the following rules. For all I, J = 1, 2, . . . , S and all k ≥ 0, the following hold:
The matrix so constructed assigns positive weights (lower bounded by κ) to all neighbors. The last two conditions enforce row and column stochasticity respectively.
The Interleaved Consensus and Descent Algorithm is formally presented in Algorithm 1 and 2. Server side algorithm for information fusion, state update and consensus operation is described in Algorithm 1 while Client side algorithm for gradient upload is presented in Algorithm 2.
Coordinate-wise Independently Weighted Updates
In the algorithm above, we assume that weights W i,k [J, h] 
To account for the coordinate-wise independently weighted updates, the symmetric learning condition will have to be satisfied coordinate wise,
. . . for scalar M > 0, and p = 1, 2, . . . , D
The bounded update condition is also satisfied coordinate wise,
. . . for scalarM > 0, and p = 1, 2, . . . , D
The proofs developed in this report will hold even for coordinate wise weighted updates, since we estimate bounds for a summation of weights over ∆ steps in the proof, rather than the weights themselves. If the SLC and BUC hold coordinate wise, the coordinate wise selection of weights does not alter the convergence proofs (albeit a few constants in the bound will be slightly different).
Convergence Results
We prove convergence result for the most general case first. Elements of W matrix can be negative numbers, however, the symmetric learning (Assumption 7) and bounded update (Assumption 8) conditions hold for arbitrary time varying server-client communication graph and an incomplete server-server communication graph. It is followed by convergence results for more restrictive cases involving complete server graph (instead of Assumption 6, see Section 4.1) and complete server graph with non-negative weight matrix W i,k (see Section 4.2). We state two important results that will be useful in convergence analysis, the first being on convergence of non-negative almost supermartingales by Robbins and Siegmund (Theorem 1, [27] ) followed by Lemma 3.1 (b) by Ram et al., [12] . Lemma 1. Let (Ω, F, P) be a probability space and let F 0 ⊂ F 1 ⊂ . . . be a sequence of sub σ−fields of F. Let u k , v k and w k , k = 0, 1, 2, . . . be non-negative F k − measurable random variables and let {γ k } be a deterministic sequence. Assume that ∞ k=0 γ k < ∞, and
holds with probability 1. Then, the sequence {u k } converges to a non-negative random variable and
The well known non-expansive property (cf. [28] ) of Euclidean projection onto a non-empty, closed, convex set X , is represented by the following inequality, ∀ x, y ∈ R D ,
We now present the relationship of server iterates between two consensus steps (at time instants {0, k} and {0, k + 1}) in the following Lemma. 
where, δ J k (Eq. 4) is the disagreement between the iterate and its average (Eq. 2, 3),
Proof: Every server accepts gradients from its clients and updates states based on projected gradient descent algorithm, Eq. (6), where P X is the projection operator,
Using the non-expansive property of the projection operator (X is a non-empty closed, convex set) on the update equation Eq. (17), ∀ J = 1, 2, . . . , S and y ∈ X ,
. . . Eq. 15 (19) Note that the norm used for all vectors and matrices in this report are Euclidean norms or 2-norms (see Section 2.1). We add the inequality in Eq. (19) for all servers (all J),
Adding inequality in Eq. (21) for iterations between consensus steps, i.e. adding for i = 1, 2, . . . , ∆, and cancelling telescoping terms we get,
where,
We now use consensus relationship between iterates at {∆, k} and {0, k + 1}. We start by stacking the state vector for all servers component/coordinate wise. We use. notation to denote a vector that is stacked by its coordinates (see Eq. 5 for definition).ỹ denotes S copies of y vector stacked coordinate wise. We know that in D-dimension the consensus step can be written using Kronecker products [29] .
. . . Consensus
Step (23)
Taking norm of both sides of the equality (2-norm),
. . . Norms of equal vectors are equal (25)
We use the following property of eigenvalues of Kronecker product of matrices. If A (m eigenvalues given by λ i , with i = 1, 2, . . . , m) and B (n eigenvalues given by µ j , with j = 1, 2, . . . , n) are two matrices then the eigenvalues of the Kronecker product A ⊗ B are given by λ i µ j for all i and j (mn eigenvalues). Hence, the eigenvalues of I D ⊗ B k are essentially D copies of eigenvalues of B k . Since B k is a doubly stochastic matrix, its eigenvalues are upper bounded by 1. Clearly, (
is a doubly stochastic matrix since product of two doubly stochastic matrices is also doubly stochastic. Note that if B k is only row stochastic,
) may be greater than 1. Hence, we need the transition matrix B k to be doubly stochastic. From, Eq. 26 and the fact that (
Furthermore, the square of the norm of a stacked vector is equal to sum of the square of the norms of all servers.
Combining Eq. (22) and (28), we get the following relationship,
We use the term η 2 k to represents the RMS like error term.
We will construct a few reltions and establish a few bounds before we present a bound on the term Λ. We start by writing an expression for x J i,k ,
where e J i−1 is the difference term between a gradient descent and its projection at i th iteration. Recursively performing this unrolling operation to relate the iterates at time {i, k} to {0, k} we get,
The sequence of iterates belongs to the decision set (X ) i.e. x J i,k ∈ X . Hence the distance of the iterates from the decision set is zero, i.e. dist(x
Clearly from Eq. 31, the projection error is upper bounded by the deviation due to the gradient descent step, i.e.
We hence arrive at the following expression, that will be used later in the analysis. Note the expressions for terms α k D J i−1,k and α k E J i−1,k and their bounds, they will be used later.
We obtain bounds on both
. . . Replacing i − 1 with ∆, adding positive terms to the bound.
Quite naturally we also get,
) the misalignment of iterate (of server J) with the average of the iterates. We now bound the largest magnitude of l J h,i vector,
We now begin to construct a bound on the term Λ,
Absorbing the negative sign in x J i−1,k − y and using Eq. (33) and adding-subtractingx 0,k ,
We now unroll the gradient (using Gradient Lipschitzness) from Eq. (36), to get,
Rearranging terms we get,
The first term (T 1 ), in the above expression, is upper bounded by using the gradient/subgradient inequality for convex functions. We use the independence of g h (x 0,k ) term to i, J and independence of (y −x 0,k ) to i, J, h, to rearrange the order of summation in T 1 .
We bound the second term (T 2 ), third term (T 3 ) and the fourth term (T 4 ) by replacing it with its norm (strengthening the inequality). We also extensively use the property i a i ≤ i a i for some a i .
. . . Eq. 37
Combining the above bounds (on T 1 , T 2 , T 3 and T 4 ) with the bound on Λ (Eq. 40),
We now try to rewrite (new bound) the second term in Eq. (41) (bound on T 2 ). We begin with definition of x 0,k , followed by application of Jensen's inequality,
. . Eq. 42 and Inequality
Using the property that 2 a ≤ 1 + a 2 where we consider a = x 0,k − y , followed by using the bound derived in Eq. 43 we can rewrite the bound in Eq. (41) as,
. . , xn are n non-negative real numbers, and m, n are positive integers then,
In this case, m = 2 and n = S.
Merging the above bound on Λ with Eq. (29), we get,
Lemma 4. Let iterates be generated by interleaved consensus and projected gradient descent algorithm (Algorithms 1 and 2), and Assumptions 1, 2, 3, 4, 5 and 6 hold, then there exists constant ν < 1, such that the following bound on the maximum (over J) disagreement between iterates at servers and the average iterate given by δ J k (Eq. 2, 3 and 4) holds,
.
Proof: We use Kronecker product to write consensus step as shown in Eq. 23. This step is equivalent to the following form of representing the consensus step (Eq. 10),
where x I 0,k+1 and x J ∆,k represent the parameter vector at servers I and J at time instant {0, k + 1} and {∆, k} respectively while B k [I, J] represents the I th row and J th column entry of transition matrix B k . We can then write the difference between parameter vectors at server I and G as,
Since B k is doubly stochastic, clearly the coefficients of states in Eq. 47 add up to zero (i.e.
. Collecting all positive coefficients and negative coefficients and rearranging we get the following equation,
where, η P,Q ≥ 0 is the weight associated to servers P and Q and η P,Q ≥ 0. Note that all coefficients η P,Q refer to some I, G pair at time k. For simplicity in notation we will ignore I, G and k without any loss of generality or correctness.
Assumption 9. The transition matrix B k is assumed to be a scrambling matrix. [30] From Assumption 9, any two rows of B k matrix have a common non-zero column entry. Also, since any entry of B k is less than 1, the difference is also strictly less than 1. Hence, η P Q < 1. By taking norm on both sides of equality in (48), recalling Assumption 9 and using property of norm of sum, we get for any I, G pair,
Since the above inequality is valid for all I, G, we can rewrite the above relation as,
Note that, max I,G ( η P,Q ) is dependent only on the topology at time k (i.e. the doubly stochastic weight matrix given by B k ). Due to the countable nature of possible topologies for S servers, we can define a new quantity ν = max k {max I,G { η P,Q }} 4 . By definition, max I,G { η P,Q } ≤ ν, ∀ k ≥ 0 and since max I,G { η P,Q } < 1 ∀ k ≥ 0, we have ν < 1.
We further use Eq. 33 to relate iterate at time {∆, k} to {0, k}, followed by triangle inequality along with Eq. 50 and definition of ν,
Now we perform an unrolling operation, and relate the maximum disagreement between servers to the initial disagreement between agents (at step {0, 0}).
We start with the definition of δ J k+1 (see Eq. 3, 4) and consider the maximum deviation (δ J k+1 ) over all servers,
Together with Eq. 53, we arrive at the desired expression from the statement of lemma,
Note that we can do away with Assumption 9, and prove similar bound on the maximum disagreement between server iterates and its average for any connected graph. For simplicity, we assume that the transition matrix is scrambling.
Claim 1 (Server Consensus). The server parameter vectors achieve consensus asymptotically.
Proof: We know from Eq. 53 that the maximum disagreement between any two servers (I and G) is given by,
The first term on the right hand side of above expression decreases to zero as k → ∞, since ν < 1 and
We now show that the second term tends to zero too. Let us consider 0 > 0. Since ν < 1, we can define
Hence we can rewrite the second term for k > K as,
We can bound the individual terms A and B by using the monotonically non-increasing property of α i and bounds on the sum of a geometric series.
Since the right side of inequality in Eq. 57 is monotonically decreasing in k (ν < 1), we can conclude,
Substituting the upper bound for in right side of inequality in Eq. 58, we get ∃K 02 > K such that B < 0 8M L + . Using the individual bounds obtained above (on A and B), we conclude,
Clearly (from the − δ definition of limit), we get, Theorem 5. Let Assumptions 1, 2, 3, 5, 6, and 4 hold with X * being a nonempty bounded set. Also assume a diminishing step size rule presented in Eq. 7. Then, for a sequence of iterates {x 0,k } generated by an interleaved consensus projected gradient descent algorithm following symmetric learning condition and bounded update condition, the iterate average converge to an optimum in X * .
Proof: We intend to prove convergence using deterministic version of Lemma 1. We begin by using the relation between iterates given in Lemma 3 with y = x * ∈ X * ,
We check if the above inequality satisfies the conditions in Lemma 1 viz.
We first show that
In the above expression, we can show that the first term is convergent by using the ratio test. We observe that,
since, α k+1 ≤ α k and ν < 1. Arriving at the second term involves using the non-increasing property of α i , i.e. α k ≤ α i ∀i ≤ k. Now, we use Lemma 2, with ζ j = α 2 j where ∞ j=1 ζ j < ∞, and show that the second term in the above expression is finite i.e., 4M L
Together using finiteness of both parts on the right side of inequality in Eq. 60 we have proved,
We now begin to prove the finiteness of sum of γ k sequence, i.e.
Clearly the first term is finite (due to the assumptions on step size,
The second term is finite by the analysis given above (see Eq. 61). We have hereby proved, ∞ k=0 γ k < ∞. We can similarly prove
The first term is finite due the assumption on the step size and the second term is proved in analysis above (see Eq. 61).
We can now use the deterministic version of Lemma 1 to show convergence of the iterate average to the optimum. We know from the analysis above that ∞ k=0 γ k < ∞ and ∞ k=0 w k < ∞. As a consequence of Lemma 1 we get that the sequence η 2 k converges to some point and
) < ∞ to show the convergence of the iterate-average to the optimum. Since we know ∞ k=0 α k = ∞, it follows directly that lim inf k→∞ f (x 0,k ) = f (x * ). Due to the continuity of f (x), we know that the sequence of iterate average must enter the optimal set X * (i.e.x 0,k ∈ X * ). Since X is bounded (compactness in R D ) we know that there exists a iterate-average subsequencex 0,k l ⊆x 0,k that converges to some x * ∈ X * (i.e. lim l→∞x0,k l = x * ). We know from Claim 1 that the servers agree to a parameter vector asymptotically (i.e.
Hence, all servers agree to the iterate average. This along with the convergence of iterateaverage to the optimal set gives us that all server iterates must enter the optimal set X * (i.e. x J 0,k ∈ X * , ∀J). 
for some x * ∈ X * . Theorem 5 states thatx 0,k enters the optimal set X * as k → ∞. From the above statements it is clear, lim inf k→∞ η 2 k = 0. Remark 2. If the optimal set X * is a singleton set, then we know from Theorem 5, Claim 1 and Remark 1 that all server states will converge to the only element of X * , and the RMS Error is driven to zero. If the optimal set has many points, then the server states should maintain the same distance from all optimal points (solutions). In a space of D dimensions, D + 1 linearly independent optimal points, if we find a server state that is at equal distance from all optimal points, the iterates reach a unique solution.
Complete Server Graph
We can prove that under the added condition of the server graph being complete, the interleaved algorithm solves Problem 1.
Lemma 6. Let Assumptions 1, 2 and 3 hold and let the server network form a complete graph. Then a sequence {x 0,k } generated by an interleaved consensus and projected gradient descent algorithm following symmetric learning condition, satisfies, for all y ∈ X ,
Proof: Proof can be found in Appendix A.3
Theorem 7. Let Assumptions 1, 2, 3 hold, and let X * be a non-empty bounded set. Also consider a diminishing step size condition, i.e.
Then for a sequence {x 0,k } generated by an interleaved consensus and projected gradient descent algorithm following symmetric learning condition and non-negative W matrix condition, we have,
Proof: The proof is formally stated in Appendix A.3
Non-Negative Weight Matrix with Complete Server Graph
We can prove that under the added conditions of non-negative weight matrix (W i,k ) and the server graph being complete, the interleaved algorithm solves Problem 1.
Lemma 8. Let Assumptions 1, 2 and 3 hold and let the server network form a complete graph. Then a sequence {x 0,k } generated by an interleaved consensus and projected gradient descent algorithm following symmetric learning condition and non-negativity of W matrix, satisfies, for all y ∈ X ,
Proof: Proof can be found in Appendix A.2
Theorem 9. Let Assumptions 1, 2, 3 hold, and let X * be a non-empty bounded set. Also consider a diminishing step size condition, i.e.
Then for a sequence {x 0,k } generated by an interleaved consensus and projected gradient algorithm following symmetric learning condition and non-negative W matrix condition, we have,
Proof: The proof is formally stated in Appendix A. 2 
Privacy
We claim that, because we multiply gradients by random weights (both positive and negative), no parameter server has accurate information about the exact state, gradient pair (x, g i (x)), thus enhancing privacy. As a first take on privacy, let us consider a malicious entity (or an adversary, Z) that intends to extract information about the individual objective functions (f i (x)), based on information from gradients uploaded to the servers (W i−1,k [J, h]g h (x)) and the parameter vectors (x). One may choose to look at the malicious entity as a third party that has gained access to gradient and parameter information and now intends to know datasets/information stored with clients that induce the objective function. We can also consider multiple servers to form a malicious cohort, however, we will restrict to just one malicious server for the purpose of this discussion. The following information and constants are accessible to server Z, ∀ {i, k} -
• (x of the result obtained with this algorithm is proved by the analysis in Section 4. Such an algorithm will ensure that no adversary Z, can accurately estimate gradient values (g h (x)) at state x (and thereby function values (f h (x))) thereby enhancing privacy. The concept of weights (positive and negative), however, opens up a lot of avenues to achieve privacy in distributed optimization. Dividing gradients into smaller fractions and supplying these fractions to different servers guarantees that the model is accurate and also provides greater privacy (since the servers are oblivious to the true gradients).
Privacy of Function Partitioning Approach
Function partitioning approach is presented in our companion work [31] . Clients construct partitions of their own objective functions, and each of such partition is associated to one of the servers. This indicates that whenever a client sends an update to a specific server, it employs the function partition associated with that server as its objective function. Hence any server observes gradients from a specific partition of the client (and not the whole client objective function). The function splitting step is followed by a consensus -projected gradient step with the weights W i,k being fixed. Note that since the function-partitions can be added to form the original client function, all partitions together add up to f (x). We can, using the analysis developed in this report, claim that this problem, with partitioned functions, can be correctly optimized by our algorithm (with constant weights).
As an example consider an optimization problem posed in client-server framework as shown in Figure 2a . The servers intend to optimize f (x) = f 1 (x)+f 2 (x)+f 3 (x) where, f 1 (x) corresponds to C 1 , f 2 (x) corresponds to C 2 , and f 3 (x) corresponds to C 3 . In the function partitioning approach, each client C i splits its objective function into partitions f i,J (x) (corresponding to C i,J ), such that f i (x) = J f i,J (x). Each fraction C i,J is used as client C i 's objective function while sending updates to server J. This can be seen in Figure 2b . Claim 2. If every client sends updates to more than one server, and every server receives updates from more than one client, then no server can ever uncover the private objective function of any client.
Proof: Servers form a connected component (Assumption 6) and share states with other servers. A malicious server can observe the state evolution of all its neighbors. Using the state evolution and step-sizes, a malicious server may estimate the total gradient being used at neighboring server. This observed gradient is a cumulative effect of several function partitions connected to a server (greater than 1 by assumption). Hence, any malicious server may observe only sums of certain partitions.
A malicious agent can observe private objective function if and only if it can estimate gradients from all the partitions of that functions individually. This is, quite clearly, impossible since servers use aggregated gradient of all the partitions that are connected to them and one cannot estimate gradients from individual partitions based on aggregated gradients. Hence, no server can uncover private objective function of any client under given connectivity conditions of the partitions.
Privacy of Interleaved Consensus and Descent Algorithm
We can draw parallels between function splitting strategy and Algorithms 1, 2. We can consider every partition created by agents (function partition strategy) to be functions belonging to virtual agents (so we have as many virtual agents as we have function partitions). Recall that each partition (virtual agent) communicates with one server and hence, we set the weight for that server to be one and zero everywhere else. We have showed in Claim 2 that this method makes individual objective functions private to adversarial servers. Constant weight matrix provides privacy of objective functions, hence we conjecture that random weights will be at least as private. This follows from the fact that with randomly weighted gradients (with coordinate-wise weights) observed by any server it will be difficult for any server to guess actual gradients, thereby, providing privacy to the functions (data) stored with clients.
Although use of random multiplicative weights provides privacy there could be inadvertent leakage of information, e. is bounded. This condition is similar to SLC and ensures that the overall gradient from client i to all servers is zero. In this scenario, servers cannot guess if the true gradient is zero, based solely on the observed gradient upload.
Numerics
In this section we present the performance of iterative projected gradient descent and consensus algorithm on a distributed optimization problem. A static distributed optimization problem is presented in Section 6.1. Synchronous algorithm convergence and optimality results are also exhibited. A dynamic distributed optimization problem and its convergence results is presented in Section 6.2. Effect of different server-server topologies is presented in Section 6.4. 
Distributed Optimization -A Static Case
In a static example we assume the server-server graph topology and server-client graph topology are both static.
We consider a set of three Clients (C i ) each endowed with a scalar objective function (f i ) induced by their own dataset. The objective functions are given by,
The scalar parameter belongs to the convex-compact decision set X = [−10, 10]. We intend to find the
Note that the functions have bounded gradients (over X ). L 1 = 22, L 2 = 24, L 3 = 26 and L + = 72. The gradients g h (x) for h = 1, 2 and 3 are Lipschitz with constants being equal to 2, i.e. N 1 , N 2 , N 3 = 2 and N + = 6. The Servers are connected in a static graph. Servers S 1 and S 2 are connected, and S 2 and S 3 are connected. The doubly stochastic weight matrix B k for this topology is a scrambling matrix. All clients are connected to all servers in a static graph (see Figure 3) . The weights are assumed to remain constant throughout the execution of the distributed optimization algorithm. The weight matrix is given by,
Note that W satisfies the Symmetric Learning Condition (SLC) with M = 1 and the Bounded Update Condition (BUC) withM = 15. Interleaved Consensus and Projected Gradient Descent Algorithm described in Algorithm 1 and 2 is used to solve the distributed optimization problem described above. Consensus step is performed every five A decreasing learning rate is set α k = 1/(k + 0.0001). Note that this satisfies all the conditions on learning rate specified in Eq. 7. The server parameter (x J ) for all servers converges to x * = 2. Figure 4a shows the convergence of iterate average to the optimum x * = 2. The maximum deviation of iterate from its average over all servers is plotted with respect to time in Figure 4b . The plot shows that the server iterates converge to each other eventually as proved in Claim 1. The iterates (x J i,k ) are plotted in Figure 4c . The figure shows convergence of iterates to the optimum. Figure 4d shows the decrease in RMS error (η 2 k ). The RMS error decrease shows that all servers move in the direction of the optimum.
Distributed Optimization -A Dynamic Example
In the dynamic example we do not assyme anything about the server-client and server-server topologies apart from Assumptions 5 and 6.
The scalar parameter belongs to the convex-compact decision set X = [−10, 10]. We intend to find the 
Note that all three matrices are scrambling matrices and hence any choice of B k is acceptable. All clients are connected to servers in a static graph. The weights are arbitrarily changed throughout the execution of the distributed optimization algorithm. The weight matrix W is constructed to satisfy the Symmetric Learning Condition (SLC) with M = 1 and the Bounded Update Condition (BUC) withM = 15.
Interleaved Consensus and Projected Gradient Descent algorithm described in Algorithm 1 and 2 is used to solve the distributed optimization problem described above. Consensus step is performed every five gradient descent steps (∆ = 5). A decreasing learning rate is set α k = 1/(k + 0.0001). Note that this satisfies all the conditions on learning rate specified in Eq. 7.
The server parameter (x J ) for all servers converges to x * = 2. Figure 5a shows the convergence of iterate average to the optimum x * = 2. Figures 5b, 5c and 5d depict the maximum deviation of iterate from the iterate-average, iterate convergence to each other and the decrease in RMS error (η 2 k ) respectively.
Static and Dynamic Cases -Comparison
The results are similar for the static and dynamic example presented in Sections 6.1 and 6.2 respectively. Interleaved algorithm converges to the optimum in both cases. However, an interesting difference is that the iterates converge to the optimum much faster in the dynamic example. This can be seen clearly from the comparison of evolution of iterate-average (Figures 4a and 5a , note the X-axes have different limits) and the RMS error plot (Figures 4d and 5d , note the X-axes have different limits).
The difference between static and dynamic solutions can be attributed to the fact that in the static case specific servers are forced in opposite direction (negative and positive weights). It takes several iterations (α k has to be small enough) for the iterates to converge in response to the consensus step. However, in the 
Effect of Server Topologies
We study the effect of different server topologies on the performance of Interleaved algorithm for a static distributed optimization problem. We consider four servers (S 1 , S 2 , S 3 and S 4 ) and three clients (C 1 , C 2 and C 3 ). The objective functions for the three clients are same as seen in the static problem defined in Section 6.1. The optimum of f (x) is x * = 2. The weight matrix W is given by,
Note that this weight matrix satisfies SLC with M = 1 and BUC withM = 15. We consider four different server topologies (constant over time) and corresponding doubly stochastic consensus weight matrices -Linear/Path graph ( Figure 6a Note that only Star and Complete graph topologies give rise to a scrambling transition matrix, B k . The simulation results in Figure 7 show that the server-server communication topology has a significant impact on the speed of convergence. Star topology performs the worst in terms of speed of convergence ( Figure 7a ) and reduction of RMS error (Figure 7c ). As expected, complete graph, server-server topology performs best, since it allows for fastest mixing of information. Linear and Cyclic graph both perform similar, however, Cyclic topology performs slightly better. This is also reasonable, since cyclic allows better mixing, (servers 1 and 4 are connected in cyclic graph, however, they are not connected in linear graph).
Discussion
We present a privacy promoting algorithm for distributed optimization in multi parameter server architecture. In Section 4 correctness and optimality of the algorithm are proved. Simulation results presented in Section 6 also show that iterates converge to the optimum. The speed of convergence depends on the communication topology between servers. We also show through simulation that the algorithm gets a significant speedup when the gradient weights are randomly changed at every iteration (as opposed to being constant). We reason that time-varying gradient weights ensures that no iterate gets pushed away from the optimum (negative weight) for extended periods of time. Hence, a iterate that gets kicked away from the equilibrium in an iteration, can easily get back towards optimum at the next instant when the weight becomes positive, resulting in faster convergence.
We show convergence properties for this synchronous algorithm with a fixed ∆. However, we conjecture that the algorithm will work as intended even when ∆ changes during an execution, as long as it is frequent enough. This algorithm can also be tweaked to perform correctly in an asynchronous execution. Asynchronous algorithm along with its convergence analysis will be exhibited in a future technical report.
Privacy enhancement comes from the random weights (W matrix) used by the clients when the gradients are uploaded to parameter servers. Since, the weights are random, servers are oblivious to the true gradients. Enhanced privacy is achieved so long as the servers do not collaborate and share the gradients received from the clients directly. As the model is shared among servers, the parameter servers learn the correct model, however, cannot figure out specifics about the data improving privacy. We present a few intuitive arguments for privacy in function splitting approach (cf. [31] ) in Section 5 and draw parallels to motivate privacy in our algorithm. Detailed analysis of privacy guarantees will be presented in a future technical report.
Optimization of Convex aggregate of Non-convex functions
The analysis in Section 4 motivates a solution for another interesting problem. Let us consider C agents each endowed with a private objective function f i (x) that are not guaranteed to be convex, however the sum f (x) = C i=1 f i (x) is known to be convex. We refer to such an objective function (f (x)) as convex aggregate of non-convex functions. We intend to solve distributed learning problem (Problem 1). We prove, in our report [31] , that coupled consensus and gradient descent algorithm presented in [24] can optimize convex sum of non-convex functions.
A.2 Non-Negative Weight Matrix with Complete Server Graph

A.2.1 Proof for Lemma 8
Proof: All servers agree to the state at the end of a cycle. This is a direct consequence of performing consensus after every ∆ projected gradient descent steps.
Using the non-expansivity property of the Projection operator, convexity of functions f i , and gradient boundedness (Assumption 3) we have,
Adding the above inequality for all time instants within a cycle i.e. i = 1, · · · , ∆, and cancelling telescoping terms;
Adding the above inequality for all servers, i.e. J = 1, · · · , S;
We consider now the consensus step, use Jensen's inequality and non-negativity of norm to get,
Combining the two inequalities presented above and strengthening the inequality we get,
. . . Strengthening the ineq.
where, in the second to last step, using non-negativity of W matrix we get,
for some real number C 0 > 0.
A.2.2 Proof for Theorem 9
Proof: The proof closely follows the proof to Proposition 2.1 in [32] . We use the fact that once the iterate enters a certain level set it will not get too far away from the set. Let us fix a γ > 0 and let k 0 be such that
We have from Lemma 8, for all x * ∈ X * and all k ≥ k 0 ,
The above inequality implies that,
Hence, for all k ≥ k 0 , the distance of the iterate from the optimal set X * is decreasing due to assumptions on α k (so long as f (x 0,k ) > f * + γ remains valid).
This scenario (Case 2) occurs for infinitely many k. This follows directly from Eq. 85, and the assumptions on α k 5 . x 0,k belongs to the level set L γ = {y ∈ X |f (y) ≤ f * + γ}. The level set is bounded due to boundedness of X * and we have,
We get from Eq. 84, x 0,k+1 − x 0,k ≤ α k C 0 / √ S, by substituting y = x 0,k . Further using triangle inequality as x 0,k+1 − x * ≤ x 0,k+1 − x 0,k + x 0,k − x * , we have, 
A.3 Complete Server Graph
A.3.1 Proof for Lemma 6
Proof: We start with projection gradient descent method and establish error between the iterate and any point y ∈ X , 
where, the vector l h,i−1 is such that its norm is less than or equal to N h x i−1,k − x 0,k . We further bound x i−1,k − x 0,k using Eq. 89 and using triangle inequality,
Now we move on to using these expressions to bound terms in Λ. 
Substituting the above inequality in Eq. 87 and using the property 2 x ≤ 1 + x 2 ,
A.3.2 Proof for Theorem 7
Proof: We will use the deterministic version of Lemma 1 for proving convergence. We being by rewriting the relationship between iterates from Lemma 6, for y = x * ∈ X * ,
where, 
