Monotone Lagrangian Floer theory in smooth divisor complements: I by Daemi, Aliakbar & Fukaya, Kenji
MONOTONE LAGRANGIAN FLOER THEORY IN
SMOOTH DIVISOR COMPLEMENTS: I
ALIAKBAR DAEMI, KENJI FUKAYA
Abstract. In this paper, we discuss Floer homology of Lagrangian
submanifolds in an open symplectic manifold given as the complement
of a smooth divisor. Firstly, a compactification of moduli spaces of
holomorphic strips in a smooth divisor complement is introduced. Next,
this compactification is used to define Lagrangian Floer homology of two
Lagrangians in the divisor complement. The main new feature of this
paper is that we do not make any assumption on positivity or negativity
of the divisor.
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1. Introduction
Lagrangian Floer theory plays a central role in recent developments in
symplectic topology; it has been used to study symplectic rigidity of La-
grangain submanifolds [ALP] and it lies at the heart of the homological mir-
ror symmetry program [Ko]. This theory associates a homology group to a
pair of Lagrangians in a symplectic manifold. In order to define this invari-
ant, one needs to make some restrictive assumptions on the Lagrangians and
the underlying symplectic manifold. Hence, there are various flavors of La-
grangian Floer homology in the literature [Fl1, Oh1, FOOO1, FOOO2, AJ].
In this paper, we study Floer homology for Lagrangians in open sym-
plectic manifolds obtained by removing a divisor from a closed symplectic
manifold. The novelty of of our construction is that we do not make any
convexity assumption about the ends of such open manifolds. The main ap-
plication that we have in mind is in gauge theory. Motivated by [MW], we
are planning to use the construction of the present article and its subsequents
to define symplectic instanton Floer homology for arbitrary U(N)-bundles
over 3-manifolds. In particular, this construction in the case of N = 2 and
integral homology spheres would give a formulation of the Atiyah-Floer con-
jecture [DF]. As it is discussed in the last section of the paper, it is plausible
that the construction of this paper can be useful in various other contexts.
1.1. Statement of Results. Let (X,ω) be a compact symplectic manifold
and D be a codimension two symplectic submanifold of X. We assume that
there exists an (integrable) complex structure JD on D such that the restric-
tion of ω and JD defines a Ka¨hler structure on D. We also assume that the
the symplectic normal bundle of D in X admits a compatible holomorphic
structure extending the Ka¨hler structure (D, ω|D, JD). From now on, if this
assumption holds, we say D is a smooth divisor in (X,ω).
Definition 1.1. Let L be a compact Lagrangian submanifold of X\D. We
say L is monotone in X \ D, if there exists c > 0 such that the following
holds for any β ∈ Im(pi2(X \ D, L)→ pi2(X,L)):
ω(β) = cµ(β).
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Here µ : H2(X,L;Z)→ Z is the Maslov index associated to the Lagrangian
submanifold L. (See, for example, [FOOO6, Subsection 2.1.1].) The minimal
Maslov number of a Lagrangian L in X \ D is defined to be:
inf{µ(β) | β ∈ Im(pi2(X \ D, L)→ pi2(X,L)), ω(β) > 0}.
Definition 1.2. Let L0, L1 be compact subspaces of X \ D. We say L0 is
Hamiltonian isotopic to L1 in X \ D if there exists a compactly supported
time dependent Hamiltonian H : (X \ D)× [0, 1]→ R such that the Hamil-
tonian diffeomorphism ψH : X \ D → X \ D maps L0 to L1. Here ψH is
defined as follows. Let Ht(x) = H(x, t) and XHt be the Hamiltonian vector
field associated to Ht. We define ψ
H
t by
ψH0 (x) = x,
d
dt
ψHt = XHt ◦ ψHt .
Then ψH := ψ
H
1 . We say that ψH is the Hamiltonian diffeomorphism asso-
ciated to the (non-autonomous) Hamiltonian H.
Definition 1.3. Let ΛQ denote the Novikov field of all formal sums:
∞∑
i=1
aiT
λi
where ai ∈ Q, λi ∈ R, λi < λi+1 and limi→∞ λi = +∞.
The main result of this paper is the following.
Theorem 1.4. Let L0, L1 ⊂ X\D be compact, oriented and spin Lagrangian
submanifolds such that they are monotone in X \ D. Suppose one of the
following conditions holds:
(a) The minimal Maslov numbers of L0 and of L1 are both strictly greater
than 2.
(b) L1 is Hamiltonian isotopic to L0.
Then we can define Floer homology group HF (L1, L0;X \ D), which is a
ΛQ-vector space, and satisfies the following properties.
(1) If L0 is transversal to L1 then we have:
rankΛQHF (L1, L0;X \D) ≤ #(L0 ∩ L1).
(2) If L′i is Hamiltonian isotopic to Li in X \ D for i = 0, 1, then:
HF (L1, L0;X \ D) ∼= HF (L′1, L′0;X \ D)
(3) If we assume either (b) or pi1(L0) = pi1(L1) = 0, then we can replace
ΛQ with Q, the filed of rational numbers.
(4) If L0 = L1 = L, then there exists a spectral sequence whose E
2 page
is the singular homology group H∗(L;Q) of L and which converges
to HF (L,L;X \ D).
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Remark 1.5. The above theorem can be strengthened in various directions.
In Theorem 1.4, we assumed Li is spin. We can relax this condition to the
condition that Li ⊂ X \ D is relatively spin and (L1, L0) forms a relatively
spin pair in X \ D. (See [FOOO1, Definition 3.1.1] for the definition of
relatively spin Lagrangians and relatively spin pairs.)
Let L be a monotone Lagrangian in X \ D. Associated to any such
Lagrangian, there is an element POL(1) ∈ ΛQ, which vanishes if minimal
Maslov number of L is not equal to 2. The assumption in Item (a) can be
also weakened to the assumption that POL0(1) = POL1(1). We can also
replace the assumption in Item (3), with the weaker assumption stated in
Condition 4.4 (2).
Remark 1.6. Our assumption on D implies that we can choose an almost
complex structure J on X which is integrable in a regular neighborhood of
D and is tamed with respect to the symplectic structure ω. (See Subsection
3.3.) This assumption simplifies the analysis of J-holomorphic curves in
the regular neighborhood of D. Although we believe that this assumption
can be relaxed1, we work with this stronger assumption to avoid a lengthier
paper.
1.2. Relations to other Works. In [Fl1], Floer prove the analogue of
Theorem 1.4 in the case that pi2(X,Li) = 0 and the coefficient ring is Z/2Z.
In this case, the analogue of the spectral sequence in (4) collapses in the
second page and the Floer homology of the pair (L,L) is isomorphic to
singular homology of L [Fl1, Fl2]. Oh generalizes Floer’s construction to
the case that L0 and L1 are monotone in X [Oh1]. He also constructed a
spectral sequence from the Lagrangian Floer homology of the pair (L,L) to
the homology of L in [Oh2]. (See also [FOOO1, Chapter 2] and [BC].).
The main new feature of Theorem 1.4 is that we assume monotonic-
ity of L0 and L1 only in X \ D. Roughly speaking, the Floer homology
HF (L1, L0;X \D) is defined using only holomorphic disks which ‘do not in-
tersect’ D. Therefore, Theorem 1.4 can be regarded as an extension of Oh’s
monotone Floer homology [Oh1] to open manifolds where the geometry at
infinity is controlled by a smooth divisor. As we mentioned earlier, this
extension of Floer homology is motivated by monotone Lagrangian sub-
manifolds in divisor complements which are constructed by gauge theory
[MW, DF].
There are various other special cases of Theorem 1.4 which already ap-
pear in the literature. In the case that X \ D is convex at infinity, the
methods of [FOOO1, FOOO2] can be used to define a Floer homology group
HF (L1, L0;X \D) satisfying properties (1), (2), (3) and (4) of Theorem 1.4.
In particular, this setup can be applied to the case that each component of
D is a positive multiple of the Poincare´ dual of [ω], the cohomology class of
the symplectic form. Starting with the remarkable work of Seidel [Se1, Se4],
1See [MTZ] for a way to generalize the notion of normal crossing divisor to symplectic
category.
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such Floer homology groups have been used to study Fukaya category of X
and to verify homological mirror symmetry for some special examples.
Similar to other versions of Lagrangian Floer homology, the main geomet-
rical input in the definition of the Floer homology of Theorem 1.4 is the mod-
uli space of holomorphic maps from the standard disc to X (equipped with
appropriate almost complex structures), which satisfy Lagrangian boundary
conditions and intersect D in a prescribed way. In Section 2, we review the
definition of such moduli spaces of holomorphic discs. These moduli spaces
admit a compactification, called the stable map compactifiaction, which plays
an essential role in the definition of previous versions of Floer homology. This
topology, however, is not suitable to prove Theorem 1.4 as it is explained
in Section 2. To resolve this issue we introduce a stronger compactification
which depends on the divisor D and is called the RGW compactification2.
The definition of the RGW compactification has formal similarities with the
compactification of the moduli spaces used in symplectic field theory. Per-
haps a more related context to the RGW compactification is the theory of
relative Gromov-Witten invariants, which have been treated in various places
in the literature [Li, GS, IP, LR, Pa, T]. In relative Gromov-Witten theory
one uses the moduli spaces of holomorphic maps from a closed surface to
X, which intersect a divisor D in a prescribed way, to construct numerical
invariants of (X,D). In particular, one should be able to use the analytical
methods of this paper and [DFII] in the context of relative Gromov-Witten
invariants for a pair of a symplectic manifold and a smooth divisor.
1.3. Outline of Contents. The main properties of the RGW compactifi-
cation is stated in Theorem 3.1. In summary, the RGW compactification
determines a compact space which might not be a manifold, but it admits
a Kuranishi structure with boundary and corners. Part of the data of an
element of the RGW compactification is given by holomorphic maps to the
projective bundle associated to the normal bundle of the divisor D in X. In
Subsection 3.3, we fix a complex structure and a symplectic form on this
manifold. The corners of our Kuranishi structures are described by com-
binatorial objects which are called DD-ribbon trees and SD-ribbon trees.
These objects are introduced in Subsections 3.4, 3.5 and 3.6. In particular,
the definition of the RGW compactification, as a set, is given in Subsection
3.6. Subsection 3.7 discusses a stratification on the moduli space, which is
roughly given by how deep a holomorphic map intersects the smooth divisor
D. There are natural forgetful maps between various moduli spaces and in
Subsection 3.8 we explain how our compactification behaves with respect to
these maps.
The proof of our main result, Theorem 1.4, is given in Section 4. The
proof is based on the properties of the Kuranishi structure of Theorem 3.1
and the description of the boundary and stratification of the RGW compc-
tification. We firstly construct Floer homology in Subsection 4.1 in the case
2RGW stands for Relative Gromov Witten theory.
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that Condition (a) in Theorem 1.4 holds and it is possible to use rational
numbers as coefficient ring. In Subsection 4.2, we define a potential function
for Lagrangians with minimal Maslow number 2 and explain how the con-
struction should be extended to the case that Condition (a) is replaced with
a weaker assumption. Subsection 4.3 is concerned with the independence
of Floer homology from the auxiliary choices involved in the definition. In
Subsection 4.4, we give the definition of Floer homology with coefficients
in the Novikov field ΛQ when it is not possible to use rational coefficients.
Finally in the last subsection of this section we give a proof of the spectral
sequence claimed in Theorem 1.4.
To complete the proof of Theorem 3.1, we need to define the topology
on the underlying set of the RGW compactification and define a Kuranishi
structure on this space. The RGW topology is defined in Section 5. In this
Subsection 5.1,we firstly recall the definition of the stable map topology.
Then we describe the RGW topology in Subsection 5.2 and show that the
RGW compactification is a compact metrizable space with respect to this
topology. The construction of the Kuranishi structure is given in the sequel
paper [DFII].
The final section of the paper is devoted to various possible extensions
of our main result. In particular, we explain how we expect that one can
associate an A∞-category to a family of Lagrangians in the complement of
a smooth divisor, generalize the construction of this paper to the case of
normal crossing divisors and define an equivariant version of Lagrangian
Floer homology of Theorem 1.4. In Subsection 6.4, two conjectures about
the existence of closed-open maps in our setup are stated. Generalizations
to non-compact Lagrangians are also discussed in Subsection 6.5.
Acknowledgements. We thank Paul Seidel, Mark Gross, Mohammad
Tehrani and Aleksey Zinger for helpful conversations. We are grateful to
the Simons Center for Geometry and Physics for providing a stimulating
environment for our collaboration on this project.
2. Moduli Space of Pseudo Holomorphic Discs and Strips
Let L (resp. L0, L1) be a monotone Lagrangian submanifold (resp. a
pair of monotone Lagrangian submanifolds) in X \ D. We assume L0 is
transversal to L1. Let p, q ∈ L0 ∩ L1. We consider a map
u : R× [0, 1]→ X
such that u(τ, 0) ∈ L0, u(τ, 1) ∈ L1 and
(2.1) lim
τ→−∞u(τ, t) = p, limτ→+∞u(τ, t) = q.
Definition 2.1. We say u and u′ as above are homologous to each other if
there exists v : Σ→ X with the following properties.
(1) Σ is an oriented 3 dimensional manifold with corners. ∂Σ is identified
with (R× [0, 1]×{0, 1})∪S0∪S1, where ∂S0 ∼= R×{0}×{0, 1} and
∂S1 ∼= R× {1} × {0, 1}.
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(2) v : Σ→ X is a continuous map.
(3) v(τ, t, 0) = u(τ, t) and v(τ, t, 1) = u′(τ, t).
(4) v(S0) ⊂ L0, v(S1) ⊂ L1.
(5) Complement of a compact subspace of Σ is identified with ((−∞,−C]×
[0, 1]2) ∪ ([C,∞)× [0, 1]2) and
lim
τ→−∞ v(τ, x) = p, limτ→+∞ v(τ, x) = q.
The set of such homology classes is denoted by Π2(X;L1, L0; p, q).
We denote by Π2(X;L,Z) the image of the Hurewicz homomorphism
pi2(X,L)→ H2(X,L;Z). We can define the following obvious concatenation
maps
(2.2)
# : Π2(X;L1, L0; p, r)×Π2(X;L1, L0; r, q)→ Π2(X;L1, L0; p, q),
# : Π2(X;L1, L0; p, q)×Π2(X;L0,Z)→ Π2(X;L1, L0; p, q),
# : Π2(X;L1, L0; p, q)×Π2(X;L1,Z)→ Π2(X;L1, L0; p, q).
See Figures 1, 2 and 3.
Definition 2.2. Let α ∈ Π2(X,L;Z). We denote by Mreg1 (L;α) the set
of all equivalence classes of smooth maps u : (D2, ∂D2) → (X,L) with the
following properties:
(a.1) u is holomorphic.
(a.2) The homotopy class of u is α.
The equivalence relation on such maps is defined as follows. Given u and u′
as above, we write u ∼ u′ if there exists a bi-holomorphic map v : D2 → D2
such that:
(b.1) u ◦ v = u′.
(b.2) v(1) = 1.
We define the evaluation map ev :Mreg1 (L;α) → L by ev(u) = u(1). We
write Mreg1 (α) instead of Mreg1 (L;α) when the choice of L is obvious from
the context.
Theorem 2.3. There is a topology, called the stable map topology, on
Mreg1 (L;α) such thatMreg1 (L;α) has a compactificationM1(L;α), the stable
map compactification. The compact Hausdorff spaceM1(L;α) has a Kuran-
ishi structure with boundary and corner. The evaluation map ev is extended
to ev : Mreg1 (L;α) → L, which is strongly smooth and weakly submersive.3
Moreover, the Kuranishi structure is oriented if L is (relatively) spin.
This is proved in [FOOO2, Proposition 7.1.1]. See Subsection 5.1 for a
review of the stable map topology.
Definition 2.4. Let β ∈ Π2(X;L1, L0; p, q). We defineMreg(L1, L0; p, q;β)
to be the set of all equivalence classes of maps u : R × [0, 1] → X with the
following properties:
3See [FOOO6, Definition 3.38] for the definition of strongly smooth and weakly sub-
mersive maps.
8 ALIAKBAR DAEMI, KENJI FUKAYA
(1) u is holomorphic.
(2) u(τ, 0) ∈ L0 and u(τ, 1) ∈ L1 for any τ .
(3) The asymptotic boundary condition (2.1) is satisfied.
(4) The homology class of u is β.
The equivalence relation in the definition ofMreg(L1, L0; p, q;β) is given by
translation along the R factor of R × [0, 1]. Namely, u ∼ u′, if there exists
τ0 such that u
′(τ, t) = u(τ + τ0, t).
We also defineMreg0,1(L1, L0; p, q;β) andMreg1,0(L1, L0; p, q;β) to be the sets
of all maps u satisfying the above conditions (1)-(4). Note that we do not
divide these moduli spaces by the R action. We define the evaluation maps
ev0,1 :Mreg0,1(L1, L0; p, q;β)→ L0 and ev1,0 :Mreg1,0(L1, L0; p, q;β)→ L1 by
ev0,1(u) = u(0, 0), ev1,0(u) = u(0, 1).
Remark 2.5. The set Mreg0,1(L1, L0; p, q;β) can be regarded as the moduli
space of marked holomorphic strips (u, z0) modulo the translation action
where z0 is a marked point on R × {0}. Any such marked strip has a
unique representative where z0 = (0, 0). Similarly, Mreg1,0(L1, L0; p, q;β) can
be regarded as a moduli space of marked strips (u, z1) modulo the translation
action where z1 is a marked point on R × {1}. See Definition 3.45 for the
generalization Mregk1,k0(L1, L0; p, q;β).
Theorem 2.6. There is a topology, called the stable map topology, on the
spaces:
Mreg(L1, L0; p, q;β), Mreg0,1(L1, L0; p, q;β), Mreg1,0(L1, L0; p, q;β).
There are also compactifications of these spaces denoted by:
M(L1, L0; p, q;β), M0,1(L1, L0; p, q;β), M1,0(L1, L0; p, q;β).
These compactifications are metrizable and have Kuranishi structures with
boundary and corners. The evaluation maps ev1,0, ev0,1 can be extended
to the compactifications as strongly smooth and weakly submersive maps.
The normalized boundary4 of M(L1, L0; p, q;β), as a space with Kuranishi
structure, is the union of the following three types of fiber or direct products:
(1)
M(L1, L0; p, r;β1)×M(L1, L0; r, q;β2).
Here r ∈ L0∩L1, β1 ∈ Π2(L1, L0; p, r) and β2 ∈ Π2(L1, L0; r, q) such
that β1#β2 = β.
(2)
M0,1(L1, L0; p, q;β′)×L0M1(L0;α).
Here β′ ∈ Π2(L1, L0; p, q) and α ∈ Π2(X,L0;Z) satisfy β′#α = β.
The fiber product is defined using ev0,1 and ev.
4See [FOOO6, Definition 8.4] for the definition of normalized boundary.
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(3)
M1,0(L1, L0; p, q;β′)×L1M1(L1;α).
Here β′ ∈ H2(L1, L0; p, q) and α ∈ Π2(X,L1;Z) satisfy β′#α = β.
The fiber product is defined using ev1,0 and ev.
Moreover, these Kuranishi structures are orientable and the above isomor-
phisms are orientation preserving if L0 and L1 are (relatively) spin.
This theorem is also proved in [FOOO2]. Boundary elements of types (1),
(2) and (3) are respectively sketched in Figures 1-3.
L1
L0 p qr
β1 β2
Figure 1. A boundary element of type (1)
p
q
L0
L1
β
α
Figure 2. A boundary element of type (2)
p
q
L0
L1
β
α
Figure 3. A boundary element of type (3)
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Next, we review the general idea of the construction of Lagrangian Floer
homology[Fl1]. Let CF (L1, L0) be the vector space generated by the ele-
ments of L0∩L1. There is also a map ∂ : CF (L1, L0)→ CF (L1, L0) defined
as:
(2.3) ∂([p]) =
∑
q,β
#M(L1, L0; p, q;β)[q].
Here the sum on the left hand side is taken over all (q, β) such that the
virtual dimension of M(L1, L0; p, q;β) is 0.
One might hope to use moduli spacesM(L1, L0; p, q;β) of virtual dimen-
sion 1 to show that ∂ is a differential. The count of boundary elements
of type (1) gives the coefficient of [q] in ∂ ◦ ∂([p]). Since the signed count
of the boundary elements of a Kuranishi space of dimension 1 is zero, this
implies that ∂ ◦∂ = 0, assuming the boundary elements of types (2) and (3)
are empty. However, this does not happen in general and ∂ might not be a
differential. In the special case that L0, L1 are monotone in X with minimal
Maslov number greater than 2, we can pick perturbations of moduli spaces
such that there is no boundary element of type (2) or (3) for the moduli
spaces M(L1, L0; p, q;β) of virtual dimension 1. This gives rise to the Oh’s
construction of Floer homology of monotone Lagrangians [Oh1].
In order to prove Theorem 1.4 where the Lagrangian Li is monotone only
in X \ D, we may try to restrict β to the classes which satisfy the following
additional condition:
Condition 2.7. We say α ∈ Π2(X,L) (resp. β ∈ Π2(X;L1, L0; p, q)) has
vanishing algebraic intersection with D, if:
(2.4) [α] · D = 0
(resp.
(2.5) [β] · D = 0).
In the definition of (2.3), suppose we only use homology classes β ∈
Π2(X;L1, L0; p, q) satisfying Condition 2.7. Then we might hope that the
monotonicity of L0, L1 in X \ D allows us to repeat Oh’s argument and
avoid boundary elements of types (2) and (3). This idea, however, does
not work in general. Suppose β has vanishing algebraic intersection with
β and M(L1, L0; p, q;β) has virtual dimension 1. Then this space could
have boundary elements of type (1) associated to homology classes β1, β2
such that β1#β2 = β, [β1] · D < 0 and [β2] · D > 0. (See Figure 4 below.)
Therefore, we would face again with a similar issue to show that ∂ ◦ ∂ = 0.
(See Figure 4 below.)
The arrangement in Figure (4) is not completely realistic because of the
following lemma. This lemma is an immediate consequence of positivity of
intersection points of a holomorphic curve with a divisor.
Lemma 2.8. If Mreg(L1, L0; p, q;β) (resp. Mreg1 (L;α)) is nonempty, then
β · D ≥ 0 (resp. α · D ≥ 0).
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L1
L0 p qr
+1
−1
D
Figure 4. Monotonicity is broken
A more realistic arrangement for the issue raised above is given in Figure
5. In Figure 5 two sphere bubbles are completely contained in the divisor
L1
L0 p qr
+1
+1
−2 0
β1
β2
Figure 5. Monotonicity is broken: 2
D. The numbers 0 and −2 written at the top of the sphere components are
the intersection numbers of those sphere bubbles with D. (Note that the
intersection numbers can be nonpositive only when the spheres are contained
in the divisor.) The two strips (joining p to r and r to q) intersect with D at
the roots of the sphere bubbles. The intersection number of the strips with
D are both +1 as drawn in the figure. (This number is necessarily positive
because of Lemma 2.8.) β1 and β2 are homology classes of strips together
with sphere bubbles on it. Therefore, β1 · [D] = −1 and β2 · [D] = +1.
The main idea to resolve this issue is to replace stable map compactifica-
tion with a stronger topology. This stronger topology admits a Kuranishi
structure and it allows us to separate the part of a holomorphic curve with
negative intersection with D from the rest of it. After the construction of
the compactification, we can use the monotonicity of Li in X \ D to adapt
Oh’s argument and prove Theorem 1.4. The rest of this paper and [DFII]
are devoted to carry out these steps.
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Before closing this section, we discuss another example, which shows that
it is hard to separate an element as in Figure 5 from the holomorphic curves
that each of the disk components, together with sphere bubbles attached
to it, satisfies Condition 2.7. Figure 6 sketches a strip together with a
sphere bubble, which has three irreducible components. All 3 irreducible
components in the bubble are contained in the divisor D. The two bubbles
whose roots are drawn by red circles are non-constant maps in D. The
intersection number of them are −2 and 0 respectively. The third component
(whose root is drawn by a black circle) is a ‘phantom bubble’, that is, the
map is a constant map on this component. The strip intersects D with
multiplicity 2 at the root of the tree of sphere bubbles.
L0
L1
+2
−2
0
p
q
Constant
Figure 6. Configuration with Fantom bubble
We firstly smooth out two red nodes in Figure 6 and obtain the arrange-
ment in Figure 7, which is a strip with one bubble. The bubble is again in
the divisor D and its intersection number with D is −2. The strip inter-
sects with D with multiplicity 2 at the root of the bubble. Therefore Figure
7 can occur as a limit of a sequence of pseudo holomorphic strips ui ∈
Mreg(L1, L0; p, q;β). Note that Lemma 2.8 implies that ui(D2) ⊂ X \ D.
L0
L1
+2
−2
p
q
Figure 7. Configuration with one bubble
Alternatively, we can smooth out the black nodal point in Figure 6 and
obtain the configuration of Figure 8, which is a strip with two bubbles. The
bubbles are again in the divisor D and their intersection numbers with D
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are −2 and 0, respectively. The strip intersects with D at two points (the
roots of the bubbles) and the multiplicity of the intersections are both 1.
Figure 8 can not occur as a limit of a sequence of pseudo holomorphic disks
ui ∈ Mreg(L1, L0; p, q;β). In fact, if u ∈ Mreg(L1, L0; p, q;β) is closed to
the configuration in Figure 8, then we fix γ to be a simple closed curve in
the domain of u which is close to a loop encircling the base of the sphere of
Figure 8 whose intersection with D is −2. Thus the intersection of D with
the disc bounded by γ is negative, which is a contradiction. Thus we do
not want to include holomorphic curves of Figure 8 in our compactification.
Note also that by considering the case when the roots of the two sphere
bubbles in Figure 8 move far away from each other, the configuration in
Figure 8 is connected to the configuration in Figure 5.
L0
L1
−2 0
p
q
+1 +1
Figure 8. Configuration with two bubbles
The holomorphic curve in Figure 6 is limits of both elements in Figure
8, which we do not want to include in the configuration, and elements in
Figure 7 which we need to include in our compactification. The idea of RGW
Compactification is to put more information on the part of the phantom
bubble so that we can separate Figure 8 from Figure 7.
3. RGW Compactification of the Moduli Space of Disks and
Strips in X \ D
3.1. Statement. As we explained in the last section, the stable map com-
pactification of Theorem 2.6 is not suitable for the proof of Theorem 1.4.
There is an alternative compactification that satisfies the properties men-
tioned in the next theorem:
Theorem 3.1. Let α ∈ Π2(X,L), β ∈ Π2(X;L1, L0; p, q) such that
α · [D] = β · [D] = 0.
Then the spaces:
Mreg1 (L;α), Mreg(L1, L0; p, q;β),
Mreg0,1(L1, L0; p, q;β), Mreg1,0(L1, L0; p, q;β)
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with the topologies in Theorems 2.3, 2.6, have alternative compactifications,
which we denote by
MRGW1 (L;α), MRGW(L1, L0; p, q;β),
MRGW0,1 (L1, L0; p, q;β), MRGW1,0 (L1, L0; p, q;β).
These compactifications are compact metrizable spaces. They have Kuran-
ishi structures with boundary and corners. The evaluation maps ev, ev0,1,
ev1,0 can be extended to these compactifications, so that they become strongly
smooth and weakly submersive5. The normalized boundary6 of the moduli
spaceMRGW(L1, L0; p, q;β) is the union of the following three types of ‘fiber
or direct products’ (as spaces with Kuranishi structure).
(1)
MRGW(L1, L0; p, r;β1) ×ˆMRGW(L1, L0; r, q;β2).
Here r ∈ L0∩L1, β1 ∈ Π2(X,L1, L0; p, r) and β2 ∈ Π2(X,L1, L0; r, q)
such that β1#β2 = β and
(3.1) β1 · [D] = β2 · [D] = 0.
The symbol ×ˆ will be discussed in Subsection 3.7.7
(2)
MRGW1,0 (L1, L0; p, q;β′) ×ˆL1MRGW1 (L1;α).
Here β′ ∈ Π2(X,L1, L0; p, q), α ∈ Π2(X,L1;Z) form a pair such that
β′#α = β and
(3.2) β′ · [D] = α · [D] = 0.
The ‘fiber product’ ×ˆL1 is defined using ev1,0 and ev. (Here ×ˆL1
is slightly different from the ordinary fiber product. See Subsection
3.7.)
(3)
MRGW0,1 (L1, L0; p, q;β′) ×ˆL0MRGW1 (L0;α).
Here β′ ∈ Π2(X,L1, L0; p, q), α ∈ Π2(X,L0;Z) form a pair such that
β′#α = β and
(3.3) β′ · [D] = α · [D] = 0.
The ‘fiber product’ ×ˆL0 is defined using ev0,1 and ev.
Moreover, these Kuranishi structures are orientable and the above isomor-
phisms are orientation preserving if L0 and L1 are (relatively) spin.
5See [FOOO6, Definition 3.38] for the definitions.
6See [FOOO6, Definition 8.4] for the definition.
7Roughly speaking, it is the ordinary direct product outside a union of codimension
2 strata, and the obstruction bundle on the complement of these codimension 2 strata is
given by the product of the pulled-back of obstruction bundles of product summands.
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Definition 3.2. We call the spaces MRGW1 (L;α), MRGW(L1, L0; p, q;β),
MRGW0,1 (L1, L0; p, q;β) and MRGW1,0 (L1, L0; p, q;β) relative Gromov-Witten
theory compactification (or RGW compactification) of the corresponding
moduli spaces. The topologies of these spaces are called the RGW topology.
Remark 3.3. We do not need the monotonicity assumption to prove The-
orems 2.3, 2.6 and 3.1. We use the monotonicity of L, L1 and L0 to derive
Theorem 1.4 from Theorem 3.1.
The proof of Theorem 3.1 occupies the rest of this section, Section 5 and
[DFII].
3.2. A Partial C∗-action in a Neighborhood of the Divisor. Given a
smooth divisor D in X, there is a partially defined C∗ action in a regular
neighborhood of D. This action plays a central role in our construction of
the RGW compactification. So we take a moment to formalize the notion
of a partial C∗ action on a manifold with an almost complex structure.
Definition 3.4. Let (Y, J) be an almost complex manifold and D a codi-
mension 2 submanifold of Y . A partial C∗ action on (Y,D) is a pair (U ,m)
where:
(1) U is an open neighborhood of C×D in C× Y .
(2) m : U → Y is a smooth map. For (c, p) ∈ U we write c · p for
m(c, p). We say c · p is defined if (c, p) ∈ U .
(3) If c2 · p and c1c2 · p are defined, then c1 · (c2 · p) is also defined and
is equal to c1c2 · p.
(4) If c · p is defined and c 6= 0, then c−1 · (c · p) is defined and is p.
(5) If p ∈ D, then for any c, c · p is defined an is equal to p .
(6) If 0 · p is defined, then 0 · p ∈ D.
(7) For c 6= 0, the map p 7→ c · p preserves almost complex structure on
the domain where it is defined.
Example 3.5. Let E → D be a holomorphic vector bundle over a complex
manifold D. There is an obvious C∗ action on (E , D) where D is identified
with the zero section. Suppose U is a neighborhood of D in E . We define
U = {(c, p) ∈ C × E | cp ∈ U}. Then U and the restriction of C∗ action
defines a partial C∗ action on (E , D). This implies that if Y is a complex
manifold and D ⊂ Y is a complex submanifold with real codimension two
such that a neighborhood of D is bi-holomorphic to the neighborhood of the
zero section in the normal bundle ND(Y ) of D in Y , then there is a partial
C∗ action on (Y,D).
3.3. Symplectic and Complex Structures on a Projective Space
Bundle. Suppose ND(X) is the normal bundle of a smooth divisor D in X,
and P(ND(X)⊕C) is the space of equivalence classes of (a, b) ∈ (ND(X)×
C) \ D × {0} such that (a, b) ∼ (a′, b′) if there exists λ ∈ C∗ with (a, b) =
(λa′, λb′). This space is a P1-bundle, which determines a compactification
of the normal bundle ND(X)→ D. We shall use holomorphic curves in this
16 ALIAKBAR DAEMI, KENJI FUKAYA
projective bundle to define the RGW compactification. There is an action
of C∗ on P(ND(X) ⊕ C) where λ ∈ C maps the equivalence class [a, b] to
[λa, b]. Since ND(X) → D is a holomorphic line bundle, P(ND(X) ⊕ C)
has a canonical integrable complex structure JP. This complex structure is
invariant with respect to the action of C∗.
We can also fix a symplectic structure on P(ND(X)⊕C), invariant with
respect to the action of S1 ⊂ C∗. Let ϕ : [0,∞) → [0, 2) be a smooth
function satisfying the following properties:
(i) ϕ(r) = r
2
2 for r ∈ [0, 1];
(ii) ϕ(r) = 2− 1r for r ∈ [2,∞);
(iii) ϕ′(r) > 0.
Let also η be a U(1)-connection on SND(X), the unit circle bundle asso-
ciated to ND(X). Fixing a Hermitian connection on ND(X), allows us to
define a length function r : ND(X) → [0,∞). The exact 2-form d(ϕ(r)η)
on ND(X) \ D extends to a smooth closed 2-form on P(ND(X)⊕C) which
is invariant with respect to the action of S1 ⊂ C∗ and whose restriction
to each P1-fiber is a volume form. Therefore, if K is a large enough con-
stant, then the the following form defines an S1-invariant symplectic form
on P(ND(X)⊕ C):
ωP := pi
∗ωD +
1
K
d(ϕ(r)η)
where ωD is the restriction of the symplectic form of X to D. By choosing
K large enough, we may also assume that JP is tame with respect to ω.
Darboux’s Theorem for symplectic submanifolds implies that a neighbor-
hood of the zero section D0 in P(ND(X) ⊕ C) is symplectomorphic to a
neighborhood of D in X [MS, Theorem 3.30]. We use one such symplecto-
morphism to push forward JP to an integrable tame complex structure on
a neighborhood of D in X. Then we extend this complex structure into a
tame (almost) complex structure J on X. Since the space of tame complex
structures on a symplectic vector space is contractible, the choice of J is
unique up to homotopy. The moduli spaces of holomorphic curves in X and
P(ND(X) ⊕ C) in the rest of the paper are defined with respect to J and
JP.
Remark 3.6. We use the partial C∗ action on (X,D) in the definition of
the RGW topology and the gluing analysis. Let J ′ be an arbitrary tame
complex structure on X such that D is an almost complex sub-manifold
of X. Since the complex structure J ′ is preserved asymptotically by the
C∗ action, one should be able to repeat the construction of this paper by
replacing J with J ′. However, we work with J to simplify our proofs.
3.4. RGW Compactification in a Neighborhood of the Divisor.
Fix m0,m1, . . . ,m` ∈ Z \ {0} and let m = (m0,m1, . . . ,m`). Let also
Π2(D) = Im(pi2(D) → H2(D)). For α ∈ Π2(D;Z), the moduli space
M0(D ⊂ X;α; m) is defined as follows:
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Definition 3.7. An element of M0(D ⊂ X;α; m) is an isomorphism class
of a triple ((Σ, ~w);u; s) with the following properties:
(1) (Σ, ~w) is a nodal curve of genus zero with `+ 1 marked points ~w =
(w0, . . . , w`). The marked points wi are not nodal points.
(2) u : Σ→ D is a holomorphic map representing the homology class α.
(3) s is a section of u∗ND(X) on Σ\ ~w and is extended to a meromorphic
section on Σ.
(4) For i = 0, 1, . . . , `, the section s has a zero of multiplicity mi at wi
if mi > 0, and it has a pole of multiplicity −mi at wi if mi < 0. s is
nonzero on Σ \ {w0, . . . , w`}.
(5) The stability condition defined in Definition 3.10 holds.
The definition of isomorphism between two such elements are given in Def-
inition 3.9.
Remark 3.8. We define:
d(α) := [D] · α.
In the right hand side, we regard [D] and α as homology classes in X. We
call d the degree of (Σ, u). If M0(D ⊂ X;α; m) is non-empty, then the
definition implies that:
(3.4) d(α) =
∑`
i=0
mi.
Definition 3.9. Let x = ((Σ, ~w);u; s) and x′ = ((Σ′, ~w ′);u′; s′) be as in
Definition 3.7. An isomorphism from x to x′ is a pair (v, c) such that:
(1) v : Σ→ Σ′ is a biholomorphic map such that u′ ◦ v = u,
(2) c is a nonzero complex number such that s′ ◦ v = cs.
We say x is isomorphic to x′ if there exists an isomorphism between them.
We say x is strongly isomorphic to x′ if we can additionally assume c = 1.
We denote by ›M0(D ⊂ X;α; m) the set of all strong isomorphism classes.
Note that there exists a C∗ action on ›M0(D ⊂ X;α; m) such that
(3.5) ›M0(D ⊂ X;α; m)/C∗ =M0(D ⊂ X;α; m).
Definition 3.10. We say an element x = [(Σ, ~w);u; s] as in Definition 3.7
is stable if the set of isomorphisms from x to itself is a finite set.
Definition 3.11. We define evaluation maps
ev = (ev0, . . . , ev`) :M0(D ⊂ X;α; m)→ D`+1
by
(3.6) evi((Σ, ~w);u; s) = u(wi).
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Let ((Σ, ~w);u; s) represent an element of M0(D ⊂ X;α; m). Define a
holomorphic map U from Σ to the P1-bundle P(ND(X) ⊕ C) over D as
follows. (See Figure 9.)
(3.7) U(z) = [s(z) : 1] ∈ P(ND(X)⊕ C).
The homology class of this map in H2(P(ND(X)⊕C);Z), denoted by αˆ, is
uniquely determined by the following two properties:
(i) Projection of αˆ to H2(D) is α. Here D ⊂ P(ND(X)⊕C) is identified
with the zero section.
(ii) The algebraic intersection of the infinity section D∞ and αˆ is given
by:
αˆ ∩ [D∞] = −
∑
mi<0
mi.
Therefore, ((Σ, ~w);U) defines an element of M`+1(P(ND(X) ⊕ C); αˆ), the
moduli space of stable maps of genus zero in P(ND(X) ⊕ C) of homology
class αˆ and with ` + 1 marked points. In particular, the stability in Defi-
nition 3.10 implies the stability of U (as a holomorphic map from a nodal
Riemann surface with marked points). The C∗ action c[a : b] = [ca : b]
on P(ND(X) ⊕ C) induces a C∗ action on M`+1(P(ND(X) ⊕ C); αˆ). The
element [((Σ, ~w);U)] in the quotient space M`+1(P(ND(X) ⊕ C); αˆ)/C∗ is
independent of the choices of the representative ((Σ, ~w);u; s) and so we may
define a map
(3.8) M0(D ⊂ X;α; m)→M`+1(P(ND(X)⊕ C); αˆ)/C∗,
which is injective.
D
U(Σ)
D∞
w1
w0
w2
w3
w4 w5
w6
w7 w8
Figure 9. An element of M0(D ⊂ X;α; m)
Let M`+1(D;α) be the moduli space of stable maps of genus 0 in the
Ka¨hler manifold D with ` + 1 marked points and of homology class α. We
define a map
(3.9) M0(D ⊂ X;α; m)→M`+1(D;α)
by sending [(Σ, ~w);u; s] to [(Σ, ~w);u], namely, we forget s in ((Σ, ~z);u; s).
(Note that stability is preserved by this process.)
We denote by M00(D ⊂ X;α; m) (resp. M0`+1(D;α)) the subset of
M0(D ⊂ X;α; m) (resp. M`+1(D;α)) consisting of elements such that
Σ is a sphere, namely, it consists of elements without nodal points.
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Lemma 3.12. The map (3.9) is injective. Moreover, (3.9) induces a bijec-
tion
(3.10) M00(D ⊂ X;α; m)→M0`+1(D;α)
if (3.4) holds.
Proof. Suppose [(Σ, ~w);u; s], [(Σ, ~w);u; s′] are two elements of M0(D ⊂
X;α; m) mapped to the same element of M0m+1(D;α). Then the ratio s′/s
defines a holomorphic function on Σ which is nonzero everywhere. Therefore,
s′/s is constant. Thus [(Σ, ~w);u; s] = [(Σ, ~w);u; s′] in M0(D ⊂ X;α; m). It
is also easy to see that (3.10) is surjective when (3.4) holds. 
In the same way, we can prove:
Lemma 3.13. (3.9) is a bijection onto an open subset of M`+1(D;α) (with
respect to the stable map topology).
Proof. Let ((Σ, ~z), u) be an element of M`+1(D;α). We decompose Σ into
irreducible components as
Σ =
⋃
a
Σa.
We can easily show that [(Σ, ~w), u] is in the image of (3.9) if and only if the
next equalities hold for each a.
(3.11) D · u∗[Σa] =
∑
zi∈Σa
mi.
Condition (3.11) is an open condition with respect to the stable map topol-
ogy. Therefore, the image of (3.9) is open. 
Lemma 3.14. Any compact subset of M0(D ⊂ X;α; m) has a Kuranishi
structure (without boundary). That is to say, given a compact subset of
M0(D ⊂ X;α; m), any point of this compact set has a Kuranishi chart
describing a neighborhood of this point in M0(D ⊂ X;α; m) and these Ku-
ranihsi charts are compatible with each other. The evaluation map (3.6)
becomes a strongly smooth and weakly submersive map with respect to this
Kuranishi structure.
In the literature, Kuranishi structures are defined on compact metrizable
spaces. With a slight abuse of notation, from now on, we say that a space has
Kuranishi structure if any compact subset of it has a Kuranishi structure.
Proof. Using Lemma 3.13, this follows from the corresponding result for
M0`+1(D;α), which is proved in [FOn]. 
If we topologizeM0(D ⊂ X;α; m) using the bijection in Lemma 3.13, the
resulting space is not compact. This issue stems from non-compactness of
C∗. Our next task is to compactifyM0(D ⊂ X;α; m). The compactification
has a stratification and each stratum is described by an appropriate fiber
product of the spaces of the form M0(D ⊂ X;α′; m′) for various choices of
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α′, m′. The strata of our compactification are labeled with decorated rooted
trees. They also encode the data of how to take fiber products:
Definition 3.15. A decorated rooted tree is a quadruple T = (T, α,m, λ)
with the following properties:
(1) T is a tree. We are given a decomposition of the set of the ver-
tices C0(T ) of T into the disjoint union of two subsets C
out
0 (T ) and
C ins0 (T ). We call an element of C
out
0 (T ) (resp. C
ins
0 (T )) an outside
vertex (resp. inside vertex).
(2) All the outside vertices have valency one. We call an edge incident
to an outside vertex an outside edge.
(3) There is a distinguished outside vertex v0 of T . Let e0 be the unique
edge which contains v0. We call v0 and e0 the root vertex and the
root edge, respectively. We call them root if it is clear from the
context whether we mean the root vertex or the root edge. We also
fix a labeling {v0, v1, . . . , v`} of the outside vertices.
(4) α : C ins0 (T ) → Π2(D;Z) is a map from the set of the inside vertices
to Π2(D;Z). We call α(v) the homology class of v.
(5) m : C1(T ) → Z \ {0} is a Z \ {0}-valued function which assigns a
nonzero integer to each edge. We call m(e) the multiplicity of e.
(6) λ : C ins0 (T ) → Z+ is a Z+ valued function. For a vertex v, we call
λ(v) the level of v. There exists |λ| ∈ Z+ such that the image of λ
is {1, 2, . . . , |λ|}, namely, λ is a surjective map to {1, 2, . . . , |λ|}. We
call |λ| the number of levels.
(7) For each vertex v ∈ C ins0 (T ), there exists a unique edge of v which
is contained in the same connected component as the root in T \ v.
We call it the first edge of v and write e(v). We then require the
following balancing condition:
(3.12) m(e(v)) + α(v) · [D] =
∑
e∈C1(T ):v∈e,e 6=e(v)
m(e).
(This condition is the analogue of (3.4).)
(8) (Stability condition) Each vertex v ∈ C ins0 (T ) satisfies at least one
of the following conditions:
(a) v contains at least 3 edges.
(b) α(v) ∩ [ω] > 0. Here ω is the restriction of the symplectic form
to D.
(9) Let e be an inside edge incident to the vertices v, v′. We assume e
is e(v′), the first edge of v′.
(a) If m(e) > 0, then λ(v) < λ(v′).
(b) If m(e) < 0, then λ(v) > λ(v′).
In particular, λ(v) 6= λ(v′).
For a decorated rooted tree T , we define the homology class of T by
(3.13) α(T ) =
∑
v∈Cins0 (T )
α(v)
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We say m(e0) is the input multiplicity of T and the set {m(ei) | ei ∈
Cout1 (T )} gives the output multiplicities of T .
Let e ∈ C ins1 (T ). The two vertices incident to e are the target vertex t(e)
and source vertex s(e) of e, if e is the first edge of t(e).
Remark 3.16. We orient the edges so that it starts from the vertex s(e)
and ends at the vertex t(e). (See Figure 10.) Then for given vertex v all
the edges other than the first edge e(v) goes from v to other vertices. This
is consistent with the convention that in Formula (3.12) only e(v) is on the
left hand side.
Example 3.17. An example of a decorated rooted tree T is given in Figure
10. In the figure, the outside vertices are drawn by black circles and inside
vertices are drawn by white circles. The input multiplicity of T is 3 and its
output multiplicity is −1. The number of levels is 4. We also have:
e(v1) = e0, e(v2) = e1, e(v3) = e2, e(v4) = e3, e(v5) = e6,
α(v2) · D = −3, α(v3) · D = −2, α(v4) · D = −1, α(v5) · D = 2,
and
α(v1) = 0.
v5
v1
v2
v3
v4
m(e1) = 1
m(e3) = 1
α(v1) = 0
m(e2) = 2
m(e5) = −1
m(e0) = 3
m(e6) = −2
α(v4) · [D] = −1
v0 v1
α(v5) · D = 2
α(v2) · D = −3
α(v3) · D = −2
λ = 1
λ = 2
λ = 3
λ = 4
Figure 10. Decorated rooted tree
Remark 3.18. The notion of level here is similar to the one appearing in
the compactification of the moduli space of pseudo holomorphic curves in
symplectic field theory [BEHWZ]. However, note that in our situation D
is assumed to be neither positive nor negative. Therefore, X \ D may be
neither convex nor concave. Therefore, the compactness results in [BEHWZ]
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cannot be used in our context. Our setup of smooth divisor complement is
more closely related to the generalization of symplectic field theory to the
case of stable Hamiltonian structure [CV].
Definition 3.19. To each decorated rooted tree T = (T, α,m, λ), we asso-
ciate a moduli space ›M0(D; T ) as follows. Fix an inside vertex v ∈ C ins0 (T ).
Define mv0 to be −m(e(v)) where e(v) is the first edge of v defined in Def-
inition 3.15 (7). Let ev1, . . . , e
v
`(v) be the remaining edges of v, m
v
i = m(e
v
i )
and mv = (mv0,m
v
1, . . . ,m
v
`(v)). Define:
(3.14) ›M0(D; T ; v) = ›M0(D ⊂ X;α(v); mv).
Note that the right hand side is independent of the order of the edges
ev1, . . . , e
v
`(v).
We consider the evaluation map:
(3.15) EV :
∏
v∈Cins0 (T )
›M0(D; T ; v)→ ∏
e∈Cins1 (T )
(D ×D)
defined as follows. Let ~x = (xv; v ∈ C ins0 (T )) be an element of the domain
of EV. The e-th component EV(~x)e of EV(~x) is by definition:
(3.16) EV(~x)e = (ev0(xt(e)), evi(xs(e))) ∈ D ×D.
Here ev0 and evi are as in Definition 3.11 and i is taken so that e is the i-th
edge of s(e). (s(e) and t(e) are defined at the end of Definition 3.15.) Let
∆ ⊂ D ×D be the diagonal. We now define
(3.17)
›M0(D; T ) = ∏
v∈Cins0 (T )
›M0(D; T ; v) EV ×? ∏
e∈Cins1 (T )
∆.
Here we take the fiber product over the space
∏
e∈Cins1 (T )(D × D) and ?
denotes the inclusion of
∏
∆ into
∏
(D × D). (3.15) gives the other map
in the definition of the fiber product. We topologize ›M0(D; T ; v) with the
fiber product topology.
Example 3.20. Figure 11 sketches an element of ›M0(D; T ; v) for the dec-
orated ribbon tree T given in Figure 11. Each of the vertical lines (4 of
them) in the figure corresponds to a “trivial cylinder” that is a map to a
single fiber of P(ND(X)⊕ C). (More precisely, it is an |m(e)| fold covering
to a fiber.) The number assigned to a vertical edge or a double point is the
multiplicity of the corresponding edge of our tree. The map u : Σ → D
in Figure 11 corresponding to xv1 has homology class 0 and is a constant
map to a point p of D. So the image of the map U corresponding to xv1 is
contained in a fiber of the normal bundle ND(X) at p.
Definition 3.21. Let |λ| be the number of the levels of T . We define
a C|λ|∗ action on ›M0(D; T ) as follows. For ~ρ = (ρ1, . . . , ρ|λ|) ∈ C|λ|∗ and
~x = (xv) ∈ ∏v∈Cins0 (T ) ›M(D; T ; v). We have:
(3.18) ~ρ · ~x = (ρλ(v)xv).
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xv1
xv2
xv3
xv4
3
1 2
0
−2
−1
D
D
D
D
D
−1
−2
xv5
2
1
−3
Figure 11. Configuration associated to the decorated
rooted tree in Figure 10
Note that λ(v) is the level of the vertex v and ρλ(v) ∈ C∗. The C∗ action
on ›M(D; T ; v) is defined as in (3.5). The quotient space of this action is
denoted by ”M0(D; T ) = ›M0(D; T )/C|λ|∗ .
We use the quotient topology to topologize this space.
Next, we take the quotient of ”M0(D; T ) with respect to the action of the
group of automorphisms of the decorated rooted tree T :
Definition 3.22. An automorphism of the decorated rooted tree T is an
automorphism of the tree T which fixes all the outside vertices and commutes
with α, m and λ. The group of automorphisms of T , which is a finite group,
is denoted by Aut(T ).
An element of Aut(T ) exchanges the vertices of T . Thus it induces an
automorphism of ›M0(D; T ). This action is compatible with the C|λ|∗ action.
Therefore, we obtain an action of Aut(T ) on ”M0(D; T ). We denote the
quotient space by
M0(D; T ) = ”M0(D; T )/Aut(T ).
We say decorated rooted trees T = (T , α,m, λ) and T ′ = (T ′, α′,m′, λ′)
are isomorphic, if there exists an isomorphism of the underlying trees T , T ′
which sends root to root, outside vertices to outside vertices, α to α′, m to
m′, λ to λ′, and preserves the ordering of the outside vertices. From now on,
we do not distinguish between a decorated rooted tree and its isomorphism
class.
We now define a compactification of M0(D ⊂ X;α; m) as a set.
Definition 3.23. Given m = (m0,m1, . . . ,m`), we say that T is of type
(α; m) if the homology class of T is α, its input multiplicity is m0 and output
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multiplicities are {m1, . . . ,m`}. Define M(D ⊂ X;α; m) to be the disjoint
union ∐
T
M0(D; T )
where T runs over all the decorated rooted trees of type (α; m).
Proposition 3.24. There exists a topology on M(D ⊂ X;α; m) which is
compact and metrizable. The induced topology on each subspace M0(D; T )
coincides with the one defined above.
The topology in Proposition 3.24 is called the RGW topology. This propo-
sition is proved in Section 5.
Theorem 3.25. M(D ⊂ X;α; m) has a Kuranishi structure without bound-
ary. Its dimension is equal to:
(3.19) c1(D) · α+ 2 dimCX + 2(`+ 1)− 8.
The proof of Theorem 3.25 is given in [DFII].8 Formula (3.19) is well
known in Gromov-Witten theory.
Remark 3.26. We can also take the following fiber product.
(3.20)
∏
v∈Cins0 (T )
M0(D; T ; v) EV ×?
∏
e∈Cins1 (T )
∆
instead of (3.17), where ›M0(D; T ; v) is replaced by M0(D; T ; v), which is
by definition ›M0(D; T ; v)/C∗. Let h = #C ins0 (T ) − |λ|. Then there exists
an action of the group
|`|∏
i=1
Chi∗
C∗
∼= Ch∗
on ”M0(D; T ) with hi = #{v | λ(v) = i} such that (3.20) is the quotient
space. This Ch∗ action and the space (3.20) are not used in this paper. In fact,
the disjoint union of the spaces (3.20) for various T with the natural quotient
topology does not carry a Kuranishi structure, because this disjoint union is
not Hausdorff. On the other hand, for the proof of some of the conjectures
in Section 6 (but not for the purpose of this paper), it seems important to
construct the Kuranishi structure on M(D ⊂ X;α; m) and perturbation in
a way that are invariant under thoese strata-wise Ch∗ actions.
In the rest of this subsection, we describe some other properties of the
topology and Kuranishi structure in Proposition 3.24 and Theorem 3.25.
Consider a decorated rooted tree T of type (α; m) such that T has exactly
one inside vertex v, α(v) = α, and λ(v) = 1. There exists a unique such
decorated rooted tree. (The multiplicities of outside edges are determined by
8In fact, we will give a detailed proof of a similar result in the case of moduli spaces
of pseudo holomorphic disks in Section 9 of [DFII]. The same proof can be used to verify
Theorem 3.25.
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m and there is no inside edge. The balancing condition (7) in Definition 3.15
is a consequence of (3.4).) We call this decorated rooted tree the minimal
tree of type (α; m) and denote it by T 0α;m. It is easy to see from the definition
that
(3.21) M0(D, T 0α;m) =M0(D ⊂ X;α; m).
Lemma 3.27. There exists a continuous map
(3.22) forget :M(D ⊂ X;α; m)→M`+1(D;α).
such that it coincides with (3.9) on M0(T 0α;m) via the identification (3.21).
Proof. Let (xv; v ∈ C ins0 (T )) ∈ ›M0(D; T ) where xv = [(Σv, ~wv);uv; sv].
We glue (Σv, ~wv) along the tree T in an obvious way to obtain a marked
Riemann surface (Σ, ~w). Since an element (xv; v ∈ C ins0 (T )) lies in the fiber
product (3.17), various maps uv can be glued to define a continuous map
u : Σ → D. We thus obtain an element of M`+1(D;α). It is easy to see
that this construction induces a map as in (3.22). The continuity of the
map (3.22) is immediate from the definition of the RGW topology given in
Section 5. In fact, convergence in the RGW topology is convergence in the
stable map topology plus certain additional conditions. 
As we have shown in Lemma 3.13, the map (3.22) is an open embedding
on M0(T 0α;m).
Lemma 3.28. We may choose Kuranishi structures of Theorem 3.25 and
of M`+1(D;α) so that they are identified by the homeomorphism forget in
(3.22) on M0(T 0α;m).
Lemma 3.28 is a consequence of the construction of Kuranishi structures
in [DFII]. The relationship between the forgetful map forget and the Ku-
ranishi structures on the compactifications are more delicate. Note that the
dimension of the Kuranishi structure of M`+1(D;α) is also equal to (3.19).
We next describe the ‘closure’ of a stratumM0(D; T ) inM(D ⊂ X;α; m).
For this purpose, we define the notion of level shrinking of decorated rooted
trees.
Definition 3.29. Let T = (T, α,m, λ) be a decorated rooted tree as in
Definition 3.15 and |λ| be the number of levels of T . Let 1 ≤ i < i+ 1 ≤ |λ|.
We define the decorated rooted tree obtained by (i, i+ 1) level shrinking from
T as follows.
We first define a tree T ′. We shrink each of the edges e in T such that
(λ(s(e)), λ(t(e))) = (i, i+ 1) or (λ(s(e)), λ(t(e))) = (i+ 1, i), to a point. We
thus obtain a tree T ′ together with a map pi : T → T ′. This map pi is an
isomorphism on the outside edges. The outside edges of T ′ are by definition
the images of the outside edges of T .
We define α′ : C ins0 (T ′)→ Π2(D;Z) as follows:
(3.23) α′(v′) =
∑
v∈Cins0 (T )∩pi−1(v′)
α(v).
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We observe that for any edge e′ of T ′, the inverse image pi−1(e′ \∂e′) is e\∂e
for some edge e of T . We define m′ : C ins1 (T ′)→ Z \ {0} by:
(3.24) m′(e′) = m(e).
We finally define a level function λ′ : C ins1 (T ′)→ {1, . . . , |λ| − 1} as follows.
Let v′ = pi(v) with v ∈ C ins0 (T ), v′ ∈ C ins0 (T ′).
(3.25) λ′(v′) =

λ(v) if λ(v) < i,
i if λ(v) = i or i+ 1,
λ(v)− 1 if λ(v) > i+ 1.
It is easy to see that, in the second case, the right hand side is independent
of the choice of v and it only depends on v′. It is also easy to show that
(T ′;α′,m′, λ′) has the properties of Definition 3.15. We say T ′ is obtained
from T by level shrinking and write T < T ′ if T ′ is obtained from T by a
finite number of (i, i+ 1) level shrinkings, possibly for different choices of i.
We write T ≤ T ′ if T < T ′ or T = T ′.
Figure 12 below is obtained from Figure 10 by (3, 4) level shrinking.
v5
v1
v2
m(e1) = 1
α(v1) = 0
m(e2) = 2
m(e5) = −1
m(e0) = 3
m(e6) = −2
v0 v1
v3
λ = 1
λ = 2
λ = 3
α(v5) · D = 2
α(v2) · D = −3 α(v3) · D = −3
Figure 12. level shrinking
Lemma 3.30. The subspace M(D; T ) of M(D ⊂ X;α; m) defined as:
(3.26) M0(D; T ) ∪
⋃
T ′≤T
M0(D; T ′)
is closed and gives the closure of M0(D; T ) with respect to the RGW topol-
ogy.
Lemma 3.30 is a consequence of the fact that if an element ofM0(D; T ′) is
obtained from an element ofM0(D; T ) by certain gluing construction (that
is, resolving certain nodal points) then T > T ′. (Lemma 3.30 actually is
obvious from the definition of the RGW topology given in Subsection 5.2.5.)
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For example, Figure 13 below (which is an element of the stratum asso-
ciated to the decorated rooted tree in Figure 12) is obtained from Figure 11
by resolving the double point which is the intersection of xv3 and xv4 . The
new component xv′3 in Figure 13 is obtained by this gluing construction.
xv1
xv2
3
1 2
0
D
D
D
D
−1
−2
xv5
xv3
2
−3 −3
Figure 13. Configuration associated to the decorated
rooted tree in Figure 12
We next review certain properties of the Kuranishi structure of Theorem
3.25. A Kuranishi structure of a compact metrizable space X assigns a
system Up = (Up, Ep, sp, ψp), called a Kuranishi chart, to each point p ∈ X
where:
(Kura.1) Up is an effective orbifold, which we call the Kuranishi neighborhood.
(Kura.2) Ep is an orbibundle on Up, which we call the obstruction bundle.
(Kura.3) sp is a smooth section of Ep, which we call the Kuranishi map.
(Kura.4) ψp : s
−1
p (0) → X is a homeomorphism onto a neighborhood of p in
X, which we call the parametization map.
See, for example, [FOOO2, Definition A.1.1].
We take op ∈ s−1p (0) such that ψp(op) = p. By replacing Up with a smaller
neighborhood of op, we may assume Up = Vp/Γp, where Vp is a smooth
manifold on which a finite group Γp acts and there exists o˜p ∈ Vp such that
the equivalence class of o˜p is op. Moreover, we may assume that o˜p is a fixed
point of the action of Γp. We call Γp the isotropy group at p.
Our next task is to describe the isotropy groups of the Kuranishi structure
of Theorem 3.25.
Definition 3.31. Let x ∈M0(D; T ). By definition x is the equivalence class
of an element x̂ = ([xv] : v ∈ C ins0 (T )) of ”M0(D; T ) by the action of Aut(T )
where xv ∈ ›M0(D; T ; v). We also fix a representative ((Σv, ~wv);uv; sv)
for xv. The isotropy group Γx of x consists of the elements (g, {Iv}v∈Cins0 (T ))
where g ∈ Aut(T ) and Iv : (Σv, ~wv)→ (Σg(v), ~wg(v)) such that ug(v)◦Iv = uv.
Moreover, if 1 ≤ i ≤ |λ| with |λ| being the number of the levels of T , then
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there is a constant number ai ∈ C∗ such that for any v with λ(v) = i we
have:
sg(v) ◦ Iv = ai · sv.
Projection of (g, {Iv}v∈Cins0 (T )) to g induces a map to Aut(T ) and the kernel
of this map is equal to
∏
v∈Cins0 (T ) Aut(xv). In particular, if we define:
Aut(T ; x) = {g ∈ Aut(T ) | gx̂ = x̂}.
then we have the short exact sequence:
(3.27) 1→ Aut(̂x)→ Γx → Aut(T ; x)→ 1.
The following lemma is obvious from the construction of the Kuranishi
structures on M(D ⊂ X;α; m) in [DFII].
Lemma 3.32. We may assume that the Kuranishi structure on M(D ⊂
X;α; m) in Theorem 3.25 is chosen such that the isotropy group of x ∈
M0(D; T ) ⊂M(D ⊂ X;α; m) is ‘Aut(T ; x).
We finally explain an alternative way to specify the level function. This
alternative approach will be useful in the next two subsections.
Definition 3.33. A binary relation ≤ on a set A defines a quasi partial
order if the following properties hold:
(1) a ≤ b and b ≤ c imply a ≤ c.
(2) a ≤ a.
A quasi order on A is a quasi partial order such that for any two elements
a, b ∈ A, at least one of the relations a ≤ b or b ≤ a holds.
Let ≤, ≤′ be two quasi partial orders on A. We write a < b if a ≤ b but
not b ≤ a. We say that ≤′ is finer than ≤ if the following holds.
(*) If a < b then a <′ b.
The similar notion is defined for quasi orders in an obvious way.
Let T0 = (T, α,m) be an object, which has the properties of Definition
3.15 except (6) and (9). In particular, T0 is equipped with the decomposition
of the set of vertices as in part (1) of Definition 3.15, the choice of the root
and the enumeration of outside vertices as in part (3) of Definition 3.15.
We then obtain a quasi partial order ≤0 on C ins0 (T ) as follows:
(1) Suppose v1 6= v2. We write v1 ≤00 v2 if and only if there exists an
edge of e such that ∂e = {v1, v2} and one of the following holds.
(a) s(e) = v1 and m(e) > 0.
(b) s(e) = v2 and m(e) < 0.
(2) Suppose v 6= v′.We require that v ≤0 v′ if and only if there exists
v1, . . . , vn such that v1 = v, vn = v
′ and vi ≤00 vi+1.
(3) We also require v ≤0 v.
It is easy to see that ≤0 defines a quasi partial order on C0(T ).
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Lemma 3.34. Let T0 be as above. There is a one to one correspondence
between the following two objects:
(1) The map λ : C ins0 (T )→ Z+ satisfying parts (6) and (9) of Definition
3.15.
(2) A quasi order on C ins0 (T ) which is finer than ≤0.
In particular, T0 together with a quasi-order ≤ finer than ≤0 determines a
decorated rooted tree.
Proof. Suppose λ is given. We define ≤ by v ≤ v′ if and only if λ(v) ≤ λ(v′).
Definition 3.15 (9) implies that ≤ is finer than ≤0.
Suppose we are given a quasi order ≤ on C ins0 (T ) which is finer than
≤0. We define a relation ∼ on C ins0 (T ) by v ∼ v′ if and only if v ≤ v′,
v′ ≤ v. It is easy to see that ∼ is an equivalence relation. ≤ induces an
order on C ins0 (T )/ ∼. Then C ins0 (T )/ ∼, as an ordered set, is isomorphic to
({1, . . . , |λ|},≤). We thus obtain λ : C ins0 (T )→ {1, . . . , |λ|}. Definition 3.15
(9) follows from the assumption that ≤ is finer than ≤0. 
3.5. RGW Compactification: a Single Disk or Strip Component.
Next, we describe a part of the construction of the RGW compactification
of the moduli space of pseudo holomorphic disks and strips in X \ D where
there is only one disk (or strip) component involved. The story of strips is
very similar to the case of disks. So we discuss the case of moduli space
of pseudo holomorphic disks in detail and then we explain how the case of
strips should be modified.
Let L ⊂ X\D be a compact Lagrangian submanifold and β ∈ Π2(X,L;Z),
α ∈ Π2(X;Z). Let m = (m1, · · · ,m`) be an `-tuple of positive integers and
k ≥ 0.
Definition 3.35. We denote byMreg,dk+1 (β; m) the set of all the isomorphism
classes of ((Σ, ~z, ~w), u) with the following properties.
(1) Σ is the union of a disk D2 and trees of spheres rooted on Int(D2).
(We require that any singularity of Σ is a nodal singularity.)
(2) ~z = (z0, . . . , zk) and zi ∈ ∂Σ. The points z0, . . . , zk are distinct and
respect the counter clockwise cyclic order on S1 = ∂Σ.
(3) ~w = (w1, . . . , w`) and wi ∈ Int(Σ). The points w1, . . . , w` are distinct
and away from the nodes of Σ.
(4) u : Σ → X is a pseudo holomorphic map, u(∂Σ) ⊂ L, and the
homology class of u is β.
(5) u(wi) ∈ D. Moreover, u−1(D) = {w1, . . . , w`}.
(6) The order of tangency of u to D at wi is mi.
(7) ((Σ, ~z, ~w), u) is stable in the sense of stable maps. (See, for example,
[FOOO2, Subsection 2.1].)
We say ((Σ, ~z, ~w), u) is isomorphic to ((Σ′, ~z ′, ~w ′), u′) if there exists a biholo-
morphic map v : Σ → Σ′ such that v(zi) = z′i, v(wi) = w′i and u′ ◦ v = u.
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We define evaluation maps
(3.28) evi :Mreg,dk+1 (β; m)→ D, i = 1, . . . , `
at w’s as follows:
(3.29) evi((Σ, ~z, ~w), u) = u(wi).
Note that we include the case that ` = 0. In this case, we require that
u(Σ) ∩ D = ∅ and write Mreg,dk+1 (β; ∅) for the corresponding moduli space.
D
wi
z0
z1
z2
Figure 14. An element of Mreg,dk+1 (β; m).
Definition 3.36. We denote by Mreg,s(α; m) the set of the isomorphism
classes of objects ((Σ, ~w), u) with the following properties.
(1) Σ is a connected nodal curve of genus 0.
(2) ~w = (w1, . . . , w`), wi ∈ Σ. The points w1, . . . , w` are distinct and
away from nodes.
(3) u : Σ→ X is a holomorphic map. The homology class of u is α.
(4) u(wi) ∈ D. Moreover, u−1(D) = {w1, . . . , w`}.
(5) The order of tangency of u to D at wi is mi.
(6) ((Σ, ~w), u) is stable in the sense of stable maps.
The definition of isomorphisms of such objects is similar to Definition 3.35.
We also define the following evaluation maps in the same way:
(3.30) evi :Mreg,s(β; m)→ D
To obtain our RGW compactification, we consider fiber products of the
above defined moduli spaces Mreg,dk+1 (β; m), Mreg,s(α; m), and the moduli
spaces of the form M0(D; T ), which we defined in the previous subsection.
The combinatorial objects to describe these fiber products are given in the
following definition:
Definition 3.37. Suppose L is a compact Lagrangian submanifold in the
complement of the smooth divisor D in X. A disk divisor describing tree,
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or a DD-tree for short, is an object S = (S, c,m, α, T ,≤) with the following
properties:
(1) S is a tree. The set of the vertices and the edges of S are respectively
denoted by C0(S) and C1(S).
(2) c : C0(S) → {d, s,D} assigns one of the symbols d,s or D to each
vertex v. We call c(v) the color of v.9
(3) There exists exactly one vertex whose color is d. Here d stands for
disk. We call this vertex the root of S. There is also a number k
associated to the root10. The root will correspond to a moduli space
of the form Mreg,dk+1 (β; m).
(4) The root or a vertex with color s is joined11 only to vertices with
color D. (Here s and D stand for sphere and divisor, respectively. A
vertex with color s will correspond to a moduli spaceMreg,s(α; m). A
vertex with color D will correspond to a moduli spaceM0(D; T (v)).)
(5) There is no edge joining two vertices of color D.
(6) m : C1(S) → Z+ assigns a positive number to each edge of S. We
call it the multiplicity function: The number m(e) is called the mul-
tiplicity of the edge e.
(7) If c(v) is equal to d, s, or D, then α(v) is respectively an element of
Π2(X,L;Z), Π2(X;Z) or Π2(D;Z). We call α(v) the homology class
of v.
(8) For each vertex v with color D or s, there exists a unique edge e0(v)
in S \ {v} which lies in the same connected component of S \ {v} as
the root. This edge is called the first edge of v.
(9) Let v be a vertex with color D with the first edge e0(v). Let the
other edges incident to v be denoted by e1(v), . . . , e`(v)(v). (Here
`(v)+1 is the valency of v.) Then T assigns to v a decorated rooted
tree T (v) such that
(a) The homology class of T (v) is α(v).
(b) Its input multiplicity is m(e0(v)).
(c) Its output multiplicities are m(ei(v)), i = 1, . . . , `(v).
(10) ≤ is a quasi order on
(3.31) C ins0 (S) =
⋃
v∈C0(S)
C ins0 (T (v)),
We require that the restriction of ≤ to C ins0 (T (v)) coincides with ≤v,
which is induced by the level function of T (v) using Lemma 3.34.
We call any element of C ins0 (S) an inside edge of S.
9We use roman letters v and e to denote the vertices and the edges of S. In the case
of decorated rooted trees, we use italic letters v and e.
10k + 1 is the number of boundary marked points.
11We say a vertex v is joined to a vertex v′ if and only if there exists an edge which
contains both v and v′.
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If we want to specify the Lagrangian submanifold L, then we say S is a
DD-tree for L.
Definition 3.38. The homology class of a DD-tree S = (S, c,m, α, T ,≤) is
defined as:
(3.32) β(S) =
∑
v∈C0(S)
α(v) ∈ Π2(X,L;Z).
In the above expression, if v has color s or D we use the homomorphisms
Π2(X;Z) → Π2(X,L;Z) and Π2(D;Z) → Π2(X,L;Z) to define the right
hand side. We say S is a DD-tree of type (β(S), k).
Example 3.39. In Figure 15 a DD tree S is sketched. The symbols d, s, D
denote the vertices of colors d, s, D. The number written near each edge is
the multiplicity of that edge.
d
D DD
s s s
1
1
2 2 2
3
v(1) v(2) v(3)
Figure 15. An example of graph S
v0v
1
m = 2
m = −1
m = 1
α · D = −2
λ = 1
λ = 2
α · D = −1
Figure 16. T (v(1))
v0 v1 v2
m = 2
m = −1
m = −2
α · D = −5
λ = 1
Figure 17. T (v(2))
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v0
m = 3
m = −1
α · D = −4
α · D = 1
λ = 1
λ = 2
Figure 18. T (v(3))
We associate the decorated rooted trees T (v(1)), T (v(2)), T (v(3)) given
in Figures 16, 17, 18 to the vertices v(1), v(2), v(3), respectively. We put
these trees on the position of the corresponding vertices of S and then iden-
tify the outside edges of T (v(i)) with the corresponding edges of S. We
thus obtain the tree Sˆ in Figure 19. We call Ŝ the detailed tree associated
m = 2
m = −1
m = 1
α · D = 1
α · D = −2
m = 2
m = −1
m = −2
α · D = −5
m = 3
m = −1
α · D = −4
α · D = 1
ds s s
λ = 1
λ = 0
λ = 2
λ = 3
λ = 4
Figure 19. Detailed tree Ŝ
D
D
D
D
λ = 0
λ = 1
λ = 2
λ = 3
λ = 4
Figure 20. object corresponding to Ŝ in Figure 19.
to S. The level function λ in Figure 19 is defined using the quasi order on
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C ins0 (S). Figure 19 describes a configuration of pseudo holomorphic curves
as in Figure 20. (See (3.37).) We summarize the properties of the detailed
tree associated to S in the following lemma.
Lemma 3.40. We can associate (Sˆ, c, α,m, λ) to S which satisfies the fol-
lowing properties in addition to (1)-(4) and (7), (8) in Definition 3.37.
(i) m : C1(Sˆ) → Z \ {0} assigns a nonzero integer to each edges of S.
We call it the multiplicity function. The number m(e) is called the
multiplicity of the edge e.
(ii) The balancing condition (3.12) is satisfied at the vertices with color
D.
(iii) The stability condition in part (8) of Definition 3.15 is satisfied at
vertices with color D.
(iv) We require
α(v) · D =
∑
v∈e
m(e)
for vertices with color d. We also require
α(v) · D = −m(e0(v)) +
∑
v∈e
m(e)
for vertices with color s. Here e0(v) is the edge containing v such
that e0(v) is contained in the same connected component of S \ {v}
as the root.
(v) λ : C0(Sˆ)→ Z≥0 is a map such that:
(a) If v has color d or s then λ(v) = 0.
(b) If v has color D then λ(v) > 0.
(c) Part (9) of Definition 3.15 holds.
(d) The image of λ is {0, . . . , |λ|} for some |λ| > 0.
Proof. Suppose Sˆ is the detailed tree associated to the DD tree S. A level
function can be defined on the set of the inside vertices of Sˆ by the quasi
order ≤ as in Lemma 3.34. For vertices with color s or d, we define its level
to be 0. The rest of the proof is straightforward. 
Remark 3.41. Let e be an edge which joins a level 0 vertex v and a vertex v′
of positive level. Part (v) of Lemma 3.40 implies that m(e) > 0, if c(v) = d.
On the other hand, if c(v) = s, then m(e) > 0 if and only if e 6= e0(v).
Remark 3.42. The restriction of λ to C ins0 (T (v)) may not coincide with
the level function λv of T (v) as it can be seen in Example 3.39.
Definition 3.43. We call (Sˆ, c, α,m, λ) the detailed DD-tree associated to
the DD-tree S.
Let S be a DD-tree and (Sˆ, c, α,m, λ) be its associated detailed DD-tree.
For each vertex v of Sˆ, we associate a moduli space ›M0(S; v) as follows.
Let c(v) = d and ev1, . . . , e
v
`(v) be the edges incident to v. We then define:
(3.33) ›M0(S; v) =Mreg,dk+1 (α(v); mv),
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where mv = (m(ev1), · · · ,m(ev`(v))) and k is the non-negative integer associ-
ated to the root.
Let c(v) = s, ev0 be the first edge of v, and e
v
1, . . . , e
v
` be the other edges
of v. We define:
(3.34) ›M0(S; v) =Mreg,s(α(v); mv),
where mv = (−m(ev0),m(ev1), · · · ,m(ev`(v))). Finally, suppose c(v) = D with
the first edge ev0, and the remaining edges e
v
1, . . . , e
v
`(v). We define:
(3.35) ›M0(S; v) = ›M0(D ⊂ X;α(v); mv),
where mv = (−m(ev0),m(ev1), · · · ,m(ev`(v))). This is similar to (3.14).
We can also define a map:
EV :
∏
v∈C0(Sˆ)
›M0(S; v)→ ∏
e∈C1(Sˆ)
(D ×D)
similar to the map (3.15) as follows: Let e ∈ C1(Sˆ). Let ~x = (xv; v ∈ C0(Sˆ))
be an element of the domain of EV. Then EV(~x)e, the component of EV(~x)
corresponding to the edge e, is defined as follows:
(3.36) EV(~x)e = (ev0(xt(e)), evi(xs(e))) ∈ D ×D.
Here ev0 and evi are given in Definition 3.11, (3.28) or (3.30), and i is chosen
such that e is the i-th edge of s(e). Note that t(e) has color either s or D.
Therefore, the first edge of t(e) is defined and is e.
We define ›M0(S) to be the following fiber product:
(3.37) ›M0(S) = ∏
v∈C0(Sˆ)
›M0(S; v) EV ×? ∏
e∈C1(Sˆ)
∆
where ? denotes the diagonal inclusion of
∏
e∈C1(Sˆ) ∆ into
∏
e∈C1(Sˆ)D × D
with ∆ being the diagonal in D×D. We also define a C|λ|∗ action on ›M0(S)
by
(3.38) ~ρ · ~x = (ρλ(v)xv),
where ~ρ = (ρ1, . . . , ρ|λ|) ∈ C|λ|∗ and ~x = (xv) ∈ ∏v∈Cint0 (Sˆ) ›M(S; v). In
(3.38), if λ(v) = 0, then ρλ(v)xv is defined to be xv.
Next, we define:
(3.39) ”M0(S) = ›M0(S)/C|λ|∗ .
Let Aut(S) be the group of automorphisms of the tree Sˆ which preserves c,
α, m, λ. The group Aut(S) acts on ”M0(S). We finally define
(3.40) M0(S) = ”M0(S)/Aut(S).
Definition 3.44. For k ∈ Z≥0 and β ∈ Π2(X;L;Z) define M0,RGWk+1 (L;β)
to be the disjoint union of all the spacesM0(S), where S is a DD-tree with
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homology class β such that k is the nonnegative integer associated to the
root.
We next consider the case of holomorphic strips. Let L0, L1 ⊂ X \D be a
pair of compact Lagrangian submanifolds. We assume L0 is transversal to
L1. Let p, q ∈ L0 ∩ L1 and β ∈ Π2(X;L1, L0; p, q) (See Definition 2.1.) and
k0, k1 be nonnegative integers.
Definition 3.45. We denote by Mregk1,k0(L1, L0; p, q;β; m) the set of all iso-
morphism classes of ((Σ, ~z0, ~z1, ~w), u) with the following properties.
(1) Σ is a strip R×[0, 1] together with trees of spheres rooted in R×(0, 1).
(We require that the singularities of Σ to be nodal singularities.)
(2) ~zi = (zi,1, . . . , zi,ki) and zi,j ∈ R × {i}, for i = 0, 1. The points
zi,1, . . . , zi,ki are distinct, z1,1 > · · · > z1,k1 and z0,1 < · · · < z0,k0 .
(3) ~w = (w1, . . . , w`), wi ∈ Int(Σ). w1, . . . , w` are distinct points in the
interior of Σ and are away from the nodal singularities.
(4) u : Σ→ X is a holomorphic map, u(R×{i}) ⊂ Li and the homology
class of u is β. We also require:
(3.41) lim
τ→−∞u(τ, t) = p, limτ→+∞u(τ, t) = q.
(5) u−1(D) = {w1, . . . , w`}.
(6) The order of tangency of u to D at wi is mi.
(7) ((Σ, ~z0, ~z1, ~w), u) is stable in the sense of stable maps.
The definition of an isomorphism between two objects as above is similar to
Definition 3.35.
wi
p
q
L0
L1 z1,1z1,2
z1,3
z0,1
z0,2
D
Figure 21. An element of Mregk1,k0(L1, L0; p, q;β; m).
Definition 3.46. We define evaluation maps:
evi :Mregk1,k0(L1, L0; p, q;β; m)→ D i = 1, . . . , `
by:
(3.42) evi((Σ, ~z0, ~z1, ~w), u) = u(wi).
LAGRANGIAN FLOER THEORY IN DIVISOR COMPLEMENT 37
Definition 3.47. A strip divisor describing tree, or an SD-tree for short,
is an object S = (S, c,m, α, T ,≤) which satisfies the same properties as in
Definition 3.37 except that we replace (2), (3) and (7) by :
(2)′ c : C0(S)→ {str, s,D} assigns one of the symbols str, s or D to each
vertex v. We call it the color of v and denote it by c(v).
(3)′ There exists exactly one vertex whose color is str. The label “str”
stands for strip. We call the unique vertex with color str the root
of S. There are also integers k0 and k1 associated to the ver-
tex v0. The root will correspond to a moduli space of the form
Mregk1,k0(L1, L0; p, q;β; m).
(7)′ If c(v) is equal to str, s, or D, then α(v) is respectively an element of
Π2(X;L1, L0;Z), Π2(X;Z) or Π2(D;Z). We call α(v) the homology
class of v.
Analogous to DD-trees, we can associate a detailed SD-tree to an SD-tree.
The definition of the moduli space in (3.37) can be modified to define›M0(S) for an SD-tree. If c(v) = str the moduli space ›M0(S; v) is defined
to be
(3.43) ›M0(S; v) =Mregk1,k0(L1, L0; p, q;β; mv)
where mv = (m(ev1),m(e
v
2), · · · ,m(ev`(v)) with ev1, . . . , ev`(v) being the edges
incident to the root v. If c(v) = s or D, then ›M0(S; v) is defined as in (3.34),
(3.35). We define ›M0(S), ”M0(S) and M0(S) by (3.37), (3.39) and (3.40),
respectively. Finally we define:
Definition 3.48. For k0, k1 ∈ Z≥0, p, q ∈ L0∩L1 and β ∈ Π2(X;L1, L0;Z),
the set M0,RGWk1,k0 (L1, L0; p, q;β) is the disjoint union of all M0(S), where S
is an SD-tree of type (β; k0, k1).
In the next subsection, compactifications of the two sets M0,RGWk+1 (L;β)
and M0,RGWk1,k0 (L1, L0; p, q;β) (as sets) are defined. The definition of these
compactifications uses the notion of level shrinking for DD-trees and SD-
trees. We discuss this notion for DD-trees. The case of SD-trees is com-
pletely similar.
Definition 3.49. Let (Sˆ, c, α,m, λ) be the detailed DD-tree associated to a
DD-tree S. Let i ∈ {0, . . . , |λ|}. If i > 0, then (i, i+ 1)-level shrinking of S
is defined as in Definition 3.29. We define (0, 1)-level shrinking of S below.
Let v ∈ C0(Sˆ) with λ(v) = 1. Then c(v) is equal to D. There are two
cases.
Case 1: There is no vertex vˆ with λ(vˆ) = 0, which is joined to v. In this
case, after (0, 1) level shrinking, v will have the color s and its level is equal
to 0.
Case 2: There exists a vertex vˆ with λ(vˆ) = 0 which is joined to v. Let
C ⊂ Sˆ be the maximal connected subgraph of Sˆ which contains v and whose
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vertices have level 0 or 1. We shrink C to a new vertex v′. The color of v′
is d if the root of Sˆ is in C. Otherwise, the color of v′ is s. All the edges e,
which are joined to a vertex of C, but are not in C, will be joined to v′. We
also define:
α(v′) =
∑
vˆ∈C
α(vˆ), λ(v′) = 0.
We perform the above defined operations to all the vertices of level 1. We
change the level of all the vertices v with λ(v) > 1 to λ(v)−1. The resulting
tree together with c, α,m and λ is the detailed DD-tree associated to a
DD-tree. We say this DD-tree is obtained from S by (0, 1) level shrinking.
Example 3.50. In Figure 22, we sketch the detailed tree for a DD-tree S
together with its level function. Figure 23 gives the detailed tree obtained
from S by (0, 1) level shrinking.
ds s ss
λ = 1
λ = 0
λ = 2
λ = 3
λ = 4
Figure 22. Before (0,1) level shrinking.
ds s
λ = 1
λ = 0
λ = 2
λ = 3
Figure 23. After (0,1) level shrinking.
Definition 3.51. We write S > S ′ if S is obtained from S ′ by a finite
number of (i, i + 1) level shrinkings, possibly for different choices of i. We
also write S ≥ S ′ if S > S ′ or S = S ′.
We define
(3.44) M(S) =
⋃
S′≤S
M0(S ′).
We will define a topology on M(S) in Section 5. The following lemma is
the immediate consequence of the definition.
Lemma 3.52. If an element of M0(S ′) is obtained as a limit of a sequence
of elements of M0(S), then S ≥ S ′.
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3.6. RGW Compactification in the General Case. We now describe
the compactificationsMRGWk1,k0 (L1, L0; p, q;β),MRGWk+1 (L;β). These compact-
ifications are obtained by taking the union of fiber products of various spaces
of the forms M0,RGWk1,k0 (L1, L0; p, q;β), M
0,RGW
k+1 (L;β). Those fiber products
are defined using evaluation maps at the boundary marked points. In the
following definition we describe combinatorial objects which keep track of
these fiber products:
Definition 3.53. A Disk-Divisor describing rooted ribbon tree, or a DD-
ribbon tree for short, is R = (R; v0;S, α,≤) with the following properties:
(1) R is a ribbon tree.
(2) The set of vertices C0(R) is divided into disjoint union of two subsets
C int0 (R) and C
ext
0 (R), the set of all interior and exterior vertices. The
valency of any exterior vertex is one.
(3) We fix one exterior vertex v0, which we call the root vertex. We
require that the number of exterior vertices to be equal to k + 1.
We enumerate them as v0, . . . , vk so that it respects the counter
clockwise orientation, induced by the ribbon structure.
(4) α is a map from C int0 (R) to Π2(X,L;Z) .
(5) To each interior vertex v, we associate S(v), which is a DD-tree of
type (α(v), kv). Here kv + 1 is the valency of the vertex v.
(6) Let Sˆ(v) denote the detailed DD-tree associated to S(v). We define:
(3.45) C ins0 (Rˆ) =
⋃
v∈Cint0 (R)
C ins0 (Sˆ(v)).
We call C ins0 (Rˆ) the set of inside vertices of the detailed tree associ-
ated to R. The relation ≤ is a quasi order on C ins0 (Rˆ). We require
that the restriction of ≤ to C ins0 (Sˆ(v)) coincides with the partial
order determined by the structure of S(v).
The homology class α(R) of R is the sum of the homology classes α(v) for
all the interior vertices. We also call (α(R); k) the type of R.
v0
v1
v2
v3
v1
v2
v3
v4
Figure 24. A Disk-Divisor Describing Rooted Ribbon Tree.
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Example 3.54. A DD-ribbon tree R is given in Figure 24. Here black circles
are exterior vertices and white circles are interior vertices. The ribbon tree
in Figure 24 corresponds to the configuration of the disks drawn in Figure
25. The tree R has four interior verties v1, v2, v3, v4. The corresponding
DD-trees are given in Figure 26.
v0
v1
v2
v3
v1
v2
v3
v4
Figure 25. Configuration of disks corresponding to Figure 24.
To each R as in Definition 3.53, we can associate a detailed tree Rˆ by
forming the following disjoint union and identifying each interior vertex v of
R with the root of Sˆ(v):
R unionsq
⋃
v∈Cint0 (R)
Sˆ(v).
The detailed tree associated to Example 3.54 is given in Figure 26. In this
figure we omit the exterior vertices of R and the edges incident to them.
Nevertheless, they are part of the detailed tree. The edges of level 0 are also
drawn by dotted lines.12 The level function on Sˆ(vi) induced by ≤ is given
in Figure 26.
S d
Sˆ(v1)
d d SS
Sˆ(v2)
d
Sˆ(v3) Sˆ(v4)
λ = 1
λ = 0
λ = 2
Figure 26. Sˆ(vi).
The detailed tree for DD-ribbon trees and DD-trees have the following
differences:
12 It is probably more natural to draw 3-dimensional figures. However, we content
ourselves to a 2 dimension figure for simplicity.
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S SSv1v2
v3 v4
λ = 1
λ = 0
λ = 2
λ = 3
Figure 27. The detailed tree Rˆ associated to Figures 24 and 26.
(1) For detailed trees of DD-ribbon trees, the vertices of level 0 have one
of the colors d, s or ext. d stands for disks, and there is one vertex
with this color for each interior vertex of R. s stands for spheres,
which appears in Sˆ(v) for interior vertices v. There is a vertex with
color ext for each exterior vertex of R.
(2) We fix a choice of root among the vertices with color ext.
(3) There may be level 0 edges, which join level 0 vertices of color d.
Definition 3.55. Let L0, L1 be compact Lagrangian submanifolds of X \D
which intersect transversally, and p, q ∈ L0 ∩ L1. A Strip-Divisor de-
scribing rooted ribbon tree, or an SD-ribbon tree for short, is a 7-tuple
R = (R; vl, vr;S, pt, α,≤) with the following properties (see Figure 28.):
(1) R is a ribbon tree.
(2) The set of vertices C0(R) is divided into disjoint union of two subsets
C int0 (R) and C
ext
0 (R), the set of all interior and exterior vertices. The
valency of exterior vertices are one.
(3) vl, vr are exterior vertices of R, which we call the left most vertex
and the right most vertex. There is a subgraph C, which is a path
that starts from vl and ends at vr. We call a vertex and an edge
of C a strip vertex and a strip edge. We do not regard vl or vr as
a strip vertex. In particular, all the strip vertices are interior. We
require C contains at least one strip vertex.
(4) The complement R\C is split into R0 and R1, as follows. We orient
C so that it starts from vl and ends with vr. Then R0 lies to the
right and R1 lies to the left of C. (We use the embedding of R in R2
associated to its ribbon structure here.) The vertices or edges in R0
(resp. R1) are called d0-type (resp. d1-type) vertices or edges. The
graph R0 (resp. R1) has exactly k0 (resp. k1) exterior edges.
(5) pt assigns to each strip edge e an element of L0 ∩ L1. If e contains
vl then pt(e) = p if e contains vr then pt(e) = q.
(6) If v is a strip vertex then α(v) ∈ Π2(L1, L0; pt(el(v)), pt(er(v)). Here
el(v) (resp. er(v)) is the edge of C containing v which lies in the
same connected component of C \ {v} as vl (resp. vr).
(7) If v is an interior d0 vertex (resp. an interior d1 vertex) then α(v) ∈
Π2(X,L0;Z) (resp. α(v) ∈ Π2(X,L1;Z)).
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(8) If v is a strip vertex, then S(v) is an SD-tree of type (α(v); k0, k1)
where ki is the number of edges in Ri incident to v. If v is a d0 vertex
then S(v) is a DD-tree for the Lagrangian L0 of type (α(v); k) where
k + 1 is the number of edges incident to v. If v is a d1 vertex then
S(v) is a DD-tree for the Lagrangian L1 of type (α(v); k) where k+1
is the number of edges incident to v.
(9) ≤ is a quasi partial order on
(3.46) C ins0 (Rˆ) =
⋃
v∈Cint0 (R)
C ins0 (Sˆ(v)).
The set C ins0 (Rˆ) is called the set of inside vertices of the detailed
tree associated to R. ≤ is a quasi partial order on C ins0 (Rˆ). The
restriction of ≤ to C ins0 (Sˆ(v)) coincides with the quasi order coming
from the structure of S(v).
The homology class α(R) of R is the sum of the homology classes α(v) for
all interior vertices v. We say the type of R is (p, q;α(R); k0, k1).
left most right most
exterior
exterior
L0
L1
strip vertices
C
R0
R1
Figure 28. Strip-Divisor describing ribbon tree.
We can define the notion of the detailed tree Rˆ associated to R in the
same way as in the case of DD-ribbon trees. We omit the details here. The
main differences are:
(1) The vertices of level 0 have one of the colors d0, d1, str, le, ri, s,
mk0, mk1.
(2) d0 (resp. d1) stands for disks with boundary condition L0 (resp.
L1). The vertices with color d0 (resp. d1) correspond to the interior
vertices of R0 (resp. R1).
(3) mk0 (resp. mk1) labels the exterior vertices of R0 (resp. R1) and
corresponds to the k0 (resp. k1) boundary marked points in L0 (resp.
L1). The vertices with color str correspond to the interior vertices v
of C.
(4) le, ri correspond to the left most and the right most vertices of C.
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p r q
L1
L0
Figure 29. Configuration corresponding to Figure 28.
Now we are ready to describe the moduli spaces associated to the DD- or SD-
ribbon trees. We first define evaluation maps at boundary marked points:
ev∂j :Mreg,dk+1 (β; m)→ L
for j = 0, . . . , k by
(3.47) ev∂j ((Σ, ~z, ~w), u) = u(zi)
and
ev∂i,j :Mregk1,k0(L1, L0; p, q;β; m)→ Li
for i = 0, 1 and j = 1, . . . , ki by:
(3.48) ev∂i,j((Σ, ~z0, ~z1, ~w), u) = u(zi,j).
Definition 3.56. Let R = (R; v0;S, α,≤) be a DD-ribbon tree, Rˆ the
associated detailed tree and λ the level function of Rˆ. For an interior vertex
v of R, let v ∈ C int0 (S(v)). We then define:
(3.49) ›M0(R; v) = ›M0(S(v))
where the right hand side is defined as in (3.33), (3.34) or (3.35).
Let C int,λ=01 (Rˆ) be the set of all interior edges of Rˆ of level 0 and C
λ>0
1 (Rˆ)
be the set of all edges with positive level. We define:
EV :
∏
v∈Cins0 (Rˆ)
›M0(R; v)→ ∏
e∈Cλ>01 (Rˆ)
(D ×D)×
∏
e∈Cint,λ=01 (Rˆ)
(L× L)
as follows. Let e ∈ Cλ>01 (Rˆ). Then there exists a unique v ∈ C int0 (R) such
that e ∈ C1(S(v)). We define the e-component of ∏e∈Cλ>01 (Rˆ)(D × D) by
(3.36). Let e ∈ C int,λ=01 (Rˆ). We define s(e), t(e) ∈ C int0 (R) the vertices
incident to e such that s(e) is in the same connected component of R \ {e}
as the root. We label the edges of v = t(e) as e0(v), . . . , ekv(v) such that
t(e0(v)) = v. (See Figure 30 below.) Suppose e is the ke-th edge of s(e).
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e = e0(v)
s(e)
t(e) = v
e1(v)
e2(v)
e3(v)e4(v)
v0
Figure 30. ei(v).
Now we define the e-component of
∏
e∈Cλ=01 (Rˆ)(L× L) by
EVe(xv; v ∈ C ins0 (Rˆ)) = (ev∂0(xt(e)), ev∂ke(xs(e))).
We now define:
(3.50) ›M0(R) = ∏
v∈Cins0 (Rˆ)
›M0(R; v)
EV ×?
ÖÖ ∏
e∈Cλ>01 (Rˆ)
∆
è
×
Ö ∏
e∈Cint,λ=01 (Rˆ)
∆
èè
,
where ? is the inclusion map:Ö ∏
e∈Cλ>01 (Rˆ)
∆
è
×
Ö ∏
e∈Cint,λ=01 (Rˆ)
∆
è
→
∏
e∈Cλ>01 (Rˆ)
(D ×D)×
∏
e∈Cint,λ=01 (Rˆ)
(L× L).
Let |λ| be the total number of positive levels, namely, the image of λ is
{0, 1, . . . , |λ|}. We define an action of C|λ|∗ on ›M0(R) by the same formula
as (3.38). (This action is trivial on the components xv with λ(v) = 0.)
We define
(3.51) ”M0(R) = ›M0(R)/C|λ|∗
The group of automorphisms Aut(R) is the direct product∏
v∈Cint0 (R)
Aut(S(v)).
We also define:
(3.52) M0(R) = ”M0(R)/Aut(R).
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The RGW compactificationMRGWk+1 (L;β) ofMregk+1(L;β), as a set, is defined
to be:
(3.53) MRGWk+1 (L;β) =
⋃
R
M0(R)
where the disjoint union in the right hand side is taken over all DD-ribbon
trees R of type (β, k + 1).
The (i, i+1) level shrinking of a DD-ribbon tree is defined as in Definition
3.29 for i > 0 and as in Definition 3.49 for i = 0. We say R′ is obtained
from R by level shrinking and write R′ >′ R if R′ is obtained from R by
finitely many iterations of the level shrinking operations.
We also need shrinkings of level 0 edges.
Definition 3.57. Let Rˆ be the detailed tree associated to a DD-ribbon tree
R and e be an interior level 0 edge. We remove the edge e and identify its
two vertices v′, v′′ to obtain v. All the edges other than e which contains
one of v′ or v′′ will be incident to the new vertex. The homology class of
v is β(v) = β(v′) + β(v′′). We obtain a detailed tree associated to a new
DD-ribbon tree of the same type. We say R′ >′′ R if R′ is obtained from
R by applying the above process finitely many times. We also say R′ is
obtained from R by level 0 edge shrinkings.
We write R′ > R if R′ is obtained from R by finitely many iterations of
level shrinkings and level 0 edge shrinkings.
The basic properties of the compactification in (3.53) are given in Propo-
sition 3.58.
Proposition 3.58. (1) There is a topology on MRGWk+1 (L;β), the RGW
topology, which is compact and metrizable.
(2) MRGWk+1 (L;β) has a Kuranishi structure with corners. Underlying
subspace of the codimension n corner is the union of all moduli spaces
M0(R) such that R has n+ 1 interior vertices.
(3) We define
M(R) =M0(R) ∪
⋃
R′<R
M0(R′).
Then M(R) is a closed subset of MRGWk+1 (L;β).
The items (1) and (3) of Proposition 3.58 are proved in Section 5 and (2)
is proved in [DFII]. A more precise description of the boundary is given in
Subsection 3.7.
Next, we define the moduli space associated to an SD-ribbon tree.
Definition 3.59. Let R = (R; vl, vr;S,pt, α,≤) be an SD-ribbon tree, Rˆ
be the associated detailed tree and λ be the level function of R. For an
interior vertex v of R, let v ∈ C int0 (S(v)). We define:
(3.54) ›M0(R; v) = ›M0(S(v); v)
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where the right hand side is as in (3.33), (3.34), (3.35) or (3.43).
Let C int,λ=01 (Ri) be the set of all interior edges of Ri of level 0 that are
not strip edges (i = 0, 1), and Cλ>01 (Rˆ) be the set of the edges of level > 0.
We define
EV :
∏
v∈Cins0 (Rˆ)
›M0(R; v)
→
∏
e∈Cλ>01 (Rˆ)
(D ×D)×
∏
e∈Cint,λ=01 (R0)
(L0 × L0)×
∏
e∈Cint,λ=01 (R1)
(L1 × L1)
as follows. Let e ∈ Cλ>01 (Rˆ). Then there exists a unique v ∈ C ins0 (R) such
that e ∈ C1(S(v)). We define the e-component of ∏e∈Cλ>01 (Sˆ)(D × D) by
(3.36).
Let e ∈ C int,λ=01 (R1) and s(e), t(e) ∈ C int0 (R) be the vertices incident to
e, such that s(e) is in the same connected component of R \ {e} as C. We
enumerate the edges of v′ = t(e) as e0(v′), . . . , ekv′ (v
′) such that s(e0(v′)) is
v = s(e). (See Figure 31 below.)
C
t(e) = v
s(e) = v
e = e0(v )
e1(v )e2(v )
e3(v )
Figure 31. ei(v
′).
If s(e) ∈ R1, we enumerate the edges incident to e using the ribbon
structure such that the first edge of s(e) is labeled by 0. Suppose e is the
ke-th edge of s(e). Now we define the e-th component of the product space∏
e∈Cint,λ=01 (R1)
(L1 × L1) by
EVe(xv; v ∈ C int,λ=00 (Rˆ)) = (ev∂0(xt(e)), ev∂ke(xs(e))).
If s(e) ∈ C, then we enumerate the edges of s(e) in R1 in the counter
clockwise order. Let e be the ke-th edge among them. (See Figure 32
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below). We then define e-th component of
∏
e∈Cint,λ=01 (R1)
(L1 × L1) by
EVe(xv; v ∈ C int,λ=00 (Rˆ)) = (ev∂0(xt(e)), ev∂1,ke(xs(e))).
The case e ∈ C int,λ=01 (R0) can be defined in the same way.
C
C s(e) = v
e
ke = 2
1
2
3
4
t(e)
Figure 32. ke.
We define:
(3.55) ›M0(R) = ∏
v∈Cins0 (Rˆ)
›M0(R; v) EV×?ÖÖ ∏
e∈Cλ>01 (Rˆ)
∆
è
×
Ö ∏
e∈Cint,λ=01 (R1)
∆
è
×
Ö ∏
e∈Cint,λ=01 (R0)
∆
èè
,
where ? is the inclusion map. Let |λ| be the total number of positive levels.
We define an action of C|λ|∗ on ›M0(R) by the same formula as (3.38). We
define ”M0(R) = ›M0(R)/C|λ|∗
The group of automorphisms Aut(R) is given as the direct product∏
v∈Cint0 (R)
Aut(S(v)).
We define:
M0(R) = ”M0(R)/Aut(R).
Now the RGW compactificationMRGWk1,k0 (L1, L0; p, q;β) of the moduli space
Mregk1,k0(L1, L0; p, q;β; ∅) is defined as
(3.56) MRGWk1,k0 (L1, L0; p, q;β) =
⋃
R
M0(R)
where the disjoint union in the right hand side is taken over all RD-ribbon
trees R of type (p, q;β; k0, k1).
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We define the notion of level shrinking and level 0 edge shrinking for SD-
ribbon trees in the same way as in the case of DD-ribbon trees and write
R′ < R, ifR is obtained fromR′ by a composition of finitely many iterations
of these two operations.
Proposition 3.60. (1) There is a topology on MRGWk1,k0 (L1, L0; p, q;β),
the RGW topology, which is compact and metrizable.
(2) MRGWk1,k0 (L1, L0; p, q;β) has a Kuranishi structure with corners. Un-
derlying subspace of the codimension n corner is the union of all
spaces M0(R) such that R has at least n+ 1 interior vertices.
(3) We define
M(R) =M0(R) ∪
⋃
R′<R
M0(R′).
Then M(R) is a closed subset of MRGWk1,k0 (L1, L0; p, q;β).
The items (1) and (3) of Proposition 3.60 is proved in Section 5 and (2)
is proved in [DFII]. A more precise description of the boundary is given in
Subsection 3.7.
3.7. Stratifications and Description of the Boundary. A subtle fea-
ture of the RGW compactification and its boundary structure is that the
inclusion
(3.57)
MRGWk′1,k′0 (L1, L0; p, r;β1)×M
RGW
k′′1 ,k
′′
0
(L1, L0; r, q;β2)
⊂ ∂MRGWk1,k0 (L1, L0; p, q;β)
does not literary hold. This issue is related to Remark 3.42. However, this
does not cause any problem for our construction of Floer homology, because
(3.57) holds outside a union of codimension 2 strata. This subtlety is also
responsible for the notation ×ˆ appearing in Theorem 3.1. The purpose of
this subsection is to clarify this point. We firstly introduce the notion of
even codimension stratification of Kuranishi structures.
Definition 3.61. Let X be a space with Kuranishi structure “U = ({Up},
{Φpq}), where Up = (Up, Ep, sp, ψp) and Φpq = (Upq, ϕˆpq, ϕpq) are respec-
tively Kuranishi charts and coordinate changes. By shrinking Up, we may
assume Up = Vp/Γp where Vp is a manifold and Γp is a finite group.
An even codimension stratification of “U is a choice of a close subset X(n) ⊂
X for each n ∈ Z+ and V (n)p ⊂ Vp for each p ∈ X(n) with the following
properties:
(1)
◦
V
(n)
p := V
(n)
p \ V (n+1)p is a codimension 2n embedded submanifold of
Vp. V
(n)
p is Γp-invariant. We define U
(n)
p = V
(n)
p /Γp,
◦
U
(n)
p =
◦
V
(n)
p /Γp.
(2) ψp(s
−1
p (0) ∩
◦
U
(n)
p ) ⊂ X(n) \X(n+1).
(3) ϕpq(Upq ∩ U (n)q ) ⊂ U (n)p for any p ∈ X(n), q ∈ ψp(s−1p (0) ∩ U (n)p ).
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(4) “U (n)p = ( ◦U (n)p , Ep| ◦
U
(n)
p
, sp| ◦
U
(n)
p
, ψp| ◦
U
(n)
p ∩s−1p (0)
) and a similar restriction
of coordinate changes Φpq define a Kuranishi structure for X
(n) \
X(n+1). In particular, the dimension of X(n) \X(n+1) with respect
to this Kuranishi structure is dim(X, “U)− 2n.
(5) If (X, “U) has boundary and corner (that is, Up has boundary and
corner) we require that the codimension k corner SkU
(n)
p coincides
with U
(n)
p ∩ SkUp where SkUp is the codimension k corner of Up.
We call {X(n)} the underlying topological stratification.
The Kuranishi structure of the RGW compactification has an even codi-
mension stratification in the above sense. The stratification is given by the
number of levels:
Definition 3.62. We define
(3.58) MRGWk1,k0 (L1, L0; p, q;β)(n) ⊂MRGWk1,k0 (L1, L0; p, q;β)
as the disjoint union ofM0(R) such that the total number of positive levels
of R is not smaller than n. Similarly, we can define
(3.59) MRGWk+1 (L;β)(n) ⊂MRGWk+1 (L;β),
(3.60) M(D ⊂ X;α; m)(n) ⊂M(D ⊂ X;α; m).
Proposition 3.63. The Kuranishi structure of MRGWk1,k0 (L1, L0; p, q;β) has
an even codimension stratification whose underlying topological stratification
is given by
{MRGWk1,k0 (L1, L0; p, q;β)(n)}.
The same holds for MRGWk+1 (L;β) and M(D ⊂ X;α; m).
Proof. The Kuranishi structure onMRGWk1,k0 (L1, L0; p, q;β) will be constructed
by relaxing the non-linear Cauchy-Riemann equation ∂u = 0 to ∂u ≡ 0
mod E(u), where E(u) is an appropriate finite dimensional subspace of
u∗TX-valued (0, 1)-forms on the source curve of u. Namely, the Kuran-
ishi neighborhood of Up is the set of the solutions of this relaxed equa-
tion. Our stratification is given by the combinatorial type of the source
curve. So we can stratify Up in the same way using the combinatorial type
of the source curve. In order to show that this strafication has the re-
quired properties, we need to compute the dimension of different subspaces
of MRGWk1,k0 (L1, L0; p, q;β).
Let R be an SD-ribbon tree of type (p, q;β; k0, k1) with n levels. Then the
space ”M0(R) = ›M0(R)/Cn∗ is contained in the codimension #{v | c(v) =
d0, d1, str} − 1 corner of MRGWk1,k0 (L1, L0; p, q;β). We shall show that:
(3.61) dim(›M0(R)) = µ(β) + (k1 + k0)−#{v | c(v) = d0, d1, str}.
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This implies that ”M0(R) has codimension 2n in the corner of codimension
#{v | c(v) = d0, d1, str} − 1. It is straightforward to use this observation to
verify the proposition.
If v is a vertex of the detailed tree Rˆ of R with color D, then the corre-
sponding factor ›M0(R; v) is:›M0(D ⊂ X;α(v); mv).
Here mv = (m(e0(v)), · · · ,m(e`(v)(v)) with e0(v), . . . , e`(v)(v) being the edges
incident to v. As a consequence of Theorem 3.25, we have
(3.62)
dim ›M0(D ⊂ X;α(v); mv)
= 2(n− 1) + 2α(v) · c1(D) + 2(`(v) + 1)− 6 + 2.
In fact, 2(n − 1) + 2α(v) · c1(D) − 6 is the dimension of the moduli space
of holomorphic spheres in D of homology class α. Adding `(v) + 1 marked
points increases the dimension by 2(`(v) + 1). The number 2 appears as
the last term in the formula because our moduli space contains the data of
a section s. The difference between two choices of s is given by a nonzero
complex number.
If v is a level 0 vertex with color s, then the factor ›M0(R; v) is:›Mreg,s(α(v); mv).
where mv = (−m(e0(v)),m(e1(v)), · · · ,m(e`(v)(v)) with e0(v), . . . , e`(v)(v)
being the edges in Rˆ that connects v to a vertex with color D. We have
(3.63)
dim ›Mreg,s(α(v); mv)
= 2n+ 2α(v) · c1(X) + 2
`(v)∑
i=0
(1− |m(ei(v))|)− 6.
This formula can be verified using the fact that the condition about tangency
at the i-th marked point (Definition 3.35 (6)) decreases the dimension by
2(m(ei(v)) − 1) or −2(m(e0(v)) + 1) depending on whether i > 0 or i = 0.
recall that m(e0(v)) < 0 < m(ei(v)) for i > 0.
If v is a level 0 vertex with color d0 or d1, then the corresponding factor
is:
Mreg,dk(v)+1(α(v); mv)
where mv = (m(e1(v)), · · · ,m(e`(v)(v)) is defined as in the previous case,
and k(v) + 1 is the number of level 0 edges of v. We have
(3.64)
dimMreg,dk(v)+1(α(v); mv)
= n+ µ(α(v)) + 2
`(v)∑
i=1
(1−m(ei(v))) + k(v)− 2.
Here µ is the Maslov index. (See, for example, [FOOO1, Definition 2.1.15].)
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If v is a level 0 vertex with color str, then the corresponding factor is:
Mregk1(v),k0(v)(L1, L0; pt(eλ(v)), pt(er(v));α(v); mv).
Here ki(v) is the number of level 0 edges of v contained in Ri, and el(v),
er(v) are the edges of C as in Definition 3.55 (7). Furthermore, m
v =
(m(e1(v)), · · · ,m(e`(v)(v)) is defined as in the previous two cases. We have:
(3.65)
dimMregk1(v),k0(v)(L1, L0; pt(el(v)),pt(er(v));α(v); mv)
= µ(α(v)) + 2
`(v)∑
i=1
(1−m(ei(v))) + (k1(v) + k0(v))− 1.
where µ is the Maslov index. (See, for example, [FOOO1, Definition-
Proposition 2.3.9].)
Now we can compute the dimension of ›M0(R) in (3.55) using (3.62)-
(3.65). This dimension is the sum of (3.62)-(3.65) minus n · #(C int1 (R) \
C1(C)) minus 2(n − 1) ·N>0. Here N>0 is the number of all interior edges
that are not in C1(R). We denote by C
0<λ<1
1 (Rˆ) the set of the edges of Rˆ
which join level 0 vertices to positive level vertices. Then we have:
(3.66)
dim(›M0(R))
=n#{v | c(v) = d0, d1}+ 2(n− 1)#{v | c(v) = D}
+ 2n#{v | c(v) = s}
+
∑
c(v)=d0,d1,str
µ(α(v)) +
∑
c(v)=s
2α(v) · c1(X)
+
∑
c(v)=D
2α(v) · c1(D)
+ 4N>0 −
∑
e∈C0<λ<11 (Rˆ)
2|m(e)|
− 4#{v | c(v) = D} − 6#{v | c(v) = s}
− 2#{v | c(v) = d0, d1} −#{v | c(v) = str}
+
∑
i=0,1
∑
v∈C0(R),c(v)=str
ki(v) +
∑
v∈C0(R),c(v)=d0,d1
k(v)
− n#(C int1 (R) \ C1(C))− 2(n− 1)N>0
Recall that if c(v) = d0 or d1, then k(v) + 1 is the number of level 0 edges
containing v. Note that the sixth line of (3.66) is obtained by summing up
the terms 2(`(v) + 1) in (3.62) and 2
∑
(1− |m(ei(v))|) in (3.63), (3.64) and
(3.65).
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We have the following straightforward identities:
#{v | c(v) = d0,d1} = #(C int1 (R) \ C1(C)),
#{v | c(v) = s,D} = N>0,∑
λ(v)>0
α(v) · c1(D) =
∑
λ(v)>0
α(v) · c1(X) +
∑
e∈C0<λ<11 (Rˆ)
m(e).
Moreover, β =
∑
v∈Cins0 (Rˆ) α(v) and∑
i=0,1
∑
{v∈C0(R),c(v)=str}
ki(v) +
∑
{v∈C0(R)|c(v)=d0,d1}
k(v)
= k1 + k0 + #{v ∈ C0(R) | c(v) = d0,d1}
Therefore, we can use the above equalities to simplify (3.66) and show that
the dimension of ›M0(R) is equal to the expression given in (3.61). 
Remark 3.64. In the above proof, we show that MRGWk1,k0 (L1, L0; p, q;β)(n)
has even codimension by computing the dimensions explicitly. Perhaps it is
more conceptional to obtain this proposition as a consequence of the gluing
construction given in [DFII] to define Kuranishi structures.
Now we describe the boundary of our moduli spacesMRGWk1,k0 (L1, L0; p, q;β).
Definition 3.65. A boundary SD-ribbon tree of type (1) for the moduli
space MRGWk1,k0 (L1, L0; p, q;β) is an SD-ribbon tree
R(1)(p, r, q;β1, β2; k1,0, k1,1; k2,0, k2,1) = (R; vl, vr;S,pt, α,≤)
where β1 ∈ Π2(X;L1, L0; p, r), β2 ∈ Π2(X;L1, L0; r, q), β = β1#β2 and
k1,i + k2,i = ki for i = 1, 2. This SD-ribbon tree is required to satisfy the
following properties:
(1) The path C in R contains only two interior vertices v1 and v2. If
e is the edge connecting v1 to v2, then r ∈ L0 ∩ L1 is associated to
this edge.
(2) The graphs R0 and R1 associated to R do not have any interior
vertex. In R0 (resp. R1) there are ki,0 (resp. ki,1) exterior vertices
connected to vi.
(3) S(v1) (resp. S(v2)) is the unique SD-tree of type (p, r;β1; k1,0, k1,1)
(resp. (r, q;β2; k2,0, k2,1)) with only one vertex (which is necessarily
labeled with d).
An example of a boundary SD-ribbon tree is given in Figure 33.
Definition 3.66. We denote by
(3.67) MRGWk1,1,k1,0(L1, L0; p, r;β1) ×ˆMRGWk2,1,k2,0(L1, L0; r, q;β2)
the union of all moduli spaces M0(R′) such that:
R′ ≤ R(1)(p, r, q;β1, β2; k1,0, k1,1; k2,0, k2,1)
for some r, β1, β2, k1,0, k1,1, k2,0, k2,1 as above.
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v1 v2
e
pt(e) = r α(v1) = β1
α(v2) = β2
R1
R0
(k2,0, k2,1) = (1, 0)
left most
right most
(k1,0, k1,1) = (2, 1)
Figure 33. A boundary SD-ribbon tree
By Lemma 3.60, (3.67) is closed inMRGWk1,k0 (L1, L0; p, q;β). The arguments
of [DFII] show that (3.67) has a Kuranishi structure and is a component of
the normalized boundary of MRGWk1,k0 (L1, L0; p, q;β).
Lemma 3.67. Kuranishi structures of our moduli spaces can be chosen such
that the following holds. There exists a continuous map:
Π :MRGWk1,1,k1,0(L1, L0; p, r;β1) ×ˆMRGWk2,1,k2,0(L1, L0; r, q;β2)
→MRGWk1,1,k1,0(L1, L0; p, r;β1)×MRGWk2,1,k2,0(L1, L0; r, q;β2)
with the following properties.
(1) On the inverse image of the complement of
(3.68)
Ä
MRGWk1,1,k1,0(L1, L0; p, r;β1)(1) ×MRGWk2,1,k2,0(L1, L0; r, q;β2)
ä
∪
Ä
MRGWk1,1,k1,0(L1, L0; p, r;β1)×MRGWk2,1,k2,0(L1, L0; r, q;β2)(1)
ä
Π is induced by an isomorphism of Kuranishi structures.
(2) Let p be an element of
(3.69) MRGWk1,1,k1,0(L1, L0; p, r;β1) ×ˆMRGWk2,1,k2,0(L1, L0; r, q;β2)
and
p := Π(p) ∈MRGWk1,1,k1,0(L1, L0; p, r;β1)×MRGWk2,1,k2,0(L1, L0; r, q;β2).
Then the Kuranishi neighborhoods Up = (Up, Ep, sp, ψp) and Up =
(Up, Ep, sp, ψp) of p and p assigned by our Kuranishi structures have
the following properties. Let Up = Vp/Γp and Up = Vp/Γp.
(a) There exists an injective group homomorphism φp : Γp → Γp.
(b) There exists a φp-equivariant map
Fp : Vp → Vp
that is a strata-wise smooth submersion.
54 ALIAKBAR DAEMI, KENJI FUKAYA
(c) Ep is isomorphic to the pullback of Ep by Fp. In other words,
there exists fiberwise isomorphic lift
F˜p : Ep → Ep
of Fp, which is φp equivariant.
(d) F˜p ◦ sp = sp ◦ Fp.
(e) ψp ◦ Fp = Π ◦ ψp on s−1p (0).
(3) F˜p, Fp are compatible with the coordinate changes.
Before turning to the proof of this lemma, we elaborate on Item (3).
Recall that a Kuranishi structure for X assigns a Kuranishi chart Up =
(Up, Ep, sp, ψp) to each p ∈ X. If q ∈ Im(ψp), then we require that there
exists a coordinate change Φpq = (Upq, ϕ̂pq, ϕpq) from Uq to Up in the following
sense:
(CoCh.1) There exists an open neighborhood Upq of oq in Uq.
(CoCh.2) There exists an embedding of orbifolds ϕpq : Upq → Up.
(CoCh.3) There exists an embedding of orbibundles ϕ̂pq : Eq|Upq → Ep which
is a lift of ϕpq.
(CoCh.4) ϕ̂pq is compatible with Kuranishi maps and parametrization maps
in the following sense:
(a) sp ◦ ϕpq = ϕ̂pq ◦ sq.
(b) ψp ◦ ϕpq = ψq on Upq ∩ s−1q (0).
(CoCh.5) On Im(ϕpq) ∩ s−1p (0), the differential dsp induces a bundle isomor-
phism:
NUpqUp ∼=
Ep
Im(ϕ̂pq)
.
where the bundle on the left hand side denotes the normal bundle
of ϕpq(Upq) in Up.
See [FOOO2, Definition A.1.3 and Definition A1.14] or [FOOO6, Definition
3.5]. The notion of embedding of orbifolds and orbibundle is defined in
[FOOO6, Section 18]. The coordinate change maps Φpq are required to
satisfy certain compatibility conditions and we refer the reader to [FOOO2,
(A1.6.2)], [FOOO6, Definition 3.8] for these conditions.
In Lemma 3.67, let p, q be elements of (3.69) such that q ∈ Im(ψp). We
denote Π(p), Π(q) by p, q. We then have ϕpq, ϕ̂pq, ϕpq, ϕ̂pq. Item (3) of
Lemma 3.67 asserts that:
Fp ◦ ϕpq = ϕpq ◦ Fq, ‹Fp ◦ ϕ̂pq = ϕ̂pq ◦ ‹Fq
on the domain where both sides are defined.
A complete proof of Lemma 3.67 requires the definition of Kuranishi struc-
tures on RGW compactifications of our moduli spaces. In the following
proof, we give only the definition of the map Π. It is straightforward to
check that this map is continuous and on the inverse image of (3.68) this
map is a homeomorphism into its image with respect to the RGW topology
in Section 5. In [DFII, Section 10], we give a detailed proof of the disk
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moduli version of this lemma. The same argument can be used to give a
complete proof of Lemma 3.67.
Proof. Removing the edge e of R = R(1)(p, r, q;β1, β2; k1,0, k1,1; k2,0, k2,1)
and adding two exterior vertices produces two SD-ribbon graphs R1, R2 of
types (p, r;β1; k1,0, k1,1), (r, q;β2; k2,0, k2,1). (See Figure 34.) Let R′1 (resp.
R′2) be an SD-ribbon tree of type (p, r;β1; k1,0, k1,1) (resp. (r, q;β2; k2,0, k2,1))
such that R′1 ≤ R1 (resp. R′2 ≤ R2). We glue the edge incident to the right
most vertex of R′1 to the edge incident to the left most vertex of R′2. (The
right most vertex of R′1 and the left most vertex of R′2 are not vertices of
the resulting tree.)
v1
α(v1) = β1
R1
v2
α(v2) = β2
R2
left most right most
left most right most
Figure 34. R1 and R2.
This tree together with a level function determines an SD-ribbon tree of
type (β, k0, k1). Let λˆ be a level function associated to a quasi order ≤,
which restricts to the quasi order associated to R′i on C ins0 (Rˆ′i). Note that
the choice of λˆ is not unique. (See Figure 35.) We denote the resulting
SD-ribbon tree of type (β; k0, k1) by:
R′1#λˆR′2
For any SD-ribbon treeR′ of type (β; k0, k1) withR′ ≤ R, there exist unique
R′1, R′2 and λˆ such that:
(3.70) R′ = R′1#λˆR′2.
For R′ as in (3.70), the map Π restricts to a map:
Π :M0(R′)→M0(R′1)×M0(R′2).
which can be described as follows. Let |λˆ|, |λ1| and |λ2| be the number of
positive levels ofR′, R′1 andR′2. The fact that the quasi order corresponding
to λˆ restricts to the quasi order corresponding λi on C
ins
0 (Rˆi) implies that
|λˆ| ≤ |λ1|+ |λ2|. Let h = |λ1|+ |λ2| − |λˆ|. Using identifications:›M0(R′1)× ›M0(R′2) = ›M0(R′), Aut(R′) = Aut(R′1)×Aut(R′2),
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R1 R2 ˆ ˆ ˆ
v1 v1 v1 v1v2 v2 v2 v2
h = 0 h = 0 h = 1
λ = 0
λ = 1
λ = 2
Figure 35. Three different choices of ˆ`.
it is easy to see that there exists a Ch∗ -action on M0(R′) such that
(3.71) M0(R′1)×M0(R′2) =M0(R′)/Ch∗ .
The map Π is defined to be the projection map induced by this identification.

We thus gave a detailed description of the part of the boundary of the
moduli space MRGWk1,k0 (L1, L0; p, q;β) given in Theorem 3.1 (1). Next, we
describe other boundary elements given in Items (2) and (3) of Theorem
3.1, in a similar way.
Definition 3.68. A boundary SD-ribbon trees of type (2) for the moduli
space MRGWk1,k0 (L1, L0; p, q;β) is an SD-ribbon tree
R(2)(p, q;β1, β2; k1,1 + 1, k2,1, j; k0) = (R; vl, vr;S, pt, α,≤)
where β1 ∈ Π2(L1, L0; p, q), β2 ∈ Π2(X,L1), β = β1#β2, k1,1 +k2,1 = k1 and
j ∈ {1, . . . , k1,1 +1}. This SD-ribbon tree is required to satisfy the following
properties:
(1) There are only two interior vertices v1 and v2. The vertex v1 has
color str and v2 has color d1. There is an edge e connecting v1 to v2.
(2) The graphs R1 has exactly k1,1 + 1 exterior vertices connected to v1
and k2,1 exterior vertices connected to v2. The edge e is the j-th
edge in R1 connected to v1. Here we use the ribbon structure at v1
to label the edges in R1, which are connected to v1. The graph R0
has only k0 exterior vertices connected to v1.
(3) S(v1) (resp. S(v2)) is the unique SD-tree (resp. DD-tree) of type
(p, q;β1; k0, k1,1 + 1) (resp. (β2; k2,1)) with only one vertex (which is
necessarily labeled with d).
We can similarly define boundary SD-ribbon trees of type (3), which have
the form:
R(3)(p, q;β1, β2; k1; k1,0; k2,0 + 1, j).
Figure 36 gives examples of boundary SD-ribbon trees of types (2) and
(3).
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v1
v2
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R1
R0
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R(2) R(3)
left most right most left most right most
Figure 36. The ribbon trees R(2) and R(3)
Definition 3.69. We define
(3.72) MRGWk1,1+1,k0(L1, L0; p, q;β1) ev1,j ×ˆev0MRGWk2,1+1(L1;β2)
to be the union of allM0(R′) with R′ ≤ R(2)(p, q;β1, β2; k1,1 +1, k2,1, j; k0).
Similarly, we define:
(3.73) MRGWk1,k1,0+1(L1, L0; p, q;β1) ev0,j ×ˆev0MRGWk2,0+1(L0;β2).
Lemma 3.70. There exists a map
(3.74)
Π :MRGWk1,1+1,k0(L1, L0; p, q;β1) ev1,j ×ˆev0MRGWk2,1+1(L1;β2)
→MRGWk1,1+1,k0(L1, L0; p, q;β1) ev1,j ×ev0 MRGWk2,1+1(L1;β2)
with the following properties:
(1) On the inverse image of the complement ofÄ
MRGWk1,1,k0(L1, L0; p, q;β1)(1)
ä
ev1,j ×ev0
Ä
MRGWk2,1+1(L1;β2)
ä
∪
Ä
MRGWk1,1,k0(L1, L0; p, q;β1)
ä
ev1,j ×ev0
Ä
MRGWk2,1+1(L1;β2)(1)
ä
Π is induced by the isomorphism of Kuranishi structures. Here the
fiber product is taken over L1.
(2) The same property as in Lemma 3.67 (2) holds.
(3) The same property as in Lemma 3.67 (3) holds.
A similar statement holds for:
MRGWk1,k1,0(L1, L0; p, q;β1) ev0,j ×ˆev0MRGWk2,0+1(L0;β2).
The proof is omitted because it is similar to the proofs of Lemma 3.67
and [DFII, Proposition 10.1].
Lemma 3.71. The normalized boundary of MRGWk1,k0 (L1, L0; p, q;β) is the
disjoint union of (3.67), (3.72), (3.73).
Proof. By the calculation of dimension we gave in the proof of Proposition
3.63 the only codimension 1 strata are R(1)(p, r, q;β1, β2; k1,0, k1,1; k2,0, k2,1),
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R(2)(p, q;β1, β2; k1,1 + 1, k2,1, j; k0) and R(3)(p, q;β1, β2; k1; k1,0; k2,0 + 1, j).
This implies the lemma. 
Lemmas 3.67, 3.70, 3.71 are generalized versions of the description of the
boundary elements in Theorem 3.1, which we use in Section 4 for the proof
of our main theorem.
3.8. Forgetful Map of the Boundary Marked Points. In Section 4,
we use compatibility of our Kuranishi structures with the forgetful map of
the boundary marked points to show that the boundary elements given by
Items (2) and (3) of Theorem 3.1 do not affect various constructions in the
case that our Lagrangians are monotone with minimal Maslov numbers 2.
(See the proof of Case 1 of Lemma 4.17.) We will describe the compatibility
in this subsection. The main result here is mostly a minor modification of
the one in [Fu1].
We start with the definition of the case that the source curve has no
disk bubble. We consider the moduli spaces of pseudo holomorphic disks
Mreg,dk+1 (β; m) and of pseudo holomorphic stripsMregk1,k0(L1, L0; p, q;β; m). In
the following, we assume that β is a non-trivial homology class.
Definition 3.72. Let 1 ≤ j ≤ k. We define
(3.75) fg∂j :Mreg,dk+1 (β; m)→Mreg,dk (β; m)
as follows. Let [(Σ, ~z, ~w), u] ∈ Mreg,dk+1 (β; m). We put ~z = (z0, . . . , zk),
zi ∈ ∂Σ. We set ~z ′ = (z0, . . . , zj−1, zj+1, . . . , zk). Then:
fg∂j ([(Σ, ~z, ~w), u]) = [(Σ, ~z
′, ~w), u].
Let 1 ≤ j ≤ k0 (resp. 1 ≤ j ≤ k1). We define
(3.76) fg∂0,j :Mregk1,k0(L1, L0; p, q;β; m)→M
reg
k1,k0−1(L1, L0; p, q;β; m)
(resp.
(3.77) fg∂1,j :Mregk1,k0(L1, L0; p, q;β; m)→M
reg
k1−1,k0(L1, L0; p, q;β; m))
in a similar way by forgetting z0,j (resp. z1,j).
Remark 3.73. We do not consider the forgetful map for the 0-th marked
point of the elements of Mreg,dk+1 (β; m) because we do not need it in the
present paper.
Note that:
Mreg,dk+1 (β; ∅) ⊂MRGWk+1 (β),
and
Mregk1,k0(L1, L0; p, q;β; ∅) ⊂MRGWk1,k0 (L1, L0; p, q;β).
Lemma 3.74. The map (3.75) in the case m = ∅ can be extended to a
continuous map:
(3.78) fg∂j :MRGWk+1 (β)→MRGWk (β).
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Moreover, (3.76) and (3.77) for m = ∅ can be extended to (3.79) and (3.80)
below, respectively:
(3.79) fg∂0,j :Mregk1,k0(L1, L0; p, q;β)→M
reg
k1,k0−1(L1, L0; p, q;β),
(3.80) fg∂1,j :Mregk1,k0(L1, L0; p, q;β)→M
reg
k1−1,k0(L1, L0; p, q;β).
Proof. We will construct (3.78) in detail. The construction of (3.79) and
(3.80) is similar. Let R be a DD-ribbon tree of type (β; k). Let vj be the
j-th exterior vertex corresponding to the boundary marked point that we
will forget. There is a unique interior vertex v which is connected to vj . The
color of the vertex v is necessarily d. Let S(v) be the DD-tree associated
to v. Suppose S(v) is of type (β(v); kv) and its number of levels is |λv|. We
consider the next three cases separately:
Case 1: (β(v) 6= 0.) We consider the root vertex v of S(v), which has
color d. If β(v) = 0, then the v-part of any element of M0(R) is a stable
map ((Σv, ~zv, ~wv), uv) with uv being a constant map. Hence uv does not
intersect D. Therefore, S(v) does not have an inside vertex. It implies that
β(v) = β(v) = 0, which is a contradiction. Thus β(v) 6= 0 and removing
the j-th external vertex and the edge incident to it gives rise to a DD-tree
R′ of type (β; k− 1). Moreover, forgetting the j-th boundary marked point
determines a map M0(R)→M0(R′) and we define the extension of fg∂j to
M0(R) to be given by this map.
Case 2: (β(v) = 0, kv ≥ 3.) Using the argument of the previous case, we
can show that S(v) has no inside vertex. So it has only one interior vertex
v. Since v is incident to at least 4 edges, after removing vj and the edge
incident to it, S(v) is still stable. The rest of the construction is similar to
Case 1.
Case 3: (β(v) = 0, kv = 2.) As in Case 2, we can conclude that S(v) has
only one interior vertex denoted by v and the stable map associated to v is a
constant map. In addition to vj , there are two other vertices v′ and v′′ of R
which are connected to v. We remove vj , v and the edges containing them.
Then we connect v′ and v′′ with a new edge to obtain a new DD-ribbon
tree R′. (See Figure 37.) By forgetting the factor corresponding to v, we
also obtain a mapM0(R)→M0(R′). This gives the restriction of the map
in (3.78) to M0(R). The continuity of this map shall be obvious from the
definition once we define the RGW topology in Section 5. 
We next discuss the relation between forgetful maps and Kuranishi struc-
tures.
Lemma 3.75. Let p ∈ MRGWk+1 (β) and p = fg∂j (p) ∈ MRGWk (β). Let
Up = (Up, Ep, sp, ψp) and Up = (Up, Ep, sp, ψp) be their Kuranishi charts. By
shrinking the charts, we may assume Up = Vp/Γp and Up = Vp/Γp, where
Vp, Vp are manifolds and Γp and Γp are finite groups acting on them.
(1) There exists a group homomorphism φp : Γp → Γp.
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R
Figure 37. R′ in Case 3
(2) There exists a φp equivariant map
Fp : Vp → Vp
that is a strata-wise smooth submersion.
(3) Ep is isomorphic to the pullback of Ep by Fp. In other words, there
exists fiberwise isomorphic lift
F˜p : Ep → Ep
of Fp, which is φp equivariant.
(4) F˜p ◦ sp = sp ◦ Fp.
(5) ψp ◦ Fp = fg∂j ◦ ψp on s−1p (0).
(6) F˜p, Fp is compatible with the coordinate change in the same sense as
in Item (3) of Lemma 3.67.
The same statement holds for (3.78) and (3.79).
Sketch of the proof. The proof is mostly the same as the proof of [Fu1, The-
orem 3.1 and Corollary 3.1].13 We sketch the proof below and will discuss it
further in [DFII, Section 11] after the construction of the relevant Kuranishi
structures.
As we mentioned before, Vp is the set of solutions of an equation of the
form ∂u ≡ 0 mod E(u), where E(u) is a finite dimensional subspace of
sections of u∗TX ⊗Λ0,1 and is called the obstruction bundle. Here u : Σ→
X is an element which is close to up : Σp → X, where the pair (Σp, up)
represents p. More precisely, Σp is a nodal curve obtained by gluing various
components. Each component corresponds to a vertex of the graph Rˆ, a
detailed tree associated to a certain DD-ribbon tree R of type (β, k). In our
situation each component of the map up is a map to X or to D according
to the color of the corresponding vertex. The way to glue components are
described by the edges of Rˆ. The nodal curve Σ is obtained from Σp by
deforming the complex structure of the components and resolving some of
13In fact, it is easier than the proof of [Fu1, Theorem 3.1 and Corollary 3.1] because
we do not require cyclic symmetry here. This is related to Remark 3.73. We can con-
struct Kuranishi structures compatible with cyclic symmetry and forgetful map of the
0-th marked points in the same way as in [Fu1, Theorem 3.1 and Corollary 3.1].
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the components. The definition of p′ = (Σ, u) (together with several other
data such as marked points) being close to p is given in the same way as the
definition of RGW topology.
The obstruction space E(u) actually depends not only on the map u
but also on (the complex structure of) Σ. In other words, E(u) depends on
p′ = (Σ, u) and we denote it by E(p′). (Note that u may not be holomorphic.
The data consisting p′ is the same as the data for an element of RGW
compactification except this point.)
The space E(p′) is decomposed as
E(p′) =
⊕
a
Ea(p
′)⊕
⊕
b
Eb(p
′)
⊂
⊕
a
C∞0 (Σ(a);u
∗TX ⊗ Λ0,1)⊕
⊕
b
C∞0 (Σ(b);u
∗TD ⊗ Λ0,1),
which is a finite dimensional subspace. Here the first sum (resp. the second
sum) contains a term for the components Σ(a) (resp. Σ(b)) of Σ correspond-
ing to a vertex with color d or s (resp. D). The notation C∞0 denotes the set
of smooth sections which have compact support away from boundary and
marked points.14
We need to show that the obstruction spaces can be defined in a way
compatible with the forgetful map of boundary marked points. We explain
below that there is such a choice of obstruction bundles. We firstly consider
a component Σ(a) on which the homology class of u is zero. We require that
the obstruction E(p′) to be zero. This is possible because in our situation
of genus zero, constant maps are Fredholm regular. (This is not the case for
higher genus surfaces.)
In the construction of the map fg∂j , we shrink some of the disk compo-
nents on which the map is trivial. Therefore, our assumption on E(p′) for
the components with trivial homology class allows us to have a consistent
forgetful map.
We next consider sphere components. We observe that we do not shrink
sphere components during the construction of fg∂j . Therefore, the set of
sphere components of the source curve of p corresponds to the set of sphere
components of the source curve of p by a canonical bijection. (Note that this
applies to the components corresponding to the vertices with color either s
or D.)
We now consider the disk components on which u is nontrivial. In this
case our problem is reduced to the problem of constructing the Kuranishi
structures so that the map (3.75) in Definition 3.72 is compatible in the sense
14In our situation, there is another factor in the obstruction bundle which is related
to the fact that, contrary to the gluing problem in stable map compactification, there is
another kind of singularity appearing in the gluing construction of the RGW compactifi-
cation. This type of singularities is responsible for the second factor of [DFII, (8.36)]. We
will explain this point in [DFII, Section 5] and the proof that those factor behave correctly
by forgetful map is given in [DFII, Section 11].
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of the statement of this lemma. To make a choice of obstruction bundles
with such compatibility condition, we proceed as follows. We compose the
forgetful maps (3.75) k times and obtain:
(3.81) fgall :Mreg,dk+1 (β; m)→Mreg,d1 (β; m)
That is to say, we forget all the marked points except the 0-th one. We
take a large enough obstruction bundles for the moduli space Mreg,d1 (β; m)
such that the modified equation ∂u ≡ 0 is Fredholm regular. Moreover, we
assume that the evaluation map at the 0-th marked point is weakly submer-
sive. Then we pull it back to Mreg,dk+1 (β; m). In fact, we need to perform
this construction in a way consistent to the description of the boundary. We
can do so using the fact that the evaluation map at the 0-th marked point
is weakly submersive. (See [Fu1, page 356-357] or Subsection 11 of [DFII].)
This completes the sketch of the proof of Lemma 3.75. 
4. Proof of the Main Theorem
Using Theorem 3.1 and the subsequent discussions given in Subsections
3.7, 3.8, the proof of Theorem 1.4 is a straightforward modification of the
arguments of the construction of Lagrangian Floer theory based on virtual
fundamental chain techniques. (See, for example, [FOOO2, FOOO7].) It
is also a variant of Oh’s construction of Floer homology of monotone La-
grangian submanifolds. The details of this construction occupy this section.
We remark that the proofs of various claims of this section requires a
study of orientations of the moduli spaces and the resulting signs in the
formulas in several places. However, we skip the discussion of orientations
and signs in this paper because there is nothing novel about signs happening
in our case. We refer the reader to [FOOO2, Section 8] for more details.
4.1. The Definition of Floer Homology. The main technical result we
use for the construction of this section is the next proposition:
Proposition 4.1. Let (M, “U) be a space with an oriented Kuranishi struc-
ture (with boundary and corner). Suppose {ŝn | n = 1, 2, . . . } is a multival-
ued perturbation which is transversal to 0. Then there exists n0 such that
for n ≥ n0, we have:
(1) If dim(M, “U) < 0, then (ŝn)−1(0) is an empty set.
(2) If dim(M, “U) = 0, then (ŝn)−1(0) is a finite set and is away from
boundary. We can take the signed count of the points of (ŝn)−1(0)
to define:
[(M, “U), ŝn] ∈ Q
for sufficiently large n.
(3) Suppose dim(M, “U) = 1. The normalized boundary ∂(M, “U) has
(virtual) dimension 0. Therefore, [∂(M, “U), ŝn] can be defined as in
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(2), and we have
[∂(M, “U), ŝn] = 0.
Proposition 4.1 is proved in [FOOO6, Lemma 14.1, Definition 14.6 and
Theorem 14.10]. Multivalued perturbations are defined in [FOOO6, Def-
inition 6.38]. A multivalued perturbation is a sequence of multi-sections
ŝn = {snp | p ∈ M}, which converges to the Kuranishi maps {sp} in C1
topology. (See also [FOOO6, Definitions 6.9, 6.11].)
Let L0, L1 be Lagrangian submanifolds in X \ D. We assume they are
monotone in X \D and are relatively spin. We assume that L0 is transversal
to L1. Here and in the following subsections, we firstly work under the
assumption of Condition 4.4 below, where we can use Q as the coefficient
ring rather than the Novikov ring. We need to prepare some notations to
state this condition.
Definition 4.2. Let Ω(L0, L1) denote the space of all continuous maps
γ : [0, 1] → X with γ(0) ∈ L0, γ(1) ∈ L1. For o ∈ pi0(Ω(L0, L1)), we
denote the fundamental group of the corresponding connected component by
pi1(Ω(L0, L1); o). We also write L0∩oL1 for the subset of L0∩L1 consisting of
p such that the constant map γ(t) ≡ p belongs to the connected component
o.
Definition 4.3. An element of pi1(Ω(L0, L1); o) determines a relative second
homology class H2(X,L0 ∪ L1;Z). Since (L0 ∪ L1) ∩ D = ∅, we obtain a
map:
∩D : pi1(Ω(L0, L1); o)→ Z.
We may also integrate ω on homology classes represented by elements of
pi1(Ω(L0, L1); o) to obtain another homomorphism:
ω : pi1(Ω(L0, L1); o)→ R.
Finally, we have the Maslov index homomorphism:
µ : pi1(Ω(L0, L1); o)→ Z.
(See, for example, [FOOO1, p50], where it is denoted by Iµ.)
Condition 4.4. Let o ∈ pi0(Ω(L0, L1)) be given. We require:
(1) The minimum Maslov numbers of L0 and L1 are not smaller than 4.
(2) There is a constant c such that for any α ∈ pi1(Ω(L0, L1), o) with
α ∩ D = 0, we have:
(4.1) ω(α) = cµ(α).
Lemma 4.5. We assume Condition 4.4 (2) for o ∈ pi0(Ω(L0, L1)) holds.
Then for each p, q ∈ L0 ∩o L1, there exists c(p, q) such that:
(4.2) ω(β) = cµ(β)− c(p, q).
for any β ∈ Π2(X;L0, L1; p, q) with β ∩ D = 0.
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Proof. Let β1, β2 ∈ Π2(X;L0, L1; p, q). Since β2 is represented by a map
R × [0, 1] → X, we can compose it with (τ, t) 7→ (−τ, t) and obtain −β2 ∈
Π2(X;L0, L1; q, p). We concatenate β1 and −β2 in an obvious way to obtain
β1#− β2 ∈ pi1(Ω(L0, L1); o). It follows easily from definition that
µ(β1)− µ(β2) = µ(β1#− β2), ω(β1)− ω(β2) = ω(β1#− β2).
The lemma follows easily from these identities. 
Lemma 4.6. For i = 0 or 1, let pi1(Li) be trivial. Then Condition 4.4 (2)
holds for any o.
Proof. Let α ∈ pi1(Ω(L0, L1); o). It is represented by a map u : S1× [0, 1]→
X with u(S1 × {i}) ⊂ Li for i = 0, 1. We assume pi1(L0) = 0. Then there
exists a map v : D2 → L0 such that v|S1 = uS1×{0}. We glue v and u to
obtain v′. We have: definition that
µ([v]) + µ(α) = µ([v′]) ω([v]) + ω(α) = ω([v′]).
Since µ([v]) = ω([v]) = 0, Condition 4.4 (2) follows from the monotonicity
of L2. 
We use the next result to find appropriate system of perturbations to
define the boundary operators. In the next proposition, we do not need to
assume that Condition 4.4 holds.
Proposition 4.7. For each E, there exists a system of multivalued pertur-
bations {ŝn} onMRGWk+1 (Li;β) andMRGWk1,k0 (L1, L0; p, q;β) for ω(β) ≤ E such
that they satisfy the following properties:
(1) They are transversal to 0.
(2) They are compatible with the description of the boundary given by
Lemmata 3.67, 3.70.
(3) They are compatible with the forgetful map of the marked points given
by Lemma 3.75.
(4) Suppose that the (virtual) dimension ofMRGWk1,k0 (L1, L0; p, q;β) (resp.
MRGWk+1 (Li;β)) is not greater than 1. Then The multisection ŝn does
not vanish on MRGWk1,k0 (L1, L0; p, q;β)(1) (resp. MRGWk+1 (Li;β)(1)), the
codimension 2 stratum described by Proposition 3.63.
Remark 4.8. In [DFII], we prove simpler versions of Proposition 4.7 as
[DFII, Proposition 12.1] and [DFII, Proposition 12.5]. These simpler ver-
sions are concerned only with moduli spaces of virtual dimension at most
1 and are sufficient for our purposes here. (See Remarks 4.13 and 4.18.)
Proposition 4.7 can be proved by combining the proofs of [DFII, Propo-
sition 12.1] and [DFII, Proposition 12.5] and the arguments of [FOOO7,
Section 20, Theorem 20.2].
Definition 4.9. Let o ∈ pi0(Ω(L0, L1)). We define
CF (L1, L0;Q; o) =
⋃
p∈L0∩oL1
Q[p].
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We also define
CF (L1, L0;Q) =
⊕
o∈pi0(Ω(L0,L1))
CF (L1, L0;Q; o).
The following lemma can be easily verified using the dimension formulas:
Lemma 4.10. If Condition 4.4 is satisfied for o ∈ pi0(Ω(L0, L1)), then there
exists E such that if the moduli spaceMRGWk+1 (Li;β) orMRGWk1,k0 (L1, L0; p, q;β)
(p, q ∈ L0 ∩o L1) has virtual dimension not greater than 1, then we have:
ω(β) ≤ E.
We take E as in Lemma 4.10 and apply Proposition 4.7 to obtain a system
of multivalued perturbations {ŝn}. If dimMRGW0,0 (L1, L0; p, q;β) = 0, then
by Item (2) of Proposition 4.1 we have a rational number
[MRGW0,0 (L1, L0; p, q;β), ŝn] ∈ Q
for sufficiently large values of n. We can use compactness of stable map
compactification to show that there exists only a finite number of β with
ω(β) ≤ E such that the moduli space MRGW0,0 (L1, L0; p, q;β) is non-empty.
(See Subsection 5.1.) We now define:
Definition 4.11. Assume Item(2) of Condition 4.4 holds. We define:
(4.3) 〈∂p, q〉 =
∑
β
[MRGW0,0 (L1, L0; p, q;β), ŝn] ∈ Q.
Here the sum is taken over all β that dim(MRGW0,0 (L1, L0; p, q;β)) = 0. We
define the Floer’s boundary operator ∂ : CF (L1, L0;Q) → CF (L1, L0;Q)
by:
(4.4) ∂[p] =
∑
q
〈∂p, q〉[q].
Note that (4.3) depends on n. (See [FOOO6, Remark 14.12].) However,
∂ is a differential (Lemma 4.12) and we shall show that the homology of this
differential is independent of n in Subsection 4.3.
Lemma 4.12. If Condition 4.4 is satisfied, then
∂ ◦ ∂ = 0.
Proof. We consider p, q and β ∈ Π2(L1, L0; p, q) such that:
dimMRGW0,0 (L1, L0; p, q;β) = 1.
By Proposition 4.1 (3), we have
(4.5) [∂MRGW0,0 (L1, L0; p, q;β), ŝn] = 0.
We will prove that the sum of (4.5) over all possible choices of β becomes
the coefficient of [q] in ∂ ◦ ∂([p]), which will prove the lemma.
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We study various types of boundary elements appearing in Theorem 3.1.
The contribution of the elements in part (1) of Theorem 3.1 is given as:
(4.6) [(MRGW0,0 (L1, L0; p, r;β1)×ˆMRGW0,0 (L1, L0; r, q;β2), ŝn)].
We claim that this coincides with
(4.7) [(MRGW0,0 (L1, L0; p, r;β1), ŝn)][(MRGW0,0 (L1, L0; r, q;β2), ŝn)].
The number [(MRGW0,0 (L1, L0; p, r;β1), ŝn)] is a weighted count of the zeroes
of sn on this moduli space. By Item (4) of Proposition 4.7, this zero set
is disjoint from MRGW0,0 (L1, L0; p, r;β1)(1). The same conclusion holds for
the virtual fundamental chain [(MRGW0,0 (L1, L0; r, q;β2), ŝn)]. Therefore, the
map Π in (3.74) induces an isomorphism of Kuranishi structures on a neigh-
borhood of the zero set of ŝn. It follows that the weighted count of (4.6) is
equal to (4.7). To complete the proof of the lemma it suffices to show the
contribution of the other boundary components vanishes.
We firstly consider the contribution from Item (2) of Theorem 3.1, which
is:
(4.8) MRGW0,1 (L1, L0; p, q;β′) ×ˆL0MRGW1 (L0;α).
If MRGW1 (L0;α) is nonempty, then ω(α) > 0. Using monotonicity and the
fact that the minimum Maslov number of L0 is at least 4, we can conclude
that µ(α) ≥ 4. This inequality together with µ(β) = 2 implies that µ(β′) ≤
−2. Thus the moduli spaceMRGW0,1 (L1, L0; p, q;β′) has a negative dimension.
By Proposition 4.1, ŝn never vanishes onMRGW0,1 (L1, L0; p, q;β′). Therefore,
(4.8) is empty after the perturbation given by ŝn, and hence it does not
contribute to (4.5). In the same way, we can show Item (3) of Theorem 3.1
does not contribute to (4.5). This completes the proof of Lemma 4.12. 
Remark 4.13. In the proof of Lemma 4.12, we did not use the full strength
of Proposition 4.7. We needed this proposition only for the moduli spaces of
strips with dimension at most 1 and did not use compatibility with forgetful
maps of boundary marked points. In fact, [DFII, Proposition 12.1] suffices
for the argument in the proof of Lemma 4.12.
Definition 4.14. If Condition 4.4 is satisfied, then we define a Floer ho-
mology group as follows:
HF (L1, L0; o;X \ D) ∼= Ker (∂ : CF (L1, L0;Q; o)→ CF (L1, L0;Q; o))
Im (∂ : CF (L1, L0;Q; o)→ CF (L1, L0;Q; o)) .
We remark that Item (1) of Theorem 1.4,
rankHF (L1, L0; o;X \ D) ≤ #L0 ∩o L1,
is immediate from the definition.
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4.2. Lagrangians with Minimal Maslov Number 2. In this section, we
relax Condition 4.4 and consider Lagrangians with minimal Maslov number
2. In this subsection, we closely follow the arguments in [Oh3, Section 16].
Let L ⊂ X \ D be a connected monotone spin Lagrangian submanifold
and p ∈ L be a point. Suppose α ∈ Π2(X,L). We consider the fiber product
MRGW(L;α; p) = {p} L ×ev0MRGW1 (L;α)
The virtual dimension of this space is
n+ µ(α)− 2− n = µ(α)− 2.
Therefore, in the case that µ(α) = 2, MRGW(L;α; p) has virtual dimension
0. We take a multivalued perturbation {ŝn}, which is transversal to 0, and
define:
POLα,p = [MRGW(L;α; p), ŝn] ∈ Q.
Lemma 4.15. POLα,p is independent of the choice of p, ŝ
n and the other
auxiliary choices in the definition of the Kuranishi structure. Moreover, if
F : X → X is a symplectic diffeomorphism, which is the identity map in a
neighborhood of D, then
PO
F (L)
F∗(α),F (p) = PO
L
α,p.
Proof. Let p, q ∈ L and γ : [0, 1] → X be a path joining p to q. Let J0, J1
be two almost complex structures and J = {Jt | t ∈ [0, 1]} be a family of
almost complex structures joining J0 to J1 parametrized by [0, 1].
15 If we use
the almost complex structure Jt to define the moduli space MRGW1 (L;α),
then the resulting moduli space is denoted byMRGW1 (L;α; Jt). We consider
(4.9)
⋃
t∈[0,1]
Ä
{γ(t)} L ×ev0MRGW1 (L;α; Jt)
ä
× {t},
which we denote byMRGW(L;α;J ; γ). As a straightforward generalization
of Proposition 3.58, one can show that this space has a 1-dimensional Ku-
ranishi structure with boundary. In fact, we can fix a Kuranishi structure so
that its restriction to t = 0, 1 coincides with the ones that are used to define
POLα,p and PO
L
α,q, respectively. We next define a multivalued perturbation
{̂tn} transversal to 0. We require that it coincides with the ones that are
used to define POLβ,p and PO
L
β,q at t = 0, 1.
We claim that the normalized boundary ofMRGW(L;α;J ; γ) is given by
the union of MRGW(L;α; Jt; γ(t)) for t = 0 and 1. In fact, we can follow
the proof of Theorem 3.1 to show that the other possibility for boundary
elements is given by the elements of the fiber product:
(4.10) MRGW2 (L;α1;J ; γ)ev1×ˆev0MRGW1 (L;α2;J )
15We always use almost complex structures which are constructed as in Subsection 3.3.
As we mentioned in Subsection 3.3, the space of such complex structures is contractible.
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Here α = α1#α2. The first factor in (4.10) is defined by replacing the moduli
spaceMRGW1 (L;α; Jt) in (4.9) withMRGW2 (L;α1; Jt). In this definition, we
use the evaluation at the 0-th boundary marked point of the elements of
MRGW2 (L;α1; Jt). Evaluation at the first boundary marked point determines
the map ev1 : MRGW2 (L;α1;J ; γ) → L. The second factor in (4.10) is the
union of the moduli spacesMRGW1 (L;α; Jt) for t ∈ [0, 1]. If the moduli space
(4.10) is non-empty, then ω(α1) and ω(α2) are both positive. This implies
that µ(αi) ≥ 2 because L is a orientable monotone Lagrangian. However,
this contradicts the assumption that µ(α) = µ(α1) + µ(α2) is equal to 2.
The first half of Lemma 4.15 follows from the description of the normalized
boundary of MRGW(L;α;J ; γ) and Proposition 4.1 (3). In order to verify
the second part, let J be an almost complex structure on X, and push it
forward using F to obtain the complex structure F∗J . Clearly, we have the
following isomorphism of spaces with Kuranishi structure:
MRGW1 (L;α; J) ∼=MRGW1 (F (L);F∗(α);F∗(J)).
The second half of the lemma follows from this isomorphism. 
Definition 4.16. Let ρ : H1(L) → Q∗ be a group homomorphism. We
define a potential function PO as follows:
POL(ρ) =
∑
β
ρ(∂β)POLβ,p ∈ Q.
Here the sum is taken over all β ∈ Π2(X,L) with µ(β) = 2, and ρ(∂β)
denotes the image of the boundary of β in H1(L) with respect to ρ. Lemma
4.15 implies that this is an invariant of L.
We now generalize Lemma 4.12 as follows.
Lemma 4.17. Suppose Condition 4.4 (2) holds. Then the boundary operator
∂ : CF (L1, L0;Q) → CF (L1, L0;Q) defined by (4.4) satisfies the following
identity:
(4.11) ∂ ◦ ∂ = POL1(1)−POL0(1).
The proof of this lemma in the case that D = ∅, can be found in [Oh3,
Chapter 16].
Proof. We follow a similar proof as in Lemma 4.12. We also use the same
notations as before. The same argument shows that (4.7) is responsible for
part of the boundary terms in the left hand side of (4.5). This term gives
rise to the coefficient of [q] in ∂ ◦ ∂([p]). Next, we study the contribution of
the terms of the form:
(4.12) MRGW0,1 (L1, L0; p, q;β′) ×ˆL0MRGW1 (L0;α).
where µ(β′) + µ(α) = 2. The moduli space MRGW1 (L0;α) is non-empty
only if ω(α) > 0. Monotonicity of α implies that µ(α) ≥ 2. In particular,
µ(β′) ≤ 0. We have two different possibilities to consider:
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Case 1: (p 6= q or β′ 6= 0) Consider the forgetful map:
fg :MRGW0,1 (L1, L0; p, q;β′)→MRGW0,0 (L1, L0; p, q;β′).
We have:
dimMRGW0,0 (L1, L0; p, q;β′) = µ(β′)− 1 < 0.
This implies that ŝn does not vanish on this space. Therefore, by Proposition
4.7 (3), ŝn neither vanishes on MRGW0,1 (L1, L0; p, q;β′). Consequently, the
contribution of (4.12) is trivial in this case.
Case 2: (p = q and β′ = 0) In this case, (4.12) has the following form:
{p} ×L0MRGW1 (L0;α)
and 0#α = β. Therefore, µ(α) = 2. Thus the contribution of the terms as
in 4.12 is equal to: ∑
α
[MRGW1 (L0;α), ŝn] = POL0(1).
Similarly, we can show that the contribution of the remaining part of the
boundary, given in Item (3) of Theorem 3.1, is −POL0(1). (See [FOOO2,
Theorem 8.8.10 (2)] for the sign.) 
Remark 4.18. In the proof of Lemma 4.17, we did not use the full strength
of Proposition 4.7. We only needed this proposition for the moduli spaces
of strips with dimension at most 1. In fact, [DFII, Proposition 12.5] suffices
for the argument in the proof of Lemma 4.12.
Definition 4.19. If Condition 4.4 (2) is satisfied and POL0(1) = POL1(1),
we define Floer homology by
HF (L1, L0; o;X \ D) ∼= Ker (∂ : CF (L1, L0;Q; o)→ CF (L1, L0;Q; o))
Im (∂ : CF (L1, L0;Q; o)→ CF (L1, L0;Q; o)) .
4.3. Floer Homology and Auxiliary Choices. In this subsection, we
show that Floer homology is independent of the auxiliary choices which we
use in the definition. At the same time, we verify Item (2) of Theorem 1.4.
To achieve these goals, we adapt standard arguments to the present set up.
4.3.1. Hamiltonian Vector Fields and Floer Chain Complexes. Let L0, L1
be Lagrangian submanifolds of X \ D and ψH : X → X be a Hamil-
tonian diffeomorphism generated by a compactly supported smooth map
H : (X \ D) × [0, 1] → R. Our next goal is to compare Floer homology
groups HF (L1, L0;X \ D) and HF (L1, ψH(L0);X \ D).
Remark 4.20. In Theorem 1.4, we state the isomorphism
HF (L1, L0;X \ D) ∼= HF (ψH′(L1), ψH(L0);X \ D).
Namely, we move L1 and L0 by possibly different Hamiltonian diffeomor-
phisms. In fact, the isomorphism:
(4.13) HF (L1, L0;X \ D) ∼= HF (ψ(L1), ψ(L0);X \ D),
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in the case that L0, L1 are moved by the same symplectic diffeomorphism
ψ is easy to prove because the moduli spaces used to define the left hand
side of (4.13) with respect to J are isomorphic, as spaces with Kuranishi
structures, to the moduli spaces used to define the right hand side with
respect to ψ∗J . Therefore, (4.13) follows from Proposition 4.28 below about
the independence of Floer homology from the choice of almost complex
structure. As a result, to prove Item (2) of Theorem 1.4, it suffices to
consider the case that we only move L0 by a Hamiltonian diffeomorphism
ψH .
We firstly consider perturbations of holomorphic strips using Hamiltonian
vector fields and time dependent almost complex structures. These pertur-
bations will be also useful in Subsection 4.5. Let H : (X \D)× [0, 1]→ R be
as above. We put Ht(x) = H(x, t) and let XHt be the Hamiltonian vector
field associated to Ht. Let J = {Jt | t ∈ [0, 1]} be a family of almost complex
structures which is parametrized by [0, 1]. We require that, for each t, the
almost complex structure Jt has the form of the almost complex structures
constructed in Subsection 3.3.
We consider the following equation for u : R× [0, 1]→ X:
(4.14)
∂u
∂τ
+ Jt
Å
∂u
∂t
−XHt
ã
= 0.
In order to state the required asymptotic behavior of u, we need to replace
intersection points L0 ∩ L1 with the following space:
Definition 4.21. Let R(L0, L1;H) be the set of elements γ ∈ Ω(L0, L1)
such that
(4.15)
dγ
dt
(t) = XHt(γ(t)).
If o ∈ pi0(Ω(L0, L1)), we define the subset
R(L0, L1;H; o) = R(L0, L1;H) ∩ Ω(L0, L1; o).
Hereafter we assume ψH(L0) is transversal to L1. It implies that the set
R(L0, L1;H; o) is finite.
For γ−, γ+ ∈ R(L0, L1;H; o), we define Π2(X;L1, L0; γ−, γ+) to be the
set of all homology classes of maps u : R× [0, 1]→ X such that u(τ, 0) ∈ L0,
u(τ, 1) ∈ L1 and
(4.16) lim
τ→−∞u(τ, t) = γ−(t), limτ→−∞u(τ, t) = γ+(t).
The definition of homology classes is the same as Definition 2.1.
Definition 4.22. Let γ−, γ+ ∈ R(L0, L1;H; o), β ∈ Π2(X;L1, L0; γ−, γ+).
We define
Mregk1,k0(L1, L0; γ−, γ+;β;H,J ; m)
to be the set of all objects ((Σ, ~z0, ~z1, ~w), u) satisfying the same condition as
Definition 3.45 except the following two points:
LAGRANGIAN FLOER THEORY IN DIVISOR COMPLEMENT 71
(1) We require u satisfies (4.14) instead of the Cauchy-Riemann equa-
tion.
(2) We require (4.16) instead of (3.41).
Definition 4.23. We define MRGWk1,k0 (L1, L0; γ−, γ+;β;H,J ) in the same
way as MRGWk1,k0 (L1, L0; γ−, γ+;β) with the following two differences.
(1) Let R be an SD-ribbon tree. An element of R(L0, L1;H) (rather
than L0 ∩ L1) is associated to each strip edge of R. Moreover,
to each level 0 vertex with color str, a moduli space of the form
Mregk1,k0(L1, L0; γ−, γ+;β;H,J ; m) is associated.
(2) Let mv = (m(ev1), · · · ,m(ev`(v))). To define Mreg,dk+1 (L0;α(v); mv),
which we associate to the vertices of level 0 with color d0, we use
the almost complex structure J0. Similarly, Mreg,dk+1 (L1;α(v); mv),
the moduli space associated to the vertices of level 0 with color d1,
is defined using the almost complex structure J1.
By replacingMRGWk1,k0 (L1, L0; p, q;β) withMRGWk1,k0 (L1, L0; γ−, γ+;β;H,J ),
we obtain a modified version of Floer chain complex. That is to say, we
define:
(4.17) CF (L1, L0;H,J ; o) =
⊕
γ∈R(L0,L1;H;o)
Q[γ]
and
∂([γ−]) =
∑
γ+,β
#MRGW0,0 (L1, L0; γ−, γ+;β)[γ+],
where the sum is taken over all γ+, β such that MRGW0,0 (L1, L0; γ−, γ+;β)
has dimention 0. (As before we take a system of multivalued perturbation
{ŝn} and the boundary operator depends on {ŝn} and n.)
Definition 4.24. Let L0, L1 and H be given such that ψH(L0) is transversal
to L1. Let γ : [0, 1]→ X be an element of Ω(L0, L1). We define:
(4.18) (ψH)∗(γ)(t) := (ψtH ◦ (ψH)−1)(γ(t))
Here ψtH is defined by ψ
0
H(x) = x and
d
dt
ψtH(x) = XHt(ψ
t
H(x)).
This construction determines a map:
(ψH)∗ : Ω(ψH(L0), L1)→ Ω(L0, L1).
The map (ψH)∗ induces an isomorphism:
(4.19) ψH(L0) ∩(ψH)∗(o) L1 ∼= R(L0, L1;H; o).
Thus it induce a homomorphism:
(4.20) (ψH)∗ : CF (L1, ψH(L0); o) ∼= CF (L1, L0;H,J ; (ψH)∗(o)).
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We define
(ψH)∗ : Π2(X;L1, ψH(L0); o)→ Π2(L1, L0;H; (ψH)∗(o))
in a similar way.
Lemma 4.25. The map (ψH)∗ determines the following commutative dia-
grams.
pi1(Ω(ψH(L0), L1; o))
µ−−−−→ Z
(ψH)∗
y y=
pi1(Ω(L0, L1; (ψH)∗(o))) −−−−→
µ
Z
pi1(Ω(ψH(L0), L1; o))
ω(·)−−−−→ R
(ψH)∗
y y=
pi1(Ω(L0, L1; (ψH)∗(o))) −−−−→
ω(·)
R
For the proof, see [FOOO1, Proof of Lemma 5.10].
Corollary 4.26. If o ∈ pi0(Ω(ψH(L0), L1)) satisfies Condition 4.4 (2), then
(ψH)∗(o) ∈ pi0(Ω(L0, L1)) also satisfies the same condition.
We next observe:
Lemma 4.27. There exists an isomorphism:
Mregk1,k0(L1, L0; γ−, γ+;H,J ; (ψH)∗(β); m) ∼=M
reg
k1,k0
(L1, ψH(L0); p, q;β; m)
where p, q are mapped to γ−, γ+ by the isomorphism (4.19). Here J = {Jt |
t ∈ [0, 1]} is defined by Jt = (ψtH)∗J .
Proof. Let ((Σ, ~z0, ~z1, ~w), u) ∈Mregk1,k0(L1, ψH(L0); p, q;β; m). Let Σ = (R×
[0, 1]) ∪⋃a Σa and let (τa, ta) ∈ R× [0, 1] be the ‘root’ of the tree of sphere
components containing Σa. We define u
′ : Σ→ X as follows.
u′(z) =
{
(ψtH ◦ (ψH)−1)(u(z)) if z = (τ, t) ∈ R× [0, 1].
(ψtaH ◦ (ψH)−1)(u(z)) if z ∈ Σa.
The map u′ is J0-holomorphic if and only if u satisfies the equation (4.14). It
is easy to see that the boundary conditions and other properties we required
to define moduli spaces are satisfied by this map. Note that ψtH is the
identity map in a neighborhood of D, so the discussion there, which is the
new feature of this paper, is not affected. 
Using the fact that ψtH is the identity map in a neighborhood of D, we
can extend Lemma 4.27 and obtain an isomorphism
MRGWk1,k0 (L1, L0; γ−, γ+; (ψH)∗(β);J , H) ∼=MRGWk1,k0 (L1, ψH(L0); p, q;β)
of the spaces with Kuranishi structure. Thus if o ∈ pi0(Ω(L0, ψH(L0))) sat-
isfies Condition 4.4 (2), then we obtain an isomorphism of chain complexes:
(4.21) (ψH)∗ : (CF (L1, ψH(L0); o), ∂) ∼= (CF (L1, L0;H,J ; (ψH)∗(o))), ∂).
Consequently, to prove independence of Floer homology from Hamiltonian
isotopies of Lagrangian submanifolds, in the case Condition 4.4 (2) is satis-
fied, it suffices to prove independence from Hamiltonian perturbations. To
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be more precise, let H,H ′ : (X \ D) × [0, 1] → R be Hamiltonian functions
with compact support. Let J = {Jt | t ∈ [0, 1]} and J ′ = {J ′t | t ∈ [0, 1]}
be 1-parameter families of almost complex structures given as in Subsection
3.3.
Proposition 4.28. If L1, L0 and o ∈ pi0(Ω(L0, L1)) satisfies Condition 4.4
then we have an isomorphism
HF (L1, L0;H,J ; o) ∼= HF (L1, L0;H ′,J ′; o).
The same holds if Condition 4.4 (2) is satisfied and POL0(1) = POL1(1).
The proof occupies the next three subsubsections.
4.3.2. Construction of Continuation Maps. In this part, we construct a
chain map:
(4.22) (CF (L1, L0;H,J ; o), ∂)→ (CF (L1, L0;H ′,J ′; o), ∂).
using a moduli space which is defined below. We do not assume Condition
4.4 yet at this stage.
We take a 2-parameter family of compatible almost complex structures
JJ = {Jτ,t | τ ∈ R, t ∈ [0, 1]}. Let H : R× (X \D)× [0, 1]→ R be a smooth
function. We assume that the following conditions hold:
Condition 4.29. (1) For each (τ, t), the almost complex structure Jτ,t
has the form of the almost complex structures constructed in Sub-
section 3.3.
(2) Jτ,t = Jt if τ is sufficiently small, and Jτ,t = J
′
t if τ is sufficiently
large.
(3) There exists a neighborhood U of D such that H(τ, x, t) = 0 for
x ∈ U .
(4) H(τ, x, t) = H(x, t) if τ is sufficiently small, and H(τ, x, t) = H ′(x, t)
if τ is sufficiently large.
If these conditions are satisfied, then we say (JJ ,H) is a homotopy from
(J , H) to (J ′, H ′).
Definition 4.30. Let γ− ∈ R(L0, L1;H) and γ+ ∈ R(L0, L1;H ′). We define
the moduli space:
Mregk1,k0(L1, L0; γ−, γ+;β;JJ ,H; m)
as the set of all objects ((Σ, ~z0, ~z1, ~w), u) satisfying the same condition as
Definition 3.45 with the following two differences:
(1) We require u satisfies
(4.23)
∂u
∂τ
+ Jτ,t
Å
∂u
∂t
−XHτ,t
ã
= 0.
Here Hτ,t(x) = H(τ, t, x).
(2) We require
(4.24) lim
τ→−∞u(τ, t) = γ−(t), limτ→+∞u(τ, t) = γ+(t).
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Here β is a homology class of a map u satisfying (4.24) and u(τ, 0) ∈ L0,
u(τ, 1) ∈ L1.
We define:
Mregk1,k0(L1, L0; γ−, γ+;β;JJ ,H) =M
reg
k1,k0
(L1, L0; γ−, γ+;β;JJ ,H; ∅).
Lemma 4.31. The space Mregk1,k0(L1, L0; γ−, γ+;β;JJ ,H) has a compacti-
fication MRGWk1,k0 (L1, L0; γ−, γ+;β;JJ ,H). It carries an oriented Kuranishi
structure with boundary. Its normalized boundary is the disjoint union of
the following four kinds of components. (×ˆ appearing in the fiber products
below is similar to the ones that appear in Subsection 3.7.)
(1)
MRGWk′1,k′0 (L1, L0; γ−, γ;β
′;H,J )×ˆMRGWk′′1 ,k′′0 (L1, L0; γ, γ+;β
′′;H,JJ ).
Here γ ∈ R(L0, L1;H), k′1+k′′1 = k1, k′0+k′′0 = k0. Moreover, the ho-
mology classes β′ ∈ Π2(X;L1, L0; γ−, γ), β′′ ∈ Π2(X;L1, L0; γ, γ+)
satisfy β′#β′′ = β.
(2)
MRGWk′1,k′0 (L1, L0; γ−, γ;β
′;H,JJ )×ˆMRGWk′′1 ,k′′0 (L1, L0; γ, γ+;β
′′;H ′,J ).
Here γ ∈ R(L0, L1;H ′), k′1+k′′1 = k1, k′0+k′′0 = k0. Moreover, the ho-
mology classes β′ ∈ Π2(X;L1, L0; γ−, γ), β′′ ∈ Π2(X;L1, L0; γ, γ+)
satisfy β′#β′′ = β.
(3)
MRGWk1,k′0 (L1, L0; γ−, γ+;β
′;H,JJ )×ˆL0×R
⋃
τ∈R
MRGWk′′0+1 (L0;α; Jτ,0)× {τ}.
Here k′0 + k′′0 = k0 + 1, β′ ∈ Π2(X;L1, L0; γ−, γ+), α ∈ Π2(X;L0),
and β′#α = β. To take the fiber product, we use the evaluation map
MRGWk1,k′0 (L1, L0; γ−, γ+;β
′;H,JJ )→ L0 × R
which is defined by ((Σ, ~z0, ~z1, ~w), u) 7→ (u(z0,i), τ0,i). Here z0,i =
(τ0,i, 0) ∈ R × {0}. We also use ev0 : MRGWk′′0+1 (L;α; Jτ,0) → L0
and projection to τ to define the other map required for the fiber
product ×ˆ. Note that MRGWk′′0+1 (L;α; Jτ,0) is the moduli space defined
in Proposition 3.58, where we use the almost complex structure Jτ,0
in its definition.
(4)
MRGWk′1,k0 (L1, L0; γ−, γ+;β
′;H,JJ )×ˆL1×R
⋃
τ∈R
MRGWk′′1+1 (L1;α; Jτ,1)× {τ}.
Here k′1 + k′′1 = k1 + 1, β′ ∈ Π2(X;L1, L0; γ−, γ+), α ∈ Π2(X;L1),
and β′#α = β. We use a similar evaluation maps as in (3) to define
the fiber product.
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The boundary components (1)-(4) correspond to the objects drawn in
the Figures 38-40, below. The proof is similar to the proof of Theorem
3.1 and is omitted. We construct the system of multivalued perturbations
{ŝn} which are compatible with the description of the boundary in Lemma
4.31 and forgetful maps of boundary marked points in the same way as in
Proposition 4.7.
∂u
∂τ
+ Jτ,t
∂u
∂t
−XHτ,t = 0γ− γ+γ
k0 = 2k0 = 3
k1 = 2 k1 = 1
β β
∂u
∂τ
+ Jt
∂u
∂t
−XHt = 0
Figure 38. A schematic figure for a boundary element as
in Part (1) of Lemma 4.31
∂u
∂τ
+ Jτ,t
∂u
∂t
−XHτ,t = 0γ− γ+γ
k0 = 2
β β
∂u
∂τ
+ Jt
∂u
∂t
−XHt = 0
k0 = 4
k1 = 1 k1 = 0
Figure 39. A schematic figure for a boundary element as
in Part (2) of Lemma 4.31
Definition 4.32. Suppose L0, L1 are monotone in X \ D and satisfy Con-
dition 4.4 (2). We define
ΦJJ ,H : CF (L1, L0;H,J ; o)→ CF (L1, L0;H ′,J ′; o)
by the formula:
ΦJJ ,H([γ−]) =
∑
[(MRGW0,0 (L1, L0; γ−, γ+;β;H,JJ ), ŝn)][γ+].
76 ALIAKBAR DAEMI, KENJI FUKAYA
∂u
∂τ
+ Jτ,t
∂u
∂t
−XHτ,t = 0γ− γ+
k0 = 2
k1 = 1
k0 = 2
β
α
Figure 40. A schematic figure for a boundary element as
in Part (3) of Lemma 4.31
Here the sum is taken over γ+ and β such that
dimMRGW0,0 (L1, L0; γ−, γ+;β;H,JJ ) = 0.
We can use Condition 4.4 (2) to show that there are only finitely many
choices of such β. The coefficient of [γ+] in the above definition is defined
using Proposition 4.1 (2).
Lemma 4.33. Suppose L0, L1 are monotone in X \D and satisfy Condition
4.4 (2). Then ΦJJ ,H is a chain map. That is to say:
(4.25) ∂ ◦ ΦJJ ,H = ΦJJ ,H ◦ ∂.
Proof. We consider the moduli spaces satisfying:
dimMRGW0,0 (L1, L0; γ−, γ+;β;H,JJ ) = 1,
and apply Proposition 4.1 (3). The contribution of Items (1) and (2) of
Proposition 4.31 give the left and the right hand side of (4.25), respectively.
We can show that the contribution of Items (3) and (4) of Proposition 4.31
vanishes using the monotonicity of L0 and L1 by the same arguments as in
the proofs of Lemma 4.12 and Lemma 4.17. 
4.3.3. Construction of Chain Homotopies. In this subsubsection, we show
that the chain map in Lemma 4.33 is independent of the choice of (JJ ,H)
up to chain homotopy.
Let J ,J ′, H,H ′ be as in the beginning of Subsubsection 4.3.2. Suppose
(JJ ,H) and (JJ ′,H′) are both homotopies from (J , H) to (J ′, H ′).
Definition 4.34. A homotopy from (JJ ,H) to (JJ ′,H′) is (JJJ ,HH)
with the following properties. JJJ = {Jτ,t,s | τ ∈ R, t, s ∈ [0, 1]}, HH :
R× (X \ D)× [0, 1]2 → R.
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(1) {Jτ,t,s} is a 3-parameter family of compatible almost complex struc-
tures on X. We assume that, for each τ, t, s, the almost complex
structure Jτ,t,s has the form of the almost complex structures con-
structed in Subsection 3.3.
(2) Jτ,t,0 = Jτ,t, Jτ,t,1 = J
′
τ,t. Jτ,t,s = Jt if τ is sufficiently small, and
Jτ,t,s = J
′
t if τ is sufficiently large.
(3) There exists an open neighborhood U of D such that for x ∈ U
HH(τ, x, t, s) = 0.
(4) HH(τ, x, t, 0) = H(τ, x, t),HH(τ, x, t, 1) = H′(τ, x, t). HH(τ, x, t, s) =
H(x, t) if τ is sufficiently small, and HH(τ, x, t, s) = H ′(x, t) if τ is
sufficiently large.
For each s ∈ [0, 1], the pair (JJ s,Hs), defined as JJ s = {Jτ,t,s},Hs(τ, x, t) =
HH(τ, x, t, s) is a homotopy from (J , H) to (J ′, H ′). We define
(4.26)
MRGWk1,k0 (L1, L0; γ−, γ+;β;HH,JJJ ; m)
=
⋃
s∈[0,1]
MRGWk1,k0 (L1, L0; γ−, γ+;β;Hs,JJ s; m)× {s}.
In the case that m = ∅, we write MRGWk1,k0 (L1, L0; γ−, γ+;β;HH,JJJ ) for
this space.
Lemma 4.35. The space MRGW0,0 (L1, L0; γ−, γ+;β;HH,JJJ ) is compact
and metrizable, and it has a Kuranishi structure with corners. Its normalized
boundary is the union of the following 6 kinds of spaces:
(1)⋃
s∈[0,1]
MRGWk′1,k′0 (L1, L0; γ−, γ;β
′;H,J )×ˆMRGWk′′1 ,k′′0 (L1, L0; γ, γ+;β
′′;Hs,JJ s)×{s}.
Here γ ∈ R(L0, L1;H), k′1+k′′1 = k1, k′0+k′′0 = k0. Moreover, the ho-
mology classes β′ ∈ Π2(X;L1, L0; γ−, γ), β′′ ∈ Π2(X;L1, L0; γ, γ+)
satisfy β′#β′′ = β.
(2)⋃
s∈[0,1]
MRGWk′1,k′0 (L1, L0; γ−, γ;β
′;Hs,JJ s)×ˆMRGWk′′1 ,k′′0 (L1, L0; γ, γ+;β
′′;H ′,J ′)×{s}.
Here γ ∈ R(L0, L1;H ′), k′1+k′′1 = k1, k′0+k′′0 = k0. Moreover, the ho-
mology classes β′ ∈ Π2(X;L1, L0; γ−, γ), β′′ ∈ Π2(X;L1, L0; γ, γ+)
satisfy β′#β′′ = β.
(3) ⋃
s∈[0,1]
Ä
MRGWk1,k′0 (L1, L0; γ−, γ+;β
′;Hs,JJ s)
×ˆL0×R
⋃
τ∈R
MRGWk′′0+1 (L0;α; Jτ,0,s)× {τ}
ä
× {s}.
Here k′0 + k′′0 = k0 + 1, β′ ∈ Π2(X;L1, L0; γ−, γ+), α ∈ Π2(X;L0),
and β′#α = β.
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(4) ⋃
s∈[0,1]
Ä
MRGWk′1,k0 (L1, L0; γ−, γ+;β
′;Hs,JJ s)
×ˆL0×R
⋃
τ∈R
MRGWk′′1+1 (L1;α; Jτ,1,s)× {τ}
ä
× {s}.
Here k′1 + k′′1 = k1 + 1, β′ ∈ Π2(X;L1, L0; γ−, γ+), α ∈ Π2(X;L1),
and β′#α = β.
(5)
MRGWk1,k0 (L1, L0; γ−, γ+;β;H,JJ )× {0}.
(6)
MRGWk1,k0 (L1, L0; γ−, γ+;β;H′,JJ ′)× {1}.
The proof of this lemma is similar to the proof of Lemma 4.31 and is
omitted. We construct a system of multivalued perturbations {ŝn} for this
Kuranishi space, which is compatible with the description of the boundary
above and forgetful maps of boundary marked points in the same way as in
Proposition 4.7.
Definition 4.36. Suppose L0, L1 are monotone and satisfy Condition 4.4
(2). We define
HJJJ ,HH : CF (L1, L0;H,J ; o)→ CF (L1, L0;H ′,J ′; o)
by the formula:
HJJJ ,HH([γ−]) =
∑
[(MRGW0,0 (L1, L0; γ−, γ+;β;HH,JJJ ), ŝn)][γ+].
Here the sum is taken over γ+ and β such that
dimMRGW0,0 (L1, L0; γ−, γ+;β;HH,JJJ ) = 0.
Monotonicity implies that there are only finitely many choices of such β.
The coefficient of [γ+] in the above formula is defined using Proposition 4.1
(2).
Lemma 4.37. Suppose L0, L1 are monotone and satisfy Condition 4.4 (2).
Then we have
∂ ◦ HJJJ ,HH + HJJJ ,HH ◦ ∂ = ΦJJ ′,H′ − ΦJJ ,H.
Proof. The proof is similar to the proof of Lemma 4.33. Note that (1), (2),
(5) and (6) of Lemma 4.35 respectively correspond to the first term on the
left hand side, the second term on the left hand side, the first term on the
right hand side and the second term on the right hand side. We can show
that (3) and (4) of Lemma 4.35 do not contribute using monotonicity. 
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4.3.4. Composition of Continuation Maps. In this subsubsection, we com-
plete the proof of Proposition 4.28. We study the composition of the chain
maps obtained in Definition 4.32.
For i = 1, 2, 3, let J (i), H(i) be as in the beginning of Subsubsection
4.3.2. Suppose (JJ ij ,Hij) is a homotopy from (J (i), H(i)) to (J (j), H(j))
for (ij) = (12), (23) and (13).
Lemma 4.38. We assume L1, L0 and o ∈ pi0(Ω(L1, L0)) satisfy Condition
4.4. Then the composition ΦJJ 23,H23 ◦ ΦJJ 12,H12 is chain homotopic to
ΦJJ 13,H13. The same holds if we assume PO(L1) = PO(L0) instead of
Condition 4.4 (1).
Proof. By Lemma 4.37, the validity of the lemma is independent of the choice
of (JJ 13,H13). We will make the following specific choice. Let T0 > 0 be
sufficiently large and ρ > 0. We define:
(4.27) Hρ(τ, x, t) =
{
H12(τ + T0 + ρ, x, t) τ ≤ 0,
H23(τ − T0 − ρ, x, t) τ ≥ 0,
(4.28) JJ ρ(τ, t) =
{
JJ 12τ+T0+ρ,t τ ≤ 0,
JJ 23τ−T0−ρ,t τ ≥ 0.
Let also H13 = H0, JJ 13τ,t = JJ 0(τ, t). (See Figure 41.)
τ τ
−∞ +∞
T0−T0
H12 H23
H(1)
H(2) H(3)
H13
Figure 41. The concatenation H13
Let γ− ∈ R(L0, L1;H(1); o), γ+ ∈ R(L0, L1;H(3); o) We define
(4.29)
MRGW,∞k1,k0 (L1, L0; γ−, γ+;β)
=
⋃
ρ∈[0,∞)
MRGWk1,k0 (L1, L0; γ−, γ+;β;Hρ,JJ ρ)× {ρ}
∪
⋃ Ä
MRGWk′1,k′0 (L1, L0; γ−, γ;β
′;H12,J 12)
×ˆMregk′′1 ,k′′0 (L1, L0; γ, γ+;β
′′;H23,J 23)
ä
Here the last union is taken over γ ∈ R(L0, L1;H(2); o), β′, β′′ with β′#β′′ =
β and k′1, k′0, k′′1 , k′′0 with k′1 + k′′1 = k1, k′0 + k′′0 = k0.
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The spaceMRGW,∞k1,k0 (L1, L0; γ−, γ+) is compact, metrizable and admits an
oriented Kuranishi structure with corners. The boundary of this space can
be described as follows. The space MRGW,∞k1,k0 (L1, L0; γ−, γ+) has boundary
components similar to (1)-(4) of Lemma 4.35 except that we replace s ∈ [0, 1]
with ρ ∈ [0,∞). Another part of the boundary is similar to (5) of Lemma
4.35 except that we replace s = 0 with ρ = 0. The final part of the boundary
is:
MRGWk′1,k′0 (L1, L0; γ−, γ;β
′;H12,J 12)×ˆMregk′′1 ,k′′0 (L1, L0; γ, γ+;β
′′;H23,J 23)
These claims can be verified as in Lemma 4.35. The main difference is the
construction of coordinate chart around the boundary points of the last
type. For that purpose, we can use gluing arguments similar to the proof of
Theorem 3.1 in [DFII]. (See Figure 42.)
00
Glue
γγ− γ+H12 H
23
H13
T0 + ρ−T0 − ρ
Mregk1 ,k0 (L1, L0; γ, γ+;β ;H
23,J 23)MRGWk1,k0 (L1, L0; γ−, γ;β ;H
12,J 12)
MRGWk1,k0 (L1, L0; γ−, γ+;β;Hρ,JJ ρ)
Figure 42. Gluing at ρ =∞
Now we fix a multivalued perturbation on MRGW,∞k1,k0 (L1, L0; γ−, γ+;β) as
in Proposition 4.7, and define:
HJJJ ,HH : CF (L1, L0;H(1),J (1); o)→ CF (L1, L0;H(3),J (3); o)
as follows:
HJJJ ,HH([γ−]) =
∑
[(MRGW,∞0,0 (L1, L0; γ−, γ+;β), ŝn)][γ+].
Here the sum is taken over γ+ and β such that
dimMRGW,∞0,0 (L1, L0; γ−, γ+;β;HH,JJJ ) = 0.
In the same way as in Lemma 4.37, we can show that HJJJ ,HH is the
required chain homotopy. This completes the proof of the lemma. 
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Proof of Proposition 4.28. Let (H,J ) and (H ′,J ′) be as in Proposition
4.28. We take a homotopy (H,JJ ) from (H,J ) to (H ′,J ′) and a ho-
motopy (H′,JJ ′) from (H ′,J ′) to (H,J ). They induce chain maps
ΦJJ ,H : CF (L1, L0;H,J ; o)→ CF (L1, L0;H ′,J ′; o)
and
ΦJJ ′,H′ : CF (L1, L0;H
′,J ′; o)→ CF (L1, L0;H,J ; o).
It suffices to show that the compositions ΦJJ ′,H′ ◦ ΦJJ ,H and ΦJJ ,H ◦
ΦJJ ′,H′ are homotopic to identity. We take a trivial homotopy (H0,JJ 0)
from (H,J ) to (H,J ), namely H0τ,t ≡ Ht and JJ 0τ,t = Jt. By Lemma 4.38,
it suffices to show that this trivial homotopy induces the identity map. In
the case of the trivial homotopy, the spaceMRGW0,0 (L1, L0; γ−, γ+;β;JJ ,H)
has an R action induced by translations in the τ direction. This action is
free unless β = 0. Therefore, by taking a multivalued perturbation invariant
with respect to this R action, we may assume that the number
[MRGW0,0 (L1, L0; γ−, γ+;β;H,JJ ), ŝn]
is nonzero only if β = 0. For β = 0, the moduli space consists of one point.
Thus the chain map induced by the trivial homotopy is an isomorphism.
This completes the proof of Proposition 4.28. 
4.4. Floer Homology with Coefficients in Novikov Rings. The pur-
pose of this subsection is to remove Condition 4.4 (2) and construct Floer
homology over Novikov ring. We still assume L1, L0 are monotone in X \D.
We also assume POL1(1) = POL0(1). (Definition 4.16.)
Definition 4.39. We consider a discrete additive sub-monoid G ⊂ R such
that 2cZ≥0 ⊂ G. Here c is the monotonicity constant in the definition of
monotone Lagrangian submanifolds. (Definition 1.1.)
A G-gapped partial chain complex of energy cut level E is a pair of a
Z2-graded vector space C over Q and a formal finite sum:
(4.30) ∂ =
∑
λ∈G∩R≤E
T λ∂λ
such that
(4.31) ∂2 ≡ 0 mod TE
in an obvious sense. Here R≤E := {x ∈ R | x ≤ E}.
Definition 4.40. Let H : X \ D → R be a compactly supported function.
Let γ± ∈ R(L0, L1;H; o) and β ∈ Π2(X;L1, L0; γ−, γ+). We define:
CH(γ±) = H(γ±(1)) = H(γ±(0))
and
(4.32) ωH(β) =
∫
R×[0,1]
u∗ω + CH(γ+)− CH(γ−).
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Lemma 4.41. IfMRGWk1,k0 (L1, L0; γ−, γ+;β;H,J ) is nonempty, then ωH(β) ≥
0. It is zero only when γ− = γ+.
Proof. If u : R× [0, 1] satisfies (4.14) and (4.16), then we can easily show16:∫
R×[0,1]
u∗ω + CH(γ+)− CH(γ−) =
∫
R×[0,1]
∥∥∥∥∂u∂τ
∥∥∥∥2 dtdτ.

Let G0 be the set of all ωM (β) such that MRGWk1,k0 (L1, L0; γ−, γ+;β) for
γ± ∈ R(L0, L1;H; o), β ∈ Π2(X;L1, L0; γ−, γ+) is nonempty. We take an
additive submonoid G of R≥0 which is generated by G0 ∪ 2cZ+.
Remark 4.42. The choice of G depends on the almost complex structure
and the Hamiltonian H. In the proof of the main theorem, we need to con-
sider finitely many choices of almost complex structures and Hamiltonians.
In order to fix G, we consider the discrete monoid which contains all of the
discrete submonoids constructed from these choices.
Definition 4.43. Let L1, L0 be monotone Lagrangian submanifolds of X\D
satisfying POL1(1) = POL0(1). Fix E and choose a system of multivalued
perturbations {sn} as in Proposition 4.7. Let G ∩ R≤E = {λ0, . . . , λN}
where λi < λi+1. Let γ± ∈ R(L0, L1;H; o), β ∈ Π2(X;L1, L0; γ−, γ+), with
ωH(β) ≤ E, µ(β) = 1. We define:
〈∂β[γ−], [γ+]〉 = [MRGW0,0 (L1, L0; γ−, γ+;β), sn] ∈ Q.
for a large enough value of n. Then we consider the formal sum:
(4.33) ∂ =
∑
TωH(β)∂β.
Lemma 4.44. (4.34) determines a G-gapped partial chain complex of energy
cut level E on CF (L1, L0;H,J ; o).
The proof is similar to the proof of Lemma 4.17. Next, we take the
inductive limit as E →∞.
Definition 4.45. (1) Let (C, ∂), (C ′, ∂′) be a G-gapped partial chain
complex of energy cut level E. A G-gapped partial chain map of
energy cut level E between them is a formal sum
Φ =
∑
λ∈G∩R≤E
T λϕλ
where ϕλ : C → C ′ such that
∂′ ◦ Φ ≡ Φ ◦ ∂ mod TE .
To simplify the terminology, sometimes we just say Φ is a partial
chain complex. We can compose partial chain maps.
16 Here we use the convention that dH(·) = ω(XH , ·) and gX(V,W ) =
ω(V,JW )+ω(W,JV )
2
.
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(2) For two G-gapped partial chain maps Φ,Φ′ of energy cut level E a
(G-gapped) partial chain homotopy (of energy cut level E) between
them is a formal sum
H =
∑
λ∈G∩R≤E
T λHλ
with Hλ : C → C ′ such that
Φ′ − Φ ≡ ∂′ ◦ H + H ◦ ∂ mod TE .
(3) A partial chain map is said to be a chain homotopy equivalence if it
has a chain homotopy inverse (as a partial chain map) in the obvious
sense.
(4) For a G-gapped partial chain complex C of energy cut level E and
0 ≤ E′ ≤ E, we define its energy cut at level E′ by removing the
terms in (4.30) with λ > E′. It is a G-gapped partial chain complex
of energy cut level E′. We denote the energy cut of C at E′ by C|E′ .
We can define energy cut of partial chain maps and partial chain
homotopies in the same way.
The proof of the following simple algebraic lemma can be found in [FOOO7,
Lemma 19.13].
Lemma 4.46. Let C (resp. C ′) be a partial chain complex of energy cut level
E (resp. E′). Suppose E < E′ and Φ : C → C ′|E is a homotopy equivalence
of partial chain complex of energy cut level E. Then there exists Cˆ and Φˆ
such that Cˆ is a partial chain complexes of energy cut level E′, Φˆ : Cˆ → C ′
a homotopy equivalence of energy cut level E′. Moreover, the energy cut (at
energy level E) of Cˆ and Φˆ coincide with C and Φ, respectively.
We choose Ei ∈ R>0 with Ei < Ei+1, limi→∞Ei = +∞. For each Ei we
apply Definition 4.43 and obtain a partial chain complex:
(CF (L0, L1;H,J ; o), ∂Ei).
Lemma 4.47. There exists a partial chain homotopy equivalence of energy
cut level Ei:
Φi,i+1 : (CF (L1, L0;H,J ; o), ∂Ei)→ (CF (L1, L0;H,J ; o), ∂Ei+1)|Ei .
Proof. We take JJ = {Jτ,t} with Jτ,t = Jt and H : R×X× [0, 1]→ R with
(τ, x, t) = H(x, t). (That is to say, we use the trivial homotopy.) We then
obtain the moduli space MRGW0,0 (L1, L0; γ−, γ+;β;H,JJ ).
In the definition of ∂Ei , we use multivalued perturbations for moduli
spaces MRGW0,0 (L1, L0; γ−, γ+;β) with ωH(β) ≤ Ei. We denote these mul-
tivalued perturbations by ŝi = {sni }. Then (CF (L1, L0;H,J ; o), ∂Ei+1)|Ei
does not necessarily coincide with (CF (L1, L0;H,J ; o), ∂Ei) because the
restriction of ŝi+1 to the case that ωH(β) ≤ Ei may not be equal to ŝi.
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We fix a multivalued perturbation ŝi,i+1 = {sni,i+1} on moduli spaces
MRGW0,0 (L1, L0; γ−, γ+;β;HH,JJJ ) with ωH(β) ≤ Ei such that the con-
clusion of Proposition 4.7 holds and also the multivalued perturbation is
compatible with sni and s
n
i+1 at the boundary. More precisely, at the follow-
ing part of the boundary (see Lemma 4.31 (1)):
MRGW0,0 (L1, L0; γ−, γ;β′;H,J )×ˆMRGW0,0 (L1, L0; γ, γ+;β′′;H,JJ ),
we require that it is induced by the pull back of the direct product of ŝi and
ŝi,i+1. Similarly, at the following part of the boundary (Lemma 4.31 (2)):
MRGW0,0 (L1, L0; γ−, γ;β′;H,JJ )×ˆMRGW0,0 (L1, L0; γ, γ+;β′′;H ′,J ),
we require that it coincides with the pull back of the direct product of
ŝi,i+1 and ŝi+1. If γ− = γ+ = γ, and β = 0, then the moduli space
MRGW0,0 (L1, L0; γ, γ; 0;HH,JJJ ) consists of one point (the trivial solution)
and is Fredholm regular. As an additional condition, we requires sni,i+1 to
be trivial on these components.
We define:
〈Φi,i+1;β[γ−], [γ+]〉 = [MRGW0,0 (L1, L0; γ−, γ+;β;HH,JJJ ), sni,i+1] ∈ Q.
for a large enough value of n. Then we consider the formal sum
(4.34) Φi,i+1 =
∑
ωH(β)≤Ei
TωH(β)Φi,i+1;β.
In the same way as Lemma 4.33, we can show that Φi,i+1 is a partial chain
map of energy cut level Ei.
Our assumption on si,i+1 imply that Φi,i+1 is equal to the identity map
modulo T  with  > 0. Therefore, it is an isomorphism and hence a homo-
topy equivalence. 
We now apply Lemma 4.46 inductively to construct
∂̂Ei =
∑
λ∈G
T λ∂̂Eiλ ,
“Φi,i+1 = ∑
λ∈G
T λ“Φi,i+1;λ
(Note that the sums consist of infinitely many terms) such that:
(4.35) ∂̂Ei ◦ ∂̂Ei = 0.
and
(4.36) ∂̂Ei+1 ◦ “Φi,i+1 = “Φi,i+1 ◦ ∂̂Ei .
Moreover:
∂̂Ei ≡ ∂Ei mod TEi “Φi,i+1 ≡ Φi,i+1 mod TEi .
Let ΛQ0 be the subring Λ
Q consisting of elements
∑
ciT
λi with λi ≥ 0, and
define:
(4.37) CF (L1, L0;H,J ; o; ΛQ0 ) = CF (L1, L0;H,J ; o)⊗Q ΛQ0 .
LAGRANGIAN FLOER THEORY IN DIVISOR COMPLEMENT 85
Then:
∂̂Ei : CF (L1, L0;H,J ; o; ΛQ0 )→ CF (L1, L0;H,J ; o; ΛQ0 )
defines a differential and“Φi,i+1 : CF (L1, L0;H,J ; o; ΛQ0 )→ CF (L1, L0;H,J ; o; ΛQ0 ).
is a chain map. This chain map is an isomorphism of ΛQ0 modules because
it is identity modulo T .
Definition 4.48. The Floer homology
HF (L1, L0;H,J ; o; ΛQ0 ;X \ D)
is the homology group of the chain complex (CF (L1, L0;H,J ; o; ΛQ0 ), ∂̂Ei).
Since “Φi,i+1 induces an isomorphism, the above Floer homology group is
independent of i.
Proposition 4.49. The Floer homology group HF (L1, L0;H,J ; o; ΛQ0 ;X \
D) is independent of the choice of J and multivalued perturbations.
This proposition is a special case of the upcoming Proposition 4.50. To
examine the dependence on the Hamiltonian H, note that homology group
of a chain complex of a finitely generated free ΛQ0 -module have the following
form (see [FOOO1, Proposition 6.3.14]):
(4.38) HF (L1, L0;H,J ; o; ΛQ0 ;X \ D) ∼= Λb0 ⊕
I⊕
i=1
Λ0
T aiΛ0
.
Here ai > 0. We say b the Betti-number of our Floer homology and ai is a
torsion exponent. We label torsion exponents such that a1 ≥ a2 ≥ · · · ≥ aI .
Define:
‖H‖+ =
∫ 1
t=0
max{supHt, 0}dt,
‖H‖− = −
∫ 1
t=0
min{inf Ht, 0}dt
‖H‖ = ‖H‖+ + ‖H‖−.
Proposition 4.50. We assume that L1 is transversal to L0 and to ψH(L0).
Let (4.38) and
HF (L1, L0; 0,J ′; o; ΛQ0 ;X \ D) ∼= Λb
′
0 ⊕
I′⊕
i=1
Λ0
T a
′
iΛ0
hold. Then
(1) b = b′.
(2) I ′ ≥ #{i ∈ {1, . . . , I} | ai > ‖H‖} and a′i ≥ ai − ‖H‖.
(3) I ≥ #{i ∈ {1, . . . , I ′} | a′i > ‖H‖} and ai ≥ a′i − ‖H‖.
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Note that b = b′ implies that the Floer homology with coefficients in ΛQ
is independent of the choice of the Hamiltonian function and the almost
complex structure. Proposition 4.50 is similar to [FOOO1, Theorem 6.1.25]
and [FOOO8, Theorem 6.2].
Proof. Let χ : R→ [0, 1] be a smooth function such that
(1) χ is non-decreasing.
(2) χ(τ) = 0 for sufficiently small τ and χ(τ) = 1 for sufficiently large
τ .
We use the following H and H′.
H(x, τ, t) = χ(τ)H(x, t), H′(x, τ, t) = H(x,−τ, t).
We also take two parameter family of compatible almost complex structures
JJ = {Jτ,t} such that
Jτ,t =
{
Jt of τ is sufficiently small,
J ′t of τ is sufficiently large.
We require that Jτ,t has the form of the almost complex structures con-
structed in Subsection 3.3, for each τ, t. Let JJ ′ = {J ′τ,t}, J ′τ,t = J−τ,t.
Then (H,JJ ) (resp. (H′,JJ ′)) is a homotopy from (0,J ) to (H,J ′)
(resp. (H,J ′) to (0,J )).
We need the following lemma, due to Chekanov [Ch], to complete the
proof. See [FOOO8, Corollary 5.3] for the proof.
Lemma 4.51. Let p ∈ L1 ∩o ψH(L0) and γ ∈ R(L0, L1;H;ψH∗ o). If
MRGW0,0 (L1, L0; p, γ;β;JJ ,H) is nonempty, then:
ωH(β) =
∫
R×[0,1]
u∗ω + CH(γ) ≥ −‖H‖+.
Here u is the map associated to an element ofMRGW0,0 (L1, L0; p, γ;β;JJ ,H).
If MRGW0,0 (L1, L0; γ, p;β′;JJ ′,H′) is nonempty, then:
ωH′(β) =
∫
R×[0,1]
u∗ω − CH(γ) ≥ −‖H‖−.
Here u is the map associated to an element ofMRGW0,0 (L1, L0; γ, p;β′;JJ ′,H′).
We take sufficiently large Ei and consider
CF (L1, L0; 0,J ; o; ΛQ0 /TEi) =
CF (L1, L0; 0,J ; o; ΛQ0 )
TEiCF (L1, L0; 0,J ; o; ΛQ0 )
and CF (L1, L0;H,J ′; o; ΛQ0 /TEi). Let:
〈Φβ[p], [γ]〉 = [(MRGW0,0 (L1, L0; p, γ;β;JJ ,H), sn)] ∈ Q.
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Here we use a system of multivalued perturbations sn, for β with ωH(β) ≤
Ei, to define a virtual fundamental chain for the right hand side. Then we
put
Φ =
∑
ωH(β)≤Ei
TωH(β)+‖H‖+Φβ.
By Lemma 4.51 the exponent of T is nonnegative. The sum is finite because
of compactness. In the same way as in the proof of Lemma 4.17, Φ defines
a chain map:
CF (L1, L0; 0,J ; o; ΛQ0 /TEi)→ CF (L1, L0;H,J ′; o; ΛQ0 /TEi).
We also define:
〈Φβ′ [γ], [p]〉 = [(MRGW0,0 (L1, L0; γ, p;β′;JJ ′,H′), sn)] ∈ Q.
and
Φ′ =
∑
ωH(β′)≤Ei
TωH′ (β
′)+‖H‖−Φβ′ .
The map Φ′ defines a chain map:
CF (L1, L0;H,J ′; o; ΛQ0 /TEi)→ CF (L1, L0; 0,J ; o; ΛQ0 /TEi).
Lemma 4.52. Φ ◦ Φ′ and Φ′ ◦ Φ are chain homotopic to T ‖H‖id.
The proof is the same as the proof of Lemma 4.37. Using (4.38) it is
easy to see that Lemma 4.52 implies Proposition 4.50. (See [FOOO1, page
391-393].) 
4.5. A Spectral Sequence for HF (L,ψH(L);X \ D). In this subsection
we consider the case L0 = ψH(L1) and prove part (4) of Theorem 1.4. More
precisely, we prove:
Proposition 4.53. Suppose L ⊂ X \D is a compact, connected, monotone
and spin Lagrangian. Let H : (X \D)× [0, 1]→ R be a compactly supported
time dependent Hamiltonian which generates a Hamiltonian diffeomorphism
ψH : X → X. We assume L1 = L and L0 = ψH(L) intersect transversely.
Then there exists o0 ∈ pi0(Ω(L0, L1)) with the following properties.
(1) If o 6= o0, then the Floer homology group HF (L1, L0; o; ΛQ;X \ D)
is zero.
(2) o0 satisfies Condition 4.4 (2) and so we can define the Floer homology
group HF (L1, L0; o0;Q;X \ D).
(3) There exists a spectral sequence whose E2 page is H∗(L;Q) and which
converges to HF (L1, L0; o0;Q;X \ D).
Proof. Because of the invariance of Floer homology with respect to Hamil-
tonian isotopies, it suffices to prove this proposition for a specific choice of
H. There is a symplecomorphism Φ from a neighborhood U of L in X,
disjoint from a neighborhood of D, to a neighborhood of the zero section in
T ∗L. Using this symplectomorphism, we define H to be the function:
H(x, t) := f ◦ piL(x) · χ(|x|)
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where f : L → R is a Morse-Smale function with respect to the metric
induced by J0 and ω, piL : T
∗L → L is the projection map, |x| is the fiber-
wise norm of an element of T ∗L and χ : R≥0 → [0, 1] is a function which is
equal to 1 in neighborhood of 0 and is equal to 0 for large enough values in
R≥0. An appropriate choice of χ allows us to regard the above function as
a function on X. We also assume that the C2 norm of f is very small.
The assumption on the C2 norm of f implies that L0 ⊂ U and Φ(L) can
be identified with the graph of df in T ∗L. In particular, the elements of
L0 ∩L1 can be identified with the critical points of f . We let µf denote the
function on L0∩L1 which associates to each intersection point of L0 and L1
the Morse index of the corresponding critical point. Let o0 be the element of
pi0(Ω(L0, L1)) that is mapped by (ψH)∗ to the connected component of the
constant maps of Ω(L,L). Then it is clear that all the elements of L0 ∩ L1
represent o0. In particular, HF (L1, L0; o; Λ
Q;X \D) is trivial unless o = o0.
In order to prove (2), it suffices to show that there is a positive constant
c such that if u : S1 × [0, 1] → X is a map representing an element of
pi1(Ω(L,L; o0)), then ω(u) = cµ(u). We may assume that u(0, t) is inde-
pendent of t. (This is because o0 is the component containing the constant
paths.) Therefore, u is induced by a map (D2, ∂D2) → (X,L). Thus Con-
dition 4.4 (2) follows from the monotonicity of L.
Suppose p, q ∈ L0 ∩ L1 and u : R × [0, 1] → X is a map represent-
ing an element of MRGW0,0 (L1, L0; p, q;β;J ). If the image of this map is
contained in U , then it is a standard result that ω(β) = f(p) − f(q) and
µ(β) = µf (p) − µf (q). It is shown in [Fl2] that u(1, ·) defines a downward
gradient flow line of the map f . Moreover, this gives a correspondence be-
tween the moduli space MRGW0,0 (L1, L0; p, q;β;J ) and the moduli space of
unparametrized downward gradient flow lines from p to q. (Here we need
the assumption that f is small in the C2 norm.) Next, let u be a map whose
image is not contained in U . Using Gromov compactness theorem and the
assumption on the size of f , it is easy to show that there is a constant e,
independent of u, such that ω(β) ≥ e. Lemma 4.5 implies that there is an
even integer m such that:
µ(β) = µf (p)− µf (q) +m ω(β) = f(p)− f(q) + c ·m
where c is the monotonicity constant of L. Since the C0 norm of f is small,
the constant m has to be positive.
The previous paragraph implies that the coefficient of q in ∂p is non-zero
only if:
µf (q)− µf (p) ≥ −1
and if the equality holds, then 〈∂p, q〉 is equal to the number of unparametrized
downward gradient flow lines from p to q. (To be more precise, we need to
arrange for a multi-valued perturbation produced by Proposition 4.7 which
is trivial in the case that µ(β) = µf (p)−µf (q) = 1. Since f is a Morse-Smale
function, it is easy to see from the proof of Proposition 4.7 that it is possible
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to arrange for such a multi-valued perturbation.) Therefore, we have:
CF (L1, L0;Q; o0) =
⊕
d
Cd ∂ =
∞∑
k=0
∂k
where Cd is generated by the elements of L0∩L1 whose Morse index is equal
to d, and the degree of ∂k with respect to this grading is equal to −1 + 2k.
Now we can conclude Part (3) of the proposition from Lemma 4.54. 
Lemma 4.54. Let C be a finite dimensional graded vector space and
(4.39) ∂̂ =
∞∑
k=0
∂k
be a liner map C → C such that ∂k has degree −1 + 2k and ∂̂ ◦ ∂̂ = 0.
Then there exists a spectral sequence whose E2 page is H(C, ∂0) and which
converges to H(C; ∂̂).
We remark that the sum in (4.39) is actually a finite sum. We also remark
that ∂0 ◦ ∂0 = 0 follows from ∂̂ ◦ ∂̂ = 0.
Proof. Let
(F`C)d =

Cd if d > `,
Im ∂0 ∩ Cd if d = `,
0 if d < `.
Here Cd is the degree d part of C. Since ∂k = 0 for k < 0, F`C defines a
sub-complex of C. Let:
(
F`C
F`+1C
, ∂)
be the graded complex of the filtration determined by the sub-complexes
F`C. In particular, there is a spectral sequence with the E2 page:
(4.40)
⊕
`
H
Ç
F`C
F`+1C
, ∂̂
å
that converges to H(C; ∂̂). It is easy to see that (4.40) is isomorphic to
H(C, ∂0) 
5. Stable Map Topology and RGW Topology
5.1. Review of Stable Map Topology. We first review the stable map
topology, which was introduced in [FOn, Definition 10.3]. This topology
plays an essential role in the definition of the RGW topology.
LetMdk+1,` be the compactified moduli space of disks with k+1 boundary
marked points and ` interior marked points. This space is the compactifi-
cation of the space M0,dk+1,` = {(D2, ~z, ~z+)}/ ∼. Here ~z = (z0, . . . , zk),
~z+ = (z+1 , . . . , z
+
` ) are distinct points such that zi ∈ ∂D2, z+i ∈ IntD2, and
(z0, . . . , zk) respects the counter clockwise orientation of ∂D
2. The equiv-
alence relation ∼ is defined by the action of PSL(2,R) = Aut(D2). An
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element of the compactificationMdk+1,` is an equivalence class of (Σ, ~z, ~z+),
where Σ is a tree like union of disks with double points plus trees of sphere
components attached to interior points of the disks. ~z = (z0, . . . , zk) and
~z+ = (z+1 , . . . , z
+
` ) are boundary and interior marked points, respectively.
The object (Σ, ~z, ~z+) representing an element of Mdk+1,` is also required to
satisfy a stability condition. See [FOOO1, Definition 2.1.18] for more details.
Hereafter with a slight abuse of notation, we say (Σ, ~z, ~z+) is an element of
Mdk+1,`. Note that the symmetric group Perm(`) of order `! acts onMdk+1,`
by exchanging the order of interior marked points.
The moduli space Mdk+1,` has the structure of a smooth manifold with
boundary and corner. Its codimension m corner consists of the elements
(Σ, ~z, ~z+) such that Σ has at least m + 1 disk components. (See [FOOO1,
Theorem 7.1.44].)
For any pair of injective and order preserving maps ik,k′ : {1, . . . , k} →
{1, . . . , k′} and i+`,`′ : {1, . . . , `} → {1, . . . , `′}, we define the forgetful map:
(5.1) fgik,k′ ,i`,`′ :Mdk′+1,`′ →Mdk+1,`
as follows. Let (Σ′, ~z ′, ~z+′) ∈ Mdk′+1,`′ . Define ~z = (z0, zik,k′ (1), . . . , ik,k′(k))
and ~z = (z+
i+
`,`′ (1)
, . . . , z+
i+
`,`′ (`)
). The triple (Σ′, ~z, ~z+) may not represent an ele-
ment ofMdk+1,` if it does not satisfy the stability condition. By shrinking all
unstable components of (Σ′, ~z, ~z+), we obtain (Σ, ~z, ~z+), which satisfies the
stability condition. This element (Σ, ~z, ~z+) represents fgik,k′ ,ik,k′ (Σ
′, ~z ′, ~z+′).
See [FOOO2, page 419] for more details.
If ik,k′ or i
+
`,`′ is the identity map, we omit it from the notation fgik,k′ ,i
+
`,`′
.
If ik,k′ is the identity map and i
+
`,`′(i) = i (for i = 1, . . . , `), then we write
fg`′,` instead of fgi+
`,`′
.
We consider the map
(5.2) fg`+1,` :Mdk+1,`+1 →Mdk+1,`.
As proved in [FOOO2, Lemma 7.1.45], the fiber (fg`+1,`)
−1(Σ, ~z, ~z+) is dif-
feomorphic to ‹Σ where ‹Σ is obtained from Σ by replacing each boundary
node by an interval. (See Figure 43.) The space Ck+1,` is given by shrinking
Σ˜Σ
Figure 43. ‹Σ
LAGRANGIAN FLOER THEORY IN DIVISOR COMPLEMENT 91
all such intervals to a point. In other words, there exists:
(5.3) pi : Cdk+1,` →Mdk+1,`
such that the fiber over (Σ, ~z, ~z+) is identified with Σ. Note that Cdk+1,` is
merely a topological space and does not carry the structure of a manifold
or an orbifold. Let SCdk+1,` be the subset of Cdk+1,` consisting of x ∈ Cdk+1,`
such that if pi(x) = (Σ, ~z, ~z+), then x corresponds to a boundary or interior
node of Σ.
Lemma 5.1. The subspace Cdk+1,` \ SCdk+1,` has the structure of a smooth
manifold with corners. Moreover, the restriction of (5.3) to Cdk+1,` \ SCdk+1,`
is a smooth submersion.
Proof. By construction Cdk+1,` \SCdk+1,` is an open subset ofMdk+1,`+1. This
verifies the first part. The second part also follows from the corresponding
results aboutMdk+1,`+1, which is a consequence of a similar result about the
moduli space of marked spheres. (The later is classical. See, for example,
[ACG].) 
The symmetry group Perm(`) of order `! acts on Cdk+1,` and Mdk+1,` such
that (5.2), (5.3) are Perm(`)-equivariant. Moreover, the Perm(`) action on
Cdk+1,` \ SCdk+1,` is smooth.
The spaces Cdk+1,`, Mdk+1,` are all metrizable. We fix metrics on them
and use these metrics throughout the paper. (The whole construction is
independent of the choice of metrics.)
Let ζ = (Σ, ~z, ~z+) ∈ Mdk+1,`. We define Γζ = {γ ∈ Perm(`) | γζ = ζ}.
The group Γζ has a biholomorphic action on Σ which permutes interior
marked points ~z+. This action is necessarily trivial on the disk components.
In the following definition, SΣ denotes pi−1(ζ) ∩ SCdk+1,`. This set consists
of boundary and interior nodes of Σ.
Definition 5.2. An -trivialization of the universal family (5.3) at ζ is the
following object.
(1) A Γζ-invariant relatively compact open subset K ⊂ Σ \ SΣ.
(2) A Γζ-invariant neighborhood U of ζ in Mdk+1,`.
(3) A smooth open embedding Φ : K × U → Cdk+1,` \ SCdk+1,`, which is
Γζ-invariant.
(4) The following diagram commutes.
K × U Φ−−−−→ Cdk+1,`y ypi
U −−−−→ Mdk+1,`
Here the left vertical arrow is the projection map and the second
horizontal arrow is the inclusion map.
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(5) The image of Φ contains pi−1(U) \ B(SΣ). Here B(SΣ) is the 
neighborhood of SΣ in Cdk+1,`.
The existence of -trivialization for any  is a consequence of Lemma 5.1.
Remark 5.3. If Σ is a disk then SΣ is an empty set. In this case, an -
trivialization of the universal family is a local trivialization. Note that (5.3)
is a fiber bundle in the C∞ category in a neighborhood of such elements of
Mdk+1,`.
Remark 5.4. A similar ‘trivialization of the universal family’ is described
in [FOn, Section 9] or [DFII, Section 4]. This notion is employed to define
a topology in [FOn, Definition 10.2]. In [FOn] and subsequent works such
as [FOOO4, Section 16] and [FOOO5, Section 8], more specific choices of
trivializations are used. Namely, a particular choice of coordinate charts
are used at the nodes and the gluing construction is exploited to obtain a
nearby element of Mdk+1,` and a coordinate of the gluing parameter. Such
a choice would be useful to study gluing analysis of pseudo holomorphic
curves and to construct Kuranishi neighborhoods, as it was done in [FOn,
FOOO4, FOOO5]. See also [DFII]. To define stable map topology, we do
not need these specific choices and can work with any -trivialization of the
universal family in the above sense.
Next, we review the stable map compactificationMdk+1,`(β) ofM0,dk+1,`(β)
for β ∈ Π2(X,L). The space M0,dk+1,`(β) consists of ((D2, ~z, ~z+), u) where
(D2, ~z, ~z+) ∈ M0,dk+1,` and u : (D2, ∂D2) → (X,L) is a pseudo holomorphic
map. An element of Mdk+1,`(β) is an isomorphism class of ((Σ, ~z, ~z+), u),
where Σ is a tree like union of disks with double points plus trees of sphere
components attached to the interior points of the disks, ~z and ~z+ are bound-
ary and interior marked points, and u : (Σ, ∂Σ)→ (X,L) is a pseudo holo-
morphic map. The object ((Σ, ~z, ~z+), u) is required to satisfy the stability
condition. (See [FOOO1, Definition 2.1.24] for more details.) We say an
element ((Σ, ~z, ~z+), u) ∈Mdk+1,`(β) is source stable if (Σ, ~z, ~z+) ∈Mdk+1,` is
stable.
Definition 5.5. Let ((Σ, ~z, ~z+), u), ((Σa, ~za, ~z
+
a ), ua) (a = 1, 2, 3, . . . ) be
elements of Mdk+1,`(β). We assume they are all source stable. We say
((Σa, ~za, ~z
+
a ), ua) converges to ((Σ, ~z, ~z
+), u) in the stable map topology and
write
lims
a→∞((Σa, ~za, ~z
+
a ), ua) = ((Σ, ~z, ~z
+), u)
if the following holds. For each , there exist ′ > 0 and an ′-trivialization
of the universal family at ζ = (Σ, ~z, ~z+), denoted by (K,U ,Φ), with the
following properties:
(1) Let ξa = (Σa, ~za, ~z
+
a ). This sequence converges to ξ in Mdk+1,`.
(2) If a is large, then for any connected component C of pi−1(ξa)\Φ(K×
{ξa}), the diameter of ua(C) is smaller than .
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(3) We define u′a : K → X by u′a(z) = ua(Φ(z, ξa)). Then the C2
distance between u′a and u is smaller than  for sufficiently large
values of a.
In the same way as in (5.1), we define:
(5.4) fgik,k′ ,i
+
`,`′
:Mdk′+1,`′(β)→Mdk+1,`(β).
We shall use this map in the case k = k′, ik,k′(i) = i and i+`,`′(i) = i for i ≤ `.
In this case, this map is denoted by the simplified notation fg`′,`.
Definition 5.6. Let ζa = ((Σa, ~za, ~z
+
a ), ua), ζ = ((Σ, ~z, ~z
+), u) be elements
ofMdk+1,`(β). We say that ζa converges to ζ in the stable map topology and
write
lim
a→∞ ζa = ζ
if there exists ζ ′a, ζ ′ ∈Mdk+1,`′(β) (`′ ≥ `) with the following properties:
(1) ζ ′a, ζ ′ are source stable.
(2) fg`,`′(ζ
′
a) = ζa. fg`,`′(ζ
′) = ζ.
(3) lims
a→∞ ζ
′
a = ζ
′ in the sense of Definition 5.5.
Related to this definition, we have the following lemma, whose proof is
given in [Fu3, Lemma 12.13]. It is also a consequence of [FOOO9, Lemma
4.14].
Lemma 5.7. Let ζ, ζa ∈ Mdk+1,`(β). We assume lima→∞ ζa = ζ. Suppose
ζ ′ ∈Mdk+1,`′(β) such that:
(a) ζ ′ is source stable.
(b) fg`,`′(ζ
′) = ζ.
Then there exists ζ ′a ∈ Mdk+1,`′(β) such that Definition 5.6 (1), (2) and (3)
hold.
Remark 5.8. Lemma 5.7 implies that for source stable objects, Definition
5.6 coincides with Definition 5.5.
We define the closure operator c for subsets of Mdk+1,`(β) as follows. If
A ⊂ Mdk+1,`(β), then Ac is the set of all limits of sequences of elements of
A. Here the limit is taken in the sense of Definition 5.6.
Lemma 5.9. The closure operator c satisfies the Kuratowsky’s axioms.
Namely, we have: (a) ∅c = ∅, (b) A ⊆ Ac, (c) (Ac)c = Ac, (d) (A ∪ B)c =
Ac ∪Bc.
See [Fu3, Lemma 12.15] for the proof. This closure operator allows us to
define a topology onMdk+1,`(β), called the stable map topology. In the same
way as in [FOn, Lemma 10.4], we can prove that the stable map topology
is Hausdorff. In the same way as in [FOn, Lemma 11.1], we can prove that
the stable map topology is compact. We can define the stable map topology
for moduli spaces of pseudo holomorphic spheres or strips in the same way.
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5.2. RGW Topology. In the rest of this section, we define the RGW
topology and studies its properties. In this subsection, we define limits
of sequences of pseudo-holomorphic disks, spheres and strips in the RGW
topology. Because the definitions are mostly similar, we mainly discuss the
case of disks.
5.2.1. RGW Topology for Disks 1: Introducing Interior Marked Points. We
first generalize the RGW compactification in Section 3 to the case of the
moduli space of pseudo holomorphic disks equipped with interior marked
points. We modify the moduli space Mreg,dk+1 (β; m) of Definition 3.35 and
define Mreg,dk+1,h(β; m) as follows.
Definition 5.10. Mreg,dk+1,h(β; m) consists of isomorphism classes of objects
((Σ, ~z, ~z+, ~w), u) such that (1)-(6) of Definition 3.35 and the following con-
ditions are satisfied.
(i) ~z+ = (z+1 , . . . , z
+
h ), where z
+
i ∈ Int Σ. These points are distinct and
away from ~w.
(ii) ((Σ, ~z, ~z+ ∪ ~w), u) is stable in the sense of stable maps.
We defineMreg,sh (α; m) by modifyingMreg,s(α; m) of Definition 3.36 in a
similar way. Namely, an element ofMreg,sh (α; m) has the form ((Σ, ~z+, ~w), u)
which satisfies Definition 3.36 (1)-(5), ~z+ is an h-tuple of distinct marked
points away from ~w, and ((Σ, ~z+ ∪ ~w), u) is stable.
Let m = (m0, . . . ,m`). We define ›M0h(D ⊂ X;α; m) as the set of strong
isomorphism classes of ((Σ, ~z+, ~w);u; s) such that ((Σ, ~w);u; s) satisfies Def-
inition 3.7 (1)-(4) and ~z+ is an h-tuple of additional distinct marked points
disjoint from ~w. We also require stability of ((Σ, ~w ∪ ~z+);u) instead of
Definition 3.7 (5).
Using these spaces as in Section 3, we may define a compactification of
Mreg,dk+1,h(β) as follows. We consider a generalization of the notion of detailed
DD-ribbon trees of homology class β, where one such detailed DD-ribbon
tree Rˆ is required to satisfy the additional conditions:
(DD+.1) We have a map mk : {1, . . . , h} → C int0 (Rˆ), that describes each
element of ~z+ on which component lies. Define:
hv = #{i ∈ {1, . . . , h} | mk(i) = v}.
(DD+.2) We modify stability as follows. For each interior vertex v of Rˆ we
assume one of the following holds.
(a) The homology class of v is nonzero.
(b) If the color of v is s or D, then the number of edges containing
v plus hv is not smaller than 3.
(c) If the color of v is d, then the following inequality holds:
2(the number of edges of positive level)
+ (the number of edges of level 0) + 2hv ≥ 3.
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We denote by R+ the pair (R,mk). We then modify the fiber product (3.50)
as follows. Firstly we need to replace ›M0(R, v) with ›M0(R+, v), defined as
below. If we are in the situation of (3.33), where the color of v is d, then:
(5.5) ›M0(R+, v) =Mreg,dk+1,hv(α(v); mv).
Here mv is defined as in (3.33). If we are in the situation of (3.34), where
the color of v is s, then:
(5.6) ›M0(R+, v) =Mreg,shv (α(v); mv).
Here mv is defined as in (3.34). If we are in the situation of (3.35), where
the color of v is D, then:
(5.7) ›M0(R+, v) = ›M0hv(D ⊂ X;α(v); mv).
Here mv is defined as in (3.35).
Thus we modify (3.50), (3.51) and (3.52) to obtain, ›M0(R+), ”M0(R+),
and M0(R+). We finally modify (3.53) to:
(5.8) MRGWk+1,h(L;β) =
⋃
R+
M0(R+).
5.2.2. RGW Topology for Disks 2: Definition of Convergence. In our defi-
nition of the RGW topology, we use the obvious forgetful map
(5.9) forget :MRGWk+1,h(L;β)→Mk+1,h(L;β)
from the RGW compactification to the stable map compactification. Namely,
for each factor ›M0(R+, v), we forget various parts of the information asso-
ciated to that element (such as the section sv in the case that the color of
v is D) and glue them according to the detailed DD-ribbon tree Rˆ+. (Note
that in the case that the color of v is D, the target of the map uv is D which
is a subset of X. So we can regard it as a map to X.)
Situation 5.11. We consider the following situation.
(1) ζa = ((Σ(a), ~z(a), ~z
+(a)), ua) ∈Mreg,dk+1,h(β; ∅).
(2) ζ ∈M0(R+) ⊂MRGWk+1,h(L;β) where ζ = (ζ(v); v ∈ C int0 (Rˆ+)) and:
(a) ζ(v) ∈ Mreg,dk+1,hv(α(v); mv+) when the color of v is d. We write
ζ(v) = ((Σ(v), ~z(v), ~z+(v), ~w(v)), uv).
(b) ζ(v) ∈ Mreg,shv (α(v); mv) when the color of v is s. We write
ζ(v) = ((Σ(v), ~z+(v), ~w(v)), uv).
(c) ζ(v) ∈ ›M0hv(D ⊂ X;β(v); mv) when the color of v is D. We
write ζ(v) = ((Σ(v), ~z+(v), ~w(v));uv; sv).
(3) We assume
lim
a→∞ forget(ζa) = forget(ζ).
Here the convergence is given by the stable map topology.
(4) We assume forget(ζa) and forget(ζ) are source stable.
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We firstly define when a sequence ζa as in Situation 5.11 converges to ζ
in the RGW topology. Later, we reduce the definition of the RGW topology
in the general case to this special situation. Let ξa and ξ be source curves of
forget(ζa) and forget(ζ), respectively. By assumption (Situation 5.11 (3) and
(4)), ξa converges to ξ in Mdk+1,h. For each sufficiently small , we take an
-trivialization of the universal family in the sense of Definition 5.5, which
we denote by (K,U ,Φ). We also define:
(5.10) K(v) = K ∩ Σ(v).
By Definition 5.5 (3), u′a(z) = ua(Φ(z, ζa)) converges to u in the C2 topology
on each K(v). We denote by u′a,v the restriction of u′a to K(v).
Let v be a vertex with color D. Then for sufficiently large a, we may
assume
(5.11) u′a,v(z) ∈ N≤cD (X).
for z ∈ K(v). Here N≤cD (X) is the set of (p, x) ∈ ND(X) such that p ∈ D
and x is in the fiber of ND(X) with ‖x‖ ≤ c. We assume that c is small
enough such that a neighborhood of D can be identified with N≤cD (X) by
a bi-holomorphic map. We use this identification to make sense of (5.11).
Therefore, we can use (5.11), to obtain maps:
(5.12) u′a,v : K(v)→ ND(X).
The data of ζ include a section sv of u
∗
vND(X). We regard this section as a
map:
(5.13) Uv : Σv → ND(X).
Recall that the definition of M0(R) ⊂ MRGWk+1,h(L;β) involves taking the
quotient by the C|λ|∗ -action and Aut(R). (See (3.51) and (3.52).) Here we
fix one representative for these quotients.
The main requirement that we need to define is how the sections sv are
related to the objects ζa. Let |λ| be the number of levels of Rˆ. We have the
identification:
(5.14) ND(X) \ D = R× S(ND(X))
where SND(X) is the unit S1-bundle associated to ND(X).
Definition 5.12. Suppose we are in Situation 5.11. We say that ζa con-
verges to ζ in the RGW topology and write
lims
a→∞ ζa = ζ,
if for each j ∈ {1, . . . , |λ|}, there exists a sequence ρa,j ∈ C∗ and for each
 > 0 there are an -trivialization (K,U ,Φ) as above and an integer N()
such that the following properties hold:
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(1) For a ≥ N() and any v, we have ξa ∈ U and:
dC2
Ä
Dil1/ρa,λ(v) ◦ u′a,v, Uv
ä
< 
We use the product metric on (5.14) to define the C2 distance for
the maps with domain K(v). The map Dilc is given by dilation in
the fiber direction of ND(X). In particular, it is an isometry with
respect to the product metric.
(2) If j < j′ then
lim
a→∞
ρa,j
ρa,j′
=∞.
Roughly speaking, Item (1) says that on K(v), the sequence of maps ua
converges to Uv after scaling by ρa,λ(v). Item (2) asserts that the distance
between ua(K(v
′)) and D goes to zero faster than the distance between
ua(K(v)) and D if λ(v) < λ(v′).
Remark 5.13. As we mentioned before, there is an ambiguity of the choice
of the representative of ζa because of the C
|λ|
∗ -action. If we take another
choice, we can change ρa,j to ρa,jcj where cj ∈ C∗. Therefore, Definition
5.12 is independent of the choice of representatives.
In Definition 5.12, we define the RGW convergence in the case that source
curves are stable. We can define the general case analogous to the stable
map topology as follows. Firstly note that we can define a forgetful map
fgh′,h :MRGWk+1,h′(L;β)→MRGWk+1,h(L;β)
of interior marked points for h′ > h. Namely, we forget the marked points
with labels (h+1), . . . , h′ and shrink the components which become unstable.
In this process, the level function λ may not be preserved because all the
components in a certain level may be shrunk. In the case that this happens,
we remove such a level, say m, and decrease the value of the level function
for each vertex of level > m. In other words, the quasi order ≤ is preserved
by this shrinking process. Other than this point, the construction is the
same as the forgetful map of boundary marked points in Subsection 3.8.
Definition 5.14. Let ζa ∈ Mreg,dk+1,h(L;β; ∅) and ζ ∈ MRGWk+1,h(L;β). We say
that ζa converges to ζ and write
lim
a→∞ ζa = ζ,
if there exist source stable holomorphic curves ζ ′a ∈ Mreg,dk+1,h′(L;β; ∅) and
ζ ′ ∈MRGWk+1,h′(L;β) as in Situation 5.11 such that:
(1) fgh′,h(ζ
′
a) = ζa, fgh′,h(ζ
′) = ζ.
(2) lims
a→∞ ζ
′
a = ζ
′.
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5.2.3. RGW Topology for Disks 3: Compactness. The next proposition pro-
vides the main part in showing that the space MRGWk+1,h(L;β) is compact:
Proposition 5.15. For any sequence ζa ∈ Mreg,dk+1,h′(L;β), there exists a
subsequence which converges in the sense of Definition 5.14.
Before delving into the proof of this proposition, we state an exponential
decay result which will be used in the proof of Proposition 5.15.
Lemma 5.16. Let U ⊂ Cn−1 be an open neighborhood of the origin with
diameter less than 1. Let also:
A(c1, c2) = {z ∈ C | c1 ≤ |z| ≤ c2}.
(1) Let u1 : [−T, T ]× S1 → A(c1, c2) be a holomorphic map that :
|u1(−T, t)| = c1 |u1(T, t)| = c2.
Then there exist a complex number z0 and a positive integer m such
that:
(5.15) u1(τ, t) = exp(2pim(τ +
√−1t)− z0).
(2) Let u2 : [−T, T ] × S1 → U be a holomorphic map. Then there are
positive constants Ck, ek, independent of u2, such that:
k∑
`=1
‖(∇`u2)(τ, t)‖ ≤ Cke−ek(T−|τ |)
for (τ, t) ∈ [−T + 1, T − 1] × S1. Here the left hand side is the
Ck−1 norm of the first derivative of u2 with respect to the standard
coordinates on [−T, T ]× S1.
Proof. The first part is a standard result about conformal maps between
annuli. The second part is also an immediate consequence of the Cauchy
integral formula. 
Remark 5.17. In the above lemma, we assume that the complex structures
on the target spaces are integrable. Ultimately it would be sufficient for
our purposes here because we are concerned with complex structures on
X which are integrable in a neighborhood of the divisor. One can relax
the integrability assumption, fix a (not necessarily product) almost complex
structure on A(c1, c2) × U , and consider pseudo holomorphic maps u =
(u1, u2) from [−T, T ] × S1 to A(c1, c2) × U . We still would have a similar
lemma, where the equality in (5.15) should be replaced by an exponential
decay estimate for the difference between u1 and a map of the form u
′
1(τ, t) =
exp(2pim(τ +
√−1t)− z0). The proof of these more general results are less
elementary. See [HWZ, Theorem 1.3] and [FOn, Lemma 11.2] for analogues
of these exponential decay estimates.
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Proof of Proposition 5.15. Suppose ζa = ((Σ(a), ~z(a), ~z
+(a)), ua) is an ele-
ment of Mreg,dk+1,h′(L;β; ∅). Using compactness of the stable map compactifi-
cation [FOn, Theorem 11.1], we may assume that there exist ζ ′a and ζ ′ which
are source stable, ζ ′a converges to ζ ′ in the stable map topology (Definition
5.5) and fg(ζ ′a) = ζa. Here fg is the forgetful map of interior marked points.
Without loss of generality, we can replace ζa by ζ
′
a. We also assume that
ζ = ((Σ, ~z, ~z+), u). Let G be the set of irreducible components of Σ. We will
write Σw and uw for the irreducible component associated to w ∈ G and the
restriction of the map u to this component. The set G can be divided into
two parts:
G = G0 ∪G>0
where w ∈ G>0 if and only if u(Σw) is contained in D.
We need to find ζˆ ∈MRGWk+1,h(L;β) with forget(ζˆ) = ζ and show that, after
passing to a subsequence of {ζa}a∈N, the properties of Definition 5.12 hold.
In particular, we need to find the following objects:
(I) A section sw of u
∗
w(ND(X)) for each w ∈ G>0.
(II) A level function λ : G→ {0, 1, . . . , |λ|}.
(III) A multiplicity function m associated to any intersection point of two
irreducible components Σw and Σw′ such that λ(w) 6= λ(w′).
(IV) An element ρa,j ∈ C∗ for each j ≤ |λ| and a.
We construct the objects in (I)-(IV) in an inductive way. Let
Σ(0) =
⋃
w∈G0
Σw Σ
′(0) =
⋃
w∈G>0
Σw
In other words, Σ(0) is the union of the irreducible components Σw of Σ
that u(Σw) is not contained in D, and Σ′(0) is the union of all the remaining
components. The intersection S(0) := Σ(0)∩Σ′(0) consists of finitely many
nodal points. For each point p ∈ S(0), we fix a small neighborhood Up
(resp. U ′p) in Σ(0) (resp. Σ′(0)). Let U(0) (resp. U′(0)) denote the union
of the open sets Up (resp. U
′
p). For each p ∈ S(0), we also fix an open
neighborhood of:17
u(p) ∈ D ⊂ N<1D (X) ⊂ X.
We may assume that this open set has the form B(1)×Vp with respect to a
local unitary trivialization of ND(X) where B(r) is the ball of radius r and
Vp is the open ball of radius 1 in Cdim(D). After modifying the choice of Up,
we can also assume that u maps Up to B(σ) × Vp, the boundary of Up to
S(σ) × Vp, U ′p to {0} × Vp and p to (0, 0). Here S(r) ⊂ C is the circle of
radius r and σ < 12 is a positive real number, independent of p. Finally, let
K(0) and K+(0) denote the subspaces Σ′(0) \ U′(0) and Σ′(0) ∪ U(0). (See
Figure 44.)
17Here we assume that after a rescaling of the hermitian metric on the bundle ND(X),
the disk bundle N<1D (X) can be identified with a neighborhood of D in X.
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DK(0)
K+(0)
σ
Σ (0)
Σ(0)
Figure 44. K(0) and K+(0)
Let U(ξ) be a small neighborhood of ξ = (Σ, ~z, ~z+) in Mdk+1,h. We fix
K(0),K+(0) ⊂ Cdk+1,h with the following properties: (See Figure 45.)
(1) K(0),K+(0) are manifolds with boundary and K(0)\∂K(0), K+(0)\
∂K+(0) are open subsets of Cdk+1,h.
(2) K(0) ∩ pi−1(ξ) = K(0) and K+(0) ∩ pi−1(ξ) = K+(0).
(3) K(0),K+(0) are closed subsets of pi−1(U(ξ)).
If a is large enough, then ξa = (Σ(a), ~z(a), ~z
+(a)) is an element of U(ξ). For
such a, we denote K(0)∩pi−1(ξa) and K+(0)∩pi−1(ξa) by Ka(0) and K+a (0).
For large enough values of a, ua(K
+
a (0)) is a subset of N<2σD (X) and the
intersection ua(K
+
a (0))∩N<σ/2D (X) is non-empty. Moreover, K+a (0)\Ka(0)
has one connected component for each p ∈ S(0). We write Ka,p for the
interior of this connected component which is an annulus. If we only consider
large enough values of a, then ua maps Ka,p to B(2σ)× Vp.
Σ(0)
Σ (0)
U(ξ)
K(0)
K(0)
Σ(0)
Σ (0)
U(ξ)
K+(0)
K+(0)
Figure 45. K(0) and K+(0)
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We define:
ρa,1 = sup{‖ua(z)‖ | z ∈ Ka(0)}.
where ‖ · ‖ denotes the fiber norm of elements of ND(X). Note that the
supremum may be achieved either on the boundary of Ka(0) or at a point
on an irreducible component which does not intersect S(0). (See Figure 46.)
By definition lima→∞ ρa,1 = 0. The composition:
sup ua(z)
taken here sup ua(z)
taken here
Ka(0)
increase
D
Ka(0)
Figure 46. where sup is taken
(5.16) u′a := Dil1/ρa,1 ◦ ua : K+a (0)→ N<2σ/ρa,1D (X),
is a holomorphic map, which sends Ka(0) to N≤1D (X).
We pick d1 ∈ (1, 2) and d2,a ∈ ( σ2ρa,1 − 1, σ2ρa,1 ) such that they are regular
values of the function:
z ∈ K+a (0) 7→ ‖u′a(z)‖.
For p ∈ S(0), we define:
Ua,p = {z ∈ Ka,p | ‖u′a(z)‖ ∈ [d1, d2,a]}.
Lemma 5.18. The domain Ua,p is conformally equivalent to an annulus.
Proof. If not, there exists a domain D ⊂ Ka,p \ Ua,p, which is a connected
component of D ⊂ Ka,p \ Ua,p and its boundary lies on Ua,p. (See Figure
47.) Then one of the following occurs:
(1) ‖u′a(z)‖ = d1 for z ∈ ∂D and ‖u′a(z)‖ ≤ d1 for z ∈ D.
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Figure 47. Subdomain D
(2) ‖u′a(z)‖ = d2,a for z ∈ ∂D and ‖u′a(z)‖ ≥ d2,a for z ∈ D.
Both cases are impossible, because of the maximum principle for holomor-
phic functions. 
Suppose Ua,p is conformally equivalent to [−Ta,p, Ta,p] × S1. Compose a
conformal isomorphism from [−Ta,p, Ta,p] × S1 to Ua,p with the map u′a to
produce:
u′′a,p = (u
′′
a,p,1, u
′′
a,p,2) : [−Ta,p, Ta,p]× S1 → A(d1, d2,a)× Vp.
The first part of Lemma 5.16 asserts that there are positive integer ma,p and
a complex number za,p such that:
u′′a,p,1(τ, t) = exp(2pima,p(τ +
√−1t)− za,p).
The convergence of ζa to ζ in the stable map topology implies that ma,j is
independent of a for sufficiently large values of a. In fact, this common value,
denoted by mp, is the order of tangency of u(Σ(0)) to D at p. Consequently,
lima→∞ d2,a =∞ implies that:
lim
a→∞Ta,p =∞.
The functions u′′a,p can be perturbed and extended into functions va,p :
[−Ta,p,∞) × S1 → C × Vp. Firstly let χ : R → [0, 1] be a smooth function
satisfying the following properties:
(i) χ(τ) = 1 for τ ∈ (−∞, 0];
(ii) χ(τ) = 0 on τ ∈ [1,∞).
Then we define:
va,p(τ, t) = χ(τ)(u
′′
a,p,2(τ, t)− u′′a,p,2(0, 0)) + u′′a,p,2(0, 0))
if (t, τ) ∈ [−Ta,p, Ta,p]× S1, and:
va,p(τ, t) = (u
′′
a,p,1(τ, t), u
′′
a,p,2(0, 0))
if (t, τ) ∈ [1,∞)× S1.
Lemma 5.19. There is a positive constant C, independent of a, such that:∫
[0,1]×S1
(va,p)
∗ωP > −C
∫
[0,1]×S1
|dva,p|2 < C.
Here [0, 1]×S1 ⊂ [−Ta,p,∞)×S1 is the cylinder where the map u′′a,p,1 is not
necessarily holomorphic anymore. We use the identification of C× Vp with
the open subset of ND(X), given by fibers of the normal bundle ND(X) over
Vp, to pull back the symplectic form ωP on ND(X) ⊂ P(ND(X)⊕C). Recall
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that ωP is defined in Subsection 3.3. The norm of the differential dva,p is
defined using the metric associated to ωP and JP.
Proof. This is a straightforward consequence of Lemma 5.16 (2) and the
shape of the structure of the symplectic form ωP given in Subsection 3.3. 
A moment’s thought shows that the maps u′a and va,p can be used to
define a map:
u′′′a : Σ(a; 1)→ P(ND(X)⊕ C).
Here Σ(a; 1) is a sphere given by gluing the cylinders [−Ta,p,∞) × S1 to
K+a (0) and then adding a point for each p. The map u
′′′
a is equal to u
′
a on
the subspace of K+a (0) where ‖u′a‖ is at most d1 and is equal to va,p on the
cylinder [−Ta,p,∞) × S1. In particular, u′′′a is holomorphic except on the
cylinders [0, 1]× S1 ⊂ [−Ta,p,∞)× S1.
The convergence of ζa to ζ in the stable map topology implies that pi ◦u′′′a
is convergent to u|Σ′(0). This observation and the behavior of u′′′a on each
cylinder [−Ta,p,∞) × S1 allows us to conclude that the maps u′′′a represent
the same homology class in P(ND(X) ⊕ C). Thus we can use Lemma 5.19
to conclude that there is a uniform constant E such that:∫
Σ′(a,1)
|du′′′a |2 < M
where |·| is defined with respect to ωP and JP. Gromov compactness implies
that after passing to a subsequence, the sequence (Σ(a; 1), u′′′a,1) together
with the marked points converges as a stable map. Let u∞,1 : Σ(∞, 1) →
P(ND(X)⊕ C) be the limit.
Lemma 5.20. Any irreducible component Σ(∞, 1)h of Σ(∞, 1) such that
u∞,1(Σ(∞, 1)h) is not contained in a fiber of P(ND(X)⊕C) corresponds to
an irreducible component of Σw with w ∈ G>0. Moreover, any irreducible
component Σw with w ∈ G>0 is in correspondence with a unique component
Σ(∞, 1)h of Σ(∞, 1).
Proof. The sequence ζa converges to ζ in the stable map topology. Therefore,
if Σ(∞, 1)h does not correspond to an irreducible component of Σ, then
(pi ◦ u∞,1)(Σ(∞, 1)h) should be a point where pi : P(ND(X) ⊕ C) → D is
the projection map. This verifies the first claim. The second part can be
also concluded easily form the convergence of ζa to ζ in the stable map
topology. 
Let Σ(∞, 1)h be an irreducible component of Σ(∞, 1) with u∞,1(Σ(∞, 1)h)
being not contained in a fiber of P(ND(X) ⊕ C). Let Σw, for w ∈ G>0, be
the corresponding component. We also assume that u∞,1(Σ(∞, 1)h) is not
included in the zero section D0 of P(ND(X)⊕C). Then we define the level
of w to be 1. We can also use the restriction of u∞,1 to Σw to define a
meromorphic section sw of ND(X). Let G1 be the set of all elements w of G
with λ(w) = 1. Our choices of the constants ρa,1 guarantee that G1 is not
an empty set.
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We also write G>1 for G>0 \G1. If w ∈ G>1, then there is a component
Σ(∞, 1)h of Σ(∞, 1) whose image under u∞,1 is contained in the section D0.
Let w′ ∈ G1 be chosen such that Σw and Σw′ share a nodal point p. Then
the image of Σw′ by the map u∞,1 intersects D0 at the point p. The value
of the the multiplicity function m at the point p is defined to be the order
of tangency of this intersection. Thus we partially obtained the required
objects in (I)-(IV). We repeat a similar construction to obtain a partition of
G>0 as follows:
G>0 = G1 unionsqG2 unionsq . . .
Since each Gi is non-empty, this process terminates in finitely many steps.
Therefore, we construct the objects claimed in (I)-(IV). Using them, it is
straightforward to construct an element ζˆ ∈ MRGWk+1,h(L;β) such that ζa are
convergent to ζˆ. 
5.2.4. RGW Topology : Strips and Spheres. In this part, we give the defi-
nition of the RGW topology in several other cases. Since the definition is
similar to the case of discs, we skip the details of the construction.
We first consider the case of strips. Let L0, L1 be Lagrangian submani-
folds of X \ D which intersect transversally. Let p, q ∈ L0 ∩ L1, and form
the space Mregk1,k0(L1, L0; p, q;β; ∅) of Definition 3.45. We also consider the
case that the pseudo holomorphic strips have h interior marked points and
denote the resulting moduli space by Mregk1,k0;h(L1, L0; p, q;β; ∅). The stable
map compactification of this space, denoted byMk1,k0;h(L1, L0; p, q;β; ∅), is
defined in [FOOO1, Subsection 3.8.8].
p q
r1 r2
X
X
X
XX
ⓍⓍ
Ⓧ
Ⓧ
Ⓧ
◎
◎
◎
◎
◎
◎
◎
strips
disks bounding L0
disks bounding L1
spheres
spheres
◎
Ⓧ
X z(1)i
z+i
z
(0)
i
p, q, r1, r2 ∈ L1 ∩ L0
Figure 48. ((Σ, ~z(1), ~z(0), ~z+), u)
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An element of the compactification is represented by ((Σ, ~z(1), ~z(0), ~z+), u)
where Σ is the union of a line of strips, trees of disks attached to the sides
of the strips, and trees of spheres attached to the interior of strips or disks.
(See Figure 48.) The points ~z(1) = (z
(1)
1 , . . . , z
(1)
k1
) are boundary marked
points on one side of the boundary of strips, and ~z(0) = (z
(0)
1 , . . . , z
(0)
k0
) are
boundary marked points on the other side of the boundary of strips. (See
Figure 48.) Moreover, ~z+ is an h-tuple of interior marked points, which lie on
the interior of the disks, the strips and the spheres of Σ. Such configurations
are described by an SD-tree R as in Figure 28. The only difference is that
we also need to include a marking map mk : {1, . . . , h} → C ins0 (R). As in
the previous subsection, we denote the pair (R,mk) by R+. The definition
of the stable map topology is essentially the same as Definitions 5.5 and 5.6,
and we omit it here.
Situation 5.21. We consider the following situation.
(1) ζa = ((Σ(a), ~z
(1)(a), ~z(0)(a), ~z+(a)), ua) ∈Mregk1,k0;h(L1, L0; p, q;β; ∅).
(2) ζ = (ζ(v); v ∈ C int0 (Rˆ)) ∈M0(R+) ⊂MRGWk1,k0;h(L1, L0; p, q;β). Here:
(a) If c(v) = str, then ζ(v) ∈ Mregk1,k0;hv(L1, L0; r(v), r′(v);β; mv+).
Here r(v), r′(v) ∈ L1 ∩ L0 are points assigned to the two edges
of C containing v.
(b) If c(v) = dj (j = 0, 1), then ζ(v) ∈ Mreg,dk+1,hv(Lj ;α(v); mv+). We
write ζ(v) = ((Σ(v), ~z(v), ~z+(v), ~w(v)), uv).
(c) If c(v) = s, then ζ(v) ∈ Mreg,shv (α(v); mv). We write ζ(v) =
((Σ(v), ~z(v), ~z+(v), ~w(v)), uv).
(d) If c(v) = D, then ζ(v) ∈ ›M0hv(D ⊂ X;β(v); mv). We write
ζ(v) = ((Σ(v), ~z+(v), ~w(v));uv; sv).
(3) We assume
lim
a→∞ forget(ζa) = forget(ζ).
Here the convergence is by the stable map topology.
(4) We assume forget(ζa) and forget(ζ) are source stable.
We take an -trivialization (K,U ,Φ) in the same way as in Definition 5.2
and obtain the map u′a,v in the same way as in (5.12) for a ∈ Z+ and a
vertex v with color D. We can also define a map Uv : Σv → ND(X) for
any such vertex v in the same way as in (5.13). Now we define the notion
of convergence limsa→∞ ζa = ζ analogous to Definition 5.12, and generalize
this definition as in Definition 5.14 to define lima→∞ ζa = ζ using forgetful
maps. Finally we can prove the analogue of Proposition 5.15 for strips using
a similar argument.
We next consider Mreg,sh (α; ∅) for α ∈ Π2(X). We did not define the
RGW compactification of this space in Section 3. However, by following an
essentially the same construction as in the definition of MRGWk+1,h(L;β), we
can define this RGW compactification denoted by MRGWh (α; ∅). The main
difference is that the root vertex has color s instead of d. The definition
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of the RGW topology is also similar. We can prove an the analogue of
Proposition 5.15 in this case, too.
We finally define the RGW convergence of a sequence of elements of
M0(D ⊂ X;α; ∅) to an element ofM(D ⊂ X;α; ∅). LetX ′ = P(ND(X)⊕C)
and D′ = D0 ∪ D∞. Then M0(D ⊂ X;α; ∅) (resp. M(D ⊂ X;α; ∅)) can
be identified with the quotient of the moduli space Mreg,s(αˆ; ∅) associated
to the pair (X ′,D′) (resp. MRGW(αˆ; ∅) associated to the pair (X ′,D′))
with respect to the obvious C∗ action. Here αˆ is defined as in Subsection
3.4. Given a sequence ζa ∈ M0(D ⊂ X;α; ∅), represented by elements
ζ˜a ∈ Mreg,s(αˆ; ∅), we say ζa converges to ζ ∈ M(D ⊂ X;α; ∅), represented
by ζ˜ ∈ MRGW(αˆ; ∅), if there are complex numbers za such that za · ζa
converges to ζ with respect to the notion of the convergence of the last
paragraph. As in the previous cases, an analogue of Proposition 5.15 holds
in this case. We can also generalize the discussion of this paragraph to the
case that we include interior marked points and define the moduli space
MRGWh (D ⊂ X;α; ∅).
Remark 5.22. In all three cases that we have discussed so far, we can
replace ∅ with m without much change. That is to say, we can discuss
convergence of a sequence of holomorphic maps which intersects the divisor
in a prescribed way in all three cases and prove the analogues of Proposition
5.15.
5.2.5. RGW topology: General Case. We are ready to define the RGW con-
vergence in the general case. We focus on the moduli space MRGWk+1,h(L;β).
A similar discussion applies to the case of strips.
Suppose R+ = (R,mk) and (R′)+ = (R′,mk′) are DD-ribbon trees with
interior marked points. We can define level shrinking and level 0 edge shrink-
ing of such DD-ribbons as in Section 3. We write (R′)+ ≥ R+ if (R′)+ is
obtained from R+ by finitely many iterations of these operations.
Lemma 5.23. Suppose (R′)+ ≥ R+, and |λ|, |λ′| are the total numbers of
levels of R+, (R′)+. Suppose Rˆ, Rˆ′ denote the detailed trees of R+, (R′)+.
Then there are a surjective and non-decreasing map levsh : {0, 1, . . . , |λ|} →
{0, 1, . . . , |λ′|} and a surjective simplicial map treesh : Rˆ → Rˆ′ with the
following properties:
(1) If v ∈ C int0 (Rˆ), then:
λ′(treesh(v)) = levsh(λ(v))
(2) The inverse image of each vertex by treesh is connected.
(3) Let v ∈ C int0 (Rˆ′) be a vertex of level 0. If treesh−1(v) contains a
vertex of color d, then the color of v is d. Otherwise, the color of v
is s.
(4) treesh is bijective on the subset of exterior vertices and exterior
edges.
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Proof. This is obvious in the case of (i, i+ 1) level shrinking and shrinking
of a single level 0 edge. For a composition of level shrinking and level 0 edge
shrinking operations, we can also use the composition of the corresponding
maps treesh and levsh. Moreover, the properties in (1)-(4) are preserved by
the composition. 
Now we consider the following situation:
Situation 5.24. Suppose (R′)+ ≥ R+ and treesh, levsh are as in Lemma
5.23. Let ζa ∈ M0((R′)+) be a sequence and ζ ∈ M0(R+). Let ζ˜a ∈›M0((R′)+) and ζ˜ ∈ ›M0(R+) denote elements representing ζa and ζ, re-
spectively. We write:
ζ˜ = (ζ(v)), ζ˜a = (ζa(v
′)).
Here v ∈ C int0 (Rˆ) (resp. v′ ∈ C int0 (Rˆ′)) and ζ(v) ∈ ›M0(R+, v) (resp. ζa(v′) ∈›M0((R′)+, v′)). We require that forget(ζa) converges to forget(ζ) in the
stable map topology. Furthermore, we assume ζa, ζ are source stable.
For ζa and ζ as in Situation 5.24, we wish to explain when ζa converges
to ζ in the RGW topology. We firstly need to introduce some notations:
(1) For v ∈ C int0 (Rˆ), if c(v) = d, then ζ(v) ∈ Mreg,dk+1,hv(α(v); mv), and
we write ζ(v) = ((Σ(v), ~z(v), ~z+(v), ~w(v)), uv). For v
′ ∈ C int0 (Rˆ′), if
c(v′) = s, then ζa(v′) ∈ Mreg,dk+1,hv′ (α(v
′); mv′), and we write ζa(v′) =
((Σa(v
′), ~za(v′), ~z+a (v′), ~wa(v′)), ua,v′).
(2) For v ∈ C int0 (Rˆ), if c(v) = s, then ζ(v) ∈ Mreg,shv (α(v); mv), and
we write ζ(v) = ((Σ(v), ~z(v), ~z+(v), ~w(v)), uv). For v
′ ∈ C int0 (Rˆ′), if
c(v′) = s, then ζa(v′) ∈ Mreg,shv′ (α(v
′); mv′), and we write ζa(v′) =
((Σa(v
′), ~za(v′), ~z+a (v′), ~wa(v′)), ua,v′).
(3) For v ∈ C int0 (Rˆ), if c(v) = D, then ζ(v) ∈ ›M0hv(D ⊂ X;β(v); mv),
and we write ζ(v) = ((Σ(v), ~z+(v), ~w(v));uv; sv). For v
′ ∈ C int0 (Rˆ′),
if c(v′) = D, then ζa(v′) ∈ ›M0hv′ (D ⊂ X;β(v′); mv′), and we write
ζa(v
′) = ((Σa(v′), ~z+a (v′), ~wa(v′));ua,v′ ; sa,v′).
(4) For v′ ∈ C int0 (Rˆ′), we define:
Rˆ(v′) = treesh−1(v′) ⊂ Rˆ.
For a sufficiently small , we take an -trivialization (K,U ,Φ) of the uni-
versal family at the source curve ξ of ζ in the sense of Definition 5.5. For
v ∈ C int0 (Rˆ), we define:
K(v) = K ∩ Σ(v).
Suppose v ∈ Rˆ(v′) with v′ ∈ C int0 (Rˆ′). If a is large enough, then we
may regard K(v) ⊂ Σa(v′) by z 7→ Φ(z, ξa), where ξa is the source curve of
forget(ζa). (See Figure 49.) By Definition 5.5 (3), u˜a,v′(z) := ua,v′(Φ(z, ξa))
converges to uv in C
2 topology on K(v). We denote by u˜a,v the restriction
of u˜a,v′ to K(v).
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ΣΣa
Σ(v)K(v)
Φ(z, ξa)
Σa(v )
Figure 49. K(v) and Σa(v
′)
Suppose c(v) = D and c(v′) = s or d. Then for sufficiently large a, we
may assume that for any z in K(v), we have u˜a,v(z) ∈ N≤cD (X) in the same
sense as in (5.11). Thus u˜a,v may be regarded as a map of the following
form:
(5.17) u˜a,v : K(v)→ ND(X).
We also regard the section sv of u
∗
vND(X) as a map:
(5.18) Uv : Σ(v)→ ND(X).
If c(v′) = D, then we use sa,v′ and u˜a,v to obtain
(5.19) ‹Ua,v : K(v)→ ND(X).
Note that in this case c(v) = D automatically.
Definition 5.25. We say that ζa converges to ζ and write
lims
a→∞ ζa = ζ,
if for each j ∈ {1, . . . , |λ|}, there is a sequence ρa,j ∈ C∗ and for each  > 0,
there exist an -trivialization as above and an integer N() such that the
following properties hold for any v ∈ C int0 (Rˆ) and a ≥ N():
(1) Suppose c(v) = D and c(v′) = s or d with treesh(v) = v′. Then:
dC2
Ä
Dil1/ρa,λ(v) ◦ u˜a,v, Uv
ä
< .
(2) Suppose c(v) = D and c(v′) = D with treesh(v) = v′. Then:
dC2
Ä
Dil1/ρa,λ(v) ◦ ‹Ua,v, Uvä < .
(3) If j < j′ and levsh(j) = levsh(j′), then
lim
a→∞
ρa,j
ρa,j′
=∞.
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This definition is very similar to Definition 5.12. The only difference is
ζa ∈M0(R′) and it may have several levels. We need to define convergence
for each level. In Definition 5.25, we use the identification in (5.14) and the
product metric on ND(X) \ D to define C2 norms in Items (1) and (2).
Analogous to Definition 5.14, we can extend the definition of convergence
to the case that the source curves of ζa and ζ may not be stable. Finally
we can include the case when ζa ∈M0(R′a) where R′a varies, using the fact
that there is only a finite number of R′ with R′ ≥ R. This completes the
definition of convergence with respect to the RGW topology. If ζa converges
to ζ in this topology, we write:
(5.20) lim
a→∞ ζa = ζ.
Lemma 5.26. For any sequence ζa ∈ MRGWk+1,h(L;β), there exists a subse-
quence which converges in the sense of (5.20).
Proof. This is a consequence of Proposition 5.15 and similar results for strips
and spheres. 
Definition 5.27. Let A ⊂MRGWk+1,h(L;β). Define the closure of A, denoted
by Ac, to be the set of all the limits of sequences of elements of A in the
sense of (5.20).
Lemma 5.28. The closure operator c satisfies the Kuratowsky’s axioms.
Namely, (a) ∅c = ∅, (b) A ⊆ Ac, (c) (Ac)c = Ac and (d) (A∪B)c = Ac∪Bc.
Proof. (a), (b) and (d) are obvious. In order to check (c), let ζa,b, ζa, ζ ∈
MRGWk+1,h(L;β) for a, b ∈ Z+. We assume
(5.21) lim
b→∞
ζa,b = ζa, lim
a→∞ ζa = ζ.
It suffices to prove that there exists b(a) such that lima→∞ ζa,b(a) = ζ.
Using a result similar to Lemma 5.7 (which can be proved in the same
way), we may assume that ζa,b, ζa, ζ are all source stable and replace lim
by lims. Since for each DD-ribbon tree R+, there are only finitely many
DD-ribbon trees (R′)+ with (R′)+ ≥ R+, we may also assume that there
are DD-ribbon trees R,R′,R′′ such that R′′ ≥ R′ ≥ R and
ζa,b ∈M0(R′′), ζa ∈M0(R′), ζ ∈M0(R).
Moreover, Lemma 5.23 provides us with levsh : {0, . . . , |λ|} → {0, . . . , |λ′|},
levsh′ : {0, . . . , |λ′|} → {0, . . . , |λ′′|}, treesh : Rˆ→ Rˆ′ and treesh′ : Rˆ′ → Rˆ′′.
The assumptions in (5.21) gives us non-zero complex numbers ρa,j and
ρab,j′ where 1 ≤ j ≤ |λ| and 1 ≤ j′ ≤ |λ′|. We denote these numbers with
ρa,∅;j and ρab,a;j′ to distinguish them from ρab,∅;j which shall be introduced
to prove lima→∞ ζa,b(a) = ζ. We extend these constants to the case that
j = 0 and j′ = 0 by setting ρa,∅;0 = ρab,a;0 = 1.
Now we define
(5.22) ρab,∅;j = ρa,∅;j · ρab,a;levsh(j) ∈ C∗.
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ζa,b ζa ζ
v
v
v
 (0,1) level shrinking
and
level 0 edge shrinking
dd dds
λ = 1
λ = 0
λ = 2
λ = 3
Figure 50. ζa,b, ζa, ζ (graph)
ζa,b ζa ζ
v{
v
v
Figure 51. ζa,b, ζa, ζ
For each a, there is an integer N(a) such that if b ≥ N(a), then for any k,
k′ with 0 ≤ k < k′ ≤ |λ′| and levsh′(k) = levsh′(k′), we have:∣∣∣∣∣ ρab,a;kρab,a;k′
∣∣∣∣∣ ≥ a · max0≤j′<j≤|λ|(
∣∣∣∣∣ ρa,∅;jρa,∅;j′
∣∣∣∣∣)
Thus it is easy to see that if b(a) ≥ N(a), then we can conclude for j < j′
with levsh′ ◦ levsh(j) = levsh′ ◦ levsh(j′) that:
lim
a→∞
ρab(a),∅;j
ρab(a),∅;j′
=∞.
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Next, we show that Definition 5.25 (1) and (2) are satisfied for appropriate
choices of b(a) ≥ N(a).
Let v ∈ C int0 (Rˆ), v′ = treesh(v), v′′ = treesh′(v′), j = λ(v) and j′ = λ′(v′).
We also assume that c(v) = D, c(v′) = D and c(v′′) = d. We also fix an
-trivialization (K,U ,Φ) of the universal family in the sense of Definition
5.5 at the source curve ξ of ζ. Let Uv : Σ(v)→ ND(X) be defined from the
data of ζ in the same way as in (5.18). We define ‹Ua,v : K(v) → ND(X)
analogous to (5.19). Finally, we define u˜ab,v : K(v)→ ND(X) from the data
of ζab as in (5.17).
By assumption
(5.23) dC2
Ä
Dil1/ρa,∅;j ◦ ‹Ua,v, Uvä < δ
for sufficiently large a and
(5.24) dC2
Ä
Dil1/ρab,a,j′ ◦ u˜ab,v, U ′a,v′
ä
<
1
a
if b is a large integer depending on a. We denote one such b by b(a), which
is also greater than N(a). Since Dilc is an isometry, these two inequalities
imply
dC2
Ä
Dil1/ρab(a),∅;j ◦ u˜ab(a),v, Uv
ä
< 2δ
if a is large enough such that (5.23) and (5.24) hold and 1a < δ. This verifies
Definition 5.25 (1) in the case c(v) = D, c(v′) = D and c(v′′) = d. The other
cases and Definition 5.25 (2) can be proved in the same way. 
The above lemma completes the definition of the RGW topology. The
following proposition asserts that the RGW topology has the desired prop-
erties in the case of moduli spaces of discs. Similar results for the case of
strips and spheres can be proved with the same argument.
Proposition 5.29. MRGWk+1,h(L;β) is compact and metrizable.
Proof. Suppose R is a DD-ribbon tree of type (β, k) with detailed ribbon
tree Rˆ. Suppose also mk : {1, . . . , h} → C int0 (Rˆ) is a marking map for
interior points. Then R+ := (R,mk) describes a stratum of MRGWk+1,h(L;β),
and we assume that ζ0 is a source stable element of this stratum. We wish
to construct a countable neighborhood basis for ζ0.
We fix a 1n -trivialization (K,U ,Φ) of the universal family at ζ0. We define
Bn(ζ0) to be the set of the elements ζ of MRGWk+1,h(L;β), which satisfy the
following properties:
(i) There is a DD-ribbon tree (R′)+ such that ζ ∈ M0((R′)+) and
(R′)+ ≥ R+. Suppose a representative ζ˜ = (ζ(v′)) is fixed for ζ.
(ii) The source curve of ζ belongs to U .
(iii) The distance between the stable maps forget(ζ0) and forget(ζ) with
respect to a fixed metric representing the sable map topology is less
than 1n .
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(iv) For each v ∈ C int0 (Rˆ+)), we define K(v) in the same way as in (5.10).
Let |λ| be the number of the levels of R+. Then for each 0 ≤ j ≤ |λ|,
there is a constant ρj such that:
(1) Let c(v) = D, c(v′) = s or d with treesh(v) = v′. We define
u˜v : K(v) → NDX and Uv : Σ(v) → NDX as in (5.17) and
(5.18). Then the C2-distance of Dil1/ρλ(v) ◦ u˜v and Uv is less
than 1n .
(2) Let c(v) = D, c(v′) = D with treesh(v) = v′. We define ‹Uv :
K(v) → NDX and Uv : Σ(v) → NDX as in (5.19) and (5.18).
Then the C2-distance of Dil1/ρλ(v) ◦ ‹Uv and Uv is less than 1n .
(3) ρ0 = 1 and for 1 ≤ j ≤ |λ| with levsh(j) = levsh(j−1), we have
ρj > n · ρj−1.
It is easy to see that Bn(ζ0) is an open set containing ζ. Moreover, any
open neighborhood of ζ0 contains Bn(ζ0) for large values of n. Using the by
now familiar trick of forgetting interior marked points, we can extend this
construction for any point ζ0 ∈ MRGWk+1,h(L;β). Thus MRGWk+1,h(L;β) is a first
countable topological space.
The topology of each stratum ofMRGWk+1,h(L;β) is given by the stable map
topology. In particular, it is a separable metric space. Since there are also
countably many strata, we can form a sequence {ζi} of the elements such
that the subsequence of the elements belonging to a given stratum forms a
dense subset. Then it is easy to see that {Bn(ζi)} gives a countable basis
for the RGW topology of MRGWk+1,h(L;β). Since MRGWk+1,h(L;β) is sequentially
compact (Lemma 5.26) and second countable, it is a compact topological
space.
Next we show that MRGWk+1,h(L;β) is Hausdorff. Since the first axiom of
countability is satisfied, it suffices to show that any convergent sequence has
a unique limit. Let ζa be a sequence which converges to both ζ and ζ
′.
The stable maps forget(ζ) and forget(ζ ′) are equal to each other, because
the stable map topology is Hausdorff ([FOn, Lemma 10.4]). Using a lemma
similar to Lemma 5.7, we may assume that ζa, ζ, ζ
′ are all source stable. In
this case, it is straightforward to see that ζ = ζ ′.
The space MRGWk+1,h(L;β) is compact and Hausdorff, hence it is a regular
space. Therefore, Urysohn’s metrization theorem implies thatMRGWk+1,h(L;β)
is metrizable. 
6. Possible Generalizations
In this section, we describe various possible generalizations of the results
of this paper. We are planing to come back to some of these directions
elsewhere. In particular, we believe that modifications of the method of the
present paper and [DFII] can be applied to prove many of the conjectures
stated here.
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6.1. A∞-Structures. Suppose (X,ω) and D are as in the beginning of the
introduction. Let L ⊂ X \ D be a relatively spin compact Lagrangian
submanifold of X \ D.
Conjecture 6.1. There exists a curved filtered A∞-algebra, denoted by
(H∗(L; ΛQ0 ), {mk | k = 0, 1, 2 . . . }), on the cohomology group H∗(L; ΛQ0 )
with Novikov ring coefficients. This A∞-algebra is independent of various
choices such as almost complex structures up to homotopy equivalence. If
L is monotone, then by putting T = 1, the element m0(1) ∈ H0(L; ΛQ0 ) be-
comes POL(1)1, where POL is as in Definition 4.16 and 1 ∈ H0(L; ΛQ0 ) is
the unit.
See, for example, [Fu3, Section 2] for the notion of curved filtered A∞-
categories and A∞-algebras.
Let ΛQ+ be the subring of Λ
Q
0 consisting of the sums
∑
aiT
λi with λi > 0.
We call b ∈ Heven(L; ΛQ+) a weak bounding cochain if
(6.1)
∞∑
k=0
mk(b, . . . , b) ∈ H0(L; ΛQ0 )
and define PO(L; b) ∈ ΛQ+ by
∞∑
k=0
mk(b, . . . , b) = PO(L; b)1.
Let L = {Li | i = 1, . . . , N} be a finite set of relatively spin compact
Lagrangian submanifolds of X \ D such that Li is transversal to Lj for
i 6= j.
Conjecture 6.2. For each c ∈ ΛQ+, there exists a filtered A∞-category
Fuks(X \ D; c;L) with the following properties:
(1) An object of Fuks(X \D; c;L) is a pair (Li, b) where Li ∈ L and b is
a weak bounding cochain of Li with PO(Li; b) = c.
(2) The set of morphisms CF ((Li, b), (Li, b)) is an A∞-algebra which is
not curved. The A∞ operations of this A∞-algebra are given by:
m′k(x1, . . . , xk) =
∞∑
`0,...,`k=0
mk+
∑
`i(b
`0 , x1, b
`1 , . . . , b`k−1 , xk, b
`k).
where m∗ is given in Conjecture 6.1.
(3) If Li is monotone and c = PO(Li) for i = 1, 2, then (Li, 0) is
an object of Fuks(X \ D; c;L) for i = 1, 2. The homology group
H∗(CF ((L1, 0), (L2, 0));m1) coincides with the Floer cohomology of
Theorem 1.4.
Conjecture 6.1 can be proved using (the system of) Kuranishi structures
on MRGWk+1 (L;β) produced in [DFII]. However, in this situation, we need to
study moduli spaces whose virtual dimension is higher than one. If ΛQ0 is
the coefficient ring, then we may use singular homology as a chain model
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for the cohomology of L analogous to [FOOO2, Chapter 7]. If ΛR0 is the
coefficient ring, then we may use de Rham cohomology as a chain model
for the cohomology of L analogous to [FOOO7, Sections 21,22]. To use de
Rham cohomology, we also need smoothness of the coordinate change maps
of Kuranishi structures. The moduli spaces of pseudo holomorphic polygons
and their RGW-compactifications would be also the main ingredient to prove
Conjecture 6.2. See, for example, [Fu3, Section 3].
6.2. Normal Crossing Divisor. Let (X,ω) be a compact symplectic man-
ifold. Let:
(6.2) D =
m⋃
i=1
Di
and an ω-tame almost complex structure J on X satisfy the following prop-
erties:
(mc.1) Each Di is a codimension 2 smooth symplectic submanifold of (X,ω).
Let NDi(X) denote the normal bundle of Di in X. The symplectic
form ω induces a symplectic structure on NDi(X).
(mc.2) Each Di is invariant with respect to J . The induced complex struc-
tures on Di and NDiX are integrable. Moreover, there is an identi-
fication of a regular neighborhood of Di in X with a neighborhood
of the zero section in NDiX which is compatible with the symplectic
structure and the complex structure. In particular, there is a partial
C∗ action in a neighborhood of each Di.
(mc.3) For i 6= j, Di intersects Dj transversally. We assume that the partial
C∗ actions associated to Di and Dj commute with each other.
For Conjecture 6.3 below, some of the above assumptions are redundant.
For example, it is reasonable that the set up of [MTZ] can be adapted to
make weaker assumptions. However, we do not attempt to give a minimal
set of assumptions here.
For a compact and relatively spin Lagrangian submanifold L in X \ D,
we can define the monotonicity of L in X \ D and minimal Maslov number
of L ⊂ X \ D in the same way as in the case that D is a smooth divisor.
We consider the homology classes β ∈ H2(X,L;Z) such that β ∩ [Di] =
0 for all i. Then it is reasonable to expect that there is an RGW-type
compactification Mregk+1(L;β) of the moduli space of pseudo holomorphic
disks u : (D2, ∂D2) → (X,L) of homology class β. This compactification
would be useful to address the following conjecture:
Conjecture 6.3. Theorem 1.4 and Conjectures 6.1, 6.2 can be generalized
to this setup.
For I = {i1, . . . , i|I|} ⊆ {1, . . . ,m}, we define:
DI =
|I|⋂
j=1
Dij .
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The projectivization of the normal bundle NDijX defines a P1-bundle on
DI for each j. Therefore, we can form a (P1)|I|-bundle on DI . (The fiber
is a direct product of |I| copies of P1.) There exists a C|I|∗ action on this
bundle. Using this (P1)|I|-bundle for various I, instead of the P1 bundle
P(ND(X)⊕C), we can generalize the constructions in Sections 3 and 5 to de-
fine RGW-compactification ofMregk+1(L;β). The main difference is that here
we need to use m level functions, one level function for each of the irreducible
components of D. We also need to use m-multiplicity functions. Then one
should be able to generalize the construction of [DFII] to obtain a system
of Kuranishi structures on the RGW-compactifications of Mregk+1(L;β) and
generalize the argument of Section 4 to prove an analogue of Theorem 1.4
in this setup.
Remark 6.4. In general, a normal crossing divisor D may not have a de-
composition as in (6.2) as some irreducible components may have self inter-
section. When we stratify D in a similar way, the bundle which corresponds
to the above (P1)|I|-bundle still exists. However, there may exist a nontrivial
monodromy which exchange the factors. In this case, several level functions
may have various symmetries. Therefore, one needs a more careful argument
to handle this case. However, we expect that the same conclusion holds for
such normal crossing divisors, too.
Remark 6.5. A conjecture similar to Conjecture 6.3 was proposed by M.
Gross in a talk in 2016.
6.3. Group Actions on X. Let (X,ω) be a compact symplectic manifold
on which a compact Lie group G acts, preserving the symplectic structure.
Let D ⊂ X be a submanifold as in the beginning of the introduction. We
assume D is G invariant and the almost complex structure J is also G
invariant.
Conjecture 6.6. Let L0, L1 be compact, monotone and relatively spin La-
grangian submanifolds of X \ D which are G invariant. We assume (a) or
(b) of Theorem 1.4 holds. Then we can define a G-equivariant Lagrangian
Floer cohomology group HFG(L1, L0;X\D), which is a H∗(BG; ΛR) module
and has the following properties:
(1) If L1 and L0 have clean intersections, then there exists a spectral
sequence converging to HFG(L1, L0;X \D) such that the E2 page of
this spectral sequence is the G-equivariant cohomology group:
HG(L1 ∩ L0; Θ⊗ ΛR).
Here Θ is an appropriate Z2 local system.18
(2) It is invariant under G-equivariant Hamiltonian isotopies applied to
L0 and L1.
18Such local systems appear in the Bott-Morse case of Lagrangian Floer theory. See
[FOOO2, Subsection 8.8].
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The same claim holds if D is a normal crossing divisor, namely, the case
which is discussed in Subsection 6.2. There is also a filtered A∞-category
for a finite set of G-invariant, compact and relatively spin Lagrangian sub-
manifolds in X \ D, in a similar way as in Conjectures 6.1 and 6.2.
As we mentioned in the introduction and in [DF], we can use Conjecture
6.6 in the case that X is a symplectic cut of the extended moduli space19 to
formulate the symplectic side of the Atiyah-Floer conjecture.
6.4. Bulk Deformations and Closed-Open map. Let (X,ω), D and L
be as in Conjecture 6.2. We denote by SD the total space of the S1-bundle
associated to the normal bundle ND(X). We introduce a formal parameter
q and consider a series ∑
i∈Z
aiq
i
where ai ∈ H∗(SD; ΛR0 ) such that
lim
|i|→∞
vT (ai) = +∞.
Here vT is the T -adic valuation. To be more specific, for a ∈ H∗(SD; ΛR0 ),
vT (a) ≥ c if and only if a = T ca′ with a′ ∈ H∗(SD; ΛR0 ). We denote the set
of all such series by
H∗(SD; ΛR0 )〈〈q, q−1〉〉.
We consider the direct sum:
C = H∗(X \ D; ΛR0 )⊕H∗(SD; ΛR0 )〈〈q, q−1〉〉.
C ′ = (H∗(X \ D; ΛR0 )⊗HS1(pt))⊕H∗(D; ΛR0 )〈〈q, q−1〉〉.
Conjecture 6.7. There exist structures of a graded commutative DGA on
C and C ′. There also exists a ring homomorphism:
q : H∗(C; d)→ HH∗(Fuks(X \ D; c;L)).
which is called closed-open map. The target of q is the Hochschild coho-
mology of the filtered A∞-category in Conjecture 6.2. There is also an S1-
equivariant version qc of the above homomorphism, if we replace C and
Hochschild cohomology respectively with C ′ and cyclic homology.
In the case of closed symplectic manifolds or symplectic manifolds which
are convex at infinity, the closed-open map (and also open-closed map) pro-
vides a powerful tool in symplectic topology. See for example [FOOO3,
Subsection 4.7] for various earlier works on the closed-open and open-closed
maps and its properties.
Remark 6.8. We learnt from a lecture by Mark Gross in the Summer of
2017, that we need to include negative powers of q to obtain an appropriate
closed-open map. On a related note, negative powers of q also appear in
Rabinowitz Floer homology [CFO].
19See [MW].
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To construct the closed-open map qc we need to compactify not only
Mregk+1(L;β) but also Mreg,dk+1 (L;β; m). The latter is defined in Definition
3.35. The RGW compactification MRGW,dk+1 (L;β; m) comes with evaluation
maps:
evinti :MRGW,dk+1 (L;β; m)→ D
for i = 1, . . . , `, where m = (m1, . . . ,m`). We require that it hits the
Poincare dual to Qi ∈ H∗(D). The moduli space cut out by this constraint
is used to define qc(q
m1Q1, . . . , q
m`Q`) : H(L; Λ
R
0 )
⊗k → H(L; ΛR0 ).
Suppose X \D is convex at infinity. Consider the subset qH∗(SD; ΛR0 )〈〈q〉〉
of H∗(SD; ΛR0 )〈〈q, q−1〉〉 consisting of series which contain only the terms
with positive powers of q. Then, in the convex case, we expect we can
restrict the boundary operator to H∗(X \D; ΛR0 )⊕qH∗(SD; ΛR0 )〈〈q〉〉 and put
T = 1 so that the resulting cohomology becomes the symplectic homology of
X \D. In the convex case it is known that there are closed-open maps from
the symplectic homology to the Hochschild cohomology of an appropriate
version of Fukaya category [Se3].
Suppose we are in the situation of Subsection 6.2. Let D be the normal
crossing divisor as in (6.2). For I = {i1, . . . , i|I|} ⊆ {1, . . . ,m}, We define:
◦DI = DI \
⋃
I′⊃I,I′ 6=I
DI′ .
we introduce m formal variables q1, . . . , qm and consider formal series∑
h1∈Z
· · ·
∑
h|I|∈Z
ah1,...,h|I|q
h1
i1
. . . q
h|I|
i|I|
such that ah1,...,h|I| ∈ H∗(S
◦DI ; ΛR0 ) with
lim∑ |hj |→∞ vT (ah1,...,h|I|) =∞.
Here S
◦DI is the total space of the (S1)#I -bundle over
◦DI , which is associated
to the normal bundle ND(X). This normal bundle over
◦DI splits into the
direct sum of #I complex line bundles.
We denote the set of all such series by
(6.3) H∗(S
◦DI ; ΛR0 )〈〈qI , q−1I 〉〉.
This coincides with X\D; ΛR0 ) if I = ∅. We put
C =
⊕
I
H∗(S
◦DI ; ΛR0 ).
Conjecture 6.9. There exists the structure of a graded commutative DGA
on C. There also exists a a ring homomorphism:
q : H(C, d)→ HH∗(Fuks(X \ D; c;L))
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which is called the closed-open map. Here the target of q is the Hochschild
cohomology of the filtered A∞-category in Conjecture 6.3. There is also an
(S1)#I-equivariant version of this ring homomorphism.
Under some restrictive assumptions, a similar closed-open map is intro-
duced and studied in [Sh1, Sh2].
If some of the irreducible components Di have self-intersections, then
there are certain symmetries among normal bundles. It induces a symmetry
among the formal parameters qi. In this situation, the domain of the closed-
open map is expected to be the invariant part of this symmetry.
6.5. Non-compact Lagrangian Submanifolds. Up to this point, we
only considered closed Lagrangian submanifolds of the divisor complement
X \ D. However, in various situations, non-compact Lagrangian submani-
folds play an important role. (See, for example, [Se2].)
We expect that one can include certain classes of non-compact Lagrangian
submanifolds in our Lagrangian Floer theory of divisor complements as fol-
lows. Let (X,ω), D and L be as in Conjecture 6.2.
We consider a submanifold L with corner in X such that:
(Lag.1) L is compact in X and is relatively spin in X.
(Lag.2) For any I = {i1, . . . , i|I|} ⊆ {1, . . . ,m} the intersection
◦
LI :=
◦DI ∩ L
is a Lagrangian submanifold of
◦DI . In particular, this condition in
the case that I = ∅ implies that Int(L) is a Lagrangian submanifold
of X \ D. The manifold ◦LI is a union of some of the connected
components of the interior of the codimension #I corner of L.
(Lag.3) The partial C|I|∗ -action in a neighborhood ofDI induces a partial R|I|+ -
action. We require that L is invariant with respect to this partial
action of R|I|+ ⊂ C|I|∗ .
Suppose (L0, L1) is a relatively spin pair of cornered submanifolds satisfy-
ing the conditions (Lag.1)-(Lag.3) above. We also introduce the following
conditions for this pair.:
(PLag.1) For any I = {i1, . . . , i|I|} ⊆ {1, . . . ,m}, the Lagrangian submanifold
◦
L0,I =
◦DI ∩ L0 is transversal to
◦
L1,I =
◦DI ∩ L1.
(PLag.2) There exists a neighborhood U(DI) of DI in X such that
L0 ∩ L1 ∩ U(DI) ⊂ DI .
Let L = {L1, . . . , LN} be a finite set of Lagrangian submanifolds such that
each Li satisfies (Lag.1)-(Lag.3) and each pair (Li, Lj), i 6= j, satisfies
(PLag.1) and (PLag.2). We conjecture that one can associate a filtered
A∞-category to L. We describe the expected space of morphisms below.
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For i 6= j, we consider the free ΛR0 -module CF (
◦
Li,I ,
◦
Lj,I), whose genera-
tors are identified with
◦
Li,I ∩
◦
Lj,I . We consider the formal series∑
h1∈Z+1/2
· · ·
∑
h|I|∈Z+1/2
ah1,...,h|I|q
h1
i1
. . . q
h|I|
i|I|
such that ah1,...,h|I| ∈ CF (
◦
Li,I ,
◦
Lj,I) with
lim∑ |hj |→∞ vT (ah1,...,h|I|) =∞.
We denote by CF (Li, Lj ; I) the set of all such series. If i = j, we define
CF (Li, Li; I) = H
∗(Li,I ; ΛR0 )〈〈qI , q−1I 〉〉,
where the right hand side is defined in the same way as in (6.3). We also
define
CF (Li, Lj) =
⊕
I⊆{1,...,m}
CF (Li, Lj ; I).
Conjecture 6.10. There is a curved filtered A∞-category associated to L
such that the set of objects are L and the morphism spaces are CF (Li, Lj).
Conjecture 6.11. Suppose D is a smooth divisor, X \ D is a Liouville
domain, and Lj ∈ L are exact Lagrangian submanifolds. Then the filtered
A∞-category in Conjecture 6.10 has the following properties:
(1) m0 = 0.
(2) After evaluating T at 1, it reduces to an A∞-category over R.
(3) We can restrict CF (Li, Lj) to its subring consisting of the series
containing only non-negative powers of qi.
(4) The resulting A∞-category over R is homotopy equivalent to the
wrapped Fukaya category [AS].
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