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U teoriji optimizacije vrlo cˇesto se javljaju problemi koji zahtijevaju rad s neglatkim funk-
cijama, bilo zbog prirode problema, ili zbog strukture prikupljenih podataka. U nekim
slucˇajevima, metode koje ne koriste gradijent funkcije bit c´e dovoljne za pronalazak rjesˇenja,
ali ponekad c´e gresˇka biti prevelika i javlja se potreba za modifikacijom zadanih funkcija.
U ovom radu cilj je poopc´iti dobro poznate pojmove i rezultate iz klasicˇne analize, kao
sˇto su na primjer pojam diferencijabilnosti, derivacije u smjeru i gradijenta realne funk-
cije. Zˇelimo aproksimirati funkcije u tocˇkama u kojima nisu diferencijabilne, ali tako da
zadrzˇimo svojstvo konveksnosti aproksimacije. Zanimljiv primjer je funkcija dC koja mjeri
udaljenost tocˇke x ∈ Rn od nepraznog i zatvorenog skupa C ⊂ Rn definirana sa:
dC(x) = min {|x − c| : c ∈ C},
gdje je | · | euklidska norma. Clarke u svojoj knjizi (vidi [2], tocˇka 2.5) pokazuje da ako
je C konveksan skup, funkcija dC nije diferencijabilna u nekim tocˇkama svoje domene.
Srodan, ali mnogo jednostavniji primjer je funkcija apsolutne vrijednosti koju spominjemo
u ovom radu. Kao prvi korak promatramo konveksne funkcije u okviru konveksne analize.
Takoder definiramo subdiferencijal konveksne funkcije i proucˇavamo njegova svojstva.
Nakon toga, u drugom poglavlju prelazimo na lokalno Lipschitzove, ne nuzˇno konveksne
funkcije i obicˇna derivacija u smjeru tada gubi svojstvo konveksnosti. Zbog toga uvodimo
Clarkeovu derivaciju u smjeru i poopc´ujemo diferencijalni racˇun i vrlo vazˇan teorem sred-
nje vrijednosti.
Zadnje poglavlje zapocˇinjemo primjenom nekih teorema iz prva dva poglavlja na funkciju
najvec´e svojstvene vrijednosti simetricˇne matrice. Zatim definiramo josˇ jednu generalizi-
ranu derivaciju u smjeru, Michel-Penotovu derivaciju u smjeru. Do kraja rada, cilj je do-





1.1 Derivacija u smjeru i subdiferencijal konveksne
funkcije
Svatko tko se bavi teorijom optimizacije zna da je svojstvo konveksnosti pozˇeljno i prilicˇno
pojednostavljuje problem. Geometrijski gledano, svojstvo diferencijabilnosti je moguc´nost
linearne aproksimacije grafa funkcije (pomoc´u hiperravnine). Za konveksne funkcije hi-
perravnine c´e uvijek biti ispod grafa funkcije. Upravo na tome c´e se i bazirati definicija
subdiferencijala za konveksne funkcije. Konveksne funkcije se najcˇesˇc´e definiraju na ko-
nveksnim skupovima, ali buduc´i da se uvijek mogu prosˇiriti sa +∞ na cijeli Rn za domenu
c´emo uzeti Rn.
Definicija 1.1.1 (Lokalno Lipschitzova funkcija). Funkcija f : Rn → R je lokalno Lipsc-
hitzova s konstantom K u x ∈ Rn ako postoji  > 0 takav da za sve y, z ∈ B(x, ) vrijedi
| f (y) − f (z)| ≤ K‖y − z‖. (1.1)
Definicija 1.1.2 (Konveksna funkcija). Za funkciju f : Rn → R kazˇemo da je konveksna
ako za sve x, y ∈ Rn i λ ∈ [0, 1] vrijedi
f (λx + (1 − λ)y) ≤ λ f (x) + (1 − λ) f (y).
2
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Teorem 1.1.3. Neka je f : Rn → R konveksna funkcija. Tada je funkcija f lokalno Lipsc-
hitzova u x, za svaki x ∈ Rn.
Dokaz. Vidi [9] str. 8. 
Sljedec´i bitan pojam koji zˇelimo proucˇiti je derivacija funkcije u smjeru.
Derivacija u smjeru
Definicija 1.1.4 (Derivacija u smjeru). Derivacija funkcije f u smjeru v ∈ Rn, u tocˇki
x ∈ Rn dana je sa
f ′(x, v) = lim
t→0+
f (x + tv) − f (x)
t
.
Ako se prisjetimo glatke analize, znamo da ako je funkcija f diferencijabilna u tocˇki
x ∈ Rn, tada derivacija u smjeru, u tocˇki x, postoji za svaki v ∈ Rn i derivacija u smjeru je
tada linearno preslikavanje
f ′(x, v) = ∇ f (x) · v,
gdje je vektor ∇ f (x) gradijent funkcije f u tocˇki x. U slucˇaju da f nije diferencijabilna,
tada naravno, nije niti f ′(x, ·) linearna, ali mozˇe se pokazati da je sublinearna (pod uvjetom
da je f konveksna).
Definicija 1.1.5 (Sublinearna funkcija). Funkcija σ : Rn → R je sublinearna ako su zado-
voljena sljedec´a dva uvjeta
σ(x + y) ≤ σ(x) + σ(y), x, y ∈ Rn (subaditivnost),
σ(tx) = tσ(x), x ∈ Rn, t > 0 (pozitivna homogenost).
U klasicˇnoj analizi, najjednostavnije, netrivijalne funkcije su linearne funkcije, dok u
konveksnoj analizi to mjesto zauzimaju sublinearne funkcije. Iz gornje definicije lako se
vidi da vrijedi
σ(ax + by) ≤ aσ(x) + bσ(y), x, y ∈ Rn, a, b ≥ 0, (1.2)
pa prema tome sublinearne funkcije smatramo generalizacijom linearnih funkcija. Na
slici 1.1 vidimo primjer linearne i sublinarne aproksimacije. Nadalje, sublinearne funkcije
su i konveksne buduc´i da u 1.2 mozˇemo odabrati a, b ∈ [0, 1] tako da vrijedi a + b = 1.
Geometrijski gledano, ako je f : Rn → R diferencijalna u x onda u toj tocˇki postoji je-
dinstvena potporna hiperravnina odredena gradijentom funkcije f u x, pa kazˇemo da je
funkcija tangencijalno linearna. U suprotnom, ako je funkcija samo konveksna, umjesto
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Slika 1.1: Primjer konveksne funkcije koja nije diferenicjabilna u x = 2.
hiperravnine imamo konus i kazˇemo da je funkcija f tangencijalno sublinearna.
Josˇ jedno korisno svojstvo sublinearnih funkcija je korespondencija sa nepraznim zatvo-
renim konveksnim skupovima. Naime, ako za konveksni skup S definiramo funkciju
σS : Rn → R na sljedec´i nacˇin
σS (x) = sup{s · x : s ∈ S }, (1.3)
tada c´e to biti sublinearna funkcija i zove se potporna funkcija skupa S u tocˇki x. Takve
funkcije se promatraju u teoremima separacije, kao na primjer u geometrijskoj verziji
Hahn-Banachovog teorema. Ovdje navodimo analiticˇku verziju Hahn-Banachovog te-
orema.
Teorem 1.1.6 (Hahn-Banach). Neka je X linearni vektorski prostor i Y ⊂ X linearni pot-
prostor. Ako je p : X → R sublinearan funkcional i f : Y → R linearni funkcional takav
da je f (y) ≤ p(y), za svaki y ∈ Y onda postoji linearni funkcional F : X → R takav da
vrijedi
F(y) = f (y), y ∈ Y i F(x) ≤ p(x), x ∈ X.
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U sljedec´em teoremu sazˇeta su najvazˇnija svojstva derivacije u smjeru za konveksne
funkcije.
Teorem 1.1.7. Neka je f : Rn → R konveksna funkcija s Lipschitzovom konstantom K u
tocˇki x ∈ Rn. Tada
(i) postoji derivacija od f u svakom smjeru v ∈ Rn i vrijedi
f ′(x, v) = inf
t>0
f (x + tv) − f (x)
t
,
(ii) funkcija v 7→ f ′(x, v) je pozitivno homogena i subaditivna na Rn i vrijedi
f ′(x, v) ≤ K‖v‖,
(iii) Funkcija f ′(x, v) je odozgo poluneprekidna kao funkcija od (x, v) i Lipschitzova s kons-
tantom K kao funkcija od v u Rn,
(iv) − f ′(x,−v) ≤ f ′(x, v).
Dokaz. (i) Uzmimo proizvoljan v ∈ Rn i definiramo funkciju φ : R→ R
φ(t) :=
f (x + tv) − f (x)
t
.
Pokazˇimo prvo da φ(t) opada kada t ↓ 0. Neka su t1, t2,  > 0 tako da vrijedi 0 < t1 < t2.
Zbog konveksnosti od f imamo
φ(t2) − φ(t1) = t1 f (x + t2v) − t2 f (x + t1v) + (t2 − t1) f (x)t1t2
=
( t1t2 f (x + t2v) + (1 − t1t2 ) f (x)) − f ( t1t2 (x + t2v) + (1 − t1t2 )x)
t1
≥ 0.
Neka je 0 < t < , sada vrijedi




2 f (x + tv) +
1
2 f (x) +
t










2 f (x − t2v) − f (x)
t
4
≥ f (x) − f (x)t
4
= 0,
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sˇto znacˇi da je funkcija φ ogranicˇena odozdo za 0 < t < , a buduc´i da opada za t ↓ 0 limes
limt↓0 φ(t) postoji i vrijedi
f ′(x, v) = inf
t>0
f (x + tv) − f (x)
t
.
(ii) Zbog Lipschitzovog svojstva funkcije f vrijedi
| f ′(x, v)| ≤ lim
t→0+




K‖x + tv − x‖
t
≤ K‖v‖.
Za λ > 0 vrijedi
f ′(x, λv) = lim
t→0+









f (x + tλv) − f (x)
tλ
= λ f ′(x, v),
odnosno, funkcija v 7→ f ′(x, v) je pozitivno homogena. Za dokaz subaditivnosti uzmimo
proizvoljne v,w ∈ Rn, zbog konveksnosti funkcije f vrijedi
f ′(x, v + w) = lim
t→0+




f ( 12 (x + 2tv) +
1








f (x + 2tw) − f (x)
2t
= f ′(x, v) + f ′(x,w),
Dakle, f ′(x, ·) je ogranicˇena i sublinearna funkcija.
(iii) Neka su (xi), (vi) ⊂ Rn nizovi takvi da xi → x i vi → v i definiramo niz (ti) ⊂ Rn na
sljedec´i nacˇin
ti := K‖xi − x‖ 12 + 1i .
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Uocˇimo da ti → 0 i ti > 0. Sada racˇunamo
f ′(xi, vi) = inf
t>0
f (xi + tvi) − f (xi)
t
≤ f (xi + tivi) − f (xi)
ti
=
f (x + tiv) − f (x)
ti
+
f (xi + tivi) − f (x + tiv)
ti
+
f (x) − f (xi)
ti
Za i→ ∞, za srednji cˇlan, zbog Lipschitzovosti, vrijedi
| f (xi + tivi) − f (x + tiv)|
ti
≤ K‖xi − x‖ + K‖tivi − tiv‖
ti
≤ ‖xi − x‖ 12 + K‖vi − v‖ → 0.
Za zadnji cˇlan vrijedi
| f (x) − f (xi)|
ti
≤ K‖x − xi‖
ti
≤ ‖x − xi‖ 12 → 0.
Uzmimo sada limes superior za i→ ∞
lim sup
i→∞
f ′(xi, vi) ≤ lim sup
i→∞
f (x + tiv) − f (x)
ti
= f ′(x, v),
i time je poluneprekidnost odozgo dokazana.
Za dokaz Lipschitzovosti funkcije f ′(x, ·) uzmimo v,w ∈ Rn za koje vrijedi x + tv, x + tw ∈
B(x, ) i sada imamo
f (x + tv) − f (x + tw) ≤ Kt‖v − w‖,
i uzimanjem limesa vrijedi
lim
t→0+




f (x + tw) − f (x)
t
+ K‖v − w‖,
odnosno
f ′(x, v) − f ′(x,w) ≤ K‖v − w‖.
Zamjenom uloga v i w imamo
f ′(x,w) − f ′(x, v) ≤ K‖v − w‖,
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iz cˇega slijedi
| f ′(x, v) − f ′(x,w)| ≤ K‖v − w‖.
(iv) Zbog subaditivnosti i pozitivne homogenosti imamo












− f ′(x,−v) ≤ f ′(x, v).

Subdiferencijal konveksne funkcije
Kao sˇto smo vec´ spomenuli u uvodu ovog poglavlja, subdiferencijal konveksne funkcije
zasniva se na cˇinjenici da se sve linearne aproksimacije konveksne funkcije nalaze ispod
grafa funkcije. Upravo ta cˇinjenica je motivacija za sljedec´u definiciju:
Definicija 1.1.8 (Subdiferencijal konveksne funkcije). Za konveksnu funkciju f : Rn → R
i x ∈ Rn, skup
∂c f (x) = {ξ ∈ Rn : f (y) ≥ f (x) + ξ · (y − x), y ∈ Rn} (1.4)
nazivamo subdiferencijalom funkcije f u tocˇki x, a elemente tog skupa subgradijentima
funkcije f u tocˇki x.
Primjer 1.1.9. ( f (x) = |x|) Apsolutna vrijednost | · | : R→ R je konveksna funkcija koja je
derivabilna svuda osim u nuli. Izracˇunajmo njen subdiferencijal u nuli:
∂c f (0) = {ξ ∈ R : f (y) ≥ f (0) + ξ(y − 0), ly ∈ R}
= {ξ ∈ R : |y| ≥ ξy, y ∈ R}
= [−1, 1],
sˇto je upravo skup vrijednosti nagiba svih pravaca koji prolaze kroz ishodisˇte i nalaze se
ispod grafa funkcije apsolutne vrijednosti, kao sˇto vidimo na Slici 1.2.
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f (x) = |x|
x
Slika 1.2: Graf funkcije apsolutne vrijednosti.
1.2 Neka svojstva subdiferencijala
Sljedec´i teorem nam daje poveznicu izmedu obicˇne derivacije u smjeru i subdiferencijala
konveksne funkcije.
Teorem 1.2.1. Neka je f : Rn → R konveksna funkcija. Tada za svaki x ∈ Rn vrijedi
(i) f ′(x, v) = max{ξ · v : ξ ∈ ∂c f (x)}, za svaki v ∈ Rn,
(ii)
∂c f (x) = {ξ ∈ Rn : f ′(x, v) ≥ ξ · v, v ∈ Rn}, (1.5)
(iii) ∂c f (x) je neprazan, konveksan i kompaktan skup sadrzˇan u B(0,K) gdje je K Lipschit-
zova konstanta funkcije f u tocˇki x.
(iv) Ako je f dodatno i diferencijabilna onda vrijedi ∂c f (x) = {∇ f (x)}.
Dokaz. (i) Po definiciji konveksnog subdiferencijala za y = x + tv, v ∈ Rn, vrijedi
f (x + tv) − f (x)
t
≥ ξ · vt
t
= ξ · v, ξ ∈ ∂c f (x).
Dakle vrijedi
f ′(x, v) ≥ max{ξ · v : ξ ∈ ∂c f (x)}.
Pokazˇimo da ne postoji v ∈ Rn tako da vrijedi stroga nejednakost. Ako pretpostavimo da
takav v1 postoji, onda po Hahn-Banachovom teoremu postoji ξ1 ∈ Rn takav da za svaki
v ∈ Rn vrijedi
f ′(x, v) ≥ ξ1 · v i f ′(x, v1) = ξ1 · v1.
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Svaki y ∈ Rn mozˇemo rastaviti kao y = x + tv, za neki v ∈ Rn i t > 0, pa imamo
f (y) − f (x) = t f (x + tv) − f (x)
t
≥ t f ′(x, v) ≥ tξ1 · v = ξ1 · (y − x)
iz cˇega slijedi da je ξ1 ∈ ∂c f (x) pa vrijedi
f ′(x, v1) > max{ξ · v1 : ξ ∈ ∂c f (x)} ≥ ξ1 · v1 = f ′(x, v1),
sˇto je nemoguc´e, dakle, takav v1 ne postoji.
(ii) Definiramo H := {ξ ∈ Rn : f ′(x, v) ≥ ξ · v, v ∈ Rn} i uzmimo proizvoljan ξ ∈ H. Zbog
konveksnosti funkcije f i definicije od H, za svaki v ∈ Rn vrijedi
ξ · v ≤ f ′(x, v)
= lim
t→0+




(1 − t) f (x) + t f (x + v) − f (x)
t
= f (x + v) − f (x),
za t ≤ 1. Ako odaberemo v = y − x, za neki y ∈ Rn, vidimo da ξ ∈ ∂c f (x).
Obratno, ako je ξ ∈ ∂c f (x) onda za svaki y ∈ Rn vrijedi
f ′(x, y) = lim
t→0+




ξ · (x + ty − x)
t
= ξ · y,
stoga je ξ ∈ H.
(iii) Po Teoremu 1.1.7. f ′(x, ·) je pozitivno homogena i subaditivna, pa prema Hahn-
Banachovom teoremu postoji vektor ξ ∈ Rn takav da je ξ · v ≤ f ′(x, v) za svaki v ∈ Rn,
dakle ∂c f (x) je neprazan skup.
Da bismo dokazali konveksnost uzmimo ξ1, ξ2 ∈ ∂c f (x) i λ ∈ Rn. Tada po tocˇki (i) vrijedi
nejednakost
(λξ1 + (1 − λξ2)) · v = λξ1 · v + (1 − λ)ξ2 · v
≤ λ f ′(x, v) + (1 − λ) f ′(x, v)
= f ′(x, v)
Po tocˇki (ii) vrijedi λξ1 + (1 − λ)ξ2 ∈ ∂c f (x), sˇto znacˇi da je ∂c f (x) konveksan skup.
Uzmimo proizvoljni ξ ∈ ∂c f (x) i racˇunamo
‖ξ‖2 = |ξ · ξ| ≤ | f ′(x, ξ)| ≤ K|ξ|.
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Dakle, ∂c f (x) je ogranicˇen skup. Sada josˇ samo treba pokazati da je i zatvoren. Za pro-
izvoljan niz (ξi) ⊂ ∂c f (x) za koji vrijedi ξi → ξ zˇelimo pokazati da je ξ ∈ ∂c f (x). Sada
imamo
ξ · v = (lim
i→∞ ξi) · v = limi→∞ ξi · v ≤ limi→∞ f
′(x, v) = f ′(x, v).
Dakle, ∂c f (x) je kompaktan skup.
(iv) Po definiciji diferencijabilnosti, za svaki v ∈ Rn vrijedi
f ′(x, v) = ∇ f (x) · v,
pa po tocˇki (ii) imamo
∂c f (x) = {∇ f (x)}.

Napomena 1.2.2. (a) Tocˇka (i) prethodnog teorema daje nam alternativni nacˇin racˇunanja
derivacije u smjeru bez racˇunanja limesa.
(b) Prema tocˇkama (i) i (ii) prethodnog teorema derivacija u smjeru i subdiferencijal je-
dinstveno odreduju jedno drugo.
(c) Tocˇka (iii) prethodnog teorema potvrduje ono sˇto je spomenuto u uvodu ovog poglavlja,
subdiferencijal je generalizacija klasicˇnog pojma diferencijala.
Po prethodnom teoremu vidimo da je derivacija u smjeru zapravo potporna funkcija
subdiferencijala konveksne funkcije u tocˇki x (vidi formulu (1.3)).
1.3 Geometrijska interpretacija subdiferencijala
Znamo da ako je funkcija f : Rn → R diferencijabilna u tocˇki x ∈ Rn, postoji hiperravnina
u Rn+1 koja prolazi tocˇkom (x, f (x) i linearna je aproksimacija grafa funkcije f u okolini
tocˇki x. Ako je funkcija f konveksna, graf funkcije f mora se u potpunosti nalaziti iznad
te hiperravnine. U slucˇaju da konveksna funkcija nije diferencijabilna u tocˇki x, umjesto
jedne, postoji visˇe hiperravnina koje podupiru nadgraf funkcije f u tocˇki (x, f (x)).
Definicija 1.3.1. Za neprazan skup C ⊂ Rn je kazˇemo da je konveksan ako za sve x, y ∈ C
i λ ∈ [0, 1] vrijedi
(1 − λ)x + λy ∈ C.
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Definicija 1.3.2. Tangencijalni konus zatvorenog konveksnog skupa C ⊂ Rn u tocˇki x ∈ C
definiran je sa
TC(x) = cl {d ∈ Rn : (∃y ∈ C)(∃α ≥ 0), d = α(y − x)},
gdje je clA oznaka za zatvaracˇ skupa A.
Skup C iz gornje definicije u daljnjim razmatranjima bit c´e nadgraf (epigraf) konveksne
funkcije definiran na sljedec´i nacˇin:
Definicija 1.3.3. Epigraf funkcije f : Rn → R je neprazan skup dan sa
epi f = {(x, r) ∈ Rn × R : r ≥ f (x)}.
Hiperravnine je moguc´e identificirati pomoc´u normale i tocˇaka koje sadrzˇe.
Definicija 1.3.4. Normalni konus skupa C u tocˇki x ∈ C odreden je sa
NC(x) = {s ∈ Rn : s · (y − x) ≤ 0, y ∈ C}. (1.6)
Radi laksˇeg racˇunanja mozˇemo koristiti cˇinjenicu da je tangencijalni konus ujedno i
polarni konus normalnog konusa i obratno (vidi [4], str. 66.). To vrijedi u slucˇaju da je
skup C konveksan skup.
Definicija 1.3.5. Neka je K konveksan konus. Polarni konus konusa K zadan je s
K◦ = {s ∈ Rn : s · x ≤ 0, x ∈ K}.
Sljedec´a propozicija daje, uz (1.4) i (1.5), trec´i nacˇin racˇunanja subdiferencijala ko-
nveksne funkcije.
Propozicija 1.3.6. Neka je f : Rn → R konveksna funkcija.
(i) Vektor s ∈ Rn je subgradijent funkcije f u tocˇki x ∈ Rn ako i samo ako je (s,−1) ∈ Rn×R
normala na epi f u tocˇki (x, f (x)), odnosno vrijedi
Nepi f (x, f (x)) = {(λs,−λ) ∈ Rn × R : s ∈ ∂c f (x), λ ≥ 0}. (1.7)
(ii) Tangencijalni konus na skup epi f u tocˇki (x, f (x)) epigraf je funkcije
v 7→ f ′(x, v), dakle vrijedi
Tepi f (x, f (x)) = {(d, r) ∈ Rn × R : r ≥ f ′(x, d)}.
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Dokaz. (i) Pretpostavimo da je s ∈ ∂c f (x). Po formuli (1.4) iz definicije subdiferencijala,
za svaki y ∈ Rn vrijedi:
f (y) ≥ f (x) + s · (y − x) ⇐⇒ 0 ≥ s · (y − x) − ( f (y) − f (x))
⇐⇒ 0 ≥ (s,−1) · (y − x, f (y) − f (x))
⇐⇒ 0 ≥ (s,−1) · [(y, f (y)) − (x, f (x))],
pa prema tome, za svaki r ∈ R takav da r ≥ f (y), vrijedi
0 ≥ (s,−1) · [(y, r) − (x, f (x))], (y, r) ∈ epi f . (1.8)
Po formuli (1.6) zakljucˇujemo da je (s,−1) normala na epi f u tocˇki (x, f (x)). Da bismo
pokazali obrat, potrebno je u (1.8) uzeti r = f (y), a rezultat onda slijedi po gornjim ekvi-
valencijama.
Formula (1.7) slijedi iz cˇinjenice da skup normala tvori konus koji sadrzˇi ishodisˇte.
(ii) Buduc´i da je tangencijalni konus polarni konus konusa iz (1.7), sadrzˇi sve (d, r) ∈ Rn×R
tako da vrijedi
λs · d + (−λ)r ≤ 0, s ∈ ∂c f (x) i λ ≥ 0.
Za λ = 0 tvrdnja trivijalno vrijedi, a za λ > 0 mozˇemo je ekvivalentno zapisati kao
r ≥ max{s · d : s ∈ ∂c f (x)} = f ′(x, d).

Ranije smo izracˇunali da je subdiferencijal funkcije f (x) = |x| u nuli jednak seg-
mentu [−1, 1]. Pokusˇajmo ga sada izracˇunati pomoc´u gornje propozicije. Epigraf funkcije
f (x) = |x| je ocˇito konveksan konus, a lako se vidi da je njegov polarni konus odreden
povrsˇinom ispod grafa funkcije f (x) = −|x|, pa je presjek tog polarnog konusa sa horizon-
talnim pravcem koji prolazi kroz tocˇku (0,−1) upravo segment [−1, 1].
Derivacija u smjeru funkcije apsolutne vrijednosti u nuli lako se izracˇuna po definiciji
f ′(0, v) = lim
t→0+
|0 + tv| − |0|
t
= |v|,
iz cˇega slijedi da se tangencijalni konus funkcije f (x) = |x| u nuli podudara sa epigrafom
te iste funkcije.
U slucˇaju da je funkcija diferencijabilna u tocˇki x tada je tangencijalni konus u toj tocˇki
cijeli poluprostor koji sadrzˇi epigraf funkcije f .
Poglavlje 2
Neglatka analiza
U teoriji optimizacije mnoge metode rjesˇavanja zahtijevaju diferencijabilnost promatranih
funkcija. No, u prakticˇnim primjenama cˇesto nije moguc´e svesti problem na glatke funk-
cije bez velikih gresˇaka u aproksimaciji. To je upravo bila motivacija za razvitak neglatke
analize.
Prethodne rezultate zˇelimo poopc´iti na proizvoljne lokalno Lipschitzove funkcije. Postoji
visˇe nacˇina generalizacije, u ovom poglavlju slijedimo Clarkeov1 pristup.
Nakon toga c´emo dati nekoliko pravila za laksˇe racˇunanje sa subdiferencijalima, a glavni
rezultat ovog poglavlja bit c´e teorem srednje vrijednosti. Jedan od razloga potrebe za gene-
ralizacijom je taj sˇto obicˇna derivacija u smjeru nije sublinearna za opc´enite Lipschitzove
funkcije, sˇto znacˇi da c´e cˇesto subdiferencijal, definiran za konveksne funkcije, biti prazan
skup.
2.1 Clarkeova generalizacija derivacije u smjeru
Clarkeova derivacija u smjeru
U ovom dijelu definiramo Clarkeovu derivaciju u smjeru i Clarkeov subdiferencijal, iz-
nosimo glavna svojstva i usporedujemo sa obicˇnom derivacijom u smjeru i konveksnim
subdiferencijalom.
Definicija 2.1.1 (Clarkeova derivacija u smjeru). Neka je f : Rn → R lokalno Lipschitzova
funkcija u x ∈ Rn. Clarkeova derivacija funkcije f u smjeru v ∈ Rn u tocˇki x ∈ Rn definirana
je sa
f ◦(x, v) = lim sup
y→x,t→0+
f (y + tv) − f (y)
t
.
1Frank Clarke, kanadski matematicˇar roden 1948. godine
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Mozˇemo primijetiti da Clarkeova derivacija ne pretpostavlja postojanje limesa, tocˇka y
u brojniku nije fiksna, ali se nalazi u okolini tocˇke x. Neka svojstva Clarkeove derivacije
dana su u sljedec´em teoremu.
Teorem 2.1.2 (Svojstva Clarkeove derivacije). Neka je f : Rn → R lokalno Lipschitzova s
konstantom K. Tada
(i) funkcija v 7→ f ◦(x, v) je pozitivno homogena i subaditivna na Rn te vrijedi
| f ◦(x, v)| ≤ K‖v‖,
(ii) f ◦(x, v) je odozgo poluneprekidna kao funkcija od (x, v) ∈ Rn × Rn i Lipschitzova s
konstantom K kao funkcija od v ∈ Rn,
(iii) f ◦(x,−v) = (− f )◦(x, v)
Dokaz. (i) Zbog Lipschitzovosti funkcije f vrijedi
| f ◦(x, v)| ≤
∣∣∣∣∣ lim sup
y→x,t→0+









K‖y + tv − y‖
t
= K‖v‖,
za sve y, y + tv ∈ B(x, ).
Za dokaz pozitivne homogenosti uzmimo λ > 0 i racˇunamo
f ◦(x, λv) = lim sup
y→x,t→0+





f (y + λtv) − f (y)
λt
= λ lim sup
y→x,t→0+
f (y + λtv) − f (y)
λt
= λ f ◦(x, v).
Subaditivnost, za v,w ∈ Rn, pokazujemo na sljedec´i nacˇin
f ◦(x, v + w) = lim sup
y→x,t→0+












f (y + tw) − f (y)
t
= f ◦(x, v) + f ◦(x,w).
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(ii) Neka su (xi), (vi) ⊂ Rn nizovi takvi da xi → x i vi → v. Po svojstvu limes superiora
postoje nizovi (yi) ⊂ Rn i (ti) ⊂ Rn, ti > 0 takvi da vrijedi




‖yi − xi‖ + ti ≤ 1i , i ∈ N
Sada imamo
f ◦(xi, vi) − 1i = lim supy→xi,t→0+




≤ f (yi + tivi) − f (yi)
ti
=
f (yi + tiv) − f (yi)
ti
+
f (yi + tivi) − f (yi + tiv)
ti
,
gdje, za zadnji cˇlan, po Lispchitzovom svojstvu vrijedi
| f (yi + tivi) − f (yi + tiv)|
ti
≤ K‖tivi − tiv‖
ti
= K‖vi − v‖ → 0,
za i → ∞, pod uvjetom da su yi + tivi, yi + tiv ∈ B(x, ). Uzimanjem limes superiora za
i→ ∞ napokon dobivamo
lim sup
i→∞
f ◦(xi, vi) ≤ lim sup
i→∞
f (yi + tiv) − f (yi)
ti
≤ f ◦(x, v),
sˇto je upravo definicija poluneprekidnosti odozgo. Preostalo je pokazati Lipschitzovost u
drugoj varijabli. Neka su v,w ∈ Rn zadani. Za vektore y + tv, y + tw ∈ B(x, ), zbog lokalne
Lipschitzovosti funkcije f vrijedi








f (y + tw) − f (y)
t
+ K‖v − w‖,
iz cˇega slijedi
f ◦(x, v) − f ◦(x, v) ≤ K‖v − w‖.
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Zamjenom uloga od v i w imamo
f ◦(x,w) − f ◦(x, v) ≤ K‖v − w‖,
pa konacˇno
| f ◦(x, v) − f ◦(x,w)| ≤ K‖v − w‖.
(iii) Racˇunamo
f ◦(x,−v) = lim sup
y→x,t→0+
f (y − tv) − f (y)
t
= [u := y − tv]
= lim sup
y→x,t→0+
(− f )(u + tv) − (− f )(u)
t
= (− f )◦(x, v).

Sada mozˇemo definirati generalizirani subdiferencijal nekonveksne Lipschitzove funk-
cije.
Generalizirani subdiferencijal
Definicija 2.1.3 (Clarkeov subdiferencijal). Neka je f : Rn → R lokalno Lipschitzova
funkcija u x ∈ Rn. Clarkeov subdiferencijal funkcije f u tocˇki x je sljedec´i skup
∂◦ f (x) = {ξ ∈ Rn : f ◦(x, v) ≥ ξ · v, v ∈ Rn}.
Svaki element ξ ∈ ∂◦ f (x) nazivamo subgradijentom funkcije f u tocˇki x.
Primijetimo da je Clarkeov subdiferencijal definiran prema svojstvu subdiferencijala
konveksne funkcije iz (1.5).
Teorem 2.1.4 (Svojstva Clarkeovog subdiferencijala). Neka je f : Rn → R lokalno Lipsc-
hitzova funkcija u x ∈ Rn s konstantom K. Tada
(i) ∂◦ f (x) je neprazan, konveksan i kompaktan skup takav da je ∂◦ f (x) ⊂ B(0,K),
(ii)
f ◦(x, v) = max{ξ · v : ξ ∈ ∂◦ f (x)}, v ∈ Rn, (2.1)
(iii) ako je f diferencijabilna u x onda vrijedi ∇ f (x) ∈ ∂◦ f (x).
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Dokaz. (i) i (ii) se dokazuju na isti nacˇin kao i tocˇke (i),(iii) u Teoremu 1.1.7.
(iii) Zbog diferencijabilnosti funkcije f u x za svaki v ∈ Rn vrijedi f ′(x, v) = ∇ f (x) · v, a
buduc´i da je f ′ ≤ f ◦, imamo
f ◦(x, v) ≥ ∇ f (x) · v, v ∈ Rn
pa slijedi ∇ f (x) ∈ ∂◦ f (x). 
Za kraj ovog dijela dan je rezultat koji potvrduje da se subdiferencijal konveksne funk-
cije i Clarkeov subdiferencijal podudaraju za konveksne funkcije.
Teorem 2.1.5. Ako je funkcija f : Rn → R konveksna, tada
(i) f ′(x, v) = f ◦(x, v), v ∈ Rn,
(ii) ∂c f (x) = ∂◦ f (x).
Dokaz. Dovoljno je dokazati (i) jer (ii) onda slijedi iz (1.5) i definicije konveksnog subdi-
ferencijala.
Primijetimo da po definiciji od f ◦(x, ·) vrijedi f ◦(x, v) ≥ f ′(x, v), v ∈ Rn. S druge strane,
ako fiksiramo δ > 0, imamo
f ◦(x, v) = lim sup
y→x,t→0+








f (y + tv) − f (y)
t
.
Iz dokaza Teorema 1.1.7 znamo da je funkcija φ(t) = f (y+tv)− f (y)t neopadajuc´a, pa vrijedi




f (y + v) − f (y)

.
Buduc´i da je f Lipschitzova gornji supremum mozˇemo, za y ∈ B(x, δ), ogranicˇiti na
sljedec´i nacˇin∣∣∣∣∣ f (y + v) − f (y) − f (x + v) − f (x)
∣∣∣∣∣ ≤ ∣∣∣∣∣ f (y + v) − f (x + v)
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iz cˇega vidimo da vrijedi
f ◦(x, v) ≤ lim
↓0
f (x + v) − f (x)

+ 2δK = f ′(x, v) + 2δK.
Buduc´i da je δ > 0 bio proizvoljan, vrijedi
f ◦(x, v) ≤ f ′(x, v), v ∈ Rn.

2.2 Subdiferencijalni racˇun
Racˇunanje subdiferencijala u praksi, pomoc´u definicija, cˇesto nije jednostavno. Slicˇno, kao
i za racˇunanje diferencijala u glatkoj analizi, postoje formule za subdiferencijal linearne
kombinacije, produkta i kvocijenta funkcija, no, buduc´i da su to skupovi, u najopc´enitijem
slucˇaju vrijedi samo jedna inkluzija.
Definicija 2.2.1. Za funkciju f : Rn → R kazˇemo da je regularna u x ∈ Rn ako za svaki
v ∈ Rn derivacija u smjeru f ′(x, v) postoji i vrijedi
f ′(x, v) = f ◦(x, v).
Neki od dovoljnih uvjeta regularnosti dani su u sljedec´oj propoziciji.
Propozicija 2.2.2. Neka je f : Rn → R lokalno Lipschitzova u x ∈ Rn. Tada je f regularna
u x ako f zadovoljava barem jedan od sljedec´ih uvjeta:
(i) f je neprekidno diferencijabilna u x,
(ii) f je konveksna,
(iii) f =
∑m
i=1 λi fi za λi > 0 i fi su regularne u x za i = 1, . . . ,m.
Dokaz. (i) Da je f neprekidno derivabilna u x znacˇi da xi → x povlacˇi ∇ f (xi) → ∇ f (x).
Za svaki v ∈ Rn tada vrijedi
lim
xi→x








∇ f (xi) · v
= ∇ f (x) · v = f ′(x, v),
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i, nadalje









f (xi + tv) − f (xi)
t
= f ◦(x, v).
(ii) Tvrdnja slijedi iz Teorema 2.1.5.
(iii) Uocˇimo da je dovoljno dokazati za m = 2, jer za m > 2 koristi se indukcija po m. Ako
je f regularna i λ > 0, tada za svaki v ∈ Rn vrijedi
(λ f )◦(x, v) = λ f ◦(x, v) = λ f ′(x, v) = (λ f )′(x, v).
Jasno je da ( f1 + f2)′ postoji i vrijedi ( f1 + f2)′ = f ′1 + f
′
2 . Po definiciji Clarkeove derivacije
vrijedi ( f1 + f2)◦ ≥ ( f1 + f2)′, a za dokaz suprotne nejednakosti racˇunamo
( f1 + f2)◦(x, v) = lim sup
y→x,t→0+












f2(y + tv) − f2(y)
t










2 ≥ ( f1 + f2)◦,
pa na kraju imamo
( f1 + f2)′ = ( f1 + f2)◦.

U sljedec´im teoremima dane su osnovne formule za racˇunanje sa subdiferencijalima.
Teorem 2.2.3. Ako je f lokalno Lipschitzova u x, tada za svaki λ ∈ R vrijedi
∂◦(λ f )(x) = λ∂◦ f (x).
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Dokaz. Ocˇito je funkcija λ f lokalno Lipschitzova u tocˇki x. Za λ ≥ 0 vrijedi (λ f )◦ = λ f ◦,
iz cˇega slijedi ∂◦(λ f )(x) = λ∂◦ f (x). Za λ < 0 dovoljno je pokazati za λ = −1, pa racˇunamo
ξ ∈ ∂◦(− f )(x) ⇐⇒ (− f )◦(x, v) ≥ ξ · v, v ∈ Rn
⇐⇒ f ◦(x,−v) ≥ ξ · v, v ∈ Rn
⇐⇒ f ◦(x,−v) ≥ (−ξ) · (−v), (−v) ∈ Rn
⇐⇒ −ξ ∈ ∂◦ f (x)
⇐⇒ ξ ∈ −∂◦ f (x)

Teorem 2.2.4. Neka su funkcije fi : Rn → R lokalno Lipschitzove u x za i = 1, . . . ,m, tada









te vrijedi jednakost ako je svaka funkcija fi regularna u x i svaki skalar λi 0.
Dokaz. Dovoljno je dokazati za m = 2, opc´eniti slucˇaj se lako dokazˇe indukcijom. U
dokazu Propozicije 2.2.2. (iii) izvedena je sljedec´a nejednakost
( f1 + f2)◦(x, v) ≤ f ◦1 (x, v) + f ◦2 (x, v),
pa po definiciji Clarkeovog subdiferencijala vrijedi
∂◦( f1 + f2)(x) ⊂ ∂◦ f1(x) + ∂◦ f2(x).
Teorem 2.2.3. povlacˇi
∂◦(λ1 f1 + λ2 f2)(x) ⊂ ∂◦(λ1 f1)(x) + ∂◦(λ2 f2)(x)
= λ1∂
◦ f1(x) + λ2∂◦ f2(x),
i time je prvi dio teorema dokazan.
Pretpostavimo da su f1 i f2 regularne i λ1, λ2 > 0. Po Propoziciji 2.2.2. (iii) funkcija
λ1 f1 + λ2 f2 je regularna i vrijedi
(λ1 f1 + λ2 f2)◦ = (λ1 f1 + λ2 f2)′ = λ1 f ′1 + λ2 f
′
2 = λ1 f
◦
1 + λ2 f
◦
2 .
Na kraju, po definiciji Clarkeovog subdiferencijala vrijedi
∂◦(λ1 f1 + λ2 f2)(x) = λ1∂◦ f1(x) + λ2∂◦ f2(x).

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Ako se prisjetimo klasicˇne analize, znamo da za ekstreme glatke funkcije vrijedi da je
derivacija funkcije u tim tocˇkama jednaka nuli. Sljedec´i rezultat je upravo poopc´enje tog
svojstva glatkih funkcija na opc´enite Lipschitzove funkcije.
Teorem 2.2.5. Neka je f : Rn → R lokalno Lipschitzova funkcija u x ∈ Rn i neka postizˇe
lokalni ekstrem u x. Tada vrijedi
0 ∈ ∂◦ f (x).
Dokaz. Pretpostavimo da se postizˇe lokalni minimum u x. Tada postoji  > 0 tako da
vrijedi
f (x + tv) − f (x) ≥ 0, 0 < t < , v ∈ Rn.
Sada po definiciji Clarkeove derivacije i zbog gornje nejednakosti vrijedi
f ◦(x, v) = lim sup
y→x,t→0+








f ◦(x, v) ≥ 0 = 0 · v, v ∈ Rn.
Dakle, 0 ∈ ∂◦ f (x). U slucˇaju maksimuma, mozˇemo promatrati funkciju − f , pa slicˇno kao
gore, vrijedi 0 ∈ ∂◦(− f )(x). Tada tvrdnja slijedi po Teoremu 2.2.3. 
Teorem srednje vrijednosti
Lema 2.2.6. Neka su x, y ∈ Rn, x , y i neka je f : Rn → R Lipschitzova funkcija na
segmentu [x, y]. Tada je funkcija g : [0, 1] → R, definirana sa g(t) := f (x + t(y − x))
Lipschitzova na 〈0, 1〉 i vrijedi
∂◦g(t) ⊂ ∂◦ f (x + t(y − x)) · (y − x).
Dokaz. Neka je xt := x + t(y − x). Za sve t, t′ ∈ 〈0, 1〉 vrijedi
|g(t) − g(t′)| = | f (xt) − f (xt′)|
≤ K‖xt − xt′‖
= K‖(t − t′)(y − x)‖
= K|t − t′|‖y − x‖
= Kˆ|t − t′|, za Kˆ = K‖y − x‖.
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Dakle, g je Lipschitzova na 〈0, 1〉 pa po Teoremu 2.1.4. skupovi ∂◦g(t) i ∂◦ f (xt) · (y − x) su
kompaktni i konveksni, a buduc´i da su podskupovi od R, moraju biti zatvoreni intervali u
R. Zato je dovoljno sljedec´u nejednakost pokazati samo za v = ±1:
max {∂◦g(t)v} ≤ max {∂◦ f (xt) · (y − x)v}.
Po Teoremu 2.1.4. (ii) vrijedi max{∂◦g(t)v} = g◦(t, v) i racˇunamo
max {∂◦g(t)v} = lim sup
s→t,λ→0+








f (y′ + λv(y − x)) − f (y′)
λ
= f ◦(xt, v(y − x))
= max {∂◦ f (xt) · (v(y − x))}.

Ova lema je potrebna za dokaz teorema srednje vrijednosti, koji u glatkoj analizi ima
vrlo vazˇnu ulogu, a ovdje ga poopc´avamo za neglatke Lipschitzove funkcije.
Teorem 2.2.7 (Teorem srednje vrijednosti). Neka su x, y ∈ R, x , y, te neka je funkcija
f Lipschitzova na otvorenom skupu U ⊂ Rn tako da je [x, y] ⊂ U. Tada postoji tocˇka
u ∈ 〈x, y〉 takva da vrijedi
f (y) − f (x) ∈ ∂◦ f (u) · (y − x).
Dokaz. Definiramo funkciju Θ : [0, 1]→ R tako da vrijedi
Θ(t) := f (xt) + t( f (x) − f (y)),
gdje je xt = x + t(y − x). Funkcija Θ je ocˇito neprekidna i vrijedi
Θ(0) = f (x0) = f (x),
Θ(1) = f (x1) + f (x) − f (y) = f (x).
Tada, po Bolzano-Weierstrassovom teoremu (vidi [3], str. 77.) postoji to ∈ 〈0, 1〉 tako da
funkcija Θ postizˇe lokalni ekstrem u t0 pa, po Teoremu 2.2.5, mora biti 0 ∈ ∂◦Θ(t0). Zatim,
po Teoremu 2.2.4, imamo
∂◦Θ(t) = ∂◦[ f (xt) + t( f (x) − f (y))] ⊂ ∂◦ f (xt) + [ f (x) − f (y)]∂◦(t),
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a po Lemi 2.2.6. vrijedi
0 ∈ ∂◦ f (xt) · (y − x) + [ f (x) − f (y)] · ∂◦(t),
a buduc´i da je ∂◦(t) = 1 imamo
f (y) − f (x) ∈ ∂◦ f (u)(y − x),
gdje je u := xt ∈ 〈0, 1〉. 
Iduc´a tri teorema dana su radi potpunosti i ilustracije poopc´enja derivabilnosti kompo-
zicije, produkta i kvocijenta Lipschitzovih funkcija. (Dokaz, vidi [9] str. 42–49.)
Teorem 2.2.8 (Lancˇano pravilo). Neka su h : Rn → Rm i g : Rm → R funkcije takve da
je svaka komponentna funkcija hi : R → R, i = 1, . . . ,m lokalno Lipschitzova u x ∈ Rn i
g lokalno Lipschitzova u h(x) ∈ Rm. Tada je kompozicija funkcija f = g ◦ h, f : Rn → R
lokalno Lipschitzova u x i vrijedi
∂◦ f (x) ⊂ conv
{ m∑
i=1
αiξi : ξi ∈ ∂◦hi(x) i α ∈ ∂◦g(h(x))
}
.
Jednakost vrijedi ako je zadovoljen bilo koji od sljedec´ih uvjeta:
(i) Funkcija g je regularna u h(x), svaka hi je regularna u x i αi ≥ 0 za sve i = 1, . . . ,m.
Tada je i f regularna u x.
(ii) Funkcija g je regularna u h(x) i hi je neprekidno diferencijabilna u x za svaki i =
1, . . . ,m.
(iii) Za slucˇaj m = 1, g je neprekidno diferencijabilna u h(x).
Teorem 2.2.9 (Produkt). Neka su f1 i f2 lokalno Lipschitzove funkcije u tocˇki x ∈ Rn. Tada
je funkcija f1 f2 lokalno Lipschitzova u x i vrijedi
∂◦( f1 f2)(x) ⊂ f2(x)∂◦ f1(x) + f1(x)∂◦ f2(x).
Dodatno, ako f1(x), f2(x) ≥ 0 i f1, f2 regularne u x, tada vrijedi jednakost i funkcija f1 f2 je
regularna u x.
Teorem 2.2.10 (Kvocijent). Neka su f1 i f2 lokalno Lipschitzove funkcije u x ∈ Rn i f2(x) ,







◦ f1(x) − f1(x)∂◦ f2(x)
f 22 (x)
.
Nadalje, ako f1 ≥ 0, f2 ≥ 0 i f1, f2 su obje regularne u x, vrijedi jednakost i funkcija f1/ f2
je regularna u x.
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Sljedec´i teorem koristan je u praksi u neglatkoj optimizaciji, a odnosi se na klasu max-
funkcija.
Teorem 2.2.11. Neka su fi : Rn → R lokalno Lipschitzove funkcije u x ∈ Rn za svaki
i = 1, . . . ,m. Tada je funkcija f : Rn → R definirana sa
f (x) = max { fi(x) : i = 1, . . . ,m}
lokalno Lipschitzova u x i vrijedi




gdje je I(x) = {i ∈ {1, . . . ,m} : fi(x) = f (x)}. Nadalje, ako su fi regularne u x za svaki
i = 1, . . . ,m tada je f regularna u x i vrijedi jednakost umjesto inkluzije.
Dokaz. (Vidi [9] str. 48.) 
U slucˇaju beskonacˇnog skupa indeksa koristimo je sljedec´i teorem:
Teorem 2.2.12. Neka je J proizvoljan kompaktan skup indeksa (u nekom metricˇkom pros-
toru) i { f j} j∈J skup konveksnih funkcija sa Rn u R tako da su funkcije j 7→ f j(x) odozgo
poluneprekidne. Ako definiramo funkciju f : Rn → R kao
f (x) := max { f j(x) : j ∈ J} < ∞, x ∈ Rn,
tada vrijedi
∂c f (x) = conv
⋃
j∈J(x)
∂c f j(x), (2.2)
gdje je J(x) = { j ∈ J : f j(x) = f (x)}.
Dokaz. (Vidi [4] str. 189.) 
Teorem 2.2.13 (Rademacher). Neka je U ⊂ Rn otvoren skup i f : U → R Lipschitzova
funkcija na U. Tada je f diferencijabilna gotovo svuda na U.
Dokaz. (Vidi [9] str. 49.) 
Za kraj ovog poglavlja dan je teorem o racˇunanju subdiferencijala pomoc´u limesa gra-
dijenata. Buduc´i da je prema prethodnom Lipschitzova funkcija diferencijabilna gotovo
svuda, skup mjere nula na kojem nije diferencijabilna oznacˇimo sa Ω f .
Teorem 2.2.14. Neka je f : Rn → R lokalno Lipschitzova u x ∈ Rn. Tada
∂ f (x) = conv{ξ ∈ Rn : ∃(xi) ⊂ Rn\Ω f tako da xi → x i ∇ f (xi)→ ξ}.




U ovom poglavlju promatramo pojam svojstvene vrijednosti realne matrice. Uz pomoc´
nekih rezultata spektralne analize prvo racˇunamo obicˇnu derivaciju u smjeru i konveksni
subdiferencijal. Nakon toga uvodimo josˇ jednu generaliziranu derivaciju u smjeru, Michel-
Penotovu derivaciju u smjeru i pripadni Michel-Penotov subdiferencijal. Glavni rezultat
ovog poglavlja je jednakost Clarkeovog i Michel-Penotovog subdiferencijala za funkciju
m-te svojstvene vrijednosti simetricˇne matrice.
3.1 Derivacija najvec´e svojstvene vrijednosti
Prisjetimo se da je svojstvena vrijednost matrice A ∈ Mn(F) skalar λ ∈ F za koji postoji
netrivijalan vektor v ∈ Fn takav da vrijedi Av = λv. Takav vektor v nazivamo svojstvenim
vektorom pridruzˇenim svojstvenoj vrijednosti λ. Prema spektralnom teoremu, simetricˇnu,
realnu, n × n matricu A mozˇemo rastaviti na sljedec´i nacˇin
A = UDUτ,
gdje je U realna ortogonalna matrica kojoj su stupci svojstveni vektori pridruzˇeni svojstve-
nim vrijednostima matrice A (vidi [1] str. 10.). Matrica D je dijagonalna matrica koja na
dijagonali ima svojstvene vrijednosti matrice A. Ako prirodno definiramo funkciju
Diag : Rn → S n, matricu D mozˇemo pisati i kao D = Diag (λ1, . . . , λn).
Na prostoru realnih simetricˇnih matrica S n koristimo standardni skalarni produkt matrica
A i B
〈〈A, B〉〉 = tr(AB) =
∑
i, j
ai jbi j, A, B ∈ S n.
26
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Buduc´i da su sve svojstvene vrijednosti realne, mozˇemo ih poredati po velicˇini, m-ta
najvec´a svojstvena vrijednost matrice A, brojec´i i kratnost, oznacˇava se sa λm(A).
Dakle, vrijedi
λ1(A) ≥ λ2(A) ≥ . . . ≥ λn(A)










Aqi · qi : q1, . . . , qm ortonormirani skup vektora u Rn}
= sup{〈〈UUτ, A〉〉 : U ∈ Ω},
gdje je
Ω := {Q ∈ Mn,m(R) : QτQ = Im},
















gdje su yi = Uτqi ortonormirani. Dakle,
∑m
i=1 Aqi · qi ≤
∑m
i=1 λi‖yi‖2, jednakost se postizˇe
ako je yi svojstveni vektor za λi, i = 1, . . . n.
σm je konveksna funkcija jer je dobivena uzimanjem supremuma linearnih funkcija na S n.
Dakle, λ1 je konveksna funkcija, a λn je konkavna jer je dobivena razlikom linearne funk-
cije, σn(A) = trA, i konveksne funkcije, σn−1. Za svaki m, λm je lokalno Lipschitzova
funkcija, jer je dobivena razlikom lokalno Lipschitzovih funkcija (λm = σm − σm−1).
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Sada c´emo izracˇunati subdiferencijal najvec´e svojstvene vrijednosti simetricˇne matrice.
Buduc´i da je λ1 konveksna funkcija mozˇemo se posluzˇiti alatima konveksne analize. Funk-




Racˇunanje subdiferencijala po definiciji nije dobra ideja u ovom slucˇaju, pa zˇelimo is-
koristiti Teorem 2.2.12. Skup vektora {u ∈ Rn : uτu = 1} u formuli (3.1) je kompaktan,
funkcija u 7→ uτAu neprekidna, a funkcija A 7→ uτAu linearna, odnosno konveksna. Zado-
voljeni su uvjeti Teorema 2.2.12 pa subdiferencijal funkcije λ1 racˇunamo pomoc´u formule
(2.2). Potrebno je josˇ samo izracˇunati subdiferencijal (u ovom slucˇaju gradijent) linearne
funkcije A 7→ uτAu.
Zbog uτAu = 〈〈uuτ, A〉〉, ocˇito je gradijent svake takve linearne funkcije dan sa jednocˇlanim
skupom matrica ranga jedan,
{uuτ}.
Dakle, subdiferencijal1 najvec´e svojstvene vrijednosti realne simetricˇne matrice A je
∂λ1(A) = conv {uuτ : uτu = 1, Au = λ1(A)u}. (3.2)
Odmah mozˇemo izracˇunati i derivaciju u smjeru, prema Teoremu 1.2.1 (i) vrijedi
λ
′
1(A, P) = max {〈〈uuτ, P〉〉 : uuτ ∈ ∂λ1(A)}. (3.3)
Iz (3.2) vidimo da je ∂λ1(A) jednocˇlan ako i samo ako je λ1(A) jednostruka svojstvena vri-
jednost. U tom slucˇaju subdiferencijal se svodi na gradijent funkcije λ1 koji je jednak uuτ,
gdje je u svojstveni vektor pridruzˇen svojstvenoj vrijednosti λ1(A).
Za najmanju svojstvenu vrijednost postupak je slicˇan, jer mozˇemo promatrati negativnu
funkciju pocˇetne funkcije.
Pogledajmo sada kako izgleda subdiferencijal funkcije λm za 1 < m < n. Za fiksnu
matricu A ∈ S n i fiksni indeks m definiramo dodatna dva indeksa, mˆ i m¯ na sljedec´i nacˇin
mˆ = min{i : λi(A) = λm(A)}, m¯ = max{i : λi(A) = λm(A)}.
Za ortogonalnu matricu U koja dijagonalizira matricu A
UτAU = Diag (λ1(A), λ2(A), . . . , λn(A)),
definiramo matricu Um, koja je podmatrica od U, sastavljena od stupaca indeksiranih sa
mˆ, mˆ + 1, . . . , m¯.
Sljedec´i teorem lako slijedi iz formula za derivacije u smjeru konveksnih funkcija σm i
σm−1 i daje nam jednostavnu formulu za racˇunanje derivacije u smjeru za m-tu najvec´u
svojstvenu vrijednost.
1Ako je ∂c f (x) = ∂◦ f (x), onda subdiferencijal krac´e oznacˇavamo sa ∂ f (x)
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Dokaz. Vidi [6]. 
Vec´ smo vidjeli da subdiferencijal konveksne funkcije mora biti neprazan, a sada c´emo
pokazati da za nekonveksnu funkciju subdiferencijal mozˇe biti i prazan skup.
Propozicija 3.1.2. Ako je 1 < m < n, tada funkcija λm nema linearne gornje ili donje
ograde.
Dokaz. Pretpostavimo suprotno, tj. da neka matrica C ∈ S n zadovoljava
〈〈C,G〉〉 ≤ λm(G), (3.5)
za sve G ∈ S n.
Neka je matrica U ortogonalna matrica koja dijagonalizira matricu C:
UτCU = Diag(c1, c2, . . . , cn),
za neki vektor c u Rn.
Sada, za matricu G := U(Diag x)Uτ, gdje je x proizvoljan vektor iz Rn, po pretpostavci
vrijedi
cτx ≤ λm(Diag x).
Ako za x odaberemo vektore standardne kanonske baze ei, dobivamo da je c ≤ 0 za svaki
i, ali ako uzmemo x = (−1,−1, . . . ,−1), dobivamo ∑i c ≥ 1 sˇto vodi na kontradikciju. 
Dakle, subdiferencijal
∂λm(A) = {C ∈ S n : 〈〈C,G − A〉〉 ≤ λm(G) − λm(A), G ∈ S n} (3.6)
je prazan skup za A = 0, 1 < m < n, a slicˇno se mozˇe pokazati i za proizvoljnu matricu
A ∈ S n. To nas motivira da promatramo drugacˇije derivacije u smjeru, kao na primjer
Clarkeovu, definiranu u prethodnom poglavlju. Josˇ jedna generalizirana derivacija u smjeru
je Michel-Penotova derivacija u smjeru koju definiramo u iduc´em potpoglavlju.
3.2 Michel-Penotova derivacija u smjeru
U ovom poglavlju definiramo josˇ jednu generaliziranu derivaciju u smjeru i generalizi-
rani subdiferencijal koje mozˇemo smatrati alternativom Clarkeovoj derivaciji i Clarkeovom
subdiferencijalu.
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Definicija 3.2.1 (Michel-Penotova derivacija u smjeru). Neka je f : Rn → R lokalno
Lipschitzova funkcija u x ∈ Rn. Michel-Penotova derivacija funkcije f u smjeru v ∈ Rn
definirana je sa




f (x + ty + tv) − f (x + ty)
t
.
Primjer 3.2.2. Izracˇunajmo derivacije u smjeru funkcije f (x) = |x| − | sin x| u tocˇki x = pi,
u kojoj f nije diferencijabilna. Prvo, obicˇna derivacija u smjeru
f ′(pi, v) = lim
t→0+








tv − | sin(tv)|
t
za v < 0 i s := −v vrijedi




a za v ≥ 0 imamo





Zbog limx→0 sin xx = 1, vrijedi
f ′(pi, v) =
{
2v, v < 0,
0 v ≥ 0.
Zatim racˇunamo Clarkeovu i Michel-Penotovu derivaciju
f ◦(pi, v) = lim sup
y→pi,t→0+




tv − | sin (y + tv)| + | sin y|
t
.
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Za v ≥ 0 i y ≤ pi vrijedi
f ◦(pi, v) = lim sup
y→pi,t→0+




tv − sin y(1 − cos tv) − sin tv cos y
t





dok za v < 0, s := −v i y ≥ pi vrijedi
f ◦(pi, v) = lim sup
y→pi,t→0+




tv + sin y(cos tv − 1) + sin tv cos y
t






f ◦(pi, v) =
{
0 za v < 0,
2v za v ≥ 0.
Na slicˇan nacˇin izracˇunamo i
f ♦(pi, v) =
{
0 za v < 0,
2v za v ≥ 0.
Na slici 3.1 mozˇemo vidjeti da je obicˇna derivacija u smjeru puno bolja aproksimacija
funkcije f u tocˇki pi, ali subdiferencijal je tada prazan skup jer obicˇna derivacija u smjeru
nije sublinearna funkcija.
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f ◦(pi, v) = f ♦(pi, v)
f ′(pi, v)
x
Slika 3.1: Graf funkcije iz Primjera 3.2.2.
Teorem 3.2.3 (Svojstva Michel-Penotove derivacije u smjeru). Neka je f lokalno Lipschit-
zova s konstantom K. Tada je
(i) f ♦(x, v) sublinearna, Lipschitzova s konstantom K i vrijedi
f
′
(x, v) ≤ f ♦(x, v) ≤ f ◦(x, v), v ∈ Rn,
(ii) f ♦(x,−v) = (− f )♦(x, v).
Dokaz. (i) Prva nejednakost lako slijedi iz definicije Michel-Penotove derivacije za y = v i
iz svojstva limes superiora.
Dokazˇimo sada drugu nejednakost. Za fiksni v ∈ Rn neka je  > 0 zadan. Tada za svaki
y ∈ Rn postoji δ(y) > 0 tako da zbog svojstva limes superiora vrijedi (za y1 := x + ty u
definiciji Clarkeove derivacaije, gdje je y1 zamjena za oznaku y u Clarkeovoj derivaciji)
f (x + ty + tv) − f (x + ty)
t
< f ◦(x, v) + , t ∈ 〈0, δ(y)〉.
Uzimanjem limes superiora sa obje strane dobivamo
lim sup
t→0+
f (x + ty + tv) − f (x + ty)
t
≤ f ◦(x, v) + .
i to vrijedi za svaki y ∈ Rn, iz cˇega zakljucˇujemo da vrijedi
f ♦(x, v) ≤ f ◦(x, v) + .
Pusˇtanjem  ↓ 0 slijedi trazˇena nejednakost.
Za dokaz sublinearnosti dovoljno je provjeriti subaditivnost buduc´i da se pozitivna homo-
genost dokazˇe isto kao i za Clarkeovu derivaciju.
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Neka su v1, v2 ∈ Rn i  > 0 zadani. Tada za t dovoljno mali vrijedi
f (x + t(v1 + v2) + ty) − f (x + t(v2 + y))
t
≤ f ♦(x, v1) + 2 , y ∈ R
n
i
f (x + tv2 + ty) − f (x + ty)
t
≤ f ♦(x, v2) + 2 , y ∈ R
n,
pa zbrajanjem tih nejednakosti dobivamo
f (x + t(v1 + v2) + ty) − f (x + ty)
t
≤ f ♦(x, v1) + f ♦(x, v2) + , y ∈ Rn,
iz cˇega sada, uzimanjem limes superiora i supremuma i pusˇtanjem  ↓ 0, slijedi
f ♦(x, v1 + v2) ≤ f ♦(x, v1) + f ♦(x, v2).
Pokazˇimo da je f ♦(x, ·) lokalno Lipschitzova; neka su v1, v2 ∈ Rn proizvoljni i t > 0
dovoljno mali, tada za svaki y ∈ Rn vrijedi
f (x + ty + tv1)− f (x + ty) = [ f (x + ty + tv2)− f (x + ty)] + [ f (x + ty + tv1)− f (x + ty + tv2)]
≤ [ f (x + ty + tv2) − f (x + ty)] + tK‖v1 − v2‖
pa prema tome vrijedi
f ♦(x, v1) ≤ f ♦(x, v2) + K‖v1 − v2‖
Zamjenom uloga od v1 i v2 dobivamo
f ♦(x, v2) ≤ f ♦(x, v1) + K‖v1 − v2‖
pa zakljucˇujemo da vrijedi
| f ♦(x, v1) − f ♦(x, v2)| ≤ K‖v1 − v2‖.
(ii) Za svaki y ∈ Rn vrijedi
lim sup
t→0+




(− f )(x + tv + t(y − v)) − (− f )(x + t(y − v))
t
.
Uzimanjem supremuma po y i y − v slijedi tvrdnja. 
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Analogno kao i za Clarkeovu derivaciju definiramo Michel-Penotov subdiferencijal na
slicˇan nacˇin.
Definicija 3.2.4 (Michel-Penotov subdiferencijal). Neka je f : Rn → R lokalno Lipschit-
zova funkcija u x ∈ Rn. Tada je Michel-Pentov subdiferencijal funkcije f u tocˇki x sljedec´i
skup
∂♦ f (x) = {ξ ∈ Rn : f ♦(x, v) ≥ ξ · v, v ∈ Rn}.
U sljedec´em teoremu sazˇeta su neka od svojstava Michel-Penotovog subdiferencijala.
Teorem 3.2.5 (Svojstva Michel-Penotovog subdiferencijala). Neka je f lokalno Lipschit-
zova funkcija u x s konstantom K. Tada
(i) ∂♦ f (x) je neprazan, konveksan i kompaktan skup takav da je
∂♦ f (x) ⊂ ∂◦ f (x)
(ii) f ♦(x, v) = max{ξ · v : ξ ∈ ∂♦ f (x)}, v ∈ Rn,
(iii) ako je f diferencijabilna u x onda vrijedi ∂♦ f (x) = {∇ f (x)}.
Dokaz. (i) Da je ∂♦ f (x) neprazan, konveksan i kompaktan pokazˇe se slicˇno kao i za ∂◦ f (x),
a ∂♦ f (x) ⊂ ∂(x) vrijedi zbog f ♦(x, ·) ≤ f ◦(x, ·).
(ii) Po definiciji od f ♦, slicˇno kao i za f ◦.
(iii) Za svaki y, v ∈ Rn vrijedi
lim sup
t→0+








f (x) − f (x + ty)
t
= f ′(x, v + y) − f ′(x, y)
= ∇ f (x) · (v + y) − ∇ f (x) · y
= f ′(x, v) ≤ f ♦(x, v).
Uzimanjem supremuma po svim y ∈ Rn slijedi trazˇena tvrdnja. 
Po Teoremu 3.2.3.(i) vidimo da su Clarkeova i Michel-Penotova derivacija sublinearne
gornje ograde za obicˇnu derivaciju u smjeru. Opc´enito, za svaku pozitivno homogenu,
Lipschitzovu funkciju p : Rn → R, mozˇemo definirati gornju ogradu, za svaki smjer
v ∈ Rn, na sljedec´i nacˇin
∗p(v) = sup
y∈Rn
{p(y + v) − p(y)}. (3.7)
Ocˇito je ∗p sublinearna i najmanja od svih funkcija h koje zadovoljavaju
p(y + v) ≤ p(y) + h(v), y, v ∈ Rn.
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Ako je f pozitivno homogena funkcija lako se vidi iz definicije Clarkeove i Michel-Penotove
derivacije u smjeru da vrijedi
f ◦(0, v) = f ♦(0, v) = sup
y∈Rn
{ f (y + v) − f (y)}, v ∈ Rn. (3.8)
Dakle, ∗p nije nisˇta drugo nego Clarkeova ili Michel-Penotova derivacija u smjeru funkcije
p u ishodisˇtu.
U slucˇaju da postoji derivacija u smjeru funkcije f , imamo
lim sup
t→0+








f (x) − f (x + ty)
t
= f ′(x, v + y) − f ′(x, y).
Uzimanjem supremuma po y ∈ Rn slijedi
f ♦(x, v) ≤ sup
y∈Rn
{ f ′(x, v + y) − f ′(x, y)}.
Za dokaz suprotne nejednakosti, neka su v ∈ Rn i  > 0 zadani, tada po svojstvu limes
superiora, za svaki y ∈ Rn i t > 0 dovoljno mali, vrijedi
f (x + tv + ty) − f (x + ty)
t
< f ♦(x, v) + .




f (x + tv + ty) − f (x)
t
+
f (x) − f (x + ty)
t
) ≤ f ♦(x, v) + 
Za  ↓ 0 slijedi tvrdnja. Dakle, dokazali smo da ukoliko derivacija u smjeru postoji,
Michel-Penotovu derivaciju funkcije f u smjeru v mozˇemo racˇunati na sljedec´i nacˇin
f ♦(x, v) = sup
y∈Rn
{ f ′(x, v + y) − f ′(x, y)}. (3.9)
Prema tome, Michel-Penotova derivacija u smjeru je najmanja sublinearna gornja ograda
obicˇne derivacije u smjeru
f ♦(x, ·) =∗ ( f ′(x, ·)).
Ova formula c´e biti korisna za racˇunanje sa funkcijama λm buduc´i da su one pozitivno
homogene i njihova derivacija u smjeru uvijek postoji. U suprotnom, Michel-Penotovu
derivaciju morali bi racˇunati direktno iz definicije, sˇto cˇesto nije prakticˇno.
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3.3 Clarkeov i Michel-Penotov subdiferencijal svojstvene
vrijednosti simetricˇne matrice
U ovom poglavlju zˇelimo pokazati da se Clarkeov i Michel-Penotov subdiferencijal funk-
cije λm podudaraju za svaku matricu A ∈ S n. U nastavku, subdiferencijal konveksne funk-
cije f u tocˇki x krac´e oznacˇavamo sa ∂ f (x). Slicˇno kao i za Michel-Penotovu derivaciju,
ali direktnije po definiciji, izvodi se formula za Clarkeovu derivaciju
f ◦(x, v) = lim sup
y→x
f ′(y, v), (3.10)
koja takoder vrijedi samo ako derivacija u smjeru v ∈ Rn funkcije f postoji na nekom skupu
Ω. Prisjetimo se sada formule za subdiferencijal funkcije λ1
∂λ1(A) = conv{uuτ : uτu = 1, Au = λ1(A)u},
iz koje se lako vidi da vrijedi
∂λ1(0) = {M ∈ S n : M pozitivno semidefinitna, tr M=1}.
Prema tome, iduc´i teorem nam daje laku i jasnu interpretaciju generaliziranih subdife-
rencijala u nuli.
Teorem 3.3.1 (Subdiferencijali u nuli). Clarkeov i Michel-Penotov subdiferencijali funk-
cije λm se podudaraju u nuli za svaki m = 1, . . . , n:
∂♦λm(0) = ∂◦λm(0) = ∂λ1(0).
Dokaz. Prva jednakost slijedi zbog pozitivne homogenosti funkcije λm, odnosno iz (3.8).





ili, koristec´i (3.8), imamo
sup
H∈S n
{λm(H + G) − λm(H)} = λ1(G). (3.11)
Po Weylovoj nejednakosti ([7], Teorem 4.3.7) vrijedi
λm(H + G) ≤ λm(H) + λ1(G),
a da bi dokazali da se supremum zaista i postizˇe uzmimo ortogonalnu matricu U za koju
vrijedi UτGU = Diag λ(G) i bilo koji α ∈ R za koji vrijedi α > λ1(G) − λn(G).
Sada definiramo matricu H na sljedec´i nacˇin
H = UDiag (0, 0, . . . , 0, α, α, . . . , α︸      ︷︷      ︸
m−1 cˇlanova
)Uτ.
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Buduc´i da je λm(H) = 0, vrijedi
λm(H + G) − λm(H) = λm(Uτ(H + G)U) = λm(Diag d),
gdje je d ∈ Rn sljedec´i vektor
(λ1(G), λ2(G), . . . , λn−m+1(G), λn−m+2(G) + α, λn−m+3(G) + α, . . . , λn(G) + α).
Zbog svojstva od α, vrijedi λm(Diag d) = λ1(G) i time je teorem dokazan. 
Kao sˇto vidimo iz prethodnog teorema, jednakost ovih subdiferencijala u nuli jednos-
tavno slijedi iz pozitivne homogenosti funkcije λm.
Subdiferencijali za proizvoljne realne simetricˇne matrice
Da bi jednakost pokazali za proizvoljnu matricu A ∈ S n, potrebno je slijediti nekoliko
jednostavnih koraka. Prvo, koristec´i formulu (3.4) iz Teorema 3.1.1, racˇunamo obicˇnu
derivaciju u smjeru, λ′m(A, ·). Nakon toga, pomoc´u forumle (3.9) racˇunamo najmanju su-
blinearnu gornju ogradu funkcije λ′m(A, ·) sˇto c´e upravo biti Michel-Penotova derivacija
u smjeru. Na kraju, regulariziramo funkciju λ′m(A, ·) pomoc´u formule (3.10) da bi dobili
Clarkeovu derivaciju.
Uocˇimo da je λm(A) samo dio bloka jednakih svojstvenih vrijednosti. Ta cˇinjenica nam
”kvari” obicˇnu derivaciju u smjeru jer ona tada nije sublinearna i pogodna za racˇunanje.
Vodec´a svojstvena vrijednost u tom bloku je λmˆ i njena derivacija u smjeru je, po Teoremu
3.1.1, upravo λ1. Kako je ta funkcija sublinearna, od koristi c´e nam biti sljedec´a propozi-
cija.
Propozicija 3.3.2. Za konacˇnu sublinearnu funkciju v 7→ σ(v) := f ′(x, v) vrijedi
σ′(0, δ) = f ′(x, δ), δ ∈ Rn.
Dokaz. Buduc´i da je σ pozitivno homogena funkcija vrijedi σ(0) = 0, i imamo




= σ(δ) = f ′(x, δ).

Sljedec´i teorem pokazuje da za Michel-Penotov subdiferencijal u fiksnoj matrici A ∈ S n
nije bitno da li promatramo prvu, ili bilo koju drugu svojstvenu vrijednost u bloku jednakih,
jer je za sve njih, Michel-Penotov subdiferencijal jednak.
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Teorem 3.3.3. Michel-Penotovi subdiferencijali funkcije λm u matrici A ∈ S n podudaraju
se za svaki m za koji su svojstvene vrijednosti jednake:
∂♦λm(A) = ∂(λ′mˆ(A, ·))(0), m = 1, . . . , n.
Dokaz. Ako definiramo funkciju σ(·) := λ′mˆ(A, ·), tada po prethodnoj propoziciji vrijedi
σ′(0,G) = λ′mˆ(A,G), za svaku matricu G ∈ S n. Prema tome, za dokaz teorema potrebno je




Prema (3.9), gornja jednakost mozˇe se pisati na sljedec´i nacˇin
sup
H∈S n
{λ′m(A,H + G) − λ′m(A,H)} = λ′mˆ(A,G).
Nadalje, uzmimo ortogonalnu matricu U koja dijagonalizira matricu A. Tada, po Teoremu
3.1.1, gornja jednakost ekvivalentna je s
sup
H∈S n
{λm−mˆ+1(Uτm(H + G)Um) − λm−mˆ+1(UτmHUm)} = λ1(UτmGUm).




pa prema tome, uz pogodnu supstituciju, imamo
sup
F∈S m¯−mˆ+1
{λm−mˆ+1(F + UτmGUm) − λm−mˆ+1(F)} = λ1(UτmGUm),
pa tvrdnja sada slijedi po dokazu Teorema 3.3.1., odnosno (3.11). 
Sljedec´i rezultat nam daje jasniju sliku o tome kako izgleda Michel-Penotov subdife-
rencijal funkcije λm. Radi preglednijeg zapisa, sa Em(A) ⊂ Rn oznacˇimo svojstveni pot-
prostor m-te najvec´e svojstvene vrijednosti matrice A.
Propozicija 3.3.4. Za svaku matricu A ∈ S n vrijedi
∂(λ′mˆ(A, ·))(0) = conv {xxτ : x ∈ Em(A), ‖x‖ = 1}.
Dokaz. Potrebno je pokazati da za svaku matricu G ∈ S n vrijedi
λ′mˆ(A,G) = max {〈〈G, xxτ〉〉 : x ∈ Em(A), ‖x‖ = 1},
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sˇto je ekvivalentno s
λ1(UτmGUm) = max {xτGx : x ∈ Em(A), ‖x‖ = 1}.
Primijetimo da stupci matrice Um cˇine ortonormiranu bazu potprostora Em(A), pa vektor x
s desne strane gornje jednadzˇbe mozˇemo pisati na sljedec´i nacˇin
x = Umy, y ∈ Rmˆ−m¯+1, ‖y‖ = 1,
pa stoga vrijedi
λ1(UτmGUm) = max{yτ(UτmGUm)y : y ∈ Rmˆ−m¯+1, ‖y‖ = 1}.
Zadnja jednakost ocˇito je istinita, pa prema tome propozicija je dokazana. 
Sada smo spremni za glavni rezultat ovog poglavlja, naime, vec´ smo vidjeli u Primjeru
3.2.2. da se Clarkeova i Michel-Penotova derivacija podudaraju u tocˇki pi za zadanu funk-
ciju. Takvo nesˇto ne mora vrijediti za sve funkcije, ali vrijedi za funkciju λm:
Teorem 3.3.5. Clarkeovi i Michel-Penotovi subdiferencijali funkcije λm u A ∈ S n su jed-
naki:
∂♦λm(A,G) = ∂◦λm(A) = conv {xxτ : x ∈ Em(A), ‖x‖ = 1}, m = 1, . . . , n. (3.12)
Dokaz. Uocˇimo da je potrebno dokazati samo inkluziju
∂◦λm(A) ⊂ ∂♦λm(A),
jer za obratnu inkluziju vec´ znamo da vrijedi, a druga jednakost tada slijedi po Teoremu
3.3.3. i Propoziciji 3.3.4.
Uzmimo proizvoljnu, ali fiksnu, matricu G ∈ S n i indeks m. Po 3.10, postoji niz simetricˇnih




Uzimanjem podniza mozˇemo bez smanjenja opc´enitosti pretpostaviti da skup indeksa
I := {i : λi(Ak) = λm(Ak)}
ne ovisi o indeksu k, a buduc´i da su funkcije λi neprekidne mora vrijediti
I ⊂ {mˆ, mˆ + 1, . . . , m¯}.
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Sada, za svaki k mozˇemo odabrati ortonormiranu matricu Uk koja dijagonalizira matricu
Ak, takvu da Uk → U buduc´i da je λm neprekidna, a matrica U dijagonalizira matricu A.
Oznacˇimo sa UI i UkI redom podmatrice od U i U
k indeksirane elementima, gore definira-
nog, skupa I. Po Teoremu 3.1.1. vrijedi nejednakost:
λ′m(Ak,G) ≤ λ1((UkI )τGUkI )→ λ1(UτI GUI).
Neka je Um matrica cˇiji su stupci indeksirani sa {mˆ, mˆ + 1, . . . , m¯}, pa vrijedi







sˇto znacˇi da vrijedi
λ◦m(A,G) ≤ λ′mˆ(A,G),
odnosno, buduc´i da je matrica G bila proizvoljna, imamo
∂◦λm(A) ⊂ ∂(λ′mˆ(A, ·))(0).
Prema Teoremu 3.3.3. slijedi trazˇena inkluzija i time je teorem dokazan. 
Usporedba s drugim rezultatima
Imajuc´i na umu prethodni teorem, po formuli 2.1, Clarkeovu derivaciju u smjeru mozˇemo
pisati na sljedec´i nacˇin
λ◦m(A,G) = max {xτGx : x ∈ Em(A), ‖x‖ = 1},
rezultat koji su prvi promatrali Cox i Overton ([5]). Alternativni dokaz mozˇe ic´i, na primjer,
preko gotovo svuda diferencijabilnosti funkcije λm.
Cox [8] je koristio neprekidno diferencijabilne funkcije F : Rk → S n. Tada promatramo
kompoziciju λm ◦ F i zˇelimo izracˇunati Clarkeov subdiferencijal. Prilicˇno kompliciran
argument daje egzaktnu formulu u slucˇaju da je svojstvena vrijednost najvec´a ili najmanja
u bloku jednakih, a u suprotnom vrijedi samo inkluzija. Za p, d ∈ Rn i A = F(p) rezultat
glasi
(λmˆ ◦ F)◦(p, d) = (λm¯)(p, d)
= max{xτ(F′(p)d)x : x ∈ Em(A), ‖x‖ = 1}
≤ (λm ◦ F)◦(p, d).
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Ovaj rezultat sada slijedi direktno iz formule 3.12 koristec´i Teorem 2.2.8. (Lancˇano pra-
vilo). Buduc´i da su λmˆ i −λm¯ regularne za njih vrijedi jednakost, za opc´enite svojstvene
vrijednosti samo inkluzija. Za Michel-Penotovu derivaciju vrijedi isti argument, uz napo-
menu da je za funkciju F dovoljno pretpostaviti da je diferencijabilna.
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Sazˇetak
U ovom radu prosˇiren je pojam diferencijabilnosti lokalno Lipschitzovih funkcija sa Rn
u R. Prvo promatramo derivaciju u smjeru poznatu iz klasicˇne analize i navodimo neka
njena svojstva, kao sˇto su na primjer, ogranicˇenost, Lipschitzovost i sublinearnost. Nakon
toga definiramo subdiferencijal konveksne funkcije u tocˇki x ∈ Rn. Taj skup je neprazan,
konveksan i kompaktan, a u slucˇaju da funkcija nije konveksna, mozˇe biti i prazan.
U nastavku promatramo opc´enite lokalno Lipschitzove, ne nuzˇno konveksne funkcije i
definiramo generaliziranu Clarkeovu derivaciju u smjeru i Clarkeov subdiferencijal. Na-
vodimo neka njihova svojstva i usporedujemo s obicˇnom derivacijom u smjeru. Kao i u
klasicˇnoj analizi za diferencijabilne funkcije, i za generaliziranu derivaciju u smjeru pos-
toje pravila racˇunanja za linearnu kombinaciju, produkt, kvocijent i kompoziciju. No, u
opc´enitom slucˇaju vrijedi samo inkluzija medu pripadnim subdiferencijalima. Zatim navo-
dimo teorem o subdiferencijalu max funkcije i generalizirani teorem srednje vrijednosti.
Koristec´i rezultate iz prethodnih poglavlja, racˇunamo subdiferencijal i derivaciju najvec´e
svojstvene vrijednosti realne simetricˇne matrice. Zatim uvodimo Michel-Penotovu deriva-
ciju u smjeru i pripadni Michel-Penotov subdiferencijal i pomoc´u nekoliko rezultata dola-
zimo do zakljucˇka da se Clarkeov i Michel-Penotov subdiferencijal podudaraju za funkciju
m-te najvec´e svojstvene vrijednosti realne simetricˇne matrice.
Summary
In this master thesis we study the extended notion of diferentiability of real locally Lips-
chitz functions defined on space Rn. In the first part we study the well known directional
derivative of convex functions and its properties, some of which are, for instance, bound-
ness, locally Lipschitz continuity and sublinearity. After that, the subdifferential of convex
function in x ∈ Rn is defined, and we show that it is a nonempty, convex and compact set,
which can be empty if the function f is not convex. Next, we study the Clarke’s directional
derivative and Clarke’s subdifferential. We list some of their properties and compare them
to the usual directional derivative.
Simlarly to clasical analysis, there are calculus rules in nonsmooth analysis for Clarke’s
subdifferentials, such as for linear combination of functions, product, quotient and chain
rule, but in the case of Clarke subdifferential, only one inclusion can be showed. We also
generalize some important results, such as mean value theorem and max-function theorem.
In the last section we calculate the subdiferential and directional derivative of the largest
eigenvalue of the real symmetric matrix with the help of the results from the previous
chapters. Another generalized derivative is defined, called the Michel-Penot’s directional
derivative. After defining the Michel-Penot’s subdifferential we show that Clarke’s and
Michel-Penot’s subdifferentials coincide for mth largest eigenvalue of a real symmetric
matrix.
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