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SUMÁRIO 
Este trabalho tem como finalidade apresentar definições 
de eficiência relativa assintótica devidas a Pitman e a Bahadur ; 
estabelecer as relações existentes entre elas e procurar, através 
da análise da razão entre o poder do teste F e o poder do teste 
de Kruskal-Wallis, verificar se os resultados assintóticos dessas 
eficiências são aplicáveis também a casos finitos. 
No Capítulo I é feita uma revisão bibliográfica sobre 
o assunto. No Capítulo II é feita uma aplicação ao caso dos 
testes de Kruskal-Wallis e F em amostras simuladas e através ' 
do método de Monte Carlo sao calculadas as estimativas do poder. 
SUMMARY 
This work aims at the presentation of definitions 
of Pitman's and Bahadur's relative asymptotic eficiency, esta 
blishing the existing relations between them and attempting to 
verify, by analysing the ratio between the powers of F test 
and Kruskal-Wallis test, if asymptotic results of these effi-
ciencies are also applicable to finite cases. 
In chapter I a literature survey on the subject 
has been made. In chapter II an application of Kruskal-Wallis 
test and F test in simulated samples has been made and the es 
timates for the powers are calculated by Monte Carlo Methods. 
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CAPITULO I 
l. INTRODUÇÃO 
Para testar uma hipótese contra uma alternativa dada e 
xistem, em geral, vários testes possíveis com diferentes propried~ 
des. Procura-se em cada caso um teste "Ótimo", isto é, aquele que 
apresenta as melhores propriedades em cada situaçio, onde "melhor" 
significa o controle pelo teste de uma propriedade desejável. Qua 
se sempre essas propriedades sio definidas em termos de funçio p~ 
der do teste que geralmente é muito difÍcil de determinar, ou, po~ 
sível numericamente, apenas para alguns poucos casos específicos. 
Uma maneira alternativa para comparar dois ou mais tes 
tes é fazer um estudo sobre suas eficiências relativas, cuja defi 
niçio será dada mais adiante, que permite avaliar a perda de efici 
ência, decorrente do uso de outro teste que nio seja o "ótimo". Po 
de acontecer, por exemplo, que o teste uniformemente mais poderoso 
seja apenas um pouco mais poderoso que um outro muito mais simples 
de computar. Em tais circunstâncias pode-se decidir pelo uso do 
teste menos eficiente mas, antes de se tomar tal decisio é preciso 
fazer uma comparaçio quantitativa entre os testes. 
A necessidade de medir a eficiência dos testes surgiu co 
mo consequência do interesse dos estatísticos pelos testes comput~ 
cionalmente simples, o que aconteceu na década de 1930. Portanto, 
somente quando os testes "ineficientes" tornaram-se de interesse ' 
prático é que foi necessário investigar suas propriedades mais fra 
cas. 
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1.1. Eficiência Relativa 
Se um teste de tamanho a requer n observações para al 
cançar um poder Se um.29 teste, de mesmo tamanho a necessita de 
m observações para alcançar o mesmo poder contra a mesma alternati 
va, define-se a eficiência relativa do primeiro teste em 
ao segundo como sendo a razão m • 
n 
relação 
Aumentando infinitamente o valor de n obtém-se o limite 
da razao m • 
n 
Esse limite é a eficiência relativa assintótica da se 
quência de testes {T~ 1 )} em relação à sequência {T~ 2 ) }. 
2. COMPARAÇÕES ASSINT6TICAS 
2.1. Sequências de Testes. 
Num espaço amostral S tem-se os pontos s = (x1 , x2 I 
• • • , . . , ) com x e :m. 
Seja e e Q o parâmetro de interesse e Q o conjunto I 
de hipóteses admissíveis. Se estatísticas Tn(s) são usadas p~ 
ra testar a hipótese. 
contra 
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pode-se definir para cada tamanho amostral n, um teste ~n , tal 
que 
o I se T < k n 
~n = 
Xn I se Tn = k 
1 I se Tn > k I 
e consequentemente haverá uma sequência de testes {~ } '~'n 
ser identificada com {Tn} 
Se existem duas sequências de testes, 
(t) 
{Tn } e 
que pode 
para um mesmo problema, pode ser necessário estudar o comportamen-
to assintótico das mesmas para poder compará-las. 
O objetivo desse trabalho é apresentar duas definiçÕes ' 
sobre eficiência relativa assintótica: a de Pitman (1948) e a de 
Bahadur (1960); comparar os resultados e fazer algumas compara-
ções para pequenas amostras, através de um estudo de Monte Carlo. 
2.2. Comparações Assintóticas 
Para cada par de testes tem-se a eficiência relativa de 
finida em 1.1. Ao se tratar de comparação de duas sequências de 
testes, é preciso uma Única medida através da qual se possa dizer' 
qual é a mais eficiente, e isto pode ser obtido através de um pr~ 
cesso limite. Uma maneira seria fazer os tamanhos amostrais n e m 
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tenderem ao infinito e tomar a razao dos poderes dos testes. Es-
se processo apresenta uma outra incoveniência além dos já citados: 
se os testes considerados forem ambos de tamanho· a e consistentes, 
a função poder de cada teste· tenderá a 1 quando n crescer. 
Wald, em 1941, definiu um teste assintoticamente mais p~ 
deroso, como sendo aquele cuja função poder não pode ser melhorada, 
quando o tamanho da amostra tender ao infinito, ou seja, aquele 
que é assintoticamente uniformemente mais poderoso, mas o exemplo' 
a seguir (Kendall and Stuart- The Advanced Theory of Statistics), 
mostra que esse critério nem sempre é conveniente. 
2.3. Exemplo de Comparação de testes 
Para testar a média de uma distribuição normal com va 
riância conhecida, igual a 1, sejam e 
H : 8 = 61 > 8o a 
respectivamente, as hipóteses nula e alternativa. O teste UMP(uni 
formemente mais poderodo) , 
pela região crítica 
(x X > 6o + K ~ } , 
a 
e a sua função poder é 
, de 
( 1) l _ "' ( 6o K a 1 o- 6 1) 8n (61) = ~ ____ + ___ a __________ ~ 
onde 
.. 
e dado 
X € {X 
010 = 
a 1 1 = 
< T ( 1l I e o> 
n 
v (T ( 1 ) I 8 d 
ar n 
(1) 
Sn (81) pode ser escrita como: 
Seja ( 2) 
~((81- 8o) 1n- K) 
a 
Tn outro teste que rejeita 
X > 8o + K Vn } 
CI2 
se 
onde 
os 
(2.1.) 
K 
CI1 
e 
K sao funções de n escolhidas arbitrariamente, de modo que 
C12 
(T (2) 
n 
ou melhor, 
(2) 
6n ( 8 1) = 
2 2 
Usando a notação a 2 o e 02 1 
(2) 
para v (T I 8.0) 
ar n 
e 
I 8 1 ) , respectivamente, tem-se a seguinte função poder: 
021 
(2.2.) 
Como ~(x) é sempre positivo V x €IR tem-se a seguinte 
desigualdade: 
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(2.3.) 
O primeiro teste sendo 
(2) 
... UMP 1 o seu poder sera sempre 
maior que o de Tn 1 ou seja, 
(1) 
a <e1> -~-'n 
De ( 2 .1.) 1 ( 2. 3.) e ( 2. 4.) obtem-se 
Para (x - y) fixo 
Aplicando (2.6.) em (2.5.) obtem-se 
l< - K 
<I>( a etz ) _ 
2 
K - K 
( (l Ct2)) 
<I> ( - 2 > 
Se for escolhido para cada n um K 
Ct2 
lim 
n-+oo 
o 
(2.4.) 
(2.5.) 
(2.6.) 
(2.7.) 
tal que 
(2.8.) 
A diferença 
(1) (2j 
6n (e 1 ) - Bn (e 1 ) tenderá para zero e o 
teste T~ 2 ) será assintoticamente UMP. 
Tomando a razão de erros de tipo II dos testes, de (2.1.) 
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e (2.2.) tem-se 
(2) 
1 - Bn (e 1) 
= 
(1) 
1 - Bn (e 1 > 
(2.9.) 
Fazendo -Jn-+ oo , o numerador e o denominador de (2.9.) 
tendem a zero. Usando a regra de L'Hôpital se obtem: 
lim 
+ 
1 -
1 -
( 1) 
Bn (e 1 ) 
= 
lim 
Vn-+oo 
- < e 1 - e o. > 'f' < K a - < e 1 - e o > Vn > 
O limite (2.8.) implica que K -+ oo 
a1 
(2.10.) 
com n e portanto 
o segundo termo do segundo membro de (2.10.) tende para zero. 
lim 
~!l=+oo 
+ 
A expressao (2.10.) passa a ser 
(2) 
l - Bn (e d lim 
(1) 
1 - Bn (e 1) 
f ( K a 
2 
- ( e 1 - e u ) .. Jn) 
lf (Ka- (el - eo) ...Jrl) 
- K I lD ( K - ( e 1 - e 11 ) - rn 
az T az IJ .. 
Ce1 - 8u) lf (K -(el - eohÍr}') 
a 
+ 
(2.11.) 
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Por (2.8.) o segundo termo de (2.11.) tende a 1 e o pri-
meiro termo pode ser escrito como 
lim 
-K' exp 
0.2 
-K' 
0.2 
1 [ 2 
exp {- 2 Ko. - ( 6 1 - 6 o) yn ) } 
1 2 
exp { - - (K 2 0.2 
= 
(2.12.) 
Por (2.8.) o 19 termo do expoente da direita de (2.12.) 
tenderá a zero. Por outro lado se se fizer: 
= K o. I Q < Ô < 1/2 1 (2.8.) será verifi 
cado e (2.12.) tenderá para o infinito com n e consequentemente ' 
(2.10.) tenderá também para o infinito. 
Embora ambos os testes sejam assintoticamente UMP, a ra 
zao de erros de tipo II tende para infinito quando n ~ oo Por 
tanto a propriedade "assintoticamente UMP" não é conveniente nesse 
caso, para a comparação de testes. 
Como já foi dito, duas sequências de testes podem ser com 
paradas através de suas eficiências relativas assintóticas. Existem 
diferentes maneiras de definir a eficiência relativa. A definição ' 
09 
mais conhecida é a de Pitman que será apresentada logo a seguir. 
Será apresentada também a definição de Bahadur e mais adiante será 
feito um estudo que procura relacionar uma definição com a outra. 
3. EFICI~NCIA RELATIVA ASSINT6TICA 
3.1. Definição de Pitman 
sequências de testes com o {T (1) } ( 2) Sejam e {T } duas n n 
mesmo nível assintótico a o Sejam 
(1) (2) 
8n e Sn , respectiva -
mente, as funções poder dos testes citados e a alternativa tenden 
do à hipótese nula, isto é, e~ 8o· 
Supondo que existem duas sequências crescentes de -nume 
ros naturais {n.} 
J 
e {m.} 
J 
para os quais os limites das funções 
poder são iguais, não nulos e diferentes de 1, ou seja, 
O =1- lim = lim e se 
n.~oo m.~oo 
J J 
o lim m. 
_2 existir para toda possível escolha das sequências {mj} 
j~oo n. 
J 
e {n.} e tiver o mesmo valor, esse limite será definido como a 
J 
Eficiência Relativa Assintótica de Pitman, de 
(2) 
{Tn } • 
(1) {T } em relação a 
n 
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Pitman fixa o nível assintótico a e o poder assintótico 
~ e faz a alternativa convergir para a hipótese nula. 
3.2. Definição de Bahadur 
Bahadur prefere fixar a alternativa ea e o poder ~ e 
comparar as sequências de níveis de significância. Sua definição' 
de eficiência relativa assintótica baseada em nível exato de 
( 1) 
Tn 
e 
(2) 
T 
n 
( 1) 
e~{Tn 
onde os 
é então: 
( 2) 
, T 
n 
.. . 
nJ.veJ.s 
lim 
-
n-+oo 
= 
lim 
-
n-+oo 
an 
(i) 
_1 (1) 
2 n log an 
(3.1.) 
_1 (2) 
2 n log an 
i 1, 2, tendem a o quando = n cresce. , 
Na prática, na maioria das vezes, somente níveis aproxi-
mados sao usados porque a distribuição exata de Tn para um e e no 
às vezes, nao é tabulada, ou, então, é difícil para computar, ou, 
ainda, porque o nível exato de T não existe, por exemplo, quan-
n 
do a distribuição é discreta e nao se deseja aleatorizar. Mesmo 
quando existem níveis exatos espera-se que conclusões baseadas em 
comparaçoes de níveis aproximados dêem pelo menos uma indicação do 
que esperar em comparações de níveis exatos. 
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3.2.1. Sequência Padrão 
Para definir a eficiência relativa de testes baseados em 
níveis inexatos, Bahadur define, primeiramente, uma sequência p~ 
drão (Bahadur, 1960). 
Seja S um espaço amostral com uma probabilidade Pe peE 
tencente a uma família inde~ada por e, sendo e um parâmetro que 
asSUiiUB'' valores em n • Seja Ho a hipÓtese de que e e 11o C 11 • 
Para cada natural nao nulo n, seja Tn uma estatística 
de valores reais. Diremos que {T } é uma sequência padrão se as 
n 
seguintes condiçÕes forem satisfeitas: 
I) Para cada e e no existe uma função distribuição con 
tínua F tal que 
lim Pe (Tn < x) = Fe(x) , VxeR (3.3.) 
n-+oo 
II) ~ uma constante a, O < a < oo tal que 
2 
log (1- F(x) J = -a~ 11 +o (1) I para x-+ oo (3.4.) 
III) ~ uma função sobre n - no com o < b < oo,tal que 
para cada e e n - no 
lim Pe < I Tn b <e> 1 > x) = o v X > o (3.5.) , , 
rn 
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ou seja, tende em probabilidade para b(8). 
Exemplo: Sejam X1 , X2 , ••• , Xn , variáveis aleató-
rias independentes, identicamente distribuÍdos com função de dis-
tribuição F, com média u e variância cr 2 • Sejam H : u = O a 
hipótese a ser testada e Tn a estatística t baseada nas n primei 
ras observações aleatórias, isto é, 
existe 
tal que 
Para 
T 
n = 
(3.6.) 
cr 
rn 
A sequência {Tn} é uma sequência padrão pois: 
F(x) = 
X 
f 
_1/2 t2 
(2n) exp (- 2 ) dt 
-ao 
lim P 8 (Tn < x) = F(x) e que, portanto, satisfaz !) . 
n-+oo 
_1/2 
1 - F(x) - (2n) e consequentemente 
log (1-F(x)) = I e a condição II é satisfeita com a = 1. 
Além disso, tende em probabilidade para .ll (J 
Pode-se definir o nível alcançado por Tn por 1 - F(Tn) 
embora esse seja apenas um nível aproximado. 
o nível alcançado por Tn é uma variável aleatória defini 
da sobre S = { (x 1 , x2 , . • • ) } onde cada xi é um possível va 
13 
lor de xi • O comportamento dessa variável para n ~ oo pode 
ser escrita em termos de Kn , onde 
(3.9.) 
Para cada e e no 1 .. e tal que 
< v) = lim P e (- 2 log < 1 - F e (Tn) > < v ·) 
n~oo 
= 
" 
= limPe (1- Fe(Tn) 
n~oo 
--,: 
.> e ] = limPe I Fe(Tn) < 1-
n~oo 
A expressao acima se resumirá em: 
< ") = P(X.2 < V) I (3.10.) 
ou seja, tem assintoticamente uma distribuição x. 2 com 
graus de liberdade. 
De acordo com (3. 9.) 1 (3.10) 
e:n ~ O em probabilidade quando n ~ co • 
= 
2 
a (b<e>J 
como consequência de. (3.4.) e (3.5.). 
Portanto, se se definir 
= e: 
n I 
onde 
Para e € n - no 
2 
I 
então, 
c <e> 
K 
n 
= { O para 
a(b<e>) 2 
n = C + e:n 
e e 0 0 
para e e O - Oo 
onde e:n ~ O em probabilidade quando n ~ oo 
3.2.2. Comparações de Sequências PadrÕes. 
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(3.11.) 
( 1) 
Sejam {Tn } 
( 2) 
e {Tn } duas sequências padrÕes e se-
j am F ( i ) ( x) , (i) a e b(i)<e> as funções e constantes para as 
quais a sequência i, i= 1, 2, satisfaz as condições I), II) e 
III). Fixando e e n - no define-se a eficiência relativa as 
sintética da sequência 1, em relação à sequência 2 como sendo a ra 
zao: 
(2) 
T 
n = 
(3.12.) 
Diz-se que um teste baseado em T (i) n não é tão bom qua~ 
to aquele baseado em T ( j) 
n 
, se o nível alcançado pelo primeiro 
for maior que o alcançado pelo segundo, ou seja, se 
K (i) (8) < K (j) (8) 
n n 
De (3.11.) e (3.12.) segue-se que 
( 1) 
Kn 
K l2) 
n 
p 
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(3.13.) 
quando n tende ao infinito. 
( 1 ') ( 2 ') (1) .. Se e (T I T ) < 1 I T e menos eficiente que S n n n 
( 2) 
Tn 
( 1) ( 2) ) 1 então 
(1) 
.. Se e8(Tn I T > I Tn e mais eficien-n 
(2) 
te que T 
n 
(1) ( 2) 
Se e (T Tn = 1 os dois sao igualmente efici 8 n I I 
entes. 
Sejam {n.} e {m.} sequências crescentes de .. as nume 
J J 
r os inteiros, tais que para cada amostra de tamanho n. 
J 
para o 
primeiro 
do teste 
teste corresponde outro 
alcançar o 
( 1 } 
K 
mesmo nível 
de tamanho 
do primeiro. 
m. , que fará o segu~ J 
Se n. 
_l tende em probabilidade para 1, quando n ten-
~~) 
J 
de para infinito, diz-se que n. e m. sao tamanhos amostrais as 
J J 
sinteticamente equivalentes 
(1) (2) 
para as sequências {Tn } e {Tn }. 
Os tamanhos n. 
J 
e m. 
J 
são assintoticamente equivalen -
tes se, e somente se, 
lim 
j -+oo 
n. 
__]_= 
m. 
J 
(2) 
T 
n 
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(3.14.) 
De fato, se {n.} e 
J 
{m.} forem as sequências crescen-
J 
tes de números inteiros positivos acima mencionadas, de (3.11.) e 
{3.12.) tem-se que 
l:.!) 
' T n = = lim 
j-+oo n. 
J 
m. 
_J_ 
(:.!) K 
m. 
J 
= lim 
n. 
J {3.15.) 
j-+oo m. 
J 
3.2.3. Exemplo de aplicação da eficiência relativa assintótica de 
Bahadur. 
Sejam variáveis aleatórias inde -
pendentes e identicamente distribuídas segundo a normal padroniza-
da ~{x- ~) , onde ll em e a> O são desconhecidos. 
a 
e = {u, o) e H0 : u = O a hipótese de interesse. 
Para cada n = 1, 2, .•• , seja Un o número de 
sitivos no conjunto {x 1 , x 2 , ••• , xn} Definindo 
= 
j2 un - n I 
rn 
e 
Sejam 
) 
x.s p~ 
J 
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(2) 
Tn como a estatística t baseada nas n primeiras observações, 
tem-se que 
T ( 1) 
n 2 un 
= - 1 = 
n 
2 P(U > O) - 1 
n 
A expressao (3.17.) tende em probabilidade para 
2 ~(~) - 1 e além disso (J 
T (2) 
n 
p 
a 
De acordo com a definição de Bahadur, para cada 
(3.17.) 
(3.18.) 
e = (J.l, cr) com .u 
( 2) 
Tn 
I o 
(1) 
, a eficiência relativa assintótica de Tn 
em relação a 
1 
= 2 
c 2) 
T 
n 
A função 
.u 
e 
e consequentemente, 
( 2) 
.-
e: 
}.12 
-2cJT 
lim 
)J.-+0 
I Tn ) = 
u'* 
lim 2 -4a
2 2 
= - e = 
.u-+0 7T 7T 
pode ser escrita como: 
(- 1 + .u 
lim 
u-+0 
2!cr& 
- 2 .u 
(J fiTI 
(3.19.) 
+ • • • ) 
(3.20.) 
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... 
o valor da eficiência relativa assintótica de Pitman de que e 
(1) 
relação 
(2) 
T em a Tn n 
Nesse exemplo, o limite da eficiência de Bahadur r e sul 
tou na eficiência de Pitman. Para verificar se esse resultado pode 
ser generalizado será feita em seguida, uma comparação entre as 
duas definições, procurando estabelecer uma relação entre as duas. 
4. COMPARAÇÃO ENTRE A EFICI~NCIA RELATIVA DE PITMAN E A EFICI~NCIA 
RELATIVA DE BAHADUR. 
Primeiramente, serao enunciados e demonstrados alguns 1~ 
mas e teoremas (Schmetterer, 1974), que fundamentarão conclusões 1 
interessantes. 
Seja {Tn} uma sequência de testes para testar 
Ho : e = 6 0 • Para simplificar, será considerado 
4.1. Lema. 
Seja F uma função estritamente monótona, 
eo = o 
{a } 
n 
uma 
sequência de números positivos, {~n} uma sequência de funções so 
bre n, tais que para o. 
para 
lim a 
n n+oo 
lim 
n-+oo 
P Tn ).ln {Sn) -- --
1----==---..::..:._) < x) = F {x) 
o 
n 
-oo < X < oo 
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(4.1.) 
Representando Tn- ).ln{O) 
o 
por hn i se a região cri-
n 
tem um nível de significância an i se 
h lim kn k Bn 
.. função poder = I = e se e a para um I 
n+oo 
determinado n, então, B (8n) + B = 1 - F(k - i) ielR se,e , I 
somente se, ).ln {8n) - ).l 
= 
lim 
n+oo 
4.2. Lema 
De fato, 
T ( n - u n 
o 
n 
( 1 ) 
Sejam {Tn } 
n 
n 
{O) 
+ 
++ 
i 
{h < k ) 
n n 
(8 ) - ).1 (0) 
n n ) 
o 
n 
= 
e 
i = lim (8 ) - .u {O) n n 
n+oo 
(4.2.) 
( 2) 
e {T } duas sequências que satisfazem 
n 
as condições do lema anterior para um mesmo nível assintótico a, 
juntamente com as sequências {a (i)} 
n e 
Seja {en} urna sequência de alternativas 
( 2) 
e tal que lim sn <en> = t3 = 1 - F(k -
n+oo 
o < t3 < 1 e l > o . 
{u (i)} 
n ' 
que tendem a 
l) 
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i = 1, 2. 
H o . e = o • 
(4.3.) 
Para cada n associa-se um número natural rn > n tal que 
. -para a regJ.ao crítica T (1) { r n 
-da função poder e s, ou seja 
( 2 ) 
)..ln (en) 
(1) 
.u ( en) 
r 
n 
Nestas condiçÕes 
( 2) (1) 
- ,ll (0) ar 
n n 
( 1 l ( 2) 
- .u (0) an 
rn 
Demonstração: 
De lim e = o 
n n+oo 
.ur <e > n 
n 
ar 
n 
( 1) 
lim t3 
n n+oo 
-+ 
1 
tem-se que 
De (4.4.) e pelo lema anterior: 
(1) (l) 
.Ur <ern ) - .u (o) 
n rn 
-+ l ( 1) 
ar 
n 
> k r rn 
<en> = t3 
lim er = o 
n+oo n 
De forma semelhante, a partir de (4.3.) 
o limite 
(4.4.) 
(4.5.) 
(4.6.) 
(J (2) 
n 
{O) 
Consequentemente, verifica-se {4.5.). 
4.3. Teorema. 
Supondo satisfeitas todas as condiçÕes de 
{i) 
num intervalo aberto contendo eo = O ; un , 
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{4.7.) 
4.2.; sejam 
i = 1, 2, fun 
çoes m vezes continuamente diferenciáveis que tem as derivadas de 
ordem menor que m, todas nulas no ponto O e cuja primeira derivada 
nao nula, nesse ponto, é a de ordem m. Se existir um ô > O tal 
que 
o < lim dm ).ln {i) lo I ô {i) n (J < 00 n-+oo n 
d em 
{4.8.) 
e se para cada sequência { en} 
' 
e.n e n ' o 
lim 
n-+oo 
d m {i) ).ln 
= 1 I {4.9.) 
v i, {i = 1, 2) então, 
dm .u~ lJ I 1/õ 
(1) T (2) ) n d em en 
(J (2) 
lim lim n {4.10.) e {T = - = --p n I n r a n(l) n-+oo n n-+oo dm .u (2) 
lo n d em 
---
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Demonstração: 
Seja e -+ o. 
n Então, pelo fato de .un (e) ter as deri-
vadas de ordem menor que m nulas, em e0 = O e pelo teorema do va 
lor médio, existe uma sequência {e.} 
J 
tal que 
d ll ( 2) 
I e 1 ll (2) ( en) - ).1 l2) (o) n n n d e 
= 
).1 (1) ( en) - u (1) (O) d ll (1) (o) I r rn rn n 
d e e 1 
d 2ll~2) I d 2.u {2) d 2,\1~2) I de~ le2-e2 d e2 d e 2 o 
= 
= 
d2.u (1) 
I e, 
d2.u (1) d2.u (1) 
lo 
r rn 
I e, 
r 
n n 
d e 2 d e 2 d e 2 
Pelo lema 4.2. e por (4.7.) 
~m n~'!J (1) 
lim d em em 
o r 
n 
n-+oo 
dm .u (1) a ( 2) n 
rn 
I em d em 
I e 1 ~ j < m 
= 
d ll~2) I 
(j"ã e1-
d .ud2)1 
d e o 
= 
d ).1 (1) d ll (l) 
r rn n 
d e e1 d e o 
dm .u (2) 
I em n d em 
= = . . . dm ..u (1) 
I em 
r 
n 
d em 
(4.11.) 
= 1 (4.12.) 
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O membro esquerdo da expressao (4.12.) pode ser escrito 
corno: 
drn ).l (2) drn u (1) drn .u (2) 
jern 
-r / n ( 1) .n 
d ernn lern a 
1im d em rn 1im 
d em em 
= 
n-+oo dm .u (1) a (2) n-+oo dm )l l1) dm .ll (2) 
f o 
r n 
rn j n n I em dem d em d em o 
dm ..11{2) dm ..u (1) 
n 
lo d emrn lo 
1im (!!.._) ô 1irn 
d em 
1im = 
n-+oo rn n-+oo ô a (2) n-+oo rô a (1) n n n rn 
Portanto, 
dm .u~')i dm .u (1) 
d em n lo 
1im (!!.._) ô d em o 1im = 1 (4.13.) 
n-+oo rn nôa (2) n-+oo nô a (1) 
n n 
e consequenternente, verifica-se (4.10.). 
4.4. Relação entre a eficiência de Pitman e a de Bahadur. 
Seja h (i) n = 
T ( i ) - )l:- ( i ) ( O ) 
n n 
i = 1, 2 , cuja função distribuição é 
h x2 
q>(h) = f 1 
-.[2; 
--z 
e dx 
-oo 
Se 
p (i) 
' 
para n > 1 
= 
(i) 
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e 
h (i) 
n b. (e) = 
l. 
Pn (e) ).ln (O) (4.14.) 
a (i) 
n 
e se as condições do teorema 4.3. estiverem satisfeitas para 
ô = ! , então a eficiência relativa assintótica de Pitman será o 2 
limite da eficiência de Bahadur quando e tender a zero, como .. ser a 
verificado (Schmetterer, 1974). 
Pelo teorema 4.3. 
, d u \1) 
lo 0~2) 12 n ( 1) ( 2) d e 
e (T T = lim = p n n n-+oo d .u l2) 
n 
lo o~') J d e 
= lim 
n-+oo 
= lim 
8-+0 
[ lim 8-+0 
! lim n-+oo 
.uC1l<e> -u\1l(O} 
n n 
u c2 l(e} - u C1l(O} 
n n 
.uC 1)<e>- u(1l(O} 
n n 
_uL2l<e> _ .u(1l(o} 
n n 
2 
crnL2) J 
a (1) 
n 
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= 
Conforme (4.14.} e a definição da eficiência de Bahadur: 
(T ( 1) ep n , T (2) n = lim I' b 1 (a} l 2 8-+0 b2 (8} , = lim 8-+0 e (T C1l 8 n I T \2) n 
(4.15.} 
SÓ a eficiência de Pitman pode nao ser suficiente para • 
verificar o comportamento de um teste em relação a outro, como p~ 
de se ver no exemplo a seguir, estudado por Bahadur (1960}. 
4.5. Exemplo. 
I {X } 2m I I m=l, 2, 3, .•• , 
k sequências independentes de variáveis aleatórias independentes 
X. (i) 
J com j = 1, 2, 3, ••. e i = 1, 2, ••• k, F (x} uma 
função distribuição contínua com média zero e variância igual a 1. 
26 
Supondo que cada sequência {X .. } l.J , i = 1, ••• k, tenha 
pelo menos uma observação, que mi é esse número de observações, o 
total será 
Para cada, i = 1, 2, ••• k seja pi , 
limite de mi para n -+ oo 
n 
As sequências em questão sao as seguintes 
X 1 1 X 12 X 1 3 o . . X 1m 1 
X21 X22 X23 . . . X 2m 2 
xk1 xk2 xk3 . . . X kmk 
o < p. < 1, o l. 
Representando por ui a média de {X . . } e por a 2 a v a l.J 
riância comum a todas as sequências e supondo que 
( x) = F(x- ~1.') p X .. < l.J 
a 
Seja , 1 o o o ).lk) 
a hipótese a ser testada através dos testes T (1) n e 
= 
T (2) 
n • 
Em outras palavras, a hipótese Ho será testada baseada nas obser 
vaçoes X .. l.J tais que I onde e .. é a varia l.J 
-çao devida ao acaso. 
Wallis, 
onde R. = 
1.• 
Sejam 
( 1) 
T 
n 
1 
m. 
l. 
I 12 =v~ (n+l) 
mi 
r Rij j-=1 
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a raiz quadrada da estatística de Kruskal-
k 
r mi (R - n+l)2 
i• 2 i=1 
e R •. 
l.J 
-e o posto de xij 
(4.16.) 
' e 
(2) 
T 
n 
a raiz quadrada da estatística F usual de análise de variância 
k k 
1) r m. r (Xi. - x .. >2 ( 2) i=l l. i=1 T = 
n k 
_1 mi 
tn - k) r r (X .. - X. ) 2 
i=l j =1 l.J 1.. 
(4.17.) 
(1) {Tn } é uma sequência padrão (Kruskal, W.H., 1952), com tendência 
onde 
k 
r 
r=1 
k 
r 
i=1 
p. 2 
l. ' 
ll· - llr (F<x + 1 0 ) - F(x) ) dF. 
(4.18.) 
(4.19.) 
l2) {Tn }, também é uma sequência padrão, com tendência 
onde 
k 
= r 
r=l 
p. y. 
l. l. 
:.! 
De acordo com (3.12.) 
(2) 
' T n = 12 
k 
r 
i=l 
k 
r 
i=l 
, 
p y.2 i l. 
Com e -+- eu = (u, u , ••• , u) tem-se 
e consequentemente, 
lim F(x + ~) - F(x) = f(x) 
~-+O ~ 
que é função densidade de X. 
De (4.23.) segue-se que 
11) ( 2) 
lim eB (Tn , T = 
e-+eu n 
k 
r 2 00 
i=l pi P· ( J J 2 12 lim l. 12 f (x) dF = = , e-+eo k 
-oo 
r p. yi :.! 
i=l l. 
e de acordo com a conclusão (4.15.) 
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(4.20.} 
(4.21.) 
(4.22.} 
A U. - U o 
u = J r__. 
a 
(4.23.} 
(l) 
e (T p n I 
( z\ 
T 
n = 12 ( 
-oo 
2 
f 2 (x) dfj 
A expressao (4.24.) é limitada inferiormente por 
(Lehman, 1975), o que pode ser verificado minimizando 
I f 2 (x) dx sob as condições: 
Jf(x) dx = 1 I 
Jxf(x) dx = o , 
Jx 2 f(x) dx = 1 I 
f(x) > o I v x. 
-
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(4.24.) 
01864 
(4.25.) 
(4.26.) 
(4.27.) 
(4.28.) 
De acordo com o método de multiplicadores de Lagrange .. e 
suficiente minimizar 
f f 2 (x) + 2ax 2 f(x) + 2b f(x) + 2cx f(x) dx (4.29.) 
Pela condição (4.26.) esta Última expressao passa a ser 
J {f 2 (x) + 2ax 2 f(x) + 2b f(x)) dx , ou 
(4.30.) 
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O ponto de mínimo da função quadrática 
y = f 2 (x) + 2(ax 2 + b) f(x) (4.31.) 
-e 
f(x) = -(ax 2 + b) (4.32.) 
Dependendo do valor de x esta função pode ser posiviva 
ou negativa. Portanto, a função que rninirniza (4.31.) -ser a 
+ b) , se + b < o 
f(x) = (4.33.) 
, se + b > o 
Fazendo urna mudança de variável a função (4.33.) pode ser 
escrita corno 
, se lxl < B 
f (x) = (4.34.) 
, se lx I > B 
Os valores de A e B que satisfazem as condições (4.25.)-
(4.28.) sao: 
A 
3 
e = B = {S 
20Vs 
Sendo assim, r~ f 2 (x) dx - igual a 3{5 e e, con 
-oo 25 
sequentemente, o mínimo de (4.24.) será igual a 0,864 , ou seja, 
{ 1) 
e (T p n , 
(2) 
T 
n 
> 
= 
0,864. 
Por outro lado, desde que 
1f 
00
F(x + â) - F(x) dF I 
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< 1 
= 
, se tem 
e, por conseguinte, 
(l) (2) 12 
el3 (Tn , Tn < 
- k 
r pi 
i=l 
Por isso, a afirmação anterior 
tiva assintótica de (1) -Tn em relaçao a 
yi 2 
de que a eficiência rela-
T (2) e ... maior, quando 
n 
mui 
to igual a 0,864, não é válida para a eficiência de Bahadur quando 
a média de uma das sequências {X .. } 
1] for muito diferente das de 
mais, pois em tais circunstâncias max {Ir i I} tende a oo e con 
sequentemente e ( T (1 ) 
n I 
T (2) 
n 
tenderá a zero (Bahadur, 1960). 
Vale a pena, portanto, estudar o comportamento de testes 
nao apenas através da eficiência de Pitman, mas também sob o ponto 
de vista da definição de Bahadur. 
Será feito no estágio seguinte um estudo de Monte Carlo, 
para amostras finitas, como verificação do resultado deste Último 
exemplo. 
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CAPITULO 11 
1. COHPARAÇÃO DO TESTE DE KRUSKAL-I•lALLIS COH O TESTE F, PARA ,_·_UH 
CASO FINITO. 
Foi demonstrado no exemplo 4.5. que a eficiência relat~ 
va assintótica de Bahadur do teste de Kruskal-Wallis em relação 
ao teste F tende a zero (ou que a eficiência relativa assintóti 
ca do teste F em relação ao de Kruskal-Wallis tende ao infinito)' 
quando urna das médias se afasta indefinidamente das demais. Em 
outras palavras, foi provado que o teste F é melhor que o de 
Kruskal-Wallis à medida que a alternativa e se afasta da hipóte 
se nula, para amostras muito grandes, se este afastamento é do ti 
po mencionado acima. Questiona-se se o mesmo acontecerá para 
amostras finitas. Para tal verificação tornou-se urna amostra de 
tamanho 12 que consiste em 3 subarnostras de tamanho 4 cada urna, 
ou melhor, de 3 populações com médias ~ 1 , ~2 e 
varnente extraiu-se urna amostra de cada urna delas. 
~3, respecti-
Considerando e 0 = (0,0,0) e as alternativas e com 
~ 1 fixo e igual a zero, foram obtidas as estimativas do poder de 
T~ 2 ) (PF) , através de Honte Carlo* e posteri-
(*) O programa se encontra no Apêndice. 
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ormente foi calculado o quociente PF I Pk 
w 
para verificar a ef! 
ciência de T (2) n (teste F) em relação a T 0) n (teste de Kruskal 
-Wallis), para várias alternativas e oara oito distribuiçÕes: nor 
mal padrão; normais contaminadas: SN3 , 10N3 e 25N3; Cauchy;l~ 
gística; dupla-exponencial e a normal/uniforme. 
A normal contaminada a. Na refere-se a uma distribui -
çao com (1- a.)% dos dados com distribuição normal (0,1) e a.% 
com distribuição normal com média zero e desvio padrão a • 
2. PROCEDIHENTO 
Para se obter as amostras de valores de variáveis com di 
ferentes distribuições foi gerada uma sequência de números aleató-
rios (com distribuição uniforme (0,1)) sendo transformadas então 
em uma sequência de 12 valores: 4 com média ~1, 4 com média ~2 e 
4 com ~ 3 , com distribuição K, K = 1, 2, .•• , 8. 
As distribuições foram assim enumeradas: 
k distribuição 
1 Normal (0,1) 
2 Normal SN3 
3 Normal 10N3 
4 Normal 25N3 
5 Cauchy 
6 LogÍstica 
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7 Dupla Exponencial (Laplace) 
8 Normal/Uniforme 
Para gerar os valores da variável com distribuição de 
Cauchy, logística e dupla-exponencial foi usada a inversa da fun 
ção distribuição, ou seja, o teorema da transformação da Integral 
de Probabilidade. 
Se X tem distribuição de Cauchy então: 
f (x) = 1 1 -oo < X < 00 
é a sua função densidade. A função distribuição é: 
X 
F(x) = J 1 1 dt = 1 
2 
arctan (x) 
lT 
-oo 
cuja função inversa será: 
F -l ( u) = tan ( lT ( u - ~) ) 
Se X tem distribuição logística a função densidade é: 
f (x) 1 ( sech ( ~ ) J 2 -oo < X < 00 = , 4 
de modo que 
F (x) 1 = 
1 + e -x 
e consequentemente, 
F-
1 {u) = log c1 - u) 
u 
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Para a variável aleatória X com distribuição dupla ex 
ponencial a função densidade será: 
f{x) 1 = -2-
e a função distribuição: 
F{x) = 
1 X 2 e se X < 0 
se X > 0 
Portanto, a inversa será: 
- 1 
F (u) = f log 
l-log 
2 u se u < 1/2 
2(1- u) se u > 1/2 
Para a geraçao de variáveis com distribuição normal(O,l) 
foi usado o método desenvolvido por Boxe Muller (1958). Segundo 
este método para cada par de variáveis aleatórias uniformes inde 
pendentes (U1 I se obtém um par de variáveis 
aleatórias independentes de uma distribuição normal (0, 1) da se 
guinte forma: 
1/2 
x 1 = (-2 log u 1 ) cos 2 TI u 2 
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1 I 2 
x2 = {-2 log u 1 ) sen 2 7T u 2 
Para a geraçao de valores de variáveis normais contami-
nadas foram usados mais dois números aleatórios para cada par de 
normal {O, 1) os quais decidiram a contaminação. Por exemplo, na 
normal SN3 decidia-se pela distribuição contaminada . -com var1an-
c ia 9 se o valor do número aleatório u fosse . maior que 0,95. 
Em 10N3 se u fosse maior que 0,90 e na normal 25N3 se f os 
se maior que 0,75. 
Para a geraçao de valores da normal/uniforme foram tom~ 
dos os quocientes entre os valores da distribuição normal {0, l)e 
os valores da distribuição uniforme usados para decidir a contami 
nação nas distribuições 2, 3 e 4. Não foram usados os valores ' 
da primeira sequência de uniformes, pois aqueles foram usados no 
cálculo dos valores do numerador e sendo assim as duas distribui-
çoes, a normal e a uniforme, deixariam de ser independentes. 
Com as amostras geradas da maneira como foi exposta fo 
raro calculadas as estatística 
distribuições. 
T ( 1 ) e 
n 
TC 2) para cada uma das 
n 
8 
Esse processo foi repetido 2.500 vezes para cada alteE 
nativa e = {~ 1 , ~2, ~3) e em cada uma delas foi verificado se 
cada um dos testes aceitava ou rejeitava a hipótese ao nível de 
10%, calculando-se os quocientes número de rejeiçÕes os quais fo 
2.500 
raro tomados como estimativas dos poderes. 
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Os resultados obtidos encontram-se nas tabelas I, II, ••• , 
VIII que seguem. 
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3. TABELAS 
I Pkw = Poder PF = Poder Pp I Pkw lll l-12 l-13 de T (I> de T (2) n n 
o 2 4 0,997 0,998 1,001 
o 1 4 0,998 0,998 1, ooo 
o 0,5 4 0,999 0,999 1,000 
o 0,25 4 1,000 1,000 1,000 
o 0,1 4 1,000 1,000 1,000 
o 1 2 0,655 0,701 1,070 
o 0,5 2 0,698 0,733 1,050 
o 0,25 2 0,740 0,768 1,038 
o 0,1 2 0,763 0,796 1,043 
o 0,5 1 0,266 0,278 1,045 
o 0,25 1 0,272 0,284 1,044 
o 0,125 1 0,290 0,302 1,041 
o 0,0625 1 0,298 0,313 1,050 
o 0,25 0,5 0,147 0,154 1,048 
o 0,125 0,5 0,150 0,158 1,053 
o 0,0625 0,5 0,155 0,161 1,039 
o 0,03725 0,5 0,157 0,160 1,019 
o 0,5 3,0 0,964 0,978 1,015 
o 0,25 2,25 0,825 0,964 1,047 
o 0,125 1,6875 0,614 0,652 1,062 
TABELA I - Estimativas dos poderes para a distribuição Norrna1(0,1) 
Pkw = Poder PF = Poder PF I Pkw 
lll ll2 l13 de T (1) de T (2) n n 
o 2 4 0,965 0,973 1,008 
o 1 4 0,969 0,978 1,009 
o 0,5 4 0,971 0,982 1,011 
o 0,25 4 0,972 0,984 1,012 
o 0,1 4 0,972 0,986 1,014 
o 1 2 0,604 0,618 1,023 
o 0,5 2 0,641 0,651 1,016 
o 0,25 2 0,675 0,680 1,007 
o 0,1 2 0,697 0,708 1,016 
o 0,5 1 0,251 0,248 0,988 
o 0,25 1 0,257 0,254 0,988 
o 0,125 1 0,270 0,271 1,004 
o 0,0625 1 0,275 0,278 1,011 
o 0,25 0,5 0,142 0,140 0,986 
o 0,125 0,5 0,147 0,140 0,952 
o 0,0625 0,5 0,150 0,146 0,973 
o 0,03725 0,5 0,152 0,145 0,954 
o 0,5 3,0 0,906 0,919 1,014 
o 0,25 2,25 0,760 0,772 1,016 
o 0,125 1,6875 0,563 0,580 1,030 
TABELA II - Estimativas dos poderes para a distribuição Normal 
Contaminada 5 N 3 
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I 
40 
lli Pkw = Poder PF = Poder Pkw I PF l-12 ll3 
de T (ll de T (2) 
n n 
o 2 4 0,934 0,941 1,007 
o 1 4 0,939 0,952 1,014 
o 0,5 4 0,944 0,957 1,014 
o 0,25 4 0,947 0,962 1,016 
o 0,1 4 0,946 0,965 1,020 
o 1 2 0,555 0,552 0,995 
o 0,5 2 0,588 0,583 0,991 
o 0,25 2 0,617 0,612 0,992 
o 0,1 2 0,638 0,638 1,000 
o 0,5 1 0,241 0,229 0,950 
o 0,25 1 0,241 0,229 0,950 
o 0,125 1 0,251 0,242 0,964 
o 0,0625 1 0,254 0,250 0,984 
o 0,25 0,5 0,135 0,128 0,948 
o 0,125 o.,5 0,137 0,128 0,934 
o 0,0625 0,5 0,142 0,133 0,937 
o 0,03725 0,5 0,144 0,131 0,910 
o 0,5 3,0 0,857 0,868 1,013 
o 0,25 2,25 0,702 0,706 1,006 
o 0,125 1,6875 0,512 0,516 1,008 
-
TABELA III - Estimativas dos poderes para a distribuição Normal 
Contaminada 10 N 3. 
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I Pkw = Poder PF = Poder PF I Pkw 
J.ll J.l2 ll3 de T (1) de T (2) 
n n 
I 
o 2 4 0,827 0,832 1,006 
o 1 4 0,834 0,848 1,016 
o 0,5 4 0,839 0,863 1,029 
o 0,25 4 0,850 0,874 1,028 
o 0,1 4 0,852 0,881 1,034 
I 
I I 
i 
o 1 2 0,440 0,406 0,923 I 
o 0,5 2 0,458 I 0,417 0,910 
I 
o 0,25 2 0,478 I 0,444 
' 
0,929 i 
o 0,1 2 0,500 I 0,464 i 0,928 
! I 
I 
o 0,5 1 0,198 0,170 I 0,859 
i 
I 
o 0,25 1 0,201 0,176 I 0,876 
o 0,125 1 0,207 0,185 0,894 
o 0,0625 1 0,211 0,191 0,905 
I ! I 
o 0,25 0,5 0,126 0,113 0,897 
o 0,125 0,5 0,127 0,115 0,906 
o 0,0625 0,5 0,129 0,114 0,884 
o 0,03725 0,5 0,132 0,114 0,864 
o 0,5 3,0 0,700 0,705 1,007 
o 0,25 2,25 0,555 0,530 0,955 
o 0,125 1,6875 0,395 0,362 0,916 
TABELA IV - Estimativas dos poderes para a distribuição Normal 
Contaminada 25 N 3. 
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Pkw = Poder ' PF = Poder PF I Pkw 
lJl 1J2 1J3 de T r• > de T (2) 
n n 
o 2 4 0,528 0,345 0,653 
o 1 4 0,531 0,362 0,682 
o 0,5 4 0,534 0,380 0,712 
o 0,25 4 0,538 0,393 0,730 
o 0,1 4 0,545 0,400 0,734 
o 1 2 I 0,280 0,154 0,550 
o 0,5 2 0,293 0,155 0,530 
o 0,25 2 0,310 0,162 0,523 
o 0,1 2 0,317 0,170 0,536 
o 0,5 1 0,142 0,072 0,507 
o 0,25 1 0,148 0,072 0,486 
o 0,125 1 0,153 0,076 0,497 
o 1 0,0625 1 0,157 0,078 0,497 
o 0,25 0,5 0,096 0,051 0,531 
o 0,125 0,5 0,096 0,051 0,531 
o 0,0625 0,5 0,100 0,052 0,520 
o 0,03725 0,5 0,100 0,053 0,540 
o 0,5 3,0 0,433 0,270 0,624 
o 0,25 2,25 0,342 0,192 0,561 
o 0,125 1,6875 0,262 0,136 0,519 
TABELA V - Estimativas dos poderes para a distribuição de Cauchy. 
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Pkw = Poder PF = Poder PF I Pkw ~1 ~2 ~3 de T (1) de T (2) n n 
o 2 4 0,759 0,788 1,038 
o 1 4 0,785 0,814 1,037 
o 0,5 4 0,808 0,842 1,042 
o 0,25 4 0,821 0,859 1,046 
o 0,1 4 0,837 0,870 1,039 
o 1 2 0,325 0,340 1,046 
o 0,5 2 0,345 0,355 1,029 
o 0,25 2 0,366 0,376 1,027 
o 0,1 2 0,380 0,396 1,042 
o 0,5 1 0,152 0,157 1,033 
o 0,25 1 0,158 0,162 1,025 
o 0,125 1 0,166 0,169 1,018 
I 
o 0,0625 1 0,170 0,173 1,018 
I 
o 0,25 0,5 0,106 0,109 1,028 
o 0,125 0,5 0,107 0,110 1,028 
o 0,0625 0,5 0,111 0,114 1,027 
o 0,03725 0,5 0,114 0,114 1,000 
o 0,5 3,0 0,596 0,628 1,054 
o 0,25 2,25 0,429 0,452 1,054 
o 0,125 1,6875 0,303 0,318 1,050 
TABELA VI - Estimativas dos poderes para a distribuição Logi~ 
tica. 
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Pkw = Poder PF = Poder PF I Pkw 
lll ll2 ll3 de T (1 l de T c 2\ 
n n 
o 2 4 0,974 0,980 1,006 
o 1 4 0,966 0,982 1,017 
o 0,5 4 0,965 0,984 1,020 
o 0,25 4 0,965 0,984 1,020 
o 0,1 4 0,964 0,986 1,023 
o 1 2 0,754 0,747 0,991 
o 0,5 2 0,754 0,764 1,013 
o 0,25 2 0,767 0,790 1,030 
o 0,1 2 0,776 0,808 1,041 
o 0,5 1 0,396 0,344 0,869 
o 0,25 1 0,405 0,369 0,911 
o 0,125 1 0,422 0,392 0,929 
o 0,0625 1 0,432 0,406 0,940 
o 0,25 0,5 0,185 0,158 0,854 
o 0,125 0,5 0,194 0,165 0,951 
o 0,0625 0,5 0,203 0,175 0,862 
o 0,03725 0,5 0,206 0,180 0,874 
o 0,5 3,0 0,909 0,941 1,035 
o 0,25 2,25 0,813 0,852 1,048 
o 0,125 1,6875 0,694 0,714 1,029 
TABELA VII - Estimativas dos poderes para a distribuição Dupla-
Exponencial. 
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Pkw = Poder PF = Poder PF I Pkw 
lll ll2 ll3 de T <1 1 de T (2) 
n n 
o 2 4 0,413 0,260 0,630 
o 1 4 0,416 0,264 0,635 
o 0,5 4 0,428 0,280 0,654 
o 0,25 4 0,437 0,287 0,657 
o 0,1 4 0,445 0,292 0,656 
o 1 2 0,205 0,116 0,566 
o 0,5 2 0,206 0,120 0,583 
o 0,25 2 0,210 0,123 0,586 
o 0,1 2 0,221 0,130 0,588 
o 0,5 1 0,129 0,075 0,581 
o 0,25 1 0,127 0,074 0,583 
o 0,125 1 0,129 0,074 0,574 
-
o 0,0625 1 0,132 0,074 0,561 
o 0,25 0,5 0,108 0,067 0,620 
o 0,125 0,5 0,108 0,066 0,611 
o 0,0625 0,5 0,108 0,064 0,593 
o 0,0372: 0,5 0,106 0,064 0,604 
o 0,5 3,0 0,318 0,196 0,616 
o 0,25 2,25 0,243 0,147 0,605 
o 0,125 1,6875 0,185 0,107 0,578 
~. 
TABELA VIII - Estimativas dos poderes para a distribuição Nor-
mal/Uniforme. 
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4. GRÂFICOS 
Nos gráficos estão representados os valores do quociente 
PF I Pk iniciando-se a escala em diferentes valores, em cada ca 
w 
so para destacar melhor a variação do referido quociente. Assim, 
no caso da tabela V foram tomados os valores de PF I Pk 
w 
menos 
0,4 , da tabela VIII os valores de PF I Pk menos 0,5 e das de 
w 
mais foram. subtraídas 0,8 do quociente dos poderes. 
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5. ANÂLISE DOS RESULTADOS E CONCLUSÃO 
Fixando duas médias: ~ 1 e ~ 3 , à medida que ~ 2 cres-
ce, de acordo com o Bahadur, o quociente PF I Pk deveria cres 
w 
cer, mas, nao é isso que se verifica com a análise das tabelas e 
dos gráficos. Há casos como na distribuição de Cauchy e na nor 
mal/uniforme que se verifica até um pequeno decréscimo na razão ' 
entre os poderes, quando ~2 cresce. De um modo geral, com exce 
ção das duas distribuiçÕes citadas, a razao PF I Pk se mantém' 
w 
quase constante, aproximadamente igual a 1 com pequenas variações, 
o que significa que Tr 2 ) é tão bom quanto 
n 
T (1) 
n 
Nas distribuições de Cauchy e na normal/uniforme, embo-
ra o quociente seja pequeno, não se pode afirmar que T (1) 
n 
melhor que T( 2 ) , pois nessas distribuições o poder do teste 
n 
seja 
F 
deveria ser o próprio a = 0,10. Analisando os poderes nessas ' 
distribuições nota-se que próximo da hipótese eles são muito bai 
xos e longe da hipótese são significativos. 
De acordo com a eficiência relativa assintótica de Pit-
man o teste de Kruskal-Wallis deveria ser mais eficiente que o 
teste F, mas, segundo Bahadur o teste F deveria ser muito mais 
eficiente que o de Kruskal-Wallis quando se tem a alternativa lon 
ge da hipótese. Em casos finitos, como neste Último exemplo, ve 
rifica-se que isso não acontece. Um é tão eficiente quanto o ou-
tro. De modo que ao deparar com problemas que podem ser resolvi-
dos tanto pelo teste de Kruskal-Wallis como pelo teste F ~ e acon 
56 
selhável o uso deste Último, pois ele é tão eficiente quanto o ou 
tro e tem a vantagem de ser mais simples de usar. O que aliás de 
certa forma confirma o que ocorre em outras situações, como em 
Dachs e Migon (1978). 
O conceito de eficiência de Bahadur, bem mais complica-
do que o de Pitman, tem pouca utilidade pois as possíveis discre-
pâncias da primeira em relação à segunda se verificam apenas em 
pontos bastante afastados da hipótese, de qualquer forma, em g~ 
ral, a nao ser em casos bastante patolÓgicos (Cauchy e normal/un~ 
forme, por exemplo) os poderes já são praticamente iguais a um. 
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" APENDICE 
1. PROGRAMA PARA O CÂLCULO DO PODER POR MONTE CARLO. 
C PkUGRA~A PRINCIPAL 
C INICIO 00 PHOGHAMA 
Dl~ENSlON X(3,4,8),ALFA(3),Y(12 1 8) 1 k(3,4,8),P05T(12,&),NKW(H) 
1 1 ~F(8),PKw(8) 1 PF(8) 
REA0(4~ 1 101)~,(ALfA(l) 1 l=l,l) 
wHITe:(So, tOlHi, (ALFA(!), 1=1 1 3) 
101 FOkMAT (1G,3F) 
DO ij9 K:t,B 
N~W(K)::(l 
Nf(K)::l) 
89 CONTINUE: 
DO 93 ltiD::t,rJ 
C GERACAU DE A~OSTRAS 
C ChA~ADA UA SUb~OTINA(ALFA,X) 
CALL G~kA(ALFA,Xl 
C Ll~~ARIZACAO DA MATRIZ CI,J) 
DU 90 K::tn' 
úO 90 1=1,3 
uo 9() J=t,4 
L:4•<I•l)+J 
X(L,K.):X(I,J,K) 
90 CONtlNUi:. 
C A1HlbUlCAO OE POSTOG 
DO 87 K=1 1 8 
ChLL POSlO(Y,~,PUST) 
87 CONII;Wí:. 
00 92 1\.::1,9 
DO 9i. 1=1,3 
DO 92 J:t,4 
L:4•(1•1)+J 
H(l 1 J,K):PUST(L 1 K) 
92 CONTlNUt. 
C ChiJCULO úL TIH ( KRUSKt..LL-v! l\LLI S) E I lU ( T E:DTF. F) 
00 9.3 1\::l,B 
C CALCULÜ lJA f:3T A T l3T !C\ Trd 
CALL T~STK(K,f,T~l) 
C Cl\ L! C U LU lJ J', E S T f, T I S T I C/, T 1 ~ 2 
ClLL T~STF<X,K,TN2) 
lF(lN1.GE.4.ó5)~KH(K):NK~(K)+1 
lF(Thl.GE.l.Otl~F(K)=~f(l\)+1 
93 COIH Ir;UL 
c 
95 
c 
CALCULO DO PODER 
DO 95 K=1 1 8 
PKW(K):NKW(K)/FLOAT(N) 
Pf'(K):NF(K)/FLOAT(N) 
CONTINUE 
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96 
c 
lMPHESSAO DO PODER 
~Rlt~(58,96)(PKW(K) 1 Pf(K),K:1,8) FOH~AT(II,bX,'POOER DE TN1',6X,'POO~R O~ TN2',1,B(6X,F,10X,F,/)) 
fll'\ DO PROGf<AMA 
STOP 
t.Nu 
SUBkOUTINE GERA(ALF~,X) 
DlMgNSIONX(l,4,8) 1 ALfA(3),U(12) 
C GERACAU DE UHlF'ORõlE:S 
DO lvv M:t,12 
U(M):R~~H125) 
100 CO~TI~WL 
C GERACAO DA DISTRIBUICAU K 
DO 50 1=1 1 3 
DO 50 J:1,4 1 2 
C V ALOHEti DA D IS TH lBU! C l,U J.í)Htt.'\ L PAO.kAJ 
L=4•C I-ll+J 
V:ALOG(U{L)) 
X(l,J,l):SQR!(w2*V)•COS(2*3.141b*U(L+1)} 
A(I,J+l,t):SQRI(•2*V)*SI~(2*3.14lb*U(L+1)) 
C VJ\LOHE;S OJ, DISTHIBUICAO Sli3 
UC1=t<J.N(037) 
UC2=RAN(341) 
X(l,J 1 2):X(I,J,1) 
A(l,J+l,2):X(l,J+1 1 1) 
lf(UC1.Gt.o.Y5)X(I,J,2):X(l,J,2)•3. 
lf(UC2.GE.u.95)X(l,J+1,2)=X(l,Jt1,2J•3. 
C V l.LQl;E-5 iJf.. DISTRIRUICJ..Q 1 Oi~ 3 
X(I,J,3):X(l,J,1) 
lf(UC1.GE.U.90)X(1 1 J,3):X(I,J,3)*J. 
X(l,J+1 1 3):X(l,J+1,1) 
lf(UC2.GE.0.90)X(! 1 J+1,3l=X(I 1 J+1,3)*3• 
C VALOM~S DA DISTRIRUICAO 25N3 
X(l 1 J,4):X(l,J,l) 
lf(UC1.GE.0.75)X(!,J,4):X(l,J,4)*3. 
X(l 1 J+1 1 4):X(l 1 J+l,1) 
If(UC2.GE.0.75)X(I,J+1,1l=X(l 1 J+1,4J*3. 
C VlLOkES DA DI5fRlHUlCAüN DE CAUCHY 
X(l,J,S)=SIN(3.1416•U(L)-O.S)/CUS(3.141~*U(LJ-0.5) 
A(l,J+1 1 S):SIN(3.141b~U(L+l)-0.5)/COS(3.14ln*U(L+l)•O.~) 
C VALORES OA DISTRIBUICAO LOGISTICA 
X(l,J,til=ALOG((1-U(L))/U(L)) 
X(I 1 J+1 1 b):ALOGCC1-U(L+1))/U(L+l)) 
C VALORES UA DITRIBUICAO DL LhPLAC~ 
If(U(L)•0.5)40,40,~5 
40 X(I 1 J 1 7):ALOG(l•U(L)) 
GO TO 41 
45 Yl=l•U(L) 
X(l,J,7)=-ALOG(2*Y1) 
41 lf(U(Ltl)-0.5)43,43,46 
43 X(I 1 J+1 1 7):ALOG(2*U(~+1)) 
GO TO 4r3 
46 V2=1-U(L+1) 
XCI,J+1,7):-ALOGC2*Y2) 
C VALORES Dh D1SfRIB.N0RHAL/UNifDRM~ 
48 X(l 1 J,8):X(I,J,1)/UC1 
X(I,Jt1,~):X(I,Jt1,1)/UC2 
50 CONTINUE 
DO bO 1=1 1 3 
Oú ou J=1 1 <t 
00 60 "'=1,8 
X(l 1 J 1 K):X(l 1 J,K)+ALYA(l) 
60 CONTl~UE 
Hi:TUt:N 
U•U 
59 
c 
SUBROUTlhE POSTO(Y,~,POST) 
Ol~ENSlUN Y(12,B) 1 PuST(12,8) 
ATRlbUICAO DE POSTOS J.US VALOP.f..S Dt:(Y(L),I,:t,1l) 
00 15 L=1 1 12 
Uf<D=l. 
AUA=Y(L,K) 
LIO i:!ú l"i=l 1 12 
lf(AUX•YC~ 1 K))20 1 20,1R 
URi.>=úf<D+1. 
CONTINUE 
PQST(L 1 K):ORD 
Cúl'IIT!NUr.. 
Hf.TUHil 
Ui O 
SU8ROUTINE TESTK(R,K 1 TN1) 
Dl~ENSION RC3,4,H),SR(3),P~(3) 
DO 10 1:1,3 
SR(l):O 
í>O 11 J:t,4 
SK(l):SRCI)+R(I,J,K) 
11 CONTINUE 
fUHl):SR(l)/4 
JO CúNTINUt. 
StH:SR(1)+SR(2)+SR(3) 
RMG:&tH./12 
SQD:O 
DO 12 1=1,3 
SQD:SQO+CRM(l)•RMG)•*2 
12 CONTINUE: 
C CALCULO D~ gSTATISTICA DE KRUSKALL•WALLlS 
TN1=C4.113.*SQO) 
HETUHN 
uw 
SUrlROUTlNE TE&TF(X,K,T~2J 
D!M~~SIUN X(l 1 4 1 8) 1 SJ~(3),X~(3) 
DO o4 1:1,3 
SOM(l):O 
uo 3 J::1,1 
SOM(I)=&O~CI)+X(I,J,K) 
3 CCJNl'zt,W~ 
Xlo1 (I) =SUtH I) /4 
4 CONTINUE. 
MJ!"'G::SU~ ( t) +SOii ( 2) +SíYJ. ( 3) 
A~'iG=SOr·1Gil 2 
i>íJDE:G 
DO 5 1:::1,3 
SQOE:SJD~+(XM(l)•XM~)4•~ 
5 CONtiNUE 
S;.;DT:O 
DO b 1=1,3 
DO 6 J::1,4 
SQDT:SJD!+(X(I,J,~)·X~(I))**2 
6 CúNTl~US 
C CALCULU DA ESTATlSTIC~ f 
TN2~(1B*SYLE/S)DT) 
t<i:TlJhN 
t.NU 
60 
2. FLUXOGRAMA 
N (K) E o 
kw 
Geração 
de 
amostras 
Cálculo de 
61 
Cálculo do Poder 
Resultados: 
Pkw(l) '· • .,Pkw!Bl 
62 
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