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A B S T R AC T
This thesis investigates various aspects of laser-ignition. Laser ignition is a form of combustion
initiation by means of a focused laser pulse in a combustible mixture. The ignition process consists
of a chain of processes with varying degrees of importance to the prediction of a successful flame
propagation. Some of these processes include plasma formation, induced shock wave, emergence of
a flame kernel, and successful transition to a self-sustained flame or flame quenching. This thesis
will explore various aspects of this process using computational fluid dynamics and model analysis
with the aim of identifying the controlling processes and simplified ways of capturing successful or
failed ignition based on the injected laser energy, focusing optics and combustible gas compositions.
The problem is motivated by practical considerations. Combustion systems are still the main energy
conversion technologies and it appears that they will continue to be dominant in the near future. To
address environmental pollution and sustainability concerns, clean and efficient systems are being
explored. One of the key challenges encountered is the problem of assuring dependable ignition
in these emerging technologies. Laser ignition is considered to be a promising technology which
would guarantee smooth functioning of advanced clean and efficient engines. Benefits include its
non-intrusive nature and the easy control of the spark location, timing, and energy deposition.
For laser ignition systems to be useful, a good understanding of the process is needed. Understanding
the degree to which each of the associated processes contributes to the development of a flame can
lead to cost-effective models of ignition. This would align with current trends in computer aided
engineering where simulations with physics-based models drastically reduce product development
cycles. A perceived weakness in the laser ignition literature is the lack of simulations that compare

models of different complexity in predicting the ensuing chemically reacting flows.
The proposed research will focus on the laser ignition of methane and biogas from the perspective of
numerical simulations. Experimental results will be used as validation targets for these simulations.
The flow field and thermochemical features controlling the emergence of flame kernels will be
determined. Explanations of possible quenching of the flame kernel will be sought.
The problems addressed include numerical simulations of the laser-induced shock wave propagation,
the transition of the laser-spark to a self-sustained flame with the help of chemical reactions, and the
quenching of lean biogas flames. The shock wave study is found to accord with the blast wave theory,
wherein the outward propagation can be predicted based on absorbed energy. Plasma kinetics is
found to be unnecessary for the shock wave propagation. Using a compact or more detailed chemical
scheme enables the prediction or the emergence of the flame. For prediction of the observed flame
quenching behavior, however, the detailed scheme is necessary since the compact chemical scheme
fails to capture the quenching event. Characteristic flow features are observed and explained in a
manner that accords with experimental observations of global ignition features.
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Numerical Investigation of Laser-Induced
Ignition Phenomena

Chapter 1

Introduction

1.1

Background and motivation

Combustion systems will remain an important part of energy conversion machines for the foreseeable
future. Over the past decade in the U.S., combustion has accounted for more than 80% of the total
primary energy consumption [1]. Growing energy demands and concern for environmental problems
arising from emissions will require further combustion research. Strategies to reduce emissions while
maintaining comparable or more power output and efficiency include advanced combustion systems
that operate at high pressure, fuel-lean conditions, and use alternative fuels. The optimization of
such combustion systems will require improved understanding of the fundamental phenomena of
combustion and how combustion systems are affected by changes in these operating conditions.
One important combustion phenomenon that must be characterized and controlled in such a system
is ignition.
Ignition is central to the operation of several combustion systems. Ignition here refers to the
initiation of a burning process in a fuel-oxidizer mixture. It can be accomplished in two ways,
namely, auto-ignition and forced ignition, as shown in Figure 1.1. In auto-ignition, a reactive mixture
is elevated to a high temperature and pressure where the mixture can transition to a burnt state
after a characteristic delay time that is controlled by elementary chain reactions. In forced ignition,

1

2

Figure 1.1: Autoignition (left) and forced ignition (right). Autoignition occurs in the bulk mixture
while forced ignition involves propagation of a localized ignition kernel.
energy from an external source is localized into a small volume, whose combustion can evolve
into a self-sustained combustion wave. Most practical combustion systems rely on forced ignition
systems. Examples include Spark-Ignition Internal Combustion engines, gas turbine generators, and
rocket engines. These systems require fast, reliable, and repeatable ignition units for successful
operation. Failed ignition events can lead to transient behaviors in engines that negatively impact the
power and emissions output. A number of factors can affect ignition. These include properties of the
flow and composition fields around the ignition source. The push towards new operating conditions
and concepts that are prompted by energy demands and environmental concerns will make reliable
ignition more difficult. Engines with Exhaust Gas Re-circulation and fuel-lean operations can cause
changes to the composition field that impact the performance of ignition systems. To maintain the
performance levels demanded of combustion systems, alternative ignition systems that can handle
the challenging operating regimes need to be explored.

3

Figure 1.2: Schematic of laser-induced breakdown. A laser focused on a small volume can produce
a region of plasma when a critical power density threshold is surpassed. This contrasts with the
spark discharge between electrodes in spark plugs.
The most common method of ignition in combustion systems is the spark plug. This is an old
technology, in which a high voltage is applied across two parallel electrodes, Figure 1.2. The electric
potential causes the gas mixture between the electrodes to ionize. If this gas mixture is a flammable
fuel/air mixture, ignition occurs and a subsequent combustion wave emerges. There is little room
for further improvement of spark plugs. The operating conditions towards which technological
innovation is going will make ignition by a spark discharge less reliable. It is for this reason that
laser ignition is seen as one of the possible replacement technologies that can take advantage of
these advanced combustion concepts.
Laser ignition is possible because a laser beam focused in a small volume can form a plasma
kernel in a gas mixture when the power density exceeds a critical threshold (Figure 1.2). Laser
ignition involves a series of processes, including the deposition of energy, breakdown of the gas, and
development of a shock wave, as sketched in Figure 1.3. In combustible mixtures, these process are
followed by the generation of a flame kernel in the hot zone after the decay of the induced plasma.
Depending on the prevailing conditions, this initiated flame kernel can develop into a self-sustained
flame or quench. There are a number of benefits of laser ignition compared to the spark plug. The
laser ignition process occurs on a shorter timescale. The system can also be non-intrusive which
could benefit the internal combustion flow. The location of the ignition event can also be controlled
and strategically targeted. From the perspective of focused study of the forced ignition process, laser
ignition presents a cleaner problem because of the absence of spark electrodes.
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Figure 1.3: Example schlieren image of plasma kernel and the induced shock wave.
The use of ignition systems in advanced combustion systems, whether conventional or laser, will
require design optimization processes. For design optimization, the complexity of the ignition
process will need to be represented using simple but realistic physical models. The development
of models for ignition can be informed by fundamental research into forced ignition, and more
specifically, laser ignition.
This thesis is focused on studying the ignition process using numerical simulations. The results are
compared with experimental data obtained from a previous doctoral thesis. Simulated flow field
data are used to understand the ignition process with the hopes of developing a simplified view of
the complex process.

1.2

Literature review

The research in this work is concerned with the modeling and simulation of an important aspect
of combustion. In this section, a review of the progress in fundamental research and modeling of
forced ignition is presented. Laser ignition is put into context by reviewing numerical modeling
of spark ignition. For laser ignition, relevant research into laser-induced breakdown and ignition
of fuels is then reviewed. Finally, the broader challenge of ignition modeling is presented through
the review of the computational analysis of transient combustion. The challenges and outstanding
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questions that form the basis of this thesis will be identified.
The initiation of combustion processes by localized deposition is generally termed forced ignition.
Research questions that arise from this subfield range from determination of the minimum ignition
energy required to initiate successful combustion to characterization of the flow field induced by
the localized energy deposition. Given the earlier development of the electric spark plug, dedicated
studies of forced ignition have focused on problems of electrode spark ignition [2–11].
With the development of the laser and recognition of its potential for ignition, research now includes
this mode of ignition. The research on laser ignition builds on the conceptual framework and results
of spark ignition research.

1.2.1

Spark ignition

As discussed above, forced ignition research has mainly focused on the electrode-based spark
ignition due to its wide spread used in industry. Electrode spark ignition has many of the difficulties
that might occur in laser ignition. The problems of spark ignition also include the electrode geometry
and heat transfer effects. Due to the more widespread practical application of spark ignition, there
have been more studies on the modeling of its ignition process. These studies employ different levels
of model complexity to simulate the spark discharge and the associated flow field development.
The first type of spark ignition models used are the detailed models that treat the spark-related
phenomenon and the induced hydrodynamics. Plooster [12] developed a model for the simulation of
spark discharge in air. In the model, the breakdown process was not considered but the ionized conducting gas in the channel between the electrodes was incorporated in the initial conditions. Bradley
and Lung [13] developed a two-dimensional hydrodynamic model, assuming axial symmetry. The
model did not include chemical kinetics that controls the ignition but it assessed ignition through a
thermal ignition criteria. The mathematical model used energy source terms for the electrical power
and radiation. Temporal evolution of radial profiles of the fluid properties were obtained. It was
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observed that the spread of the spark energy outward was accelerated by high energy input during
the early stages. It was further observed that turbulence has little effect on the thermal spreading rate.
Ishii et al. [14] studied the formation of flame kernels from spark discharges in quiescent propane-air
mixtures using a two-dimensional model with axial symmetry. The chemical kinetic processes were
represented with a global chemical scheme. The effects of the spark electrode diameter, gap width,
tip configuration, and spark duration were explored. It was concluded that that the flow pattern
generated by the spark discharge is an important factor governing the flame kernel structure. That
flow pattern is indeed affected by the electrode diameter, gap width, tip configuration and spark
duration.
Kravchik and Sher [15] employed a detailed chemical kinetic mechanism for the ignition of methaneair mixtures. The model included plasma kinetics and thermodynamic and transport properties at
high temperatures calculated using statistical mechanical results. The kernel growth was considered
to be a two-step process, with the pressure wave dominating the transfer processes in the early stage
(1-5µs), while chemical kinetics played a negligible role. Because of insufficient chemical heat
release that could not balance the heat losses, electrical power supply was needed as a source term
for the flame development.
In another spark ignition study, Kaminski et al. [16] used direct numerical simulations combined
with time-resolved planar laser-induced fluorescence measurements to study methane-air sparkignition. A complex chemistry model was used for the methane-air combustion. It was found that
the two dimensional DNS results compared favorably against the measurements in the paper, though
turbulence generated by a rotating fan in the experiment could not be fully modeled. With the
large experimental database available and numerical simulation results, better understanding of the
combustion in turbulent flow fields could be obtained.
In another later study, Thiele et al. [17, 18] included a detailed kinetic mechanism and electrodynamical model of the spark for spark ignition in CH4 /air and hydrogen/air respectively. The
computations showed that the early stages of flow development were dominated by the shock
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wave and later the controlling mechanism shifts to diffusion processes. Recently, simulations have
investigated the effects of the electrode geometry [19]. These numerical studies require detailed
properties and models, as well as significant computational resources
The second type of spark ignition model focuses on the derivation of simple models that can
reproduce the important features of the phenomenon. Maly [20] developed a simplified model that
accounted for the non-stationary character of the process. A differential equation for the radius of
the flame propagation was derived from a model for the energy balance of the outer shell of a spark
plasma and the flame front.
Ignition systems have major impacts on the performance and emissions of the combustion systems in
which they are used. Accurate modeling of the spark can help in understanding system performance,
such as cycle-to-cycle variations in spark ignition systems [21, 22]. Focusing on ignition in an
engines, Pischinger and Heywood [23] used a First-Law based model for the growth of the flame
kernel. The model balances the effects of laminar flame propagation, addition of electrical energy
by the spark, and heat loss to the electrodes. The simulation results confirm that heat loss to the
spark plug is a significant part of the differences in flame growth between individual cycles. These
models sacrifice certain aspects of the ignition process that make detailed simulations more difficult
while retaining what the authors consider to be the most important phenomena. These important
phenomena are identified from experience or prior detailed computations.
In studies of ignition in complex engines, reduced spark models can capture the ignition process
without detailed modeling of the physics and small scales. Thus, moving from detailed simulations
of the ignition process to low-order models can help with numerical studies of time-dependent
performance in engineering scale systems. Many of the above simulations involve the modeling of
early processes associated with the electrode-spark ignition, including the plasma thermophysical
properties and flame kernel development. In response to the need for simpler ignition models for
engine simulations, Tan and Reitz [24] describe a reduced spark ignition model that captures the
flame kernel growth through the use of pseudo particles. These pseudo particles act as a subgrid
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Figure 1.4: Ignition modeling using pseudo-particles. The flame surface is tracked through the
use of particles which can even track flames contained within a computational cell (top). The
thermodynamic system model for analyzing the flame kernel growth rate is shown (bottom) [24].
model for the flame kernel that can speed up industrial simulations with constraints on grid and time
resolutions.
Another model for simulating spark ignition is the use of energy deposition models. Such models
eliminate the need for plasma thermodynamics by prescribing the energy profile that would exist
after the temperature decayed to a level below the ionization temperature. For instance, two studies
by Lacaze et al. [25, 26] employed a volumetric source term in the energy equation which took the
form:
Q̇(x, y, z,t) =

 1  r 2   1  t − t 2 
εi
0
exp
−
exp −
4π 2 σs3 σt
2 σs
2 σt

(1.1)

where εi is the deposited energy, σs the spatial width of the deposition, and σt the temporal width of
the deposition. The dimensions can be specified to keep kernel temperatures within bounds.
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Several other reduced models have been developed [27–29]. Such reduced spark models can allow
for simulations that eliminate the need for plasma thermodynamics and physics, while retaining
effects of turbulence and composition on the growth of the flame. The main challenge with these
reduced models is the need to assign values to model parameters. They are based on the author’s
experience, with limited help on how these can be adapted for different system configurations.
In this section simulations of spark ignition modeling has been reviewed. Simulation work in
electrode spark ignition has been an active field of research due to practical interest. These spark
ignition simulations have come in two forms: detailed simulations accounting for complex physics,
and the use of reduced spark ignition models. In contrast, laser ignition is not yet extensively
investigated using numerical simulations. Simplified ignition models have also focused on electrode
spark ignition, with even less for laser ignition. The next section reviews the simulation research
related to laser ignition.

1.2.2

Laser ignition

Laser ignition involves a number of phenomena that occur on different temporal and spatial scales.
Some of these processes are not specific to the combustion process, such as the electric breakdown
of gases and shock formation. These more general processes can therefore be studied in noncombustible mixtures if the complexity of combustion chemistry needs to be avoided. Previous
numerical simulation studies have focused mainly on laser-induced breakdown in non-combustible
gas mixtures, highlighting different aspects of the process. These studies use varying levels of
complexity in the models. In addition, to the non-combustible mixtures, some emerging studies
have investigated the development of flame kernels in combustible mixtures. This past work has
improved our understanding but many challenges remain.
At short timescales, several simulations have focused on modeling the laser-induced breakdown
phase. Establishment of a plasma kernel through laser energy deposition sets in motion the development of a flow field. It is important to understand the physical processes that lead to breakdown
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Figure 1.5: Depiction of electron generation mechanisms. Multi-photon ionization occurs when a
number of photons increase the energy of an electron beyond the ionization potential. The collision
cascade occurs when an electron has the energy to ionize another electron on impact.
and formation of the plasma kernel. The process of gas ionization and the associated pressure
dependence of breakdown thresholds was studied by Tartar et al. [30]. The authors presented 2D
detailed simulations of the breakdown of nitrogen by short laser pulses, compared to experimental
observations. The model considered only the electron cascade mechanism of gas breakdown, with
the effects of Drude absorption, diffusive kinetic and inelastic losses as well as electron recombination. In the study by Tartar et al. [30], it was concluded that direct numerical simulation of optical
breakdown is advantageous for capturing the spatial and temporal evolution of electron concentration and temperature. Additionally the authors were able to reproduce the pressure dependence of
the minimum pulse energy.
More detailed 3D simulations of the breakdown process were presented by Koga et al. [31]. The
numerical simulations focused on breakdown in air including laser propagation, multi-photon and
impact ionization, and electron heating. The authors found that when the product of the laser
intensity and pulse duration is large enough to heat free electrons to energies on the order of 100
eV, a large degree of ionization occurs. The larger energies that cause breakdown were found to be
in good agreement with experimental results for the pulse duration studied. The authors noted the
potential for using the resulting electron density and temperature profiles as initial conditions for
longer timescale simulations.
The effect of laser characteristics on the breakdown threshold of laser-induced air plasma is also
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important. Hamam et al. [32] investigated this by solving an electron density rate equation. Different
laser characteristics–wavelength, focal spot diameters and pulse width–were varied. The physical
models included the multi-photon ionization, electron cascade, electron diffusion, recombination
and attachment. Figure 1.5 shows the processes of multi-photon ionization and the electron cascade.
The authors found that the models reproduced the trends in threshold intensity and electron density
over the different cases. The threshold intensity increases as the spot diameter of the focal point
decreases, attributable to diffusion losses. At short wavelengths, the spot diameter had a little effect
on the variation of the electron growth rate. The shorter laser wavelength leads to a decrease in the
threshold intensity. Finally, the decreasing threshold with increasing pressure was simulated.
Apart from the minimum energy, break-down threshold, and plasma studies, the laser-induced shock
wave is of interest. Shiva et al. [33] completed 2D simulations of laser induced plasma in air and the
resulting shock wave. The model captures the laser deposition process after the minimum threshold
energy is exceeded, and simulated the decay process up to 8 µs. The asymmetric expansion of
the plasma during the laser interaction was said to be due to one of two mechanisms: shifting
of the absorption front or the laser supported detonation wave [34–36]. This plasma expansion
leads to asymmetric distributions of density and temperature in the core plasma. The asymmetric
distributions then lead to rolling and splitting of the plasma core as observed at very early times on
the order of microseconds.
Numerical simulations of the breakdown process point to a number of important issues in modeling
laser ignition. The plasma core after the breakdown of the gas is at extreme pressure and temperature,
due to the introduction of energy in a small focal volume. In addition to the extreme conditions,
there are non-uniformities developed in the thermodynamics conditions within the plasma kernel.
These can lead to different hydrodynamic structures as the core decays. Establishing these flow
structures at the early times can inform strategies to initialize the simulations of less temporally
resolved flows at later times.
On timescales ranging from nanoseconds to several microseconds, some studies have focused on
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the flow field developed after the breakdown of the gas. Dors [37] carried out simulations of the
flow field generated after laser-induced breakdown in air and ammonia/O2 mixtures. In his work,
thermal and transport properties accurate up to 35,000 K were also included. This property modeling
follows the work of Boulos et al. [38]. Methods for finite-rate chemistry were included to capture
subsequent combustion. Dors found that the simulated blast wave results were in good agreement
with the referenced experimental measurements and the non self-similar Sedov model for blast
waves. The spark energy in the simulation was, however, found to differ from the spark energy
of the experiments simulated. The flame kernel structures agreed qualitatively with experimental
shadowgraphs. For laser ignition in ammonia/oxygen mixtures, computed species concentration
profiles agreed with measurements of NH using planar laser induced fluorescence. It was noted that
the initial temperature profile was based on prior investigations of laser-spark ignition and that a
method to rationally develop temperature profiles was needed.
Considering the issue of the distribution of the deposition energy, Yan et al. [39] used a simple
model for the simulation of laser energy deposition in quiescent air. Breakdown is neglected and the
initial condition is proposed as a Gaussian temperature profile, assuming that the laser energy is
added through a constant volume process:
∆T = ∆T0 e−r

2 /r2
0

;

∆T0 =

E
π 3/2 r02 ρ∞ cv

(1.2)

The initialization volume was a 3 mm3 sphere and the peak pressure was calculated from the
ideal gas law. Three-dimensional and one-dimensional simulations were used. For the blast wave
propagation results, the Taylor blast wave solution was compared with the simulation results and
showed that the Taylor blast wave theory did not capture the blast wave propagation. The authors
attributed this to the rapid decay of the shock wave to an acoustic wave. Also, the experimental
shock wave trajectory was captured by the models but not the peak pressure.
In a similar manner, Kandala [40] carried out simulations of laser-induced breakdown in air and its
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use for supersonic flow control. The physical processes associated with the laser energy deposition
and the models of the growth of the plasma kernel were discussed. An empirical model for the
formation of the plasma kernel was employed. The air plasma kinetics was represented using a
model with 11 species for air dissociation and ionization. The multiple forms of energy storage,
that is, translational, vibrational, and electron energies, were modeled, including energy transfer
models for energy exchange between each of the different energy forms. In addition, conservation
equations for the vibrational and electron energies were modeled. Using these equations, simulations
of laser-induced breakdown in quiescent air were carried out in order to calibrate models of the
blast wave dynamics and the structure of the plasma region. The simulated shape of the plasma
region and the resulting pressure waves were found to agree with experiments. It was also found
that absorption and reflection constants for the laser energy deposition model were best calculated
using the absorbed energy in the plasma kernel. It was equally found that the simulation of the
chemically reacting flow was needed to completely account for observed profiles in the energy
receiving volume.
One aspect of the laser-induced breakdown and shock wave is the loss of energy from the core.
Phuoc [41] presented a combined experimental and numerical study of laser-induced sparks in air.
To examine the loss mechanisms during expansion of the laser spark a one-dimensional spherical
model was used. In this work, radiation was modeled assuming that the main radiation sources
are bremsstrahlung and blackbody radiation from the plasma volume. Bremsstrahlung refers to
the electromagnetic radiation produced by charged particles decelerating after passing through the
electrical and magnetic fields of a nucleus, typically the electron moving close to an atomic nucleus.
The radiation sources were included as source terms in the energy equation taking the following
forms:
Qbrm = 2.457 ∗ 1011 T 1/2 A21
Qblck = εσ T

4

 A + 3A 2
1
2
A1 + A2

(1.3)
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For the initialization of the simulations, the temperature was calculated by assuming a constant
volume heating process and the spark temperature was calculated from:

Tp =

E1 − E2
kB ln(A1 g1 ν1 S2 /A2 g2 ν2 S1 )

(1.4)

where Ei is the excitation energy, kB the Boltzmann constant, Ai is the transition probability, gi
is the statistical weight of the excited state, νi is the frequency, and Si is the emission intensity.
The temperature-dependence of the dynamic viscosity was handled using Sutherland’s Law and
special treatment for thermal conductivity at high temperatures was taken into account for electron
conduction and diffusion. The shock radius was found to be proportional to t 2/5 as described in
Taylor-Sedov blast wave theory. The shock expansion was found to take up about 70% of the spark
energy in the study and was found to decrease with increasing energy. The thermal radiation loss
calculated in this work was 22% with 7% to 8% of the spark energy remaining in the spark volume.
Their conclusions, however are not fully supported because of the lack of plasma kinetic and the
one-dimensionality of their method. Energy storage and transfer in plasma processes can affect the
actual energy loss. The manner in which the remaining energy in the spark volume was determined
does not include the induced flow field.
The idea of determining the minimum model requirements for accurate predication of the key
features has also been pursued. Ghosh [42] compared three different computational models in the
study of laser-induced breakdown of air in order to determine the minimum level of complexity
required to capture prominent experimental features with reasonable accuracy. Effects of background
turbulence on the air spark were also investigated. The first model did not account for chemical
reactions, while the second and third models took into account chemical reactions as well as the
effect of variations of temperature and pressure on thermal and transport properties. The chemical
reactions where represented by an air dissociation chemistry model consisting of 11 species. Further,
the effects of turbulence on the dynamics of late phase of the plasma kernel were studied using
resolved direct numerical simulations. All models neglected radiation effects. From the results,
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the flow field was found to evolve in a qualitatively similar manner for all the models considered,
although the initial pressure fields varied significantly. The observed vortex motion was attributed
to two sources. At short timescales, it arises from the baroclinic term of the vorticity equation while
at large timescales vorticity is generated by reverse flow in the core. The shock wave propagation
was found to compare well with a strong shock wave solution at short times while the near acoustic
waves at longer times showed more deviations.
Further pursuing the energy loss effects, Joarder et al. [43] investigated the effect of radiation transfer
on the energy left for combustion in the decaying plasma core. In these simulations, finite-rate
chemistry of the air at high temperatures was accounted for with the use of an 11 species model.
Radiation effects were modeled by solving the radiative transfer equation with a finite volume
scheme. The energy loss by radiation was found to be negligible. The blast wave, toroidal vortex
and core roll up features were all observed. The remaining energy left for ignition was calculated to
be 4.84%, while the blast wave consumed 95.15% of the absorbed energy.
More recently, numerical simulations of laser-induced breakdown in oxygen has been completed
by Jiping et al. [44] focusing on the effects of increasing ambient temperature and pressure, and
modeling of the high temperature chemical kinetics of oxygen. The simulations were carried out
using the Fluent software package. The change in ambient temperature was noted to have an effect
on the evolution of the maximum velocity and electron number density. In addition, the ambient
pressure is seen to have a stronger effect on the vorticity after the blast wave propagation.
The simulations above mainly focused on the physics of laser-induced breakdown in air. Some
simulations have now turned to the flow field developed in combustible gases such as in methane/air
mixtures. Morsy et al. [45] studied the laser-induced ignition of methane/air in a conical cavity,
both experimentally and numerically. The numerical simulations assumed the peak temperature and
pressure for the focal point as 10,000 K, and 8 atm, respectively. A two-step kinetic mechanism was

16

employed, namely:
3
CH4 + O2 −−→ CO + 2 H2 O
2
1
CO + O2 −−→ CO2
2

(1.5)
(1.6)

This study showed that cavity ignition exhibited a faster and higher maximum pressure rise,
with decreased combustion time. The flame propagation calculated by the model agreed with the
experimental measurements. A later study by Morsy and Chung [46] focused on the development of
a front lobe. This lobe subsequently propagates towards the laser source, during ignition of CH4 /air
mixtures. This model assumed the same two-step chemistry in Equation 1.5. Again, the temperature
and pressure of the initial spark kernel are assumed, with a peak pressure of 10 atm and a peak
temperature of 10,000 K. Regarding the asymmetries in the initial spark, the toroidal vortex was
captured and the development of a third lobe propagating towards the laser source. The front lobe
was noted to be detached from the flame kernel in the lean CH4 /air mixture and extinguished for the
same mixture at sub-atmospheric conditions.
Several of numerical studies have focused on the laser-induced plasma in air, meanwhile only a
few studies have focused on combustible mixtures, with two studies focusing on the combustion of
CH4 /air mixtures. Of these simulations, global reaction schemes have been used for the chemical
kinetics. Moving towards a more detailed chemical kinetic scheme can improve the understanding
of complex behaviors such as the quenching of laser ignited flames. Further, a wide range of model
complexities has been examined for the simulation of this phenomenon. A model that can capture
most of the important physics and chemistry while remaining simple and retaining a moderate
computational cost for simulations of combustible mixtures would be useful.

1.2.3

Computational analysis of transient combustion

As mentioned before, computer simulations have become a vital part of the research and development
of combustion systems. Simulations generate data-sets that can compliment experimental data-sets
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Figure 1.6: The scales associated with different turbulence modeling strategies. DNS attempts to
resolve all scales related to the flow field, RANS only resolves large scales of flow, modeling the
effects of turbulence on those large scales. LES represents a middle ground resolving large scales
and modeling small scales assumed to have universal representation.
and facilitate design decision-making. Different design options can be tested without physical model
systems or prototypes. To include ignition processes in such simulations, we must adopt unsteady
combustion simulations. This section describes the standard methods of computational analysis for
transient combustion problems.
Combustion processes can be either steady or transient. In steady combustion a steadily propagating
flame or an anchored flame secures the average behavior of the combustion process. In transient
combustion, one is concerned with ignition processes by which the flame initiation is localized or a
combustion process that is embedded in a very turbulent and transient flow field. The numerical
simulation of transient combustion is now of interest due to intrinsically unsteady combustion
problems such as ignition, relight, and cycle-to-cycle variations in engines [47]. More realistic
turbulent combustion flows can thus be captured in simulations using models that also capture
the complex ignition process. Turbulence modeling is a challenging field in itself. Turbulence
models can be broadly categorized into Reynolds Averaged Navier-Stokes (RANS), Large-Eddy
Simulations (LES), and Direct Numerical Simulation (DNS). RANS can also be unsteady (URANS)
as shown in Figure 1.6. Large-Eddy Simulations (LES) generally describes unsteady flows and
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have been increasingly used in the simulation of combustion problems [48]. It and requires less
resources than DNS, but also offers greater resolution of the flows than URANS. Simulation of
turbulent combustion involves two problems in addition to the flow field turbulence: modeling of
the chemical kinetics and modeling of the interactions between turbulence and chemistry [47].
Modeling of the gas phase chemical kinetics is difficult. Even for simple molecular fuels such
as methane, models can contain several species and a large number of reactions that increase the
computational costs, relative to non-reacting flows. There is numerical stiffness due to the wide
range of timescales in such mechanisms. Some reactions are very fast while others are extremely
slow. Several techniques can be used to address the challenges of chemical kinetic models: direct
computations using detailed mechanisms, global kinetic schemes [49, 50], tabulated chemistry, such
as flamelet generated manifolds [51], and in situ adaptive tabulation [52]. The extremes in modeling
chemical kinetics are set by direct computations of detailed mechanisms and global kinetic schemes.
Detailed mechanisms contain a large number of species and elementary reactions describing in detail
the conversion of reactants to products. Direct computation is completed through integration of a
system of differential equations. This technique is the most accurate but computationally intensive,
and impractical in CFD analysis of practical flows. The global kinetic scheme is the simplest method,
where only major species are considered, in the most extreme case, one equation for the conversion
of fuel and oxidizer to products. This technique is simple and allows one to avoid the integration
of a system of differential equations for the chemical system. Unfortunately, the schemes have
limited ranges of applicability and parameters need to be updated from more detailed schemes or
empirically. Tabulation of chemistry evolution allows for detailed schemes to be applied without
direct integration of differential equations. Tabulation of chemistry can be done in a pre-processing
step which may consume some computational resources. But during a CFD run there is no need for
direct integration; one only needs to track the thermodynamic state and a defined property such as a
progress variable that is interpolated from the tables. With a chemical kinetic model and a modeling
strategy chosen, the final general problem is that of the turbulence-chemistry interaction model. The
choice of an interaction model is based on physical analysis and the comparison of various length,
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velocity and time scales [53]. In modeling turbulent combustion, research ranges from using DNS
to theory-based simple combustion models and front tracking techniques [47, 54].
A final difficulty in modeling transient combustion is that of forced ignition. Forced ignition can
appear in certain transient problems, such as the modeling of cycle-to-cycle variations in an ICE
cylinder. When the transient behavior of the combustion flow in relation to the ignition source
is important, one must consider modeling the spark. An important part of modeling the ignition
process in transient simulations of combustion is the stochasticity of ignition [8, 10], the effects of
turbulence, and gas composition on the growth of a flame from an initial spark. Models for ignition
can be separated into energy deposition models and kernel models. These different possibilities
need to be carefully considered and the selection of models for an ignition problem in a flow field
must be rational.

1.3

Project objectives

The review of forced ignition modeling showed that reduced spark ignition models have focused
mostly on electrode spark ignition. Simpler models of laser spark ignition would require more
understanding of the laser ignition process in hydrocarbons. There have been few simulations of
laser ignition in hydrocarbon gas mixtures. Morsy et al. [45, 46], simulated CH4 /air combustion in
two configurations. The simulation assumed initial temperature and pressure conditions without
much justification. In addition, few details of high temperature thermophysics were given. In
contrast, several simulations have looked into the addition of complexities such as plasma physics
on the effect of the laser-induced flow field in air [37, 42]. This avoids the important role of fuel in
the problem.
Ignition models require knowledge of the effects of the flame kernel geometry, surrounding flow
field, and gas composition on the success or failure of an ignition event. In many of the laser ignition
simulation studies, the toroidal vortex and third lobe structures observed in experiments are not
well captured. These structures are important to determine the success of ignition [55]. Detailed
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simulations can properly predict and help to explain these flow structures. This thesis will seek to
answer the questions raised above by carrying out strategic numerical investigations. It will study
laser-induced processes in air, methane/air and biogas/air mixtures. Specifically, the numerical
studies will address:
• Laser-induced shock waves: The propagation and flow field associated with laser-induced
shock waves. It will explore the effect of heat release in combustible mixtures on the strength
and dynamics of the resulting shock wave. It will also examine the induced flow structure.
The effects of plasma kinetics and radiation on the shock wave will be examined for shock
wave in air. It is hypothesized that the shock wave propagates as a blast wave and that the
effect of plasma and radiation on the flow might be minimal, once the blast energy is used to
initiate the simulations.
• Flame emergence: The growth of the spark kernel and the emergence of a flame kernel from
the core flow feature left by the shock wave. The effects of plasma chemistry and radiation
will be examined. It is anticipated that the emergence can be captured by a 4-step and skeletal
chemical kinetic model. Difference might exist such that the more physically sound skeletal
model accords well with prior observations.
• Prediction of quenching in ignition of biogas. The merit of the skeletal model is expected
to be seen here. These simulations will be compared with experimental results obtained by
Nathan Peters [55].
If these questions are addressed, the results will advance our understanding and rapid analysis of
laser ignition processes.

Chapter 2

Experimental and Computational Methods

This chapter describes the computational methods and models that are employed to address the
questions outlined in the previous chapter. The discussion begins with the laser ignition experiments
which the simulations seek to replicate. The experimental setup and methods of data collection
are described. Next, the mathematical equations for chemically reacting flows are discussed along
with the assumptions used to simplify certain terms in the equations. The physical models that
describe the thermodynamic and transport properties of the fluids are discussed. Chemical kinetic
mechanisms describing the gas phase and plasma kinetics of the mixtures are presented. Finally
the computational domain is presented, and the numerical methods used to solve the governing
equations and auxiliary equations are described.

2.1

Experimental techniques

The numerical simulations in this work are based on the experimental studies of laser ignition
conducted by Nathan Peters [55]. The experiments sought to characterize breakdown thresholds,
laser-induced shock waves, minimum ignition energies, and the fate of laser-ignited flames at
different compositions. These experiments serve as validation targets and provide initial conditions
for the models. The experimental apparatus and testing conditions are briefly described, followed
by the visualization methods.
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Figure 2.1: A schematic of the cylindrical combustion chamber experiments. The Nd:YAG used for
the laser is on the left [55].

2.1.1

Combustion chamber and laser ignition setup

The laser-induced ignition experiments were conducted in a constant volume cylindrical stainlesssteel chamber with a diameter of 15.24 cm and a length of 25.4 cm, shown in Figure 2.1. Optical
windows providing access to the chamber are available through six ports. Sapphire windows with
diameters of 2 cm provide access for the laser, and quartz windows with diameters of 9 cm on the
cylinder end walls are used for imaging diagnostics. An Nd:YAG laser (Spectra-Physics Quanta
Ray Pro 250) is used in the investigations for laser-induced processes. For these experiments, the
2nd harmonic at 532 nm was used. The pulse duration was 8 ns, the beam diameter was 1 cm, and
the divergence of the laser beam was less than 0.5 mrad. Absorbed energies inside the combustion
chamber were calculated by subtracting the residual energy from the incident energy. Reflective
losses from the focusing lens and sapphire windows were taken into account in calculating the
incident and absorbed energies.
The main data acquired during the experiments take the form of high-speed visualizations, pres-
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Figure 2.2: Experimental setup depicting the arrangement of laser power meters for measuring
incident and absorbed laser pulse energies and schlieren imaging optics [55].
sure transducer signals, and light emission signals. Regarding the high-speed visualizations, two
techniques were used, namely, schlieren and interferometry. These allow for visualization of the
induced flow field and flame structure.

2.1.2

Schlieren visualization

Schlieren imaging was used to visualize the plasma, shock wave, and flame fronts during the laser
ignition process. A Z-type schlieren system was utilized, as shown in Figure 2.2. The schlieren
images were used to determine the temporal evolution of the laser induced shock waves and the
flame front.
The shock wave radii were then fitted to the blast wave theory by Jones [56] to obtain the blast wave
energies:


2/5
5/2
τ = 0.543 1 + 4.61x (t)
−1

(2.1)
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Figure 2.3: A schematic of the Mach-Zehnder interferometer used in this work [55].
Where τ and x(t) are non-dimensional quantities such that:


t
r (t)
6.25E0 1/3
τ = c0
and x (t) =
; with r0 =
r0
r0
Bγ p0

(2.2)

Here, t is the dimensional time, r is the radius, r0 is the reference radius, c0 is the speed of sound, γ
is the specific heat ratio, p0 is the pressure of the undisturbed gas, and B is a numerical constant
depending on the geometry of the shock wave and the specific heat ratio, γ. The equations to
calculate B are given in [57]. From a given least-squares fit, the corresponding E0 can be deduced.
This energy can then be used to determine the conditions needed to initialize numerical simulation
of the laser-induced shock wave.

2.1.3

Interferometry visualization

Interferometry, similar to the schlieren imaging technique captures differences in the refractive
index. Unlike schlieren, that relies on density gradients, interferometry measures refractive index
changes relative to a reference, allowing for a quantitative measurement of densities of a field.
The Mach-Zehnder interferometer set up was adopted, as shown in Figure 2.3. Raw interferometric
images can be analyzed and the deflections of the fringes used to compute the phase change. The
contribution to the index of refraction in plasmas can be attributed to two main sources, namely, free
electrons and bound electrons in neutral species and ions [58]. For interferometric measurements,
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the phase shift of the interference pattern, ∆φ , is given as:

∆φ = ∆φe + ∆φn

(2.3)

where ∆φe is the phase shift due to electrons and ∆φn is the phase shift due to neutral species
(defined here as molecules, atoms, and positive ions).
The phase change due to free electrons is given as [59]:

∆φe = −re λ

Z L
0

∆ne dl

(2.4)

where re is classical electron radius 2.82 × 10−13 cm, λ is the laser wavelength, ∆ne is the change
in electron density, and L is the path length.
The phase change due to neutral species is:
2πβ
∆φn =
λ ρ0

Z L

∆ρ dl

(2.5)

0

where β is the refractivity related to index of refraction by β = n − 1, ρ0 is ambient density at which
β is specified, and ∆ρ is the change in neutral species density. The refractivity, β , is nearly constant
over the visible spectrum.
An Abel transform can then be used to spatially resolve these density values for axisymmetric
phenomena [60]. Path integrated densities can be ascertained by:
1 ∆φ1 λ1 − ∆φ2 λ2
re
λ22 − λ12

(2.6)

ρ0 ∆φ1 λ2 − ∆φ2 λ1
2πβ λ2 /λ1 − λ1 /λ2

(2.7)

∆ne L =

∆ρ L =

These experimental measurements have provided data that shed light on the physics of laser-ignition.
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Greater confidence in our understanding can come form simulating these properties. These validated
simulations can also give further details. The mathematical equations describing the physics of
chemically reacting flows and the auxiliary equations needed to close the system of equations are
discussed next.

2.2

Mathematical model of chemically reacting flows

The equations for compressible, reacting, viscous flow are taken as the mathematical model due to
the presence of high speed gas dynamics effects and chemical reactions. This system of equations is
solved directly without explicit modeling of turbulence. The equations are given as:
∂ ρ ∂ ρu j
+
=0
∂t
∂xj
∂ ρui ∂ ρu j ui
∂ p ∂ τi j
+
=−
+
∂t
∂xj
∂ xi ∂ x j
∂ J nj
∂ ρYn ∂ ρu jYn
+
=−
+ ω̇n
∂t
∂xj
∂xj
i
∂ ρeT ∂ ρu j eT
∂ h h
+
=
J j + ui σi j + q̇
∂t
∂xj
∂xj

(2.8)
(2.9)
(2.10)
(2.11)

where ρ, p, ui , eT , Yn , ω̇n are the density, the pressure, the i-th velocity component, the total energy
per unit mass, the mass fraction of the n-th species, and the reaction rate of the i-th species. In
addition to the governing equations above, several auxiliary equations are needed. The total internal
energy, eT , from the internal energy and kinetic energy.
1
eT = e + ui ui
2

(2.12)

∂ ui ∂ u j 2 ∂ uk
+
− δi j
)
∂ x j ∂ xi 3 ∂ xk

(2.13)

The shear stress tensor, τi j :
τi j = µ(

The diffusion velocity, J nj , for multi-component flow is of importance. In these simulations the

27

diffusion velocity is modeled using Fick’s law:

J nj = ρDi,m ∇Yi

(2.14)

The transport equations are further closed with an equation of state. Here, the ideal gas model is
appropriate because of the low density:
p = ρRT

(2.15)

The simulations are carried out on a two dimensional domain, assuming that the flow is axisymmetric
about the laser axis. This work will be a direct numerical simulation and the resolution of the domain
will be prescribed such that the relevant scales will be captured. Domain resolution will be discussed
later in this chapter.
To complete the model, further assumptions need to be made. The thermodynamic and transport
properties for the gas species need to be defined and their temperature-dependence needs to be
accounted for. The role of processes such as radiation on modeling of the initial plasma spark must
also be considered. Further, the roles of chemical and plasma reactions need to be handled with
care, from the perspective of accuracy and computational cost. These issues are addressed later.

2.2.1

Modeling of laser-ignition breakdown of gases

Important to the problem of laser ignition is the initial plasma spark that is generated by the laser
energy deposition as well as the subsequent plasma decay. The size of the plasma is dependent on
the laser energy, the pulse time, the optical focusing equipment. The actual breakdown process that
involves the generation of the spark is not modeled here, thus requiring assumptions to calculate
the size and shape of the spark as well as the plasma thermodynamic state. In these simulations,
the initial plasma spark geometry is estimated using optical theory [61]. This theory relates the
parameters of the cylindrical volume to characteristics of the laser beam and the focusing optics.
Specifically, the focal volume into which the energy is deposited is approximated as a cylinder with
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Figure 2.4: Initial plasma spark geometry for simulations.
its radius and length calculated, respectively, as:
α
2
√
α f 2
2−1
L0 =
dB

R0 = f

(2.16)
(2.17)

where R0 is the focal volume radius, L0 the focal volume length, α the laser beam divergence, f the
focal length and dB the undeflected beam diameter. With values from the experimental set up, one
obtains R0 = 37.5 µm and L0 = 0.466 mm.
The actual shape of the initial spark is not cylindrical as postulated by the optical theory. Experimental [62–64] research has shown that the initial spark is shaped like a tear-drop with a distributed
temperature and electron concentration fields. Simulations of laser-induced breakdown [30–32]
further support this asymmetrical geometry of the initial spark. To better model and capture the
asymmetric geometry of the initial plasma, the shape is therefore assumed to be that of a short cone
that is one third of the total focal volume length and a longer cone that is two thirds the length
of the focal volume joined together. The maximum radius of the plasma is calculated by keeping
the volume and total length of the plasma kernel constant and solving for the new radius. This is
useful in reproducing the early structure of the observable kernel. With a calculated focal volume
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for the plasma spark, the initial temperature and pressure are needed to complete the initialization
procedure. The laser pulse energy is deposited into a small volume over an 8 ns duration.
In order to convert the absorbed energy into thermodynamic properties of the gas in the optical
volume, a model thermodynamics process is needed. If the acoustic timescale, τa , is much larger
compared to the energy deposition timescale, τ p , then the energy deposition process can be assumed
to be a constant volume process. That is,

τ p << τa

with τa =

(2.18)
L
c0

where L is a characteristic length scale, and c0 is the speed of sound in the ambient gas mixture.
Assuming the gas is air at room temperature and a pressure of 1 atm, the ratio is determined as
τ p /τa = 0.0738, if we use R0 as the characteristic length, and τ p /τa = 0.00594, if L0 is used as
the characteristic length. Thus, assuming constant volume heating, and with the focal volume
from optical theory, the temperature of the plasma can be calculated from the energy balance in
Equation 2.19, and the pressure can then be be calculated from an appropriate equation of state.
Z Tf

∆E = m
T0

cv (T )dT

(2.19)

These considerations make it possible to represent the breakdown process as a change in properties
of the gas in the optical volume. The 8 ns energy transfer process can be treated as sufficiently fast
to be the time zero of the problem.

2.2.2

Thermodynamic and transport properties

The temperature and pressure conditions within the initial plasma kernel and the induced flow
field cover a wide range. The high temperatures in the core persist up to several microseconds
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after the breakdown. Accounting for the transport of momentum, species, and energy requires
formulations for the thermal and transport properties of the gas species. Furthermore, establishing
the initial temperature and pressure conditions will require the specific heat of the species. While
formulations for the properties of different gas species is common in chemically reacting flows, the
extreme conditions of the gas and plasma in the kernel during the first microseconds require special
considerations. Statistical mechanics can be used to develop the thermodynamic and transport
properties of the different neutral species and ions. However, the effects of collisions, charge
carriers, and fields complicate the derivation of such properties using dilute gas assumptions.
In the field of plasma physics, the properties of several species have been well studied. Properties
of air, Ar, He, and H have been developed in several studies. These studies and sources have
sought to tabulate the thermophysical properties of air at very high temperatures, accounting for
different corrections to quantities. They account for different sets of multiply ionized species
as the temperatures increase. The thermophysical properties of species related to air plasmas
are available for temperatures up to 30 000 K [65]. Due to the sparse information on the high
temperature properties of hydrocarbons and the low mass fraction of the hydrocarbons that would
exist at the high temperatures, the thermophysical properties of such species are only available for
temperatures up to 6000 K. This is not a serious hindrance since it is reasonable to assume that at
high temperatures, large molecules tend to break down to smaller molecules that have been studied.
In most computational analyses of combustion, the thermodynamic properties of the species are
given as polynomial functions of the temperature:
c p,i
= A1 + A2 T + A3 T 2 + A4 T 3 + A5 T 4
R

(2.20)

hi
A2 T A3 T 2 A4 T 3 A5 T 4 A6
= A1 +
+
+
+
+
RT
2
3
4
5
T

(2.21)

si
A3 T 2 A4 T 3 A5 T 4
= A1 ln(T ) + A2 T +
+
+
+ A7
R
2
3
4

(2.22)
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where c p,i is the specific heat capacity, hi is the specific enthalpy, and si is the specific entropy. Here,
the subscript i indicates the i-th species. Outside of the temperature range of the polynomials, the
thermodynamic properties are assumed to be constant and equal to those at the upper temperature
boundary. The transport properties, viscosity, µ, and thermal conductivity, λ , are modeled using
power law formulations over the entire temperature range:

µ = µ0
λ = λ0

 T n
T0

 T n
T0

(2.23)
(2.24)

For O2 , N2 , and all the species in the plasma kinetic mechanism, the power law formulations take
the following form [65]:

µ = exp(Cµi )T Aµi ln(T )+Bµi
3 +B

λ = exp(Eλi )T Aλi (ln(T ))

(2.25)
2
λi (ln(T )) +Cλi ln(T )+Dλi

(2.26)

these power law formulations are fits obtained from theoretically calculated viscosity and thermal
conductivity data over the temperature range of 1000 K to 30 000 K. For temperatures less than
1000 K, the Sutherland’s Law for air is used for the species in the air plasma kinetic mechanism.
For temperatures above 30 000 K, the exponent at 30 000 K is used in the power law fits. Thus,
the temperature dependence of the thermodynamics and transport properties of the species can be
accounted for.

2.2.3

Radiation processes

The very high temperatures within the plasma region raises the question whether radiative processes
should be accounted for in the simulation of the plasma decay after breakdown. Accounting for
radiation in laser and electrode spark ignition simulations is sparse in the literature. Phouc [41] and
Joarder et al. [43] included the effects of radiation in the decay of laser-induced air plasmas. Phouc
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found that energy losses could be significant meanwhile radiation was found to be negligible in the
work of Joarder. In simulations of electrode spark ignition, radiation effects have been included in
several works, such as Bradley and Lung [13], Kravchik and Sher [15], and Thiele et al. [17, 18].
Several continuum radiation spectra due to plasma recombination contribute to the thermal radiation
such as free-bound electron transition, free-free electron transition (bremsstrahlung), negative ion
emission and pseudo-continuum of strongly broadened lines.
Radiation is a difficult process to accurately account for. Several methods are available, including
the solution of the radiative transfer equation or the use of energy equation source terms. The
radiative transfer equation is a difficult equation to solve numerically. The use of source terms,
while less accurate, is a simpler method to account for radiation. Where radiation is considered,
black body radiation is used in the following form:

Qrad = εσ T 4

(2.27)

with ε being the spark emissivity (1/m), and σ is the Stefan-Boltzmann constant. The emissivity of
the gas is modeled using Equation 2.28

ε=

ρ
0.01ρ0

(2.28)

where ρ is the density and ρ0 is the density in the ambient gas.
Whether radiation is crucial to predicting laser ignition depends on the differences that arise
from simulations with and without radiation models. This work anticipates that when the energy
deposition is properly coordinated to calculate initial conditions, uncertainty arising from radiation
effects can be minimized. This is because much of the energy goes into driving the blast wave, a
mostly thermomechanical process.
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Reaction

A

b

Ea

reaction orders

CH4 + 12 O2 −−→ CO + 2 H2

7.82×1013

0

30

[CH4 ]0.5 [O2 ]1.25

CH4 + H2 O −−→ CO + 3 H2

0.30×1012

0

30

[CH4 ][H2 O]

−−
*
H2 + 21 O2 )
−
− H2 O

1.21×1018

-1

40

[H2 ]0.25 [O2 ]1.5

−−
*
CO + H2 O )
−
− CO2 + H2

2.75×1012

0

20

[CO][H2 O]

Table 2.1: Reaction rate constants for the 4-step global reaction scheme (units cm, s, kcal, mol),
reproduced from [49]

2.3

Chemical kinetics and mechanisms

As discussed previously, by virtue of the high temperatures in the core and the need to simulate
the laser ignition process, one needs chemical kinetic models of hydrocarbon and air gas mixtures.
In the case of air, the model should describe the dissociation and ionization of the species as the
laser causes the initial plasma. During the decay of the plasma, there is recombination of free
electrons and radiation of energy from bound electrons in higher energy states. In the case of
combustible mixtures, further reactions toward combustion products need to be considered. A
detailed consideration of these reactions leads to chemical kinetic models with many species and
reactions. Computational costs require that simpler models be used if they can predict properties of
interest. In this section the kinetic models that have been considered in this work will be discussed.

2.3.1

Chemical kinetics for air plasma

The simulation of laser induced plasmas in air is approached in this work through two methods.
First, without consideration of the dissociation and ionization effects that would appear at high
temperatures and the plasma kinetics. The second is to consider the air plasma kinetics, including
dissociation and first ionization of several of the considered species. In this work, an 11 species
+
+
air kinetic model [65] is considered, with the following species: N2 , O2 , NO, N, O, N+
2 , O2 , NO ,

N+ , O+ , and e. These species are involved in 20 reactions including dissociation, ionization, charge
transfers and electron impact ionization. The rate of reactions are described using the Arrhenius
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form
 E 
a
k f = AT n exp −
Ru T

(2.29)

These two approaches can be used to establish the necessity of plasma kinetics in simulations. The
task is approached with the hypothesis that the complex plasma kinetics may be necessary to predict
properties of interest.

2.3.2

Chemical kinetics for oxidation of fuels

In the modeling of the chemical kinetics of methane combustion, two chemical kinetic models are
employed. The first model used in this work is a four-step global chemistry scheme by Jones and
Lindstedt [49]. The scheme is described by the reactions in Table 2.1. The second chemical kinetic
model used in this study is a reduced detailed chemical kinetic scheme. The skeletal mechanism
is a reduced form of the USC Mech for C3 fuel combustion [66]. The method used to reduce the
chemical kinetic model was the Alternate Species Elimination method [67]. These two mechanisms
will bring out the differences in predicting critical phenomena such as quenching of ignited flames
where chemical kinetic processes are expected to play a role.

2.4

Computational domain

As explained previously, the computational domain used in these numerical simulations is a two
dimensional rectangular domain of 60×120 mm, which is depicted in Figure 2.5. An assumption of
two-dimensional axial symmetry along the axis in which the laser deposits energy is made. The
nature of the energy deposition and the initial plasma kernel make this assumption reasonable.
Many computational studies of ignition problems — autoignition and forced ignition — have used
two dimensional domains to study ignition and flame emergence. In several autoignition studies,
three-dimensionality has been neglected in simulations employing highly resolved domains and
highly-accurate spatial schemes [68–73]. In forced ignition studies, two-dimensional domains
have been used, assuming axisymmetry [14–17, 33, 37, 43, 46]. The use of a two-dimensional

35

Figure 2.5: A depiction of the computational domain, split into three blocks where the block
highlighted in red is a fine grid with constant mesh spacing of 12.5µm
domain leads to a smaller computational domain, reducing the computational resources. While the
dynamics in two-dimensional flows may differ from those in three-dimensional, for example the
absence of vortex-stretching, the growth of the flame front can be assumed to be generic [74]. The
two-dimensional approach adopted here is therefore reasonable.
The size of the domain is such that reflections of the shock wave off the numerical boundaries will
not affect the core over the timescales of interest. The domain is broken into six blocks of varying
grid sizes. A 6.25×12.5 mm section of the domain — highlighted in red in Figure 2.5 — around
the initial plasma kernel is a grid of constant rectangular cells and is the main area of interest. The
boundary at the bottom of the domain is a symmetry boundary condition. The other three boundaries
are modeled as walls, with zero gradient conditions for the pressure and the heat flux and a no slip
conditions for the velocity.
As previously noted, turbulence is not explicitly modeled in this work. Thus the spatial resolution
must capture all relevant scales of motion. The edge length of the cells in the resolved area is
12.5 µm, comparable to other studies of laser ignition [42, 43]. The initial plasma contains 96
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computational cells at this grid size, and a total 1.125 million computational cells. The laser-induced
air spark configuration was computed on several grids of different density to study grid convergence.
The grid densities were 840 thousand, 1.5 million, and 2.25 million cells. The shock wave trajectories
and density profiles show no significant change when the resolution is increased from 1.5 million.
Further justification for the direct simulation can be provided through the estimation of the Kolmogorov length scale and the flame thickness.

Re =

ρuL
µ

(2.30)

Estimation of the Kolmogorov length scale can be accomplished with knowledge of the Reynolds
number. The Reynolds number requires a length scale and a velocity scale characterizing the
flow (see Equation 2.30). The speed of sound, c, serves as a convenient velocity scale. Several
possibilities exist for the length scale in this flow, the most suitable being the radius of the initial
plasma, R0 , and the initial length of the plasma, L0 . Using the initial radius of the plasma and the
initial conditions, Re is determined approximately as 400. The associated Kolmogorov length scale
can be estimated as 0.42 µm [75]. But if we use the initial length of the plasma, Re is determined
to be approximately 5000 and the corresponding estimate for the Kolmogorov length scale is 0.78
µm. These two examples might seem to suggest that the simulations are under-resolved. But the
fluid velocities are of the order of the speed of sound only in the region around the moving shock
wave. In addition, the strength of the shock wave decays to that of an acoustic wave and the induced
flow velocities are no longer on the order of the speed of sound. Thus, the simulations may be
under-resolved for early times during the simulation, that is, less than 1.0 microsecond, and only in
the region close to the shock wave. Referenced to the velocities in the residual flow in the core, the
flow is sufficiently resolved to render a turbulent model unnecessary.
The next consideration for the spatial resolution is the capturing of the inner structure of flames
in reacting simulations. The flame thickness, δl , where λ is the thermal conductivity, SL the flame
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speed, Tb is the burnt gas temperature, and Tu is the unburnt gas temperature, can be estimated
apriori [47, 76], using:
δl = 2

λ  Tb 0.7
ρc p SL Tu

(2.31)

From equation 2.31, and using the values of λ , c p , and ρ in the fresh mixture we find that for a lean
mixture, the diffusive flame thickness is on the order of 1 mm while it is on the order of 400 µm for
the stoichiometic mixture.

2.5

Numerical methods

The numerical solution of the governing equations and the auxiliary equations is carried out using
the Star-CCM+ software [77]. After the domain and boundary conditions the next numerical concern
is the modeling of the flux terms and capturing of shock waves as well as other flow discontinuities
that may arise. In Star-CCM+ two major options are included for the computation of the inviscid
flux terms: the Weiss-Smith Preconditioned Roe Flux-Difference Splitting [78] and the AUSM+
flux-vector splitting method [79]. In this work, the AUSM+ flux-vector splitting method is used to
compute the inviscid flux term. It takes the form:
ff = fc + P = mi + (1, u, v, ..., H)T0 + mi − (1, u, v, ..., H)T1 + Pi

(2.32)

Based on the upwind concept, it is applied consistently on the two physically distinct parts of the
inviscid flux: convective and pressure, which aids in capturing the shock and contact discontinuities.
The AUSM+ flux scheme is a more appropriate choice for solving flows involving high supersonic
regimes, when compared with the Roe scheme. The scheme is robust and accurate over a wide

range of Mach number flows [77]. Here mi is the mass flux, mi + is defined as 0.5 mi − |mi | , and

mi − is defined as 0.5 mi − |mi | and Pi is the pressure flux.
To compute the flux terms at the cell face, a choice of spatial discretization needs to be made to
interpolate face values of the conservative variables from cell-centered values. Star-CCM+ has a
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number of stencils available. For the choices made in terms of physical modeling, the first-order,
second-order upwind schemes, and the third-order MUSCL scheme are available for use. The thirdorder MUSCL scheme is chosen for the interpolation scheme, as the scheme will have the lowest
numerical diffusion. Due to the nature of shock capturing, numerical diffusion will be present very
close to sharp gradients, such as the shock wave. In areas of the domain where the flow variables
vary smoothly the solution should be of third-order.
The discretization of the temporal terms is needed due to the unsteady nature of the problem.
The problem occurs over several time scales from nanoseconds to microseconds. The temporal
integration of the problem is handled using explicit integration from the initialization of the spark to
1.0 microsecond. The physical problem is very stiff in the early times and the explicit scheme is less
computationally demanding. In the Star-CCM+ framework explicit time integration is completed
through the use of the Explicit Runge-Kutta scheme

U0 = Ut

(2.33)

Ui = U0 + αi ∆tRi−1

(2.34)

Ut+∆t = Um

(2.35)

where i = 1,2,...,m is the stage counter for the m-stage schemes and αi is the multi-stage coefficient
for the i-th stage. The residual Ri is computed from the intermediate solution Ui with Equation 2.36.
For explicit simulations the time step was calculated dynamically using a CFL condition to maintain
stability. The CFL number was set to a low value of 0.15 for the first 500 time steps and then
increased to 0.35 over the next 1000 time steps.

R=

1
V

h
i
i
i
f(U
)
−
g(U
)
∑

(2.36)

f

After the first microsecond, the thermodynamic conditions within the spark kernel become less
extreme and the stiffness reduces significantly, thus making the use of the implicit scheme more
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practical. The second order time scheme, the common backward differentiation formula, is used in
conjunction with dual time stepping in the Star-CCM+ framework. A time step of 0.025 µs was
chosen after several trials with different time steps, ranging from 0.01 to 0.1 µs.
U0 = Uτ
h3 ∂Wi
h
i
1
∆Ui = −αi ∆τ Ri−1 +
(3Wi−1 − 4Wn + Wn−1 )
2 ∂U
2∆t
Uτ+∆τ = Um

(2.37)
(2.38)
(2.39)

Finally, the numerical handling of chemical kinetics is carried out through two methods available in
Star-CCM+. The modeling of chemical kinetics in computational fluid dynamics requires accounting
for the reaction rate source term, ω̇i , for the i-th species. In turbulent flows, this would mean
accounting for interactions between the turbulence and chemistry. In Star-CCM+, for premixed
combustion, several combustion models are available including: the Eddy Break-up model, the
complex chemistry model, the Coherent Flame model and the Probability Density Function model.
The options available for use in this problem in the Star-CCM+ framework are the Eddy Break-up
(EBU) model and the complex chemistry model.
The Standard Eddy Break-up model [80–82] was initially developed for premixed problems and
has been continually used and developed in the computational combustion field. The physical
interpretation of the the standard Eddy Break-up model is that in fast combustion “mixed is burned”.
In the framework of Star-CCM+ three variations of the model are available: the standard model
where turbulent time scales are controlling, the hybrid kinetics which chooses between reaction
rates based on turbulence, and the finite-rate kinetics, and finally the finite-rate kinetics model. Due
to turbulence not being explicitly modeled in this work the finite rate formulation is applied. Thus,
the mean temperature and concentration fields in each cell are used to compute a reaction rate for
the source term ignoring fluctuations in the flow. For these reasons, this model will be referred to as
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the finite-rate kinetics model.

R j = −A j T β j

∏

 ρY Pi j
i

Mi

reactions

e−Ea/Ru T

(2.40)

Then the reaction source for each species can be written as
nR

Si = Mi ∑ νi j R j

(2.41)

j=1

For complex chemical kinetic scheme, such as the skeletal kinetic model used in this work, the
complex chemistry solver can be used. Firstly, the overall accounting of chemical kinetics in the
chemistry model is carried out through operator splitting. The general species transport equation
can be formulated as:

∂
∂
ρYk +
ρu jYk + Jk, j = ωk
∂t
∂xj

(2.42)

At the beginning of a time step the code solves for an intermediate chemical state, (Yk , h)s , from the
old state, (Yk , h)n , using the equation:
∂
ρYk = ωk
∂t

(2.43)

The system that is generated from the above equation is solved using a stiff ODE solver, the Sundials
CVODE Ode solver [77, 83]. With the intermediate chemical state, the transport equations are
solved using the explicit reaction source term defined as:

ωk =

 Y s −Y n 
dt

(2.44)

In addition to the operator splitting in the case of turbulent flow, the interactions between the
turbulence and the chemistry need to be modeled. Because turbulence is not being explicitly
modeled in this work the only turbulence-chemistry interaction model available is the laminar flame
concept implemented in Star-CCM+. The laminar flame concept does not include explicit modeling
of the turbulence and chemistry interaction. The calculation of the reaction rate is carried out by
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evaluating the instantaneous rate at the mean temperature and species compositions.
The simulations are parallelized and run on 10 to 15 processors, depending on whether the flow
is reacting or non-reacting. The simulations were run on Intel Xeon CPU E5-2699 with 16 cores
operating at 2.3 GHz.
With the blast wave method of absorbed energy determination, the initial conditions are thus
determined. Using the 2D domain, the transport equations, chemistry models and temperaturedependent properties, simulations can be set up to address the research objectives.

Chapter 3

Laser-induced shock waves

The laser ignition process occurs over a wide range of time scales during which several different
processes are observed. Among the processes in the early phase are the development of a shock wave,
expansion of the plasma kernel, and dynamics of induced flow structure. These physical processes
occur in both combustible and non-combustible gas mixtures. The laser-induced shock wave in air
is a simpler problem because chemical reactions of the fuel are not needed to describe the process.
The flow field development in both cases is expected to be similar, featuring a propagating shock
wave, plasma kinetics, and the development of vortices which affect the evolution and dissipation
of the kernel. One can therefore first study laser-induced shock waves in air and then confirm the
hypothesized similarity by considering induced shock waves in combustible mixtures.
This chapter focuses on the physics of the spark kernel at early time scales. The chapter begins with
the laser-induced shock wave in air. The simulated shock wave propagation features are compared
with experimental shock wave trajectories and the blast wave theory. Next, the dynamics of the
air spark is discussed with comparisons to interferometric measurements of the density profiles.
The qualitative description of the decay process is also presented. This is followed by examination
of the effects of radiation and plasma chemistry on the flow field properties of the spark. Finally,
the laser-induced shock wave and the early development of the spark in combustible mixtures are
presented. The chapter ends with a summary of the features of the early phase of laser-induced flow.
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Figure 3.1: Comparison of measured and simulated shock wave evolution in air at p = 1 atm and T
= 300 K. The absorbed energy in this case is Eabsorbed = 25.2 mJ

3.1

Dynamics of laser-induced shock waves in air

The laser used to generate a high temperature plasma spark deposits energy on a short time scale.
The time scale of laser energy deposition is much smaller than the acoustic time scale of the gas
leading to a build up of pressure. The laser deposition occurs within 10 ns. As discussed in chapter
2, an acoustic time scale can be estimated from the speed of sound at a given temperature and
the size of the receiving volume. When these are considered, the deposition time is much smaller
than the acoustic time. This large rapid pressure gradient therefore leads to the formation of a
shock wave that transports away a significant amount of the deposited energy, distributing it to the
surrounding gas in the form of an induced flow field. The shock wave thus induces a velocity field
around the plasma spark that leads to changes in the spark kernel shape after the shock front has
propagated away. An understanding of the thermomechanics of the shock wave is important for the
understanding of the evolution and properties of the spark kernel. It is an important part of modeling
the laser spark process and provides a method for comparing results of the numerical model with
experimental measurements.
Simulations of the laser-induced shock wave also connect the unobservable and unresolved processes
with the experimental observations of the shock propagation. Experimental observations can be
obtained in the form of shock radii versus time and schlieren images of the density gradient fields.
In order to simulate a particular experimental realization, the simulation inputs have to be deduced
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Figure 3.2: Comparison of simulated and experimental shock front evolution at different absorbed
laser energy for induced shock waves in air at p = 1 atm and T = 295 K.
from the observed laser energy with special considerations. Since the complete plasma and emission
processes are not simulated, the thermomechanics requires a relation of the shock wave energy
to the conditions in the receiving volume. For this, a blast wave theory is needed as described in
chapter 2. Here, simulations are carried out for laser-induced flow fields in quiescent air at room
temperature and pressure of 1 atm. The absorbed energies considered are 3.8 mJ, 12.2 mJ and 25.2
mJ.
In Figure 3.1 schlieren images from previous experimental work by Nathan Peters [55] are compared
with numerical density gradients for the case of 25.2 mJ. The images show that the propagating
shock wave appears spherical at the microsecond timescales, despite the asymmetries of the initial
conditions in the plasma spark. The asymmetries rapidly decay as the shock wave becomes large in
comparison to the initial spark. The image shows that the asymmetries in the initial conditions are
still present in the inner spark kernel that is left after the shock wave has propagated away. There is
a qualitative difference in that, the simulations show that the kernel has become more spherical.
The shock wave trajectories for air at each absorbed energy level are compared in Figure 3.2. Over
the range of the available experimental data, the simulated shock wave trajectories fall within the

45

experimental uncertainty band at each energy. The simulated shock wave trajectories are taken from
a line along the radial axis x = 0.
The agreement between the simulated front suggests that the thermomechanics is properly captured
by the gas dynamics and that the modeling of the energy deposition as a constant volume heat
addition process is reasonable. It is also noted that these resolved simulations now give access to
the very early phase of the induced flow for which there are no experimental data. Although there
are significant asymmetries in the initial condition, the level of asymmetry around the emerging
blast wave is lower.
The shock front location, based on the location of the maximum pressure along a given direction,
are plotted in Figure 3.3. The pressure contour shows that the pressure is strongest at the trailing
edge, that is, the edge furthest from the laser source at 2 µs. The plot shows the maximum level of
pressure along lines at different angles with respect to the laser axis. At 2 µs, there is a significant
difference close to the trailing edge of the shock wave, while the pressure differences are much
smaller at the other angular directions of the shock wave. At 9 µs, the pressure differences have
become negligible around the shock wave and the pressure is also lower, as expected. We can further
investigate the asymmetries by plotting the shock wave location along the radial axis at x = 0 and
the laser axis, giving us three trajectories of the shock wave front.
At these early times, up to 1 µs, we see some differences that are reflective of the laser energy
deposition asymmetry. But as time goes on these differences in radii become insignificant, as
shown in Figure 3.4. Here, measured and simulated shock location are compared, showing that all
simulated trajectories lie within the bounds of experimental uncertainties. The asymmetry around the
shock wave was also examined by Ghosh [42], showing a similar trend. The angular and temporal
variations in this work point to the memory of the laser deposition as the cause of these differences.
As explained previously, the energy deposition process occurs over a very short time scale, and within
a very small volume. This is similar to the well studied theoretical blast wave problem, in which a
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Figure 3.3: Peak pressure dependence on angle and time. While there are directional differences
early on, as time goes, a more uniform angular profile is observed. (Contour axes dimensions are in
mm)
spherical shock wave is generated by an instantaneous point-blast. Several self-similar solutions to
the blast wave problem were developed by Taylor [84], Sedov [85], and von Neumann [86]. The
solutions were aimed at the study of thermonuclear detonations, and as such, assumed a strong
shock wave with a Mach number much greater than unity. These solutions generally describe the
evolution of the shock front with time, dependent on the amount of the deposited energy. After
these developments, subsequent extensions were made to models that account for other geometries
and shock waves of intermediate strength. Several general assumptions are made in the different
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Figure 3.4: Asymmetries in shock wave propagation are more pronounced at the onset but become
less important and within experimental uncertainty at later times.
blast wave models: (1) the energy is assumed to be instantaneously released from a single point, (2)
the gas is an ideal gas with a constant specific heat ratio, (3) the shock wave is self-similar, and (4)
energy losses from ionization and radiation are neglected. Thus, for a given deposited energy, the
blast wave theory will give the temporal evolution of the shock front.
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Since the temporal shock front data are more readily measured than the blast energy, the blast wave
theory can be used in conjunction with the measured shock front data to estimate the point blast
energy that was needed to create the shock wave. With the point-blast energy, one can then initialize
fluid dynamics simulations of the problem. This is especially useful for the laser-induced shock
wave where plasma and radiation processes are too complex to be determined fully.
The Taylor model is often referenced for comparison to experimental data. Gebel et al. [87] compared
several blast wave models and how well each model fits experimentally obtained shock wave data
from laser induced air experiments. The authors showed that the Jones [56] and Brode [88] blast
wave models fit the laser induced shock wave data more accurately. The Taylor-Sedov model
assumes a strong shock wave solution and when the Mach number of the laser-induced shock wave
falls below a Mach number of 2, the Taylor-Sedov model deviates from the data. Several numerical
studies compared the propagation of the shock wave to the Taylor-Sedov model. Ghosh [42] found
that there were deviations from the Taylor-Sedov model which increased and occurred earlier as
the spark energy decreased. Dors [37] found that simulated shock wave propagation was not well
predicted by the Taylor solution as the shock wave progressively decayed. Although the TaylorSedov model can be used for shock wave induced by very large laser energies, for the purpose of
combustion initiation, the energy is only enough to induce weaker shock waves. This is not only for
energy economy but it prevents detonation initiation which would be damaging for the combustion
system.
In this work, the Jones blast wave model is used to fit shock wave trajectories. This approach was
also earlier adopted in our research group by Peters [55]. The point-blast energies for the several
mixtures studied in [55] are summarized in Table 3.1. It can be seen that the point blast energies for
stoichiometric CH4 /air are appreciably higher than those obtained for air at all three energy input
levels. In the case of the lowest energy, Eabsorbed = 3.8 mJ, the point blast energy for stoichiometric
CH4 /air is higher than the absorbed laser energy. The higher point-blast energies for the combustible
mixtures indicate that additional energy is released within one microsecond after breakdown, that is,
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Eabsorbed

Air

25.2 ± 0.5 22.4
12.2 ± 0.3 9.9
3.8 ± 0.15 3.4

CH4 /Air CH4 /Air Biogas/Air Biogas/Air
φ =1
φ = 0.6
φ =1
φ = 0.6
25.5
24.7
11.2
10.6
4.5
4.0
3.8

Table 3.1: Point blast energies, in mJ, calculated using the Jones blast wave theory compared to
absorbed laser energy, Eabsorbed , in mixtures at p = 1 atm, T = 295 K.

before the shock wave detaches from the plasma spark. This is likely due to the combustion of the
fuel/air mixture, caused by the extreme thermodynamic conditions within the plasma kernel.
To ensure that the higher energy values were due to the heat released through combustion, a
non-reactive mixture of methane and nitrogen was also studied. The mixture contained the same
percentage of methane as the stoichiometric CH4 /air mixture, that is, 9.5%. For the 25.2 mJ of
absorbed energy, the shock wave trajectory shows a point blast energy of 22.6 mJ for the non-reactive
CH4 /N2 mixture, which was very similar to the result of 22.4 mJ for air. This is about 11% less than
the result of 25.5 mJ for the stoichiometric CH4 /air mixture, confirming that an appreciable amount
of energy is released through combustion in the focal region prior to the emergence of the shock
wave.
We can estimate the energy that is induced on the sub-microsecond scale by chemical reactions. The
energy contained by the mass of combustible mixture can be estimated with the lower heating value
of the mixture. For the CH4 /air mixture the lower heating value, QLHV , is 50 MJ/kg, and the released
energy can be estimated with Equation 3.1. Assuming that the stoichiometric CH4 /air mixture is at
standard temperature and pressure, the density of the gas would be 1.17 kg/m3 . The focal volume
was previously calculated in chapter 2 to be about 2.06×10−12 m3 . This would only account for
6.6 µJ in the stoichiometric case and 4.1 µJ in the lean case, neglecting losses to ionization and
radiation. But due to entrainment and heat transfer, it can occur that more combustible gases are
burnt in the core, before the shock wave emerges.
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Figure 3.5: Radial pressure and temperature profiles at early times normalized by room temperature
values.
E = ρY f QLHV V

(3.1)

Figure 3.5 shows the pressure and temperature at the location of the maximum pressure along the
radial axis at x = 0 for the case of 3.8 mJ in air plotted against time. The temperature at the shock
front is in excess of 2 000 K up to 125 ns. Thus, in a combustible mixture at significant temperatures,
the energy release could strengthen the blast wave leading to the higher point-blast energies and
larger shock radii at the same absorbed energy level. With temperatures in excess of 10 000 K
very earlier during the propagation, this can lead to the generation of highly reactive ionized and
dissociated species. Limiting our focus to temperatures between 2 500–10 000 K, we observe that
the shock wave is in this temperature range from 50 ns and 117 ns. If we assume that the shock
wave has an ellipsoid shape and taking the shock wave radius at the above times from Figure 3.4,
we can estimate the volume of the shell that provides the extra blast wave energy:
4
V = πabc
3

(3.2)
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Figure 3.6: Plot of ignition delay times calculated for a CH4 /air for temperatures ranging from
2250–6000 K. This shows that the ignition delay times can drop below 1 µs at high temperatures.
Where a, b, and c are the axes of the ellipsoid. At 50 ns, with the shock wave located along the
radial axis being 324 µm, 356 µm towards the laser source, and 481 µm away from the laser source,
giving a volume of 1.84×10−10 m3 . At the later time of 100 ns, these location values are 462 µm,
468 µm, and 593 µm, so that the volume added within the shock wave is 4.74×10−10 m3 . Using
this shell and the parameters above, the energy added to the blast wave in the stoichiometric and
lean cases are 0.93 mJ and 0.58 mJ, respectively. This approximation comes close to accounting
for the higher blast energies observed for the combustible cases. Thus, in combustible mixtures the
blast wave is strengthened by the combustion of the fuel within a volume established by the early
induced flow.
In the literature, it is typically assumed that in reactive mixtures, the timescale for ignition is on the
order milliseconds and events on microsecond timescales contribute little to the ignition process.
Taking a range of temperatures from 2 000–6 000 K, ignition delay times were calculated using the
GRI-Mech 3.0 chemical mechanism [89]. Figure 3.6 shows that as the temperature and pressure
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Figure 3.7: Simulated temperature field at 15 µs and 200 µs for absorbed laser energy Eabs = 3.8
mJ. We see the spark kernel changes from a spherical shape to a torus-like shape, with a protruding
lobe. (Axes dimensions are in mm)
increase, the ignition delay time reduces significantly and can be less than 1 µs. In laser ignition,
the extremely high temperature in the focal volume thus appears to induce exothermic reactions
on sub-microsecond timescales. The heat release and radicals generated from these exothermic
reactions are the initial steps in the formation of the flame kernel, and therefore critical to the
ignition process. In accounting for the energy release, temperatures were limited to 2500 and 10000
K because at temperatures above this range, any energy release would likely go into dissociation
and ionization processes. As can be seen in Figure 3.6, temperatures lower than 2500 would be
unlikely to cause reactions that could help to sustain the propagating blast wave.
From these energetic analyses, we see that the emergence of the shock wave from the laser energy
deposition is to be expected. Combustible mixtures strengthen the induced shock wave through
additional heat release.

3.2

Dynamics of the spark kernel at the microsecond scale

As described in the previous section, during the first microsecond after gas breakdown, the shock
wave detaches from the high temperature plasma spark. This high temperature spark persists in
the flow field, continuing to evolve. This core can later contribute to chemical kinetic initiation of
combustion. The internal dynamics and thermodynamics of the spark are important to the formation
of the flame kernel that can successfully ignite the mixture. Much of the flow field in the air spark
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Figure 3.8: Simulated temperature field at 15 µs and 200 µs for absorbed laser energy Eabs = 25.2
mJ. We see that the spark kernel has not rolled away from the laser axis, and two propagating lobes
form. (Axes dimensions are in mm)
are the same as in reactive mixtures and will be discussed here. The difference only lies in gas phase
chemical reactions involving the fuel before the spark completely dissipates.
Experimental and numerical observations of the flow field after the dielectric breakdown of the gas
have shown that the ellipsoid spark is reconfigured into that of a torus, with a propagating lobe that
moves towards the laser source. Figure 3.7 and Figure 3.8 show the differences between the spark
geometry at early time scales and at the later time scales when the spark has been reconfigured and
the flow field has decayed. Much of the reconfiguration is due to the changes in the velocity field
brought about by the propagation of the laser-induced shock wave. In addition, the asymmetries of
the initial conditions are required so that the asymmetric vortices that arise over the early growth of
the spark lead to the propagation of the roll up of the spark.
The laser-induced shock wave generates a flow field that propels a significant amount of the material
away from the center of the spark kernel in order to relax the pressure gradient. This leads to a
significant reduction of the density in the core as the material is forced away. When shock waves
are formed by the localized deposition of energy, an over-expansion occurs in the core leading to
a reversed flow. Figure 3.9 shows the pressure along the radial axis, x = 0, at several times below
10 µs. We can see that the pressure within the core has dropped below the ambient pressure as the
shock wave pushes away from the core. This will induce a reverse flow that begins to act against the
developing hot spark within the center of the region. From 2 µs up to 5 µs there is one region of
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Figure 3.9: Pressure and velocity profiles along the radial direction at various times, showing the
weakening shock wave and reverse flow areas.
reverse flow as seen in the velocity plot. After 5 µs, there are two regions of reversed flow: below a
radius of 1.2 mm the reverse flow region size remains the same and the radial velocity begins to
decrease. Above a radius of 1.2 mm, the reverse flow region continues to grow as the shock wave
propagates away from the spark.
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Figure 3.10: Density gradient field with velocity vector glyphs showing the propagating shock wave
and the induced flow within the core region at 2 µs. Asymmetries can be seen but at this time
material is being pushed from the core. (Axes dimensions are in mm)
The asymmetries in the previous section were not found to greatly effect the shock wave propagation.
In the case of the flow field within the spark kernel, the asymmetries have a significant effect on the
flow field and the later development of the spark kernel. Of the several simulations done to model
laser induced air sparks in the past, Dors [37] and Ghosh [42] both observed flow fields that roll
up and lead to a propagating lobe. This can be further explored in this work. Figure 3.10 presents
streamlines and velocity vectors imposed on the pressure gradient field at 2 µs. We see that the
material is being forced outwards by the shock wave. Some material is flowing back towards the
center of the core while other material bulk is moving out, towards the edges of the shock wave.
This inward flow is caused by a low pressure core that follows the blast wave. There, we see that
the core region has split into an inner core and an outer core. Within the inner core, we can see the
asymmetries beginning to manifest, with a vortex that has been generated closer to the laser source
(left). Thus, we see that as time goes on, asymmetries in the core begin to generate the structures
that will later emerge. The same flow field is shown in Figure 3.11 at the later time of 5 µs.
This limiting behavior of the spark kernel can be seen in the experiments and readily compared
with the density data obtained from interferometric measurements. The electron and neutral gas
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Figure 3.11: Density gradient field with velocity vector glyphs showing the propagating shock wave
and the beginning collapse of the core flow field at 5 µs. As the material moves away from the
core the low density region causes the flow field to reverse and two flow regions emerge. (Axes
dimensions are in mm)
particle density in the kernel can be obtained, using two-color interferometry. One such set of data
was obtained by Peters [55] and is compared with the simulation in Figure 3.12. The first plot
shows line-averaged experimental gas density at 0.5, 1.5, and 5 µs for an incident laser pulse energy
of 3.8 mJ. It shows that the spark kernel grows to a limiting radius, in this case, about 1.0 mm.
The next three plots compare the simulated instantaneous density field along a radial axis to the
interferometric density at three different times. The extremely low density observed in the center of
the plasma kernel using interferometric measurements is confirmed in the simulation, where the
density is also found to be extremely low.
For the experimental data, at the center of the plasma, both at 0.5 and 1.5 µs, negative densities were
calculated. These are non-physical and arose due to two main sources of error. First, the experiment
was limited to the use of one camera for the two-color interferometry. Thus the interferometric
images come from different breakdown events, although precautions were taken to ensure shot-toshot reproducibility. Second, errors arose due to the nature of the Fourier-based algorithm that was
used to convert the interferometric images into density fields. Although errors contributed to slightly
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Figure 3.12: Comparison of the measured and simulated radial density profiles at 0.5 µs, 1.5 µs,
and 5 µs. The first figure shows experimental results at different times. For the rest, experiment:
solid black lines; simulations: red dashed lines.
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Figure 3.13: Averaged simulated radial density profiles at three different times to reflect camera
exposure time. Simulated profiles are now closer in agreement with measured profiles.
negative densities being calculated in the interferometric measurements, a maximum difference of
only 6% of the ambient density was observed between simulation and experimental values at the
center of the plasma.
Two main differences in the density profiles are noted. Firstly, the density in the shock wave has
a lower peak in the experiment and the profile of the shock wave is broader than the sharp peak
in the simulation. This can partially be explained by the spatial resolution of the interferometric
images and the exposure time of the camera used to capture the images. Thus, if several of the
density fields from the simulation are averaged, a similar smearing of the shock wave and lowering
of the peak is observed, as in Figure 3.13. In this figure, the radial profiles are obtained by averaging
instantaneous profiles over 1 µs, which comes closer to reflecting the camera exposure time of
about 1 µs. Furthermore, differences in the peaks can be due to thermodynamics conditions within
the initial plasma kernel. The polynomials for the temperature dependent properties of the gas do
not account for the ionized and dissociated species. This can lead to higher temperatures in the
simulation than is actually the case.

59

The second difference observed in Figure 3.12, is the limiting size of the spark kernel. There is a
size difference of a millimeter between the simulated core versus the experimentally observed core.
The differences in size can likely be attributed to the thermodynamic conditions at very early time
scales in the simulation leading to larger velocities that push the kernel further out than observed
in experiments. Also, the large values of thermal conductivity can lead to a more diffuse spark.
Comparing the inner core region in Figure 3.1, one can see that the inner core in the experiments
retains a shape similar to the expected initial condition, that is, a teardrop, while in the simulation
the inner core has been reconfigured into a more spherical shape.
Once the core collapses following the passage of the shock wave, the growth of the kernel proceeds
slowly due to the induced velocity from the vortices and diffusion. The evolution of the flow
field during this time is as shown in Figure 3.14, covering 20 µs to 100 µs. Thus, we see that
from the simple constant volume laser energy absorption, a complex flow field results. In air, this
will eventually die down, whereas in a combustible mixture, the induced field can transition to a
combustion wave.

3.3

Air spark decay process

An approximate knowledge of the time scale for the disappearance of the laser-induced spark in air
is useful in distinguishing plasma and hot gas flow processes from the gas phase chemical reactions
that cause ignition in combustible mixtures. Knowledge of the shape of the temperature field is
also insightful for heat transfer and kinetic interpretation of the combustion initiation case. The
temperature field of the air spark therefore needs to be examined.
The laser-induced spark has two major structures that have been observed in both experiments
and simulations. The initial asymmetries in the plasma kernel breakdown have been shown to be
important for the development of the structures seen in the laser-induced spark. The model described
in the previous chapter includes asymmetries in both the shape and the properties within the initial
plasma kernel. We can compare the geometry of the decaying air kernel to the structure observed in
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Figure 3.14: Evolution of the velocity field induced by collapse of the core further sets up a complex
flow field. (Axes dimensions are in mm)
simulations and experiments for both the low energy and high energy cases. For the 3.8 mJ case
a sequence of snapshots of the simulated temperature field is given in Figure 3.15 over 200 µs of
the spark lifetime. The images show that around 50 µs, the air spark temperature core has begun
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Figure 3.15: Sequence of temperature field contours showing the decay of the laser-induced air
spark for Eabs = 3.8 mJ. (Axes dimensions are in mm)
to transition from a spherical shape to the shape observed in experiments. That is, a lobe develops
and propagates to the left towards the laser source. Away from the laser source, the kernel begins to
roll up into itself and eject matter away from the laser axis. The thermal energy remaining in the
spark is moved away from the laser axis and trapped in the toroidal shell. This flow field is very
much similar in structure to the sparks observed in experiments [55, 64, 90, 91], as can be seen in
Figure 3.16.
For the larger absorbed energy case of 25.2 mJ, a sequence of snapshots of the temperature field
are shown in Figure 3.17. Therein, a sequence of snapshots of the temperature field from the 25.2
mJ case are shown. In this case, the air spark is larger and an additional lobe has developed. It
propagates to the right, away from the laser source. The thermal energy is mostly contained within
the center of the spark which is slowly rolling up, compared with the low energy spark in which hot
material is ejected away from the laser axis. At 200 µs, the thermal energy has not been transported
away from the laser axis. The mass of high temperature fluid propagating away from the laser
source contains a significant amount of thermal energy compared to that trapped within the middle
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Figure 3.16: Example schlieren image of a laser-induced spark kernel [55] at 100 µs obtained from
experiments.

Figure 3.17: Sequence of temperature fields showing the decay of the laser-induced air spark for
Eabs = 25.2 mJ. (Axes dimensions are in mm)
section of the spark. These temperature field differences can affect the transition to a self-sustained
combustion wave in the case of a spark in a combustible mixture. In the case of air considered here,
we thus see that after 200 µs, the air spark dissipates away.
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Figure 3.18: Electron concentration field at 1.5 µs, displayed along with the density gradient field,
for the absorbed laser pulse energy, Eabsorbed = 3.8 mJ. We can see the large concentration of
electrons in the center of the spark where the highest temperatures exist. Axes dimensions are in
mm.

3.4

Effects of plasma chemistry and radiation

The models in the previous sections neglect complex effects, such as plasma chemistry and radiation.
At the high temperatures that can occur within the spark, further kernel dissociation and ionization
of the air mixture will complicate the physical processes. The dissociated species, ionized particles,
and electrons provide additional modes of energy storage. In addition to the energy storage and its
effect on the thermodynamic conditions in the spark, transport properties can change and affect the
spark behavior. Modeling radiation is a difficult matter, but as seen in Phouc [41] and Joarder [43]
the amount of energy lost to radiation is difficult to estimate. One must clearly distinguish among
the associated processes and their controlling energy use.
We start by evaluating the differences that come about due to the modeling of the plasma chemistry.
The simulations of the laser-induced flow field are repeated but this time, including the plasma
chemistry model for air described in chapter 2. Both the 3.8 mJ and the 25.2 mJ cases are considered.
Figure 3.18 shows the electron concentration field at 1.5 µs, displayed along with the density
gradient field. The large concentration of electrons exist in the high temperature core of the spark.
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Figure 3.19: Comparison of experimental (symbols) and simulated (lines) shock front trajectories
with and without plasma modeling at low and high absorbed laser pulse energy. Simulated shock
fronts fall within experimental uncertainty bounds. Simulation results point to an increasing effect
of plasma chemistry as laser pulse energy increases.
If this field is compared with Figure 3.16, we see that the modeling of the species associated with
the plasma allows us to observe certain behaviors on the early time scales. The split of the early
spark into multiple peaks is not quite captured in this work as has been captured in other works,
such as Shiva et al. [33]. This can be compared further to the experimental work of Peters [55]
using the interferometric measurements. The peak electron density at 1.5 µs obtained by Peters
for breakdown in air at a laser pulse energy of 12.3 mJ is around 3×1017 electrons/cm3 . The peak
electron density in the 25.2 mJ case is 1.0×1017 electrons/cm3 while the low energy simulation,
with a laser pulse of 3.8 mJ, has an electron density peak of 0.45×1017 electrons/cm3 . The electron
density, though lower than what was measured in experiments, is on the same order of magnitude,
which provides further confidence in the simulations.
The effect of plasma modeling on the shock wave can now be examined through comparison of the
shock front trajectories between simulations and experiments. Figure 3.19 shows a comparison of
the shock front trajectories obtained from schlieren images and the simulated shock front trajectories
obtained with and without plasma modeling. At the low laser energy of 3.8 mJ there is very little
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Figure 3.20: Air spark temperature field at 100 µs for 3.8 mJ absorbed energy: top figure, air without
plasma chemistry modeling; bottom figure, air with plasma chemistry modeling. The maximum
temperature within the toroidal shape has dropped about 500 K due to inclusion of the plasma
chemistry. Axes dimensions are in mm.
difference in the shock wave trajectories obtained in simulations. At the laser energy of 25.2 mJ
there is a larger difference between the shock wave trajectories. The results point to less of the laser
energy being used to generate the shock wave. Though a difference in the simulated shock wave
trajectories is observed in the results, the shock front evolution from both simulations falls within
the experimental uncertainties of the measurements. This points to an increasing importance of
plasma modeling as the absorbed energy increases. But at the energy levels considered in this work,
the plasma modeling has little effect on the shock front evolution.
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Figure 3.21: Air spark temperature field at 100 µs for 25.2 mJ absorbed energy: top figure, air
without plasma chemistry modeling; bottom figure, air with plasma chemistry modeling. The
maximum temperature within the toroidal shape has dropped about 1200 K with the modeling of the
air plasma chemistry. Axes dimensions are in mm.
Finally, we can look at the long term consequences of the plasma modeling. As the air spark decays,
the temperature decreases meaning that the effects of plasma modeling should not be long term.
The ionized species should fall to low concentrations once the temperature drops to a few thousands.
Figure 3.20 shows that for the case of the 3.8 mJ air spark, at 100 µs after gas breakdown, the spark
geometry has little discernible change arising from the inclusion of the dissociation and ionization
of species. Small differences are observed in the shape of the spark geometry, though the absolute
size of the spark is unchanged. The difference between the maximum temperatures at this stage is
only approximately 500 K.
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Figure 3.22: Comparison of experimental (symbols) and simulated (lines) shock front trajectories
with and without radiation modeling at low and high absorbed laser pulse energy. Simulated shock
fronts fall within experimental uncertainty bounds. Simulation results point to an increasing effect
of radiation modeling as laser pulse energy increases.
In the case of the 25.2 mJ air spark, Figure 3.21 shows features at 100 µs after gas breakdown,
where the spark geometry has been slightly affected. There is still a significant lobe propagating
away from the laser source. The maximum temperature difference between the two cases is now
approximately 1300 K, without accounting for radiation. The effect on the propagating lobe due
to the inclusion of the plasma geometry likely comes from the decrease in the temperature and
pressure in the initial plasma spark.
The minimal effect of the air plasma chemistry is to be understood as related to plasma recombination.
This occurs rapidly so that whatever energy is taken up by the plasma is once more made available
as the temperature drops and plasma relaxation occurs. From the Saha equation one can infer that
when the temperature of the core drops to a few thousands, the plasma is very weak and stores very
limited energy.
We can now look at the effects that radiation modeling may have on the shock wave propagation.
As we have seen, the inclusion of of plasma chemistry can have effects on the laser shock wave

68

propagation, and will change the properties of the high temperature spark. Figure 3.22 shows the
effects of radiation modeling on the shock front evolution in simulations at different absorbed energy
levels. Again, we see that the effect at the low energy level, that is 3.8 mJ, is so small that the shock
front trajectories are practically the same. At the high energy level, that is 25.2 mJ, we see again that
the radiation modeling has had a small effect on the shock front evolution. The trajectories, though
slightly different, lie within the experimental uncertainties of the measurements. The small effect of
radiation on the laser shock front is likely due to the fact that radiated energy within the plasma
may be re-absorbed early in the expansion of the plasma and shock wave. Thus a significant amount
of energy is transferred from the spark by the shock wave before radiative processes can transfer
energy from the spark to the rest of the fluid and surroundings. As for the effect on the temperature
field, the radiation source term is observed to have a small effect on the maximum temperature with
a decrease of approximately 300 K, at 100 µs, which might be big enough to affect chemistry rates
for very lean flames.

3.5

Laser-induced shock wave in combustible mixtures

The previous sections dealt with the early phase processes that are associated with the flow developed
after laser-induced breakdown in air. It was suggested that the knowledge gained can be applied
to the laser-induced ignition of combustible mixtures. In this section, we examine some of the
similarities and differences in the laser-induced shock wave in combustible mixtures in order to
justify the earlier assumption. The combustible gas is more difficult than the non-combustible gas
due to the need to account for the gas phase combustion chemistry. In addition to many species in
the kinetic model, the high pressures modify kinetic processes, necessitating extra care in modeling.
We start by modeling the combustion chemistry of CH4 /air using a 4-step global kinetic scheme
described in chapter 2.
It was noted in previous sections that the experimental shock wave data, in conjunction with blast
wave theories, can be used to estimate the energy used to create a shock wave. It was observed
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Figure 3.23: Comparison of shock waves in air and CH4 /air :Experimental data (symbols) fitted to
the Jones blast wave theory (lines) for 3.79 mJ of absorbed laser pulse energy at T = 295 K, p = 1
atm.
that, for combustible mixtures, the calculated blast wave energies were higher than those induced
shock waves in air at the same absorbed laser energy levels. We recall Figure 3.23 that compares
the shock wave trajectory of air to that of a CH4 /air mixture at an absorbed energy level. The fitted
blast wave yields a higher blast energy for the methane/air case.
We begin the investigation by seeking to compare simulated shock waves developed in reacting
simulations to the experimental data. To do so, the reacting simulations must be initialized. Difficulties arise due to the fact that multiple species are involved that could likely react during the energy
deposition process.
Three main ideas were considered in the generation of the models: the initial laser spark geometry;
the initialization of temperature and pressure within the spark; and thermochemical state of the
gas. The 4-Step Jones-Lindstedt model is the focus of this section. The question of initialization
of the temperature and pressure within the spark is also a concern. We now have multiple species
to account for. This changes the specific heat capacity, leading to a function dependent on both
the temperature and composition. Since the laser energy deposition process occurs over a fast, but,
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Figure 3.24: Induced shock waves in CH4 /air: Experimental data (symbols) and simulation (lines)
for Ea = 3.8 mJ and φ = 0.6 and Ea = 25.2 mJ and φ = 1.0.
finite time one could expect reactions to change the chemical composition during the deposition
process. Since the decision was made not to model the laser deposition process in detail, a method
of assigning the composition and calculating the initial temperature and pressure must be chosen.
Several choices exist, including: initialization with the ambient composition; initialization assuming
the composition to be the major products of global reaction; and a equilibrium calculation. Each
choice would then use the energy input to calculate a temperature and pressure. In the results that
will be presented in this section initialization was completed by using an equilibrium calculation
completed in Cantera Software [92]. Finally, during initialization in Star-CCM+ the total energy
within the initial spark was checked before simulations to ensure that no extra energy was added
to the spark. The actual energies used in the initialization procedure are the measured absorbed
energies.
Figure 3.24 compares experiment data to the simulated shock wave in CH4 /air mixtures at the
absorbed laser energies of 3.79 and 25.2 mJ. For each of these cases we see that the 4-Step
combustion scheme can capture the strengthening of the shock wave that arises from chemical heat
release at sub-microsecond time scales. Figure 3.25 provides further validation of the model by

71

7

Radius [mm]

6

Biogas/air: T = 295 K, P = 1 atm

5
4
3
2

Ea = 3.8 mJ

= 0.6

Ea = 25.2 mJ

1

1

2

3

4

5

6

7

= 1.0

8

9

Time [ s]

Figure 3.25: Induced shock waves in biogas/air: Experimental data (symbols) and simulation (lines)
for Ea = 3.8 mJ and φ = 0.6; and Ea = 25.2 mJ and φ = 1.0.
comparing experimental and simulated shock wave trajectories in biogas/air mixtures. Again, at
different energies and equivalence ratios, the shock wave trajectories show that the model captures
the heat release that strengthens the shock wave.
In Figure 3.26, we can see that reactions behind the shock wave end around 100-200 µs. This
matches the time scales that were used to estimate the energy input into the blast wave from the blast
wave in air. In that estimate the higher blast wave energy for combustible mixture was explained as
arising from the combustion of the mixture near the spark.
The early flow structures of the flame kernel in the combustible mixture are similar to those of the
non-combustible case. After the shock wave detaches from the spark kernel and propagates away
from the core, the start of a reversed flow limits the further growth of the kernel. We can see from
Figure 3.27 that the limiting size of the kernel at early time scales does not strongly depend on the
composition of the mixture. Although the combustible mixtures induced slightly faster or stronger
shock waves, this stabilized core size does not change. This invariant behavior can be used to
delimit sub-microsecond processes from the kinetically controlled emergence of the self-sustained
flame. The high temperatures within the core at early times mean that significant ionized species
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Figure 3.26: Pressure ratio, temperature ratio, and CH4 mass fraction at location of maximum
pressure after initialization of the volume.
could exist, especially those related to the more abundant air species. In addition, gas phase thermal
reactions play a limited role within the core during this early phase. At the edge of the kernel, the
temperatures are such that induction times of the order of milliseconds are needed for appreciable
thermal reactions. The kernel continues to grow through two mechanisms. First, along the laser
axis vortices strengthened by collapse of the core have started to affect the size and shape of the
kernel. Away from the laser axis, the kernel expansions as the thermal energy diffuses due to strong
gradients. From these observations we see that adding combustion chemistry to the simulation of
laser-induced flows produces effects of extra energy release because of combustion of the material
near the core. The stationary size observed in non-reacting flows is preserved. Transition to a selfsustained flame initiation occurs much later due to thermal reaction in the unreacted surrounding
gas near the edge.

3.6

Summary

In this chapter the dynamics of the laser-induced air spark has been modeled and compared with
experiments. The modeling described in chapter 2 was assessed with respect to its ability to capture
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Figure 3.27: Comparison of density profiles along radial axis (x = 0), for air, CH4 /air, and biogas/air
mixtures at p = 1 atm and T = 298 K.
the different processes associated with laser-induced spark. The dynamics of the shock wave in
air at different absorbed laser energies has been studied. Next, discussion of the dynamics of the
inner plasma kernel after the passage of the shock wave has been carried out. The decay process of
the air spark followed, with a discussion of the complex physical processes of plasma chemistry
and radiation. Finally, the dynamics of shock wave in combustible mixtures was addressed and
compared to results in air.
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The propagation of the laser-induced shock wave is well captured in each case. The shock wave
trajectories lie within experimental uncertainties of measured trajectories. The asymmetries within
the initial plasma spark do not significantly affect the shock wave propagation but are important to
later dynamics. By using the temperature and pressure fields on the sub-microsecond time scale we
can understand how gas phase chemical reactions in combustible mixtures can contribute to the
higher point blast energies.
The dynamics of the inner spark kernel following the passage of the shock wave is examined.
The limiting size of the inner kernel and the time at which this size is reached can be extracted
from the line plots of the simulated pressure and the velocity fields. The asymmetries of the initial
conditions are very important for the internal dynamics of the kernel. For the low energy case,
the roll up of the core and propagating front lobe are captured and they reflect observations from
experiments [55, 64, 90, 91] and other numerical studies [37, 42, 46]
The effects of adding of plasma chemistry and radiation models are considered. The main affect of
modeling the plasma chemistry is the observed lower temperature and pressures in the flow field.
This reduction is not significant. The plasma chemistry has a stronger effect on the temperature field
at later time scales in the flow.
Finally, the laser-induced shock wave propagation in combustible mixtures was also investigated.
Using a 4-Step global kinetic scheme described in chapter 2, the propagation of laser-induced
shock waves in CH4 /air and biogas/air was simulated. The simulated shock wave trajectories of
the reacting simulations lie within experimental uncertainties for each case. The model is able to
reproduce the effect of chemical heat release on the shock wave strength. In addition, line plots of
simulated density fields showed that mixture composition and reactivity do not strongly affect the
limiting size of the kernel.

Chapter 4

Laser-induced ignition of combustible
mixtures

The previous chapter focused on the laser-induced shock wave and the early dynamics of the spark
growth air and combustible mixtures. A methodology was developed to simulate the laser-induced
shock wave in both combustible and non-combustible mixtures. Using the model described in
chapter 2, the shock wave propagation and the flow field developed behind the shock wave were
computed for air and combustible mixtures. The simulated shock wave propagation was validated
against experiments and blast wave theory. The spark kernel growth at early times, between 2 and
10 µs, was compared with experimental interferometric images. The work of the previous chapter
brought forth several conclusions. The agreement between simulations, experiments and theory
shows that the use of one parameter, the energy, can be used to model the laser-induced shock wave.
In combustible mixtures, the blast wave can be affected when the temperatures in kernel are extreme
enough. The effect of heat release in combustible mixture on the strength and dynamics of the shock
wave was established by the model. Further, the effects of plasma chemistry and radiation on the
spark left by the shock wave were assessed. This chapter will focus on the subsequent dynamics of
the spark as it transitions to a self-sustained flame.
As discussed in earlier chapters, there have been few numerical studies of the growth of laser-
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induced spark kernels in combustible mixtures. These few simulations have used initial conditions
and spark geometry that were assigned based on temperature measurements and the visible size
of the laser-induced spark kernel at later times following the laser pulse. One simulation added
asymmetry in the initial condition by modeling the asymmetric energy deposition.
It was observed from the literature review that the numerical simulation of laser ignition in practical
fuels is still very limited. This contrast with the relatively abundant experimental studies of the
problem. But the understanding of forced ignition can be aided by the combination of numerical and
experimental studies of ignition, especially the ”clean” setup afforded by laser ignition. This chapter
will seek to simulate various simple combustible mixtures that will complement experimental laser
ignition studies. The numerical simulations will be used to discuss the stages of the development
of the flame kernel in mixtures of different equivalence ratios. The ability of the model to capture
extinction of flames near the lean flammability limit and at low energy will also be tested.
The initialization procedure which was described in chapter 2, and demonstrated to be capable
of reproducing the shock wave trajectories, will be used to predict the flame kernel growth and
extinction. An important aspect to the modeling of the flame growth and extinction phenomena is the
chemical kinetic modeling. The models that will be used in this section include the global scheme
by Jones and Lindstedt [49], and a skeletal scheme which is a reduced version of the propane model
from USC [66].
The plasma kinetics scheme has not be taken into account in the reacting simulations. The reason
for this is that from previous chapter, plasma kinetics is not expected to significantly change the
predicted flow properties. However, the plasma kinetics could be taken into account in later studies.
The radiation source term described in chapter 2 has been used in this chapter to examine the need
for the heat loss mechanism that can control the prediction of flame kernel extinction.
Finally, the reaction rates are calculated using two procedures discussed in chapter 2. The first is
the finite-rate kinetics model. The second is direct integration of a complex chemistry model. The
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Figure 4.1: Minimum ignition energies at various equivalence ratios of methane/air and biogas/air
mixtures [55].
chemical kinetics is solved for each species using a system of ODEs constructed from the chemical
reactions. The chemical kinetics and flow field are solved in a segregated fashion, and the time steps
need to be small enough that the chemistry and flow can be considered decoupled. The simulations
for this chapter are run for 10 ms to check whether the numerical model predicts a successful or
unsuccessful ignition.
We first look at the process of ignition from early time scales to the emergence of the self-sustained
flame. The ignition of lean and stoichiometric mixtures is discussed and the results are compared
with experiments from literature. The results are put into context by invoking earlier simulation
studies that are complemented by this work. Also, the ignition process is compared with electrode
spark ignition processes. Next, the prediction of flame extinction in lean mixtures is presented. The
use of global kinetic scheme and the skeletal kinetic schemes are contrasted. The chapter ends with
a summary of the main findings in the broader context of the thesis.
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4.1

Flame kernel growth: Stationary Phase

In this section, the growth of the flame kernel from early time scales, that is, below 20 µs, and
through the transitional period from spark to flame, will be discussed. The discussion will concern
the effect of equivalence ratio on the growth of the spark kernel. The equivalence ratios considered in
this section are φ = 0.6 and φ = 1.0. Different equivalence ratios are considered since the minimum
energy needed to initiate the flames differ and the resulting flow fields differ, with extinction
becoming likelier at leaner equivalence ratios. Figure 4.1 shows the minimum ignition energy for
both biogas and methane, the fuels considered in this work. It is observed that biogas mixtures
require more laser energy for ignition. Once the ignition energy effects are over, it can be anticipated
that lean biogas mixtures will be more in danger of extinction.
The initial conditions of these simulations were derived from the parameters of the optical equipment
used in the experiments. From Figure 4.1 we see that in the lean case the minimum ignition energy
for methane is 4.5 mJ and for biogas it is 10.5 mJ while in the stoichiometric case, the minimum
ignition energy is 1.5 mJ for methane and 3.25 mJ for biogas. Thus, in the cases where the initial
condition is set based on an observed energy of 3.8 mJ the simulations should be expected to fail
to transition to a self-sustained flame, while the stoichiometric methane mixture would normally
transition to a strong flame.
At early times the kernel expands rapidly due to the propagation of the shock wave, as discussed in
chapter 3. After the rapid expansion of the shock wave, low density in the core leads to a reversed
flow and collapse of the core. The core collapse and the initial asymmetries contribute to vortical
motions that cause the velocity distribution leading to the growth of the front lobe. The result of
these dynamics can be seen in Figure 4.2 which shows the CH4 mass fraction fields at 10, 20, and
50 µs. The fields show the growth of the flame kernel and its reconfiguration. The growth of the
flame kernel occurs mostly through the propagation of the front lobe. The main spark structure,
that is, the section rolling up into a torus shape, undergoes reconfiguration. The main spark grows
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Figure 4.2: CH4 mass fraction contours from 10 µs to 50 µs. Flame kernel grows and re-configures
shape under the action of diffusion and vortical motions. CH4 /air mixture, φ = 0.6. The chemistry
is described using the global kinetic scheme. Initial pressure 1 atm and temperature 300 K.
through diffusion of the hot core, which leading to chemical heat release propagates the kernel. This
mechanism is active early in the flow where large temperatures exist but is over taken by the effect
of core collapse. The front lobe of the combustible case has grown larger at 50 µs compared to the
front lobe of the air case, that was shown in Figure 3.14.
The flame kernel enters a stationary phase, in which the size of the kernel is not rapidly changing.
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Figure 4.3: CH4 mass fraction contours at 50 µs and 100 µs. The flame kernel enters a stationary
phase after 100 µs that lasts until ignition or quenching of flame kernel. CH4 /air mixture, φ = 0.6.
The chemistry is described using global kinetic schemes.
The only structure still showing significant growth is the front lobe. This can be shown further in
Figure 4.3 which compares the CH4 mass fraction field at 50 µs and the later time of 100 µs. This
behavior is also observed in experiments but is not well understood. An explanation can be found
in the core collapse and the low-density core. As material is drawn into the core the velocity field
restricts the convection of material radially away from the axis. Furthermore, the rate of chemical
heat release is not high enough to outweigh the effect of the flow field. This can be seen in the
structure of the temperature field as shown in Figure 4.4 and Figure 4.5. There is a high temperature
core within the main spark which is surrounded by a shell of lower temperature products, explaining
the weak effect of the chemical kinetics on the growth of the kernel in the stationary phase. The
lower temperature gas of the shell influences the rate of reaction at the edge of the kernel.
The stoichiometric spark kernel grows by the same phenomena as the sparks in the lean and air
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described using global kinetic schemes.
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Figure 4.5: Temperature profiles within spark at 50 µs. Left shows the temperature profile along
laser axis, the right shows the profile along radial axis x=0. The high temperature core is buffered
from the reactant mixture by the lower temperature gases. CH4 /air mixture, φ = 0.6. The chemistry
is described using global kinetic schemes.
cases. In Figure 4.6, the CH4 mass fraction fields for the stoichiometric CH4 case at 51 and 96 µs
are shown. The size of the stoichiometric spark is larger than that of the lean spark in Figure 4.3.
The front lobe propagates further in the stoichiometric mixture and has a slightly larger radius. This
is to be expected since the reactivity of the stoichiometric mixture is greater than that of the lean
mixture. In addition to the higher reactivity of the mixture, more chemical heat release earlier in
the expansion phase leads also to higher temperatures within the spark over the first 100 µs, in
comparison to the lean spark.
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Figure 4.6: CH4 mass fraction fields at 50 µs and 100 µs for stoichiometric CH4 /air mixture. Flame
growth is qualitatively similar to the lean case (Figure 4.3) with differences appearing in the size of
flame kernel.
Later differences in the development of the lean and stoichiometric flames will be caused by
differences in the temperature fields and chemical energy contents of the mixtures. Figure 4.7 shows
the temperature field in the direction of the laser axis in both the stoichiometric and lean cases. The
temperature distribution in the lean case is much more pronounced than in the stoichiometric case.
The temperature peaks within the main body of the spark kernel are within a temperature difference
of 300–400 K. Meanwhile, the front lobe and the connection between the two structures show
significant differences. In the lean case, there is a large variation in the temperature through out the
front lobe connection, the lowest temperature being around 1490 K and the highest temperature
around 1700 K. The low temperature and the low reactivity of the lean mixture would mean that the
front lobe could be in danger of quenching. This is seen in laser ignition studies as the equivalence
ratio of the combustible mixture is decreased.
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Figure 4.7: Temperature contours for both the stoichiometric (top) and lean (bottom) cases at 95 µs.
The thermal energy in the main structure is comparable for both cases, while there is much less
thermal energy in the front lobe of the lean case.
The observations from these simulations can be put into the broader context of laser ignition
simulations. As discussed in earlier chapters, there have been fewer numerical studies of laserignition. The numerical simulation of laser ignition in practical fuels is very limited, and the past
simulations focused on laser ignition in specialized configurations, and the growth of the third lobe
structure [45, 46]. The results of Morsy and Chung [46] show similarities to the results of this work.
In their work CH4 /air mixtures of two equivalence ratios, 0.7 and 1.0, were used to study the growth
of the third lobe. The spark energy used for the initialization of those simulations was rather very
high, 25 mJ. The size of the initial spark was a radius of r0 = 0.4 mm and length of l0 = 1.5 mm,
leading to a spark volume of V = 7.54E-10 m3 . This is a much larger initial spark than that used in
the current work.
The temperature field at 100 µs in the low energy case studied in this work, 3.8 mJ, is comparable to
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Figure 4.8: Line plots of temperature for both the lean and stoichiometric cases at 95 µs. The
front lobe and the connection between the two spark structures is at a higher temperature in the
stoichiometric case.
the temperature field in Morsy and Chung at the same time. The difference in the peak temperature
is approximately 500 K. This makes sense, seeing that the specific energy added into the initial
spark in Morsy and Chung was 33.16 MJ/m3 compared with 1846.8 MJ/m3 in the initial condition
at 3.8 mJ. The total energy input into the system is diffused in Morsy and Chung’s work by the
choice of a larger volume.
This section has described the dynamics of the spark kernel in reactive mixtures up to 100 µs. The
early phase rapidly expands the spark kernel, spreading the energy that was left by the propagating
shock wave. After that rapid expansion phase, the kernel growth rate is noticeably decreased. Most
of the growth in this phase is the propagation of the front lobe.
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4.2

Flame kernel growth: Transition to flame

So far, we have considered processes up to 100 µs after the laser pulse. This section will focus on
the kernel dynamics after 100 µs, when the kernel begins to transition to a flame. The timescales of
chemical reactions begin to match the timescales related to the induced, but decaying, flow field.
Between this time and the first few microseconds, signs indicating whether a spark will transition
to a successful flame or not, begin to appear. This is because differences in the growth due to
equivalence ratio become effective.
The later development of the flame kernel is best investigated here using lean biogas, whose
extinction behavior at later times will be of interest. For the lean biogas flames, the early features
are comparable to the previous discussions of lean and stoichiometric methane flame kernels in
terms of the stationary phase and lobe development but differ in the actual temperature distribution
especially at the lobes.
Figure 4.9 shows the CH4 mass fraction contours from 50 µs to 500 µs, for a lean biogas/air mixture
of φ = 0.6. The first observation is the breaking of the front lobe from the main structure of the spark
as the kernel evolves. After 300 µs, the front lobe has completely broken away from the kernel and
begins to stretch, mixing with the surrounding gases without immediately inducing combustion.
As the equivalence ratio is decreased in leaner flames the connection and front lobe become more
susceptible to quenching. This means that the main spark is the only structure that will be left for
transition to a successful flame.
A similar situation is seen in Morsy and Chung, in the φ = 0.7 methane/air case where the front lobe
becomes separated from the toroidal spark. In that case, the front lobe itself survives and continues
to ignite, propagating the flame. This is also seen in experimental studies [91, 93–97]. In Peters [55]
work, biogas and CH4 mixtures were studied. He observed that the third lobe of the biogas mixtures,
made up of several different mixtures of CH4 and CO2 , were less stable; they quickly quenched at
higher equivalence ratios due to the lower reactivity of the mixture and the lower chemical energy
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Figure 4.9: CH4 Mass Fraction contours from 50 µs and 500 µs for lean (φ = 0.6) biogas/air.
During this period the induced flow field continues to stretch the third lobe, eventually leading to
split.
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Figure 4.10: Contours of temperature from 100 µs to 500 µs. The thermal energy (as depicted by
high temperature) is contained mostly in the toroidal spark shell.
content.
That the quenching of the front lobe is due to the low reactivity of the lean mixture can be seen in
the temperature field. The temperature within the front lobe over the period from 50 µs to 500 µs
is depicted in Figure 4.10. The temperatures within the front lobe at 100 µs are much lower than
within the main structure of the spark. As the lobe propagates, energy is lost from the spark, and
the low reactivity of the mixture leads to an imbalance between the rate of chemical heat release
and the rate of energy loss from the flame front. The temperature is lowest within the connection
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Figure 4.11: Temperature along axis of rotation from 100 µs to 500 µs. The two high peaks are the
front lobe and toroidal spark with the valley being the connection between the two structures.
between the main spark structure and the lobe. The decay in temperature is better understood by
the temperature profile shown in Figure 4.11. We see that at 100 µs the low temperature in the
connection is around 1200 K. By 200 µs, the temperature has dropped below 1000 K. This signals
that the front lobe will definitely quench. The larger temperature in the main spark decays around
the laser axis, as the flow field rolls up the spark into a torus-shaped shell.
The flow field developments can also be seen in the density gradient fields and velocity vectors.
Figure 4.12 shows velocity vectors plotted over the contour of the density gradient from 100 µs to
500 µs. We see the entrainment behind the propagating frontal lobe. In addition to this entrainment,
some of the fluid rushes between the axis and the toroidal spark. Convective heat transfer from the
spark would remove a significant amount of the thermal energy. As has been noted in literature, the
laser-induced spark differs from the electrode spark in some aspects of their combustion initiations.
The most pronounced difference is the lobe structure propagating towards the laser source.
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Figure 4.12: Velocity vectors overlayed with the density gradient field from 100 µs to 500 µs.
Entrainment from the moving front lobe and the rolling toroidal flame kernel stretches the connection
between the two structures of the kernel.
There are, however, some interesting similarities between the initial growth of the electrode spark
and the laser-induced spark. Examining the temperature fields depicted in Ishii et. al. [14], Kravchik
et al. [15], and Thiele [17, 18], we see that the electrode spark develops a torus-like shape in the
early stages of growth. The extent to which this spark is toroidal and connected throughout the spark
gap depends on the geometry of the spark and the duration of the energy deposition. While at early
times the laser-induced spark is connected across the laser axis, the flow field transforms the spark
into a similar torus shell between the electrodes. The differences between the two shell structures
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are the more prominent asymmetries in the laser-induced spark due to the asymmetric laser energy
deposition.
These simulations of the transition to a self-sustained flame show that the stationary phase can
be predicted. As the spark evolves the times scales of the chemical kinetics and the flow field are
approximately the same order. Transition from the spark kernel to a flame will then occur through
the mechanisms that propagate flames. The temperature distribution is affected by the equivalence
ratio and foreshadows later flame growth and quenching probability. Spark kernel growth is similar
in both lean and stoichiometric cases with the major difference being the quenching of the third
lobe that propagates from the spark kernel.

4.3

Extinction of laser-ignited flame

In this section the topic turns to the extinction of laser-ignited flames. It is important in the operation
of combustion systems reliant on forced ignition that transition from the spark to a self-sustained
flame occur consistently. Failure to ignite a spark kernel or the extinction of an already ignited
flame will lead to transient behaviors in combustion systems that can negatively impact power and
emissions output [21]. In the case of SI engines, transient behaviors around the ignition source
can lead to cycle-to-cycle variations. Elimination of such cycle-to-cycle variations would lead to
increases in power output for the same fuel consumption [98]. These variations have been studied
experimentally [99–101] and computationally [21, 22, 102–105]. Studies point to the variability
developing close to the ignition site. Factors include the equivalence ratio, flow field around the
ignition source, and the spark ignition characteristics. For premixed flows stretch and convective
affects can lead to the failure of ignition [26]. It is for this reason that understanding how flame
kernels may quench near lean flammability limits can be helpful for the design and control of
ignition systems. The focus of this section will be on lean biogas mixtures with an absorbed energy
of 3.8 mJ. From Figure 4.1, we observed that at the equivalence ratio of φ = 0.6, the lean biogas
and methane mixtures should normally not have enough thermal energy in the spark to ignite the
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Figure 4.13: Contour of CH4 mass fraction from 1 ms to 5 ms using global kinetic scheme. The
toroidal section starts to quickly expand and the model predicts ignition where there should be
extinction.
mixture.
The results in the previous section were obtained using the finite-rate kinetics framework in
combination with the global chemical kinetics scheme described in chapter 2. The global chemical
kinetics scheme proved useful in capturing the early shock wave dynamics and the growth of spark
kernel through to the stationary phase. In addition, the quenching of the front lobe was captured with
the global chemistry which matched with observations in other studies. Due to this it is of interest to
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Figure 4.14: Temperature contours for lean biogas at 1, 2.5 and 5 ms using global kinetic scheme.
The temperature with in the growing flame kernel slowly drops towards the adiabatic flame temperature.
check whether this framework can predict the extinction of the rest of the biogas flame. Figure 4.13
shows the methane mass fraction field for 1, 2.5, and 5 µs, depicting continuing growth of the flame
kernel from the surviving toroidal section. Between 2.5 and 5 µs the torus shape connects along
the laser axis consuming a significant amount of the mixture. The front lobe continues to decay as
seen in the previous section, evidenced by the near unburnt the methane mass fraction. The flame
continues to propagate with the torus connecting on the laser axis between 2.5 and 5 ms. In the case
of the front lobe the global scheme predicted the quenching due to a rapid drop in the temperature
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Figure 4.15: Temperature profile along the line x = 0 for lean (φ = 0.6) biogas case using global
kinetic scheme. The temperature drops quickly between 100 µs and 1 ms. After 1 ms, the temperature
within the kernel remains close to the adiabatic flame temperature as the flame grows.
within the lobe structure during a time span from 100 µs to 500 µs, Figure 4.11. The temperature
within that structure could not sustain the chemical heat release needed for continuing propagation.
Thus, Figure 4.14 shows the temperature field corresponding to the case shown in Figure 4.13.
Within the the flame kernel there are still high temperatures on the order of the adiabatic flame
temperature. This can be seen more clearly by comparing the temperature in the kernel along a line,
as in Figure 4.15. The temperatures are plotted along a line that intersects the radial axis at x = 0. At
100 µs we can see that the toroidal section is still attached to the laser axis. Between 100 µs and
1 ms, the peak temperature in the kernel decays by approximately 1000 K, due to the increasing
timescale of the chemical heat release rate. Over the period from 1 ms to 5 ms we see that the rate
of decrease of the peak temperature has dropped significantly, the temperatures in the center of the
flame has increased past the adiabatic flame temperature due to the joining of the flame at the center.
In addition, the thermal layer around the flame kernel is very diffuse. This indicates the diminishing
role of the absorbed energy and entrainment of unburnt mixtures into the burnt gases for further
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Figure 4.16: Comparison of the inner structure of the 1D planar premixed flame (top) using detailed
chemistry, the 1D planar premixed flame using global chemistry scheme (middle), and the line
through radial axis x = 0 from lean biogas simulations (bottom) with global chemistry. Major
differences can be seen in profiles of CH4 and CO.
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combustion. The maximum temperature within the flame, at 5 ms, being 1702 K compared with the
adiabatic flame temperature of 1603 K.
Another way to examine the internal structure of the flame is by making reference to the 1D premixed
laminar flame. The 1D premixed laminar flame is a basic configuration in combustion, that is used
as a building block of turbulent flames in many turbulent combustion models [47, 76]. A comparison
between the 1D planar premixed flame and the simulation results is shown in Figure 4.16. The
1D flame chemistry is computed using the Gri 3.0 mechanism [89] and then the global chemistry
scheme. Two major differences are apparent between the plots, the thickness of the flame and the
species profiles, specifically the CO and CH4 profiles. The thickness of the flame computed using
the global kinetic scheme is larger than that of the detailed chemical kinetic scheme. The thermal
thickness can be used to estimate the thickness of the flame after a temperature profile has been
computed [47].

δL0 =

Tb − Tu
dT
max
dx

(4.1)

The thickness of the 1D flame using detailed chemistry is calculated to be 1.3 mm. In comparison
the thickness of the flame using global chemistry is calculated to be 0.48 mm. The thickness of the
flame in the multidimensional simulations evolves with the evolution of the flow field, the dynamics
being naturally unsteady. At 500 µs, the thickness of the flame is 0.40 mm slightly thinner than the
planar flame. At 5 ms, the thickness has grown to 0.77 mm, still thinner than the flame predicted by
the detailed scheme. Since the maximum temperatures are about the same, a thinner flame indicates
higher thermal diffusion and reaction rate in the global model.
The second major difference in Figure 4.16 is the variation of the CH4 and CO profiles. In the
simulations, the peak of the CO profile is much higher when using the global scheme. In the 1D
planar flame the CO peak is located closer to the reaction zone than that seen in the simulation.
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Figure 4.17: temperature contours from 1 ms to 5 ms with a radiation energy source. The toroidal
section starts to quickly expand and the model predicts ignition where there should be extinction.
We can see that the CO profile peaks where the CH4 is fully consumed. In the simulations, the
CO profile is skewed towards the unburnt mixture with a large peak, that is around 3.4 times that
predicted with the detailed scheme between 500 µs and 5 ms.
The above simulations point to the fact that the global chemistry may not be able to pick up the
subtle phenomena leading to the extinction of the flame. The global reaction rate is faster thereby
artificially sustaining the weak flame. Heat loss from radiation, a phenomena that affects extinction
limits, was also not included in the above simulations. The effect of this inclusion can be examined.
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Figure 4.17 shows the temperature contours at 1, 2.5 and 5 ms for a biogas combustion case in which
a radiation source term is active throughout the simulation. As noted in the previous Chapter, the
high temperatures in the very early kernel expansion could necessitate a radiation model. Radiation
modeling can lead to lower thermal energy in the air spark at later times. In the radiation case, there
is approximately a 100 K decrease in the maximum temperature in the flame kernel. This puts the
maximum temperature within the flame kernel even closer to the adiabatic flame temperature at
this equivalence ratio. There is also an effect on the size of the flame kernel in this case, since the
flame at 5 µs is noticeably smaller than in the previous case without radiation. Here again, the flame
continues to grow, with the maximum temperature within the flame rising to 1689 K at 10 ms. It is
possible that if the plasma physics of the ionized and dissociated species is accounted for earlier
in the laser ignition process, the temperatures within the spark could further reduce as in the air
case. Whether this would lead to low enough temperatures that can ultimately quench the flame is a
question to be explained in future work. The main factor sustaining the global kinetic flame appears
to be the rather faster reaction rate associated with the thinner flame and steeper temperature rise.

4.4

Extinction of laser-ignited flame: Skeletal Chemistry

Seeing that the global kinetic scheme produce results in a propagating flame in a case that should
lead to quenching, a more elaborate chemistry model is used. This is the skeletal kinetic scheme
that can allow us to see if the inclusion of minor species and more elementary reactions will lead to
flame quenching as is suggested by the minimum ignition energies. Figure 4.18 shows the CH4 mass
fraction field for the lean biogas flame, using the skeletal chemical kinetic mechanism described in
chapter 2. We see that the front lobe also rapidly decays and mixes with the unburnt gas. This is
similar to the case with finite-rate kinetics and is more controlled by the flow. The low temperatures
in the structure and limited reactivity of the lean mixture mean that the heat loss from the lobe
outweighs the volumetric heat release. In this case, unlike in the previous one, we see that the flame
kernel does spread between the first 5 ms. The rate of growth, however, is much less than in the
previous cases. The ignited spark also mixes with the ambient mixture and the flame dissipates,
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Figure 4.18: Contour of CH4 mass fraction from 1 ms to 10 ms without a radiation energy source
and skeletal chemical kinetic model. The spark does not grow and mixes with surrounding gas.
rather than leading to further combustion. At 10 ms, we see that the CH4 mass fraction within
the middle of the toroidal kernel is half of the ambient mass fraction level. Thus, even without
accounting for the radiation source term, or the ionized and dissociated species, the quenching of
the spark kernel has been captured. The fuel within the hot core is not burning, signaling a gradual
cooling of the core flame.
This can be compared with the previous simulation results by examining the temperature profiles
as the kernel evolves in time, in Figure 4.19. Between 100 µs, and 1 ms the decay of the kernel
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Figure 4.19: Temperature profiles along the radial axis x = 0 for lean (φ = 0.6) biogas case using
skeletal kinetic mechanism. The temperature drops significantly between 100 µs and 1 ms. After 1
ms, the temperature continues to drop and the thermal energy diffuses into ambient gas mixture.
temperature is similar to that predicted by the global kinetic scheme. The period in which differences
occur is between 1.0 ms and 2.5 ms. This is likely due to the response of the chemical kinetics
to the phenomena promoting extinction. We return again to 1D premixed flames and now discuss
the effects of stretch, strain, and curvature on the flame and how each could influence the possible
extinction of the flame. Flame stretch is defined as the fractional change of the flame surface area
with time:

κ=

1 dA
A dt

(4.2)

The flame stretch is contributed to by flow strain and flame curvature. In the case of expanding flames,
like the 1D case a spherical flame, the stretch is positive and decreasing as the kernel size increases.
At this period between the 500 µs and 1.0 ms the flame kernel has a high stretch rate, due to this
expansion of the minor radius of the toroidal flame kernel. Established flames can be extinguished
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Figure 4.20: Sequence of schlieren images of a quenched lean biogas flame from the work by
Peters [55]. (Eabsorbed = 5.13 mJ, φ = 0.6)
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when stretch rates become too high. Additionally, high stretch rates can prevent the development
of a propagating flame from an ignition point. And in this case, the high stretch rates are likely
inhibiting the chemical kinetics that would lead to the propagation of the flame [95]. Additionally,
the flame front has some significant changes in curvature around its surface. This curvature affects
the burning mass flux and the flame speed. Finally, the bulk flow is non-uniform and not aligned
with the flame front, leading to strain affects that enhance the possibility of extinction [106, 107].
The significance of the quenched predictions is to be seen by comparing to empirical studies.
Figure 4.20 shows a sequence of schlieren images for laser-ignition in a biogas mixture at an energy
level of 5.13 mJ and equivalence ratio of 0.6. This flame kernel should and indeed does quench as
evidenced by the weakening of the lines on the schlieren images. The similarities are mostly around
the toroidal structure of the spark kernel, which is most prominent as the flame kernel quenches. The
toroidal structure appears to expand slightly as the gradients decay, similar to the diffusing kernel
predicted by the skeletal scheme. The timing of the decay is also similar, strong gradients exist for
the simulation and the experimental measurements between 100 µs and 500 µs. Between the next
500 µs, the gradients begin to decay and the growth of the kernel begins to slow. The connection
between the main spark and the front lobe has broken.

4.5

Summary

In this chapter, reacting CFD simulations were presented. The simulations focused on CH4 and
biogas air mixtures, using two chemical kinetic schemes. The global chemical kinetic by Jones
and Lindstedt [49] was seen in the previous chapter to capture the trajectory of the laser induced
shock wave very well. In this chapter we see that the global chemical kinetic scheme captures the
most important features of the growing flame kernel at both the early time scales in the first few
microseconds and the transition of the spark to a flame. The model captures the features of the spark
reasonably well.
The global chemical kinetic scheme can capture the separation of the frontal lobe from the torus
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and even quenching of the front lobe that propagates towards the laser source. The temperatures
within the connection and the front lobe in mixtures of lower equivalence ratio are both much lower
than the main body of the spark and shows variation within the structure. As the volume of the
lobe grows, the temperature decreases due to the spreading of the energy over a larger mass and the
heat loss from the structure. With already low temperatures and low reactivity of the surrounding
lean mixture, there is no mechanism to maintain the thermal energy within the spark structure. In
stoichiometric mixtures, the front lobe has limited variation in the temperature within the structure.
In addition, the temperatures are high enough to promote reactions that strengthen heat release and
propagation of a healthy flame. Thus, the front lobe survives and contributes to the growth of the
flame kernel in stoichiometric and near-stoichiometric mixtures.
With respect to predicting extinction of the flame, the global scheme is unable to predict the
quenching of the main body of the spark in the lean case. While the temperatures become low
enough in the case of the front lobe for the quenching to be captured, the same is not true for the
rest of the kernel. The temperature within the spark decays to temperatures that are about the order
of the adiabatic flame temperature. Radiation modeling was used to see if accounting for the energy
loss at very early stages of the kernel expansion and throughout the transition period could enable
the global scheme to predict quenching. The simulation still predicts that the main kernel would
continue to ignite. This time the maximum temperature within the flame kernel was much closer
to the adiabatic flame temperature for the given equivalence ratio. The quenching problem with
a skeletal chemical kinetic model was explored. This more physically realistic skeletal chemical
kinetic scheme predicts that both the front lobe and the stronger spark structure slowly decay after
the quenching of the front lobe, indicative of global quenching of the flame.

Chapter 5

Conclusions and outlook

In this thesis, a numerical investigation was carried out to examine the flow field developed after
laser-induced optical breakdown in combustible and non-combustible mixtures. Laser ignition is a
promising technological solution to combustion initiation. Initial conditions for the models were
determined using the optical theory and thermodynamic calculations with reference to experimental
cases of interest. The gas mixtures studied in the work included air, CH4 /air, and biogas/air at
different equivalence ratios. A number of phases in the laser ignition process were explored through
the numerical simulations and validated with experimental measurements, in order to advance
understanding of the process. The experimental measurements used for validation include schlieren
and interferometric images.
The flow field developed after laser-induced breakdown was studied at several different energy levels
and equivalence ratios. The shock wave induced by laser-induced breakdown in both combustible
and non-combustible mixtures was studied. The effects of heat release on the shock strength was
observed and explained. The flow field dynamics and thermodynamics of the early phase of kernel
growth was equally studied with air and CH4 /air mixtures. The simulations results were validated
against experimental shock wave trajectories, blast wave theory, and two-color interferometry.
Further, the growth of the flame kernel in lean mixtures close to the flammability limits was studied
for general characteristics related to quenching of ignition kernels. Stoichiometric and lean cases
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where both simulated to understand impacts of equivalence ratio. Finally, predication of extinction
through the numerical framework was explored. Two chemical kinetic models were used to model
chemical reactions in the reacting cases and explore the level of chemical kinetic mechanism needed
for simulating a quenching flame kernel.
For the flow field developed after laser-induced breakdown, several different energy levels and
equivalence ratios were considered. The subsequent shock wave propagation in both combustible
and non-combustible mixtures was first examined. The effects of heat release on the shock wave
strength was observed and explained with comparisons to theory and experiments. After the passage
of the shock wave, the induced flow field affects the development of the spark kernel. The dynamics
of these processes was studied with comparisons between experimental images and density profiles.
As this induced flow field decays, the spark in non-combustible mixtures decays towards the
ambient conditions. In a combustible mixture the spark continues to grow as diffusion of heat
and chemical reactions begin to control the growth. This process is studied in both stoichiometric
and lean mixtures with attention to growth of different structures. The transition into a period of
stationary behavior is observed, where timescales between chemistry and the flow have become of
the same order. After this stationary stages the flame kernel will either grow or go extinct. Extinction
phenomena was explored through the numerical framework. Two chemical kinetic models were
used to establish the level of chemical kinetics modeling that is needed for simulations flame kernel
quenching.
In summary, the main findings can be listed as
• Numerical model: The constant volume heat addition process used to initialize the problem
was found to be adequate to reproduce the induced shock wave.

 In order to observe flow features generated by asymmetry in the energy deposition it was
found that modifying the optical theory geometry to a triangular shape and re-scaling
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the energy distribution in the volume yields both the required shock trajectories and
vortical flow structures associated with asymmetry.
 To deal with the extreme temperature in the core, the simulations used temperaturedependent thermodynamics and transport data, noting key limitations since plasma
temperature data are scarce.
• Laser-induced shock waves: Propagation of the shock wave in combustible and non-combustible
mixtures was well captured by the simulations.
 The numerical shock wave trajectories were all within the experimental uncertainties.
Asymmetries in the initial temperature and pressure distribution within the plasma spark
were found not to affect the shock wave propagation but are important for the dynamics
of hot core flow development after disappearance of the shock wave.
 It was shown in combustible mixtures, additional heat release from combustion can
contribute to the higher point blast energies. At sub-microsecond scales the high temperatures induce heat transfer that raises the temperature of the core to a level that can
ignite and burn the fuel, thereby releasing energy before the shock detaches.
 Radiation and plasma chemistry models were investigated. Addition of plasma chemistry
did not significantly alter the blast wave trajectory, though this aspect will have an effect
on the magnitude of thermodynamic properties within the shock wave and kernel.
Radiation was modeled using an energy source term and it was found that for the energy
levels considered in this work, radiation modeling is not necessary for capturing the
shock wave trajectory.
• Flame kernel growth: The most important features of laser-induced spark growth are captured
at the equivalence ratios studied.
 Using a 4-step chemical kinetic scheme simulations captures the most important features
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of the laser induced spark, including the torus shaped spark kernel and the propagation
of a lobe of high temperature fluid towards the laser source.
 For leaner mixtures, the stability of the lobe decreases. The lower reactivity means that
the front lobe which only has a fraction of the total spark energy cannot efficiently
ignite the mixture and sustain a flame. The surface area of the lobe continually increases,
allowing for more opportunity for reactions, but also for energy transfer from the spark.
The volume of the lobe does not grow as much as the surface area and this lobe quenches
in very lean mixtures. The quenching does not occur for the stoichiometric case where
the lobe continues to ignite with the rest of the spark.
 The torus shaped spark containing most of the spark energy is similar across the equivalence ratios, studied, with the only differences being the overall volume of fuel consumed.
• Predicting extinction: It was found that a realistic chemical kinetic scheme such as the skeletal
kinetic mechanism is need to predict extinction.
 The 4-step global kinetic scheme, while being able to predict the quenching of front
lobes in the lean cases, was unable to reproduce the quenching of the main body of the
spark even with the introduction of radiation losses.
 Compared to a similar experimental data set for quenching of biogas mixtures, it shows
that the observed flame kernel decay is similar in the numerical simulations, once the
skeletal kinetic mechanism is used.
By examining these different physical aspects of laser ignition, this thesis advances understanding
of forced ignition. The computational nature of the study has allowed for the investigation of aspects
of the flow field that cannot be easily accessed by experiments. The conclusions could be useful
for development of reduced models of forced ignition and the validation of similar experiments or
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contrasting numerical models.

Outlook
A few directions for future work are possible:
 The global chemical scheme of Jones and Lindstedt used in this work yielded results that
match well with the qualitative phenomena that are expected in the laser ignition process.
In cases closer to the stoichiometric condition one would expect that a global scheme such
as the 4-step scheme with appropriate turbulence modeling would produce good results in
detailed studies of the laser ignition process starting from the initial plasma spark. Further
understanding of the processes leading to quenching and instabilities of laser ignited flames
would need more work with detailed chemical kinetic schemes. Two challenges present
themselves. The first is accounting for all the relevant chemistry. In this work the plasma
chemistry and the combustion kinetics were both used separately. The next step would be
the combination and extension of the two chemical kinetic schemes. The second challenge is
the stiffness of the detailed chemical kinetic schemes. In this work, on early time scales high
temperatures and pressures present stability issues in the consideration of detailed chemistry
and would require either very small time steps or consideration of techniques in chemical
kinetic modeling to sort out stiff and non-stiff reactions over the course of the simulation.
 In this work turbulence modeling is not explicitly carried out. In areas of interest, spatial
resolution was added in an attempt to make the computational domain DNS-like. The spatial
scheme chosen was the third order MUSCL scheme which has the highest available spatial
order in Star-CCM+, in an attempt to limit the numerical diffusion as much as possible in
areas of the field with smooth variations in the physical quantities. Of course this can only
do so much to control factors that could suppress the appearance of turbulence structures.
Future studies could move in two directions, first using Large-Eddy Simulations in an effort
to model the turbulence that can be generated by the dynamics of the structures in an initially
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quiescent gas mixture. The second direction is to focus on computation methods that allow
for higher spatial discretizations and efficient meshing and boundary conditions. In addition,
the next studies and focus on the modeling of laser ignited sparks in background turbulence.
 In this work 2D simulations were carried out due to the limitations of computational resources
and the costs that are associated with 3D simulations. This type of compromise has been
made in similar studies, acknowledging that ignition is 3D, but that flame growth in 3D will
not exhibit major differences with a 2D flame growth. Of course this sort of assumption
must be checked, especially when modeling background turbulence explicitly or to refine
simulations in such a way that spontaneous generation of turbulence in the growing flow
might be captured. 3D computations of this phenomena would be a challenge requiring: a
well generated computational domain, suitable boundary conditions for handling the unsteady
phenomena, and a large amount of computational resources. In the case of the domain,
adaptive mesh refinement strategies would be very helpful in focusing the simulation on the
most interesting phenomena. For boundary conditions, the use of non-reflecting boundary
conditions and sponge layers may allow for more truncated domains.
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