Numerical solutions of the coupled Klein-Gordon-Schrödinger equations is obtained by using differential quadrature methods based on polynomials and quintic B-spline functions for space discretization and RungeKutta fourth order for time discretization. Stability of the schemes are studied using matrix stability analysis. The accuracy and efficiency of the methods are shown by conducting some numerical experiments on test problems. The motion of single soliton and interaction of two solitons are simulated by the proposed methods.
Introduction
In this paper, we consider the standard coupled Klein-Gordon-Schrödinger (CKGS) equations [1] [2] [3] [4] [5] . Theoretical results concerning the existence of solutions, stability and asymptotic behaviour for CKGS system are found in literatures [6] [7] [8] [9] [10] . The numerical solutions of CKGS equations (1.1) are however important for understanding the physical behaviour of the system. Hong et al. [11] proposed the explicit multi-symplectic schemes for CKGS equations by concentrating suitable symplectic Runge-Kutta-type methods and symplectic Runge-KuttaNyström-type methods for discretizing every partial derivative in each case. A conservative finite difference method has been developed by Zhang [12] for the numerical solution of CKGS equations. Efficient and accurate numerical methods have been developed by Bao and Yang [13] based on Fourier Pseudospectral discretization for spatial derivatives and adoption of solving the ordinary differential equations in phase space analytically under appropriately chosen transmission conditions between different time intervals or Crank-Nicolson/leap-frog time derivatives. Kong et al. [14] pointed out that the CKGS equations have a natural multi-symplectic structure and proposed the multi-symplectic mid-point scheme for the discretization of the CKGS equations. A comparison of five difference schemes has been made by Hong et al. [15] for the numerical solution of the CKGS equations. Recently Dehghan and Talleil [16] have studied the CKGS equations by Chebyshev Pseudospectral multidomain method. Mittal and Bhatia [17] have also solved the CKGS system numerically by cubic B-spline collocation method. Differential quadrature method (DQM) was originally developed by simple analogy with integral quadrature by Bellman et al. [18] . This method approximates the derivatives of a function using weighted sum of the functional values at discrete points in the whole domain. The important aspect of DQM is to calculate the weighting coefficients. Various test functions have been used in the literature to calculate these weighting coefficients Legendre polynomials and spline functions by Bellman et al. [18, 19] . To improve Bellman's approach, Quan and Chang [20] , proposed and explicit formulation using Lagrange interpolation function as test functions. Shu and Xue [21] used Lagrange interpolated trigonometric functions to compute the weighting coefficients. Shu and Wu [22] presented an implicit approach using radial basis functions as the test functions. Radial basis function based differential quadrature method have used for the numerical solution of coupled Klein-Gordon-Zakharov equations by Dehghan and Nikpour [23] . Exponential cubic Bspline differential quadrature method has been developed for the numerical simulations of one dimensional advection-diffusion equation by Korkmaz and Akmaz [24] . In the recent years, the DQM has been widely popular due to its easy applicability, stability, high accuracy and adaptation with other numerical schemes and many engineering/physics problems have been solved successfully using various differential quadrature methods [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . In this work, we consider an extension of the polynomial based differential quadrature (PDQ) method based on the overlapping domain decomposition algorithm and a differential quadrature method based on quintic B-spline functions for the CKGS equations. Pike and Roe's [36] fourth-stage RK4 scheme is used to integrate the resulting first order differential equations. A linear matrix stability analysis has been conducted and it is found that the schemes are stable. Efficiency of the methods is tested on the motion of single soliton and the interactions of two solitons. Numerical results obtained by the proposed methods are compared with other results available in the literature. The article is organized as follows. In section 2, the multidomain polynomial based differential quadrature method and the quintic B-spline based differential quadrature methods are presented. The implementations of the methods are presented in section 3. In section 4, we discuss the matrix stability analysis of the schemes. We report the numerical experiments for different test problems in section 5. Finally, a brief conclusion is drawn in section 6. Calculation of the weight coefficients of second and higher order derivatives can be computed using the following formulae [37] : 
Multi-domain polynomial base differential quadrature (MD-PDQ) method
Following the overlapping multidomain pseudo-spectral technique [16, 38] Thus, the weight coefficient matrix of the ℎ order derivative is given by
Now, to satisfy the equations globally, it requires assembling the global solution by virtue of an elementwise construction [39] . This element-wise construction is based on the summation of the local element matrices to form their global representation. Now, we interpolate the function to an arbitrary position in the interval = [ , ] that the new grid points can be represented by
where
on the boundary of the overlapping domain, i.e. ∈ ( ∩ +1 ), the functional values of at the above grid points can be expressed in matrix form as
where ̃= ( ). With these definitions, the functional values of the derivative of at the grid points (2.14) can be expressed as 
Quintic B-spline differential quadrature (QB-DQ) method
Let ( ) be the quintic B-splines with knots at the point where the uniformly distributed grid points are chosen as = 0 < 1 < ⋯ < = on the ordinary real axis with ℎ = − −1 , = 1, ⋯ , . The quintic B-spline ( ) at the knots is given by [40] :
The quintic B-splines { −2 , −1 , 0 , 1 , ⋯ , −1 , , +1 , +2 } form a basis for functions defined over the domain [ , ] . Each quintic B-spline covers six elements so that each element is covered by six quintic B-splines. The values of ( ) and its derivative may be tabulated as in Table 1 . Using the 
.
The entries of the load vector Ψ are given as: 
The system of equations (2.19) can be solved by using a variant of Thomas algorithm at each grid point , = 0, 1, ⋯ , and we can get all the weight coefficients ( ) , for all , = 0,1, ⋯ , ; = 1, 2, ⋯ , − 1.
Calculation of weighting coefficients for second order derivative
We have to calculate only the weighting coefficients , (2) , at each grid point , using equations (2.19) and 
, , +2 
Implementation of the DQMs to CKGS equations
In this section we consider the CKGS equations (1.1) with initial conditions (1.2) and homogeneous boundary conditions. We set ( , ) = ( , ), ( , ) = ( , ) and ( , ) = ( , ) + ( , ), where ( , ) and ( , ) are real functions. Using the above substitutions, the CKGS equations (1.1) reduce to the following form: = − 
MD-PDQ method
Considering 
. (as given in Eq. (2.16))
Discretizing the system of PDEs (3.21) at the above collocations points and using the above definitions, we obtain a system of nonlinear ODEs which can be written in the form of matrix equations as: 
QB-DQ method
In this case, we consider the uniform collocation points { 0 , 1 , ⋯ , } and define the following:
By direct calculation of the weight coefficients (2) , form the algebraic system (2.19), we defined weight coefficient matrix as:
, , = 0, 1, ⋯ , .
Using the above definitions and discretizing the system of PDEs (3.21) at the collocating points { 0 , 1 , ⋯ , }, reduced to a system of nonlinear ODEs, which can be written in matrix equation form:
(3.23)
Using initial and boundary conditions, this system of ODEs is solved by Pike and Roe's fourth-stage RK4 scheme.
Stability analysis
Unlike the classical finite difference and finite element methods, Von Neumann stability analysis cannot be applied in DQM discretized system, instead matrix stability or energy stability have been studied for DQMs in the literatures [41] [42] [43] . After linearization of systems (3.22) and (3.23), we can rewrite it in the following compact form:
′ ( ) = • ( ) (4.24) (we use homogeneous boundary conditions) Or
where, = nullmatrix of order ( + 1) × ( + 1) for MD-PDQ and ( + 1) × ( + 1) for QB-DQ methods respectively, =identity matrix of order ( + 1) × ( + 1)for MD-PDQ and( + 1) × ( + 1)for QB-DQ methods respectively,
, for MD-PDQ and = ( The stability of a numerical scheme for numerical integration of equation (4.24) depends on the stability of numerical scheme for solving it. If the system of ODEs (4.24) is not stable, then the stable numerical scheme for temporal discretization may not produce the converged solution. The stability of equation (4.24) is dependent on the eigenvalues of coefficient matrix , since its exact solution is directly determined by the eigenvalues of . Let be the eigenvalues of the coefficient matrix . The stable solution of ( ) as → ∞ requires: i) if all the eigenvalues are real −2.78 < ∆ < 0
ii) if eigenvalues have only complex components, −2√2 < ∆ < 2√2 iii) if eigenvalues are complex ∆ should be in the region shown in Figure 1 . We assume 0 = 1.68515 and 0 = 1.13452, which are the absolute maximum norms of the initial vectors (0) and (0) and respectively. For MD-PDQ method we take the following parameter values, = 10, = 40 so that = 362. Then we calculate the eigenvalues of the coefficient matrix . The distribution of the eigenvalues for this case is shown in Figure 2 (a) . The maximum of the absolute values of the eigenvalues is found to be 130.1762. Therefore our maximum choice of ∆ is given by ∆ < 2√2/130.1762 < 0.022. With the same choice of 0 and 0 , we calculate the eigenvalues of the coefficient matrix , for the case of QB-DQ method, where we take = 400. The distribution of the eigenvalues in this case is shown in figure 2 (b) . From the figure, we see that most of the eigenvalues are distributed very near to the imaginary axis and only few eigenvalues are distributed near the real axis. Here the maximum of the absolute values of the eigenvalues of the coefficient matrix is found to be 52.9733. Therefore the maximum permissible value of ∆ that satisfies the stability criteria is given by ∆ < 2√2/52.9733 < 0.0555. However in our numerical experiments, we choose smaller values of ∆ in order to get accurate results. 
Numerical Results
In this section, we demonstrate the effectiveness and accuracy of the proposed methods. The accuracy of the methods is measured by using ∞ −error norm which is defined by
The exact solution of the CKGS equations (1.1) is given by [36] : Table 2 . Table 3 reports the comparison of ∞ -error norms between our propose methods and various other methods found in [15, 16] . 
Collision of two solitons
In this example, we consider the following initial conditions for the CKGS system (1. 
Collision of symmetric solitons
In this test, we study the symmetric collisions i.e. the collision of solitons with equal amplitudes and opposite velocities. We take 1 = −20, 2 = 20, 1 = 0.5, 2 = −0.5 and solve the problem over the domain [−40,40] and the results are reported in Table 4 
Collision of two asymmetric solitons
Next, we consider two solitons propagating with both different velocities and different directions. We chose the parameters 1 = 15, 2 = −15, 1 = −0.8, 2 = 0.4 over the space domain [−40,40] . In Figure 5 , the graphs of the collision of the solitons at different time levels are depicted with ℎ = 0.2 and Δ = 0.001. In Table 5 , the results are reported in the time interval [0, 40] . Form the graph we conclude that the two solitons fully collides and emerge each other at = 25. But from the graph we see that the interaction is not perfectly elastic as a series of waves are accompanied after the interaction. http://www.ispacs.com/journals/cna/2016/cna-00273/ International Scientific Publications and Consulting Services 
Conclusion
In this paper, we have developed the MD-PDQ and QB-DQ methods for the finding the numerical solutions of the CKGS system. Using the multidomain scheme in spatial variable reduce memory requirements as it leads to sparse matrix and also allows for best use of parallel computers. In both the methods we used Pike and Roe's fourth-stage RK4 scheme as the function contains no explicit dependent on . Both the methods are tested by simulating the motion of single soliton and interactions of two solitons. In order to show the efficiency and accuracy, we compute the ∞ −norm and CPU time and compared with some earlier works. We conclude that our schemes produce better results while taking less CPU time. Hence, the combination of MD-PDQ or QB-DQ method in space and Pike and Roe's RK4 scheme in time, gives another solution procedure in terms of accuracy and less computational cost for solving CKGS system.
