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摘 要 目前已提出了许多快速的关联规则增量更新挖掘算法, 但是它们在处理对新增事务敏感的问题时, 往往会丢
失一些重要规则。为此,文章提出了一种新的挖掘增量更新后的数据库中频繁项集的算法 EUFIA ( Entir ety Update
Frequent Itemsets A lg or ithm) , 该算法先对新增事务数据分区, 然后快速扫描各分区, 能全面有效地挖掘出其中的频
繁项集,且不丢失重要规则。同时, 最多只扫描 1 次原数据库也能获得更新后事务数据库的全局频繁项集。研究表
明,该算法具有很好的可测量性。
关键词 关联规则,增量式更新, 强频繁项集,次频繁项集,弱频繁项集
Updating Algorithm for Association Rules Based on Fully Mining Incremental Transactions
CAI Jin1, 2 XUE Yong Sheng1 L IN L i1 ZH ANG Dong Zhan1
( Department of Computer S cience, Xiamen Un iversity, Xiam en 361005) 1
( C om puter Cen ter of College of Nursin g, Th ree Gorges U nivers ity, Yichan g 443000) 2
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1 引言
关联规则是由 Agrawa l等人在文 [ 1]中首先提出的一个
重要的研究课题。目前已经研究出多种关联规则的快速挖掘






目前,这方面也有一些研究成果, 文[ 8]中给出的 FUP 算
法是最典型的算法之一。它通过对整个数据库重复利用
Apr ior i算法来解决更新问题 ,在应用中可利用已有的频繁项
集信息提高算法效率。FU P 算法必须耗费大量时间多次重
复扫描原数据库,为提高效率, 一些基于 FUP 算法的改进方






项集的算法 EU FIA ,它将增量后的事务分为若干个区间进行
扫描获得局部频繁项集 ,并将扫描结果归入不同的 3 个类别,
即强频繁项集集合, 次频繁项集集合, 弱频繁项集集合。这样
不需要扫描原数据库便可快速获得一些有用的局部规则。同




设 I= { i1 , i2 ,  , in }是 n 个不同项目的集合。如果对于
项集 X 有, X  I , 且 k= | X | , 则 X 称为 k 项集。对给定的事
务数据库, 记 D 为事务 T 的集合, T  I。对应每一个事务有
唯一的标识, 如事务号,记作 T ID。设 X 是 I 中的一个项集,
如果 X  T ,则称事务 T 包含 X 。定义 X 的支持度计数为D
中包含 X 的事务个数, 记为 X . CountD, X 的支持度为 X .
S up D。用户可自定义一个最小支持度,记为 min ! s up。
定义 1 给定事务数据库 D 和最小支持度 min ! sup , 对
于项集 X  I ,若 X . Sup D∀min ! sup , 则称 X 为 D 中的频繁
项集。
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性质 1 给定 D,若 X 为D 中的频繁项集,则对任意 Y  
X ,都有 Y 是 D 中的频繁项集。
推论 给定 D,若 X 为 D 中的非频繁项集,则对任意 Y
! X ,都有 Y 是 D 中的非频繁项集。




域值(计为 min ! sup )发现频繁项集
[ 2]。该算法采用的是迭代
方法,多遍扫描事务数据库, 并利用性质 1 及推论来减少项目
搜索空间。根据这一性质,进行第 k遍扫描之前, 可先产生候
选集 Ck。Ck 可以分两步来产生, 设前一步(第 k- 1 步)已生
成频繁 k- 1 项集集合 Fk- 1 , 则首先可以通过对 Fk- 1中的成
员进行联接来产生候选, Fk- 1中的两个成员必需满足如下条
件方可联接,
Fk- 1 Fk- 1= { A B | A , B ∀ Fk- 1 , | A ∃ B | = k- 2}。
接着,从 Ck 中删除所有包含不是频繁的( k- 1)子集的成
员。然后,计算 Ck 中每个成员 X 的支持度计数 X . CountD ,
若 X . CountD∀ | D| # min ! s up ,则 X 计入F k ,从而产生 Fk。
2. 3 FUP 算法
设新增事务集为 d, 则其更新后的事务数据库 D + = D %
d。算法 FU P的基本思想为:对任意一个 k ( k∀1)项集, 若其
在 D 和d 中都是频繁的,则其在 D+ 中同样也是频繁项集;若
它仅是 D (或 d) 中的频繁项集, 则比较 X . CountD + X .
Countd 与| D + | # min ! sup 的值, 若前者较大, 则 X 是频繁
的,否则 X 是非频繁的[ 8]。FUP 算法假设在 D 中发现的频
繁项集集合 L = %
n
i= 1
L i 已被保存下来。它基于 Apr io ri算法,
需要对 D 和d 进行多次扫描。通常 | D | & | d | , 因此需尽量








Qi ( Qi 为 d 的第 i 个划分)。为方便起见 ,可令 0 号区
代表原数据库,即 Q0= D, 并定义 F i 为Q i 中的频繁项集。定
义 dm,n为Q m 到 Qn 的所有分区的并集,即 dm,n= %
n
i= m
Q i , m, n∋
N 且 n∀m,并定义 Fm,n为 dm, n中频繁项集的集合。显然, D +
= d0, n。
定义 2 对项集 X , 如果有 X . SupD ∀ min ! sup , 且 X .
Supd ∀ min ! sup 成立(设支持度不变 ) , 则称 X 为D (或 d )
中的强频繁项集, d 中所有强频繁项集的集合为F a。
定理 1 设 F+ 为 D+ 的频繁项集集合, F a 为D (或 d)中
所有强频繁项集集合,则有 Fa F+ 。
证明:由强频繁项集定义, 有
# ( ( Fa( X ) . SupD∀min ! sup ) (( Fa(X ) . S up d ∀min !
sup ) )
∃ #X ( ( Fa( X ) . CountD∀ | D | # min ! sup ) ( ( Fa( X ) .
Countd∀| d | # min ! sup ) )
∃ #X (Fa(X ) . CountD+ Fa(X ) . Countd∀( | D | + | d | )
# min ! s up )
∃ #X ( F a ( X ) . SupD + ∀ min ! s up ) , (其中 Fa ( X ) .
S up D+ 为 X 在 D + 中的支持度)。
故定理 1成立。
定义 3 对项集 X , 设 X 在 d m,n中的支持度为 Supd m, n,
在 dm- 1, n中的支持度为 Supd m- 1, n ( 1 ) m ) n) , 如果有 X .
S up dm,n ∀ min ! sup , 且 X . S updm- 1, n < min ! sup , 则称 X 为
dm, n中的次频繁项集, d 中所有次频繁项集的集合为F b。
定义 4 对项集 X , 设 X 在 d m,m中的支持度为 Supd m,m ,
在 dm+ 1, n中的支持度为 Supd m+ 1, n ( 0 ) m ) n) , 如果有 X .
S up dm,m∀ min ! sup , 且 X . S up dm+ 1, n< min ! sup , 则称 X 为
dm, n中的弱频繁项集, D 与 d 中所有弱频繁项集的集合为
F r。
定理 2 对项集 X , 若 X . S up D+ ∀ min ! s up , 则% F j ∋
{ F i | i ∋ N ,且 i) n} ( F i 为 Qi 中的频繁项集) , 使得 X ∋ F j。
证明: 假设对#F i ∋ {F i | i ∋ N, 且 i ) n} , 都有 X F j , 由
频繁项集定义, 令 X . S up Qj 为 X 在 Q j 中的支持度, 则对
#Q j ∋ { Qi | i ∋ N , 且 i ) n}都有 X . S up Qj < min ! sup ∃ X .
CountQj < | Qj | # min ! sup , 可得 ∗
n
j = 0




& min ! sup ∃ X . CountD + < | D+ | # min ! sup , 这与题设矛
盾。故定理 2 成立。
定理 3 设 F+ 为 D+ 的所有频繁项集集合, 则有 F+  
Fa % Fb% Fr 。
证明: 对任意 X ∋ F+ ,由定理 2, % F j ∋ {F i | i ∋ N ,且 i )
n}使得 X ∋ F j。不妨设 X ∋ Fm ( 0) m ) n) , 分两种情况讨论,
若 X F m+ 1 , n( Fm+ 1, n为 dm+ 1, n中频繁项集的集合) , 由 F r 的
定义知, X ∋ Fr ;否则有 X ∋ Fm, n。此时又分两种情况,若 X
Fm- 1, n, 由 Fb的定义知, X ∋ Fb ;否则有 X ∋ Fm- 1, n。继续使
用前面的方法讨论, 最终若有 X ∋ F0, n, 则由 Fa 的定义知, X
∋ F a 。由上述证明知 X ∋ F a% Fb% Fr ,故定理 3成立。
为获得 Fa, Fb, Fr , EUFIA 采用类似定理 3 的构造证明,
从 Qn 向前扫描至Q 1。扫描过程可利用 Apriori算法,先生成
候选, 再过滤。扫描 Qn 时, 其中的频繁项集先放入 Fa 中, 在
扫描完 Q1 后,由于 Q0 (即原数据库 D)中的频繁项集计数已
知, 故只需将 Q0 中的频繁项集与前面的结果累积计算, 便可
得 Fa, Fb, Fr。虽然有些应用中, 不需要求所有全局频繁项
集, 但考虑一般情况 EUFIA 仍给出了求所有全局频繁项集
的方法。由定理 3 及定理 1 知, 要获得 F+ 只需对 Fb, Fr 中
的项集扫描原数据库 D 一次。
算法 1 全面更新频繁项目集算法 EUFIA
输入: ( 1)原数据库 D 它具有 | D |的事务数, 增量数据库
d1, n, 其事务数| d 1, n| = | ∗ nm= 1Qm | ; ( 2) Fk : D 中所有频繁 k 项
集的集合, k= 1, 2,  , g; ( 3) s:最小支持度 min ! s up。
输出: Fa, Fb, F r, FDd(即 F+ )。
方法:
/ * Ckm 为分区m 的候选 k 项集集合, Ft
k 为当前分区频
繁 k 项集集合; Fak , Fbk , Fr k 分别为Fa, Fb, Fr 中频繁 k 项集
集合, F 为 D 中频繁项集集合, Ftb表示在 Fb 中 star t= 1 且
在 D 中非频繁的项集集合,每个候选或频繁项集有三个属性
count, star t, sor t * /
01 Fa= F b= Fr = , Ftb= ;
02 for m= n to 1{
03 k= 1, C1m= Qm 中所有项的集合;
04 SelectFabr( ) ;
05 for k= 2 to g{
06 Ckm = Apr ior i g en( Ftk- 1 ) ;
07 SelectFabr ( ) ; } }
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08 for X ∋ Fa % F{
09 if X ∋ Fa && X ∋ F{Fa(X ) . star t= 0; Fa ( X ) . count
+ = F( X ) . count; }
10 else if X ∋ Fa && X F {X . st art= 1; X . so rt= b; Fb
+ = { X } ; Fa- = { X } ; Ftb+ = {X } ; }
11 else if X ∋ F & & X F a % Fb% F r { X . so rt = r ; X .
star t= 0; Fr+ = {X } ; Fa- = {X } ; } }
12 SelectFDd( ) ;
13 return Fa, Fb, Fr, FDd;
SelectFabr( )
/ /扫描分区 m 的 k 项候选,获得当前 Fak , F bk , F rk .
01 if Ckm= {br ea k; }
02 for X ∋ Ckm { X . count= 0; }
03 Ftk=
04 for T ∋ Qm {
05 for X ∋ ( k subset o f T ) {
06 if X ∋ Ckm {
07 X . count+ + ;
08 if X . count∀ s* | Qm | Ftk+ = { X } ; } } }
09 for X ∋ Ckm {
10 if X ∋ F ak {
11 if X . count∀ s* | Qm | { Fak( X ) . star t= m; Fak ( X ) .
count+ = X . count; }
12 else{
13 if X . count+ Fak( X ) . count∀s* | dm,n |
14 { F ak ( X ) . start = m; Fak ( X ) . count + = X .
count; }
15 else{X . start= m+ 1; X . so rt= b;
16 X . count= Fak ( X) . count;
17 Fak - = { X} ; F bk + = { X} ; } } }
18 else if X ∋ Ckm- Fak- F bk - Fr k{
19 if X . count∀ s* | Pm | {
20 if m= = n{X . sort = a; Fak + = {X } ; }
21 else{X . so rt= r ; Fr k+ = { X } ;
22 Fr k( X ) . start= m; } } }
23 }
SelectFDd( )
/ /扫描 D, d 获得FDd ,这一步骤有些应用中可以省去。CDd
表示候选集(CDd Fb% Fr )
01 FDd= Fa;
02 CDd= F b- F tb- { Fb中 star t= 2 的项} + Fr ;
03 for X ∋ CDd{ X . count= 0; }
04 for T∋ d{
05 for X ∋ CDd && | X | ) | T | { if X  T { X . count +
+ ; } } } / /扫描 d
06 for X ∋ CDd{
07 if X . count∀s* | d | { if X . so rt= = r & & X . st art= =
0 { CDd- = { X } ; FDd+ = { X} ; }
08 else if X . sort = = r& & X . start= = 0{
09 if F( X ) . count+ X . count ∀s* ( | d | + | D | ) {CDd
- = {X } ; FDd+ = { X } ; }
10 else CDd- = { X } ; } }
11 CDd+ = F tb;
12 for T ∋ D { f or X ∋ CDd & & | X | ) | T | { if X  T { X .
count+ + ; } } } / /扫描 D
13 for X ∋ CDd{ if X . count ∀s* | d | {F Dd + = {X } ; } }
表 1 数据库 D 及增量数据集d
Date Part TID Transact ion
1998 ! 2001 D
001 A B C D E
002 A C D
003 B E
004 A B C E
005 A B E
006 A B C
007 C DE
2002 Q1
008 A B C D
009 B C E
010 A B E
2003 Q2
011 B C D E
012 E F
013 B C F
例 1:设事务数据库 D 及增量事务数据集d 如表 1所示,
最小支持度为 50% 。先列出各分区中的频繁项集,如表 2 所
示, 由算法可得如表 3 的处理过程。根据表 3 的最终结果, 从
1998~ 2003 年, 有{B} , { C} , {E} , { B C}四个项集是持续出现
的。{ F}在 2003 年( Q2 中)变得有价值了。{ A C}在 1999~
2001年是感兴趣的, 但在 2002~ 2003 年不再是感兴趣的。
{ A} , { A B} , {B E}四个项集在2002 年还是有趣的,但在 2003
年不再受到关注。从全局来看, 1998~ 2003 年, F+ = { { B} ,
{ C} , { E} , {B C} , { A} , { B E} }。若按传统方法, { A } , { B E}只
能被列入 F+ 中, 但实际在 2003 年它们已是非频繁的了。
表 2 各分区中的中频繁项集
D Q1 Q2
Itemset Count Itemxet Coun t Itemset Count
{ A} 5 { B} 2 { A} 2
{ B} 5 { C} 2 { B} 3
{ C} 5 { E} 2 { C} 2
{ E } 5 { F} 2 { E} 2
{ AB} 4 { BC} 2 { AB} 2
{ AC} 4 { BC} 2
{ BE} 4 { BE} 2
表 3 EUFIA 生成 Fa, F b, Fr 中频繁项集的过程
Q2 is s can ned Q1 is scammed Final f requ ent set s
















{ B} 1 5 { B} 0 10
{ C} 1 4 { C} 0 9
{ E} 1 4 { E} 0 9
{ BC} 1 4 { BC} 0 7
Fb Start Coun t Fb Start Count
{ F} 2 2 { F} 2 2
Fr Start Coun t Fr Start Count
{ A} 1 2 { A} 1 2
{ AB} 1 2 { AB} 1 2
{ BE } 1 2 { BE} 1 2
{ AC} 0 4
4 算法性能分析
我们用 VC+ + 6. 0 在 Intel P4 2. 4G/ 512M B 80GB, 操作
系统为 Window sXP的计算机上实现了 EUFIA 算法, 使用了
与文[ 2]同样的生成程序来合成所需要的测试数据。测试数
据库的有关参数包括: | D| 表示事务数据记录的数目; | T | 表
示事务数据记录的平均长度; | d | 表示新增事务数据记录的
数目; Q 表示增量 d 的分区数; | I | 表示最大频繁项集的平均
长度; | L | 表示最大频繁项集的数目; N 表示事务项集的个
数, 而一个测试数据库实例( D + ) , 记为 Tx . I y . Dr . d m. Qn。
实验中 N = 1000, | L | = 2000, | T | = 10, | I | = 4, 图 1 表示在
| D| = 50k, | d | = 25k, Q= 1, 2, 4 最小支持度变化时算法所用
时间。
从实验结果看, EUFIA 算法在 d 只有 1 个分区时 ,执行
时间最少。考虑算法的应用, 取 Q= 2。图 2 表示在| d | 变化
时算法所用时间, 其中支持度分别为 0. 2% 及 0. 4% ,其它条
件不变。从实验结果看, 算法运行时间随| d | 增大线性增长。
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0. 2%及 0. 4%。这是由于 D 变化,而考虑了求全局频繁集合
F+ 。从实验结果看, 算法运行时间随| D | 变大而基本呈线性
增长。图 1、图 2、图 3的实验结果也表明了 EU FIA 算法的有
效性和较好的可测量性。
图 1 最小支持度变化时 EUFIA 运行时间
图 2 | d |增大时 EUFIA 运行时间





法 EUFIA , 它将新增事务划分成若干分区进行扫描, 并将结
果归入不同的 3 个类别, 从而达到了在不扫描原数据库的情
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