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摘 要 : 目前关于进化算法 ( EA)的研究主要局限于静态优化问题 ,然而很多现实世界中的问题是动态的 ,对于这类
时变的优化问题通常并不是要求 EA发现极值点 ,而是需要 EA能够尽可能紧密地跟踪极值点在搜索空间内的运行
轨迹.为此 ,综述了使 EA适用于动态优化问题的各种方法 ,如增加种群多样性、保持种群多样性、引入某种记忆策略
和采用多种群策略等 .
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Abstract : Evolutionary algorithms ( EAs) are widely and often used for solving stationary optimization problems where
the fitness landscape or objective function does not change during the course of computation. However , the
environments of real world optimization problems may fluctuate or change sharply. If the optimization problem is
dynamic , the goal is no longer to find the extrema , but to track their progression through the search space as closely
as possible. All kinds of approaches that have been proposed to make EAs suitable for the dynamic environment s are
surveyed , such as increasing diversity , maintaining diversity , memory based approaches , multi population approaches
and so on.
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1 引 言










以追朔到 1966年[ 1 ] ,但是直到 20世纪 80年代中期
才成为众多学者的研究热点
[ 2 ] .近年来许多国际会











解决这个问题 ,这些方法大体上可以分成下面 4种 :
1) 采取修改某些 EA 算子的策略 ,使 EA 能够
适应环境的变化.
2) 始终避免种群收敛 ,保持种群的多样性 ,这
是因为一个发散的种群能够更容易适应环境中的变
化.














Cartwright 等[ 4 ]证明了当 EA 重启时 ,旧种群
中的部分个体应该保存下来 ,因为它们也能够在新
的环境中被重用 . Reeves等[ 5 ]提出了利用前一阶段
EA搜索到的解而得到的新初始种群会使重新开始
的 EA更快地搜索到新问题的最优解 ,但并没有给






但是速度却大为提高 . Lin等[ 8 ]针对一个 J SSP问题
也提出了一种直接校正的方法 ,他们利用 Giffler
Thompson算法把新工件加入到旧调度中 ,结果发
现这种方法显示出十分明显的效果 . Pico 等[ 9 ]在考
虑最小化拖期的处理器调度问题时采用了一种固定
编码长度的置换方法 . Krishnakumar [10 ]提出了一种
Micro Genetic Algorit hm ,该算法种群很小 ,一旦发






为了保持这种平衡 ,Cobb[11 ]在传统 GA 中采用
了一种过度变异的策略.当探测到环境的变化后立
刻猛烈增大变异率 ,使得趋于收敛的种群发散.在后
来的研究中 , Hypermutation 被进一步检验[ 12 ] ,结
果发现环境变化的频率会对变异率的增大幅度有一







来越大) . Gerrat t 等[ 14 ]将爬坡算法与 EA 结合在一
起提出了进化随机搜索算法 ,实验表明该算法比一
般 GA 和爬坡算法更能适用于动态优化问题.
Simoes等[ 15 ]将细胞转化机制引入到 GA 中 ,提出了
TGA和 ETGA 算法 ,在 0 1时变背包问题中 , TGA
和 ETGA表现出比采用过度变异策略的 GA 更好





Grefenstet te[ 17 ]提出一种称为随机移民的方
法 ,即在每一代 ,种群中的部分个体都会被随机产生
的个体所替代. Cobb 等[ 18 ]比较了 3 种不同变异方
案在动态环境中应用 :固定变异率、过度变异和随机
移民的方法.结果发现 ,采用过度变异的 GA 在缓慢
变化的环境中 (低强度)表现最好 ,如果环境变化较
















Andersen[ 20 ]检验了共享策略对 GA 追踪运动
极值点能力的影响 ,结果发现在缓慢变化环境中采
用共享策略能够显著地增强 GA 对极值点的追踪能
力 ,同时也发现 GA 采用表现型共享策略会比采用
基因型共享策略稍好一些 . 文献 [ 21 ]将一种称为




Mori 等[ 22 ]提出的 Thermodynamical Genetic




现型来保持种群的多样性方法 ,对偶 GA [ 23 ] (DGA)
就是一类这样的方法 ,它在染色体位串中引入了一
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个元基因 (通常是第一位基因) ,当元基因的位值为
0时 ,没有什么影响 ,如果位值为 1 ,则后面所有的位
值将取反 . Yang[ 24 ]采纳了 DGA 的思想 ,提出一种
原对偶遗传算法 ( PDGA) ,与 DGA 不同的是 PDGA
染色体中没有引入元基因 ,而是在进行交叉变异等
遗传运算之前首先对种群中的部分染色体进行对偶
运算 ,文献[ 25 ]给出了对偶运算的染色体选择方法 ,












法. Goldberg等[ 2 ]提出了基于二倍体和基因显性机
制的遗传算法 ,在动态背包问题的应用中 ,该方法比




换 (即从显性转化成隐性 ,反之亦然) ,并在实验中发
现这种二倍体方法要优于单倍体和三等位基因的二
倍体方法 .文献[27 ]介绍了另一种二倍体的 GA 算
子 ,为了保持种群的多样性 ,在这种 GA 中采用了 3
种策略 :适应性的基因显性机制、减数分裂的繁殖策
略和考虑个体年龄的替代方法.在对一种动态背包
问题的实验中 ,这种二倍体的 GA 取得了较好的效
果.
Hadad等[ 28 ]提出了多倍体的方法 ,将一个统治
变量作为个体的一部分 ,在动态背包问题中 ,该方法
能够获得与二倍体方法一样好的性能 ,而且发现多



















Louis等[31 ]对一个 open shop 动态调度问题采
用了以下方法 :每迭代一段时间 ,当前种群的最好解
都会被保存下来 ,当环境发生变化后 , GA 重新初始
化时将记忆中的部分个体 (5 %～10 %)传递给种群 ,
其余个体随机产生 .结果发现 ,采用这种策略的 GA
比完全随机初始化的 GA能够更快地获得更好的结
果 ,但是当传递过多的个体 (50 %～100 %)时 ,这种
方法是失败的 .













群中 85 %的个体被随机产生的个体替代) ,实验表
明引入多样性策略后算法获得了较好的改善 .
Ramsey 等[35 ] 采用了另外一种记忆策略 ,将
CBR的思想引入 EA 中 ,使用一种知识库存储“成
功”的个体 ,当种群重新初始化时将知识库中部分个
体重新引入. Claus等提出了一种动态的记忆模型 ,
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视”这个峰 ,而种群中的其余个体 (称为“主种群”)展
开 ,继续搜索新的峰 . Oppacher 等[ 39 ] 提出一种






之间距离的方法. Ursem[ 41 ]提出一种多种族遗传算
法 ,在该算法中 ,子种群的分组利用一种“峰谷探测
过程”来确定 .
文献 [ 42 ]介绍的 Hierarchical Dist ributed

















研究较少 .因此 ,把各种动态 EA算子应用到复杂的
现实问题中会成为研究热点之一 . 2)关于算法比较
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