Abstract-In this paper, an intuitionistic fuzzy neural network model is proposed。The network structure has five layers, and adopts Mandani's fuzzy reasoning. A new fuzzy inference system is applied in the model, which contains hesitation margin as a part. A training algorithm based on Extended Klaman Filter(EKF) is development. The EKF procedure to update parameter is introduced. The derivation of EKF based on adaptation algorithm for intuitionistic fuzzy adaptive equalizer is given. An example is given to demonstrate the intuitionistic fuzzy neural network based on EKF training algorithm has a good function approximate performance.
I. INTRODUCTION
Intuitionistic fuzzy sets(IFSs) are introduced by Atanassov [1] [2] , which are generalization of the concept of fuzzy sets by adding an additional attribute parameter called non-membership [3] . IFSs are successful applied in many areas, multi-criteria fuzzy decision-making [4] [5] , pattern recognition [6] , air quality modelling [7] ，time series prediction [8] , etc.
During the past decade, a fuzzy neural network has been found to solve many problems which cannot be solved before [9] . For instance, the fuzzy neural network has been successfully applied in system identification [10] , intelligent control [11] , etc. Since IFSs have proved to be more powerful to deal with vagueness and uncertainty than fuzzy sets, combination of IFSs and artificial neural networks is investigated by many experts. In [12] , a max-min intuitionistic fuzzy Hopfield neural network (IFHNN) is proposed. In [13] , an intuitionistic fuzzy neural model is present based on an simple intuitionistic inference system. In [14] , an intuitionistic fuzzy inference system based on game theory is proposed. In [15] , an intuitionsitic fuzzy neural network based on two steps gradient descent algorithm is present. In this paper, an intuitionistic fuzzy neural network based on EKF training algorithm is present. The EKF procedure to update intuitionistic fuzzy parameters is introduced. An example is given to show the EKF training yield more improved performance than using gradient descent algorithm. This paper is organized as follows. In Section II, the new intuitionistic fuzzy inference system will be introduced. In Section III, a intuitionistic fuzzy neural network model with five layers is builded. In Section IV, the EKF training algorithm will be given. In Section V, An example is given to show the EKF training yield more improved performance than using gradient descent algorithm. The conclusion and topics for future research are drawn in section VI.
II. INTUITIONISTIC FUZZY INFERENCE SYSTEM

A. Intuitionistic fuzzy set
In [1] Atanassov defines an intuitionistic fuzzy set(IFS) A over a finite universal set E as an object having the following form: 
B. Intuitionistic fuzzy inference system(IFIS)
A new IFIS is defined in [14] . Then it is possible to define its output 
III. INTUITIONISTIC FUZZY NEURAL NETWORKS
An intuitionistic fuzzy neural network system with five layers structure is shown in fig1. The first layer is input layer. The second layer is membership and non-membership function creating layer. The third layer is inference layer. The fourth layer is normalized layer. The fifths layer is output layer.
Layer 1: no computation is done in this layer, it just pass inputs in to next layer.
Layer 2: the membership and non-membership are determined for the neurons generation criteria:
Where c 、 、 k are coefficient, which need to be designed Layer 3:It is fuzzy inference layer. Each node represents a fuzzy rule. The degree of fulfillment and non-fulfillment of the i th rule is represented by the following equations:
Layer 4: It normalized the degree of fulfillment and non-fulfillment of the fuzzy and calculated the hesitation margin index.
Layer 5: The output of the intuitionistic neural network with n rules can be calculated as：
IV. IFNN TRAINING ALGORITHM BASED ON EXTENDED KALMAN FILTER
A. An training algoritm based on EKF
The IFNN architecture consists of two trainable parameter sets: The polynomial parameters  , can be solved by least square regression techniques [15] .
So in this part, only a training algorithm based on extended kalman filter how to optimize the membership and non-membership function parameter is introduced.
A intuitinoistic fuzzy neural network's behaviour can be described by the following nonlinear discrete-time system [16] : 
The training problem using Extended Kalman filter theory can now be described as finding the minimum mean-squared error estimate of the state w using all observed data so far. The Extended Kalman filter solution to the training problem is given by the following recursion [17] :
Where k is the discrete time index; the vector The extended Kalman filter training is carried out in a sequential fashion, one step of training involves the following steps:
Initialize:
The number of iteration, n   
VI. CONCLUSION
In this paper, a training algorithm based on EKF for intuitionistic fuzzy neural has been developed. An intuitionistic fuzzy neural network with five layers has been constructed. The EKF has been applied to parameter identification of intuitionistic fuzzy neural network. The EKF procedure to update parameter is introduced. The derivation of EKF based on adaptation algorithm for intuitionistic fuzzy adaptive equalizer is given. Simulation results show that the intuitionistic fuzzy neural network based on EKF training algorithm has a good function approximate performance than gradient descent training algorithm.
