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ABSTRACT
Edelman, Joshua B. MSAA, Purdue University, December 2016. Secondary In-
stabilities of Hypersonic Stationary Crossflow Waves. Major Professor: Steven P.
Schneider.
A sharp, circular 7◦ half-angle cone was tested in the Boeing/AFOSR Mach-6
Quiet Tunnel at 6◦ angle of attack. Using a variety of roughness configurations,
measurements were made using temperature-sensitive paint (TSP) and fast pressure
sensors. High-frequency secondary instabilities of the stationary crossflow waves were
detected near the aft end of the cone, from 110◦ to 163◦ from the windward ray.
At least two frequency bands of the secondary instabilities were measured. The
secondary instabilities have high coherence between upstream and downstream sensor
pairs. In addition, the amplitudes of the instabilities increase with the addition of
roughness elements near the nose of the cone.
Two of the measured instabilities were captured over a range of axial Reynolds
numbers of about 1 - 2 million, with amplitudes ranging from low to turbulent
breakdown. For these instabilities, the wave speed and amplitude growth can be
calculated. The wave speeds were all near the edge velocity. Measured growth before
breakdown for the two instabilities are between e3 and e4 from background noise levels.
The initial linear growth rates for the instabilities are near 50 /m.
Simultaneous measurement of two frequency bands of the secondary instabilities
was made during a single run. It was found that each mode was spatially confined
within a small azimuthal region, and that the regions of peak amplitude for one mode
correspond to regions of minimal amplitude for the other.
11. INTRODUCTION AND MOTIVATION
An accurate understanding of boundary-layer transition is vital to the design of
hypersonic vehicles. The state of the boundary layer directly affects the aerodynamic
and heating loads, and so can have a large effect on the design of a vehicle and
its thermal protection system. However, there are large uncertainties inherent in
transition prediction. Most current prediction methods, like the eN method which
uses linear stability theory, rely on linear semi-empirical approaches. Often these do
not incorporate all the most important mechanisms of transition. Some cases will
require a more robust transition prediction method, and nonlinear growth of waves
and their secondary instabilities must be taken into account.
Boundary-layer transition is the result of disturbances in the freestream (such as
acoustic waves) or on the body (like roughness) disrupting the flow. The process of
receptivity determines the initial amplitudes of the disturbances once they enter the
boundary layer. Depending on the instabilities of the boundary layer in question,
some disturbances will decay while others will grow. Once a disturbance wave has
grown significantly, or if the initial amplitude is large enough, the growth becomes
nonlinear. Eventually the wave breaks down to turbulence.
Quiet tunnels are an important tool in the development of mechanism-based
prediction methods for boundary-layer transition. Freestream noise levels in wind
tunnels are often characterized using the magnitude of the pressure fluctuations
normalized by the mean pitot pressure. Conventional, “noisy” tunnels have freestream
noise levels of approximately 2% or greater, orders of magnitude larger than in-flight
noise levels. High freestream noise levels can change the mechanisms and parametric
trends of transition [1]. Quiet tunnels are able to operate at noise levels more
comparable to flight (< 0.05%). Quiet tunnels are critical to better understanding
transition as applied to actual vehicles, and the effect of freestream noise. The key to
2quiet tunnels is their ability to control transition of the boundary layer on the nozzle
walls.
Figure 1.1 shows a shadowgraph of a cone travelling at Mach 4 down a ballistic
range. The boundary layer is intermittently turbulent along the top ray of the cone
in the image, and fully turbulent on the bottom ray. The fluctuating displacement
thickness caused by the turbulent eddies results in waves radiating from the boundary
layer; these waves do not appear in the laminar portions of the boundary layer on top
of the cone. Quiet tunnels maintain a laminar nozzle-wall boundary layer, so minimal
noise is radiated from the walls onto the model, unlike the bottom ray of the ballistic
range cone.
Figure 1.1. A shadowgraph of a cone in the NOL Ballistics Range at
Mach 4. This is a crop of the original, from Reda [2].
1.1 Crossflow Instability
For a cone at a non-zero angle of attack, two of the most important instabilities are
the second mode and the crossflow instability. The second mode is like an acoustic wave
trapped in the boundary layer that propagates downstream. This wave is often the
3dominant mode of transition on hypersonic cones at zero angle of attack, which have
an axisymmetric flow-field. A cone at a non-zero angle of attack has a fundamentally
different flow field that is three dimensional. In this case, the shock angle is larger at
the wind ray than the lee ray, because the turning angle caused by the cone is larger
at the wind ray. Flow at the wind ray is therefore at a higher pressure than flow at
the lee ray, as it has passed through a stronger shock. The resulting circumferential
pressure gradient drives flow around the cone, from the windward side to the leeward
side.
The circumferential pressure gradient turns the low-momentum fluid near the wall
more than the outer flow. This additional turning results in a crossflow component
of the boundary layer, transverse to the inviscid streamlines. A typical crossflow
boundary-layer velocity profile is shown in Figure 1.2. The crossflow profile must be
zero both at the wall and in the freestream. In addition, its first derivative must be
zero at the freestream. The crossflow profile is therefore inflectional and inviscidly
unstable.
Bippes [4] and Saric et al. [5] provide thorough reviews of low speed crossflow
experiments and computations up to the year 2003. The instability in the crossflow
boundary layer manifests as either stationary or travelling waves. The stationary waves
are vortices that are nearly aligned with the inviscid streamlines of the flow. Stationary
waves are readily seen using flow visualization techniques such as temperature-sensitive
paint. As their name implies, stationary waves are fixed relative to the body on which
they appear. They are sensitive to roughness height and diameter [6], as well as
roughness spacing [7, 8]. However, stationary crossflow waves are strongly stabilized
by nonlinear growth effects, leading to amplitude saturation once they have grown
large enough [9]. Figure 1.3 shows nonlinear computations of the stationary vortex
disturbance velocities with A0,stat = 0.1% and A0,trav = 0.01% [9]. The saturation in
the amplitudes is evident at Reynolds numbers above about R = 500. The saturation
occurs for cases both with and without travelling waves; for instance see Figures
17(a) and 18 in Malik et al. This saturation means that it is impractical to create an
4Figure 1.2. An example of a crossflow boundary-layer mass flux profile.
Redrawn from Craig and Saric [3].
eN -type amplitude criterion for transition based on the stationary waves, as growth of
the waves could stop long before transition.
Travelling crossflow waves, on the other hand, are vortices which travel at an oblique
angle relative to the streamlines. Travelling waves are sensitive to freestream noise
levels. At low speeds, travelling waves dominate transition for high freestream noise,
while stationary waves are dominant in the lower-noise environment of low-disturbance
tunnels and flight [10]. This may not be generally true at high speeds [11].
At low speeds in stationary-crossflow-dominated transition, the stationary crossflow
wave usually breaks down to turbulence by way of a number of secondary instabilities
[12,13]. As the stationary wave grows, it modulates the mean flow of the boundary
layer, creating inflectional profiles in both the spanwise and wall-normal directions.


















Figure 1.3. Amplitudes of the stationary crossflow wave disturbance
velocities, uˆ, wˆ, and wˆ, digitized and redrawn from Figure 17(b)
in Malik et al [9]. The x axis is a Reynolds number based on a
characteristic length scale defined in [9].
instabilities are associated with extrema of transverse gradients of velocity within the
stationary wave, and are sometimes referred to as z or θ modes. Type-II instabilities
are associated with extrema of wall-normal velocity gradients, and can therefore be
called y or r modes.
Both types occur at an order-of-magnitude higher frequency than the travelling
wave, but the type-II instabilities are typically higher frequency than the type I [14].
At low speeds, the relative importance of each type of secondary instability to
transition appears to be related to the forced wavenumber of the stationary crossflow
vortices [13]. It is still unknown if the same relationships hold at high speeds. The
secondary instabilities tend to appear when the stationary wave has quasi-saturated [13].
Breakdown to turbulence occurs soon after the appearance of the secondary waves.
It is unknown if the same mechanism is responsible for breakdown at high speeds.
Preliminary evidence (first reported in Reference [15]) suggested the secondary in-
6stabilities may be important [3, 15–17], but the existence of these instabilities and
their parametric trends remained to be confirmed. Both further experiments and
computations are needed.
1.2 Objectives
The current research is intended to advance the understanding of secondary
instabilities of stationary crossflow waves at Mach 6. Past experiments have been
unable to adequately (1) control the generation of stationary crossflow waves or (2)
study the growth of potential secondary instabilities. The secondary instabilities could
be important to the breakdown of the stationary waves and the transition to turbulence
in the boundary layer. Ultimately, a better understanding of the secondary instability
could lead to a mechanism-based transition criterion for crossflow, as illustrated by
Malik et al. at low speeds [18]. The objectives of the present experimental campaign,
conducted on a right, circular sharp cone at angle of attack, are:
1. Confirm the presence of one or multiple modes of secondary instability on the
stationary waves.
2. Develop roughness elements and test techniques to consistently generate sec-
ondary instabilities for further study.
3. Study the growth and breakdown of the secondary instability with a more refined
spatial resolution along the stationary wave, using temperature-sensitive paint
and fast pressure sensors.
72. REVIEW OF LITERATURE
2.1 Secondary Instability of Low-Speed Crossflow Waves
A majority of the experimental and computational work on the secondary instability
of the stationary crossflow waves has been at low speeds. Bippes [4] provides an
excellent review of low-speed crossflow experiments, including secondary instability
measurements. The first experimental evidence of the secondary instability seems to
be from Michel et al. [19] in 1984 on a swept wing and Poll [20] in 1985 on a swept
cylinder. Note that this is thirty years after Gregory et al. [21] first studied crossflow
vortices on a swept wing and rotating disk. Hot-wire measurements by Michel and Poll
showed an instability at a frequency an order of magnitude higher than the measured
travelling wave frequency. Poll credited these results to intermittent turbulence.
However, in 1991 Kohama et al. [12] argued that the higher frequency was actually
a secondary instability, which has become the consensus. In their article, Kohama et al.
provide measurements taken on a swept wing in the Arizona State University (ASU)
Unsteady Wind Tunnel. They describe the secondary instability as co-rotating vortices
aligned nearly perpendicularly to the stationary crossflow waves, and propagating in
the streamwise direction. They write that the breakdown to turbulence of the crossflow
vortices is the result of the secondary instability growing, interacting with the primary
vortex, and forming multiple other inflectional instabilities. The entire breakdown
takes place over a very limited distance on the order of the boundary-layer thickness,
and between the middle and the edge of the boundary layer where the secondary
instability forms. Summarizing their data, Kohama et al. write “the secondary
instability therefore, plays a more important role than the primary instability in
driving the boundary-layer directly to a fully turbulent state [12].”
8The crossflow vortices in the Kohama et al. experiments were naturally excited.
To extend these results, Lerche used several vibrating membranes on a swept wing
as a disturbance generator [22]. Using this system, he excited a single travelling
crossflow mode. He also examined the results when both a travelling crossflow
mode and a stationary crossflow mode were excited. In both cases he observed a
secondary instability at a frequency an order of magnitude higher than the excitation.
The instability occurred at a particular phase between the travelling wave and the
excitation signal. This seems to suggest that Lerche’s high-frequency measurements
were secondary instabilities of the travelling waves, as opposed to secondary instabilities
of the stationary waves measured by Kohama et al [12].
In the mid-1990’s, there was a great deal of computational work studying the
low-speed crossflow instability and associated secondary instabilities. An analogous
secondary instability analysis had already been performed on the Go¨rtler instability, a
similar streamwise vortex-based instability [23,24]. In 1996, Malik et al. [14] computed
the secondary instabilities on the 1991 ASU swept wing experiment described by
Kohama et al [12]. They found two modes, which they call mode I and mode II. The
mode II frequency was slightly less than double the mode I frequency. The mode I
instability grew on the leeward side of the primary stationary wave and is caused by
high spanwise shear. The mode II instability grew over the crest of the wave as a
result of high wall-normal shear.
In 1999, Malik et al. [18] published a more extensive secondary instability analysis
for a different swept-wing experiment at ASU in 1996 [7]. This computational crossflow
study produced a few key results. First, the computations show that in some places
as many as seven secondary instability modes exist. For some modes, the growth
rate curves have multiple frequency peaks. All these modes begin to grow once the
stationary wave has saturated. In general, each of the modes can be classified as a z
or y mode (equivalent to the type-I and type-II nomenclature used throughout the
present work), based on the dominant energy production mechanism. The z and y
designation seems to have replaced the ‘mode I’ and ‘mode II’ names used in the
9previous paper. A stylized depiction of the locations of the z and y modes on the
stationary waves is shown in Figure 2.1. This was drawn based on the results in
Figures 7 and 8 of Malik et al [18].
Figure 2.1. Drawing of the eigenfunction locations of the two types of
secondary instabilities. Based on data from [18].
In addition, Malik et al. provide an estimate for the secondary instability frequency.
They use fest ≈ Ue/λp, where Ue is the edge velocity and λp is the stationary crossflow
wavelength. This assumes that the phase speed of the secondary instability is the
same as the edge velocity.
However, the most important result from Malik et al. is that an N-factor transition
correlation based on the growth of the secondary instabilities is much more successful
than a correlation based on the stationary wave amplitude. This is because of the
nonlinear amplitude saturation of the stationary vortices. As discussed previously,
the amplitude saturation makes a criterion based on the stationary wave amplitude
impractical. The secondary instabilities, however, grow quickly just prior to transition.
Around the same time as the Malik et al. work, White and Saric conducted an
extensive hot-wire study of crossflow on a swept wing in the low-disturbance ASU
Unsteady Wind Tunnel, which was published in 2005 [13]. Though they credit Malik
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et al. for the type-I and type-II nomenclature used in the present work, it appears
this wording was first used by Koch et al [25].
White and Saric present measurements in planes at several streamwise locations
for a few different roughness configurations. At the farthest upstream locations, no
secondary instabilities are detected. There are several peaks in the hot-wire power
spectra, but these are explained as travelling crossflow waves (at low frequencies) and
a Tollmien-Schlichting-like wave (at a higher frequency).
Farther downstream, several secondary instabilities appear. Type-I modes exist
on the shoulder of the stationary vortex. White and Saric also found that multiple
frequencies of type-I modes appeared in the same location, but were not harmonics.
The lowest-frequency mode, a type I, was found to have the largest amplitude of all
the secondary instabilities that were measured.
In several cases White and Saric also measured a type-II mode on the crest of the
stationary vortex. The type-II frequency was approximately double the fundamental
type-I frequency, as predicted by Malik et al [14]. They report that the low-amplitude
type-II mode is often difficult to measure and can be masked by the growth of a
high-frequency harmonic of the type-I mode, which sometimes appears in a spatially
overlapping region.
Malik et al. [18] showed that the type-II mode initially has a much higher growth
rate than type-I modes. However, experimental evidence [12, 13] shows the type-I
modes appear before the type-II modes and are much larger. Note that both sets of
experiments are at slightly different, but comparable conditions (Reynolds number,
angle of attack, and stationary vortex wavelength). Both White and Saric and Malik
et al. use a receptivity argument to explain this disparity. The experimental results
would make sense if the type-I modes had larger initial amplitudes. White and
Saric argue that this may be because the freestream turbulence level decreases with
increasing frequency.
However, they found that by supercritically forcing the stationary waves (using
roughness elements to force a spanwise wavelength longer than the naturally dominant
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one) the type-I growth was suppressed because the region of high spanwise shear was
reduced. In this case type-II modes were easier to identify and more important in
transition.
One of the most recent numerical explorations of the low-speed crossflow secondary
instability is by Bonfigli and Kloker in 2007 [26]. They compared the results of
secondary linear stability theory (SLST) with direct numerical simulations (DNS) of
a swept flat plate. Unlike many previous computations, Bonfigli and Kloker examine
secondary instabilities of both stationary and travelling crossflow waves. The DNS
forced a specific stationary crossflow wavelength, and once these had saturated used
wall blowing at [133, 266, ..., 6650] Hz to force secondary instabilities. Their work
produced several important results.
First, Bonfigli and Kloker computed the phase speeds of each mode of the secondary
instability. They found that the phase and group velocities of the secondary instability
were nearly equal, and the type-I phase speeds were slightly lower than the type-
II speeds — ∼0.9 Ue and ∼1.1 Ue, respectively. For secondary instabilities of the
travelling waves, the phase speeds are slightly lower than for the stationary waves.
Second, the DNS results showed no sign of type-II instabilities, despite their
appearance in experiments. The SLST results indicate type-II instabilities should be
the most amplified. Bonfigli and Kloker attribute the discrepancy to inaccuracies
in the SLST and in the base state from which secondary instabilities are calculated.
Indeed, they found that the growth rates calculated by SLST were highly sensitive to
the cross-plane velocity components in the base flow.
Finally, Bonfigli and Kloker determined that the base state (the stationary or
travelling crossflow waves) need not be periodic for the secondary instabilities to appear.
Secondary instabilities on neighboring crossflow vortices develop independently.
Li and Choudhari [27] examined spatially growing secondary instabilities from the
swept-wing experiments of Reibert et al [7]. Previously, most secondary instability
computations used the temporal instability approach instead. Li and Choudhari’s
work generally corroborated previous computational efforts. In addition, it was found
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that increasing the roughness height causes the secondary instabilities to appear
earlier (as this increases the initial amplitude of the primary stationary vortex), but
with lower growth rates. This leads to roughly the same total amplification of the
secondary instabilities at breakdown regardless of initial stationary wave amplitudes.
This confirms that an eN approach based on secondary instability amplification is
useful. In fact, their findings showed that either the y modes (type II) or the z modes
(type I) could be used for such a correlation.
2.2 Secondary Instability of High-Speed Crossflow Waves
The body of work for the secondary instability of high-speed stationary crossflow
waves is much smaller than that for low speeds. In 1996, Malik et al. performed
computations for the crossflow instability over a swept cylinder at Mach 3.5 [14]. The
computations revealed three secondary instability modes, each with different phase
velocities slightly lower than the edge velocity. They found that the frequency range
of the secondary instability spans from tens of kHz to more than 1 MHz.
To the author’s knowledge, no work focused on secondary instabilities of high-
speed crossflow vortices was published during the next two decades, though many
experiments studied the primary crossflow instabilities at high speeds. One reason
for the dearth of high-speed secondary instability experiments is the requirement
for high-frequency, low-amplitude pressure or velocity measurements. In the last
decade, however, pressure sensors manufactured by PCB Piezotronics have enabled
the measurement of high-frequency instabilities in the hundreds of kHz. These sensors
were first used by Fujii [28] to study second-mode waves at Mach 7. In addition,
Mach-6 quiet tunnels at Purdue University [29] and Texas A&M [30] (formerly at
NASA Langley) became operational in 2006 and 2008, respectively. These new quiet
tunnels allowed the experimental study of stationary-crossflow-dominated transition
at hypersonic speeds.
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In 2008, Li and Choudhari [27] used a spatial instability framework to compute
secondary instabilities on a Mach 2.4 swept wing. They studied two cases, the most
unstable stationary wave spanwise wavelength (λ = 3 mm) and its first harmonic
(λ = 1.5 mm). They found that for the dominant case (λ = 3 mm), all of the computed
secondary instabilities were y modes (type II). For the harmonic case (λ = 1.5 mm), a
z mode (type I) appears. The z mode grows rapidly initially, but is soon overtaken by
the y modes.
In 2014, Ward and Henderson reported the first measurements of potential sec-
ondary instabilities [15] (described in more detail in Reference [16]), made in the
Mach-6 quiet tunnel at Purdue University using surface pressure sensors. These
measurements renewed interest in high-speed secondary instability research. High-
frequency instabilities were measured by Ward and Henderson only when stationary
vortices were near the sensor.
Henderson [16,31] performed experiments on a 7◦ half-angle cone at low angles of
attack (2-4◦). Figure 2.2 shows TSP-inferred heat transfer images and PSDs from a
set of two runs conducted by Henderson. These are reproduced with permission from
Figures 5, 6, and 8 in Reference [16]. Figure 2.2(a) shows the heat transfer from a
run at 4◦ angle of attack with a smooth cone. There are no visible stationary vortices
below the 90◦ ray (which is indicated in the figure). Figure 2.2(b) shows the heat
transfer from a run with the same configuration, except a ring of nail polish has been
added upstream of the paint. The nail polish ring had an RMS roughness of about 2
mils. With the added roughness, a number of large stationary vortices are evident
below the 90◦ ray. One large wave passes over the PCB sensor at x = 0.36 m on the
60◦ ray, at a spanwise reference of about 0.015 m in the figure. Figure 2.2(c) shows
the PSDs from that PCB for both the smooth and roughness-added runs. When
the nail polish roughness is added, an instability appears at about 450 kHz, where
there was nothing in the smooth case. This is believed to be a secondary instability,
associated with the large streak passing over the sensor in the roughness-added case.
14
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(b) Cone with roughness ring. Roughness RMS
approximately 2 mil.























Smooth, Re=3.66e6/ft  4AoA  60ray  x=14.3in
Rough,  Re=3.66e6/ft  4AoA  60ray  x=14.3in
(c) PSDs showing a secondary instability at around 450 kHz
for the roughness case.
Figure 2.2. Comparison from Henderson [16,31] of a cone with and
without added roughness. Adding roughness results in large stationary
waves near the sensor, and a measured secondary instability.
Ward [16, 32] made similar measurements on the same cone as Henderson at 6◦
angle of attack. He also saw several cases of a consistent decrease in power and peak
frequency when the unit Reynolds number was decreased. In addition, Ward shows
the result of rotating the cone by a few degrees. The vortices are likely fixed to the
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exciting-roughness location (Ward used a Torlon dimpled roughness in the style of
Schuele et al. [33]), and the roughness was fixed relative to the cone. When the cone is
rolled the roughnesses are in a different part of the flow field, and so the vortices take
a different path. Therefore, rolling the cone by small angles displaces the stationary
vortex over the sensor. It is important to note that this is not a perfect measurement
across the vortex. Once the cone is rolled, the measurements are of a different vortex,
though presumably for small rotations the difference is small.
Ward shows power spectra from rolling a particular sensor under a stationary
vortex. His Figure 35 in [16] (or Figure 8.6 in [32]) has been redrawn from the original
data in Figure 2.3. The sensor is rotated from 115◦ to 122.5◦. At 117 − 120◦, a
high-frequency instability appears at about 400 kHz. When the cone is rotated further
leeward, the sensor no longer records a high-frequency instability but instead captures
one at around 150 kHz. At the windward edge, 115◦, no instability is observed,
showing the instability is spatially confined. It is possible that Ward is measuring the
type-II waves under the center of the vortex and type-I waves to the lee side. These
locations would be as predicted for low speeds by Malik et al. and others. However,
this particular test was conducted without temperature-sensitive paint (TSP), so it is
impossible to clarify the sensor location relative to the vortex.
The secondary instabilities were only observed when a streak in the heat transfer
passed near a sensor. However, Ward and Henderson [16] note that in many cases a
streak was observed passing over a sensor, but without an instability being recorded.
They write that in these cases the roughness used was likely not sufficient and the
vortices had not achieved the appropriate amplitude before reaching the sensors.
In 2015, Craig and Saric [3] reported measurements of secondary instabilities of
stationary crossflow vortices on the same geometry as Ward and Henderson at Mach
6 using a hot wire. The model was tested in the Texas A&M Mach-6 Quiet Tunnel
at 5.6◦ angle of attack. The hot-wire frequency response was approximately 180




































Figure 2.3. Power spectra from a single PCB rotated under a crossflow
vortex. Note that the roughness elements moves as well, which changes
the vortex. Reproduced from [32].
Craig and Saric measure significant fluctuations in two frequency bands, 15 - 60
kHz and 80 - 130 kHz. The lower frequency band is attributed to the travelling waves,
or at upstream locations the first mode. The 80-130 kHz band is located on the
leeward shoulder of the stationary waves, indicating it is a type-I secondary instability.
The measurements show the amplitude of the secondary instability saturating instead
of growing to turbulence. Craig and Saric suggest this is because their measurements
did not proceed downstream far enough. In addition, the axial distance over which the
amplitude is near-constant before explosive growth is much larger than the low-speed
type-I waves, which is attributed to the higher edge velocity.
Craig and Saric write that at low speeds the expected type-I secondary instability
frequency is fI ≈ Ue/(2δ), which for their conditions is about 120 kHz, in the middle of
the measured band. They also write that a type-II instability would have a frequency
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approximately double the type I frequency, which is beyond the hot-wire’s frequency
response for the experiment.
Until recently, there were few high-speed secondary-instability computations. The
work by Moyes et al. in 2016 [17] is the most thorough to date. Moyes et al. performed
LST and spatial biglobal analysis on a sharp 7◦ half-angle cone at 6◦ angle of attack.
They adjusted the initial amplitudes of the stationary crossflow base flow until the
mass flux contour and RMS amplitudes agreed with Craig and Saric’s [3] experimental
results at x = 0.38 m and θ = 118◦. Six separate secondary instability modes were
identified using the spatial biglobal analysis. Three of these modes appear to be
low-frequency travelling waves (< 100 kHz) modulated by the stationary waves. One
of the modes has two growth rate peaks, with the higher frequency peak identified as a
type-I secondary instability. It is concentrated on the shoulder of the stationary vortex.
Two modes are type-II, concentrating on the crest. As expected from low-speed results,
the type-II frequencies are about double that of the type-I instability.
One calculated instability shows similarities with the second mode. The eigenfunction
of this mode has a maximum between the wall and the sonic line, and a second, smaller
local maximum above the critical layer. The growth rate of this instability also has
two peaks. The lower frequency is concentrated under the thick shoulder of the
stationary wave, whereas the higher frequency peak is found in the thinner trough.
As with second-mode waves, the frequency seems to scale inversely with boundary
layer thickness.
The Moyes et al. computations show secondary instabilities in the same frequency
bands measured by Craig and Saric [3]. Craig and Saric measured a modulated
travelling wave at 15-60 kHz (mode II from Moyes et al.) and a higher-frequency type
I secondary instability at 80-130 kHz (computed as mode II, peak II by Moyes et al.).
According to Moyes et al. the discrete roughness element wavenumber of 50 waves
(around the entire circumference) used by Ward and Henderson [16] results in a
different shape of the crossflow vortices in the spanwise and wall-normal plane [34].
The computational data could not be compared to experimental profiles (as Ward
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and Henderson do not have measurements within the boundary layer), so the initial
amplitudes were taken from a correlation with roughness amplitude by Balakumar
and Owens [35]. The computed secondary-instability pressure modes for this case,
provided in Figure 2.4, shows that the secondary instabilities are azimuthally confined.
This agrees with measurements by Ward and the present experiment. For the pressure
modes illustrated in Figure 2.4, mode I is a modulated travelling wave and mode II
is a type-I instability. Mode III is the type-II instability, and mode IV is the second
mode. The computed frequencies of these modes are close to the measured instability
frequencies from Ward and the present experiment. Interestingly, the computations
show only the mode IV instability has a significant portion of its mode shape at the
wall. Therefore the peak pressure fluctuations of the type-I and type-II secondary
instabilities will occur near the boundary-layer edge and be larger than measurements
at the wall.
Li et al. have also begun to compute high-speed secondary instabilities [37]. A
quasi-parallel method was used with a wavenumber of 60. The most unstable instability
was found to be a modified second-mode wave, similar to the results of Moyes et al.
Li et al. also found a very broad-band, type-I secondary instability. Growth-rate
curves show that the modified second-mode consistently reaches higher N-factors
regardless of the vortex on which it occurs. The most unstable second-mode frequency
decreases with increasing azimuthal angle, an effect of the increasing boundary-layer
thickness. However, the computed secondary instability peak frequency increases with
increasing azimuthal angle (on three different vortices). At the highest computed
azimuthal angle (which appears to be about 150◦ but is never explicitly stated), the
peak frequencies are about 200 kHz for the second mode and about 300 kHz for
the secondary instability. Work is ongoing on a non-parallel PSE calculation of the
secondary instabilities by Li et al., but was not available at the time of this writing.
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Figure 2.4. Isocontours of the normalized pressure fluctuation ampli-
tudes |pˆ|, isolines of basic-state mass flux ρ¯u¯∗ (black lines), critical
layer (blue line), relative sonic line (green line), and azimuthal angle
locations from windward plane of θ = 115 : 2.5 : 122.5◦ (the vertical
magenta lines) at x = 0.405 m. (a) Mode I at 15 kHz, (b) Mode II
at 125 kHz, (c) Mode III at 375 kHz, and (d) Mode IV at 140 kHz.
From [36], caption from [34]. Flow conditions can be found in [17].
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3. FACILITY AND MODELS
3.1 Boeing/AFOSR Mach-6 Quiet Tunnel
The present experiments were performed in the Boeing/AFOSR Mach-6 Quiet
Tunnel (BAM6QT). The BAM6QT is a Ludwieg tube, with a long driver tube
connected to a converging-diverging nozzle to accelerate flow to Mach 6. A schematic
of the BAM6QT is provided in Figure 3.1.
Figure 3.1. Schematic of the BAM6QT.
The BAM6QT is operated by first inserting the double burst diaphragms and
pressurizing the driver tube to the desired pressure. Everything downstream of the
diaphragms is at vacuum. The burst diaphragm system consists of thin aluminum
sheets separated by an air gap. During pressurization the air gap is kept at the average
pressure across the diaphragm system (roughly one half of the driver-tube pressure).
When the tunnel has reached the correct stagnation pressure, the gap between the
diaphragms is evacuated, bursting the upstream diaphragm and the downstream
diaphragm in quick succession. After bursting, a shock travels downstream into
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the vacuum tank, and an expansion wave travels upstream through the converging-
diverging nozzle and into the driver tube. Mach 6 flow starts after the expansion
wave passes through the throat of the nozzle. The expansion wave reflects between
the upstream and downstream ends of the driver tube. It takes approximately 200
ms for the wave to make one cycle of this reflection. Every time the wave hits the
downstream end of the driver tube, the stagnation pressure drops slightly. The tunnel
remains started for approximately 3-4 seconds.
Conventional wind tunnels have turbulent boundary layers on the tunnel walls. At
supersonic speeds, these boundary layers radiate noise onto the model, affecting the
transition mechanisms under investigation. A number of features of the BAM6QT
keep the tunnel boundary layers laminar to enable operation at low freestream noise
levels (<0.02%). A bleed slot at the throat removes the boundary layer from the
contraction section through a fast-opening butterfly valve into the vacuum tank,
allowing a fresh laminar boundary layer to develop along the nozzle wall. Figure 3.2
shows the end of the contraction section including the bleed slot.
For details on the design and development of hypersonic quiet tunnels, including
the BAM6QT, see Reference [38]. The nozzle is highly polished to prevent roughness-
induced transition on the walls. In addition, the nozzle is very long with a large radius
of curvature to reduce the growth of the Go¨rtler instability along the nozzle walls.
Even with these elements, a turbulent boundary layer will develop in the nozzle at
high enough Reynolds numbers. The current maximum stagnation pressure for quiet
operation is 170 psia.
The BAM6QT can also be operated without opening the bleed-slot fast-valve.
This causes a turbulent boundary layer to grow on the nozzle walls. This allows the
BAM6QT to operate as a conventional tunnel with higher freestream noise (∼2%).
The turbulent boundary layer is thicker than in the quiet laminar case, so the test
Mach number for noisy flow is about 5.8.
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Figure 3.2. Nozzle throat schematic [39].
3.1.1 Tunnel Pressure Measurement
To operate the tunnel and calculate the run conditions, one must know the
stagnation pressure initially and at each point during the run. To collect this data, two
pressure measurement devices are used. A Kulite XTEL-190-500A pressure transducer
is flush-mounted to the wall at the beginning of the contraction section. This sensor
measures the stagnation pressure during the run. The initial stagnation pressure was
measured by a 300 psia Paroscientific Inc. Model 740 Digiquartz Portable Standard
pressure gauge attached just upstream of the diaphragm section. The calibration of
the contraction Kulite can change over long periods of time. A new calibration for
the Kulite was generated every entry using the initial stagnation pressure recorded
from the Paroscientific from each run in that entry. The Paroscientific pressure is
compared to the mean Kulite voltage from about 0.5 to 0.3 s before the diaphragms
were burst. A typical calibration is provided in Figure 3.3.
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3.1.2 Run Characteristics
The expansion-wave reflection cycle in the driver tube is illustrated in the wall
pressure trace in Figure 3.4, measured with a Kulite pressure sensor flush with the
wall just upstream of the contraction. Every 200 ms, the pressure drops by about 1%.
Over the course of the usable portion of the run, from 0.5 to 2 seconds, the pressure
drops by approximately 10%. The contraction pressure data is used to calculate the
Reynolds number of the flow at times of interest.
There is a Senflex hot-film array near the end of the nozzle. The uncalibrated
hot-film data is used to detect the turbulence level of the nozzle wall. When the
hot-film data shows a turbulent burst (a sharp spike), the data from that time is not
used. The hot-film data in Figure 3.4 illustrates the expected trace from a quiet run.
The startup transient lasts about 0.2-0.5 seconds, with fully quiet flow until about
two seconds. After two seconds there is usually an increase in noise shown on the hot
film, whose origin is uncertain. To avoid the effects of this noise, pressure data from
the model was generally not considered past about 2.5 seconds.
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Contraction Kulite Voltage, V

























P = 30.7479 V + -2.3674
R2 = 0.9998, n = 29
Figure 3.3. A typical contraction Kulite calibration curve. For Entry
2, using the initial stagnation pressure from 29 runs in that entry.
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Figure 3.4. The hot-film voltage and contraction pressure during a
typical run at near the maximum quiet pressure (170 psia).
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3.2 Roughness Elements
Two types of roughness inserts were tested: dimpled and Rod Insertion Method
(RIM) inserts. The dimpled inserts were created and used by Ward in his crossflow
experiments [32] and modeled after those used by Schuele et al [33]. The dimples
were formed by pressing a steel rod into the Torlon insert. The dimpling pushed some
material up, creating ridges around the dimple itself. The inserts of this type each
had fifty dimples around the circumference, yielding a roughness spacing of 7.2◦ which
should force the most unstable wavenumber of the stationary waves [32].
The RIM insert design comes from Chynoweth [40]. It is composed of small
(∼ 0.02− 0.03” diameter) brass rods press-fit into an aluminum or Torlon insert. All
the new roughness elements created after the experiments of Ward were of the RIM
type, as RIM inserts can be made out of aluminum and hold a more consistent shape
than dimpled Torlon.
Measurements of the individual roughness elements were taken with a Zygo Zegage
white-light optical profilometer; the measurements are of the height of the roughness
elements above the surface of the roughness insert. The vertical resolution of the
Zegage is quoted as 3 nm. For these measurements, a 2.75x lens was used, which
provides a 3 mm x 3mm measurement area on the roughness insert, with a 5 µm
horizontal resolution. Because the elements are on a 7◦ half-angle incline to match the
body of the cone, the roughness insert was placed on a rotating jig, inclined by 7◦. For
drawings of this jig, see Appendix D. A Newmark RT-2 motorized rotary stage was
used to rotate the roughness insert. The RT-2 has a resolution of 0.32 arc-seconds,
and an accuracy of 70 arc-sec. A series of images of the roughness elements was taken
by the Zygo and stitched together in Matlab. An image was taken with a roughness
element centered in the field of view. Then, the RT-2 stage rotated the roughness
insert by 79,999 steps (about 7.2◦) to center the next element. This was repeated
until the desired number of elements were measured.
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Figure 3.5 and 3.6 show the measured profiles of the dimpled insert #1 and the
RIM 10x insert, respectively. The dimpled insert shows a regular, near-sinusoidal
roughness pattern in the center cross-section. The depth of the dimples is about 4
mils, with a protruding height above the surface of about 1.5 mil. The RIM 10x insert
was the first of its kind for the 7◦ half-angle cone. Note the gap between the center
elements. The gap is the result of machining problems. Note also that the height of
the roughness elements decreases far from the center, again the result of machining
issues. Later RIM inserts were more regular in both spacing and height.
The Fourier series decompositions of both roughness elements were calculated
using the Matlab fft and are shown in Figure 3.7. The amplitudes are the amplitudes
of the one-sided Fourier coefficients, so they represent the height in mils of their
respective frequency components. The azimuthal profiles of the roughness elements
were sampled every 0.35 mils. The frequency axis has been transformed into the
wavenumber, which is the number of waves over the entire circumference. In the FFT,
the wavenumber resolution is about 4 waves per circumference. For both inserts, the
strongest wavenumber is about 50, as desired. However, due to the unevenness in the
element spacing of the RIM 10x insert, smaller wavenumbers are forced at about the
same level.
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Figure 3.5. Profile of the #1 dimpled roughness insert. Axial-spanwise
map (top) and center cross-section (bottom).
Figure 3.6. Profile of the RIM 10x roughness insert. Axial-spanwise
map (top) and center cross-section (bottom).
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(a) Dimpled #1 Insert
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(b) RIM 10x Insert
Figure 3.7. Fourier decompositions of the roughness-element cross-
sections of two roughness inserts.
29
The specific roughness inserts used are presented in Table 3.1. Figure 3.8 shows
the five most commonly used inserts in the present experiment. The RIM inserts
have an alignment pin at the base for use on the Mark II and Modular cones; they
cannot be used on the McKenzie-Ward cone. The alignment pin helps to ensure that
the roughness elements are in the same place with respect to the cone, even if the
insert is removed (i.e., between entries). The dimpled Torlon inserts do not have this
feature, and so the location of the roughness elements with respect to the sensors was
not measured and is not repeatable between entries
Table 3.1. Roughness inserts used in the present experiment.
Insert Type # of Elements Spacing Height*[mil] Diameter [mil]
#1 dimp. 50 7.2◦ 1 30
#2 dimp. 50 7.2◦ 1 22
RIM 1x RIM 1 - 8 22
RIM 10x RIM 10 7.2◦ 10 22
Smooth #1 & #2 N/A - - - -
* nominal peak amplitude of roughness element with respect to the surface of the
insert.
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Figure 3.8. Five of the roughness inserts used in the present experiment.
From left to right: an isolated RIM aluminum insert (RIM 1x), the
RIM 5x aluminum insert, a 50-dimpled Torlon insert, the RIM 10x
Torlon insert, and a smooth Torlon insert. The base diameter of the
roughness inserts is about 0.61 inches.
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3.3 Models
All the models used in the present experiment are 7◦ half-angle cones, made of
6061 aluminum. A 17-4 PH stainless steel nosetip threads into the forward end of
the model. Between the nosetip and model is space for the roughness insert. The
nosetip is common to all the models. As illustrated in the magnified view of Figure
3.9 the nosetip radius is approximately 76 µm. This image was taken with a Moticam
3 microscope camera. The circle was drawn in the Moticam software after calibrating
with a manufacturer-provided calibration slide.
Figure 3.9. Magnified view of the sharp nosetip, showing the radius
r = 76 µm (∼3 mils).
3.3.1 McKenzie-Ward Cone
The McKenzie-Ward (MW) cone was designed to measure the primary and sec-
ondary instabilities near the aft end of the model using temperature-sensitive paint
and PCB pressure sensors. The total length of the cone is about 0.4 m (16 in), with a
base diameter of 100 mm (3.92 in). The sensor array consists of two spanwise rows
of four PCB sensors each, as illustrated in Figure 3.10. Table 3.2 summarizes the
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locations of the individual sensors. Each sensor in the rows is offset by 6◦ azimuthally
from the previous sensor, giving a total azimuthal range of 18◦.
Figure 3.10. Schematic of the McKenzie-Ward cone showing the double
row of PCBs.
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Table 3.2. Sensor types and locations for the McKenzie-Ward cone.
Spanwise rows are colored together.
Position Type Axial Location [in] Azimuthal Offset [deg]
SB Schmidt-Boelter 10.8 3
1 PCB 14.5 0
2 PCB 14.5 6
3 PCB 14.5 12
4 PCB 14.5 18
5 PCB 15.0 0
6 PCB 15.0 6
7 PCB 15.0 12
8 PCB 15.0 18
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3.3.2 Mark II Cone
The Mark II cone incorporates a number of changes inspired by testing with the
McKenzie-Ward cone. More PCB locations were added to measure the growth of
the secondary instability over a longer streamwise distance. The streamwise rows are
slanted at about 2.8 degrees/inch. This is the approximate vortex trajectory in the
region from 130◦ to 150◦ from the windward ray, as extracted from TSP images. An
indexing ring was added to the base of the model, marked at every degree using a
CNC mill, and with the zero at the azimuthal location of PCB 5. The indexing base
allows for a better estimate of the azimuthal orientation of the cone than in previous
models. Using the indexing base, the azimuthal angle of PCB 5 from the windward
ray is known to ±2.5◦. Even though the base is marked every 1◦, the actual precision
is lower because the reference mark on the angle-of-attack adapter is about 2.5◦ wide.
The axial and azimuthal locations of the sensors is provided in Table 3.3.
Figure 3.11. Schematic of the Mark II cone. The four rays of PCBs
are arranged along a streamline of the flow.
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Table 3.3. Sensor types and locations for the Mark II cone. Streamwise
rows are colored together.
Position Type Axial Location [in] Azimuthal Offset [deg]
SB Schmidt-Boelter 11.09 1.34
1 PCB 12.33 -7.54
2 PCB 13.32 -4.73
3 PCB 14.31 -2.24
4 PCB 14.81 -1.09
5 PCB 15.30 0
6 PCB 14.31 -8.24
7 PCB 14.81 -7.09
8 PCB 15.30 -6
9 PCB 14.31 -14.24
10 PCB 14.81 -13.09
11 PCB 15.30 -12
12 PCB 14.31 -20.24
13 PCB 14.81 -19.09
14 PCB 15.30 -18
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3.3.3 Modular Cone
A schematic of the Modular Cone is provided in Figure 3.12. The unique feature of
the Modular Cone is the ability of the sensor frustum to rotate independently of the
rest of the cone. This feature and the cone design were inspired by Mun˜oz et al [41].
The Modular Cone uses the same nosetip and can use the same dimpled Torlon and
RIM roughness inserts as previous models. The cone has a high density grid of 16
PCB pressure sensors arranged along four axial rays. Each sensor ray is offset 6◦ from
the previous ray.
A rotating sensor array solves two of the major issues with the previous models.
First, the precision of the azimuthal angle of the sensors is increased to ±0.5◦. The
azimuthal angle scale used to measure the PCB angles was marked on the painted
cone. The cone was held horizontally on a vertical mill by a high-accuracy rotary
table, and marks were made every 2◦ using a permanent marker held by the mill. A
photograph of the resulting scale is shown in Figure 3.13.
More importantly, a sensor can be rotated underneath a stationary vortex without
changing the initial vortex development. Using previous models, rotating a sensor
underneath a vortex involved rotating the entire model including the roughness insert.
When the roughness insert is rotated, each roughness element sees a different flowfield,
which changes the initial formation of the stationary vortices and their subsequent
development. For the Modular Cone, the roughness insert can remain in the same
position with respect to the tunnel, while the sensors can be rotated without changing
the initial development of the vortices. Using the Modular cone, the azimuthal extent
of the secondary instabilities can be investigated with more confidence and better
repeatability. Repeatability is examined in Section 5.1.1. The axial and azimuthal
locations of the sensors on the Modular cone is provided in Table 3.4.
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Figure 3.12. A schematic of the Modular cone.
Figure 3.13. The azimuthal angle scale used on the Modular cone.
Marks are every 2◦.
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Table 3.4. Sensor types and locations for the Modular cone. Streamwise
rows are colored together.
Position Type Axial Location [in] Azimuthal Offset [deg]
SB Schmidt-Boelter 10.20 0
1 PCB 13.43 0
2 PCB 13.92 0
3 PCB 14.42 0
4 PCB 14.92 0
5 PCB 13.18 6
6 PCB 13.67 6
7 PCB 14.17 6
8 PCB 14.67 6
9 PCB 13.43 12
10 PCB 13.92 12
11 PCB 14.42 12
12 PCB 14.92 12
13 PCB 13.18 18
14 PCB 13.67 18
15 PCB 14.17 18
16 PCB 14.67 18
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4. INSTRUMENTATION AND PROCESSING
4.1 PCB Piezotronics Pressure Sensors
The PCB Piezotronics 132A31 is a piezoelectric pressure transducer useful for
measuring high-frequency pressure fluctuations. The sensors are high-pass filtered
above 11 kHz and have a resonant frequency greater than 1 MHz [42]. The response
seems to be flat between about 20 and 300 kHz though its behavior outside this
range is not well known [43]. The manufacturer states that the resolution of the
132A31 is 0.001 psi, with single-point factory calibrations of around 100-200 mV/psia.
Multi-point dynamic calibrations of PCBs are being pursued but were not available
for use at the time of this writing [44].
PCB132A31 sensors have been successfully used to measure high-frequency in-
stabilities in hypersonic boundary layers in a number of previous experiments. The
sensor is 0.125 inches in diameter and 0.3 inches long. The sensor’s small size allows
closely packed arrays to fit in small models like those used in the present experiments.
When multiple PCB132 sensors are clustered near one another and allowed to
contact the model, ground loops can occur. This can lead to electronic noise in the
form of numerous spurious peaks in the power spectra. Initially, ground loops were
controlled by wrapping the sensors in electrical tape before inserting them in the
model, but this method proved difficult to use. The tape frequently peeled off when
inserting the sensors, and sometimes pieces of tape extended beyond the sensor head
into the flow. The solution was to widen the sensor ports in the model, and then
paint it without plugging the ports. The white paint and TSP accumulated in the
sensor ports, isolating the inserted PCBs from the model.
Note that the PCBs are about 4◦ wide at their axial locations on the models, and
so a measurement at a particular azimuthal angle is really an average over ±2◦ around
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that angle. In addition, the sensing surface of the PCB is a 0.03 x 0.03 inch square,
which is not precisely placed on the sensor (see Figure 3.9 in [44]). The exact location
of the sensing element with respect to the PCB surface is therefore unknown. Also, it
is not well understood how the epoxy layer covering the sensing element transmits
pressure to the element [44].
4.2 Schmidt-Boelter Heat Transfer Gauges
A Schmidt-Boelter (SB) gauge uses a thermopile to measure heat transfer. A
Medtherm 8-1-0.25-48-20835TBS SB gauge was used in the present experiments, with
a factory calibration of 0.623 mV/(kW/m2). This particular model of gauge has
additional leads for base and surface T-type thermocouples in the thermopile. The
SB gauge has an external diameter of 0.125 inches, and can fit in the same holes as
PCB132A31 sensors. The sensing surface of the SB gauge is covered in black epoxy to
reduce radiation losses. A Stanford Research Systems Low Noise Preamplifier model
SR560 is used to amplify and filter the raw SB gauge signal before sampling. The
preamplifier has a gain of 100 and low-pass filters the SB signal with a cutoff of 30
Hz.
4.3 Oscilloscopes
The sensor measurements were recorded with Tektronix DPO7054, DPO7104,
MDO3014 and DPO5034B digital oscilloscopes. The DPO7054 has a bandwidth of
500 MHz and the DPO5034B has a bandwidth of 350 MHz. Both were set to take
5 seconds of data at 5 MHz for PCB data. The DPO7104 has a 1 GHz bandwidth,
but a lower internal memory than the others and could only record 1.8 s of PCB
data at 5 MHz. The MDO3014 has a bandwidth of 100 MHz, and no internal hard
drive. It could also only record 1.8 s of PCB data. All the scopes are capable of
AC and DC input coupling; PCBs were AC coupled while the other measurements
were DC coupled. The input impedance was set to 1 MΩ. The scopes have a native
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vertical resolution of 8 bits, but using Hi-Res sampling mode the effective resolution
is increased to 11-12 bits by sampling at the maximum rate for the scope and digitally
averaging the result on the fly. This mode also acts as an anti-aliasing filter.
4.4 US3D CFD Model
A Navier-Stokes simulation, calculated using US3D, was provided by Jeff Rigney
[45]. The calculation conditions for the CFD model are provided in Table 4.1. The
CFD data was used to normalize the pressure data, and provide estimates for the
secondary instability frequencies.
Table 4.1. US3D CFD computation conditions.
Mach Angle of Attack, deg T∞, K p∞, Pa Tw, K Re∞, /m
6 6 53 655 300 10.97
4.5 Pressure Data Reduction
The PCB132A31 pressure transducers were AC coupled and sampled at 5 MHz. For
processing, the data were imported into Matlab and converted to pressure using the
factory calibration for each PCB. The pressure data were normalized by the boundary-
layer edge pressure at the azimuthal location of the PCB, which was extracted from the
CFD data. The normalization pressure was calculated as pe = (pe,CFD/p∞,CFD)p∞.
Data were analyzed in 0.1 second segments. The mean of each segment was
subtracted before analysis. Power spectral densities were found using Welch’s method
with a Hanning window, a frequency resolution of 2500 Hz, and a 50% overlap. The
number of points used in the FFT for each window was the same as the window
size. Fluctuation amplitudes were found by taking the square-root of the trapezoidal
integration of the PSD over some interval. The specific integration band used is listed
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near each case. The magnitude-squared coherence was found using Welch’s method
and the same parameters as the PSD calculation.
4.5.1 Calculation of Intermittency
The intermittency is essentially the fraction of time that the boundary layer is
turbulent. It is defined as 0 when the boundary layer is completely laminar and 1 when
the boundary layer is completely turbulent. The intermittency was calculated using
the method of Casper et al. [46], with code provided by Casper. The method uses
the wavelet transform to distinguish between laminar flow, instability wave packets,
and turbulent spots. It is designed for detection of second-mode packets, but in
theory it should work for any instability which travels in wave packets. A threshold is
set for a low-frequency band, which in the case of the present work is between the
travelling-wave frequency and the secondary-instability frequency. When the wavelet
coefficient magnitudes in this band are larger than the threshold, it is considered a
turbulent burst. A second threshold is set for the secondary-instability band. On the
same principle the algorithm determines when there is a secondary instability wave
packet. The algorithm provides three intermittency calculations: the wave-packet
intermittency, the turbulent-spot intermittency, and their sum, the total intermittency.
Only the turbulent-spot intermittency is provided in the present work. This definition
of intermittency gives the fraction of time that the boundary layer is turbulent, as
desired.
There are no physics-based guidelines for the selection of the two threshold
parameters. The results must be compared to the time series to determine if the
algorithm has correctly identified wave packets and turbulent bursts. Even then, this
relies on a human identification of the packets and bursts. Therefore, calculating
intermittency requires some a priori knowledge of the state of the boundary layer to
apply in any meaningful sense. In the case of the present work, significant spectral
broadening can be an indication of turbulence. Therefore the thresholds were chosen
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such that a turbulent intermittency of 1 was calculated when the spectrum appeared
turbulent. This also means that the intermittency could not be calculated for cases
where turbulent spectra were not measured.
Appropriate values of the thresholds can vary, and they are not necessarily unique.
The intermittency provided in this work is intended to help define the onset of
turbulence, but it should not be taken as the definitive indicator. The spectral
broadening, an intermittency of 1, and minimal change in amplitude with Reynolds
number should be used in combination to determine the true onset of turbulence. The
threshold values for each intermittency calculation are provided in Appendix B.
4.6 Calculation of Flow Conditions
After filling the driver tube, the tunnel is allowed to equilibrate for 10 minutes
before running. Just prior to running, the driver-tube pressure is recorded as the initial
stagnation pressure as previously described. In addition, the driver-tube temperature
is measured and used as the initial stagnation temperature. Throughout the run the
stagnation pressure drops, as noted in Section 3.1.2. Using isentropic relations, the







The viscosity during the run is calculated using Sutherland’s Law. The freestream








4.7 Temperature Sensitive Paint (TSP)
To visualize the global heat transfer on the model, it is sprayed with tempera-
ture sensitive paint (TSP). Global visualization is especially important for tracking
stationary crossflow waves.
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4.7.1 TSP Application and Measurement
The paint is composed of a luminophore dissolved in a urethane clearcoat and
hardener. The luminophore is 99.95% Tris(2,22-bipyridine) dichlororuthenium(II)
Hexahydrate, also known as Ru(bpy). The TSP uses thermal quenching to measure
temperature, so the intensity of the light emitted by the luminophore molecules is
inversely proportional to the temperature [47].
To apply TSP to the model, the model is first painted with a white primer and
jet-white spray paint. The white layer acts to insulate the TSP from the model and
increase the signal-to-noise ratio. During painting, the white layer and the TSP is
allowed to accumulate in the PCB ports. After the PCBs are installed, the layer of
paint isolates the sensors from the model, preventing ground loops. During painting,
the upstream edge is feathered by passing the paint-gun more quickly there. After
the paint has dried (both for the white layer and the TSP layer) the upstream edge is
sanded smooth using 1000 grit sandpaper.
The thickness of the paint was measured with an Elcometer 456 digital thickness
gauge, using the process outlined by Luersen [48]. Because the Elcometer is intended
for flat surfaces, it reads non-zero thickness when measuring the curved model body
with no paint. The measured “thickness” of the bare model is subtracted from the
measured paint thickness to give an approximation of the actual thickness of the paint.
On average, the paint is about 140 µm thick.
The finished roughness of the paint, and the step at the upstream paint edge, were
measured with a Zygo Zegage white light optical interferometer. The mean RMS
paint roughness was around 2 µm. The mean step height was about 6 µm (0.23 mils),
or roughly an order of magnitude smaller than the RIM roughness height.
During testing, the TSP is illuminated by one ISSI LMA LM4 and one ISSI
LM2xLZ-465 blue (465 nm) LED array. An ISSI PSP-CCD-M 14-bit camera records
the image of the model during the run. An orange 550 nm long-pass filter is placed on
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the lens to filter out the blue excitation light. Typical shutter speeds for the camera
ranged from 8 to 14 ms.
4.7.2 TSP Post-Processing
Three types of images are required to form a single TSP frame. First, 15 ‘dark’
images are taken and averaged with the LED arrays off, giving an estimate of the
camera bias error. Next, 15 ‘off’ images are taken with the lights on but no flow, and
are averaged into a single file. Finally, during the run 60 ‘on’ images are taken at 15
Hz. Every image is a map of the intensity of light I coming from the model. The







The temperature at the ‘off’ condition, Tref , is taken from the surface thermocouple
of the SB gauge; it is assumed that the model temperature is uniform. Temperature
is then inferred from these images as suggested in [47] as
∆T = (B − Tref )
(




For the work presented here, B = 363, as suggested by Reference [47]. This value of
B is good for temperatures from 288-340 K.
To infer heat transfer data from the temperature change, several assumptions must
be made. First, the model temperature Tmodel is assumed to be spatially uniform and
constant with respect to time during the run. This assumption has been found to
be reasonably accurate [32]. In addition, the variation in temperature through the
paint layer is assumed to be one dimensional, only varying normal to the wall. Finally,
the temperature profile across the paint layer is assumed to be linear. With these




(T − Tmodel), (4.5)
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where k is the thermal conductivity of the paint and L is the paint-layer thickness. In




(Tref − Tmodel + ∆T ), (4.6)
where Tref is the pre-run model temperature, taken from the surface thermocouple on
the SB gauge.
For every image taken during the run, the heat transfer measured by the SB
gauge can be compared to a small patch of the TSP that is located nearby. A linear
regression for some subset of these images determines the values of k/L and Tmodel
which minimize the square error of the inferred heat transfer. Figure 4.1 shows the
location and size of the typical comparison patch near the SB gauge. Figure 4.2
provides an example of the calibration results from the same run. There is deviation
at higher temperature changes, which was typical for most runs. However, note the
maximum heat flux in the image is around 3 kW/m2, which means the recorded heat
transfers lie mostly in the range of good agreement. In the case shown, Tmodel = 303
K and k/L = 0.76.
The calculated heat transfer can be sensitive to the choice of comparison patch.
In addition, as shown in Figure 4.2 the relation between heat flux and temperature
change is not always linear. These issues can lead to substantial uncertainty in the
actual amplitudes of the streaks. These issues are described in more detail in Chapter
5.
4.8 Vortex Amplitude Calculation
One way to examine the growth of crossflow vortices along the cone is to extract
the axial rise in peak heating along a streak. However, if the average heat transfer
is also increasing, such as when the flow is transitional, then the increase in peak
heat transfer will not be an adequate measure of the actual vortex amplitude. In





































Figure 4.1. An example of a heat transfer map inferred from TSP
imaging. The Schmidt-Boelter gauge and location of the comparison
patch are indicated.
metric is the change in peak-to-peak heat transfer, normalized by the local average
heat transfer. This was calculated by extracting data along the streak qpeak and along
the two minima on either side of the streak, qm,1 and qm,2. The average minimum
heat transfer is q¯m = (1/2)(qm,1 + qm,2). The amplitude of the crossflow vortex can
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Figure 4.2. The calibration curve from the image in Figure 4.1.
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5. SECONDARY INSTABILITY MEASUREMENTS
Secondary instabilities were identified in many of the nearly 150 runs that were
obtained with the three cones at 6◦ angle of attack. They appeared over a range
of azimuthal angles from 115◦ to 160◦ from the windward ray. At low speeds the
instabilities can be categorized as either type I, type II, or type III (which is a
modulated travelling wave). The best way to differentiate these instability types is
by measuring their eigenfunctions through the boundary layer. However, off-surface
measurements require a large number of runs, and can be costly to acquire. In addition,
hot wires have difficulty surviving the harsh transients in the BAM6QT.
Each of the secondary instability types has an associated frequency band, and so
frequency alone can sometimes be sufficient to distinguish them. However, at high
speeds there may be additional modes associated with the second mode [17], and
surface pressure sensors like those used in the present experiments cannot measure
the profile of the instabilities through the boundary layer. The lack of off-surface
measurements makes it difficult to correctly identify the responsible instability type.
In this writing, measured instabilities have been classified as type I or type II. These
designations are assigned based on the measured frequency. Further computations
and experiments are necessary to determine which instability has truly been measured.
This is especially true for the type-I measurements which could instead be the second-
mode-like secondary instabilities computed by Moyes et al [17]. These secondary
instabilities have two branches, a high frequency and a low frequency, determined
by the spanwise boundary-layer thickness changes across a vortex. This behavior is
qualitatively similar to the measured change in peak frequency across a vortex, as
discussed further in Chapter 6.1. The low-frequency measurements could also be
the trapped second mode computed by Li et al [49]. Without measurements of the
instability eigenfunctions throughout the boundary layer, it is impossible to determine
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whether the present data are of true secondary instabilities or the destabilized second
mode.
Craig and Saric suggest estimating the frequency of the type-I and type-II secondary
instability modes as fI ≈ Ue/(2δ) and fII ≈ Ue/δ, respectively [3]. Note that the
type-I estimate is the same as for second-mode waves [40]. For the present experiment,
the frequency was estimated using the US3D CFD data for the edge velocity and
boundary-layer thickness at the location of the PCB in question. The boundary-layer
thickness and edge velocity are interpolated from the CFD data based on the PCB
axial and azimuthal location. The CFD data is for a single unit Reynolds number
and stagnation temperature, about 11× 106 m−1 and 435 K, respectively. To convert
the estimate for the conditions of each run, the edge velocity and boundary layer











The edge velocity scaling assumes the edge Mach number is only a function of the
freestream Mach number and the deflection angle, and that the ratio of specific heats
is constant. The Reynolds numbers listed in figures are based on the freestream unit
Reynolds number and the axial location of the PCB in question.
The following sections detail measurements of a few cases of instabilities of each
type. A total of 5 tunnel entries, each with about 30 runs, on cones with a minimum
of 8 sensors each leads to a very large set of data. Some of these runs did not result
in secondary instability measurements, but many did (see Figure 6.1). There were far
too many measurements to examine in detail, let alone present in a thesis. The cases
presented here were chosen because they either appeared representative of the data
examined, or in some cases showed particularly interesting features. In addition, it is
impossible to understand repeatability without an understanding of the data being
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measured, and vice versa. Therefore, discussions of repeatability have been presented
before each case.
The data in this chapter focus on measurements of the Reynolds number develop-
ment of the secondary instabilities on a single stationary vortex. Data showing the
azimuthal distribution of the secondary instabilities is examined in Chapter 7. Run
conditions are provided in Appendix A. For concision, they are not provided in the
text except for the repeatability runs.
5.1 Type-I Instabilities
Four cases of secondary instability measurements are presented here. They are
divided into two categories, high-frequency and low-frequency. The low-frequency
instability is roughly 1/2 the estimated type-I frequency. In the high-frequency
section, the first two cases illustrate the growth of a high-frequency (type-I) secondary
instability with changing unit Reynolds number at a single axial location. They are
at 132◦ and 157◦ from the windward ray. The third case shows the growth of the
secondary instability as it develops downstream at a single unit Reynolds number, over
many sensors during several different runs. These are two distinct ways of measuring
the instability growth, and each has advantages and disadvantages, as will be described.
In the low-frequency section, one case has been presented showing the growth of a
secondary instability downstream at a single unit Reynolds number. This data is from
the same set of runs as Case 3.
5.1.1 High-Frequency Type-I Instabilities
Case 1: 132◦
Primary Instability
The heat transfer map in Figure 5.1 shows a streak passing over the upstream sensor
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(PCB 1) and the downstream sensor (PCB 5), in Run 121. In this case PCBs 1 and 5
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(b) The heat-transfer image of (a) zoomed to highlight the
PCB locations.
Figure 5.1. TSP-calculated heat transfer showing the streak which
produced the instability in Figure 5.10. The arrows show the upstream
and downstream sensors. Flow is from right to left. Run 121, Re∞ =
10.7× 106 /m.
Because measurements are being made of the secondary instability, it is critical
to ensure repeatability of the primary instability. This can be done by examining
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TSP images from two repeat runs, Run 121 and Run 125. These two runs had similar
initial conditions, and the data were taken from each run at different times such
that the freestream unit Reynolds numbers matched (Re∞ = 10.5 × 106 /m). The
conditions for each run are provided in Table 5.1. Run 121 was the second run in the
Case 1 series, and Run 125 was just after the last run in that series. In addition, these
two runs were conducted on different days (but during the same entry, and without
removing or rotating the model).
Table 5.1. Conditions for the Case 1 repeatability runs.
Run Time, s Re∞, 106/m, T0,i, K p0,i, psia T0, K p0, psia
121 1.5 10.5 428.1 149.4 415.3 132.9
125 1.13 10.5 431.1 149.1 422 137
To determine the spatial differences between the two runs, the ratio of the TSP
images was taken. To understand how this shows repeatability, we turn to a general
case. Let two TSP images, one from each repeat run, be described by heat transfer
functions f(x, y) and g(x, y). Further, let us assume that there are minor spatial
differences between the two images and the amplitudes are scaled, such that g(x, y) =




kf(x, y) + h(x, y)
f(x, y)




Therefore, if there are no spatial differences between the two images, only amplitude
ones, then the ratio of the images will be a constant, k. For small spatial differences,
the constant will be offset by some function of (x, y) according to the ratio of the
difference function h(x, y) and the original image f(x, y). Thus a measurement of
the image ratio’s spatial deviation is a measurement of the repeatability in the streak
locations. In addition, the mean value of the ratio, k, gives an indication of the
amplitude repeatability of the TSP. The closer k is to one, the better the repeatability
in amplitude.
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Figure 5.2 shows the ratio of the TSP images from Run 121 and Run 125. The
mean of the ratio is 0.8, which has been subtracted from the ratio. The mean indicates
that on average the amplitude of the TSP in Run 121 is about 80% of the amplitude
in Run 125. To calculate the ratio at the same unit Reynolds number, the data from
Run 125 were calculated at 1.125 s into the run, whereas the data for Run 121 were
calculated at 1.5 s. The start-up transient of the tunnel causes a large increase in heat
transfer as measured by the SB gauge, so it is possible that the difference in heat
transfer seen in the TSP-inferred heat-flux amplitudes is the residual effect of the
start-up. However, it is impossible to determine if this is the case for these data, as it
is unknown how long the effects of the transient last. There appear to be some local
deviations from the global mean ratio. Near the lee ray, the amplitude ratio is closer
to 1.
Figure 5.3 shows data extracted from Figure 5.2 along the streak that crosses PCB
1 and PCB 5 (visible in Figure 5.1). Along the streak, the ratio of the TSP amplitudes
is nearly constant, at around the mean ratio of 0.8. The large fluctuations at around
0.36 and 0.38 m are the sensors, where there is no TSP data. The constant amplitude
ratio indicates the streaks are in very similar positions.
To better verify that the streaks are in the same positions in both runs, azimuthal
slices can be extracted from the TSP for each run and compared. Figure 5.4 shows
this comparison for Runs 121 and 125. Again, note that the amplitude offset is not
uniform azimuthally. It appears to decrease near the lee ray and increase at lower
angles. However, the large scale features appear to be very repeatable between the
two runs. In both runs the streaks have their maxima at the same locations, except
for the low-amplitude streaks near 140◦. Each slice is the mean of 5 pixels upstream
and 5 pixels downstream (about 0.5 mm) of 0.36 m. Despite the averaging, there
is still some noise in the heat-transfer data which is not repeatable between runs.
Figure 5.5 shows the PSD of the azimuthal slices for each run, with the frequency
axis converted to wavenumber per circumference. From Figure 5.4, there appear to







































Figure 5.2. Ratio of the TSP-inferred heat-transfer images, Run 121
over Run 125. The mean of the image has been subtracted, and the
data is filtered with a 10 by 10 pixel moving average filter. Both
images at Re∞ = 10.5× 106 /m.
Streak Axial Distance, m




















Figure 5.3. The TSP image ratio along the streak passing over PCBs 1
and 5. The data have been smoothed with a 50 point moving average
filter. Data taken from Figure 5.2.
about 40. The PSD shows peaks at about 25, 35, and 46. The amplitude for each
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peak is similar between runs, with a variation of about 25% at most (for the lowest
wavenumber).
Azimuthal Angle, deg




















Figure 5.4. Azimuthal slices from the TSP-inferred heat-transfer maps
for Run 121 and Run 125. Re∞ = 10.5 × 106 /m. The slice is at
x = 0.36 m.
With the repeatability of the streak locations established, even if amplitude
repeatability is not great, data from several runs can be presented with more confidence.
Before the secondary instability is examined, the growth of the primary instability
should be determined, as measured using its heat-transfer footprint. Figure 5.6 shows
the vortex amplitude calculated using Equation 4.7 for the streak passing over PCBs
1 and 5, for each of the 5 runs used to measured the secondary instability. The axial
distance of the streak from the nosetip has been multiplied by the freestream unit
Reynolds number to better compare to the secondary instability data. Though there
is some high-frequency noise, the amplitudes collapse reasonably well. There is period
of near-constant amplitude (or perhaps noise in the TSP) at lower Reynolds numbers,
up to about Re = 3.5× 106. Following this, a rapid rise in streak amplitude precedes
transition (as determined using surface pressure sensors, discussed shortly). The
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Figure 5.5. PSD of the azimuthal slices for each run.
amplitude may begin to decrease at about Re = 4.25× 106, but there is not enough
data to say for sure. In the next section, the amplitude development of the primary
instability and the secondary instability will be compared directly.
Figure 5.7 shows the peak heat transfer extracted from the same streak, for
comparison. Note first that while the heat transfer magnitudes have variability of
around 15% where they overlap, the trend is obvious. At low Reynolds numbers
the streak heat transfer decreases, then stays approximately constant for about
Re = 0.5 × 106. After this saturation period, the heat transfer rapidly rises. The
beginning of this rise in heat transfer is at the same point as the increase in vortex
amplitude calculated with Equation 4.7.
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Figure 5.6. Streak amplitudes extracted from along the streak passing
over PCBs 1 and 5, for each run in the Case 1 series. The image
data over the sensors has been deleted. Reynolds number is based

































Figure 5.7. Peak heat transfer extracted from along the streak passing
over PCBs 1 and 5, for each run in the Case 1 series. The data over
the sensors has been deleted. Reynolds number is based on freestream
unit Reynolds number and the axial distance along the streak.
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Secondary Instability
It is important to also ensure that the PCB data is repeatable from run to run. Figure
5.8 shows the power spectra from PCB 1 for Run 121 and Run 125.
The repeatability is qualitatively good. The amplitude of the Run 125 spectrum
for a 200 kHz band centered around the peak is about 1.5 times the amplitude of
the Run 121 data for PCB 1, and about 1.3 times the amplitude for PCB 5. The
difference in Reynolds number is only about 0.2%, which does not seem to account
for the large change in amplitude. Run 21 had a higher initial model temperature
by about 3 K (1%), and a lower stagnation temperature by about 6 K (1.5 %). It is
unclear what is responsible for the difference in amplitude. Note that the difference
in PCB amplitudes parallels the difference in global TSP amplitudes: in both cases
the Run 121 amplitude is lower.
Figure 5.9 shows the integrated RMS amplitudes from each PCB for Run 121 and
Run 125. Note that PCB 1-4 are the upstream spanwise row, and PCB 5-8 are the
downstream spanwise row. In general, the amplitudes are quite close. The PCB 1 and
5 comparisons, shown in the spectra, are the worst among all the PCBs, differing by
around 15%. Note that the amplitude was calculated on a 200 kHz band centered on
the peak location. The peak is the maximum power within the range [140, 350] kHz.
This range seems to work well for these data. The spanwise variation in amplitude is
discussed in detail in Chapter 7.
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Re = 3.86e+06, Run 121
Re = 3.87e+06, Run 125
(a) PCB 1.
















Re = 4.00e+06, Run 121
Re = 4.00e+06, Run 125
(b) PCB 5.
Figure 5.8. Power spectra from two different runs for PCB 1 and PCB
5. Re∞ = 10.5× 106 /m.














Figure 5.9. Amplitudes from all PCBs for the repeatability runs.
Amplitude calculated for a 200 kHz band centered on the PCB peak
power in the secondary instability band. Re∞ = 10.5× 106 /m.
With PCB repeatability established, the secondary instability can be examined
over the course of several runs. The Case 1 secondary instability was measured on the
MW cone over a Reynolds number range of about 1× 106 based on the axial location
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of the upstream PCB row. The Case 1 secondary instability measurements took place
over five runs, 120 - 124. Run conditions can be found in Appendix A. Power spectra
from 1 s into each run are shown in Figure 5.10. Each line color in 5.10(a) and 5.10(b)
represents a single run (and therefore a single unit Reynolds number). The PCBs in
question were at an azimuthal angle of about 132◦ from the windward ray. These runs
used the dimpled-Torlon roughness insert #1, with 50 dimples around the azimuth.
The roughness element was not rotated between runs.
Three frequency peaks are evident in the power spectrum. The lowest frequency,
at about 50 kHz, is believed to be the travelling crossflow wave, given the results
of Ward [32]. The largest peak, at about 200-350 kHz, is believed to be a type-I
secondary instability. A third peak at 550 kHz, present only for the higher Reynolds
numbers, is likely a harmonic of the type-I peak (discussed shortly). The filled circles
on the power spectrum are the estimated frequency of the type-I secondary instability.
They are within about 50 kHz of the measured peak and show the same Reynolds
number trend. The power spectra show nearly the full development of the instability.
The lowest Reynolds numbers exhibit a small peak, just above the noise floor of the
PCB. At the highest Reynolds number, there is significant broad-band filling in the
spectrum, which becomes almost flat between 50 - 300 kHz. This is characteristic of a
turbulent spectrum.
The increase in peak frequency with increasing Reynolds number is thought to be
an effect of the change in freestream Reynolds number. A higher freestream Reynolds
number produces a thinner boundary layer, increasing the frequency. However,
increasing the Reynolds number by travelling downstream results in a decreasing peak
frequency, as the boundary layer is growing thicker. Because the results in Figure
5.10 show the development of the instability with increasing freestream unit Reynolds
number at two constant axial locations, it is only an approximation of the downstream
growth of the instability.
Interestingly, the frequency of the instability at the downstream sensor is lower
than expected. For instance, at about Re = 3.93× 106 for PCB 1 (the yellow line),
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Re = 3.44e+06, Run 124
Re = 3.71e+06, Run 123
Re = 3.93e+06, Run 121
Re = 4.20e+06, Run 122
Re = 4.40e+06, Run 120
(a) Power spectra of the upstream PCB 1.
















Re = 3.56e+06, Run 124
Re = 3.84e+06, Run 123
Re = 4.06e+06, Run 121
Re = 4.34e+06, Run 122
Re = 4.55e+06, Run 120
(b) Power spectra of the downstream PCB 5.
Figure 5.10. Power spectra of a secondary instability from two PCBs
on the same ray on the MW cone. Azimuthal angle θ = 132◦. The
Reynolds numbers listed on the coherence are for the upstream PCB
location. The dots are the estimated type-I frequency location.
the peak frequency is about 300 kHz. However, at the downstream sensor for the
same unit Reynolds number, the peak frequency is only 83% of the upstream value,
around 250 kHz. Some of this can be explained by the larger boundary-layer thickness
downstream (a higher Re), but if a square-root scaling is assumed this only accounts
for a 2% drop. Given the high coherence between the two measurements it seems
unlikely that the spectra measured by PCB 5 are somehow of a different instability.
As discussed in Chapter 7, the change in peak frequency may be due to the local
modulation of the boundary-layer thickness by the stationary vortices.
The coherences in Figure 5.11 are taken between the upstream PCB (1) and the
sensor directly downstream (5). At the lowest Reynolds numbers the coherence is
very high, with a maximum around 0.9. As the secondary instability develops, the
coherence drops and narrows, until it reaches essentially zero at the near-turbulent
condition. This is the expected behavior. The effect is less pronounced for the
travelling crossflow wave frequency. In addition, there appears to be no coherence
between the two sensors for the high-frequency peak.
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Re = 3.44e+06, Run 124
Re = 3.71e+06, Run 123
Re = 3.93e+06, Run 121
Re = 4.20e+06, Run 122
Re = 4.40e+06, Run 120
Figure 5.11. Coherence of the Case 1 instability between PCB 1 and PCB 5.
The amplitudes of the Case 1 instability were calculated for a 200 kHz bandwidth
centered on the secondary instability peak and a 100 kHz bandwidth centered on
the higher-frequency peak. Figure 5.12(a) shows the calculated amplitudes of the
Case 1 instability for both the upstream and downstream sensors (PCBs 1 and 5).
The amplitudes were calculated for 5 times within each run; each run is indicated
by a different symbol. The calculation times were t = 0.5, 1, 1.5, 2, and 2.25 s. The
secondary instability frequency is in the range 200-400 kHz, the harmonic frequency is
around 500-600 kHz. In general the amplitudes are close, but the PCB 1 fluctuations
become larger at higher Reynolds numbers. PCB 1 and PCB 5 are not perfectly
aligned with the streak. The divergence in peak amplitude could be due to the
azimuthal modulation of the secondary instability amplitude, discussed further in
Chapter 7. The peak amplitude is between 10%-16% of the edge pressure. Figure
5.12(b) compares the squared amplitude of the secondary instability to the amplitude
of the higher-frequency instability, for the upstream sensor. The linearity of the






















Upstream - PCB 1
Downstream - PCB 5
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Figure 5.12. Instability amplitude development for the Case 1 (Figure
5.10). The primary frequency is in the range 200-400 kHz, the har-
monic instability is around 500-600 kHz. Reynolds number based on
freestream conditions and axial location of PCB. Symbols represent
different runs.
The logarithmic amplitude growth ln(A/A0) of the upstream sensor, PCB 1,
is provided in Figure 5.13. Because the initial amplitudes of the instabilities are
unknown, the data are normalized by the lowest recorded amplitude for each sensor,
an approximation of the initial amplitude. However, in this case there was only a weak
signal. It is difficult to determine the bandwidth of the instability as it is masked by
noise. Therefore A0 is mostly an integral of the noise floor of the sensor in the same
frequency band as was used for the rest of the integrations. Here the peak growth
before transition is about e3.8 for the secondary instability and e2.8 for the harmonic.
In Figure 5.14, the initial portion of the development is fit with an exponential curve
to determine the growth rate. The quality of the fit is acceptable, with a calculated
growth rate of 4.9 Re∞ × 10−6, or about 50 /m.
The intermittency of the signal can be calculated to better understand when the
flow becomes turbulent. Figure 5.15 shows the intermittency calculated from the Case
1 instability data, for each PCB. The near-zero intermittency below about Re = 4×106
indicates the flow is laminar. The logarithmic growth plot (Figure 5.13) shows that
66
Reynolds Number, millions


















Figure 5.13. Logarithmic growth of the Case 1 secondary instability.
The initial amplitude is A0 = 0.33% for the secondary instability and
0.10% for the harmonic.
the linear growth of the instability occurs in this region. At about Re = 4× 106 the
growth becomes nonlinear, and this is also reflected in the intermittency which begins
to climb. The intermittency is 0.5 at about Re = 4.25× 106, around the same time
that the peak amplitude is reached. The intermittency never reaches 1 on PCB 1,
and only just barely reaches 1 on PCB 5. This indicates these measurements did not
capture a fully turbulent boundary layer.
The amplitude development of the Case 1 primary and secondary instabilities is
provided in Figure 5.16. Critical points in the transition process are shown in the
cartoon below the plot. Before Re = 3.5× 106, the amplitude of the stationary vortex
has either already saturated, or is growing but obscured by noise in the TSP. This is
point I. At about Re = 3.5× 106, the secondary instability wave packets first appear
from the noise and begin to grow, as illustrated in station II. At about the same time,
the vortex amplitude begins to grow as well. This is an unexpected result. However,
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A = (2.1e-10) exp(4.9 Re/1e6)
Figure 5.14. Logarithmic growth of the Case 1 secondary instability,
fit with an exponential curve.














(a) PCB 1, least-squares fit with an error func-
tion.















Figure 5.15. The intermittency of the Case 1 instability data. The
symbols represent different runs.
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the increase in measured vortex amplitude may be the result of the vortices coming
closer to the wall. Because the vortex amplitude was measured using wall heat flux, it
is impossible to separate this effect from a true growth in the vortex amplitude.
Turbulent spots start to appear at station III, or Re ≈ 4×106, as illustrated by the
rise in intermittency from 0. The measured peak amplitude of the primary instability
and the secondary instability occurs at about Re = 4.25× 106, or station IV. Also at
this point, the intermittency reaches 0.5. Beyond this point, the amplitudes of the
secondary instability wave packets may continue to grow, but because turbulent spots
appear more and more frequently, the Welch’s PSD method results in a lower average
amplitude. Finally, at about Re = 4.5× 106 (station V), the intermittency reaches 1
indicating the boundary layer is fully turbulent.
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Figure 5.16. Comparison of the the primary and secondary instability
amplitude developments. The intermittency is for PCB 1. Points
of interest are connected to a possible boundary-layer state in the
cartoon below the plot: I, growth and saturation of the vortex; II,
secondary instability first appears and grows linearly; III, turbulent
intermittency begins (transition onset); IV, peak amplitude of the




When the 50-dimpled roughness insert is replaced with a nominally smooth insert,
the stationary vortices are excited by the random roughness on the cone. This results
in a different wavenumber of the stationary vortices and might change their spanwise
and wall-normal shape [17]. Figure 5.17 shows heat-transfer images of two runs, one
using a smooth roughness insert and another using the 50-dimpled insert. The run
conditions are otherwise similar between the two, as provided in Appendix A, with
Re∞ = 10.5× 106 /m.
These data are from the same entry as the Case 1 measurements, so they have
the same paint job. The smooth insert run was conducted immediately after the
rough insert run. Because it is the same apparatus as the Case 1 measurements, the
repeatability considerations of the Case 1 instability also apply here. There do not
seem to be repeatability issues with using data from multiple runs, either for PCBs or
TSP. The TSP amplitude can vary 20-30%, but the locations of streaks are repeatable.
The heat transfer near the lee ray is much higher with the roughness than without.
Interestingly, further from the lee ray this is not true. For instance, the set of streaks
just leeward of the sensor array have very similar amplitudes between the two cases.
The reason for this discrepancy in heat-transfer magnitude is unknown. However, it
is unclear whether crossflow is the dominant transition mechanism very close to the
lee ray.
Figure 5.18 shows the azimuthal variation in the heat transfer more clearly. An
azimuthal slice was taken at x = 0.36 m for both Run 125 and 126. Interestingly, the
streaks at about 118◦, 160◦, and 190◦ are very similar between the two runs. The
spanwise profile of the streak at 118◦ looks almost identical for both runs. It could be
that this particular streak is generated by an isolated bit of roughness on the paint
or cone, instead of by the roughness insert. In addition, the wavenumber at this
axial location does not appear to have changed substantially with the addition of the
roughness.
71
As demonstrated, the TSP can have amplitude variations on the order of 20-30%.
The reduction in peak heating near the lee ray for the smooth insert is about 30%,
though the reduction in peak-to-peak amplitude is closer to 50%. This may be within
the uncertainty in the TSP amplitude; there is not enough data to say for sure. The
streak passing over PCBs 1 and 5 is at around 130◦. The streak amplitude is similar


































































(b) With 50-dimpled insert, Run 125.
Figure 5.17. Two runs showing the difference in heating pattern with
a smooth insert (a) and a 50-dimpled roughness insert (b). The run in
(b) has similar conditions to that of Figure 5.1, Re∞ = 10.5× 106 /m.
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Azimuthal Angle, deg




















Figure 5.18. Azimuthal cuts of the heat transfer maps from Figure
5.17, at x = 0.36 m.
Though the amplitudes of the streaks passing over PCBs 1 and 5 appear to be
similar, the PCB power spectra show different results. The results from PCBs 1
and 5 (shown with roughness in Figure 5.10) are compared for both the smooth and
rough cases in Figure 5.19. The power spectra peaks for the smooth case are more
than an order of magnitude smaller than when the 50-dimpled insert is used. Note
that the roughness appears to only affect the secondary instability amplitudes; the
low-frequency travelling-wave powers are almost identical between the two cases.
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Re = 3.88e+06 /m, X = 0.3683 m
PCB: 1, Dimpled Torlon
PCB: 1, Smooth
(a) PCB 1 (upstream).
Frequency, kHz















Re = 4.01e+06 /m, X = 0.3810 m
PCB: 5, Dimpled Torlon
PCB: 5, Smooth
(b) PCB 5 (downstream).
Figure 5.19. Smooth and 50-dimpled roughness insert comparison for
the configuration of the Case 1 instability.
Case 2: 157◦
Primary Instability
A heat-transfer image of a streak near the lee ray is provided in Figure 5.20. Note that
the magnitude of the heat transfer in this image has additional uncertainty (beyond
the amplitude repeatability issues) due to issues with the reference thermocouple
measurements, but the relative values are still illustrative. The dimpled-Torlon
roughness insert #2 was used, with 50 elements evenly spaced azimuthally. PCBs 4
and 8, used to measure the secondary instability, are indicated in the figure. This
image is from Run 228, which is at a fairly high Reynolds number: Re∞ = 11.2× 106
/m. At this Reynolds number, the flow is turbulent over the sensors, as described in
the next section.
These data were taken using the same apparatus as the Case 1 instability, though
in a different tunnel entry. Therefore the TSP repeatability discussed for the Case 1
instability should also apply to these measurements. However, the relevant data for
this instability is 25◦ closer to the lee ray, which seems to transition earlier than at
the Case 1 location. The freestream unit Reynolds numbers required to measure the




































































(b) The heat-transfer image of (a) zoomed to highlight the
PCB locations.
Figure 5.20. TSP-calculated heat transfer showing the streak which
produced the instability in Figure 5.25. The arrows show the upstream
and downstream sensors. Flow is from right to left. Re∞ = 11.2× 106
/m. Run 228.
At these Reynolds numbers and azimuthal location the boundary layer is thicker, and
therefore the heat transfer — even with the stationary vortices — is smaller. The
TSP is not sensitive enough to provide reliable measurements of the streak amplitudes
using Equation 4.7, as the noise is on the order of the difference in heat transfer
between the streak minima and maxima. To see this, Figure 5.21 shows spanwise
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slices at x = 0.36 m from Run 219 and Run 223. Note that these runs were conducted
on different days, and the cone was rotated 5◦ windward and back between the runs.
The TSP-inferred heat transfer was calculated at a time in each run such that the
Reynolds numbers were similar, about Re∞ = 8.12 × 106 /m. The run conditions
from each run are shown in Table 5.2.
Table 5.2. Conditions for the Case 2 repeatability runs.
Run Time, s Re∞, 106/m, T0,i, K p0,i, psia T0, K p0, psia
219 1.5 8.12 430 110.9 417.1 103.6
223 0.75 8.11 437 110.9 430.2 109
It is difficult to discern any large-scale features in either of the spanwise cuts.
Perhaps there is a streak at −0.015 m, but it is difficult to say for sure. From the
higher-Reynolds-number TSP, Figure 5.20, there should be about 10 waves within
this spanwise region, but this is not obvious from the spanwise cuts.
Because the sensitivity of the TSP is so poor for this case, the calculation of vortex
amplitude using Equation 4.7 leads to noisy and unreliable results. Instead, it is
helpful to look at the heat-transfer amplitude along the path of the streak passing
over PCBs 4 and 8, as determined using the higher-Reynolds-number TSP image
(Figure 5.20). The resulting stationary vortex amplitude development is shown in
Figure 5.22. The lowest Reynolds number data may be unreliable, given the high
noise levels compared to the signal. However, at higher Reynolds numbers a trend
emerges, with good agreement in heat transfer between several runs. The peak heat
transfer is saturated between about Re = 2.5 − 3 × 106, and then begins to climb.
Once the peak heat transfer in the streak reaches about 0.8 kW/m2 it seems to level
off, though there is not enough data in this region to say for certain.
76
Spanwise Reference, m



















Figure 5.21. Azimuthal cuts of the TSP for two repeat runs, Run 219
and Run 223. Re∞ = 8.12× 106 /m. x = 0.36 m.
Reynolds Number, millions































Figure 5.22. Streak peak heat transfer for the six different runs in Case 2.
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Secondary Instability
Though this Case uses the same model and sensors (in a different configuration) as
Case 1, it is still useful to examine PCB repeatability as the secondary instability
amplitudes are so sensitive to changes in the test conditions. Figure 5.23 shows the
spectra from PCBs 4, 8, and 7 for two repeat runs, 219 and 223. The runs had similar
initial conditions, and the data was taken from a time within each run such that the
unit Reynolds numbers were within 0.1× 106 /m as previously described. The spectra
of PCB 4 and 8 are quite close, with amplitude differences of 10-12%. The power
spectra from PCB 7 are also shown here as an example of poor repeatability. The
difference in amplitude is about 30%, though the differences appear to be concentrated
at frequencies lower than the peak frequency. The reason for this is unknown.
Figure 5.24 shows the amplitudes from each PCB for Runs 219 and 223. The
amplitudes are all fairly close, with the exception of PCB 7. Again, PCBs 1-4 and
5-8 represent two spanwise rows, so there is an obvious modulation of amplitude with
respect to azimuthal location of the sensor. This is discussed in more detail in Chapter
7.
The Case 2 secondary instability was measured over a Reynolds number range
of 2× 106. The PCBs, 4 and 8, were at 157◦ from the windward ray, 25◦ leeward of
the instability presented in Case 1. The Case 2 measurements were made over the
course of seven runs, 220 - 227 (222 was not used). Run conditions can be found in
Appendix A.
The power spectra in Figure 5.25(a) show the same trends as Case 1 in Figure
5.10(a). Again, each measurement is from a separate run, taken at 1 s into the
run. The secondary instability peak is at roughly 150 kHz, much lower than the
measurement in Fig. 5.10(a). This is reasonable, as the boundary layer is thicker
near the lee ray, and the CFD-based type-I frequency estimate changes accordingly
(the colored circles on the spectra). As the unit Reynolds number increases by 40%,
the frequency shifts higher by 16%, which is well tracked by the estimated type-I
frequency. Note again that this is a result of the unit Reynolds number increasing and
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Re = 2.99e+06, Run 219
Re = 2.99e+06, Run 223
(a) PCB 4.
Frequency, kHz















Re = 3.09e+06, Run 219
Re = 3.09e+06, Run 223
(b) PCB 8.
Frequency, kHz















Re = 3.09e+06, Run 219
Re = 3.09e+06, Run 223
(c) PCB 7.
Figure 5.23. Power spectra from two different runs for PCBs 4, 8, and
7. Re∞ = 8.12× 106 /m.
the resulting thinning of the boundary layer at a constant axial position. In this set
of runs, as in those of Case 1, there is a higher-frequency peak within 5% of double
the secondary instability frequency, which is likely a harmonic. The highest Reynolds
number PSD appears to be turbulent, as it shows a broad-band spectrum with no
clear peaks.
The coherence of this instability, provided in Figure 5.25(c) shows a slightly
different trend to that of Figure 5.10(b). The maximum coherence is around 0.95.
As the Reynolds number increases, the region of high coherence broadens by nearly
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Figure 5.24. Amplitudes from all PCBs for the Case 2 repeatability
runs. Amplitude calculated for a 200 kHz band centered on the PCB
peak power in the secondary instability band. Re∞ = 8.12× 106 /m.
100 kHz, and significant coherence appears in the harmonic frequency band. After a
point, the coherence level drops with Reynolds number and approaches zero at the
turbulent condition.
The peak frequency measured at the downstream location is about 20% lower than
the peak frequency at the upstream location, following the same trend as for the Case
1 instability. The frequency change between the two sensors has at least two separate
causes: (1) the boundary layer is thickening moving downstream, so the expected
frequency will drop moving downstream, and (2) the two sensors are in different
azimuthal locations with respect to the stationary vortex. The estimated frequency
only takes the thickening boundary layer into account. Therefore, the fact that the
estimated frequencies are closer to the measured peaks for the downstream PCB
suggests that the change in peak frequency between the upstream and downstream
PCBs is the result of both causes. This is true for both Case 1 and Case 2.
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10-6 Re = 2.18e+06, Run 225
Re = 2.33e+06, Run 224
Re = 2.63e+06, Run 227
Re = 2.92e+06, Run 220
Re = 2.96e+06, Run 223
Re = 3.33e+06, Run 221
Re = 3.70e+06, Run 226
(a) Power spectra of upstream PCB (4).
Frequency, kHz















Re = 2.26e+06, Run 225
Re = 2.41e+06, Run 224
Re = 2.72e+06, Run 227
Re = 3.02e+06, Run 220
Re = 3.06e+06, Run 223
Re = 3.45e+06, Run 221
Re = 3.82e+06, Run 226
(b) Power spectra of downstream PCB (8)
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(c) Coherence between the two PCBs.
Reynolds number is from freestream condi-
tions and upstream PCB axial distance.
Figure 5.25. Power spectra of the secondary instability from PCB 4
(upstream) and PCB 8 (downstream) and their coherence. Azimuthal
angle θ = 157◦. Each line color is from a different run. The colored
circles are the estimated type-I frequency.
Figure 5.26(a) shows the amplitudes of the Case 2 instability for both the upstream
and downstream sensor. The amplitudes were calculated from 5 times within each run;
different symbols indicate different runs. The calculation times were t = 0.5, 1, 1.5, 2,
and 2.25 s. The secondary instability frequency is in the range 50-250 kHz, and
the harmonic instability is around 300-400 kHz. In this case, the difference in peak
amplitudes between the two sensors that was seen in Case 1 still exists at higher
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Reynolds numbers but is much less pronounced. In addition, a much wider range of
the development has been captured, from the first appearance to turbulence. The
amplitude development is sharper than in Case 1. The peak fluctuations are between
19% and 23% of the edge pressure, about 9 percentage points higher than for Case 1.
Figure 5.26(b) compares the squared amplitude of the secondary instability to the
high-frequency peak at the upstream sensor. Again during the initial development the
high-frequency instability appears to be a harmonic. After the maximum amplitude
(the triangles in Figure 5.26(b)), the comparison is no longer linear. This suggests
there is significant power in the high-frequency band which is uncorrelated with the
secondary instability — another indication of turbulent flow.
Reynolds Number, millions
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Figure 5.26. Secondary instability amplitude development for Case 2.
Reynolds number based on freestream conditions and axial location of
PCB. Symbols represent different runs.
The logarithmic growth of the Case 2 secondary instability is shown in Figure
5.27. The peak growth is about e4.5 for the secondary instability and about e3.5 for
the harmonic. Note that the Case 1 and Case 2 instabilities were recorded far apart
azimuthally, at 132◦ and 157◦, yet still have very similar peak growth. Figure 5.28
shows the initial development of the Case 2 amplitudes fit with an exponential. The
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fit quality is acceptable, with a growth rate of 4.4 Re∞ × 10−6, or about 33 /m. This
rate is 66% of the growth rate of the Case 1 instability.
Reynolds Number, millions













Figure 5.27. Logarithmic growth of the Case 2 secondary instabil-
ity. The normalization amplitude is A0 = 0.24% for the secondary
instability and 0.14% for the harmonic.
The intermittency for the PCB 4 and 8 data is shown in Figure 5.29. Because
the region of rising intermittency has so few data points, a spline trend-line has been
added to ease comprehension. The turbulent intermittency starts to climb at around
Re = 3.2× 106. Before this time, the growth of the instability is linear as evident in
the logarithmic amplitude plot. The intermittency is 0.5 at around Re = 3.4× 106,
when the amplitude has reached its peak. Finally, the flow becomes fully turbulent
and the intermittency reaches 1 at slightly more than Re = 3.5× 106.
Figure 5.30 shows the development of the primary and secondary instability
amplitudes compared directly. Before about Re = 2.25 × 106, the heat transfer is
roughly constant, indicating the stationary wave amplitude has saturated. After this,
the secondary instability wave packets start to appear and increase in amplitude.
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A = (2.1e-7) exp(4.4 Re/1e6)
Figure 5.28. Logarithmic growth of the Case 2 secondary instability,
fit with an exponential.






























Figure 5.29. The turbulent intermittency of the Case 2 instability
data. The symbols represent different runs.
The heat transfer begins to rise concurrently, though much more slowly. At about
Re = 3.75× 106, the measured secondary instability amplitude has reached its peak.
At the same time, the intermittency reaches 0.5, and the heat transfer starts to increase
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more sharply. Shortly after, at about Re = 3.5 × 106, the intermittency reaches 1,
indicating the boundary layer is fully turbulent. The heat transfer continues increasing
beyond this point. However, as noted in Case 1, it is unclear whether this increase is
the result of the transition process as a whole, or if the vortex is just coming closer to
the wall.













































Figure 5.30. Comparison of the primary and secondary instability
amplitude developments for Case 2. The intermittency is for PCB 4.
Note the vortex peak heat transfer (the mean over the seven runs) is
normalized by its maximum over the measurement length, and the
scale is on the right axis.
Case 3: Growth Along a Streak
The previous cases show the growth of a secondary instability at two constant axial
locations under changing unit Reynolds numbers. This approximates the growth along
a vortex, but it is not the ideal way to study the secondary instabilities. When the
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unit Reynolds number is increased, the peak frequency increases because at the same
axial location the boundary layer is thinner. However, when growing downstream
the peak frequency should decrease as the boundary layer thickens. In addition, the
vortices may not grow the same way downstream as they do with increasing unit
Reynolds number. Both of these affect the instability under examination and could
change the nonlinear breakdown process.
A potentially better way of understanding the ‘true’ growth of the secondary
instability is to track its growth downstream on a series of pressure sensors. However,
while this method alleviates the aforementioned problems, it also creates new ones.
Because all the PCBs have different calibrations, and they are not well defined for
low pressures [44], the measured growth downstream has additional uncertainty not
present when only one sensor was used.
Furthermore, to capture growth downstream in a single run, the sensors must
be aligned along a stationary vortex. Even if the path of the vortices were known
exactly, the paths of the vortices are all different and change with azimuthal angle.
A cone designed for this type of measurement would limit measurements to a small
number of vortices within a confined azimuthal area due to the differences in the
vortex paths. The solution to this problem is to use the Modular Cone to measure
along the vortex in multiple runs. While this approach prevents the measurement
of coherences between most sensor pairs, it does allow measurement along vortices
anywhere on the cone.
Modular Cone Repeatability
It is important to show that rotating the Sensor Frustum of the Modular Cone does not
significantly affect the measured data. If the junction between the Sensor Frustum and
the Upper Frustum (refer to Figure 3.12 for a schematic) is not uniform, rotating the
sensors could change the development of the stationary crossflow waves and therefore
also the secondary instabilities. In addition, rotating the Sensor Frustum changes the
random paint roughness and the upstream TSP paint step. The conditions for the
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runs (505-514) used to show repeatability in this case are provided in Appendix A.
The stagnation temperatures for these runs were T0 = 423± 4.4 K, and the stagnation
pressures were p0 = 142.2±2.3 psia. The Reynolds number was always within 0.1×106
/m of 10.9× 106 /m.
Figures 5.31 and 5.32 show the TSP-inferred heat-transfer images for six of the
runs used to examine the repeatability when rotating the Sensor Frustum. Several
PCB locations are indicated in the plots; these are relevant for the Case 3 secondary
instability measurements. Qualitatively, the heat-transfer images are similar. The
streaks appear in roughly the same places for both runs. However, the heat transfer
magnitudes are quite different. As discussed for the previous cases, there can be a
large variability in measured TSP amplitude between runs.
Like the previous cases, each TSP image was taken at a different time during
the run when the Reynolds numbers were the same (a result of the different initial
conditions for each run). See Appendix A for the calculation times. Unlike for the
previous cases, however, there is sufficient data using the Rotating cone to examine
the effect of the analysis time on TSP amplitude repeatability. Figure 5.33 shows
the average azimuthal heat transfer at x = 0.37 m for each of the ten runs using the
Modular cone, compared to the time during the run that the relevant TSP image was
taken. The azimuthal average was taken between 100◦ - 150◦. All the runs were at
Re∞ = 10.9 × 106 /m, except the earliest run, which was at Re∞ = 10.8 × 106 /m
(Run 511). There is a very clear trend. As the time within the run increases, the
mean heat transfer decreases. After about 1 s, the relationship is less obvious. After
1 s, the scatter may be an estimate of the repeatability of the TSP, or some other
variable may be changing in a unknown way. After 1 s the variability in mean TSP
amplitude is about 14%. In the future, TSP data should generally only be examined
after 1 second into the run due to the effects of the start-up transient.
It is also important to determine the repeatability of the locations of the streaks,
as examined for Case 1 and Case 2. For this case, not only are the run conditions








































































PCB 6 at 135°




































PCB 7 at 136°
(c) Run 511.
Figure 5.31. Heat-transfer images from a series of runs using the
Rotating cone to measure along a streak. The black spots at around
0.31 m are bubbles in the TSP which have been sanded smooth.












































































































PCB 3 at 138°
(c) Run 507.
Figure 5.32. Heat-transfer images from a series of runs using the
Rotating cone to measure along a streak. The black spots at around
0.31 m are bubbles in the TSP which have been sanded smooth.
Re∞ ≈ 10.9× 106 /m.
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Figure 5.33. Mean spanwise heat transfer at x = 0.37 m from 10 runs
using the Modular cone. The average is taken over the range 100◦
- 150◦. Each point is from a different run. The TSP is taken from
different times during each run, shown on the x-axis. Re∞ = 10.9×106
/m.
.
Frustum is rotated. So streak location repeatability will be an indication both that
the TSP is repeatable and that rotating the Sensor Frustum does not affect the vortex
locations.
Figure 5.34 shows spanwise cuts of heat transfer from five runs, each for three
axial locations, x = 0.32, 0.347, and 0.364 m. As discussed previously, the amplitude
repeatability varies by ±20%.
However, streak location repeatability is much better—for some streaks. For Cases
3 and 4, the data is examined on the streak which is at about 130◦ at 0.32 m, 135◦ at
0.347 m and 138◦ at 0.364 m. For this streak, the location appears fairly repeatable.
At 0.32 m, the peak locations agree within 1◦. Farther downstream, there is a bit more
spread in the peak locations, about 1.5◦ and 4◦ at 0.347 m and 0.364 m, respectively.
However, despite the difference in peak location, the widths of the streaks and the
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centers of the streaks are the same, as determined by the location of the troughs on
either side. The difference in peak locations may be a real phenomenon or it could be
due to noise in the TSP image, it is impossible to tell. The peak at 110◦ at 0.347 m is
also quite repeatable in all five cuts.
However, the smaller streak at about 125◦ is not as repeatable as the larger ones.
At 0.347 m there is some repeatability in peak location and streak location, but at the
other slices it is not clear. As already shown the TSP has poor sensitivity to small
spanwise changes in temperature. If this particular streak were very low amplitude,
the TSP would have difficult resolving it. Examining the raw TSP-inferred heat
transfer images in Figures 5.31 and 5.32, the streak at these axial locations is indeed
difficult (if not impossible) to resolve with the naked eye. The streak at 130◦, used
for Case 3 and 4, is much easier to see. In summary, high-amplitude streak locations
are fairly repeatable, even if their amplitudes vary. The locations of low-amplitude
streaks are not very repeatable. More data needs to be collected to determine the
threshold amplitude where repeatability is good.
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(a) x = 0.32 m.























(b) x = 0.347 m.























(c) x = 0.364 m.
Figure 5.34. Azimuthal cuts in the TSP-inferred heat transfer for 5
different runs. Re∞ = 10.9× 106 /m. Cuts have been averaged with
a 1-degree moving average filter to remove noise.
Next, repeatability of PCB measurements must be established. Unlike with Cases
1 and 2, there are two repeatability concerns. First, measurements from different runs
will be compared. This is the same issue as with Case 1 and Case 2, except that both
the tunnel conditions and the joint in the cone are changing with each run. Second,
measurements between two different PCBs will be compared instead of at a single
PCB like for Cases 1 and 2.
To determine the reliability of the PCBs in the face of both these concerns, two
runs were conducted. The first and third rows of the PCB sensor array are offset
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by 12◦, but are at the same axial stations. Therefore, the cone was rotated by 12◦
between the repeatability runs. Measurements at the first row of PCBs made during
the first run should match measurements at the third row during the second run.
Figure 5.35 shows the TSP-inferred heat transfer images of the cone during both of
the repeatability runs, 505 and 504. Visually, they appear similar except for an offset
in amplitude. This is the same trend as seen in the azimuthal cuts in Figure 5.34.
Figure 5.36 provides five spectral comparisons between PCBs during the two
runs. Figures 5.36(a-d) compare the first and third rows, each measured at 136◦ from
the windward ray. Figure 5.36(e) is a comparison between the farthest downstream
sensor on the second and fourth rows, at 130◦. Because the initial tunnel conditions
(provided in Table 5.3) were slightly different between the two runs, data was taken
from different times in each run when the unit Reynolds number is the same. This

































First row at 136°
Sanded paint bubbles
































Third row at 136°
(b) Run 504. First row at 148◦, third row at 136◦.
Figure 5.35. The two runs used to examine rotating repeatability with
the new cone. The dark patches at 0.35 m are paint bubbles that have
been sanded smooth. Re∞ = 10.9× 106 /m.
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Re = 3.71e+06, X = 0.3410 m
PCB: 1, Run: 505
PCB: 9, Run: 504
(a)
Frequency, kHz















Re = 3.84e+06, X = 0.3537 m
PCB: 2, Run: 505
PCB: 10, Run: 504
(b)
Frequency, kHz















Re = 3.98e+06, X = 0.3663 m
PCB: 3, Run: 505
PCB: 11, Run: 504
(c)
Frequency, kHz















Re = 4.12e+06, X = 0.3789 m
PCB: 4, Run: 505
PCB: 12, Run: 504
(d)
Frequency, kHz















Re = 4.05e+06, X = 0.3726 m
PCB: 8, Run: 505
PCB: 16, Run: 504
(e)
Figure 5.36. Comparisons between sensors 12◦ apart, with sensor
frustum rotated to measure at the same azimuthal angle. Re∞ =
10.9× 106 /m.
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Table 5.3. Initial conditions from Runs 504 and 505.
Run Time, s Re∞, 106/m T0,i, K p0,i, psia T0, K p0, psia
504 1.21 10.9 429.1 149.4 418.8 139.6
505 1 10.9 432.3 150.2 423.6 142.3
Figure 5.37 shows the integrated amplitudes for each PCB pair, for a 200 kHz
band centered on the peak frequency. The actual PCBs for each pair are provided
in Table 5.4. Note that PCB 13 was not functional during this test, so it has been
excluded from the repeatability comparison. The amplitude repeatability is not as
good as for Case 1 or Case 2. However, as discussed, there is an additional source
of change between runs, namely the rotation of the Sensor Frustum. In addition,
the measurements are being made by two different PCBs, so PCB calibration may
affect the results. Finally, the azimuthal angle of the Sensor Frustum can not be
controlled exactly, so the Sensor Frustum was rotated by 12◦ ± 0.5◦ between the two
runs. (Although, examining Figure 5.34, the streak widths are about 6◦ - 8◦, so a 0.5◦
sensor location uncertainty is relatively small). Despite the many sources of change
and uncertainty, the amplitudes compare well. The largest difference in amplitude is
between PCBs 4 and 12, which differ by 70%.
However, all of the measurements in Run 505 are at a lower power than their
counterparts in Run 504. The reason for this is unclear. Figure 5.38 shows the streak
amplitudes for the streak passing over the sensors used in the repeatability comparison,
for both runs. The amplitudes are calculated using Equation 4.7. The amplitudes are
very similar, though the average amplitude at x = 0.34 m in Run 504 is about double
the amplitude in Run 505. This may explain at least some of the discrepancy in PCB
amplitudes, but there it is difficult to say for sure.
96
PCB pair number















Figure 5.37. Comparison of the amplitudes of first- and second-row
PCBs (black circles) before rotation, with third- and fourth-row PCBs
(red squares) after rotation. Integrated under a 200 kHz band centered
on the peak frequency. Re∞ = 10.9× 106 /m. PCB pairs are provided
in Table 5.4.
Table 5.4. PCB pair numbers used in the repeatability comparison.
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Figure 5.38. Streak amplitudes from Runs 505 and 504. The first
sensor is at about 0.34 m.
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Primary Instability
With an understanding of the repeatability of the TSP and PCB data, measurements
made with the Modular cone can be examined. Figures 5.31 and 5.32 show heat-transfer
images from six runs using the Modular Cone to measure secondary instabilities along
a streak. They are reprinted here as Figures 5.39 and 5.40. The PCBs centered on
the streak for each run are indicated. These PCBs were used to measure the Case 3
secondary instability.
Figure 5.41 shows the extracted vortex amplitudes from each run, and their mean.
The amplitude was calculated using Equation 4.7. Locations where there are sensors or
paint bubbles have been deleted. Notice that using this method, the vortex amplitudes
are repeatable even though the peak heat transfer is different between the images.
However, there is too much noise to get a clear view of the development of the vortex.
It appears that the amplitude may be constant in the region Re = 3− 3.2× 106, and








































































PCB 6 at 135°




































PCB 7 at 136°
(c) Run 511.
Figure 5.39. Heat-transfer images from a series of runs using the
Rotating cone to measure along a streak. The black spots at around
0.31 m are bubbles in the TSP which have been sanded smooth.












































































































PCB 3 at 138°
(c) Run 507.
Figure 5.40. Heat-transfer images from a series of runs using the
Rotating cone to measure along a streak. The black spots at around
0.31 m are bubbles in the TSP which have been sanded smooth.
Re∞ ≈ 10.9× 106 /m.
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Figure 5.41. The amplitude of the vortex downstream, calculated
using Equation 4.7, for each run used. The mean is shown as the
solid black line. Areas obscured by sensors or paint bubbles have been
deleted.
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Unlike for Cases 1 and 2, the Case 3 measurements were taken at a single unit
Reynolds number. This means the total Reynolds number extent of the streak that
was measured is only the length of the TSP-painted section of the cone. Several runs
cannot be strung together to get a more complete picture of the streak development,
as they had been for Cases 1 and 2. In addition, the TSP is mostly obscured by the
PCBs in the sensor region for all the runs. Future tests will include a TSP-imaging run,
with the sensors rotated out of view, and test at a range of unit Reynolds numbers.
However, such runs were not conducted for these tests. Therefore the usual method
for determining streak amplitude quickly and efficiently does not work in the sensor
region.
In addition, the fact that these data were taken at a single unit Reynolds number
means that the amplitude growth of the secondary instability was only measured over
the Reynolds number extent of the sensor region. Again, several runs cannot be strung
together to give a more complete picture. However, azimuthal slices of the TSP can
be made in between the sensors. Thus, calculations of the streak amplitude in the
sensor region can be made at discrete points. Figure 5.42 shows three such azimuthal
slices for Run 509. The peaks and minima of the streak near 130◦ have been marked;
recall these are the quantities needed to calculate the amplitude using Equation 4.7.
The resulting amplitudes from each Case 3 run are shown in Figure 5.43. The
average of all the runs is shown as the thick black line. Note that the second
measurement point (at Re = 3.6× 106) in Run 513 included an artifact in the TSP
image, which resulted in a poor amplitude calculation. This point has been excluded.
Note also that Run 511 was calculated at a unit Reynolds number 0.1× 106 /m less
than the other points, so its data are shifted slightly left. The variability in amplitude
appears to be about ±30%. However, a clear trend is evident in the data. Initially
the amplitude is nearly flat, then at around Re = 3.9× 106 the amplitude starts to
increase. This development will be compared to the growth of the secondary instability
in the next section.
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x = 338 mm
x = 351 mm
x = 363 mm
Peak moves leeward
Figure 5.42. Azimuthal cuts of the Run 509 heat transfer, at three axial
locations. The peaks of the streaks have been marked with dashed
lines and the minima on either side are marked with dot-dashed lines.
Re∞ = 10.9× 106 /m.
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Figure 5.43. Vortex amplitudes (calculated using Equation 4.7) in the
sensor region for the Case 3 instability. Re∞ ≈ 10.9× 106 /m.
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Secondary Instability
In each image, one or two PCBs that are roughly centered on the same streak have
been indicated. Figure 5.44 shows the measurement locations of the PCBs compared
to the trajectory of the streak. As evident in Figure 5.42, the width of the streak
is about 5◦. This has been represented by the gray lines on either side of the peak
trajectory in Figure 5.44. At this range of axial locations, the width of the PCB is
about 4◦, which is shown with error bars in the figure. For most of the runs, the PCB
was in the same position with respect to the streak. The PCB used from Run 511
(PCB 7 at x = 0.36 m) is closer to the center of the streak than the other measurement
locations by about 1◦.
The PSD from each of these PCBs is plotted in Figure 5.45. The Reynolds number
based on PCB location and the azimuthal range of this instability is comparable to the



















Figure 5.44. The PCB measurement locations for Case 3, with the
approximate streak trajectory and width for reference. Note that this
shows PCB locations for 6 separate runs.
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instability shown in Case 1, allowing a qualitative comparison of the two measurement
techniques. These measurements also used the same roughness insert as in Case 1.
As expected, the peak frequency generally decreases moving downstream as the
boundary layer thickens. The estimate frequency is within 50 kHz of the measured
peak frequency. A high-frequency harmonic appears at about the same Reynolds
number as in Case 1 and in the same frequency range. In this case the peak frequency
of the secondary instability is 240 kHz and the harmonic frequency is 480 kHz. At the
farthest downstream measurement location, PCB 4 (the maroon line), the broadband
increase in power indicates the flow is beginning to break down. The peak frequency
for this measurement has shifted slightly higher. Note that the spectra for PCBs 6
and 2, at 135◦ and 136◦, have nearly the same amplitude.
Frequency, kHz















Re = 3.65e+06, PCB: 5, θ: 133.0, Run: 509
Re = 3.72e+06, PCB: 1, θ: 134.0, Run: 513
Re = 3.79e+06, PCB: 6, θ: 135.0, Run: 510
Re = 3.85e+06, PCB: 2, θ: 136.0, Run: 505
Re = 3.90e+06, PCB: 7, θ: 136.0, Run: 511
Re = 3.99e+06, PCB: 3, θ: 138.0, Run: 507
Re = 4.13e+06, PCB: 4, θ: 141.0, Run: 510
Figure 5.45. Growth of a secondary instability along the streak il-
lustrated in Figures 5.31 and 5.32. The filled circles are the type-I
frequency estimate. All the runs are within 0.1× 106 /m of 10.9× 106
/m.
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The data from PCB 6 and PCB 4 are from the same run, Run 510 (Figure 5.31(b)).
This allows the measurement of coherence between these two sensors, provided in
Figure 5.46. In the frequency band of interest, about 200 - 300 kHz, the coherence
is around 0.7. This is a good indication that both PCBs are measuring the same
instability.
Frequency, kHz



















 = 1.09e+07 /m, PCB: 6 & 4
Figure 5.46. Coherence between PCBs 4 and 6 in Run 510. Note the
horizontal axis extends only to 500 kHz, half the range of the PSD in
Figure 5.45.
Figure 5.47 shows the integrated RMS amplitudes of the Case 3 instability, cal-
culated on a 200 kHz bandwidth centered on the peak frequency of the secondary
instability. The secondary instability amplitudes are compared to the average pri-
mary instability amplitudes, discussed previously. The largest secondary instability
amplitude reached in these measurements was about 20% at the farthest downstream
location. However, breakdown was not observed in this case so this may not be the
peak amplitude of the instability. Note that in Figure 5.47 the points at Re = 3.8×106
and Re = 3.85× 106 have nearly the same amplitude. The primary instability begins
108
climbing just before the last secondary instability data point. Most of the measured
secondary instability growth appears in the saturation region of the primary.

































Figure 5.47. The RMS amplitudes of the Case 3 primary and secondary
instabilities. The red data is the average primary instability amplitude
from the 6 runs.
Figure 5.48(a) shows the amplitudes plotted on a logarithmic scale, with a line of
best fit. The initial development of the instability appears linear. Due to the presence
of the strong harmonic for the highest Reynolds number, this point may be in the
nonlinear growth region and so has been excluded from the fit. In addition, the two
points with the same amplitude have been excluded. The growth rate is about 5.3
Re∞ × 10−6, or 58 /m.
Figure 5.48(b) shows the residuals between the measured amplitudes and the line
of best fit, in percent of the measured amplitude. The points at Re = 3.8 × 106
and Re = 3.85 × 106, which have almost the same amplitude, have residuals of
about -25% and 15%, respectively. Berridge [44] shows that PCB single-point factory
calibrations can be as much as 18% different from multi-point calibrations in a shock
tube. The difference in calibrations could account for the strange flatness of the
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measured amplitude at these points. However, this is not the only possible explanation.
Even small deviations in the PCB location with respect to the streak can change the
amplitude of the secondary instability, as explored in Chapter 7. Future tests will use
calibrated PCBs to account for this variable.
Reynolds Number, millions













A = (4.6e-11) exp(5.3 Re/1e6)
(a) Amplitudes.
Reynolds Number, millions





















(b) Residuals in percent of measured amplitude,
100× (Apredicted −Ameas) /Ameas.
Figure 5.48. The amplitudes of the Case 3 instability shown on a log
scale, with a line of best fit and residuals. The initial development
appears quite linear.
The Case 3 instability was measured at a similar unit Reynolds number and
azimuthal angle as the Case 1 instability. The amplitudes of the two instabilities are
directly compared in Figure 5.49. Note that these measurements were made 8 months
apart, on different models. The dimpled Torlon insert was used in both cases, but
its position was not the same between the two. It is difficult to make a one-to-one
comparison because of the two different methods used to measure each case. However,
the initial development of the instability appears to be the same. This is a surprising
result. It suggests that both methods used to measure the secondary instability are
appropriate and will yield similar results in this region.
In addition, the peak amplitude of the Case 3 instability is much larger than that of
the Case 1 instability. This could be due to any of a variety of factors. These include
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the position of the PCB with respect to the streak; the amplitude of the particular
roughness element which generated the streak; the unit Reynolds number; or the
azimuthal position of the measuring PCB. The peak amplitudes appear to increase
with increasing azimuthal angle (see Case 2 and Chapter 7). This may explain the
differences between Case 1 and Case 3, but it is difficult to isolate any one contributing
factor. In addition, the Case 3 results are at Re∞ = 10.9× 106 /m and the peak data
in the Case 1 results was taken at Re∞ = 11.4 × 106 /m. A higher unit Reynolds
number means the boundary layer is thinner near the roughness elements, and so
the initial amplitude of the primary instability may be larger. This would have an
unknown effect on the secondary instability development.
Reynolds Number, millions
















Figure 5.49. The amplitudes of the Case 3 and Case 1 instabilities.
These measurements were made 8 months apart, on different models.
Changing the Unit Reynolds Number
Because the instability was measured at several axial positions along the streak, the
growth along the streak can be compared at several unit Reynolds numbers. Changing
the unit Reynolds number will change the boundary-layer thickness, and therefore
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possibly the initial amplitude of the stationary vortices. It may also have direct effects
on the development of the secondary instabilities, as the most-amplified frequency
likely varies with boundary-layer thickness.
Figure 5.50 shows the growth of the Case 3 secondary instability at five different
unit Reynolds numbers. These data were taken at t = 0.75, 1, 1.2, 1.5, and 1.7 s into
Run 509. The times in the other runs were calculated to yield the same unit Reynolds
number. By increasing the unit Reynolds number, the growth curve running through
the points shifts right. Unfortunately, there is not enough data to say anything more,
especially with regard to the peak amplitude or breakdown process. Future tests will
attempt to capture the full development of the streak in the same manner to better
determine these effects.































Figure 5.50. The development of the Case 3 instability along the
streak at different unit Reynolds numbers.
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5.1.2 Low-Frequency Type-I Instabilities
One case of low-frequency type-I secondary instabilities is presented in this section.
It shows the growth of the instability downstream on several sensors at the same unit
Reynolds number. The low-frequency type-I instability appears to be concentrated in
between hot streaks in the TSP.
Case 4: Growth Along a Streak
As with the high-frequency type-I instabilities, growth of the low-frequency type-I
instabilities along a streak can be measured using the Modular Cone, over several runs.
This set of runs is the same as for the Case 3 instability measurements. Therefore, all
the repeatability considerations from Case 3 apply to this case directly. In summary
of those results, the streak amplitudes vary by as much as ±30%, but streak locations
are very repeatable. PCB amplitudes are also quite repeatable, varying by at most
about 70%.
Primary Instability
Figures 5.51 and 5.52 shows the five runs used to measure the type-I secondary
instability in this case. Again, the streak patterns are all very similar, even if the
magnitude of the heat transfer is different. The indicated PCBs follow the low-heat-
transfer region between two streaks. In all the runs, the dimpled Torlon insert #1
was used, at a fixed location. Between runs, only the Sensor Frustum was rotated.
Because the PCBs are measuring in the low-heating region just next to the streak
examined in Case 3, the measurements of the primary instability growth are the same











































































































2 ]PCB 3 at 133
°
(c) Run 514.
Figure 5.51. Heat-transfer images from a series of runs using the
rotating cone to measure along a trough between streaks. The black
spots at around 0.31 m are bubbles in the TSP which have been sanded
smooth. The PCBs indicated in each run yield the data in Figure 5.54.








































































PCB 7 at 131 °
(b) Run 506.
Figure 5.52. Heat-transfer images from a series of runs using the
rotating cone to measure along a trough between streaks. The black
spots at around 0.31 m are bubbles in the TSP which have been sanded
smooth. The PCBs indicated in each run yield the data in Figure 5.54.
Re∞ ≈ 10.9× 106 /m.
115
Secondary Instability
Figure 5.53 shows the measurement locations of the relevant PCBs from 6 runs with
respect to the trajectory of the low-heating trough. The error bars on the PCBs are
their width (4◦) at this axial range. The gray lines represent the approximate width of
the trough. In this case, the measurements are quite close to the center of the trough
and follow the trajectory well.



















Figure 5.53. Measurement locations of the PCBs for the Case 4
instability, with the approximate trajectory of the low-heating trough
for comparison. The gray lines are the extent of the trough. The error
bars are the width of the PCBs.
Figure 5.54 provides the PSD from each of the indicated PCBs. All the data was
taken at unit Reynolds numbers within 0.1 × 106 /m of 10.9 × 106 /m. The filled
circles are the type-I frequency estimate. The type-I estimate is about 30% higher
than the peak frequency of the measured instability.
The low-frequency instability in Figure 5.54 appears to grow much more slowly
and stay at lower amplitudes than the high-frequency instability of Case 3 (Figure
5.45). To see this better, the amplitudes of both cases are presented on the same plot
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Re = 3.71e+06, PCB: 9, θ: 128.0, Run: 508
Re = 3.78e+06, PCB: 6, θ: 129.0, Run: 512
Re = 3.84e+06, PCB: 10, θ: 130.0, Run: 511
Re = 3.92e+06, PCB: 7, θ: 131.0, Run: 506
Re = 3.99e+06, PCB: 3, θ: 133.0, Run: 514
Re = 4.05e+06, PCB: 8, θ: 134.0, Run: 508
Re = 4.13e+06, PCB: 4, θ: 135.0, Run: 512
Figure 5.54. Growth of a secondary instability along the void indicated
in Figures 5.51 and 5.52. The filled circles are the type-I frequency
estimate. All the runs are within 0.1× 106 /m of 10.9× 106 /m.
in Figure 5.55. The largest amplitude reached by the Case 4 instability is less than
5%, or 1/4 of the amplitude of the Case 3 instability at the same Reynolds number.
Figure 5.56 shows the Case 4 amplitudes plotted on a log scale, with the line of best
fit. The growth rate is 4.4 Re∞ × 10−6, or 48 /m. This is 80% of the growth rate of
the Case 3 instability.
Just as for the data in Figure 5.45, the coherence can be calculated between two
PCBs in the same run. For this case, PCBs 8 and 9 are both along the trough in
Run 508 (Figure 5.51(a)). The power spectra from these two PCBs and the coherence
between them is provided in Figure 5.57. The instability appears to be very low
amplitude over PCB 9, and an order of magnitude higher in power at PCB 8. The
coherence between the two sensors is low, peaking at around 0.4. The low coherence
could be because the instability grows so much between the two PCBs.
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Figure 5.55. The amplitudes from Case 3 and Case 4. Both are a 200
kHz bandwidth centered on the peak frequency (about 250 kHz for
Case 3, 150 kHz for Case 4). Re∞ ≈ 10.9× 106 /m.
Reynolds Number, millions












A = (6.4e-10) exp(4.4 Re/1e6)
Figure 5.56. Amplitudes of the Case 4 instability on a log scale, with
the line of best fit.
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 = 1.09e+07 /m
Re = 3.71e+06, PCB: 9, θ: 128
Re = 4.05e+06, PCB: 8, θ: 134
(a) PSD of PCBs 9 and 8.
Frequency, kHz



















 = 1.09e+07 /m, PCB: 9 & 8
(b) Coherence of PCBs 9 and 8.
Figure 5.57. Magnitude-squared coherence between PCBs 9 and 8 in Run 508.
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5.2 Type-II Instabilities
Presented in this section are two measurements of what appear to be type-II
instabilities, given their high frequencies. It is unclear what causes the type-II
instabilities to appear. At low speeds, the type-I instability is dominant in almost
all experimental cases, but supercritical forcing (forcing a longer wavelength of the
stationary wave than the naturally dominant one) resulted in measurements of type-II
instabilities [13].
5.2.1 Case 5: 130◦
The Mark II cone was tested with the RIM 1x insert, which has an isolated
roughness element 8 mils high and 22 mils in diameter. Note that this roughness
height is about 84% of the boundary-layer thickness at the roughness location (31◦
from the wind ray). Though the Mark II cone has a different sensor array than the
MW cone, the basic geometry is the same. Therefore, since the apparatus is used in
the same way as Cases 1 and 2, the repeatability results from those cases apply to
Case 5 as well.
Figure 5.58 shows the TSP-calculated heat transfer for one of three runs (Run 415)
examining this instability. The instability was measured in Runs 413 - 415. PCBs
6, 7, and 8, at around 130◦, have been indicated. They follow a very broad streak,
which appears to be the fusion of at least three separate streaks that appear upstream.
Because the streak is so broad and low-amplitude, calculating the vortex amplitude
using Equation 4.7 is difficult and may not be appropriate, as in Case 2. Therefore,
the heat transfer along the streak has been extracted as a proxy for the growth of
the primary instability. The streak heat transfer is shown in Figure 5.59. The heat
transfer grows linearly with increasing Reynolds number, then at about Re = 3.3×106
the growth rate increases. The heat transfer reaches a peak at about Re = 3.6× 106.
Data from PCBs 6, 7, and 8 show the development of a high-frequency instability,










































































(b) An enlarged portion of (a) highlighting the relevant PCBs.
Figure 5.58. TSP-calculated heat transfer of Run 415. Flow is from
right to left. Re∞ = 9.25× 106 /m. The azimuthal ring-like streaks
are an artifact of the TSP apparatus. Run 415.
spectra from the three PCBs, illustrating the growth of the high-frequency instability
downstream. In addition to the most prominent peak at around 375 kHz, there is
spectral filling in the 150-300 kHz band on the downstream sensor. It is unclear if this
filling is the result of another secondary instability. The estimated type-II frequency
is at around 400 kHz.
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Figure 5.59. Growth of the primary instability with Reynolds number.
Figure 5.61 shows the PSDs of PCBs 6 and 7 for the three runs used to examine
the instability. The coherence between the two sensors is also shown. The runs cover
a Reynolds number range of about 0.7× 106, much shorter than in the previous cases.
In the final run, both PCBs show broadband spectra, thought to be turbulent. The
coherence is very high at the lowest Reynolds number tested, about 0.9. At higher
Reynolds numbers, PCB 7 appears nearly turbulent, and as expected there is little
coherence between PCBs 6 and 7 for those conditions. However, the high coherence
at low Reynolds number and the consistent change with Reynolds number indicates
the high-frequency measurement is an instability and not a spurious peak.
Figure 5.62 shows the integrated RMS amplitudes of the instability, as measured
by PCBs 6 and 7. These amplitudes are from Runs 413-415, as shown in Figure 5.61.
Four times during each run are examined, t = 0.5, 1, 1.5 and 2 s. The bandwidth
was set to 300 kHz centered on the peak frequency, to capture the full width of the
instability. The PCB 6 amplitudes show an initial linear development, then reach a
peak at about 10%. The peak is reached at about Re = 3.6× 106, the same Reynolds
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number as the peak in the heat transfer. The instability grows by about e3.4, similar
to Cases 1 and 2. The PCB 7 amplitudes, however, have a very different initial profile
and reach lower peak amplitudes. It is unclear if this is an effect of the different
azimuthal positions of the PCBs, or some other factor.
Figure 5.63 shows the PCB 6 amplitudes on a log scale, fit with an exponential
curve. The fit is excellent for the initial development. The growth rate is about 6.3
Re∞ × 10−6, or about 54 /m. This rate is within about 7% of the Case 1 and Case 3
instability growth rates. The unit Reynolds number for Case 5 is about 20% lower
than for those cases.
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10-6 Re=3.12e+06, PCB: 6
Re=3.23e+06, PCB: 7
Re=3.34e+06, PCB: 8
Figure 5.60. Power spectra of the high-frequency instability from PCBs
6, 7, and 8. The colored circles are the type-II estimated frequency.
Re∞ = 8.6× 106 /m. Run 414.
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(a) PSD of PCB 6 for the three runs.
Frequency, kHz


















(b) PSD of PCB 7 for the three runs.
Frequency, kHz

















Re = 8.60e+06 /m
Re = 9.25e+06 /m
Re = 1.04e+07 /m
(c) Coherence between PCBs 6 and 7.
Figure 5.61. Power spectra and coherence for PCBs 6 and 7 for the
three runs used to examine the high-frequency instability. Each color
represents the same run (and Re∞) across subfigures. The filled circles
are the estimated type-II frequency.
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Figure 5.62. RMS amplitudes of the instability as measured by PCBs
6 and 7, over Runs 413 - 415.
Reynolds Number, millions














A = (1.9e-11) exp(6.3 Re/1e6)
Figure 5.63. Amplitudes of the instability on PCB 6, fit with an exponential curve.
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5.2.2 Case 6: 123◦
Figure 5.64 shows a temperature-change image from Run 210, in which another
potential type-II instability was measured. SB data was not available for this run,
so the heat transfer could not be calculated. The dimpled-Torlon roughness insert
#1 was used for this run. PCBs 4 and 8 are indicated, and are positioned on a thin
streak. The Case 6 measurements were made using the same model and apparatus as
Cases 1 and 2, so the repeatability discussion for those cases applies to Case 6 as well.
Note that this secondary instability was only measured in Run 210.
Figure 5.65 provides the PSDs of PCB 4 and 8, and their coherence, for several
times during Run 210. The calculation times were t = 0.5, 1, 1.5, and 2 s, each
represented by a different color. The filled circles are the type-II estimated frequency.
Note first that the peak frequency for the instability on PCB 8 is about 20% lower
than the estimated frequency.
Additionally, the measurements of PCB 4 are very low amplitude. Compared to
most other runs, the explosive growth of this instability over only Re = 0.1× 106 is
unusual. Furthermore, a decrease in unit Reynolds number does not seem to reduce
the instability amplitude at all. The peak frequency drops as expected, because the
boundary layer thickens with decreasing Reynolds number. The coherence between
the two sensors is substantial, peaking at around 0.6 - 0.8 for all the calculated times.
Figure 5.66 shows the RMS amplitudes of the secondary instability measured by
PCB 8 at five times during Run 210. The integration is over a 200 kHz band centered
on the peak frequency. The amplitude is nearly constant, growing by only e0.09 between
the lowest and highest Reynolds number. The amplitude of the streak is shown in
Figure 5.67. Note that the amplitude uses the ∆T data because the heat transfer could
not be calculated. However, because the heat transfer is assumed to scale linearly with
temperature change, the resulting amplitudes calculated with Equation 4.7 should
be identical. The mean amplitude along the streak is nearly constant, but there are
variations of up to 100% of the mean. In addition, changing the unit Reynolds number
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does not have a large effect on the amplitude of the streak initially, but at about 0.34
m there is a noticeable effect. A Reynolds number difference of 5% changes the streak




































Figure 5.64. TSP temperature-change image of the MW cone in Run
210. SB data was not available for this run so heat transfer could not
be calculated. Flow is from right to left. Re∞ = 11.3× 106 /m.
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(a) PSDs of PCB 4 data. θ = 123◦.
Frequency, kHz



















(b) PSDs of PCB 8 data. θ = 123◦.
Frequency, kHz





















(c) Coherence between PCBs 4 and 8.
Figure 5.65. PSDs and coherence of PCBs 4 and 8 in Run 210. The
filled circles are the type-II frequency estimate.
128















Figure 5.66. Amplitudes of the Case 6 secondary instability.
0.3 0.32 0.34 0.36














t = 0.5 s, Re
∞
 = 11.5e6 /m
t = 1 s, Re
∞
 = 11.3e6 /m
t = 1.5 s, Re
∞
 = 11.1e6 /m
t = 2 s, Re
∞
 = 10.9e6 /m
Figure 5.67. Amplitudes of the primary instability for Case 6.
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5.3 Summary of Secondary Instability Growth Measurements
Table 5.5 shows a summary of the results for the measurements just presented.
Recall that Cases 1 and 2 are classified as high-frequency type-I secondary instabilities,
and were measured at a constant axial position with changing unit Reynolds number.
Cases 3 and 4 are high-frequency and low-frequency type-I secondary instabilities,
respectively. In these cases, the growth of the instability was measured along a streak
over several runs at a constant unit Reynolds number. Cases 5 and 6 are considered
type-II instabilities, and were measured in the same manner as Cases 1 and 2.
For the two type-I cases where the complete growth was measured, Cases 1 and
2, the growth and breakdown of the secondary instability was quite rapid. The
instability grew from first appearance out of the noise to turbulence (as identified
through the intermittency) over the course of only Re ≈ 1 × 106. The transition
length, from onset when the intermittency begins to rise, occurs only over about
0.3 - 0.4 million, or 1 - 2 inches. In addition, both of these instability cases reach
similar peak amplitudes. This would suggest that an eN transition correlation based
on secondary instability amplitude would be both practical and useful for hypersonic
stationary-crossflow-dominated transition.
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Table 5.5. Summary of the results from the secondary instability growth measurements.
Case Azimuthal Angle, deg Peak Frequency, kHz Re∞, 106/m Re, 106 Growth Rate, /m Peak p′/pe, % Amax/A0
1 132 200 - 300 9.3 - 12.3 3.4 - 4.6 50 10-16 e3.8
2 157 100 - 200 5.9 - 10.4 2.2 - 3.8 33 19-23 e4.5
3 133 - 141 225 - 250 10.9 3.7 - 4.1 58 20* e2.8*
4 128 - 135 125 - 200 10.9 3.7 - 4.1 48 4* e1.7*
5 130 350 - 400 8 - 10.1 3 - 3.8 54 10 e3.4
6 123 400 - 450 10.9 - 11.5 4.2 - 4.4 ∼ 0 1* e0.09*
* May not have reached peak growth
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6. PROPERTIES OF THE SECONDARY INSTABILITIES
6.1 Instability Frequencies
As discussed previously, CFD data were used to estimate the type-I and type-II
secondary instability frequencies for the conditions of each run. The CFD data
were calculated at a high Reynolds number and stagnation temperature compared to
most of the actual runs, so they represent an upper bound on the type-I and type-II
frequency estimates. Figure 6.1 shows these two curves, calculated at 0.37 m from
the nosetip, superimposed on measured frequencies from several different runs. Each
symbol signifies a separate entry. Each entry had differences in sensor arrangement
and TSP application, among other things.
Most of the measured frequencies fall near the type-I curve. There are a few
high-frequency points near the type-II curve, which were discussed in the previous
section. Note that the points represent the most prominent frequency for a given PCB
measurement, so potential harmonics like the high-frequency peaks in Figures 5.10
and 5.25 are not shown.
Note that when these estimated frequencies are shown in the previous chapter,
they are scaled to the individual run conditions using Equations 5.1 and 5.2, which
produces good results as evident in that chapter. On average, the data were scaled
by 0.94± 0.07. Table 6.1 shows the average and standard deviation of the Reynolds
number and stagnation temperature for the data in Figure 6.1. The data in Figure 6.1
is meant to be a more global view of the relationship between frequency and azimuthal
angle.
There is considerable spread in the frequency data in Figure 6.1. Some of the
variance can be explained by differences in run conditions and PCB location. Using
equations 5.1 and 5.2, the type-I and type-II estimates can be scaled for differences in
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Table 6.1. Average conditions for the data in Figure 6.1.
Re∞, 106/m T0, K Tw/T0
mean 10.1 420.2 0.72
st. dev. 1.4 3.9 0.01
Reynolds number and stagnation temperature. Figure 6.2(a) shows the scaled CFD
estimate for Re∞ = 8× 106 /m and measured data within 0.5× 106 /m. For this low
Reynolds number, secondary instabilities are only measured near the lee ray, at about
140-160◦. As shown in Cases 1 and 2, transition occurs earlier near the lee ray, so it
makes sense that secondary instabilities will be measured there at lower Reynolds
numbers. Many of the points lie between the two frequency estimates; it is unclear
which type they are.
Figure 6.2(b) shows the estimate and data for runs around Re∞ = 11×106 /m. For
this higher Reynolds number, secondary instabilities were observed at lower azimuthal
angles, near 120-140◦. The frequency estimate appears to be better quality for this
Reynolds number range than for lower ones. Many of the points lie close to the type-I
estimate, but there is still considerable variance.
One possible explanation for the wide variance in peak frequency lies with the
boundary-layer thickness. The CFD solution boundary-layer thickness does not
incorporate the large stationary vortices present at high Reynolds numbers. The
vortices modulate the thickness of the boundary layer periodically in addition to the
gradual thickening of the boundary layer toward the lee ray. Figure 6.3 shows the
peak frequencies of the instabilities over a range of azimuthal angles, taken from the
Modular cone data. The data is from two pairs of PCBs, each at a different axial
position. This data set is the same as that used for Case 3, so the repeatability shown
for that case applies here as well. The data was taken over 10 separate runs, 505-514.
Details on their run conditions can be found in Appendix A.
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Figure 6.1. A plot of 64 measured instability frequencies from 28
different runs. The dashed lines are the estimates for the type-I and
type-II frequencies for Re∞ = 11× 106 m−1 and T0 = 420 K. Shapes
are different entries.
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(a) Runs with Re∞ ≈ 8× 106 /m.
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(b) Runs with Re∞ ≈ 11× 106 /m.
Figure 6.2. A plot of measured instability frequencies at unit Reynolds
numbers within 0.5 million per meter of 8 (a) and 11 (b) million per
meter. The lines are the type-I and type-II CFD-based frequency
estimates scaled to this condition, and 420 K.
134
At about 124◦ there is a large jump in frequency, potentially associated with a
change in instability mode. Similarly large changes in frequency happen at 130◦,
135◦, and 142◦. The measured peak frequencies fluctuate around the estimated type-I
frequency for both axial stations. Note also that the stationary vortex is inclined
with respect to the cone, and the vortex moves by about 3.8◦/25 mm, or 1.9◦ over the
distance between the sensors (see Figure 5.42 in Case 3). This means that the sensors
at each axial station are measuring at a different location with respect to the vortex
when they are at the same azimuthal angle. Therefore, the curves from x = 0.379 m
are expected to be offset by about 1.9◦ from the curves at x = 0.366 m.
For both sets of data in Figure 6.3, the frequency initially increases with increasing
azimuthal angle, the opposite of what is expected. However, the maximum frequency
reached on each sensor decreases moving toward the lee ray, following the estimated
trend. This supports the idea that the determining factor for the instability frequency
is the local boundary-layer thickness, which is strongly affected by the stationary
vortices at high Reynolds numbers. The frequency will tend to decrease toward the
lee ray, but locally may increase as the instability’s vortex changes thickness.
Figure 6.4 shows the same data from Figure 6.3(a) compared to the heat transfer
2.5 mm upstream of the PCB location. The heat transfer is an average of the 10 runs
used to measure the data, Runs 505-514. Repeatability of the heat transfer is discussed
in Case 3. The frequencies and heat transfer generally vary together. This is further
evidence that the azimuthal boundary-layer thickness changes drive the changes in
frequency: both the heat transfer and the frequency are roughly proportional to 1/δ.
Quantitative comparisons require a better understanding of the relationship between
the local heat transfer and the boundary-layer thickness under the vortices.
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(a) x = 0.366 m.

























(b) x = 0.379 m.
Figure 6.3. Peak frequency at different azimuthal locations taken with
the Modular cone. Re∞ = 10.9×106 /m. The solid line is the estimate
type-I frequency. Runs 505-514.
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Figure 6.4. The peak frequencies measured by PCB 3 and 11 (x = 0.366




The secondary instability usually appears as a stream of wave packets. Figure
6.5 shows the propagation of wave packets from the upstream sensor on the MW
cone (PCB 1) to the downstream sensor (PCB 5), taken from the same data as Case
1 in Section 5.1.1. The two sensors are 12.8 mm apart. The time traces have been
zero-phase band-pass filtered between 150 kHz and 300 kHz and offset for ease of
viewing. There is considerable amplification in between the two sensors in the lower
Reynolds number case, Figure 6.5(a). At higher Reynolds numbers, the wave-packets
become less distinct, as also indicated in the coherence measurements in Figure 5.10(b).
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-0.04 PCB 1 data
PCB 5 data
(a) Re = 3.71× 106.
Time, µ s

















(b) Re = 3.93× 106.
Figure 6.5. Illustration of wave-packet propagation for the data in
Figure 5.10. Note the difference in vertical scales. The time traces
have been offset to ease visibility.
Because the secondary instability develops on the stationary vortex, two sensors
along the vortex are sufficient to calculate the wave speed of the instability. The
group delay, or the time it takes a wave packet to travel between two sensors, can be
calculated as τg = (dΘ/df)/2pi, where Θ(f) is the phase of the cross power spectral
density (CPSD). The wave speeds were calculated in the frequency band where the
coherence is greater than 0.4. In this band, the phase function Θ(f) was fit with a
line whose slope is proportional to the group delay. The group velocity is then the
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distance between the two sensors divided by the delay. Figure 6.6 shows two such
calculations. The CPSD phase is shown with the line of best fit, and the coherence
for comparison. Note that the coherence is a normalized cross-spectrum. The linear
fits are excellent, with R2 > 0.99.

































dΘ/df = 2piτg = 0.091e-3
τg = 14.5 µs
(a) Run 121.

































dΘ/df = 2piτg = 0.115e-3
τg = 18.3 µs
(b) Run 123.
Figure 6.6. Examples of the linear fit of the cross-power spectral
density phase for group velocity calculation.
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Table 6.2 shows the wave speeds for the instabilities presented in Cases 1 and 2, as
well as two others. The linear fit of the CPSD phases are all excellent, with R2 very
close to 1. The wave speeds are all close to the edge velocity, regardless of azimuthal
orientation or frequency band. However, the PCBs are never perfectly aligned with a
streak, and the nature of how the PCB averages fluctuations over its sensing surface
is unknown. Therefore even though the coherence is high between the sensor pairs
used to calculate the wave speeds, there is still considerable uncertainty. Table 6.2
can only be illustrative until a better measurement can be made.
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Table 6.2. Calculated wave speeds and properties for several instabilities.
Frequency, kHz Azim. Angle, deg Sensor spacing, mm τg, µs linear fit R
2 Group Vel., c/Ue Re∞, 106/m Run
168 - 307 132 12.8 18.2 0.997 0.98 10.1 123*
253 - 302 132 12.8 14.5 0.999 1.23 10.7 121*
108 - 175 157 12.8 16.0 0.990 1.08 6.32 224**
10 - 212 157 12.8 19.1 0.998 0.94 8.04 223**
85 - 198 142 25.4 36.1 0.999 0.99 7.69 323




7. COEXISTENCE OF MULTIPLE MODES OF THE
SECONDARY INSTABILITY
7.1 Measurement Downstream and over a Small Azimuthal Range
Figure 7.1 is a heat-transfer image for a run using the Mark II cone. The RIM 10x
roughness was used for this run. Note that the roughness insert was placed such that
the roughness elements were between 82-104% of the local boundary-layer thickness.
The more leeward streaks in the TSP will be from more leeward roughness elements,
which are at a lower percentage of the boundary layer thickness. The roughness height
k/δ = 104% at the wind ray.
These data are from Run 323. The conditions for the run can be found in Appendix
A. The angle of the PCB array is slightly shallower than the angle of the stationary
vortex, so the PCB array measures not only along the streak but also across it. The
upstream PCBs, 1 and 2, are on the lee side of the streak. The downstream PCBs, 3-5,
pass into the central region of the streak. The streak represents the highest-heating
region of the vortex, which is likely the trough where the boundary layer is the thinnest.
Therefore, measurements under the streak are likely under the trough of the vortex,
whereas measurements to the lee-side of a streak are under the shoulder of the vortex.
The streak amplitude in the TSP is roughly constant.
The power spectra of the most-leeward row of sensors are provided in Figure
7.2. The colored circles represent the type-I frequency estimate. The spectra of the
upstream PCBs in Figure 7.2(a) show peaks at around 140 kHz, slightly less than the
type-I estimate, while the downstream PCBs in Figure 7.2(b) have peaks at around
225 kHz, about 50% more than the estimate. A third peak appears in the downstream
PCBs at around 450 kHz, which could be a harmonic. These frequencies generally
agree with the results of Craig and Saric [3], who detected frequency content in the
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80-130 kHz band on the lee side of their vortices. The higher frequency modes are
above the bandwidth of their hot wire.
Figure 7.3 shows the coherence between successive sensors. In Figure 7.3(a), PCBs
1 and 2 show strong coherence at the lower, type-I frequency band. Moving farther
down and across the streak, PCBs 2 and 3 measure both instabilities, as illustrated in
7.3(b). Further PCBs cease to measure a coherent wave in the type-I band, but there
is strong coherence in the higher bands.
These data seem to show the existence of two separate modes of secondary
instability in different regions of the stationary vortex. Each mode has a distinct
frequency, and has high coherence between downstream sensor pairs. The coherence
measured between PCBs 2 and 3 (Figure 7.3(b)) shows that the two modes can be
measured on the same sensor at the same time, with high coherence in separated
frequency bands.
The frequencies of the two modes are both near the type-I estimate, so it seems
unlikely that they represent type-I and type-II modes. The low-frequency mode
appears on the lee side of a streak, which is likely under the shoulder and bulge of a
stationary vortex. The high-frequency mode appears under the streak, which should
also be under the trough of the vortex. This indicates the frequencies are inversely
proportional to local boundary-layer thickness.
The variation of frequency across the streak has been measured in other cases, see
for instance Section 6.1. However, the present data have been collected in the same
run, so coherence can be calculated. The high, band-limited coherence for each mode
is further evidence that frequency jumps like those seen here and in Section 6.1 are





































(a) Full heat-transfer image of the Mark II cone. The lee ray is near the upper






































(b) The heat-transfer image of (a) zoomed to highlight the
PCB locations.
Figure 7.1. TSP-calculated heat transfer of the condition in Figure
7.2. Flow is from right to left.
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(a) Spectra for PCBs 1 and 2.



















(b) Spectra for PCBs 3 - 5.
Figure 7.2. Power spectra of multiple instabilities under a single streak.
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Frequency, kHz


















(a) PCBs 1 and 2.
Frequency, kHz


















(b) PCBs 2 and 3.
Frequency, kHz


















(c) PCBs 3 and 4.
Frequency, kHz


















(d) PCBs 4 and 5.
Figure 7.3. Coherence between successive PCBs for the instability in
Figure 7.2. The dashed lines are the type-I frequency estimate at the
upstream PCB location.
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7.2 Measurements In Several Azimuthal Locations at the Same Axial
Stations
Using the Modular Cone, a series of runs were conducted to map the spatial
location of the secondary instability. The dimpled-Torlon roughness insert #1 was
used, with a wavenumber of 50. The insert was kept in the same position during all
the runs; only the Sensor Frustum was rotated between runs. These runs, 505-514,
are the same runs used in Cases 3 and 4 (Section 5.1.1). The repeatability of the TSP
and PCB data shown for those cases also applies here.
Figure 7.4 shows a TSP-calculated heat-transfer image from Run 511. The dark
patches at about 0.35 m are bubbles in the paint that have been sanded smooth. In
this image, the top row of PCBs is at 142◦ from the windward ray. The unit Reynolds





































Figure 7.4. TSP-inferred heat transfer of the Modular cone during a
mapping run. Re∞ = 10.9× 106 /m. Run 511.
Figure 7.5 shows the power spectra of PCB 3 as it is rotated over several runs
from 133◦ to 142◦ from the windward ray. Initially, there is a low frequency instability
whose peak frequency shifts higher by 50 kHz over the 2◦ span. As the sensor is
rotated more leeward, the higher-frequency instability grows dramatically over the
next 4◦, illustrated in Figure 7.5(b). The peak power increases more than an order of
magnitude, and the peak frequency continues to shift upward. At 139◦ the instability
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appears to have its peak power. Further rotation, shown in Figure 7.5(c), results in
decreasing power at the high frequency. However, a low frequency peak at about
150 kHz increases in power simultaneously. See Figure 6.3 for a direct comparison of
the peak frequencies and the estimated type-I frequencies at this condition. These
measurements are similar to those with the Mark II Cone in Section 7.1 which showed
high, band-limited coherence for two separate modes of instability downstream.
Figure 7.6 shows the spanwise amplitude modulation more clearly. The power
spectra of PCBs 3 and 11 (sensors at 0.366 m from the nosetip, 12◦ apart) have been
divided into two bands. One band between 100-175 kHz contains the lower frequency
peaks and the other between 175-325 kHz captures the higher frequencies. These
bands are shown in Figure 7.5(c). Each band in the power spectrum was integrated,
and the square root of the integral represents the RMS amplitude of the fluctuations
within that band. The amplitudes have been represented here as a percentage of the
edge pressure at the azimuthal location of the PCB. The band amplitudes are plotted
in Figure 7.6 with the local heat transfer for comparison. This heat transfer is the
average over the 10 runs used at x = 0.364 m. The repeatability in streak position
and amplitude is discussed in Section 5.1.1.
The secondary instabilities appear to be spatially localized. The higher frequencies
are concentrated under the peak heating areas of the streak, whereas the lower
frequencies concentrate between streaks. This is especially true for the PCB 11 data.
The high-frequency data from PCB 3 appear to be concentrated more on the leeward
side of a heating peak.
Recall that the high-heating streaks are likely the troughs of the vortices. If
these instabilities are trapped second-modes which scale inversely with boundary-layer
thickness, as suggested by Moyes et al. [17], the higher-frequency instability would be
under the thin trough of the stationary vortex, as observed. More computations are
necessary to understand the spatial extent of the various secondary instabilities under
these conditions. Future tests will close the gap between 130◦ and 133◦, and measure
both higher and lower azimuthal angles.
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The instability amplitudes can be calculated in the same way for all the sensors.
They can then be interpolated between about 120 - 136◦ and 0.33 - 0.38 m, with data
points every 6.3 mm in the axial direction and every 1◦ azimuthally. Figure 7.7 shows
a contour plot of the low-frequency band (100-175 kHz) and high-frequency band
(175-325 kHz) amplitudes. At 119-120◦, 125-126◦, 130-131◦, and 137◦ there are 12 mm
between successive axial points. The dashed lines are the experimental heat-transfer
streak trajectories from one of the runs used to collect the data. Note that in Figure
7.7(a) the amplitude scale is about half that of Figure 7.7(b).
The regions of high amplitude for both bands are roughly aligned with the streak
trajectories, supporting that the measured disturbances are secondary instabilities.
It is also apparent that the regions of high amplitude in one band correlate with
regions of low amplitude in the other. The high-frequency instabilities seem to follow
the near-center of the streak while the low frequencies are concentrated in between
the streaks. Figure 7.8 shows a drawing of these measured locations compared to
the predicted type-I and type-II locations on the vortices. The streaks in the TSP
are likely under the thin trough between the vortices, and upwelling of the vortex
is between two streaks. The measured high-frequency mode is then underneath the
trough, and the measured low-frequency mode is under the vortex upwelling. The
measured instability locations do not seem to match either of the low-speed predicted
modes. However, they are qualitatively similar to computational results from Moyes
et al. [17] and Li et al. [49], which show second-mode disturbances modulated by the
stationary vortices.
149
















Re = 3.99e+06, X = 0.3663 m
θ = 133, Run 514
θ = 134, Run 513
θ = 135, Run 512
(a)
















Re = 3.99e+06, X = 0.3663 m
θ = 135, Run 512
θ = 136, Run 505
θ = 137, Run 506
θ = 138, Run 507
θ = 139, Run 509
(b)
















Re = 3.99e+06, X = 0.3663 m
θ = 139, Run 509
θ = 140, Run 508
θ = 141, Run 510




Figure 7.5. Series of PCB 3 power spectra for 10 runs wherein the
sensors are rotated toward the lee ray.
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RMS Amplitude 100-175 kHz




Figure 7.6. A comparison of the RMS amplitude of the secondary
instabilities and the calculated heat transfer from TSP. Note there is
data from two sensors included. Re = 3.98× 106, Re∞ = 10.9× 106
/m.
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(a) Bandpass filtered 100 - 175 kHz. Contours
every 0.003.
0.34 0.35 0.36 0.37


















































(b) Bandpass filtered 175 - 325 kHz. Contours
every 0.005.
Figure 7.7. Contour plots of the interpolated pressure amplitude data
collected in the mapping runs. Re∞ = 10.9× 106 /m.
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Figure 7.8. Hypothesized instability locations with respect to the
vortex for the present experiment.
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8. CONCLUSIONS AND FUTURE WORK
The purpose of the present experiment was to study the secondary instabilities of
hypersonic stationary crossflow vortices. A sharp, 7◦ half-angle circular cone was
used in the Boeing/AFOSR Mach-6 Quiet Tunnel. Several fast pressure sensors
and temperature sensitive paint were used to measure the primary and secondary
instability properties.
1. The repeatability of the TSP amplitude was examined for several runs. In general,
the heat-transfer amplitude calculated using the TSP is not very repeatable. The
mean heat transfer can vary by ±20%, and the effects of the tunnel start-up last
for up to 1 s. However, the amplitudes of the stationary vortices, calculated using
the peak-to-peak amplitude of streaks in the TSP, tend to be more repeatable.
Unfortunately, this amplitude can often be difficult to calculate. When streaks
in the TSP are obscured by sensors or imaging artifacts, it can be impossible.
In addition, when the amplitudes are small, noise in the TSP can mask the true
amplitude of the streak.
2. The repeatability of streak locations in the TSP was also examined. High-
amplitude streaks tend to have very similar locations across multiple runs.
Low-amplitude streaks are more variable, but this may be an effect of the low
sensitivity of the TSP. Low-amplitude streaks are difficult to distinguish from
the noise. In addition, the repeatability of the streak locations seems to be
better for the MW cone than for the Modular cone. This may be because the
MW cone is not rotated between runs, so the TSP surface is in the same place.
The particular patch of TSP under a given vortex changes between runs with
the Modular cone.
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3. Several cases of secondary instabilities were measured in detail. There were two
basic methods to measure the growth of the secondary instabilities: varying
the unit Reynolds number at a single axial location, and varying the axial
and azimuthal locations along a streak at a constant unit Reynolds number.
Measurements made by sweeping the unit Reynolds number give a full view
of the transition process, from first appearance of the secondary instability to
transition. Growth of type-I secondary instabilities were measured using this
method at 132◦ and 157◦ from the windward ray. These two cases show similar
peak amplitudes and transition lengths, suggesting an eN correlation based
on secondary instability amplitude may be helpful for predicting stationary-
crossflow-dominated transition at high speeds.
The alternative measurement method, to measure along a vortex, was also
used to measure the growth of type-I secondary instabilities. However, the
measurement length was not large enough to capture the complete growth of
the instability. In addition, two cases of potential type-II secondary instabilities
were measured, one of them over the full course of transition. It is unclear what
changes caused the appearance of this different type of instability.
Despite the wide range of measurement techniques, unit Reynolds numbers, and
azimuthal locations, the growth of all the secondary instabilities had a number
of similarities. Peak growth of the instabilities varied between e2.8 and e4.5,
only slightly more than 1 factor of e. In addition, the linear growth rate of the
instabilities had a 50% variation, between about 30 and 60 /m. It is unknown
how the growth rate is affected by unit Reynolds number and azimuthal angle.
For the four measurements made at around 130◦ and 10.9× 106 /m — three of
type I and one of type II — the variation in the measured growth rate is only
about 10%.
The cases presented in this work represent only a small fraction of the total
secondary instability measurements. However, too many measurements were
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made to allow a detailed investigation of each, let alone to present in a coherent
thesis. The cases in this work are meant to be representative of the instabilities
examined by the author, or to show interesting and unusual features (as in the
case of the type-II instabilities).
4. In general, the measured peak frequencies of the secondary instabilities were
near either the type-I or type-II frequency estimates. Some of the variability
in peak frequency may be explained by the changing local boundary-layer
thickness due to the presence of stationary vortices. When sensors were rotated
underneath streaks in the TSP, the measured peak frequencies fluctuated around
the estimated type-I frequency.
In addition, the velocity of the secondary instability was investigated. The
secondary instability travels in wave packets. The group velocity of these
packets is within about 20% of the edge velocity, for a wide range of unit
Reynolds numbers and azimuthal angles.
5. By rotating sensors across stationary vortices over several runs, it appears that
two separate modes of the secondary instability coexist: a high-frequency mode
under the trough of the vortex and a low-frequency mode under the shoulder of
the vortex. The amplitude of one mode is high when the other is low, and vice
versa. The amplitudes of each mode were measured using several sensors and
interpolated over a patch of the cone surface. This revealed that the localization
and growth of the two modes generally follow the trajectory of the streaks in
the TSP. The locations of the measured modes with respect to the vortices do
not seem to match computational predictions for true secondary instabilities.
Computations by Moyes et al. [17] and Li et al. [49] show that the second
mode can be modulated between crossflow vortices and highly amplified. In the
computations of Li et al., the trapped second mode was more highly amplified
than the true secondary instability. Neither of these computations was for the
conditions of the present data, but they are still enlightening. It is possible that
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the measured secondary instabilities were not type I or II, but rather the second
mode. Without data from within the boundary layer, it is difficult to determine
which instability is responsible for transition in the experimental dataset.
6. There are four primary sources of uncertainty with this data set. The first is the
aforementioned TSP amplitude and location repeatability. This can be mitigated
in the future by comparing to other measurement techniques. The second are the
PCB calibrations. This is an especially important source of uncertainty for Cases
3 and 4, when different PCBs are measuring different locations on a streak. This
problem can be mitigated by using improved PCB calibrations. A third source
of uncertainty is the width of the PCB. The nature of how the PCB measures
over its sensing surface is unknown, and the PCB spans about 4◦. Unfortunately,
there are no smaller pressure sensors with the required bandwidth, so for the
time being there is no way to mitigate this uncertainty. The last source of
uncertainty is the normalization pressure. The measured amplitudes are large,
and so small changes in calculated edge pressure can result in equivalently large
changes in calculated amplitude. Fortunately, even if the edge pressure is off by
a large factor, this will not affect the calculated logarithmic growth or growth
rates, as any constant multiplier is ignored by those calculations. Uncertainty in
the mean flow should only affect the calculated amplitudes.
8.1 Future Work
It goes without saying that the measurements in this work are far from complete.
Though considerable progress has been made with respect to measuring and under-
standing the secondary instabilities, there is much left to do. The following is a
(non-comprehensive) list of suggestions for future work.
1. TSP reliability needs to be improved, both with respect to the streak locations
and amplitudes. Understanding the growth of the primary instability is critical
to understanding the growth of the secondary instability. In addition, reliable
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primary-instability amplitudes are necessary to compute the secondary instability.
Some future experiments should be dedicated to better understanding the limits
of the TSP and trying to find alternative methods for measuring primary wave
amplitudes.
2. Most of the cases presented in this work used the dimpled-Torlon roughness
elements manufactured for the experiments of Ward [32]. These roughness are not
as well controlled as the new RIM roughnesses created by Chynoweth [40]. Future
experiments should repeat the Modular cone rotation experiments (Section 7.2)
with the RIM roughnesses, over a wider range of azimuthal angles. How do small
variations in roughness height and spacing affect the surface-pressure footprint
of the secondary instabilities?
3. The cases which measured the full growth of the secondary instabilities relied on
varying the unit Reynolds number and measuring at a single axial and azimuthal
location. Both the unit Reynolds number and azimuthal location have an effect
on transition, and so measurements along a vortex at a constant unit Reynolds
number should give a “truer” idea of the growth of the secondary instabilities
on a real vehicle. However, the current measurements of this type are limited
in measurement length. Future measurements will incorporate more sensors
over a longer axial distance in an attempt to measure the full development of
the secondary instability at one unit Reynolds number. In addition, calibrated
PCBs should be used, as it has been shown that differences in calibrations can
account for some of the measured amplitude variations. Using calibrated PCBs
would help to determine if this is the true cause of those variations.
4. Due to the sensitivity of the crossflow instability to freestream noise levels, data
on secondary instabilities of stationary crossflow waves must, at present, be
taken in quiet tunnels. However, there are currently only two hypersonic quiet
tunnels in the United States, and both run at Mach 6 with cold flow (a Mach
3.5 quiet tunnel at NASA Langley has also been used to measure stationary
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wave breakdown on a cone at angle of attack [33]). To better understand how
crossflow will behave on a flight vehicle (at different Mach numbers and high
enthalpies), a method should be found which can force stationary waves to be
the dominant mechanism in noisy flow. One way to do this may be to use large
amplitude roughness, which will increase the initial amplitude of the stationary
vortices. Secondary instabilities of the stationary crossflow waves may have
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A. SELECTED RUN CONDITIONS
A.1 Case 1
Table A.1. Run conditions for Case 1 runs.
Run Time, s Re∞, 106/m, T0,i, K p0,i, psia T0, K p0, psia
120 1 11.9 429.1 167.9 420.1 154.2
121 1 10.7 428.1 149.4 419.1 137.2
121* 1.5 10.5 415.3 132.9
122 1 11.4 428.2 159.4 419.3 146.7
123 1 10.1 426.1 139.9 417.3 128.8
124 1 9.35 432.4 133.3 423.4 122.4
125† 1 10.5 431.1 149.1 421.3 136.2
125* 1.13 10.5 422 137
126† 1 10.5 430.7 149.3 420.7 136.4
* Used for repeatability comparison.
† Used for roughness comparison.
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A.2 Case 2
Table A.2. Run conditions for Case 2 runs.
Run Time, s Re∞, 106/m, T0,i, K p0,i, psia T0, K p0, psia
219* 1.5 8.12 430 110.9 417.1 103.6
221 1 9.05 428 120.5 419.2 116.5
223* 0.75 8.11 437 110.9 430.2 109
223 1 8.04 428.1 107.2
224 1 6.32 432 85.5 423.2 82.6
225 1 5.92 432.6 80.2 423.9 77.7
226 1 10 432.9 136.3 423.9 131.7
227 1 7.15 429.8 95.8 421.1 92.7
228 1 11.2 430.4 150.8 421.4 145.5
* Used for repeatability comparison.
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A.3 Case 3
Table A.3. Run conditions for Case 3 runs.
Run Time, s Re∞, 106/m, T0,i, K p0,i, psia T0, K p0, psia
504* 1.21 10.9 429.1 149.4 418.8 139.6
505* 1 10.9 432.3 150.2 423.6 142.3
505 0.89 10.9 424.4 143.2
506 1.24 10.9 430.5 150.7 419.7 140.5
507 1.11 10.9 429.8 149.9 420.3 140.9
508 1.16 10.9 429.5 149.7 419.8 140.6
509 1.2 10.9 429.1 149.8 418.9 140.1
510 1.11 10.9 429.3 149.6 419.9 140.7
511 0.50† 10.8 437.7 150.5 432.8 147.2
512 0.76 10.9 433.5 150.1 426.8 144.6
513 0.94 10.9 431.3 149.8 423.2 142.6
514 1.07 10.9 429.8 149.7 420.6 141.1
* Used for PCB repeatability comparison.
† TSP was calculated at t = 0.6 s.
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A.4 Case 4
Table A.4. Run conditions for Case 4 runs. For initial conditions see Table A.3.
Run Time, s Re∞, 106/m, T0, K p0, psia
506 1.28 10.9 419.4 140.1
508 1.2 10.9 419.3 140.1
511 0.5 10.8 432.8 147.2
512 0.81 10.9 426.5 144.3
514 1.11 10.9 420.3 140.8
A.5 Case 5
Table A.5. Run conditions for Case 5 runs.
Run Time, s Re∞, 106/m, T0,i, K p0,i, psia T0, K p0, psia
413 1 10.4 424.8 141.7 416 131.9
414 1 8.6 420.7 115.4 412.2 107.5
415 1 9.25 420.2 123.8 411.72 115.5
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A.6 Case 6
Table A.6. Run conditions for Case 6 run.
Run Time, s Re∞, 106/m, T0,i, K p0,i, psia T0, K p0, psia
210 0.5 11.5 429.1 150.9 424.2 150.7
210 1 11.3 420.2 145.9
210 1.5 11.1 416.2 141
210 2 10.9 411.9 135.9
A.7 Run 323
Table A.7. Run conditions for Run 323 used in Chapter 7, Section 7.1
Run Time, s Re∞, 106/m, T0,i, K p0,i, psia T0, K p0, psia
323 1 7.69 421.2 103.6 412.7 96.4
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B. INTERMITTENCY CALCULATION PARAMETERS
Case 1 2
Low-Freq. Band, kHz 100-200 11-90
High-Freq. Band, kHz 200-400 100-200
Low-Freq. Thresh. 0.1 0.3
√−(Re∞ − 12E6)/9E6
High-Freq. Thresh. 0.01 0.0625
√−(Re∞ − 12E6)/9E6
Wave-Packet Mult. 100 500
168
C. DRAWINGS OF CONE MODELS

















































































































































































































































































































































































































































































































































































































































































































































































































































































Mark II Cone Drawings
178


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Roughness Insert Baseline Drawing
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E.1 TSP Processing Code
The TSP processing code can be found in Reference [40], Appendix C.
E.2 PSD Code
,
1 function [PCB_PSD , PCB_F , pxxc] = getPCB_PSD(DATA , sample_rate ,
FREQ_RES)
2 % returns PCB PSD and frequency vectors
3 % INPUTS:
4 % RUN: run number
5 % PCB_num: PCB number
6 % TIME: time (s)
7 % FREQ_RES: frequency resolution of PSD in Hz
8 % PCB_CAL: calibration for the PCB (mV/psi)
9 % NORM: normalization pressure (default 1)
10 %
11 % OUTPUTS:
12 % PCB_PSD: PSD in (p’/pnorm)^2/Hz
13 % PCB_F: frequency vector in kHz
14 %
15 % based on Quick -Look PCB by Brandon Chynoweth and Ryan Henderson
16 % Josh Edelman , Made June 2015
17
18
19 WindowSize = sample_rate/FREQ_RES;
20 fprintf(’# of point in window = %.0f\n’,WindowSize)
21 fprintf(’Frequency Resolution = %.0f Hz \n’,FREQ_RES)
203
22 PercentOverlap = 50;
23 noverlap = round( (PercentOverlap /100)*WindowSize );
24 nfft = WindowSize;
25
26 A_less_mean = DATA -mean(DATA);
27 [PCB_PSD ,fpsd , pxxc] = pwelch(A_less_mean ,hann(WindowSize),noverlap
,...
28 nfft ,sample_rate , ’ConfidenceLevel ’ ,0.95);
29 PCB_F = fpsd /1000;
30
31 end
E.3 Coherence and CPSD Code
,
1 function [ PCB_Cxy , PCB_F , PCB_tau , PCB_tau_F , PCB_tau_2 , theta ] =
getPCB_Coherence( DATA1 , DATA2 , sample_rate , Freq_Reso )
2 % returns PCB coherence and frequency vectors
3 % INPUTS:
4 % DATA1: time series of first PCB
5 % DATA2: times series of second PCB
6 % sample_rate: sampling frequency in Hz




10 % PCB_Cxy: PCB magnitude squared coherence gamma ^2
11 % PCB_F: frequency vector in (kHz)
12 % PCB_tau: group delay , microseconds
13 % PCB_tau_F: frequency vector for CPSD and CPSD phase
14 % PCB_tau_2: unused
15 % theta: CPSD phase
16 %




20 Freq_Reso = 5000;
21 end
22
23 WindowSize = sample_rate/Freq_Reso;
24 fprintf(’# of point in window = %.0f\n’,WindowSize)
25 fprintf(’Frequency Resolution = %.0f Hz \n’,Freq_Reso)
26 nOverlap = round (0.5* WindowSize);
27 nfft = WindowSize;
28
29 demean = @(x)(x - mean(x));
30
31 figure (2)
32 [PCB_Cxy ,PCB_F] = mscohere(demean(DATA1),demean(DATA2),WindowSize ,
nOverlap ,nfft ,sample_rate);
33 PCB_F = PCB_F /1000;
34
35 [Pxy ,PCB_tau_F] = cpsd(demean(DATA1),demean(DATA2),WindowSize ,
nOverlap ,10*nfft ,sample_rate);
36 theta = smooth(unwrap(angle(Pxy)) ,100);
37 %PCB_tau = (theta ./(2* pi*PCB_F *1000))*1e6; % in microseconds
38 PCB_tau = [0;(0.5/ pi)*(diff(theta)./diff(PCB_tau_F))]*1e6;
39 PCB_tau_2 = 1e6*theta ./(2* pi*PCB_tau_F);
40 PCB_tau_F = PCB_tau_F /1000;
41 end
E.3.1 Wave Speed Code
,
1 cohereCriteria = double(PCB_Cxy >0.4);
2 cohCrit2 = logical(interp1(PCB_F ,cohereCriteria ,PCB_tau_F));
3 PCB_tau_F = PCB_tau_F(cohCrit2);
4 PCB_coh_theta = PCB_coh_theta(cohCrit2);
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5
6 range = (PCB_tau_F >100 & PCB_tau_F < 300);
7 p = polyfit(PCB_tau_F(range), PCB_coh_theta(range), 1);
8 linFit = 1000*0.0254*0.5./(p(1) /(2*pi))/EDGEVs(ii)
