On the Piltz divisor problem in algebraic number fields by Ulrich Rausch (Ulm) 1. Introduction. Let K be an algebraic number field, and let k ≥ 2 be a fixed rational integer. Given an ordered system (K j ) = (K 1 , . . . , K k ) of k ideal classes (in the widest sense), we consider, for integral ideals a = (0), the divisor functions As usual, there are two possible ways of defining summatory functions. The first of these, leading to the Piltz divisor problem for ideals and not dealt with here, is exemplified by
taken over those integral ideals a = (0) in K whose norm N (a) does not exceed the positive variable x. Being basically one-dimensional, sums of this type can be treated with standard tools of analytic number theory such as [41] Perron's formula. For results, see [12] , [13] , [14] , and the references given in [7] .
The problem we are concerned with in this paper, commonly referred to as the Piltz divisor problem for numbers, is harder in some respects, mainly because of its higher dimensionality and the essential role played by the units of K. In detail:
Suppose that K is of degree [K : Q] = n = r 1 + 2r 2 (in the standard notation). Let d denote the discriminant of K, h the class number, R the regulator, w the number of roots of unity, and r = r 1 + r 2 − 1 the number of fundamental units. The conjugates of a number ν ∈ K are denoted by ν (p) (p = 1, . . . , n), and its norm by N (ν). Let e p = 1 for p = 1, . . . , r 1 , 2 for p = r 1 + 1, . . . , r + 1.
Further, let x = (x 1 , . . . , x r+1 ) ∈ R r+1 + denote a vector of positive real variables and
We investigate the sums (1.4) extended over all non-zero integers ν ∈ K subject to the inequalities |ν (p) | ≤ x p (p = 1, . . . , r + 1). Here we have set
(ν) denoting the principal ideal generated by ν. These functions are known to satisfy asymptotic relations of the form D k (x; (K j )) = A k XP k (log X; (K j )) + ∆ k (x; (K j )), provided K 1 . . . K k = K 0 , the principal class, and
where for any δ > 0, k/2 denoting the least rational integer ≥ k/2. The method used runs, in essence, as follows: First, D k (x; (K j )) is expressed, by means of Siegel's summation formula, as a series of complex integrals involving a product of Hecke zeta-functions with Grössencharacters. Then the path of integration is shifted into the critical strip, in the course of which the main term occurs as a residue. Finally, the integrals along the new path are estimated, which yields an upper bound for the remainder term. For this purpose, Grotz employed an inequality of Phragmén-Lindelöf type for Hecke's zeta-functions.
Using a more refined summation formula, in 1990 I improved on (1.6) by showing that
(see [10] ). In the same year, Söhne [12] , [13] succeeded in giving sharper bounds for Hecke's zeta-functions on the critical line and obtained as a consequence
for any δ > 0, which is better than (1.7) if nk ≥ 7. The reader will, however, notice that none of these results, when specialized to the rational field, contains even the elementary estimate ∆ 2 (x) x 1/2 in the classical Dirichlet divisor problem.
In the present paper we choose a modified approach. We shift the integrals mentioned above further to the left, beyond the critical strip, into the left half-plane. Then, after having transformed the Hecke zeta-functions by means of their functional equation, we apply the summation formula once again, this time "backwards", in order to eliminate the zeta-functions and to recover a series extended over numbers (instead of ideals). The terms of this series are integrals which can be evaluated by the saddle-point method. The result, stated as Lemma 7.1, is an equation for ∆ * k bearing close analogy to the Voronoȋ summation formula associated with the classical divisor problem. From this equation, upper and, for the first time, also lower bounds for ∆ * k are derived by arguments similar to those commonly used in the rational case. Our results are:
The -constant depends only on K and k.
Although our method, unlike Söhne's, does, as yet, not involve any nontrivial exponential-sum estimates, this is better than (1.8) if (k − 3)r 1 + (2k − 3)r 2 ≤ 6, that is, in the following cases:
• k = 2, r 2 ≤ r 1 + 6, in particular for all totally real fields; • k = 3, for fields with r 2 ≤ 2;
• k = 4, for cubic fields and all totally real fields of degree ≤ 6; • k = 5, for totally real quadratic and cubic fields; • k = 6, for real quadratic fields.
log x are recovered.
When specialized to the rational field, these theorems give
which is due to Hardy [2] , and, for k ≡ 1 (mod 4),
which is a special case of Szegö and Walfisz [14] . In particular, Hardy's results
on the Dirichlet divisor problem are included. Except for k ≡ 1 (mod 4) and apart from sign information, these estimates are not far from the best known today in the rational case, falling short by powers of log log x at most.
One final remark has to be made. The arguments leading to (1.6), (1.7), and (1.8) work equally well when the summation in (1.3) and (1.4) is restricted to totally positive numbers ν, or, what comes to the same thing, when the terms of these sums are multiplied by a sign character. In our method, however, this would cause additional difficulties. I have indicated in the proof of Lemma 7.1 what goes wrong then. 
A smoothing operator. Given a function
The proof is easy and can be left to the reader.
The next lemma gives a quantitative result. It requires a definition. The function α : 
• M has continuous first-order partial derivatives such that
• ε is continuous and 0 < ε(X) ≤ 1; In the Ω-direction we have and an ε > 0 such that
. . , κ 14 denote positive constants depending only on κ 1 , . . . . . . , κ 6 , α (1) , and n. We assume that, with some > 0,
Let T > 0 -the exact value of T will be chosen later -and consider
for |v| ≤ T.
. It follows that
Comparing this to the hypotheses of the lemma, we find that
for arbitrarily large values of X. Hence ≥ κ 14 , and the assertion follows.
J ε can be interchanged with the process of taking residues:
. Let the function g(s) be holomorphic and single-valued for
, and let
3. Summation formulas. Two slightly modified versions of the summation formula from [10] are given. We extend K to a system Z of ideal numbers α, β, . . . together with conjugates α (p) , β (p) , . . . ; for details, see [3, Sect. 2] . Z splits into a finite number h of classes
which correspond to the ideal classes in the widest sense. Different classes have only the number 0 in common. Regarding notation, we will not distinguish between an ideal class and the corresponding class of ideal numbers.
Assuming r > 0 for the time being, we consider a free group U of totally positive units which has finite index [E : U] in the full unit group E of K. We fix a basis η 1 , . . . , η r of U and put
, we define the generalized Grössencharacter λ τ by
with E 1 (τ ), . . . , E r+1 (τ ) determined by the system of equations
r).
We further consider a complex-valued arithmetic function f defined on the non-zero ideal integers ν ∈ Z (e.g., f ( ν) = 0 outside a particular class K), such that always
Clearly, this invariance property is shared by λ τ if and only if
In that case, the Dirichlet series
is well-defined; here the summation is over a complete set of ideal integers ν = 0 which are not associated with respect to U. We shall frequently use abbreviations like
Lemma 3.1. Let the measurable function Φ : R r+1 + → C and the number σ ∈ R be such that
Then the series
where series and integrals on the right also converge absolutely. Here m ranges over Z r , the integration is along the vertical line Re s = σ, and Ψ is the Mellin transform of Φ: The second version deals with the case of a given function Ψ which is not necessarily representable as a Mellin transform.
Let the complex-valued function Ψ (s 1 , . . . , s r+1 ) be defined and continuous on the (r + 1)-space given by s p = σ + it p , t p ∈ R (p = 1, . . . , r + 1), and suppose that
and the series
are absolutely convergent. For those x and ε for which the series
is also absolutely convergent, we have the equality F (x, ε, τ ) = G(x, ε, τ ).
P r o o f. We first prove that
whenever the last series converges absolutely. To this end we keep x and ε fixed and regard τ as variable. Using the estimate [10, (1.
we find that G 0 is absolutely convergent, and that the convergence is uniform with respect to τ in any bounded set. Hence G 0 represents a continuous function of τ which clearly is periodic with period 1 in each τ q . On the other hand, the same calculations as in the proof of [10, Theorem 2.1] show that F 0 is in fact the Fourier expansion of G 0 with respect to τ ; note that
Thus absolute convergence of F 0 implies F 0 = G 0 . Now, if the series F is absolutely convergent, it can be rearranged to
with all the inner F 0 's converging absolutely as well. To complete the proof, we replace the F 0 's by the corresponding G 0 's and move the summation with respect to ( ν) U under the integral sign, as we may by absolute convergence.
The above results also hold for r = 0 if we then put U = {1}, R(U) = 1, τ = 0, E 1 (0) = 0, and keep in the sum over m only the term with m = 0; cf. [10, Sect. 2] .
In this sense, the following computations will always include the case r = 0.
The generating Dirichlet series.
Let U be any unit group as specified in Section 3, and let λ m , m ∈ Z r , be a corresponding Grössencharacter according to (3.2) . Then, given a system (K j ) = (K 1 , . . . , K k ) of ideal classes, we consider the analytic function defined for Re s > 1 by
the summation being over a complete set of non-zero integers ν ∈ Z which are not associated with respect to U.
is an entire function, except for m = 0 when its only singularity in C is a k-fold pole at s = 1 such that
We have the functional equation
in which ( δ) = d is the different of K, and the class K j is determined by
P r o o f. We assume first that λ m (η) = 1 for every unit η ∈ E. Then, collecting associated numbers and using (3.1), we find that
where ζ(s; λ m , K j ) is Hecke's zeta function:
summed over all integral ideals ( µ) = (0) in the class K. According to Hecke [3] (see also Landau [6, Sect. 13]), ζ(s; λ m , K) is holomorphic throughout C, except that for m = 0 it has a simple pole at s = 1 with residue
There is a functional equation which can be put in the form 
if − ≤ σ ≤ 1 + and |s − 1| ≥ 1/4, the -constant depending only on K, k, and .
Asymptotic evaluation of integrals.
We investigate the behaviour of
for B > 0 and ε > 0, when the analytic function ψ is subject to certain conditions (which guarantee in particular that the value of the integral is independent of σ > 0). This involves a fairly lengthy application of the saddle-point method. Fortunately we can, after a suitable change of variables, take most of the computations without alteration from [9] , where a special case is studied. 
where
By (5.3) we have
. But, apart from the constant factor ce iδ , this is formula (9) of [9] . Evidently, the calculations leading to the proof of [9, Hilfssatz 3] apply to any function H(s) satisfying this asymptotic relation.
Hence, if we define the contours W 1 , W 2 , W 3 , and W as in [9] and use (5.2), we get
H(s) ds
and 
The O-constants depend only on k, a, and κ. . In that range, the assertion therefore holds trivially.
It follows that
ψ(s) = 1 s − 1 π Γ s + a 2 Γ s + 2 2 sin πs 2 k = 2 −ak/2 e −kπi/2 exp ks log s 2 − 1 − πi 2 + ak 2 − 1 log s × 1 + O 1 t + 1 .
Series estimations.
As before, let (K j ) = (K 1 , . . . , K k ) be a system of ideal classes.
+ , the sum being taken over all integers ν = 0 in Z (or , equivalently, in K 1 . . . K k ). Then, for any δ with 0 < δ < 1,
where the -constant depends only on K, k, and δ.
P r o o f. We apply Lemma 3.1. The Mellin transform in question is
and
Hence Lemma 3.1 tells us that
2 ds for 1 < σ < 2 and ε > 0, and that S(x) converges for almost all x ∈ R r+1 + . But, since the Φ p 's are decreasing, this implies already that S(x) is uniformly convergent on every compact subset of R r+1 + . Hence S : R r+1 + → R + is continuous, and thus lim ε→0+ J ε S(x) = S(x) by Lemma 2.1.
On the other hand, as a consequence of 
where κ > 0 depends only on the basis η 1 , . . . , η r of U underlying the definition of the numbers E p (m). It follows that the right-hand side of (6.1) is absolutely convergent also for ε = 0; hence
x −e p (s−iE p (m)) p ds for 1 < σ < 2, and the choice σ = 1 + δ yields the assertion. Q(− log X), where Q is a polynomial of degree k − 1 which depends on K, k, (K j ), and -continuously -on the y p 's, and has positive leading coefficient. The assertion is now immediate. 3 be a partition of {1, . . . , r + 1} into three (possibly empty) subsets. For x ∈ R r+1 + and ε > 0, let
for 0 < ε ≤ 1 and any δ with 0 < δ < 1. The -constant depends only on K, k, and δ.
P r o o f. The series can be reduced to the one dealt with in Lemma 6.1 by putting
and the assertion follows since b ≤ nk/2 and
The constant c 2 , 0 < c 2 ≤ 1/2, and the constants implied by the symbols and depend only on K and k.
P r o o f. Again, the assertion follows as a consequence of
where S is the series considered in Lemma 6.2 with
. . , r + 1).
A Voronoȋ-type equation.
Once we have introduced ideal numbers, there is no advantage in restricting ourselves to the principal class; so we extend our earlier definition of D k (x; (K j )) to arbitrary systems (K j ) = (K 1 , . . . , K k ) of classes by setting
where the sum is over all ideal integers ν = 0 in the region | ν
The main term in the asymptotic expansion of D k (x; (K j )) will turn out to be
which, by Lemma 4.1, is of the form
with a monic polynomial P k (·; (K j )) of degree k − 1.
We shall now establish an equation connecting the remainder
with an infinite series, analogous to the Voronoȋ summation formula.
where (K j ) is the system of classes
The series is absolutely convergent. For x ∈ R r+1 + , 0 < ε ≤ 1/2, and 0 < δ < 1, the following equality holds:
The O-constants depend only on K, k, and δ.
P r o o f. We apply Lemma 3.1. As long as the general requirements of Section 3 are met, the particular choice of the group U is immaterial. For Φ we take the characteristic function of the unit cube (0, 1]
r+1
; then in place of x, we have for σ > 1,
If m = 0, the integrand is an entire function: the poles of
are cancelled by trivial zeros of Z k which are exhibited in the functional equation (4.1). (The situation changes completely if the terms in the sum (7.1) are weighted by a sign character or even a genuine Grössencharacter: the trivial zeros are then no longer located in the right places, and an infinity of unpleasant residues occurs.) Now let m = 0. Then the integrand is holomorphic everywhere except at s = 1 and possibly at s = 0. The residue at s = 1 can, by Lemma 2.4, be put in the form J ε M k (x; (K j )) with M k given by (7.2). As is easily concluded from (4.1), Z k (s; 1, (K j )) has a zero of order rk (i.e., no zero if r = 0) at s = 0. Hence the point s = 0 is a simple pole for the integrand if r = 0, and a regular point otherwise. In any case, the contribution of s = 0 is 1. In view of Lemma 4.2, we may now move the path of integration to the left, across the critical strip, to the line Re s = −σ, where σ > 0. Since J ε is a linear operator, it follows that
Here we apply the functional equation (4.1) and make the change of variables s → −s, m → −m. Then the right-hand side becomes
In the next step we employ the summation formula once more, this time in the version of Lemma 3.2, in order to get back a sum over numbers. In the notation of Lemma 3.2, we put
where I ε is the integral defined by (5.1). Hence, by Lemma 3.2,
provided that the series is absolutely convergent, which we will prove now. By Lemma 5.3, applied with a = κ = e p , we have for B > 0 and 0 < ε ≤ 1/2,
Inserting this and multiplying, and observing that
we obtain
where the sum is over all partitions of {1, . . . , r + 1} into three subsets
The series S * k are those considered in Lemma 6.3, taken at the point x = (C 1 x 1 , . . . , C r+1 x r+1 ). Hence, the second O-term is
Finally, S k (x, ε; (K j )) is majorized by a constant multiple of S * k (x , ε; (K j )) and thus, by Lemma 6.4, absolutely convergent.
It also follows that
we shall use this inequality in the next section. Further, as an immediate consequence of (1.5), there is a corresponding Voronoȋ formula for ∆ k (x), namely
valid under the same conditions. Here ) and (7.3), we have for x ∈ R r+1 + and 0 < ε ≤ 1/2,
We now choose
Then α and β are moderately growing functions, and
Moreover, ε(X)β(X) α(X), and the right-hand side of (8.1), when taken at ε = ε(X), is α(X), too. Hence, by Lemma 2.2,
and, by (1.5), the same holds for ∆ k (x). For X ≥ 2, the assertion follows.
Proof of Theorem 2.
In the remaining sections, c 3 , . . . , c 32 denote positive constants which, as well as all constants implied by the symbols and , depend only on K and k. With (K j ) defined as in Lemma 7.1, let M denote the set of integers ν = 0 in
We fix a number µ ∈ M such that |N ( µ)| is minimal and divide M into the subsets
and M = M\M . Accordingly, we split S k (x, ε; (K j )) into the part S corresponding to ν ∈ M and the remainder S :
We will choose x and ε in such a way as to make S the dominating part. By the inequality between arithmetic and geometric means, for ν ∈ M we have
cover an interval of length > 2π. Thus, given t, we can always find ϑ p 's such that
by (9.2) and (9.3), hence ξS k (x, ε; (K j )) ≥ e −c 6 T {c 8 − c 9 e −c 7 T }X (nk−r−1)/(2nk) .
We now choose T = c 10 so large that c 8 − c 9 e −c 7 T > 0. Then application of Lemma 7.1 with δ = 1/2 yields the following result: There exist x ∈ R + and ε > 0 such that X is arbitrarily large,
and ξJ ε ∆ k (x; (K j )) ≥ c 13 X (nk−r−1)/(2nk) .
From this, the assertion in the case of ∆ k (x; (K j )) follows by Lemma 2.3. The proof for ∆ k (x), based on (7.4), is virtually the same.
Proof of Theorem 3.
We use Diophantine approximation to find values of x such that many terms of S k (x, ε; (K j )) have the same sign.
Throughout, it is assumed that either k ≡ 1 (mod 4) or r 1 = 0 or both. We introduce a new parameter λ ≥ 1 and divide the set M defined in the previous section into if X is large enough.
To complete the proof of Theorem 3 in the case of ∆ k (x; (K j )), we apply Lemma 7.1 with δ = (2nk) −1 . If x and ε are chosen according to Lemma 10.2, and if X is sufficiently large, we obtain (−1)
V J ε ∆ k (x; (K j )) ≥ c 31 α 0 (X).
Here the right-hand side may as well be replaced by c 32 α(X), where α(X) := α 0 (X + 10), both functions having the same order of magnitude as X → ∞. However, α(X) has the advantage of being defined on the whole of R + , and of being moderately growing. Hence Lemma 2.3 is applicable, yielding the assertion.
The proof for ∆ k (x) proceeds in the same manner, starting from (7.4).
