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DARBOUX COORDINATES ON K-ORBITS AND THE
SPECTRA OF CASIMIR OPERATORS ON LIE
GROUPS
I. V. Shirokov
Abstract
We propose an algorithm for obtaining the spectra of Casimir (Laplace) operators on
Lie groups. We prove that the existence of the normal polarization associated with a
linear functional on the Lie algebra is necessary and sufficient for the transition to local
canonical Darboux coordinates (p, q) on the coadjoint representation orbit that is linear
in the ”momenta.” We show that the λ-representations of Lie algebras (which are used,
in particular, in integrating differential equations) result from the quantization of the
Poisson bracket on the coalgebra in canonical coordinates.
Introduction
The method of orbits discovered in the pioneering works of Kirillov [1, 2] (see also [3, 4]) is
a universal base for performing harmonic analysis on homogeneous spaces and for construct-
ing new methods of integrating linear differential equations. Steps towards implementing this
program were described in [5]. The main result of this work is an algorithm for obtaining the
spectra of Casimir (Laplace) operators on a Lie group via linear algebraic methods starting
with the known structure constants and the information regarding the compactness of certain
subgroups. We show that the existence of a normal polarization associated with a linear func-
tional λ is necessary and sufficient for the existence of local canonical Darboux coordinates
(p, q) on the K-orbit Oλ such that the transition to these coordinates is linear in the ”mo-
menta.” (We developed a computer program based on the computer algebra system Maple V
to evaluate the canonical Darboux coordinates for a given functional and the corresponding
normal polarization.) The subsequent ”quantization” leads to the notion of λ-representations
of Lie algebras consisting in assigning each K-orbit a special representation of the Lie alge-
bra via differential operators. The λ-representations first appeared in the noncommutative
integration method of linear differential equations [6] as a ”quantum” analogue of the noncom-
mutative Mishchenko-Fomenko integration method for finite-dimensional Hamiltonian systems
[7]. The λ-representation operators are also implicitly involved as the generators of irreducible
representations of Lie groups.
1
1 The description of K-orbits
Let G be a real connected n-dimensional Lie group and G be its Lie algebra. The action of
the adjoint representation Ad∗ of the Lie group defines a fibration of the dual space G∗ into
even-dimensional orbits (the K-orbits). The maximum dimension of a K-orbit is n− r, where r
is the index (indG) of the Lie algebra defined as the dimension of the annihilator of a general
covector. We say that a linear functional (a covector) λ has the degeneration degree s if it
belongs to a K-orbit Oλ of the dimension dimOλ = n− r − 2s, s = 0...., (n− r)/2.
We decompose the space G∗ into a sum of nonintersecting invariant algebraic surfaces Ms
consisting of K-orbits with the same dimension. This can be done as follows. We let fi denote
the coordinates of the covector f in the dual basis, f = fie
i with 〈ei, ej〉 = δij , where {ej} is
the basis of G. The vector fields on G∗
Yi(f) ≡ Cij(f) ∂
∂fj
, Cij(f) ≡ Ckijfk
are generators of the transformation group G acting on the space G∗, and their linear span
therefore constitutes the space TfOλ tangent to the orbit Oλ running through the point f .
Thus, the dimension of the orbit Oλ is determined by the rank of the matrix Cij,
dimOλ = rankCij(λ).
It can be easily verified that the rank of Cij is constant over the orbit. Therefore, equating the
corresponding minors of Cij(f) to zero and ”forbidding” the vanishing of lower-order minors,
we obtain polynomial equations that define a surface Ms,
M0 = {f ∈ G∗ | ¬(F 1(f) = 0)};
Ms = {f ∈ G∗ | F s(f) = 0, ¬(F s+1(f) = 0)}, s = 1, . . . , n− r
2
− 1;
Mn−r
2
= {f ∈ G∗ | F n−r2 (f) = 0}.
Here, we let F s(f) denote the collection of all minors of Cij(f) of the size n − r − 2s + 2, the
condition F s(f) = 0 indicates that all the minors of Cij(f) of the size n−r−2s+2 vanish at the
point f , and ¬(F s(f) = 0) means that the corresponding minors do not vanish simultaneously
at f .
The space Ms can also be defined as the set of points f where all the polyvectors of degree
n − r − 2s + 1 of the form Yi1(f) ∧ . . . ∧ Yin−r−2s+1(f) vanish, but not all the polyvectors of
degree n− r − 2s− 1 vanish.
We note that in the general case, the surfaceMs consists of several nonintersecting invariant
components, which we distinguish with subscripts asMs =Msa∪Msb . . . . (To avoid stipulating
each time that the space Ms is not connected, we assume the convention that s in parentheses,
(s), denotes a specific type of the orbit with the degeneration degree s.) Each componentM(s) is
defined by the corresponding set of homogeneous polynomials F (s)α (f) satisfying the conditions
YiF
(s)
α (f)|F (s)(f)=0 = 0. (1.1)
Although the invariant algebraic surfaces M(s) are not linear spaces, they are star sets, i.e.,
f ∈M(s), implies tf ∈M(s) for t ∈ R1.
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Example 1 (The Poincare group P 1,3). The Poincare group P 1,3 = T 4 ⊲ SO(1, 3) is the
group of motions in Minkowski space and is a semidirect product of the semisimple Lorentz
rotation group SO(1, 3) with the four-dimensional commutative group of translations T 4. The
commutation relations of the Poincare algebra P1,3 = {eab, ea} can be written as
[eab, ecd] = gadebc − gacebd + gbcead − gbdeac; [ea, ebc] = gabec − gaceb;
[ea, eb] = 0; a, b, c, d = 0, 1, 2, 3; gab = diag(1,−1,−1,−1).
We have n = 10 and r = 2 in this example. With {lab, pa} denoting the coordinates of a
covector f in the dual basis, we give the explicit form of the surfaces M(s):
(P1,3)∗ =M0
⋃
M1a
⋃
M1b
⋃
M2
⋃
M4,
M0 = {f ∈ R10 | ¬(Wapb −Wbpa = 0)}; dimM0 = 10;
M1a = {f ∈ R10 | Wa = 0, ¬(pa = 0)}; dimM1a = 7;
M1b = {f ∈ R10 | Wap0 = W0pa, ¬(Wa = 0)}; dimM1b = 7;
M2 = {f ∈ R10 | pa = 0, ¬(f = 0)}; dimM2 = 6
M3 = ∅; M4 = {f = 0}; dimM4 = 0.
(We introduce the notation W a ≡ 1
2
εabcdlbcpd, and the indices are raised and lowered by the
diagonal matrix gab.) We note that in view of the identity W
apa = 0, there are only three
independent functions among the four functions W a.
The dual space G∗ has a degenerate linear Poisson bracket
{ϕ, ψ}(f) ≡ 〈f, [∇ϕ(f),∇ψ(f)]〉; ϕ, ψ ∈ C∞(G∗). (1.2)
The functions K(s)µ (f) that are nonconstant on M(s) are called the (s)-type Casimir functions
if they commute with any function on M(s).
The (s)-type Casimir functions can be found from the equations
Cij(f)
∂K(s)µ (f)
∂fj
∣∣∣∣
f∈M(s)
= 0, i = 1, . . . , n. (1.3)
It is obvious that the number r(s) of independent (s)-type Casimir functions is related to the
dimension of the space M(s) as r(s) = dimM(s) + 2s+ r − n. Because M(s) are star spaces, we
can assume without loss of generality that the Casimir functions K(s)µ (f) are homogeneous,
∂K(s)µ (f)
∂fi
fi = m
(s)
µ K
(s)
µ (f)⇐⇒ K(s)µ (tf) = tm
(s)
µ K(s)µ (f); µ = 1, . . . , r(s).
In the general case, the Casimir functions are multivalued (for example, if the orbit space
G∗/G is not semiseparable, the Casimir functions are infinitely valued), hi what follows, we use
the term ”Casimir function” to mean a certain fixed branch of the multivalued function K(s)µ .
In the general case, the Casimir functions K(s)µ are only locally invariant under the coadjoint
representation, i.e., the equality K(s)µ (Ad
∗
gf) = K
(s)
µ (f) holds for the elements g belonging to
some neighborhood of unity in the group G.
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Remark 1. Without going into detail, we note that the spaces M(s) are critical surfaces
for some polynomial (s− 1)-type Casimir functions, which gives a simple and efficient way to
construct the functions F (s).
We now let Ω(s) ⊂ Rr(s) denote the set of values of the mapping K(s) : M(s) → Rr(s) and
introduce a locally invariant subset O(s)ω as the level surface,
O(s)ω = {f ∈ M(s) | K(s)µ (f) = ω(s)µ , µ = 1, . . . , r(s); ω(s) ∈ Ω(s)}.
The dimension of O(s)ω is the same as the dimension of the orbit Oλ ∈M(s), where ω(s) = K(s)(λ).
If the Casimir functions are single valued, the orbit space in separable, and the set O(s)ω then
consists of a denumerable (typically, finite) number or orbits; accordingly, we call this level
surface the class of orbits.
The space G∗ thus consists of the union of connected invariant nonintersecting algebraic
surfaces M(s); these, in turn, are union of the classes of orbits O
(s)
ω :
G∗ =⋃
(s)
M(s) =
⋃
(s)
⋃
ω(s)∈Ω(s)
O(s)ω . (1.4)
Example 2 (The Poincare group P 1,3, continuation of Example 1). In this case, decompo-
sition (1.4) (with ∆1,3 ≡ papa) becomes
(P1,3)∗ = ( ⋃
ω∈R2
O0ω)
⋃
(
⋃
ω∈R1
O1aω )
⋃
(
⋃
ω∈{0}\R1
O1bω )
⋃
(
⋃
ω∈R2
O2ω)
⋃{0},
where
O0ω = {f ∈M0 | W aWa = ω01, ∆1,3 = ω02; }, Ω0 = R2;
O1aω = {f ∈M1a | ∆1,3 = ω1a1 }, Ω1a = R1;
O1bω = {f ∈M1b |
W0
p0
= ω1b1 }, Ω1b = {0} \R1;
O2ω = {f ∈M2 | lablab = ω21, εabcdlablcd = ω22; }, Ω2 = R2.
In this example, each class consists of several K-orbits (with the number ranging from one to
four depending on the signs of the ω(s) parameters).
We now consider the quotient space B(s) =M(s)/G, whose points are the orbits Oλ ∈M(s).
It is obvious that dimB(s) = r(s). We introduce local coordinates j on B(s). For this, we
parameterize an (s)-covector λ ∈ M(s) by real-valued parameters j = (j1, . . . , jr(s)), assuming
that λ depends linearly on j (this can be done because M(s) is a star surface):
λ = λ(j)
with
F (s)α (λ(j)) ≡ 0, K(s)µ (λ(j)) = ω(s)µ (j), det
∂ω(s)µ (j)
∂jν
6= 0.
In other words, λ(j) is a local section of the bundle M(s) → B(s). We let Θ(s) ≡ (ω(s))−1(Ω(s)) ⊂
Rr(s) denote the inverse image and Γ(s) denote the discrete group of transformations of the set
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Θ(s): j → jˆ such that ω(s)µ (jˆ) = ω(s)µ (j). Each point j from the domain J (s) ≡ Θ(s)/Γ(s) ⊂ Rr(s)
then corresponds to a single class O(s)ω .
Elementary examples show that global parameterization does not exist on the whole ofM(s)
in general, i.e., the manifold B(s) is not covered by one chart. In this case, we define an atlas of
charts on B(s) and parameterize the corresponding connected invariant nonintersecting subsets
MA(s),M
B
(s), . . . with a nonvanishing measure in M(s) as follows:
M(s) =M
A
(s) ∪MB(s) ∪ . . . . (1.5)
The corresponding domains of values JA, JB, . . . of the j parameters then satisfy the relation
Ω(s) = ω(s)(JA) ∪ ω(s)(JB) ∪ . . ..
In what follows, we show that each space MA(s) corresponds to its own type of the spectrum
of Casimir operators on the Lie group. Therefore, we can say that decomposition (1.5) is the
decomposition with respect to the spectral type and an (s)-orbit Oλ belongs to spectral type A
if Oλ ∈MA(s). We illustrate decomposition (1.5) with a simple example.
Example 3 (The group SO(2, 1)). In the case of the group SO(2, 1), [e1, e2] = e2, [e2, e3] =
2e1, and [e3, e1] = e3. Decomposition (1.4) becomes
O0ω = {f 21 + f2f3 = ω, ¬(f = 0)}, O1 = {f = 0}.
For ω > 0, the class O0ω consists of two orbits. For nondegenerate orbits, Ω = R
1. There is
no single parameterization in this case. Indeed, the most general form of the parameterization
λ(j) = (a1j, a2j, a3j) (where ai, are some numbers) leads to ω(j) = aj
2, where a = a21 + a2a3,
and therefore (depending on the sign of a) ω(j) is always greater than zero, less than zero, or
equal to zero, i.e., ω(R1) 6= Ω. We introduce two spectral types,
type A : λ(j) = (0, j, j); JA = [0,∞); O0Aω(j) = {f 21 + f2f3 = j2, f 6= 0};
type B : λ(j) = (0, j,−j); JB = (0,∞); O0Bω(j) = {f 21 + f2f3 = −j2, f 6= 0}.
In what follows, we return to this example and show that types A and B respectively correspond
to the continuous and the discrete spectra of the Laplace (Casimir) operator on the group
SO(2, 1).
The classification of K-orbits obtained above allows describing the structure of the annihi-
lator Gλ for an arbitrary (in general, degenerate) covector λ in more detail. Let λ be a covector
of the (s)-type. It follows from the definition of the annihilator that dimGλ = corankCij(λ) =
codimOλ = 2s+ r.
It can be verified that the functions Φ(s)a (f) = (F
(s)
α (f), K
(s)
µ (f)), (a = 1, . . . , 2s+ r), have
the Poisson brackets
{F (s)α , F (s)β }(f) = Cγαβ(f)F (s)γ (f);
{F (s)α , K(s)µ }(f) = Cβαµ(f)F (s)β (f);
{K(s)µ , K(s)ν }(f) = Cαµν(f)F (s)α (f).
Because the functions Φ(s)a (f) are independent, recalling the definition of the space M(s), we
conclude that the gradients∇Φ(s)(λ) are linearly independent and constitute a basis of a (2s+r)-
dimensional Lie algebra Gλ with the commutation relations
[∇Fα(λ),∇Fβ(λ)] = Cγαβ(λ)∇Fγ(λ);
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[∇Fα(λ),∇Kµ(λ)] = Cβαµ(λ)∇Fβ(λ); (1.6)
[∇Kµ(λ),∇Kν(λ)] = Cαµν(λ)∇Fα(λ);
(where we omit the superscript (s) for brevity). From these commutation relations, we now
have the following proposition.
Proposition 1. The annihilator Gλ of an arbitrary (s)-covector λ contains the ideal Nλ =
{∇F (s)α (λ)}. The quotient algebra Kλ = Gλ/Nλ = {∇K(s)µ (λ) + Nλ} is commutative and r(s)-
dimensional.
Closed subgroups of G corresponding to the Lie algebras Gλ, Nλ and Kλ are respectively
denoted by Gλ, Nλ and Kλ = G
λ/Nλ.
2 Darboux coordinates and λ-representations of Lie al-
gebras
We let ωλ denote the Kirillov form on the orbit Oλ. It defines a symplectic structure and acts
on the vectors a and b tangent to the orbit as
ωλ(a, b) = 〈λ, [α, β]〉,
where a = ad∗αλ and b = ad
∗
βλ. The restriction of Poisson brackets (1.2) to the orbit coincides
with the Poisson bracket generated by the symplectic form ωλ. According to the well-known
Darboux theorem, there exist local canonical coordinates (Darboux coordinates) on the orbit
Oλ such that the form ωλ becomes
ωλ = dpa ∧ dqa; a = 1, . . . , 1
2
dimOλ =
n− r
2
− s,
where s is the degeneration degree of the orbit.
Let λ be an (s)-type covector and f ∈ Oλ. It can be easily seen that the transition
to canonical Darboux coordinates (fi) → (pa, qa) amounts to constructing analytic functions
fi = fi(q, p, λ) of the variables (p, q) satisfying the conditions
fi(0, 0, λ) = λi; (2.1)
∂fi(q, p, λ)
∂pa
∂fj(q, p, λ)
∂qa
− ∂fj(q, p, λ)
∂pa
∂fi(q, p, λ)
∂qa
= Ckijfk(q, p, λ); (2.2)
F (s)α (f(q, p, λ)) = 0, K
(s)
µ (f(q, p, λ)) = K
(s)
µ (λ). (2.3)
We require that the transition to the canonical coordinates (in other words, the gp-transition)
be linear in pa,
fi(q, p, λ) = α
a
i (q)pa + χi(q, λ); rankα
a
i (q) =
1
2
dimOλ. (2.4)
Obviously, a transition of form (2.4) does not exist in the general case; however, assuming
that αai (q) and χi(q;λ) are holomorphic functions of the complex variables q, we considerably
broaden the class of Lie algebras and K-orbits for which this transition does exist. (We assume
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that functionals from G∗ can be continued to Gc by linearity.) It seems that transition (2.4)
exists for an arbitrary Lie algebra and any of its nondegenerate orbits.
Theorem 1. The linear transition to canonica coordinates on the orbit Oλ exists if and only
if there exists a normal polarization (in general, complex) associated with the linear functional
λ, i.e., a subalgebra H ⊂ Gc such that
dimH = n− 1
2
dimOλ, 〈λ, [H,H]〉 = 0, λ+H⊥ ⊂ Oλ.
Before discussing and proving this theorem, we digress into a subject that appears to be of
independent interest. Let Xi(x) = X
a
i (x)∂xa be transformation group generators that generate
an n-dimensional Lie algebra G of vector fields on a homogeneous spaceM = G/H : [Xi, Xj] =
CkijXk (here and in what follows, x
a (a = 1, . . . , m = dimM), are local coordinates of a point
x ∈ M); H is the isotropy group of a base point x0 and H is its Lie algebra. Inhomogeneous
first-order operators X˜i = Xi + χi(x) are called the continuations of the generators Xi if they
still satisfy the commutation relations of the algebra G (χi(x) and are smooth functions onM).
By definition, the n-component function χ(x) is to be found from the system of equations
Xai (x)
∂χj(x)
∂xa
−Xaj (x)
∂χi(x)
∂xa
= Ckijχk(x). (2.5)
Solutions of this system span a linear space, in which we can single out the module of trivial
solutions of the form
χ0 =
{
χ0i (x) = X
a
i (x)
∂S(x)
∂xa
}
,
where S(x) is an arbitrary smooth function. Constructing trivial continuations X˜i = e
−SXie
S is
equivalent to performing the ”gauge” transformation ∂xa → ∂xa + ∂xaS(x). In what follows, we
are interested in only nontrivial continuations that generate the quotient space of all solutions
of system (2.5) modulo trivial solutions.
Proposition 2. The space of nontrivial continuations is finite dimensional and is isomor-
phic to the quotient space H∗/[H,H]∗.
We do not give the complete proof here; however, we give the explicit form of all nontrivial
solutions of system (2.5), which implies the validity of Proposition 2. We relabel and change
the basis in G,
Xa(x0) =
∂
∂xa
∣∣∣∣
x0
, a = 1, . . . , m; Xα(x0) = 0, α = m+ 1, . . . , n.
We consider the right action of G on M . An arbitrary element g ∈ G is represented as
g = hs(x), where h ∈ H and s(x) is a smooth Borel mapping M → G assigning the right
coset class Hs(x) ⊂ G to each point x ∈ M . In the coordinates g = (hα, xa) (assuming that
e = (0, x0)), the left-invariant vector fields ξi(g) have the form ξi(g) = X
a
i (x)∂xa + ξ
α
i (h, x)∂hα.
Direct calculation verifies that the continuations given by the operators
X˜i = Xi + ξ
α
i (0, x)λα; λ ∈ H∗, 〈λ, [H,H]〉 = 0,
are nontrivial. It can also be shown that there are no other nontrivial continuations.
We now outline the main points of the proof of Theorem 1.
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Proof of Theorem 1. Using (2.4), we write Eq. (2.2) in more detail as
αai (q)∂qaα
b
j(q)− αaj (q)∂qaαbi(q) = Ckijαbk(q); (2.6)
αai (q)∂qaχj(q;λ)− αaj (q)∂qaχi(q;λ) = Ckijχk(q;λ). (2.7)
Equation (2.6) is equivalent to [ai, aj] = C
k
ijak, where ai = α
a
i (q)∂qa , and the operators ai,
are therefore generators of the transformation group acting in the domain Q (Q = G/H for
a real polarization and Q = Gc/H for a complex polarization, where H is the Lie group
corresponding to H). Because rankαai (q) = dimOλ/2 = dimQ, we conclude that whenever
solutions of system (2.6) exist, there exists an isotropy algebra H of the point q = 0 of the
dimension n − dimOλ/2. It is obvious that the converse is also true: the existence of an
(n − dimQ)-dimensional subalgebra H is sufficient for the existence of solutions to system
(2.6).
As follows from Proposition 2, the existence of solutions to system (2.7) with initial condi-
tions (2.1) (or the existence of nontrivial continuations of the operators ai) is equivalent to the
condition that the algebra H be adapted to the linear functional λ. Therefore, the existence of
the polarization H for a covector λ is necessary and sufficient for relations (2.1) and (2.2) to
be satisfied.
We now show that the normality of the polarization, i.e., that the polarization satisfies the
Pukanski conditions λ+H⊥ ⊂ Oλ, is necessary and sufficient for relations (2.3) to be satisfied.
We let {eA} denote a basis of the isotropy algebra H and {ea} denote the complementary
basis vectors in Gc: ei = {eA, ea}. By definition of the isotropy algebra, αaA(0) = 0, whence
detαba(0) 6= 0. Making a linear change of coordinates q and of the basis in Gc, we can assume
without loss of generality that αba(0) = δ
b
a. In our notation, H⊥ = {(0, pa)}, where pa are
arbitrary numbers, and the Pukanski condition becomes (λA, pa + λa) ∈ Oλ.
Let relations (2.3) be satisfied. Setting q = 0 in (2.3), we then have
Φ(λA, λa) = Φ(fA(q, p;λ), fa(q, p;λ))|q=0 = Φ(λA, pa + λa).
(We recall the notation Φ = (F (s), K(s))). This implies that for any value of pa, the point
(λA, pa+λa) belongs to the same class of orbits as the point (λA, λa); because the class of orbits
consists of adenumerable number of K-orbits, we then conclude that these two points belong
to the same orbit.
Conversely, let the Pukanski condition be satisfied, which means that f(0, p;λ) = (λA, pa +
λa) ∈ Oλ and Φ(λA, pa + λa) = Φ(λA, λa). We then show that Eq. (2.3) is satisfied. Because
the functions Φ(f) satisfy Eqs. (1.1) and (1.3), we have(
αab (q)
∂Φ(f(q, p;λ))
∂qa
− ∂fb(q, p;λ)
∂qa
∂Φ(f(q, p;λ))
∂pa
)∣∣∣∣
q=0
=
∂Φ(f(q, p;λ))
∂qb
∣∣∣∣
q=0
= 0.
Therefore, Φ(f(q, p;λ)) = Φ(f(0, p;λ)) = Φ(λ), and Theorem 1 is proved.
It is known that a solvable polarization exists for an arbitrary Lie algebra and any non-
degenerate covector. On the other hand, if the algebra G is solvable, every functional has
a polarization H ⊂ Gc. In the classical method of orbits, the polarization appears as an
n − dimOλ/2-dimensional subalgebra H ⊂ Gc, with its one-dimensional representation deter-
mined by the functional λ. In our case, a normal polarization determines linear transition (2.4)
to the canonical coordinates.
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It can be easily seen that replacing the functional λ with another covector belonging to
the same orbit leads to replacing the polarization H with the conjugate one H˜, with the Dar-
boux coordinates corresponding to these two polarizations related by a point transformation,
q˜a = q˜a(q); p˜a =
∂qb
∂q˜a
pb. Therefore, the choice of a specific representative of the orbit is not
essential. On the other hand, if the polarizations are not conjugate, the corresponding Dar-
boux coordinates are related by a more general canonical transformation. With the ”quantum”
canonical transformation determined (with q and p being operators, see below), we can thus
construct the intertwining operator between the two representations obtained via the method
of orbits involving two polarizations.
In the case where no polarization exists for a given functional, the transition to Dar-
boux coordinates (which is nonlinear in the p variables) can still be constructed, and the
λ-representation of G can still be defined (see below); this representation is the basis for the
harmonic analysis on Lie groups and homogeneous spaces (applications of the method of or-
bits to harmonic analysis go beyond the scope of this paper and are not considered here). In
other words, the existence of a polarization is a useful property but is not necessary for the
applicability of the method of orbits.
As already mentioned, the functional λ can have several different polarizations; however, it
is easy to verify the following proposition.
Proposition 3. If the normal polarization H exists for a given λ ∈ G∗, then Gλ ⊂ H.
Example 4 (The group SO(2, 1), continuation of Example 3). The Kirillov form on non-
degenerate orbits is given by ωλ = df2 ∧ df3/2f1. For different spectral types, we obtain
type A : f1 = p, f2 = e
q(−p+ j), f3 = e−q(p+ j);
λ = (0, j, j); H = {e2 + e3, e1 + e2}; (p, q) ∈ R2;
type B : f1 = p, f2 = e
q(−ip+ j), f3 = −e−q(ip+ j);
λ = (0, j,−j); H = {e2 − e3, e1 − ie2}.
To find the domain of definition of the variables (p, q) for type-B orbits, we decompose the
complex variable q into its real and imaginary components, q = α + iβ. Because the variables
fi are real, we obtain
p = j tanβ; f1 = j tan β, f2 =
jeα
cos β
, f3 = − e
−α
cos β
.
which implies that p takes any real value and q is a complex variable with its real part in R1
and the imaginary part in S1, i.e., q ≈ q + 2πi. Therefore, functions on a type-B K-orbit are
analytic functions of a real variable p and a complex variable q that are 2πi-periodic in q.
We define the notion of the quantization of K-orbits. This quantization is to be done
separately for each spectral type of orbits; it consists in assigning the spectral type of the orbit
a special representation of the Lie algebra (the λ-representation), with the orbits subject to the
integrai-veduedaess condition considered in the next section.
We now view the transition functions fi(q, p;λ(j)) to local canonical coordinates as symbols
of operators that are defined as follows: the variables pa are replaced with derivatives, pa →
pˆa ≡ −ih¯ ∂∂qa , and the coordinates of a covector fi become the linear operators
fi(q, p;λ(j))→ fˆi
(
q,−ih¯ ∂
∂q
;λ(j˜)
)
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(with h¯ being a positive real parameter). This quantization procedure is obviously ambiguous.
This ambiguity is eliminated if we require that the operators fˆi satisfy the commutation relations
i
h¯
[fˆi, fˆj ] = C
k
ij fˆk. (2.8)
If the transition to the canonical coordinates is linear, i.e., a normal polarization exists for
orbits of a given type, it is obvious that
fˆi = −ih¯αai (q)
∂
∂qa
+ χi(q, λ(j˜)),
and Eq. (2.8) is equivalent to conditions (2.6) and (2.7).
Under quantization, an arbitrary analytic function ϕ(f) on the coalgebra is mapped into a
symmetrized operator function ϕ(fˆ) of the operators fˆi. The parameters j are related to the
parameters j˜ of the orbit as j˜ = j + ih¯β, where β is an r(s)-dimensional real vector that is to
be found from the condition that the functions
κ(s)µ (j) = K
(s)
µ (fˆ). (2.9)
are real. We note that in the ”classical” limit as h¯ → 0, we have κ(s)µ (j) → ω(s)µ (j), and the
commutator of linear operators goes into the Poisson bracket on the coalgebra,
i
h¯
[·, ·]→ {·, ·}.
Because the functions κ(s)µ (j) are generally different from the functions ω
(s)
µ (j) for h¯ 6= 0, we
must redefine the domain of definition J (s) of the j parameters such that each point j ∈ J (s)
is in a one-to-one correspondence with the values of κ(s)µ (j), i.e., the functions (κ
(s))−1 are
unambiguous upon restrictions to J (s). The condition
κ(s)(J (s)) = Ω(s). (2.10)
must also be satisfied.
We introduce the operators
lk(q, ∂q, j) ≡ i
h¯
fˆk(q, pˆ;λ(j˜)).
It is obvious that
[li, lj] = C
k
ijlk; F
(s)
α (−ih¯l(q, ∂q, j)) ≡ 0, K(s)µ (−ih¯l(q, ∂q, j)) ≡ κ(s)µ (j);
κ(s)µ (j) = κ
(s)
µ (j); det
∂κ(s)µ (j)
∂jν
6= 0; j ∈ J, q ∈ Q. (2.11)
Definition 1. Let fi = fi(q, p;λ(j)) be a transition to canonical coordinates on the orbit
Oλ(j) and λ(j) be a parameterized covector. The realization of the Lie algebra G by the
respective operators li(q, ∂q, j) is called the λ-representation.
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In what follows, we show that the quantities κ0µ(j) constitute the spectrum of Casimir
operators on the Lie group Kˆµ ≡ Kµ(ih¯ξ(g)), where ξi(g) are left-invariant vector fields on G.
Accordingly, κ(s)µ (j) are the eigenvalues of the Casimir operators Kˆ
(s)
µ ≡ K(s)µ (ih¯X), where Xi
are the transformation group generators, on the homogeneous (s)-type space [5].
Example 5 (The group SO(2, 1), continuation of Example 3). 1
Type A : fˆ1 = −ih¯ ∂
∂q
, fˆ2 = e
q(ih¯
∂
∂q
+ j + ih¯β), fˆ3 = e
−q(−ih¯ ∂
∂q
+ j + ih¯β);
κ(j) = K(fˆ) = fˆ 21 + fˆ2 ◦ fˆ3 = j2 + h¯2β(1− β) + ih¯j(2β − 1).
Because κ(j) is real, we obtain β = 1
2
. Then the λ-representation for spectral type A is given
by
l1 =
∂
∂q
, l2 = e
q(− ∂
∂q
+
i
h¯
j − 1
2
), l3 = e
−q(
∂
∂q
+
i
h¯
j − 1
2
); κ(j) = j2 +
h¯2
4
,
where j ∈ JA = [0,∞) and ΩA ≡ κ(JA) = [ h¯2
4
,∞)
Type B : fˆ1 = −ih¯ ∂
∂q
, fˆ2 = e
q(−h¯ ∂
∂q
+ j + ih¯β), fˆ3 = e
−q(−h¯ ∂
∂q
− j − ih¯β);
κ(j) = K(fˆ) = fˆ 21 + fˆ2 ◦ fˆ3 = −j2 + h¯2β2 − h¯j − ih¯β(2j + h¯).
Because κ(j) is real, we obtain β = 0; the λ-representation of spectral type B is given by
l1 =
∂
∂q
, l2 = e
q(−i ∂
∂q
+
i
h¯
j), l3 = e
−q(−i ∂
∂q
− i
h¯
j); κ(j) = −j(j + h¯),
where j ∈ JB = [− h¯
2
,∞) and ΩB ≡ κ(JB) = (−∞, h¯2
4
). Condition (2.10) is satisfied, ΩA∪ΩB =
Ω = R1.
Example 6 (The group St(1, R)). Kirillov [3] gives the group St(1, R) as an example
illustrating the absence of the polarization for a general covector. We describe the structure of
K-orbits of this group. The corresponding Lie algebra can be realized by the matrices
X(a, ξ, c) =


0 ξ1 ξ2 c
0 a1 a2 ξ2
0 a3 −a1 −ξ1
0 0 0 0

 ≡ a1e1 + a2e2 + a3e3 + ξ1e4 + ξ2e5 + ce6.
The basis elements ei, have the nonvanishing commutation relations
[e1, e2] = 2e2, [e1, e3] = −2e3, [e1, e4] = −e4, [e1, e5] = e5,
[e2, e3] = e1, [e2, e4] = −e5, [e3, e5] = −e4, [e4, e5] = 2e6.
1Here and in what follows, the symbol ” ◦ ” denotes the symmetrized product of operators, A ◦B ≡ 1
2
(AB+
BA).
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We now describe orbit (1.4) for this group as
O0ω = {K1(f) = ω01, K2(f) ≡ f6 = ω02; ¬(F 1(f) = 0)};
O1aω = {F 1a1 (f) = F 1a2 (f) = F 1a3 (f) = 0, f6 = ω1a 6= 0};
O1bω = {f 6= 0; f4 = f5 = f6 = 0, f2f3 + f 21 /4 = ω1b};
O2 = {f = 0}; K1(f) ≡ f 21 f6 − f1f4f5 + f 24 f2 − f 25 f3 + 4f2f3f6;
F 1a1 (f) ≡ 2f1f6 − f4f5; F 1a2 (f) ≡ 4f2f6 − f 25 ; F 1a3 (f) ≡ 4f3f6 + f 24 .
It can be easily seen that the polarization does not exist for the degenerate orbits O1aω . The
Kirillov form on orbits of this type is given by ωλ = df4 ∧ df5/2f6. The space M1a is of the
first spectral type, and we can introduce global coordinates on B1a, i.e., a parameterization
λ(j) = (0, 0, 0, 0, 0, j). For this functional, we have Gλ = {e1, e2, e3, e6}, Nλ = {e1, e2, e3}, and
Kλ = {e6}. For the orbits under consideration, linear transition (2.4) to canonical coordinates
is replaced by
f1 = qp, f2 = q
2j, f3 = −p2/4j, f4 = p, f5 = 2qj, f6 = j; (p, q) ∈ R2,
which is quadratic in the p variables. We now construct the corresponding λ-representation.
We do not encounter problems with ordering the operators pˆ = −ih¯∂q and qˆ = q involved
in the operators fˆ2 = q
2j, fˆ3 = −pˆ2/4j, fˆ4 = pˆ, fˆ5 = 2qj, fˆ6 = j The operator fˆ1 is
unambiguously found from the commutation relations as fˆ1 = qpˆ − ih¯/2. For orbits of this
type, the λ-representation is therefore given by
l1 = q∂q +
1
2
, l2 =
i
h¯
q2j, l3 =
ih¯
4j
∂2q , l4 = ∂q, l5 =
i
h¯
2qj, l6 =
i
h¯
j; κ1a(j) = j ∈ R1.
3 The integral-valuedness condition for the orbits and
the spectra of Casimir operators
In this section, we describe the first stage in the explicit construction of harmonic analysis on
homogeneous spaces. This is an involved subject, however, worthy of a separate investigation,
and we practically do not consider it here. In this section, we show that the functions κ(j)
introduced above are the eigenvalues of the Casimir operators, with the parameters j satisfying
the integral-valuedness condition.
On a connected and simply-connected real Lie group G, we introduce the quasi-invariant
measure dg =
√
dlgdrg, where dlg and drg are the left and right Haar measures. In the space
L2(G, dg), we define a unitary representation of G×G via
T(g1,g2)u(g) =
√√√√d(g−11 gg2)
dg
u(g−11 gg2), u(g) ∈ L2(G, dg). (3.1)
The infinitesimal generators of representation (3.1) are the left-and right-invariant operators ξi
and ηi given by
ξi(g) = ξ
j
i (g)∂gj + Ci, ηi(g) = η
j
i (g)∂gj + Ci; Ci ≡ −
1
4
Cjij.
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The generators ξi and ηi, differ by additive constants from (for a unimodular group, coincide
with) the corresponding left- and right-invariant vector fields on the group G, and we also refer
to them as vector fields.
Because the eigenfunctions of unbounded operators with continuous spectra do not belong
to L2(G, dg) and are instead linear functionals on a dense set (a nuclear space) Φ ⊂ L2(G, dg),
we must consider the Gelfand triplet Φ ⊂ L2(G, dg) ⊂ Φ′, where Φ′ is the space dual to Φ.
Similarly to (1.4), we decompose the space L2(G, dg) into subspaces that are invariant with
respect to representation (3.1) as L2(G, dg) = ∪(s)L(s), where
L(s) = {ϕ(g) ∈ L2(G, dg) | F (s)α (ξ)ϕ(g) = 0, ¬(F s+1(ξ)ϕ(g) = 0)}. (3.2)
We note that replacing the left-invariant fields ξi in (3.2) with the right-invariant ηi does not
change the spaces L(s). (This can be seen, for example, using the mapping g → g−1, under
which the left-invariant fields pass into right-invariant ones and vice versa, and the measure dg
remains invariant.) For each L(s), we also introduce the Gelfand triplet Φ(s) ⊂ L(s) ⊂ Φ′(s).
On each space L(s), there exist bi-invariant Casimir operators K(s)µ (ih¯ξ)(= K(s)µ (−ih¯η)), and
the space L(s) can be decomposed into a direct sum (a direct integral) of eigensubspaces of the
Casimir operators, i.e., we observe complete similarity with decomposition (1.4).
Theorem 2. Let λ(j) be a parameterized (s)-covector. The quantities κ(s)µ (j), Eq. (2.9),
are eigenvalues of the Casimir operators K(s)µ (ih¯ξ) on L(s), where the parameters j satisfy the
condition
〈λ(j), eµ〉 = 2πh¯nµ/Tµ; nµ ∈ Z, (3.3)
where eµ is the basis vector of the one-dimensional Lie algebra of the one-parameter compact
subgroup of the commutative quotient group Kλ and Tµ the period of the one-dimensional com-
pact subgroup (exp(Tµeµ) = 1).
To find the spectra of the Casimir operators, it is therefore sufficient to find the functions
κ(s)µ (j) (these functions are actually given by the structure constants and determine the spectra
of the Casimir operators on the universal covering group G˜) and impose quantization condition
(3.3) on the parameters j. We shortly demonstrate that condition (3.3) is equivalent to the
Kirillov integral-valuedness condition for K-orbits.
Proof of Theorem 2. We discuss the main points of the proof. Let λ(j) be a parameterized
(s)-covector and li(q, ∂q, j) be the corresponding λ-representation. We define the distributions
Djq(g) on G by the equations
[ξi(g) + li(q, ∂q, j)]D
j
q(g) = 0, i = 1, . . . , n. (3.4)
From the definition of λ-representation (2.11), it is easy to obtain that
F (s)α (ξ)D
j
q(g) = 0, i.e., D
j
q(g) ∈ Φ′(s); K(s)µ (ih¯ξ)Djq(g) = κ(s)µ (j)Djq(g).
Although system (3.4) is compatible, the functions Djq(g) do not exist globally on the entire
group for all values of the j parameters. We restrict system (3.4) to the subgroup Gλ and set
q = 0. Recalling Proposition 1, we then obtain
[ξA(gλ) +
i
h¯
λA(j˜)]D
j
0(gλ) = 0, gλ ∈ Gλ, (3.5)
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where the subscript A labels the basis vectors of Gλ. It follows from (3.5) that the functions
Djq(g) are globally defined only if the condition
1
2πh¯
∮
γ∈H1(Gλ)
ωj
Gλ
= nγ ∈ Z. (3.6)
is satisfied, where ωj
Gλ
= ωAλA(j) is a closed left-invariant 1-form on the group G
λ. (We have
thus rediscovered the Kostant criterion [8].) Condition (3.6) is equivalent to the Kirillov itegral-
valuedness condition for orbits [3]. Using the results in the previous sections, we can represent
integral-valuedness condition (3.6) in a more detailed form. For a chosen parameterized covector
λ(j), the basis of left-invariant vector fields of Gλ is spanned by the vectors (λ˜ ≡ λ(j˜))
∇F (s)α (g) ≡ (Lg)∗∇F (s)α (λ˜) = F (s)iα (λ˜)ξi(g);
∇K(s)µ (g) ≡ (Lg)∗∇K(s)µ (λ˜) = K(s)iµ (λ˜)ξi(g),
where
F (s)iα (λ˜) =
∂F (s)α (f)
∂fi
∣∣∣∣
f=λ˜
, K(s)iµ (λ˜) =
∂K(s)µ (f)
∂fi
∣∣∣∣
f=λ˜
,
and Lg is the left-invariant representation of G×G on L2(G, dg). We rewrite system (3.5) as
∇F (s)α (gλ)Dj0(gλ) = 0; gλ ∈ Gλ; (3.7)
[∇K(s)µ (gλ) +
i
h¯
m(s)µ ω
(s)
µ (j˜)]D
j
0(gλ) = 0; gλ ∈ Gλ. (3.8)
The operators ∇F (s)α entering Eq. (3.7) are left-invariant vector fields on the normal subgroup
Nλ, and the function D
j
0(gλ) is therefore independent of the coordinates of the element n
entering the decomposition gλ = nk; n ∈ Nλ, k ∈ Kλ. Similarly, the operators ∇K(s)µ are left-
invariant vector fields on the commutative group Kλ, and system (3.8) is therefore an eigenvalue
problem for r(s) commuting first- order operators. This problem is easily solved. It is obvious
that if the one-parameter subgroup with the generator ∇K(s)µ is noncompact, the corresponding
eigenvalue m(s)µ ω
(s)
µ (j˜) can take any value, i.e., the parameters j are not quantized in that case.
With a basis chosen to be independent of the parameters j (such a basis always exists because
the Casimir functions are homogeneous), system (3.8) for compact subgroups of Kλ becomes
[
∂
∂kµ
+
i
h¯
λµ(j)]D
j
0(k) = 0.
Therefore, the integral-valuedness condition is given by Eq. (3.3).
We have thus shown that the functions κ(s)µ (j) of the integer parameters j belong to the
spectrum of Casimir operators on L(s). To complete the proof, it is necessary to show that the
family of functions Djq(g) is dense in Φ
′
(s), which in turn implies the absence of other elements
of the spectrum. There is convincing evidence that this is the case [5], but the discussion of
this point takes us far beyond the subject of the present paper.
Example 7 (Group SO(2, 1), continuation of Example 3). For spectral type A, we have
λ(j) = (0, j, j) and Gλ = {e2 + e3}; for spectral type B, λ(j) = (0, j,−j) and Gλ = {e2 − e3}.
Therefore, to single out integral orbits, we must know whether the corresponding one-parameter
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groups are compact. It is obvious that for spectral type A, the group Kλ = exp[(1/2)t(e2+ e3)]
is noncompact, and all orbits of this type are therefore integral, i.e., the parameter j is not
quantized; κ(j) = j2+ h¯2/4, j ≥ 0. For spectral type B, the group Kλ = exp[(1/2)t(e2− e3)] is
compact and has the period T = 2π. From Eq. (3.3), we see that 〈λ(j), (1/2)(e2−e3)〉 = j = nh¯,
whence j = nh¯, n ∈ Z end κ(j) = −h¯2n(n+ 1) for n = 0, 1, . . . .
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