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Units 
Throughout most of this thesis, cgs units are used, as is standard in physical 
oceanography. Some of the less transparent units used are given below with 
their SI equivalents. 
Pressure 	 dyncm 2 10 2 Pa 
Streamfunction W (Cox code) Sv 	106m 3s' 
Note that the symbol 11 is used to denote a two-dimensional stream-
function within a model layer in Chapters 3 and 4, of dimension L'T', 
representing the horizontal currents within that layer. The barotropic mass 
transport streamfunction in Chapter 5 onwards has dimensions L'T', and 
represents the three-dimensional transport of water. 
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Abstract 
A method is developed here for the assimilation of surface restricted satel-
lite data into three dimensional numerical ocean models. Satellite altimetry 
provides observations of the dynamic topography i.e. the time variations in 
sea surface height, which provides some constraints on the three dimensional 
ocean state, but no unique solution. 
Traditionally, the surface data is projected into the deeper ocean by sta-
tistical methods. Here, the pre-analysis model potential vorticity fields are 
conserved at each analysis, which provides a unique solution for the vertical 
structure of each model gridpoint when combined with the local sea surface 
height. 
The assimilation method is tested in a series of twin experiments, in which 
the real ocean is substituted by a numerical model run, and limited datasets 
from this control run are assimilated into another model run with different 
initial conditions in an attempt to reconstruct the full three-dimensional state 
of the control run from the surface information alone. The assimilation run 
fields are then compared with the full control fields in order to determine the 
success of the assimilation method. 
Twin experiments with a four layer quasigeostrophic model, and a 21 level 
primitive equation model show that the typical amount of 
information available from a single altimeter is sufficient to constrain the full 
three-dimensional circulation of the ocean model, within the twin experiment 
framework. The reliance upon dynamically-based conservation laws rather 
than pre-calculated statistics makes the method computationally cheap and 




Oceanography is a growing field, due partly to the current interest in climate 
problems and partly to the expanding potential for observing the ocean. The 
ocean plays an important part in the Earth's climate, as it covers two thirds 
of the Earth's surface and acts as a massive heat reservoir and transporter; It 
has only recently become possible to observe the evolution of the world ocean 
in even the most limited sense, due to the development of satellite instru-
ments capable of providing regular global measurements of the ocean surface. 
Before the development of the satellite altimeter, oceanographic data as-
similation was concerned with irregular limited area campaigns of obser-
vation from in situ measurements. Altimetry has expanded the field con-
siderably, giving oceanographers the regular global datasets necessary for 
studying time-dependent aspects of ocean circulation, previously restricted 
to meteorological studies. Despite the similarities between meteorology and 
oceanography, the assimilation methods of meteorology must be adapted to 
the ocean due to the different behaviour of the two geofluids and the differ-
ent limitations on the data available. The ocean is still poorly observed in 
comparison with the atmosphere, most notably in that satellite observations 
are restricted to the surface. However, the ocean evolves on much slower 
timescales, and more conservatively due to the lack of diabatic processes in 
the ocean, and these factors compensate to some degree for the lack of data. 
Meteorological methods can be adapted to some extent to assimilate ocean 
observations, but there is also the possibility of developing ocean-specific 
methods that take advantage of the known physics of the ocean. The most 
interesting problem posed by altimetry is how to project the surface height 
observations vertically, in order to provide a three dimensional picture of the 
evolving ocean. 
In order to develop a method for the projection of surface restricted in- 
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formation into a three-dimensional model, we need to understand exactly 
how much we can infer from the surface data, and the typical behaviour of 
time-dependent features in numerical models and the real ocean. Section 1.1 
will look at the potential interpretations of altimetric observation of time 
variations in sea surface height. Time variations here are meant as the differ-
ence between two instantaneous snapshots of the model or the ocean, since 
the time-mean ocean state is not well known. For assimilation purposes, the 
time variations are the difference between the observation and forecast model 
in the case of observed quantities, and the necessary analysis increment to 
the forecast model in the case of prognostic model variables. 
In section 1.2 the dynamics of the ocean, with particular reference to 
the North Atlantic, are looked at in terms of potential vorticity, as the as-
similation methods developed here rely heavily on an understanding of the 
behaviour of potential vorticity. 
Finally, the dynamics of mesoscale eddies will be considered. Eddies con-
tribute by far the largest part of the time-dependent motion in the world 
oceans (Wyrtiki et al., 1976) and are thus likely to dominate the altimetric 
signal. Section 1.3 looks at the vertical distribution of pressure, density and 
P.V. within an idealised eddy, and section 1.4 looks at the surface modifica-
tion of this idealised eddy model due to atmospheric forcings on the upper 
ocean. 
These ideas will form the basis of the assimilation methods developed in 
the later chapters. 
1.1 Interpreting Altimetric Observations 
Satellite altimetry provides oceanographers with the potential of observing 
synoptic scale time dependent changes of the ocean circulation. Altimetric 
measurements of time variations in sea surface height can be used to infer 
surface geostrophic currents, and may be used to infer deeper currents, al-
though there is currently no consensus on the best way in which to do so. 
Under certain assumptions, the altimetric signal can be taken as a mea-
sure of time variations in the depth-integrated mass of a water column. Dif-
ferent subsurface distributions of pressure and density can give rise to the 
same surface height, so altimetry does not uniquely determine the subsur-
face ocean state. The assimilation of altimetric data is therefore concerned 
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with selecting the most likely subsurface state that is consistent with both 
the observations and known behaviour (statistical or dynamical) of the ocean. 
The vertical structure of a water column will be examined here in terms 
of the vertical distribution of density p, hydrostatic pressure p and potential 
vorticity as described in the next section. The local time variations in sea 
surface height Ah, can be expressed in terms of a local surface pressure 
variation Ap 3 at a reference level z = U using hydrostasy, i.e. 
Ap 3 =gpAh., 	 (1.1) 
where g is the gravitational constant and p is the density of seawater. 
The reference level near to the surface is similar to the rigid lid imposed on 
the Cox model, as described in Chapter 5. We can write the local hydrostatic 
pressure anomaly at any depth then as 
0 
p(z)=ps +gj Ap(z')dz' 	 (1.2) 
representing the time variations in the local pressure about a mean value. 
The time variations in the mass of a water column below the reference 
level, of area A and depth H can hence be written as 
Afp(z)dz = AM 4(Ap(—H) - Ap 3 ) 	 ( 1.3) 
If we assume that the pressure variations on the topography are small 
compared to the pressure variations at the surface, we can approximate the 
above equation to 
(1.4) 
and thus use altimetric observations to constrain the total mass of a water 
column, or the mean density in the column. In doing so we have assumed 
hydrostatic balance, which is a hard constraint on most numerical models, 
and also that the time variations in the pressure on the topography are small. 
This assumption is discussed further in chapter 6 and in Appendix D. 
The vertical distribution of this mass can vary without changing the total 
mass, and we can describe this distribution in terms of the potential vorticity 
in the column. Note that in a free surface formulation, the assumption 
of small time variations of the pressure on the topography is equivalent to 
assuming that the total mass of the water column from the free surface to 
the topography does not vary significantly in time. 
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1.2 Potential Vorticity 
Potential vorticity is a Lagrangian tracer defined for example by Gill (1980), 
after Ertel (1942), for a fluid parcel as 
P.V. = p ' (+ T).vo 	 (1.5) 
where p gives the density, C + 7 the total vorticity (planetary plus rela-
tive), and 9 is any variable of density and pressure which is conserved in a 
Lagrangian sense, i.e. along with the flow. In oceanography, 9 is typically 
taken to represent potential density, and the vorticity vector is assumed to 
be vertical, giving us 





where Pa  is the mean density of seawater. The potential density is said to 
be conserved with flow because water parcels travel along constant density 
surfaces to a first approximation, in order to avoid working against gravity. 
Equation 1.7 is sometimes referred to as the Sverdrup potential vorticity. 
This approximation assumes that C << f, which is true for large scale motions 
at mid-latitudes, with typical Rossby numbers of the order of 103. 
Potential vorticity is of interest to oceanographers because it is conserved 
for a water parcel in the absence of external heat, salt or frictional forcings. 
Consider a water parcel traveling between two isopycnal surfaces which have 
a horizontally varying separation H, as shown in figure 1.1. 
The equations of motion for the water parcel are 
Ott 	Ott 	Ott lOp = 	 (1.8)
PO X 
 
Ov 	Ov Dv 	- 1 a 
iTt TX 	
(1.9) 
Dy PO 09Y 
du dv ldH 
= 0 	 (MO) 





Figure 1.1: Diagram of a water parcel moving between two isopycnal surfaces 
defined by a density interval from P1  to P2.  As the density surfaces separate, 
the water parcel is stretched and its angular velocity increases in order to 
conserve angular momentum. The potential vorticity of the water parcel is 
conserved during this process. 
Taking the curl of the first two equations gives the vorticity equation 
ci 	 du 	dv 
-(( + f) = -(C + f)( Tx  -)  d 4' 
where the derivative on the left combines the Eulerian derivative and the 
advective terms, often referred to as the substantial derivative. The rate of 
change of the absolute vorticity of a water parcel divided by its height is thus 
given by 
dC+f 	I 	 d.1 
	
Tt -71=) = F(C+f)+(C+f)(k) 	 (1.12) 
id 	 ldH 
= 	C+f)-(C+f)-- 	 (1.13) 
I 	 ldu dv 
= Tt ((  
by substituting the continuity equation 1.10 into 1.12. Substitution of 
the vorticity tendency from 1.11 gives 
d C+f 
H 
Note that the substantial derivative implies conservation of this quan-
tity following the fluid parcel. If we multiply this expression by the density 
interval between the bounding isopycnals and divide by the mean density of 
seawater, we arrive at the expression for potential vorticity in equation 1.6. 
Hence we can think of potential vorticity as being conserved in a Lagrangian 
sense. 
Although P.V. is not a molecular property of a water mass in the same 
way that salinity or dissolved oxygen are, it behaves like one, in that it is 
advected by the movement of water masses, diffuses downgradient across 
P.V. gradients, and is conserved following the flow in the absence of external 
forcings. 
1.2.1 Homogenisation Theories 
The external forcings on potential vorticity occur near to the surface, due 
to external heating, evaporation and precipitation, changing the density of 
the surface water, and wind stress driving the vorticity. Below the surface, 
such forcings are small, and potential vorticity is changed only by mixing 
processes. 
Various theories have been put forward suggesting that the potential vor-
ticity on a subsurface isopycnal surface becomes homogenised due to these 
mixing processes. 
A water parcel in the North Atlantic subtropical gyre traveling along an 
isopycnal surface will circulate around the gyre with the mean flow, and come 
into contact with the surface where that density surface outcrops. At the out-
crop, its potential vorticity can be changed drastically in a short time, and 
away from the outcrop, P.V. gradients between the parcel and neighbouring 
water on the same density surface will be removed by mixing. The relative 
strengths of the surface forcing and the mixing determine the degree of ho-
mogenisation. 
Two types of homogenisation are possible. The strongest statement is 
that the potential vorticity gradients across the entire gyre or basin are re-
moved by mixing. Alternatively, homogenisation may occur along stream-
lines, so that potential vorticity gradients are weak along the directions of 
the mean flow. 
Rhines & Young (1982) suggested that homogenisation would take place 
within closed streamlines within the subtropical gyre. For this to happen, 
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the streamline has to be isolated from the surface, so that a water parcel can 
recirculate around the gyre many times before having its P.V. reset at the 
surface. During the many circuits of the gyre, weak mixing processes such as 
diffusion will remove P.V. gradients across the streamlines. According to this 
theory, referred to from now on as weak mixing , homogenisation will only 
occur on isopycnals deep enough to be dynamically isolated from the surface. 
Holland, Keffer & Rhines (1984) observed a high degree of potential  vor-
ticity homogenisation within an eight level quasi-geostrophic box model. The 
model was driven by a wind stress similar to that over the Gulf Stream, and 
a double gyre system was observed to form. The planetary vorticity gradient 
in the deeper layer was removed by eddy mixing, leading to almost constant 
values of P.V. across the gyres. This is consistent with the weak mixing 
theory, in that the simplified equations of the QG model do not allow for 
outcropping of the density surfaces within the gyre. 
Luyten et al (1983) extended this theory to suggest that homogenisation 
occurs on ventilated isopycnals also. They suggested that homogenisation 
occurs in the deeper ocean if the isopycnals outcrop in regions of uniform 
surface P.V. flux, and hence the potential vorticity pumped into the deeper 
parts of the isopycnal will have a fairly uniform value. The water masses do 
not need to recirculate around the gyre many times before coming into con-
tact with the surface, as the deeper values of P.V. simply reflect the forced 
surface values. This theory applies to the deeper isopycnals which outcrop 
north of the highly variable Gulf Stream jet. Williams (1991) further sug-
gested that if the outcrop positions within the subtropical gyre deviate from 
latitude circles, the surface potential vorticity forcings along an outcrop may 
be uniform, producing uniform P.V. across the isopycnal surface. 
Bryan (1987) and Boning & Cox(1988) suggested that mesoscale eddies 
played an important role in the mixing processes on ventilated isopycnal 
surfaces. Eddy activity near the outcrop creates intense mixing, and the 
gradients are quickly removed in less time than a single recirculation around 
the gyre. Using a box model of the North Atlantic, with realistic density 
structures and outcropping, they found significant differences between the 
subsurface potential vorticity fields when the model was run at different 
resolutions. A resolution of 10  allowed for formation of coherent water masses 
of distinct P.V. within the ventilated thermocline. These water masses were 
not formed in a 10 resolution run of the same model (Figure 1.2). 
BOning & Cox explained this discrepancy as due to the fine resolution 
model resolving mesoscale eddy activity. These eddies were leading to much 




Figure 1.2: Potential vorticity on the a = 26.0 surface for the eddy resolv-
ing 1 0 case (right) and the non-eddy resolving 10  case (left), from Bryan 
(1987). The eddy resolving case shows a greater degree of P.V. homogenisa-
tion throughout the subtropical gyre. 
appeared that the presence of the eddies was leading to a high degree of 
homogenisation on all subsurface isopycnal surfaces. This theory will be re-
ferred to as strong mixing 
Potential vorticity cannot be observed directly, but can be calculated 
from hydrographic density data. McDowell, Rhines & Keffer (1982) con-
structed maps of the Sverdrup potential vorticity of the North Atlantic from 
hydrographic data. Some degree of homogenisation was observed between 
the a = 26.5 and a = 27.0 surfaces, as shown in figure 1.3. This goes some 
way to supporting the strong mixing theory, in that P.V. gradients can be 
seen near the outcrop, but appear to be quickly dispersed before reaching 
the interior. 
1.3 Mesoscale Eddies 
Mesoscale eddies are of interest to oceanography as they constitute most of 
the ocean's "weather", i.e. are by far the strongest time-dependent feature 
in the ocean. Wyrtiki et al. (1976) calculated the kinetic energy of the mean 
flow, and the kinetic energy of the mesoscale eddy field for the world oceans, 
based on observations, and found the eddy kinetic energy to be an order of 
magnitude larger in most regions. 
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Figure 1.3: Potential vorticity between the a = 26.5 and a = 27.0 den-
sity surfaces, calculated from hydrographic sections by McDowell, Rhines & 
Keffer (1982). 
Eddies are identified by strong rotational currents and anomalous tem-
perature and salinity in the centre of the eddies. The radius of mesoscale 
eddies is typically of the order of the Rossby radius of deformation, defined 
as 
RD = ND/f 	 (1.16) 
where N is the Brunt-Vãisãlä frequency and D is a characteristic depth 
scale. The Rossby radius represents the scale of motion at which rotation 
and stratification have roughly equal effects. The dependence of the Coriolis 
parameter f causes the radius of eddies to decrease with latitude. Values for 
the North Atlantic are of the order of 100km. 
In the Gulf Stream Jet, mesoscale eddies are created by baroclinic insta- 
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Figure 1.4: Temperature Cross sections of a mesoscale eddy. The diagram 
on the left shows the observed temperature through a warm core eddy from 
Dewar (1986), the diagram on the right shows an eddy cross section taken 
from the Cox model, to the north of the Gulf Stream. 
bility. Meanders in the Gulf Stream pinch off, enclosing a mass of either cold 
Slope Water from the north of the stream, or warm Sargasso water from the 
south of the stream. The resulting water mass has a different temperature 
from its surroundings, and strong rotational geostrophic currents. Eddies 
have lifetimes of several years, and can travel basin scale distances during 
this time. 
The contribution of eddies to the meridional heat transport of the ocean 
is unclear. Studies by Boning & Budich (1992) comparing the heat transport 
in an eddy-resolving model and non-eddy resolving model seemed to suggest 
that the eddy contribution to heat transport was cancelled out by a change in 
the heat transport by the mean flow. The reason for this is so far unknown. 
'II] 
1.3.1 A Simple Geostrophic Model of an Eddy 
A simple model of a warm core eddy will be developed here, using geostrophic 
and hydrostatic balance. Similar arguments can be used to produce a cold 
core eddy, if anomalies of opposite sign are applied to the same mean fields. 
A warm core eddy is characterised (in the Northern hemisphere) by anti-
cyclonic currents, and core temperatures warmer than its surroundings. For 
simplicity, we consider the eddy to be rotationally symmetric, so that its 
temperature, density, pressure and currents can be specified as functions of 
the distance from the eddy centre. If eddies are to be assimilated on the basis 
of surface observations, it is of particular interest to know how the various 
subsurface quantities correlate with the surface signal. 
Figure 1.4 shows a cross-section of the temperature field through a warm 
core eddy, from Dewar (1986), alongside a temperature cross-section of a 
warm core eddy taken from the Cox model discussed in chapter 5. In both 
cases, the isotherms can be seen to bow towards the centre of the eddy, due 
to the warm core waters. 
In a warm core ring the anticyclonic currents can be observed as a raised 
sea surface height, and consequently a high surface pressure. If we integrate 
this pressure down hydrostatically, it increases more slowly in the centre 
of the eddy due to the lighter warm water there, than it does outside the 
eddy. This will act to reduce the pressure gradient between the eddy and 
its surroundings with depth, and hence the geostrophic currents will reduce 
with depth. In contrast, the temperature signal remains strong throughout 
the thermocline. 
Figure 1.5 shows the various signatures of a warm core eddy in the sub-
tropical gyre of the Cox model discussed in Chapter 5, at various depths. 
The first two columns show the pressure and temperature signals of the eddy 
at various depths throughout the mixed layer and thermocline. The depths 
of the model levels are shown on the left. The pressure has been normalised 
to have zero average in the box shown, since we are mainly interested in 
the pressure gradients which give rise to geostrophic currents. The pressure 
signal can be seen to get weaker with depth, and has disappeared entirely 
by the thermocline base. In contrast, the temperature signal is apparent 
at all depths, and does not significantly weaken until the thermocline base 
is reached. Note that the contour intervals are smaller at 875m due to the 
weaker signals there. The temperature anomaly creates a density anomaly in 
the eddy, which acts to reduce the hydrostatic pressure anomaly with depth. 
In the warm core eddy case, the high surface pressure at the centre of the 
eddy is reduced with depth by the light warm water below. 
The two columns on the right show the depth and the potential vorticity 
on the isotherms whose temperature is indicated on the right. The isotherms 
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Figure 1.5: A warm core eddy in the Cox model, in the western subtrop-
ical gyre. The fields are taken from instantaneous fields 29 years into the 
high-resolution spin up. The different depth penetration of the pressure, 
temperature and P.V. signatures can be seen. 
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are bowed throughout the thermocline with no loss of signal. The potential 
vorticity signature is less distinct below the surface, in that a strong signature 
can be seen at the centre of the eddy, but the horizontal extent of the eddy 
cannot be determined. 
We can consider forming a warm core eddy in such a way as to increase the 
core temperature, but not create any subsurface P.V. signatures on isopycnal 
surfaces in the core. To do this, consider an isopycnal representation of the 
eddy. The isopycnal surfaces at the core need to be lowered to create the 
warm core. If we use the Sverdrup approximation to P.V. (equation 1.3), we 
will try to conserve 	on isopycnals below the surface, which is equivalent az 
to keeping all density surfaces in vertical water column the same distance 
apart. 
In a cold core eddy, the isopycnals are lifted to create the cold core water. 
Conservation of Sverdrup P.V. implies that this lifting will also be uniform 
with depth. 
1.3.2 Ocean Atmosphere Interaction 
Mesoscale eddies in the real ocean resemble the simple model outlined above 
to some extent, as figure 1.4 shows. The greatest deviation from the model 
occurs at the surface due to external heat fluxes from the atmosphere, and 
the symmetry between cold and warm core eddies breaks down here to some 
degree. 
During their lifetime, eddies are subject to surface modification by the 
atmosphere. Generally speaking, cold core eddies experience surface warm-
ing and warm core eddies experience surface cooling from the atmosphere. 
Warm core eddies tend to be affected more strongly, as the surface cooled 
waters are carried into the core by convection. Surface heating of a cold core 
eddy will lead to "capping" of the mixed layer, i.e. a thin surface layer of 
warm light water forms. These changes do not generally penetrate into the 
thermocline temperature anomaly of the eddy, leading to a decoupling of the 
mixed layer from the thermocline. 
Dewar (1986) looked at the surface temperature signal of warm and cold 
core eddies over a period of time, by modelling the adjustment of a typical 
Sargasso Sea profile under Slope Water surface conditions (a warm core ring), 
and vice versa (a cold core ring) over a period of several years, using a one 
dimensional model of the water column. As would be expected, the surface 
temperature signal decreased more rapidly for a cold core ring (figure 1.7), 
where the surface modified waters remained at the surface, forming a warm 
cap on the mixed layer. In the warm core ring (figure 1.6), cooled surface 
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Figure 1.6: Surface Temperature signal of a warm core ring model over a 
period of several years, by Dewar (1986). The typical Slope Water surface 
temperature is shown as a dotted line, and acts as the background against 
which the eddy is observed after formation. The ring is "formed" after two 
years by switching the atmospheric forcings on the water column to those of 
the Slope Water, to model the movement of a Sargasso Sea water column 
into Slope Water conditions. 
water was mixed with the underlying warm mixed layer, acting to reduce 
the effects of surface cooling on the surface temperature. In both cases, the 
effect was seasonal, with the surface temperature signal disappearing in the 
summer due to capping in both cases. In winter, convective overturning due 
to the surface cooling acted to moderate the surface adjustment, although 
the cold core ring regained only a weak surface temperature signal, since the 
cold core temperatures reduced the degree of overturning taking place. 
The sea surface height signature of an eddy is unlikely to be affected 
greatly by the surface heat fluxes. If we make the assumption that the 
time variations in the pressure on the topography at a given location are 
small (true except for strongly barotropic flow or shallow water), and assume 
hydrostatic balance, then we can think of the sea surface height variations at 
that location as representing a depth-integrated density anomaly in a water 
column. These assumptions hold reasonably well for a several-month old 
eddy that has left the Gulf Stream formation region and is moving around 
the gyres of the North Atlantic. 
The contribution • to the variations in the sea surface height signal will 
come mainly from the thermocline, for two reasons. Firstly, the thermocline 
14 
I C 
- Sorgono Sea mixed layer 
- - - Slop. Water mind layer 
Figure 1.7: Surface Temperature signal of a cold core ring, as for figure 1.7., 
with a reference Sargasso Sea signal indicated by the dotted line. The cold 
core ring is modelled as a Slope Water profile under Sargasso Sea atmospheric 
conditions, with the atmospheric forcings being switched after two years to 
simulate the movement of the water column across the Gulf Stream jet. 
is generally much deeper than the mixed layer, typically 1000m compared 
to mixed layer of the order of lOOm. Secondly, the surface heat fluxes act 
to reduce the difference in mixed layer temperature between the eddy and 
surrounding water. A cold ring in the Sargasso Sea, for example, will experi-
ence Sargasso Sea air temperatures, as will the surrounding waters, and over 
time the mixed layer temperature of the ring will converge to that of typical 
Sargasso Sea water due to the surface heating. 
If the mixed layer and thermocline become decoupled due to surface heat 
fluxes, then altimetry is more likely to tell us more about thermocline density 
anomalies than mixed layer density anomalies, so the altimetric signal of an 
eddy is likely to decay more slowly then the corresponding surface tempera-
ture signal. 
Williams (1988) looked at the effects of air-sea interaction on the velocity 
profile of an eddy, using observations of eddies during the FS Poseidon cruise 
in the Northeast Atlantic, and a mixed layer model for studying the effects 
of the atmosphere on seasonal timescales. Figure 1.8 shows the velocity pro-
files for a warm and cold core eddy taken at the formation time, and a year 
later for the same eddy, showing the development of a subsurface velocity 
maximum in both cases. In the warm core eddy, surface cooling leads to 
downwelling, and consequently convergence at the surface and divergence at 
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Figure 1.8: Profiles of tangential velocity for a warm core eddy (left) and 
cold core eddy (right) from Williams (1991). The solid line shows the initial 
velocity profile, at the time of the eddy formation, and the dotted line shows 
the profile a year later, after surface heat fluxes have created a sub-surface 
velocity maximum. 
depth. The Coriolis force acts to create a surface cyclonic vorticity change 
and a deeper anticyclonic change to the anticyclonic currents within the eddy, 
thus weakening the surface currents and strengthening the deeper currents. 
Similar arguments give rise to surface weakening and deep enhancement of 
the cyclonic currents in a cold cbre eddy, although it is less certain that the 
surface warming will produce significant vertical motion. 
The development of these subsurface maxima ties in to some degree with 
the idea of the reduction of the mixed layer anomaly with time. In the centre 
of a newly formed cold core eddy, the low pressure anomaly at the surface 
decreases in magnitude with depth throughout both the mixed layer and 
the thermocline, due to the high density water in the eddy core. If, after 
some time, the mixed layer density anomaly has been removed, then the 
pressure anomaly will be more or less constant throughout the mixed layer, 
and decrease only when it reaches the thermocline. This pattern can be seen 
in William's velocity profiles, if we assume that the currents are related to 
the horizontal pressure gradients by geostrophy. The currents in a new eddy 
decrease with depth throughout the mixed layer, but are more or less uniform 
throughout the mixed layer after some time has elapsed. 
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1.4 Summary 
To successfully assimilate altimetric observations into a numerical model, 
the analysis solution must be consistent with the observations and with the 
known behaviour of the ocean features whose surface signatures are being 
observed. 
If we assume hydrostatic balance, and that the pressure variations on the 
topography at a fixed location are small, we can interpret the observed sea 
surface height variations as variations in the mass of the underlying water 
column. 
The mesoscale eddy model developed here suggests that the pressure and 
density signals of the eddy throughout the thermocline are correlated with 
the sea surface height signal, but the subsurface potential vorticity shows 
a much weaker subsurface signal. To a first approximation, the isopycnal 
geometry appears to be domed or bowed within the eddy, with relatively 
little vertical compression or stretching, hence the weak potential vorticity 
signal. 
In light of this, the assimilation methods developed in chapters 3 and 6 
will attempt to change the mass of the water column without changing the 
subsurface potential vorticity at analysis time. The pre-analysis potential 
vorticity distribution can be used along with the total mass inferred from 
the observation to determine a unique solution for the vertical distribution 




The assimilation of data into time-evolving ocean models is a relatively new 
subject in oceanography, as mesoscale datasets have only recently become 
available. Assimilation has been an important part of meteorology for years, 
playing a crucial part in weather forecasting. In oceanography the need for 
assimilation is less obvious. The market for ocean forecasts is limited to a 
few specialised groups such as the navy, fisheries and meteorologists. 
The main need for assimilation comes from the oceanographic community 
itself. Ocean models are generally less sophisticated than their meteorologi-
cal counterparts, in terms of parametrization of sub-gridscale features. The 
reason for this is the previous lack of available data with which to verify these 
models against. The advent of satellite data is set to change this. Satellite 
data can provide moving pictures of the ocean surface, and with a skillful 
assimilation scheme, it may well be possible to interpret these as full three-
dimensional "moving pictures" of the ocean state that are necessary for a 
proper understanding of the physics of the ocean. 
Ocean modelling itself is necessary for climate studies, as the ocean acts 
as a massive reservoir and transporter of heat and has significant effects on 
the long term climate evolution. Coupled ocean-atmosphere models may 
be used to provide long term forecasts of the Earth's climate over decadal 
timescales. In order for these experiments to give meaningful results, the 
time evolution of the system must be as close as possible to that of the real 
climate. Understanding of the physics of the ocean is necessary to building 
a good numerical ocean model, and good quality data is necessary in order 
to understand the physical processes at work in the ocean. 
When used together, observational data and numerical models are greater 
than the sum of their individual parts. It would not be feasible to fully 
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measure the three dimensional current and tracer fields of even a limited area 
of the ocean, and observations have always been interpreted according to the 
known physics of the ocean to provide a fuller picture, such as inverting 
hydrographic profiles to derive geostrophic currents. In a general sense, a 
numerical model represents our current knowledge of the ocean's physics, 
from a simple inverse relationship such as geostrophy to a full blown computer 
model. These models must, of course, be verified with observations of the 
real ocean, and so require data if they are to be improved. The rest of this 
chapter will look at the oceanic datasets available, and the techniques used 
to assimilate these data into numerical models in a way that is consistent 
with both the observations and the known behaviour of the model. 
2.1 Datasets 
For most of the history of oceanography, observations have been sparse and ir-
regular, in the form of direct in situ observations of currents, temperature and 
salinity taken from dedicated cruises or ships of opportunity. Programmes 
such as POLYGON, MODE and POLYMODE in the North Atlantic have 
measured the temperature, salinity and currents along ship tracks in order 
to build up a large scale picture of the ocean circulation. It is impossible to 
provide complete coverage of any large area of the oceans using this method, 
and the interpretation of such data can be unclear, as found by Fuglister & 
Worthington (1951). 
Satellite measurements are much more frequent and regular, providing 
global datasets. The two instruments of interest for the methods developed 
in chapter 3 onwards are the radar altimeter and the infra-red radiometer. 
2.1.1 Radar Altimeter 
Radar altimeters, such as those mounted on the ERS-1 and Topex-Poseidon 
satellites, measure the distance between the satellite and the sea surface, 
using the return time of a radar pulse. When suitable corrections for atmo-
spheric conditions are taken into account, the distance between the satellite 
and sea surface can be calculated. As figure 2.1 shows, if the height of the 
satellite above a reference ellipsoid is known, and the local position of the 
geoid relative to the reference ellipsoid is known, then we can calculate the 
height of the sea surface above the geoid. This is referred to as the dynamic 
topography, and is indicative of bulk movement of water masses in the ther-
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Figure 2.1: How radar altimetry can be used to measure the time varying 
sea surface height, or dynamic topography. 
There are several sources of error in the derivation of dynamic topogra-
phy. The satellite to sea surface distance will suffer from basic instrument 
error and any systematic errors in the atmospheric corrections, but these are 
small compared to other errors. The orbit error represents uncertainty in the 
satellite's position, and generally has a long spatial wavelength compared to 
most ocean phenomena of interest, such as mesoscale eddies, and so can be 
filtered out. The sea state bias must be estimated i.e. the correction required 
due to significant wave height. 
The most important source of error, however, is the geoid error. Current 
global geoid models represent only the large scale variations in the Earth's 
gravitational field. The uncertainty increases as scale decreases, so that er-
rors of 50cm are typical at scales of 100km (Rapp, Wang & Pavlis, 1991), 
the typical size of a North Atlantic eddy. The geoid signal is, of course, 
time-independent, and this could prove useful in identifying and removing 
it. Marshall (1985) pointed out that the problems of sea surface height de-
termination and geoid determination are linked, and can be solved to some 
degree by the use of a good ocean model. 
In practice, the altimeter tells us the sea surface gradients much more 
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accurately than the absolute height, and these gradients can be used to cal-
culate the surface geostrophic currents. In terms of realistic ocean features, 
the dynamic topography can often tell us more. Surface height features are 
likely to be indicative of deeper current and density features in the mixed 
layer and thermocline. Mesoscale eddies, for example, as discussed in chap-
ter 1, show a high correlation between the density and current anomalies 
throughout their depth, and account for a large proportion of the time vari-
ations in the ocean. 
2.1.2 Infra-Red Radiometer 
The JR radiometer measures infra-red emissions from the sea surface, on the 
wavelengths within the "atmospheric window" for which atmospheric atten-
uation is minimal at JR wavelengths. As the sea surface is a black body 
radiator, these measurements can be used to infer the sea surface tempera-
ture. JR radiometers are more commonly referred to by acronyms for specific 
devices such as the ATSR (Along Track Scanning Radiometer) and AVHRR 
(Advanced Very High Resolution Radiometer). Most radiometers have wider 
footprints than altimeters, so the coverage is somewhat better. One of the 
major disadvantages is that the sea surface can be obscured by local cloud 
cover. The instrument resolution is about 0.1°C, giving an accuracy of about 
0.3°C can be achieved (Zádovy et al.,1994), when all corrections are taken 
into account. 
The picture given by radiometry is further complicated by the fact that 
the radiometer measures the temperature of a very thin skin layer, of the 
order of a few micrometers. This skin layer is typically cooler than the 
underlying water, due to the flux of heat from the ocean to the atmosphere, 
although this systematic bias can be accounted for. It is also unclear in 
many cases how representative this skin temperature is of the mixed layer 
temperature below. The skin layer whose temperature is directly observed is 
thin enough for gravitational instability to arise, so the skin can be colder or 
warmer than the underlying mixed layer. The skin effect can be estimated 
and compensated for to some degree. 
Dewar (1989) studied the effects of surface modification on mesoscale ed-
dies, as discussed in Chapter 1, and concluded that air-sea interaction cause 
the eddies to lose their mixed layer temperature signature after two years 
or so. Interpretation of the sea surface temperature observations as three 
dimensional features is further compounded by the mixed layer decoupling 
from the thermocline. Recently formed features such as Gulf Stream mean-
ders and rings do not suffer from this problem, and radiometers have been 
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most successful in identifying the positions of strong fronts such as the Gulf 
Stream (Cornillon et al. 1987) 
2.2 Assimilation Methods 
This section will look briefly at the main types of approach to the data 
assimilation problem, and how these approaches are related. In all cases, the 
assimilation method is trying to find a best fit to the data that is consistent 
with the physical constraints of the model. 
2.2.1 Verification Methods 
In general, the aim of an assimilation method is to provide a best estimate 
of the full ocean state using only limited observations, for example using 
only the surface observations available from satellite. In order to assess the 
success of the method during development, it is necessary to have additional 
information about the true ocean state to verify the analysis state against. 
Some studies (e.g. DeMey & Robinson, 1987) have used additional subsur-
face data from in situ measurements to verify assimilation of altimeter data, 
but this still provides limited verification. 
One of the most popular methods for testing assimilation methods is the 
twin experiment . A numerical model run is used to represent the real ocean, 
referred to as the control run. Simulated observations are sampled from the 
control run, for example along satellite tracks given by an orbit model, and 
these are assimilated into another model run, referred to as the assimilation 
run. The analysis fields from the assimilation run can then be compared 
against the full control run fields. The methods are often assessed in terms 
of the "errors" i.e. the discrepancy between the control run and assimilation 
run fields. 
Such results tend to be over-optimistic, as often the models used for the 
control run and assimilation run are identical (referred to as identical twin 
experiments ), and the simulated observations are error free. More sophisti-
cated work has used degraded models and simulated observational noise to 
represent model error and instrument error. Nevertheless, the twin experi-
ment is a valuable tool in that it provides an uncomplicated picture of any 
systematic or random errors due to the method alone, without having to deal 
with other possible error sources unless it is chosen to do so. It provides a 
best case scenario for the assimilation of different types and amounts of data 
that may be available, under different assimilation schemes. 
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2.2.2 Estimation Theory 
Estimation theory, as described by Gelb (1974), can be described simply as 
the technique of forming a best estimate of an unknown observable quantity 
from two or more observations. Using the notation of Ghil & Malanotte-
Rizzoli (1991), if we have two measurements x 1 and x2 of an observable x, 
then the simplest estimate of x is formed as a linear combination 
(2.1) 
where the coefficients a are defined so as to minimise the variance 
= 	- x) 2 if many such measurements were made, and to provide 
an unbiased estimate i.e. a 1 + a2 = 1. 
In the case of oceanic data assimilation, we are looking for the best combi-
nation of a numerical model and observations. We can use the above frame-
work where say, x 1 represents the model estimate of an observable such as 
temperature or velocity, and x 2 represents the observed value. If the model 
state is represented by a vector w, with one element per model variable at 
each gridpoint, then the evolution of the model can be written 
4 = 	 ( 2.2) 
where 4 is the forecast state at a time r, integrated forwards from an 
earlier analysis state w_ 1 at a time r - 1 by the equations of motion of the 
model, which are represented by the matrix Ji,  which is time-independent 
for a linear model. We can calculate an estimate of the true ocean state by 
combining our forecast with observations valid at time r. 
Wa = 4 + K,-(w - H,-w) 	 (2.3) 
The term in brackets, w,. - Lw4, represents the difference between the 
forecast and the observations, where w,- are the observed values, and the 
matrix H. projects the forecast model values into the observation space. The 
matrix K,- projects these observational increments back into model space, 
and weights them according to the confidence in both the observation and 
the forecast model. In terms of equation 2.1, the matrix K contains the a 
coefficients. 
Expressed in words, equation 2.3 states that the analysis field is given by 
the forecast model field plus a weighted increment (weighted by K) at grid-
points where an observation is likely to have impact (selected by the matrix 
H). Optimal interpolation is concerned with finding the optimal matrix K, 
i.e. the matrix that minimises the variance for all observables in the model. 
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In a typical meteorological or oceanographic model, the vector w, will 
have one element for every variable at every gridpoint, and w°  will have one 
element for every observation assimilated. Call the size of these vectors M 
and N respectively, and K is a time dependent N x M matrix. Some quick 
calculations for the Cox model discussed in Chapter 5 give us M 2.5 x 106 , 
and we could expect a typical N 4000 observations from a ten day orbit 
of Topex/Poseidon within the model domain, if the observations are binned 
according to model gridpoints. Obviously a straightforward application of 
optimal interpolation is impossible due to the computational cost of calcu-
lating such a large matrix every time we assimilate, so approximations have 
to be made. Two common methods of approximating optimal interpolation 
are the Kalman Filter and variational methods. 
The Kalman Filter 
The Kalman Filter (Kalman, 1960) is a generalised method originating from 
estimation theory. It has been applied to meteorological data assimilation 
and more recently to oceanographic assimilation (Ghil 1989). 
The Kalman Filter defines an optimal matrix K as 
Kr = FJH'(HPIH' + R7 ) 	 (2.4) 
where H is the projection matrix introduced in equation 2.3, R repre-
sents the observational noise, and P is the error covariance matrix. The T 
superscript represents the transpose operator. 
The error covariance matrix expresses our confidence in the forecast model 
fields as they are integrated forwards. To this end, the error covariance matrix 
must be integrated forwards alongside the forecast model. This is performed 
using the model equations of motion, as represented by the matrix W in 
equation 2.2. 
1 
= WP,1tPT + Q ' _ 1 (2.5) 
Pr" ( 2.6) 
where I is the identity matrix, Q represents the model errors in evolving 
the covariance error matrix forwards in time, and 1? represents the observa-
tional noise again. 
In a model with M variables, the forward evolution of the model requires 
0(M) computations, whereas the evolution of the error covariance matrix 
requires 0(M2 ) computations. Approximations can be made to reduce the 
assimilation procedure to 0(M) computations (Parrish & Cohn, 1985 and 
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Todling & Ghil, 1990). The i,jth element of P represents the correlation 
between the forecast errors in the ith and jth variables. Forecast errors 
will have a typical correlation length, usually small compared to the model 
domain. In finite-difference form, the model equations for a variable will 
depend only on the values of variables a few gridpoints away, hence the 
elements of P corresponding to model variables with a high spatial separation 
will be close to zero, as explained in Ghil & Malanotte-Rizzoli (1991). 
Webb St Moore (1986) showed that the Kalman filter can be approxi-
mated further if the ocean state is represented as a superposition of linear 
Rossby waves, in that the error growth rate for each mode can be calcu-
lated separately. Projection of a simulated sea surface height signal onto the 
Rossby wave modes was effective in transferring the surface information to 
depth, in the twin experiment framework used. 
The Kalman Filter as described above applies only to linear systems, 
whereas oceanographic problems often deal with non-linear systems. The 
Extended Kalman Filter (Ghil et al, 1982 and Budgell, 1986) essentially re-
quires that the matrix 19 in equation 2.2 be time-dependent, in order to 
represent non-linear terms in the equations of motion. In practice, '.lY can 
be kept constant over time periods in which the flow does not change sig-
nificantly, which covers most time scales over which assimilation is carried 
out. Examples of practical applications of the Kalman Filter are discussed 
in Miller & Cane (1989) and Gaspar & Wunsch (1989) for linear models, and 
Heemink St Kloosterhuis (1990) and Evensen (1992) for non-linear models. 
Even with the approximation mentioned above, the Kalman Filter is a 
computationally expensive technique. It has the advantages of minimising 
the estimation error variances both at the time of analysis and over the 
entire period of assimilation. In addition to the forecast field, a measure of 
confidence in the forecast field can be calculated at any time from the error 
covariance matrix. This is of course, only as good as the initial estimate of 
the error covariance P,.=o, and the noise matrices 11 and Q used to represent 
observational and model errors. 
Variational Techniques 
The general aim of variational techniques is to minimise the distance between 
a set of observations, and a trajectory subject to some smoothness or dynam-
ical constraint by varying a set of parameters. Variational methods were first 
applied to oceanographic data assimilation by Provost & Salmon (1986) for 
the inversion of hydrographic data, and have more recently been applied to 
the assimilation of satellite data, as described later. In most oceanographic 
25 
applications, the observations are a set of observations within a certain time 
interval, the trajectory is a numerical model run covering that time period, 
and the control parameters could be either the initial conditions of the model 
run, or the model parameters such as friction and diffusion coefficients, or 
both. 
The solution is a trajectory consistent with the model physics and as 
close to the observations as possible. A phase space is defined by the control 
parameters, and a cost function defined as a function of these parameters. A 
descent algorithm is used in which the minimum value of the cost function 
is sought within the phase space, i.e. the values of the control parameters 
which minimise the cost function are sought. 
This type of problem is commonly solved by the use of an adjoint model 
i.e. a time-reversed linear model. As the forward model is integrated over 
the period in which data are available, the non-linear tendencies are stored at 
each timestep, and the model errors are calculated at observation times and 
integrated forwards. The final error field can then be integrated backwards 
in time by the adjoint model and stored non-linear tendencies to provide 
an update to the initial conditions. Iteration of this process leads to a set 
of initial conditions which provide a trajectory which is consistent with the 
• model's equations of motion, and a best fit to the observations within the 
time period over which the iteration is carried out. The cost function here 
is defined as a weighted sum of the differences between the observations and 
the analogous values for the observables in the model trajectory. 
Assimilation using an adjoint model is computationally expensive, and 
requires a large initial outlay in terms of the time and effort required to de-
velop an adjoint model. The model physics are used as a hard constraint, 
and this may lead to problems where the model physics do not accurately 
represent the evolution of the real ocean (Lewis & Derber, 1985). Adjoint 
modelling is often used to solve this very problem, by varying the parameters 
used to describe sub-gridscale processes in order to obtain a best fit to the 
observed evolution of the real ocean, as in Schröter (1989) and Panchang & 
O'Brien (1990). 
In ocean forecasting, variational methods were first used by Thacker 
(1987), by varying the initial conditions of a hindcast run over the observed 
period in order to find the initial model state which gives the closest fit tra-
jectory to the observations. The continuation of this run would then provide 
a forecast of the future ocean state. Long & Thacker (1989) successfully as-
similated altimeter data into a linearised equatorial model, using the adjoint 
method. They found that altimetry was able to constrain the circulation 
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of models with low vertical resolution, and if assimilated along with other 
data-types, could constrain high vertical resolution models. 
Moore (1991) used a quasi-geostrophic adjoint model of the Gulf Stream 
to perform such an experiment, in which he allowed the initial streamfunc-
tion or initial vorticity fields to vary, and assimilated both tracked altimetry 
data and XBT data from a model control run. This, and subsequent exper-
iments with assimilating real GEOSAT data proved successful in recreating 
the positions of Gulf Stream meanders and rings within the model. 
2.2.3 Sub-optimal Methods for Altimeter Data 
This section looks at assimilation methods which depart from the formalism 
of optimal interpolation, and are based more on the known physics of the 
ocean. In general they are less computationally expensive than the Kalman 
Filter or variational techniques, and easier to apply to oceanographic prob-
lems. 
As the observations are assimilated, care must be taken to make the 
analysis field consistent with the model physics. Sea surface height is not 
generally a prognostic variable of most ocean models, and thus cannot be 
changed without changing the surface geostrophic currents in the case of the 
QG model, or the current and density distribution in a primitive equation 
model. It is also desirable that the analysis fields are balanced if the model 
is to integrated forwards, to prevent transient behaviour in the model dur-
ing the forecast, such as unrealistic gravity waves. The first two methods 
described, namely dynamical transfer and nudging make explicit use of the 
model physics to spread the information throughout the model. Later pro-
jection methods use approximations to the model physics to directly update 
the subsurface model fields in some way, based on the surface observations. 
Dynamical Transfer 
The simplest approach to the assimilation problem is to directly update the 
model variable representing the surface height at analysis steps, and allow 
model processes to spread the information vertically between analysis steps 
as the model runs freely. This approach was taken by Hurlburt (1986) and 
Berry Si Marshall (1989). 
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Huriburt (1986) referred to this approach as "Dynamic Transfer", since 
the model dynamics are used to spread the data vertically throughout the 
model. He performed a series of experiments using a two layer primitive 
equation model with a free surface and a pycnocline depth specifying the 
interface between the two layers of fixed density. The surface elevation was 
updated regularly from simulated data in a twin experiment format, with no 
direct update to the pycnocline depth. 
Various interpolation methods were used, with assimilation taking place 
at intervals from 20 to 40 days apart, over the course of 2 years. In most 
cases the pycnocline depth converged to that of the control run, with the 
errors in pycnocline depth dropping to around 40% of their original values. 
Berry & Marshall (1989) had similar success with a two layer quasi-
geostrophic model, once again using simulated data in a twin experiment. 
However, they attempted the same "dynamic transfer" with a three layer 
model and found that the bottom layer did not converge as well, due to the 
weak coupling between the layers. It seems that the dynamics of a typical 
numerical model can only strongly transfer information down by one model 
level, due to weak inter-layer coupling. Changing only the top-layer stream-
function creates a signal in the potential vorticity in the top two layers, 
according to the QO inversion equations (3.9-3.11), and no direct change in 
deeper layers at all. The lower layers of a multi-layer model thus respond 
very weakly to this kind of assimilation. 
Nudging 
Nudging aims to insert data into the model in a controlled manner, in order 
to prevent any initialisation shocks. It was first developed for meteorological 
applications by Anthes (1974), in his work on hurricane prediction, and has 
more recently been applied to the oceanographic problem. The observations 
are introduced over a set time period as an artificial forcing term in the 
model equations of motion, and model physics processes are expected to 
spread them spatially and balance the observational increments in order to 
make them consistent with the model physics. The model equations are 
modified to 
= "physics" + (w° - 	x W(r ­r') 	(2.7) 
where w is the model state vector as before, and W represents a time-
window over which the observation is spread. In other words, in addition to 
the tendencies from the physics of the model, additional forcings are made 
based on observations close in time. The time window typically has a max- 
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imum at 7- = r', and tails off to zero on either side. By inserting the data 
over a finite time period, the model is allowed to adjust in order to make the 
observation consistent with its own physics. 
Holland (1989) and Holland & Malanotte-Rizzoli's work (1989) with a 
multi-layer QG model demonstrated that by nudging the top layer stream-
function, the errors in all layers decayed with the same e-folding time during 
a twin experiment assimilation run, compared to the much slower conver-
gence of the deep layers by Berry & Marshall's dynamic transfer method. 
Verron (1992) used a nudging technique to assimilate simulated altimeter 
data into a three layer QG model. The sea surface height information was 
represented by various quantities • from a control run in a twin experiment 
format, such as the top-layer streamfunction or top-layer vorticity, and the 
lower two layers were allowed to evolve freely. He achieved convergence at 
all model levels when nudging the sea surface height, or the surface vorticity 
derived from the surface height. 
The nudging mechanism used in these two sets of experiments provided a 
stronger inter-layer coupling than the simple dynamical transfer method, and 
allowed the top-layer information to propagate downwards more efficiently. 
If the surface data are nudged into the model over a finite time, the model 
dynamics will create a balanced state consistent with the data. If this is not 
done, and the data is assimilated instantaneously into the surface layer alone, 
then the changes in the surface layer are unbalanced, and the impact of the 
assimilated data will be lost due to the inertia of the much larger lower layers. 
Re-initialisation 
The nudging method described above inserts the data when and where it is 
observed, allowing the model to perform any necessary interpolation. The 
nudging scheme can be extended by including "pseudo-observations" in the 
dataset to be assimilated, i.e. the observations are interpolated before as-
similation. For example, hydrographic observations of density may be spread 
spatially, or used to infer geostrophic currents, which are then assimilated 
alongwith the observations. 
If sufficient "pseudo observations" are made so that a significant part of 
the model state-vector is directly updated by the analysis, then the nudging 
time window can be reduced to a single timestep (Dombrowsky & DeMey, 
1992). This limit is often referred to as re-initialisation. Observations are 
binned into regular time periods, and assimilated as a full set of increments 
29 
to model fields. The interpolation method used to calculate the "pseudo ob-
servations" must ensure that the model's balances and boundary conditions 
are respected, in order to prevent any re-initialisation shocks. 
Statistical Projection 
Statistical projection methods rely on the use of pre-calculated statistics to 
spread the data. The assimilation is performed as a two stage process. Ini-
tially, statistics are gathered on the correlations between the variations in the 
fields to be observed and the variations in the fields to be updated. These 
statistics are used in the second stage, the assimilation run itself, to update 
the model fields in accordance to the statistical relationships observed in the 
first stage. 
A typical procedure would be to calculate the correlation between sea 
surface height anomaly (i.e. deviation from a time-mean field), with the 
anomaly of subsurface pressure fields, from a long dataset. The observed 
sea surface height anomalies are then converted into pressure increments at 
model levels, based on these correlations. A set of empirical modes of pres-
sure variation are calculated, and observed surface pressure anomalies are 
projected onto the dominant mode. This was essentially the procedure car-
ried out by DeMey & Robinson (1987), and by Hurlburt et al (1990) with 
some non-local interpolation. 
DeMey and Robinson calculated the vertical empirical modes of pressure 
anomaly from POLYMODE data spanning a year. This dataset consisted 
of analysed streamfunctions at six levels, derived from current meter arrays 
and XBT data. The first three empirical modes are shown in figure 2.2, with 
the first two modes accounting for 98% of the overall variance observed. The 
data were then assimilated into an open boundary six layer quasigeostrophic 
model representing a limited area of the western North Atlantic, within the 
area observed by the POLYMODE campaign. 
The POLYMODE data was used to initialise the model at the start of a 
30 day run, and to continuously update the boundaries of the streamfunc-
tion fields throughout the run. Most relevant to the present discussion is the 
comparison between a benchmark run, in which the full dataset was used 
at the boundaries, and an experiment in which only the surface data was 
used, projected onto the surface intensified first mode shown in figure 2.2. 
Comparisons were made on the first (lOOm) and fourth (1400m) model lev-
els between the POLYMODE streamfunctions and the model forecasts, and 
show that both experiments were equally successful at reproducing the final 
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Figure 2.2: Empirical vertical modes of eddy pressure anomaly within the 
region of the POLYMODE experiments (DeMey & Robinson, 1987). The 
surface intensified first mode accounts for 81.5% of the overall variance, and 
the second mode for a further 16.7%. 
current fields at both levels. 
Hurlburt et al (1990) used the two level model from the Hurlburt (1986) 
paper, this time directly updating the subthermocline pressure field at a 
gridpoint based on the observed sea surface height anomaly within a finite 
distance of that gridpoint. The problem was complicated by the weak corre-
lation between the sea surface elevation and subthermocline pressure, and the 
results produced were no better than those obtained by "dynamical transfer" 
using the same model, despite the number of different non-local projection 
methods used, due to the low correlations between surface height anomalies 
and subthermocline pressure anomalies. 
Comparing the results of these two papers, it appears that the vertical 
projection of analysis increments is both necessary and successful only if the 
model has a high enough vertical resolution to resolve the vertical modes used 
to project the data. Hurlburt et al used their numerical model as a source 
for the correlation statistics, and found a low correlation between the surface 
height anomaly and subthermocline pressure anomaly, as would be expected 
from the surface intensified first mode in figure 2.2. In a two layer model, 
this essentially means that little additional information is put into the lower 
31 
layer by the projection, whereas in DeMey and Robinson's six layer model 
the correlation is strong throughout the first three levels at least. Conversely 
in a two-layer model, the dynamical transfer methods in Hurlburt (1986) 
were sufficient to constrain the lower level, given enough time for adjustment 
to occur. 
The statistical projection methods were taken a step further by Mellor & 
Ezer (1991). Using an eleven layer model of the coastal Gulf Stream with a 
curvilinear horizontal grid, vertical sigma coordinates and a free surface, they 
projected observed sea surface height variations onto subsurface water mass 
anomalies. The approach was essentially statistical, but showed a greater 
consideration of water masses by looking at the subsurface temperature and 
salinity. 
Correlations were calculated at every gridpoint between the sea surface 
elevation anomaly Sq and a subsurface property anomaly Sx as 
- 	<5i5x> 	
28 
T[<5x2><5q2>}h/2 	 . ) 
where x could be temperature, salinity, or density, and <> denotes the 
time average over a year run of the model. The analysis value of x was 
obtained as 
XA = XF + FSq 	 (2.9) 
- <SqSx> 
whereF,, 	 (2.10) 
- 
Figure 2.3 shows the correlations between Sq and Sp at various depths. 
Very high correlations are observed in some regions, and the overall corre-
lation at 1000m appears to be higher than 0.3 obtained at the same depth 
from DeMey & Robinson's first vertical mode. Knowledge of either a pressure 
profile or density profile is equivalent, assuming hydrostasy and knowledge 
of the barotropic mode, but it appears that representing the analysis incre-
ments in terms of density gives more confident results. This is not surprising 
if viewed in terms of the simple geostrophic eddy model in chapter 1. The 
eddy pressure anomaly falls off steadily throughout the thermocline, whereas 
the temperature anomaly is strong throughout the whole thermocline, hence 
the sea surface height anomalies are expected to be more highly correlated to 
the temperature at the base of the thermocline than to the pressure anoma-
lies at that depth. 
The temperature and salinity fields were calculated in this way, using sim-
ulated observations of Sq from a control run of the model, and the equation of 
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Figure 2.3: Maps of C,, at different depths, i.e. the correlation between sea 
surface height anomalies and density anomalies at those depths, taken from 
Mellor & Ezer (1991). 
state was used to calculate the analysis density. The analysis currents were 
obtained by running the model "diagnostically", i.e. running for ten days 
with the density fields fixed in order that the currents balance the analysis 
density. 
Analysis was carried out every 30 days for a 180 day run, and the surface 
elevation errors after the assimilation run were found to be 40%-50% of the 
errors in a comparable run with no assimilation. 
Statistical methods of this kind allow for assimilation of altimeter data in 
models with good vertical resolution. The work of DeMey & Robinson and 
Mellor & Ezer with models of this kind show that the projection of surface 
height anomaly onto vertical modes of pressure or density produces signifi-
cant improvement in model forecasts. 
However, statistical methods of projecting data also require reliable statis- 
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tics. In a basin scale model the correlations between surface elevation and 
subsurface fields will vary spatially, and there is no guarantee that the model 
will accurately reflect the variability of the true ocean. The correlations used 
by Mellor & Ezer were fully spatially varying i.e. stored at every model 
gridpoint, and this worked well for their model. However, they were using a 
highly detailed model of the Gulf Stream, and most basin scale models are 
less successful in positioning the Gulf Stream and North Atlantic Drift cor-
rectly. Similarly, DeMey & Robinson used a limited area model with uniform 
statistics, a valid assumption over the small region of their model. As Mellor 
& Ezer point out, the statistics are assumed to be time-independent, which 
may not be the case. DeMey & Robinson encountered this problem. They 
identified a second time period in the POLYMODE dataset during which 
the first pressure mode was less dominant, and found the assimilation ex-
periments based on projection onto this first mode were less successful than 
those spanning the earlier time. 
Dynamical Projection 
Haines (1991) addressed the assimilation problem from a different angle. 
Rather than making use of statistics to provide the additional information to 
project the surface data, he made use of existing model fields at the analysis 
time, and conservation properties. 
Using a four layer quasi-geostrophic model, he constrained the assimila-
tion by specifying that the potential vorticity below the surface layer remain 
unchanged at analysis. This, along with the surface streamfunction (repre-
senting observation of sea surface elevation), was sufficient to invert for a 
unique analysis solution. In a series of twin experiments, the assimilated 
model fields were found to converge to the control run fields to a high degree 
over the course of a year's run with assimilation of a full surface streamfunc-
tion every 20 or 40 days. This work is discussed more thoroughly in Chapter 
3, and extended in Chapter 4 to cover the assimilation of tracked data. 
The method was based on the observation that potential vorticity was 
homogenised within the centre of the box model in the second and third 
levels, and the eddy variability was only visible in the top layer P.V. field, in 
accordance with the homogenisation theories outlined in chapter 1. 
These ideas were further extended by flames, Malonotte-Rizzoli & Young 
(1993) to a three layer shallow water model with more realistic dynamics. In 
twin experiments with this model, convergence was also obtained, although 
to a lesser degree, as might be expected due to the more complicated model 
us . - 
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This method bears some resemblance to the dynamical transfer methods 
used by Hurlburt(1986) and Berry & Marshall (1989), in that the model dy-
namics are expected to spread the information to some degree. However, the 
subsurface streamfunction fields here are updated directly at analysis, and 
the model dynamics carry these changes into the subsurface P.V. fields by 
advection as the model is run freely between analyses. 
To a large extent, the long term success of this method relies on the abil-
ity of the model to accurately represent the forward evolution of the P.V. 
fields, and it does so in Haines' study due to the "perfect-model" twin ex-
periment format. The greatest immediate impact will come from advection 
of P.V. due to current increments made at analysis, and most models are 
capable of representing advective processes reasonably well. If the potential 
vorticity fields (or other conserved properties) in the pre-analysis model are 
poor, then the results will suffer accordingly. 
Reliance on the model rather than on statistics for a-priori information 
may have the advantage of flexibility, in that if a region of the model enters 
a new dynamical regime, the assimilation method can take account of this. 
This could be particularly important if the model has a systematic error, 
such as the common misplacement of the Gulf Stream. Model statistics of 
quantities such as eddy kinetic energy are often seen to improve after an 
assimilation period, and using the model as a source of a-priori information 
allows for further assimilation to take account of these improvements. Statis-
tics, on the other hand, are fixed at the start of the run, and will not adapt 
if the model develops in response to the data. 
2.2.4 Overview 
There is a limit on how well any ocean assimilation scheme will work, given 
the incomplete information available on the ocean state from observations. 
Reasonable success has been achieved with all the methods outlined, since 
all methods make use of our knowledge of typical ocean features to project 
the available data as far as possible, whether this knowledge is expressed as 
a statistical law or dynamical relationship. In both cases an observed surface 
height anomaly is used to infer a three dimensional structure, such as the 
geostrophic eddy model in chapter 1. 
A good assimilation scheme should have the following properties. 
• The analysis state should fit the observations as closely as possible. 
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• The analysis state should be consistent with known dynamical laws 
where they apply, such as geostrophic and hydrostatic balance. 
• Full use of the observations should be made i.e. data should be pro-
jected to other regions of the model where we believe this is likely to 
improve the analysis. 
• Useful information existing in the model before the analysis should not 
be altered if we have no grounds for doing so based on the observations. 
This last point has been overlooked in much of the previous work on the 
subject. Most of the oceanographic data assimilation work has been based 
on methods taken from meteorology, where this point is much less important 
due to the different processes at work in the atmosphere. Unlike a water par-
cel, an air parcel can change temperature by radiating or absorbing energy. 
The properties of a water parcel e.g. temperature and salinity are set when 
the water parcel was last in contact with the surface, and can change only 
by slow-acting mixing processes from then on. For this reason, the ocean 
evolves in a much more conservative way than the atmosphere. It is these 
conservation properties that we will exploit in the derivation of the assimi-
lation methods in the following chapters. 
In addition to improving the instantaneous model fields, the assimilation 
scheme should improve the model trajectory, so that the remaining post-
analysis errors increase as little as possible in a forecast run after the anal-
ysis, or even decrease after analysis. This is particularly important if the 
assimilation procedure is to be performed repeatedly, as in the experiments 
in the following chapters. Information gained by the model at one analysis 
step should not be overwritten on subsequent analysis steps unless it is in-
consistent with new observations. Comparing the experiments of DeMey & 
Robinson, Mellor & Ezer and Haines, all three have made some attempt to 
project the observed surface height anomaly onto a state-vector representing 
the hydrographic profile beneath. The choice of state vectors vary (pressure, 
density and P.V. respectively), and have different implications for the for-
wards evolution of the model. The table below summarises the properties of 
the three different state vectors used. 
I Confidence Confidence 
State Vector in observation in model Timescale 
Pressure Poor Poor Barotropic 
Density Good Fair Baroclinic 
P.V. Zero Good Subduction 
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The confidence in observation indicates the degree of correlation expected 
between variations in the chosen state vector and the variations in the sea sur-
face height observed by the altimeter. The timescale indicates the length of 
time that the model will "remember" a change to that particular field. In an 
intermittent assimilation scheme, this will affect the confidence in the model: 
the longer the timescale over which the previously assimilated data is likely 
to persist, the better the forecast model will be for the next assimilation. 
Haines' method relies on this heavily. In effect the surface height variations 
are mapped onto the P.V. state vector, and the zero correlations between the 
surface height time variations and subsurface P.V. time variations leads to 
the conservation of the subsurface P.V. fields. In the statistical projection 
methods, the changes made to the subsurface P.V. due to the changes to 
pressure or density are likely to be noisy due to the vertical differentiation 
required to calculate P.V. increments from pressure or density increments, 
and may imprint spurious features on the model's long term "memory". The 
information contained in the pressure or density fields will persist for much 
shorter times, as they can be changed by barotropic and baroclinic events 
respectively. 
It is worth mentioning the effects of assimilation on the temperature 
and salinity fields on subsurface isopycnals here. Altimetry will not tell 
us anything directly about the T-S properties on a subsurface isopycnal. 
We can estimate the subsurface density to some degree, but need to further 
differentiate between cases of warm salty water and cold fresh water which 
could have the same density. We may have previously assimilated some 
in-situ data which provided us with just such information. This valuable 
information may still be in the model, so we should try to conserve it. 
Salinity and temperature are not dynamically active in the sense that po-
tential vorticity is, but do play a part in the long term evolution of the world 
oceans. It is believed that the high salinity water from the Mediterranean 
plays an important part in the formation of deep water in the Greenland 
Sea, which in turn is believed to drive much of the deep circulation. This is 
not important on the timescale of the typical assimilation experiment, but is 
nevertheless worth noting. 
The optimal techniques of Kalman filtering and variational methods are 
well understood as numerical techniques, and with the right approximations 
can be applied to oceanographic problems. They have the advantage of pro-
viding error bars along with the forecast fields, which is vitally important 
in some areas of forecasting, e.g. forecasting potential flooding (Heemink & 
Kloosterhuis, 1990). The disadvantage of using such techniques is that they 
treat the ocean model merely as a set of prognostic variables, and thus do 
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not consider derived quantities such as potential vorticity and other water 
mass properties. Dynamically active quantities such as P.V. are implicitly 
treated by the adjoint method, as they affect the forward (and backwards) 
running of the model, but it is difficult to obtain a physical picture of how 
the assimilated data affects the trajectory. 
It seems likely that results of similar quality can be achieved with sub-
optimal techniques, such as nudging and direct insertion, although these 
techniques do not provide any measure of confidence in the forecast. These 
methods, however, approach the problem from a more physical than math-
ematical angle, and it is consequently easier to build in physical constraints 
such as water mass conservation, and easier to see how the methods are 
working in physical terms. 
The following two chapters cover Haines' quasi-geostrophic dynamical 
projection methods in greater detail, and expand the work to include limited 
data coverage at the surface. The final three chapters adapt this work to a 
more realistic model, and consider the implications of assimilation of surface 




Quasigeostrophic models have been in use in meteorology since 1956 (Phillips 
(1956)), and were introduced to physical oceanography in the late 1970's 
(Holland (1978) and McWilliams (1977)). The interest in mesoscale eddies 
at that time led to a demand for numerical oceans models capable of run-
ning at high enough resolution to resolve eddy activity. Early comparisons 
be Semtner & Holland (1978) between primitive equation models and quasi-
geostrophic models showed that the QG models were faster by a factor of ten 
or higher, and reproduced most of the important dynamics of the primitive 
equation models with reasonable accuracy. 
All oceanographic applications with QG models have used the stream-
function and P.V. representation used here. 
Quasigeostrophic layer models provide an idealised picture of the ocean, 
as shown schematically in figure 3.1. The model consists of N layers, each 
with a fixed reference density Pm  and mean thickness h, and time-dependent 
spatially varying streamfunction and potential vorticity fields T. and q, 
representing the flow in that layer. The flow gives rise to time-dependent 
perturbations in the depth of the layer-interfaces, although these are small 
compared to the layer thicknesses. Small amplitude topography, D, can be 
included in the bottom layer of the model. 
The potential vorticity and streamfunction are integrated forwards to pro-
vide a model of the three dimensional time-varying currents. Due to the fixed 
reference density structure they cannot model buoyancy driven phenomena 
such as the thermohaline circulation described in Chapter 1. 
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Figure 3.1: Schematic layout of the QG model, showing the reference density 
structure and perturbations ij caused by the streamfunctions. Each layer has 
a horizontally varying streamfunction T j and potential vorticity qj, and a 
constant reference density pi and mean thickness H. 
3.1 Equations of Motion 
The quasi-geostrophic dynamics are derived from the vorticity equation. The 
notation of Marshall & Nurser (1986) and Brugge, Nurser & Marshall (1988) 
is adopted here. 
(V2W + j3y) = 	 (3.1) 
where 0 is latitudinal gradient in the Coriolis parameter (assumed con-
stant), ft  is the Coriolis parameter at y = 0, the southern boundary, and II 
is the layer thickness. The vertical velocities w i+ ,,i are the vertical velocities 
at layer interfaces. We can write the equations for the changing positions of 
the layer interfaces as 
Wn+i,n = Wn+i,m + 	7Jn+1,n 	 (3.2) 
where 	is the deviation of the interface from its mean position. Thus 
j7n+1,n represents the vertical velocity of the interface itself, and 
represents the flux of fluid through the interface, i.e. the change of water 
Mi] 
from one density to another by external diabatic heating terms. We combine 
these two equations in order to eliminate vertical velocities to to give 
AA+  flY + A 	 -h,m-1) = 	(W,_ 1 - W +1,) (3.3) 
We use hydrostasy to write 17n,n...1  in terms of the streamfunction. 
77nm—I = 	
fopa 
A 	 (Wn - 'Fn-1) 	 (3.4) 91_SPn , n  —1 
Where p0 is the mean density of seawater, and Ap n ,n ... t is the density 
change between the two subscripted levels. Define a quantity qn  such that 
q, = V2 tn + fly - 7n,n+i(Wn - W +1) - ?n,n+t(Wn - W n_i) (3.5) 
fo2 P (3.6) 7mm—I = gHAp,_i 
and we can re-write equation 3.3 as 
D fo 
	
= ff(Wnn_ l - Wn +t,m) 	 (3.7) tqn  
The term q is the quasi-geostrophic potential vorticity, and is a first order 
linearisation of the full definition of P.V., in the regime of small perturbations 
to the mean thickness of density layers that the QG model operates within. 
To obtain the final QG model equations we expand the substantial derivative 
flj, and include frictional and surface forcings, to give us 
+ J(W, q) = Cm 	 (3.8) 
where J is a Jacobian operator representing the advection of potential 
vorticity, and potential vorticity is defined as 
= V2 P 1 + fly - '2,1(W1 - 2) 
	
(3.9) 




with the forcings 
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C1 = -  -( wo - W2,1) - 	 (3.12) 
H1 
G. = # 	 V6 (Wm,m_i - 	- VWn 	 (3.13) 
GN = ---WN,N1 - VV61FN - EV 2WN (3.14) 
H1, 
where D is the small amplitude topography, v and € are frictional coef-
ficients, and w0 represents the Ekman suction velocity imposed on the top 
of the model by the wind stress. W represents adiabatic forcings, which are 
zero below the surface of the ocean. 
The model is timestepped by calculating the potential vorticity tenden-
cies using equation 3.8, and inverting the new P.V. fields with an elliptic 
solver and suitable boundary conditions to derive the new streamfunctions. 
As equations 3.9 to 3.11 show, the potential vorticity and streamfunctions in 
the quasi-geostrophic model are alternative sets of state-vectors which give 
identical information. The potential vorticity can be calculated from the 
streamfunction, and the streamfunctions can be derived from the potential 
vorticity if the boundary conditions are known. Typically, the streamfunction 
will have a constant value around the perimeter, usually zero, to represent 
closed boundaries. The details of the inversion are covered by Brugge, Nurser 
& Marshall (1988). 
Ageostrophic currents and associated vertical velocities can be derived 
diagnostically from the QG model, but these play no part in the forward 
advection of P.V., and so do not appear explicitly in the equations of motion. 
3.1.1 A Simple Box Model 
The box model described in Haines (1991) was used to extend that work 
further as described in Chapter 4, and is introduced here. The model has 
no topography or coastline, closed boundaries, and is driven by an idealised 
sinusoidal wind stress at the surface. It was used as a simple Gulf Stream 
like system for the assimilation studies by myself and Haines. Table 3.1 sum-
marises the characteristics of the model. 
With a horizontal resolution of 15km, the model was able to resolve 
mesoscale eddies easily. Figures 3.2 and 3.3 show the streamfunction and 
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P1,2 3 x 10 4 gcm 3 
lXp2,3 8 x 10 4gcm 3 
AP3,4 8 x10 4gcm 3 
Table 3.1: The parameters used in the quasigeostrophic box model. 
Nondimensional Scales 
Length L = 2263km 
Time T=(i9L) - = 7h 
Potential Vorticity Q = /JL = 3.98 x 10 5r 1 
Velocity U = 0.002mr 1 
Streamfunction W = UL = 4350m28' 
Table 3.2: Non-dimensional scales used in the quasigeostrophic box model. 
potential vorticity respectively, in the four model layers 6290 days after spin-
up. 
A high degree of homogenisation of the potential vorticity can be seen 
in the second and third layers, friction with the bottom leads to the plane-
tary gradient seen in the bottom layer. The theory of weak mixing applies 
here, in that water in the subsurface layers never comes into contact with 
the surface due to the reference density structure, and there are no external 
heat fluxes below the surface. Hence the potential vorticity gradients can be 
broken down over many circuits of the gyre without reappearing. 
A Gulf Stream-like jet is apparent, with a cyclonic gyre to the North 
and an anti-cyclonic gyre to the South corresponding to the subpolar and 
subtropical gyres in the Atlantic. Instability in the jet can be seen in the 
form of mesoscale eddy signatures in the streamfunctions in all the layers, 
and in the surface potential vorticity. The presence of eddies does not appear 
to affect the lower potential vorticity fields significantly, except at the very 
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Figure 3.2: Streamfunction in the four layers of the QO box model, in the 
non-dimensional units shown in table 3.2 
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Figure 3.3: Potential Vorticity in the four layers of the QG box model, in 
the non-dimensional units shown in table 3.2 
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bottom layer, where friction with the bottom creates a response to the eddies. 
Quasigeostrophic models are useful for modelling currents in limited ar-
eas, and provide a cheap alternative to primitive equations models for doing 
so. They suffer from three major limitations: 
They cannot represent realistic tracer fields, and so cannot model den-
sity driven phenomena such as the thermohaline circulation. 
QG dynamics break down at the equator, and require a /3-plane ap-
proximation elsewhere. 
Realistic topography is difficult to model, due to the inversion required 
at each timestep. Bottom topography must be confined to the bottom 
layer. 
However, due to their low computational costs they are ideal for limited 
studies of the Gulf Stream, since they can affordably be run at high enough 
resolution to resolve all mesoscale eddies. 
The QG model is particularly well suited to the assimilation studies car-
ried out here, in that it has a highly homogenised potential vorticity below 
the surface, and the inversion of potential vorticity to provide current and 
density information is already built in to the model equations. The homogeni-
sation of P.V. means that in the P.V. state-vector, the eddy information is 
concentrated at the surface. It provided a useful starting point to test the 
ability of an assimilation scheme based on potential vorticity to constrain the 
circulation of a multi-layer model using only surface information. 
3.2 Assimilation Method 
Assimilation based on conservation of subsurface potential vorticity was first 
implemented by Haines (1991) in the four layer quasi-geostrophic model de-
scribed in the previous section. The assimilation was tested in identical twin 
experiments, in which a control run of the QG model was used to represent 
the real ocean. A different run of the same model, with different initial con-
ditions, was then carried out, in which the surface streamfunction from the 
control run was assimilated at regular intervals, to represent the observed sea 
surface height. The evolution of the assimilation run was compared to the 
evolution of the control run, with the success of the assimilation measured 
by the degree to which the two runs converged. 
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The invertibility of the QG model allows us to specify the model state 
uniquely from either the streamfunctions kP,1=1_.4, or the potential vorticity 
qj=i-.4 and the relevant boundary conditions. This inversion from P.V. to 
streamfunction is performed on every timestep of the model. In the assimi-
lation problem, we extend this idea further. Knowledge of either 'I' or q for 
each level is sufficient to specify a unique model state, and we choose to spec-
ify the model state as a top-layer streamfunction W 1 and subsurface potential 
vorticity qj,j=2_.4. The top layer streamfunction represents the observed sea 
surface height hydrostatically, and the subsurface potential vorticity is taken 
from the pre-analysis model, on the grounds of P.V. conservation. 
The inversion equations in the QG model are linear, so we can write 
them out for the analysis increments. The equations are then rewritten such 
that AT, is known and aq1 is unknown. Assuming we know 1W 1 from 
observations, and constrain Aq 1 ,1=2...4 = 0, we can invert to find the analysis 
increments W, 2+4 and LXq 1 . In practice, we only need to calculate qi to 
update the model, as the updated q will be inverted to give the post-analysis 
1 1 as the model is integrated forwards. The increments to the subsurface 
streamfunctions are given implicitly by 
- 	- 	- 	= —'y 1 AW 1 (3.15) 
V 2A 193 - 2 	 2 73,2(Aqf3 - 	2) - 'y4(A1IJ3 - A1P4) = 0 	(3.16) 
	
V2 
A'P4 - yL(At1J 4 - a.'I' 3) = 0 (3.17) 
To solve for the streamfunction explicitly, the three unknowns A4' 1 , i = 
2 -* 4 are projected onto vertical modes such that each modal equation has 
the form 
V2 LXW m - y,A4 m = LlFm 	 (3.18) 
Each modal equation can be solved as a forced Helmholtz equation with 
= 0 on the boundaries. The modal solutions are projected back onto 
the model levels to give the streamfunction increment in each layer. These 
are then used to calculate the increment to the top layer P.V. field, Aq 1 . 
= VAT, - 712 (AW 1 - LXW2) 	 (3.19) 
As stated earlier, it appears that in the potential vorticity representation 
of the model state, most of the time variations are concentrated in the top 
layer of the model. It is for this reason that we can expect to recreate the full 
three dimensional eddy structures by changing only the top layer potential 
vorticity. In contrast, the streamfunction variations penetrate throughout 
the whole depth of the model, but appear to be correlated to a high degree. 
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Although only the top layer P.V. is changed at assimilation, the inversion 
from P.V. to streamfunction changes the streamfunction at all depths. 
The assimilation procedure can be summarised as follows 
Subsurface streamfunction increments 1ii=24  can be expressed im-
plicitly in terms of observed surface increments under the constraint of 
no change to the subsurface potential vorticity. 
The subsurface streamfunction increments are projected onto modes 
such that each modal equation is a forced Helmholtz equation. 
The modal equations are solved, and projected back onto the model 
levels. 
The surface P.V. increments are calculated from the streamfunction 
increments 
The P.V. increments (= 0 below the surface) are added to the model 
fields at the i- and r-1 timesteps so that the model can be run forwards. 
3.3 Results 
Two experiments were carried out by Haines, in the identical twin format 
described earlier. In one experiment, the model was run for 18 months, with 
a full top-layer streamfunction assimilated every 20 days. In the other, the 
model was run for two years with the surface streamfunction assimilated 
every 40 days. The rms differences between the control run and assimilation 
run was calculated for both P.V. and streamfunction in each layer at regular 
intervals, in order to measure the convergence between the two runs. 
Figure 3.4 shows the rms errors in the streamfunctions for the 20 day 
assimilation run, as functions of time. Figure 3.5 shows the corresponding 
potential vorticity errors. 
The streamfunction errors in the top three layers decrease at each assimi-
lation, but the errors in the bottom layer are increased. Haines explains this 
by pointing out that the positions of the eddies in the bottom layer are im-
proved, but they are too strong immediately after assimilation. As the model 
is integrated forwards, friction with the ocean bed reduces the strength of 
the eddies and the errors reduce between analyses. Likewise, the subsurface 
potential vorticity errors decrease as the model runs forwards, although they 
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Figure 3.4: Rms errors against time for the streamfunctions in the four layers 
of the QG model, throughout the 20 day assimilation run. The errors are 
calculated in the non-dimensional model units in table 3.2. 
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Figure 3.5: The potential vorticity errors in the four QG model layers 
throughout the 20 day assimilation run, expressed in the non-dimensional 
model units from table 3.2. 
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Figures 3.6 and 3.7 show the errors in the streamfunction and P.V. for 
the 40 day assimilation experiment. The model fields converge more slowly 
than in the 20 day assimilation experiment, but still show strong convergence 
at all depths. The decrease in the amount of data assimilated does not seem 
to significantly affect the results. After 18 months, the errors immediately 
after assimilation in the streamfunctions and top and bottom layer potential 
vorticity are of comparable size in the two runs, although the errors in the 
40 day run converge more slowly. The errors in the potential vorticity in the 
intermediate layers do not converge to the same degree in both runs, with 
the more frequent assimilation making some improvement. 
The subsurface potential vorticity is effectively the "memory" of the 
model, since it changes on much longer timescales than the streamfunction. 
The effects of subsequent assimilations are cumulative in that the instanta-
neous improvements in the currents lead to better advection of P.V. between 
analyses, and these improved P.V. fields store the information for the next 
analysis. In between analyses, much of the immediate improvements to the 
streamfunction are lost, particularly in the 40 day run, due to the short 
timescales on which the currents can be changed. The potential vorticity 
shows comparatively little divergence between analyses in both runs, when 
compared to the streamfunctions in the same layers. The increase in the 
assimilation period from 20 days to 40 days does not affect the final results 
too greatly because the subsurface potential vorticity fields change very little 
over 40 days free running. The question of space and time scales of data 
coverage will be addressed further in the next Chapter. 
These results represent an upper limit on the convergence, in that cer-
tain practical problems such as observation errors, data coverage and model 
errors have been ignored, but show that the basic method for assimilation is 
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Figure 3.6: Rms errors against time for the streamfunctions in the four layers 
of the QG model, throughout the 40 day assimilation run. The errors are 
calculated in the non-dimensional model units in table 3.2. 
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Figure 3.7: The potential vorticity errors in the four QG model layers 
throughout the 40 day assimilation run, expressed in the non-dimensional 



















Simulation of Tracked Data 
This chapter expands on Haines' initial experiments by limiting the amount 
of surface data available at each analysis. Surface streamfunction informa-
tion was taken from discrete tracks running meridionally and zonally across 
the model domain, to provide a crude simulation of the ascending and de-
scending tracks of a real satellite altimeter. As before, the streamfunction 
"observations" were taken from a control run in an identical twin experi-
ment. The assimilation runs were initialised with the fields 18 months into 
the control run. Three experiments were carried out, using different space 
and time distributions of the data. 
In the first two experiments, a field of tracked data covering the whole 
model domain was assimilated at regular intervals, for two cases 
• Dense data - track spacing of 180km (12 gridpoints) every 9 days, for 
272 days. 
• Sparse data - track spacing of 360km (24 gridpoints) every 18 days, for 
426 days. 
The horizontal and vertical interpolation of the tracked data were dealt 
with separately. The tracked data were first interpolated horizontally, to 
provide a best-guess top-layer streamfunction. This was then projected ver-
tically as before, using the conservation of subsurface potential vorticity as 
a constraint. The horizontal interpolation was carried out as follows 
1. The misfit between the pre-analysis model streamfunction and the ob-
servations are calculated along all tracks 
where the superscripts 0 and M represent the observation and model 
respectively. 
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This anomaly is spread horizontally using a weighting function 
A'P = ENLXW ° (r)F(r) 
where F is the second order auto-regressive function 




and EN represents a box of length 2LXd centred on the gridpoint, where 
Ad is the distance between adjacent tracks. 
The misfit between the new interpolated field AT' and the observa-
tions are spread, as for step 2. This process is repeated for 50 itera-
tions, sufficient to bring the values of the interpolated field along track 
to within 0.01 units of the observed values. 
The interpolated surface streamfunction increments are inverted as for 
equations 3.15-3.19, in order to determine the increment to the top-layer po-
tential vorticity, as before. 
Several values of i'0 were tested for a single analysis, by calculating the 
post-analysis errors for all fields after the inversion, and the best value was 
found to be r0 = 30km (2 gridpoints). 
Figures 4.1 and 4.2 show the rms errors for the model fields in the top 
and bottom layers against time for the dense and sparse data runs respec-
tively. Obviously, the convergence is not as good as that obtained by Haines 
using full surface coverage, but even the limited sparse data is sufficient to 
constrain the deep circulation to some degree. The subsurface potential vor-
ticity, although not updated at analysis steps, does converge during the run 
due to improved advection by the updated streamfunction. 
Figure 4.3 shows the initial errors in the streamfunction and potential 
vorticity fields in the top and bottom layer of the model, indicating the typical 
time variability in these fields over periods of one year. Eddy signatures 
are visible only in the top layer P.V. field and the streamfunctions at all 
depths. Figure 4.4 shows the same error fields after one year of assimilation of 
surface height from a control run, from the sparse data coverage experiment. 
Despite the small amount of data being assimilated, the errors have decreased 
considerably, with the largest remaining errors around the Gulf Stream like 
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Figure 4.1: Rms errors in the streamfunction (top) and potential vortic-
ity (bottom) in the top (left) and bottom (right) model layers throughout 
the 'Dense-Data' assimilation run. Errors are shown in the non-dimensional 
model units. 
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Figure 4.2: Rms errors in the streamfunction (top) and potential vorticity 
(bottom) in the top (left) and bottom (right) model layers throughout the 
'Sparse-Data' assimilation run. Errors are shown in the non-dimensional 
model units. 
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Figure 4.3: Initial errors in the streamfunction (top) and potential vorticity 
(bottom) fields of the QG model, in the first (left) and fourth (right) model 
layers. The errors are shown in the model non-dimensional units indicated 
in table 3.2 
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Figure 4.4: Errors in the model fields as for figure 4.4, one year into the 
sparse data assimilation run. 
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4.1 ERS-1 Simulation 
In the final experiment with the QC model, an attempt was made to repre-
sent the continuous assimilation of altimeter data in a more realistic manner. 
The parameters for this experiment were loosely based around those of the 
ERS-1 satellite in its 35 day repeat orbit, as described in Brugge & Marshall 
(1989). 
The tracks used in the dense data run were split into 4 groups, and 
observations along one group of tracks was assimilated every 9 days, rotating 
the track groups in order. The first two track groups made up a sparse 
grid with inter track separation of 360km, and the final two track groups 
completed a second interleaved grid, so that the four track groups together 
comprised a regular grid with track spacing of 180km. 
Figure 4.5 shows schematically the order in which tracks are assimilated 
during each 36 day cycle. This set-up was intended to simulated the contin-
uous arrival of data throughout a 35 day orbit of ERS1, with the horizontal 
and vertical tracks corresponding to ascending and descending tracks. The 
data has effectively been binned into nine day groups. In the simulation ex-
periment, all track data for a nine day group is taken from a single timestep 
of the control run. 
Figures 4.6 and 4.7 show the time evolution of the rms errors of the model 
fields. The 36 day cycle can be seen by the fact that alternate assimilations 
produce higher and lower pre-analysis errors. On the first and third assimila-
tion, the assimilation is centred around the North East corner of the model, 
which has a low variability, and consequently the impact is relatively small. 
On the even-numbered assimilation steps, the observations fall across the 
high variability Gulf Stream jet, and a larger improvement is made. The 
alternating "good" and "bad" assimilations show up in the streamfunction 
errors at all depths, and in the top-layer P.V. errors. This process can be 
seen quite clearly in figure 4.8, which shows the post-analysis error in the 
surface streamfunction after the first four analyses. 
4.2 Space and Time Scales of Data 
The errors in the top and bottom layers after one year of the ERS-1 simula-
tion run are shown in figure 4.9. The errors are noticeably smaller than the 
equivalent errors in the sparse data run, shown in figure 4.5. In both runs 
an equivalent amount of data has been assimilated, but the ERS-1 simula- 
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Figure 4.5: A schematic layout of the order in which data are assimilated 
during the ERS-1 simulation experiment. New tracks are shown as solid 
lines, with 9 day old tracks as dashed lines and older tracks as dotted lines. 
tion appears to benefit from the improved spatial coverage provided by the 
interleaved tracks. In the sparse data run, each gridpoint located on a track 
receives new data every 18 days, whereas in the ERS-1 run, data is received 
only every 36 days, although there are twice as many tracks in the repeat 
orbit as for the sparse data run. Consider the effects of increased spatial 
resolution against those of increased time-resolution of data. The distance 
between simultaneously received tracks in both experiments is 360km, which 
is roughly the same size as the mesoscale eddies in the model, thus an eddy 
can fall between tracks at assimilation time and remain unassimilated in some 
cases. Increasing the track resolution to 180km makes this much less likely 
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Figure 4.6: R.ms errors in the streamfunction during the 1 1 year ERS-1 
simulation assimilation run. The errors in the four model layers are shown 
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Figure 4.7: Rms errors in the potential vorticity during the 1 1 year ERS-1 
simulation assimilation run, as for figure 47 
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of the satellite. 
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Figure 4.9: The errors in the streamfunction (top) and potential vorticity 
(bottom) in the top (left) and bottom (right) layers of the QG model, one 
year into the ERS-1 simulation run. 
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this time the eddy will have moved no more than 30km assuming typical 
drift speeds of about 2cms t (Mercier & Cohn de Verdiere, 1985), and may 
still fall between tracks on the next analysis. Looking at the errors on figure 
4.8 for days 0 and 18, we can see three coherent eddy features represented by 
the highs in the Southwest quadrant of the model, where data has not been 
assimilated. On day 9 they are mostly corrected, as the highs can be seen 
to shrink considerably, and by day 18 they have grown considerably again. 
The errors in the unassimilated quadrant will grow the fastest where there 
is strong activity of some kind, so we can assume that these highs represent 
eddy activity. Assuming that the three highs seen represent the same features 
evolving in time, we can see that the eddies have moved very little during 
the 18 days, much less than the upper limit estimate calculated above. Thus 
it seems highly likely that mesoscale eddy features may be missed on several 
consecutive analyses by a sparse time-invariant data coverage. This is less 
likely to happen in the ERS-1 simulation run due to the effective doubling 
of the data-coverage by interleaving the tracks. The loss of time-resolution 
is less important, since the errors do not have time to grow back to their 
initial values within the typical period between assimilations, and the effects 
of continuous assimilations are still cumulative. Haines (1991) found that 
the model takes around 50 days for the rms errors to achieve their typical 
inter-annual variability, so the increase in the period of the data is less im-
portant. Considering these typical time and space scales of the eddies in the 
QG model, the ERS-1 simulation is likely to resolve an eddy properly every 
36 days, whereas the sparse data run either resolves it twice in that time 
period, or not at all. 
4.3 Conclusions 	 I. 
Observations of only the top-layer streamfunction seem to be sufficient to 
constrain the circulation of the QG model, even for sparse surface coverage. 
The rms errors in the subsurface potential vorticity fields tend to decrease 
with time throughout the intermittent assimilation runs, even though they 
are not directly updated at analysis steps, and are largely composed of small 
scale noise. 
The QG model shows a high degree of homogenisation in the subsurface 
P.V. fields, making the conservation of subsurface P.V. particularly applica-
ble to this model. Since the density interfaces in the QG model are explicitly 
prevented from outcropping, the weak mixing theory is sufficient to explain 
this homogenisation, i.e. the subsurface P.V. never comes into direct contact 
with the surface, and so P.V. gradients can be mixed out by eddy processes 
over a long time period without being restored. The model used here is sim-
ilar to that used in the initial study of weak mixing by Holland et al(1984), 
and the degree of homogenisation in fiat-bottomed QG models is known to be 
greater than that in more complicated models. The Cox model in Chapter 5, 
for example, shows limited homogenisation only in the deeper thermocline, 
and not on density surfaces which outcrop near the Gulf Stream jet. 
The initial experiments by flames were highly idealised, and represented 
an upper limit on the effectiveness of the assimilation method, given full 
global, error free data coverage and a perfect model. The ERS-1 experiment 
is still idealised in the sense that it is an identical twin experiment, but shows 
that the method does not suffer severely from a more realistic data coverage, 
and that the typical amount of data received from one satellite is sufficient to 




Primitive Equation Models 
The work of the previous chapters is extended to cover primitive equation 
models in the next three chapters. These models represent the ocean more 
realistically than the QG model from the previous two chapters, and it is 
desirable to use altimetric data with the best available models. The assimi-
lation scheme is developed for these models in the following chapters, based 
on the same principles as the QG method, i.e. conservation of potential 
vorticity on subsurface isopycnals. The move to primitive equation models 
allows us to look at the implications of P.V. conservation on the evolution of 
water masses within the model. 
In the QG model, time variations in the density field are represented by 
perturbations in the depths of the inter-layer interfaces, which are calculated 
diagnostically from the streamfunctions, and are small compared to the uni-
form reference stratification. These approximations allow the QO models to 
represent currents reasonably well, but cannot model phenomena such as the 
thermohaline circulation mentioned in Chapter 1. 
In primitive equation models of the ocean the density field is an inde-
pendent variable, although the currents and density still obey geostrophic 
balance reasonably well away from the equator. The prognostic variables of 
such a model are typically potential temperature T, currents ti, and an un-
specified number of additional tracers T, which may or may not contribute 
to the equation of state used to calculate density. If salinity is included in 
the model, it is usually denoted by the symbol S. 
The most commonly used primitive equation ocean model is the Cox-
Bryan model, first developed by Bryan & Cox (1967) and Bryan (1969) for 
studying the large scale baroclinic ocean circulation. This basic model was 
later modified by Semtner (1974) to allow for more realistic topography. The 
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Figure 5.1: The layout of the Arakawa B-grid used in the Cox model. On 
each model level, T-points are located in the centre of the cells, and u-points 
at the corners of the cells. Vertical velocities for both types of gridpoint are 
shown on model half-levels. 
as the Cox Model, and is described in detail by Cox, 1984. 
The Cox model stores the model fields on discrete horizontal levels, al-
though more recent isopycnal models with discrete density levels are also 
classified as primitive equation models. Figure 5.1 shows a schematic lay-out 
of the Arakawa B-Grid (Arakawa & Lamb, 1977), used in the box model of 
the North Atlantic discussed later. The ocean is divided into cuboid cells, 
distorted to take account of the spherical geometry. In the centre of each 
cell (hereafter referred to as a T-Point), values for potential temperature and 
tracers including salinity are stored. Horizontal velocities are stored on the 
corners of the cells, referred to as u-points. Two sets of vertical velocities are 
calculated, and stored on the horizontal interfaces between cells below the 
T-points and u-points. 
The B-grid works well for finite-differencing most of the model equations, 
in that basin-wide integrals of conserved quantities such as heat, salt, mo-
mentum and kinetic energy are unchanged by the advective terms in the 
finite- differencedequations of motion, as described in Arakawa (1966) and 
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Bryan (1969), and the finite differencing process does not lead to artificial 
loss or gain of these quantities over long integrations. 
Vertical velocities pose some problem in this formulation. Because of the 
separate interleaved grids for tracers and currents, different sets of vertical 
velocities are used to advect momentum from those that advect tracers. The 
problems of the B grid, however, do not present a serious problem on the 
scales of motion applicable to the assimilation studies carried out here. 
5.1 Equations of Motion 
The tracers are integrated forwards by the equation 
aT 	 84T 
Tt 
+Fn=Ahv2T+AV (5.1) 
where F is the three -dimensional advective operator Z.V, and the right 
hand terms represent horizontal and vertical diffusion respectively, where 
x,y and z are taken as the local zonal, meridional and radial directions on 
a sphere respectively. Tracers can be forced at the surface according to 
simple analytical functions or real data, depending on the sophistication 
of the model. Lateral boundary conditions are often designed to prevent 
diffusive components normal to the wall, hence, the gradient of the tracer 
fields normal to lateral walls is zero next to the walls. 
Density is determined from the tracer fields according to an equation of 
state of the form 
p = K(T, S, z) 	 (5.2) 
This can be as simple as a linear relationship with temperature, as in 
the box model used in these studies, although more commonly the Knud-
sen polynomial (Bryan & Cox, 1972) or the UNESCO equations (UNESCO, 
1981) are used. These equations are used to calculate seawater density from 
pressure, temperature and salinity using polynomial equations fitted to ex-
perimental data. 
The momentum equations for horizontal current evolution are 
- + 17(u) = fv - 
I 0 
-- + FhV2u + 
34u
(5.3) 
at 	 P0 UT 
+ 17(v) = — fit - l - ap - + FhV2v + 
04v 	
(5.4) 
Tt 	 P0 
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where F is the advective operator as before, and the right hand side terms 
represent the Coriolis force, pressure gradient force, and horizontal and ver-
tical diffusion. At lateral walls, no slip boundary conditions apply i.e. both 
components of velocity are zero at the wall. 
Vertical velocities are calculated from continuity of mass, i.e. so that the 
total mass flux into each cell is zero. 
az (5.5) 
with V.il representing the divergence of the horizontal currents. At the 
topography, the vertical velocities are specified in such a way that the total 
velocity vector has no component normal to the slope of the topography, H 
i.e. 
w(—H) = —ILVH 	 (5.6) 
The Cox model was written in such a way as to maximise the use of the 
then limited computer time available. In order to maximise the timestep, a 
method was required for filtering out fast external mode gravity waves, so 
that the timestep was limited only by the slower baroclinic waves. To do 
so, the surface is not allowed to move. This is referred to as the rigid lid 
constraint. It requires that vertical velocities be zero at the surface, in order 
to prevent currents normal to the rigid surface boundary. If we start with the 
zero surface vertical velocities and integrate downwards using the continuity 
equation 
rO 
w(—H) = - J H V.ii(z)dz 	 (5.7) - 
0 I = —V. 	ii(z)dz - VH.ft(—H) 	(5.8) 
i-H 
Comparing with equation 5.6, we see that the first term in the right 
hand side of 5.8 must be zero, i.e. the depth integrated currents are non-
divergent. We can thus represent the depth integrated currents under the 
rigid lid constraint with a streamfunction IF, such that the barotropic currents 
are given by 
U6 = 	 ( 5.9) 
The barotropic Streamfunction i  must have a constant value across any 
connected land mass, such as an island or coastal land mass, in order to avoid 
implying currents into the land mass, and is usually set to zero across the 
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basin boundaries. If islands exist within the model, then the streamfunction 
has a constant, but not necessarily zero, value across the island, proportional 
to the total circulation around the island. 
The model is timestepped by a "leapfrogging" scheme, using centred finite 
difference equations. For a quantity X whose time derivative is dependent 
on the set of variables y, 
= Xi-_i + 
ax 
(y,)x 2M 	 (5.10) at 
For this reason, the model requires both the r and r - 1 fields to restart. 
Periodically, a "mixing" timestep is carried out, in which the r and r - 1 
fields are averaged, in order to prevent the solutions for odd timesteps and 
even timesteps from diverging from each other. 
It is common to use the r - 1 velocities for calculating diffusive terms in 
the equations of motion, for numerical stability. 
5.2 A Box Model of the North Atlantic 
In the assimilation studies described in later chapters, a primitive equa-
tion model of the North Atlantic was used, obtained from the Institüt für 
Meereskunde in Kiel University. 
The model was spun-up for 540 years at a coarse resolution of 1° x 1.2° 
with 18 levels and a flat bottom, to establish the basic density stratification. 
The resultant fields were interpolated onto the fine resolution of 1 ° x 0.4° used 
here, and integrated forwards for a further 24 years to establish the effects of 
the mesoscale activity in the upper ocean, as described in Cox (1985). This 
was found to be sufficient time for the upper ocean to adjust to a new steady 
state due to the newly resolved mesoscale activity. 
The present model state was derived by Boning (1989), by taking the 
Year 16 fields from the fine resolution run, and introducing a rough topog-
raphy in the main basin over three new model levels, as shown in figure 5.2. 
This rough topography was intended to represent the typical spectral char-
acteristics of the ocean bed calculated by Bell (1975), in order to enhance the 
baroclinity of the flow in the model. The rough topography model was then 
integrated for 13 years, for a total 29 years of fine resolution spin-up. The 
model was run forwards for a further year for the purposes of the assimilation 
studies here, and the start of this year run is hereafter referred to as Day 0. 
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Figure 5.2: The topography of the North Atlantic box model. The coastal 
shelf on the Western boundary slopes from 300m to 3300m. The rough 
topography in the main basin extends throughout the lowest four model 
levels, from depths of 3200m to 4100m. The Northern, Western and Eastern 
boundaries are closed, and a symmetry condition applies at the equator on 






Number of Levels 
Timestep 
Horizontal Tracer Diffusion A,, 
Vertical Tracer Diffusion A 
Horizontal Momentum Diffusion F,, 
Vertical Momentum Diffusion F. 
Equation of State 
1° 
3 
Variable (30-500 m) 
60° 
0°N - 65°N 
21 
43.8 mm 
2.4 x 1019 cm4s' 
0.3cm 2r 1 
0.8 >< 1019cm 4sr' 
10.Ocm 2r 1 
P = —2.5 x 103  
Table 5.1: Parameters of Box model of the North Atlantic 
Table 5.1 summarises the set-up of the model. The model has a simpli-
fied coastal geometry, with a small region of land representing Cape Hatteras 
and a coastal shelf along the Western Boundary, as shown in figure 5.2. The 
boundaries are closed, with a symmetry condition on the equator, and no 
slip boundaries on lateral walls. 
As table 5.1 indicates, there is no salinity in the equation of state of the 
model, although there is a passive tracer. The surface temperature is forced 
at the surface by a Newtonian relaxation on a time scale of 50 days, to a lat-
itudinally dependent reference temperature, and the passive tracer is forced 
in a similar manner to a constant value across the whole domain. 
An idealised piece-wise sinusoidal wind-stress is blown across the surface 
of the model. The resultant sea surface pressure (proportional to sea surface 
height) is shown in figure 5.3, with a Gulf Stream like jet separating the 
subtropical and subpolar gyres, and evidence of mesoscale eddy activity in 
the form of rings. 
The wind stress, and the wind stress curl are plotted in figure 5.4. The 
currents implied by the wind stress show a maximum around the Gulf Stream 
region at 36°N, indicated by the zero wind stress curl. Compare the locations 
of these with the temperature plot below. The mean surface temperature is 
greater than the reference temperature in the Gulf Stream region, and in 
the Far North, indicating that these regions are subject to surface cooling in 
order to balance the heating due to the release of southern warm water from 
the western boundary current into the basin at these latitudes. 
The sinking of cooled surface waters in the North is associated with the 
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Figure 5.3: The instantaneous sea surface pressure. The units shown are 
equivalent to the sea surface elevation in metres, under the rigid lid constraint 
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Let I tude 
Figure 5.4: Surface Forcings on the Box Model. The upper graph shows 
the wind stress i - (solid), and the wind stress curl 	(dashed), as functions dy 
of latitude. The lower diagram shows the reference surface temperature for 
relaxation (dashed), and the zonal mean surface temperature (solid) for the 
29th year after spin-up at fine resolution. 
WI 
thermohaline circulation, where the surface cooling is the primary cause of 
the circulation, whereas in the Gulf Stream, the circulation is primarily wind-
driven. The high surface temperature is due to the influx of warm water from 
the South, carried by the Western boundary current, and hence the persis-
tent surface cooling required. Surface warming is only evident from this plot 
near the equator, where the waters are cooled due to the returning current 
from the subtropical gyre bringing cold water from the North, and upwelling 
produced by the thermohaline circulation bringing cold water from below to 
the surface. Figure 5.4 suggests that the upwelling due to the thermohaline 
circulation may be confined to the far South of the model, whereas in reality 
it may occur across most of the North Atlantic. 
Boning & Cox (1988) investigated the homogenisation of Potential vortic-
ity in both the fine grid and coarse grid models with fiat topography across 
the main basin, as referred to in Chapter 1, and found a reasonably homoge-
neous P.V. field in the subtropical gyre for the fine resolution eddy resolving 
model. 
Figures 5.5 and 5.6 show the instantaneous potential vorticity, at the start 
of Year 29, on the 10°C and 6°C isotherms respectively. We would expect to 
see a high degree of homogenisation according to the strong mixing theory, 
since we are using an eddy-resolving model. On both isopycnals the Coriolis 
gradient of P.V. is clearly visible, although it can be seen to reverse within 
the subtropical gyre to some extent on the 6° isotherm. The lesser degree of 
homogenisation observed here as compared with figure 1.3 may well be due 
to the presence of the rough topography. 
Comparing the depth of the isotherms (figures 5.7 and 5.8) with their 
thicknesses (essentially the P.V.), it appears that despite the lack of ho-
mogenisation, the eddies still only have a recognisable P.V. signature near 
to the surface e.g. near the outcrop at 33°E,44°N. Eddy signatures are 
visible on the maps of isotherm depth throughout the basin, in the form of 
local highs and lows with scales close to the Rossby radius, in corresponding 
positions to the eddy signatures in the surface pressure field. This is con-
sistent with the geostrophic eddy model outlined in Chapter 1, in that the 
presence of an eddy displaces the isotherms without affecting the subsurface 
P.V. significantly. 
For this reason, we can expect our eddy model from the previous chapter 
to provide a useful starting point for an assimilation scheme within the Cox 
model. 
It is worth mentioning as an aside here that the model resolves only the 
largest mesoscale eddies at its current resolution. Boning & Budich (1992) 
compared the model as used here with a similar model with twice the hori- 
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Figure 5.5: The instantaneous potential vorticity field, calculated on the 
10°C isotherm. Relative vorticity is ignored, and the temperature derivative 
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Figure 5.6: The instantaneous potential vorticity field, calculated on the 6°C 
isotherm. 
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zontal resolution, and found that the eddy activity increased strongly due to 
the finer resolution, particularly at higher latitudes where the Rossby radius 
is smaller. That said, the mesoscale activity in the model as used here is 
sufficient to provide meaningful result's in the study of the assimilation prob-
lem. The mesoscale activity that is resolved contributes a large part of the 
variability observed in the model. The use of the twin experiment format 
sidesteps the problem of assimilating features from the observations which 
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Figure 5.8: The instantaneous depth of the 6°C isotherm. 
82 
Chapter 6 
Assimilation in the Cox Model 
As discussed in the previous chapter, the Cox Model has prognostic variables 
of currents, potential temperature and other tracers. The overall approach 
here will be to update the tracer fields in response to the surface data, in 
such a way as to conserve potential vorticity, and balance these changes with 
geostrophic current increments. With the Cox model the distinction must be 
made between model levels and isopycnal surfaces. The two are equivalent 
in the QG model due to its simplified reference density structure; in the Cox 
model the depth of an isopycnal can vary in both space and time. The con-
servation laws apply in a Lagrangian sense, i.e. following a particular water 
parcel. Since, to a first approximation, water parcels travel along isopycnal 
surfaces we will consider how to conserve potential vorticity as a function of 
density rather than depth. 
Temperature and salinity will also be conserved as functions of density, i.e. 
the temperature and salinity on isopycnal surfaces will remain unchanged at 
analysis, although the depths of the isopycnals may change. This constraint 
is set in order to preserve the existence of water masses with characteristic 
T-S properties that develop within the model. 
6.1 Formulating the Problem 
Neither sea surface height nor potential vorticity are prognostic variables of 
the Cox model. Using the QG assimilation method as a starting point, we 
must represent these quantities in the Cox model. 
The Cox model has a rigid lid boundary condition. The barotropic flow 
is represented by a streamfunction, and is therefore non-divergent, hence the 
vertical velocities at the surface are zero. In order to impose this condition, 
MI] 
an additional pressure is required on the surface boundary to keep the sea 
surface flat. This surface pressure at the lid can be related to sea surface 
elevation hydrostatically 
ps = gp0 h 3 	 (6.1) 
where p is the pressure on the rigid lid, h3 is the sea surface elevation 
that would arise without the rigid lid constraint and the same surface cur-
rents, and p0  is the mean density of seawater. Observation of a raised sea 
surface can be interpreted as a high pressure on the lid, and a depressed sea 
surface as a low pressure. 
The derivation of surface pressure is a complicated procedure in the Cox 
model, and care must be taken over the finite differencing scheme used. It is 
covered fully in Appendix A. 




with the approximation valid if the planetary vorticity is much greater 
than the relative vorticity. 
If we make the above assumption and ignore the effects of relative vortic-
ity, then conservation of P.V. becomes equivalent to keeping the stratification 
in a water column unchanged as a function of density. 
6.1.1 Updating mflacers 
The density in the Cox model is a function of an equation of state dependent 
on temperature, salinity and depth. We will represent this equation of state 
as 
p = K(T, 5, z) 	 (6.3) 
The most commonly used form is the Knudsen formula (Bryan & Cox, 1972), 
a third order polynomial in temperature and salinity with depth dependent 
coefficients based on experimental data. However, the symbol K will be used 
in the following discussion more generally, to represent any equation of state 
that might be used, such as the linear equation of state used by the Cox 
model discussed in Chapter 5. 
If we wish to change the density fields without changing the potential 
vorticity on isopycnal surfaces, then the density changes are constrained such 
that 
(6.4) 
Changes to the three dimensional density field are made by vertically 
displacing the isopycnals and the water mass properties on the isopycnals 
according to a depth independent field referred to as Ah, so that 
AT(x, y, z) = T(x, y, z + Ah) - T(x, y , z) 	 (6.5) 
AS(x, y, z) = S(x, y , z + Ah) - S(x, y , z) (6.6) 
Ap(x, y, z) = K(T + AT, S + AS, z) - K(T, 5, z) 	(6.7) 
Note the same z is used twice on the right hand side of equation 6.7, 
since we are applying the increment at a specific depth. Due to the pressure 
dependency of the equation of state, the density profile itself is not just ver-
tically displaced, but may change shape slightly. Although the tracer values 
on a model level are changed, the temperature, salinity and stratification on 
an isopycnal surface are unchanged by the vertical displacement. 
The vertical displacement, Ah, is determined at each gridpoint by con-
sideration of the pressure increments at depth. The pressure increment at 
each model level is given by 
0 
Ap(z)=Ap s +gj Ap(z)dz 	 (6.8) 
and will be used to update the currents at each level geostrophically. The 
surface geostrophic currents increments will be considerably larger than the 
typical variability of the deep currents, so we want the pressure increment at 
the surface to attenuate with depth. In practice we constrain Ah by requiring 
the pressure change to be zero at the first model level above the topography. 
If a high surface pressure is observed, lowering the isopycnals leads to an 
overall reduction in the mass of the water column. Similarly, a low surface 
pressure is counteracted by increasing the mass of the water column by lift-
ing the isopycnals. In order to conserve the total mass, the surface pressure 
changes Ap8 are normalised to have a zero area average. Figure 6.1 shows 
the pressure difference observed between two model states one year apart at 
the surface, and figure 6.2 shows the pressure difference at the first model 
level above the topography. It clearly shows that the pressure variability at 
the topography is small compared to the surface pressure variability. The 
0 
strongest pressure variability on the topography can be seen along the coastal 
shelf, and where the Gulf Stream jet separates from the coast, both areas 
where we would expect strong barotropic currents. In most of the basin, the 
deep pressure anomalies are negligible. The few large features on the deep 
pressure anomaly plot, such as the high pressure on the western boundary 
at 20°N, do not appear to be related to the overlying surface pressure par-
ticularly strongly, so we appear to be justified in our decision not to change 
the deep pressure field. 
When lifting, deep water is added on to the bottom of the water column, 
with the same properties as the existing water at the deepest level. The top 
of the water column is lost as is it pushed through the surface. When low-
ering, deep water is lost, and the mixed layer is extended at the top of the 
water column. Figure 6.3 shows cases of lifting and lowering taken from the 
Cox Model. It can be seen that in the thermocline the post-analysis profile 
provides a better fit to the control run than the pre-analysis profile does. 
The mixed layer temperature remains unchanged by the analysis, although 
the mixed layer depth changes considerably. 
The vertical displacement cannot alter the shape of the temperature pro-
file, but it appears to position it correctly. If the bottom pressure variations 
are small, as they are in most of the basin, then the depth averaged post 
analysis error should be close to zero. This can be seen from the error pro-
files in figure 6.3, a positive error near the surface (cold surface) is balanced 
with a negative error (too warm) lower down. 
An iterative procedure is used to calculate Ak. An initial guess is made, 
and the bottom pressure increment is calculated. If it is positive, Ak is re-
duced (less lifting or more lowering) and so on, until the bottom pressure 
increment is sufficiently close to zero. Figure 6.4 shows the vertical dis-
placement calculated at the first analysis step, based on the surface pressure 
anomaly observed in figure 6.1. The same features are apparent • on both 
plots, with Ak increasing Northwards due to the decrease in vertical density 
gradients in that direction. In certain situations, with either extreme surface 
pressure anomalies or low stratification in the water column, it is impossible 
to cancel the pressure signal by vertical displacement. This mostly occurs in 
regions where the mean flow is mainly barotropic, and the bottom pressure 
boundary condition is inappropriate, for example along the coastal shelf or 
in the far North, as can be seen in figure 6.4 in the Northeast corner. At 
these gridpoints, no analysis increments are made to any model field. Some 
of these situations are dealt with by the extensions to the basic technique 
discussed in the next chapter. 
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Figure 6.1: The surface pressure difference between two model states one year 
apart. Mesoscale eddies can clearly be seen. The surface pressure anomaly 
field represents the dynamic topography, with lO 5 dyn/cm corresponding to 
approximately hit elevation of the sea surface. 
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Figure 6.2: The pressure difference between two model states one year apart 
at the first model level above the topography, where we elect not to change 
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Figure 6.3: Potential temperature vs. depth profiles in cases of extreme 
lowering (left) and lifting (right). The control (solid), pre-analysis (dashed) 
and post-analysis (dotted) profiles are marked on each diagram. Model levels 
are indicated by horizontal lines. The locations of these eddies are marked 
on figure 6.1 as crosses. 
6.1.2 Updating Currents 
Geostrophic current increments are made to balance the density increments. 
These must be consistent with the model boundary conditions, and expressed 
in terms of baroclinic current increments and a barotropic streamfunction 
increment. 
Vertical velocities in the model are calculated from the continuity equa-
tion 
8w 
_az = — V.0 	- 	 ( 6.9) 
with w = 0 at the surface due to the rigid lid. 
The boundary conditions on the currents state that u = v = 0 at grid-
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Figure 6.4: The vertical displacement applied at the first analysis step of 
the assimilation run. Positive values correspond to lifting of isopycnals, and 
negative values to lowering of isopycnals. Only values between —500m and 
500m are shown, for clarity. Larger vertical displacements only occur in the 
far North of the model, and can be seen as blank areas. 
!D] 
i.e. no current components normal to the topography H. Any increments 
that force currents into the model boundaries are likely to excite gravity 
waves or other transient disturbances, which can lead to numerical instability. 
If purely geostrophic increments are made, then the current increments 
will have a divergent component due to variations in f with latitude. This 
will in turn create vertical velocity increments, which may lead to violation of 
the bottom boundary condition. In order to prevent this, purely rotational 
"pseudo-geostrophic" increments are applied. This leads to no immediate 
change in the vertical velocities at any level, and since the current increments 
are zero at the deepest model level, the boundary conditions are satisfied. 
These increments are formed as follows 
AO = 9 AP 	 (6.11) 
fPo 
where L\ç6 is a pseudo-geostrophic streamfunction increment at each level. 
Current increments near the equator are weighted in order to prevent unre-
alistically large current increments from being made there. Streamfunction 
increments are given a weighting of 1 north of 1O°N, i.e. the full increment 
if applied, and a weighting of 0 below 5°N, i.e. no increment is applied. 
The weighting function is linearly interpolated between these latitudes. The 
current increments are calculated by differentiating this streamfunction incre-
ment. The streamfunction increments zXq5 give us the total current increment 
at each level. To calculate the barotropic streamfunction increment, AWbt , 
and the baroclinic current increments, IXilbe we must form the depth integral 




q(z)dz 	 (6.12) 
j- 
Subtract the depth average from the total increments to get the baroclinic 
streamfunction increment 
= 	(z) - 
	
(6.13) 
and differentiate to get the baroclinic current increments. 
uo(z) = 
Vb(Z) = 
- 	q5& (z) 
19 
+ 	
bc ( z) 
(6.14) 
(6.15) 
Note that the increments are pseudo-geostrophic and non-divergent. Any 
divergent components in the pre-analysis model fields will still be present in 
the post-analysis fields, but no extra divergent currents are introduced at 
analysis. 
6.1.3 Schematic 
The assimilation procedure runs as follows: 
For each gridpoint 
Calculate number of levels to be incremented for each T point. The 
minimum depth of the topography at the four surrounding u points is 
used. 
Make initial guess of A/i as the depth of water column, +H, with sign 
dependent on the sign of the observed surface pressure anomaly. 
Calculate the increments to the density field at each level above topog-
raphy. 
Use hydrostatic relationship as finite differenced in Cox code to deter-
mine pressure increment at each level, integrating down from surface. 
Ap(k + 1) = Ap(k) + g(Ap(k + 1) + Ap(k))(z(k + 1) - z(k)) 
where z(k) is the depth of the kth model level. 
If pressure increment is negative at topography level, increase Ah (lift) 
and vice versa, using difference-halving algorithm. 
Repeat step 3) onwards with new A/i, until pressure increment at to-
pography is close enough to zero. 
Calculate current increments at each level 
The increments for all tracers, barotropic streamfunction and currents 
are then applied to both the r and r - 1 timesteps if the model is to be 
run forwards after analysis, due to the leapfrogging integration used by the 
model (equation 5.10). 
6.2 An Analysis Step 
Initially, a single analysis step was performed using fields taken from a one 
year run of the Cox model. The model had previously been spun up for 540 
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Figure 6.5: The rms errors at different depths for temperature and the u-
component of current. The errors are calculated as the difference between 
the control run and the pre- or post-analysis state. Pre- analysis errors are 
shown as solid lines, and post-analysis errors as dotted lines 
years on a coarse scale grid, and a further 29 years at high resolution, as 
described in Chapter 5. In order to use this experiment as a springboard for 
a full one year twin experiment with the one year run as a control run, the 
end of year fields were used as the pre-analysis model state, and simulated 
observations were taken from the start of the year. 
The model fields were updated at approximately 98% of the model grid-
points. In the remaining 2% of cases, the observed pressure anomaly was 
too great to be canceled out by vertical displacement, even if Ah was of the 
same magnitude as the depth of the entire water column. In these cases, no 
update was made to any model field at that gridpoint. 
Figure 6.5 shows the root-mean-square errors in the temperature and cur-
rent fields at all levels, averaged across the whole basin, for the pre- and post-
analysis states. The greatest improvement in the temperature field can be 
seen in the thermocline, where the vertical displacement of isopycnals sur-
faces has the greatest effect due to the strong vertical temperature gradients. 
The abyssal temperature errors are unchanged, and the temperature errors 




All Points Extremes 
Low Pressure 	Warm 17.9% 2.40% 
Cool 31.9% 6.20% 
High Pressure 	Warm 30.1% 6.21% 
Cool 19.9% 1.97% 
Table 6.1: Percentage of ocean points in Cox-Böning model classified accord-
ing to sign of temperature and pressure difference between the pre-analysis 
and control fields. On the right extreme cases are taken, where the pressure 
difference must be at least 10 5 dyncm 2 , which corresponds to a sea surface 
height difference of 10cm. Some degree of correlation between surface tem-
perature and pressure can be seen, although in some cases the mixed layer is 
responding to surface forcings and becoming decoupled from the thermocline. 
to the mixed layer temperature by vertical displacement are small, and may 
not be correct if the thermocline and mixed layer are decoupled. The increase 
in temperature errors near to the surface seems to confirm this. 
The mixed layer temperature is changed only in the case of lifting, i.e. if 
a low surface pressure is observed then the mixed layer may be cooled if the 
vertical displacement is greater than the mixed layer depth. Table 6.1 classi-
fies the model gridpoints according to the differences in surface temperature 
and surface pressure. If the mixed layer and thermocline were not decoupled, 
then high surface pressures would accompany high surface temperatures, as 
in an idealised warm core eddy , and low surface pressures would accompany 
low surface temperatures as in an idealised cold core eddy. Table 6.1 shows 
that this is not the case. Looking at all points in the basin, the surface tem-
perature anomaly is of the expected sign in only two-thirds of all gridpoints. 
Even when we only consider gridpoints with a strong surface pressure sig-
nature, equivalent to sea surface height anomalies of greater than 10cm, we 
still find the expected sign of temperature anomaly in only two-thirds of all 
sampled gridpoints. Strong lifting of isopycnals, and possible surface cool-
ing, will occur at the gridpoints with extremely low surface pressures, and 
the table indicates that in one-third of such cases the surface temperature is 
already too cool, hence the increase in surface temperature error at analysis. 
The current errors in figure 6.5 show a strong decrease at the surface, 
where direct geostrophic update takes place, and improve to some degree 
down to about 1000m. Below this depth, a slight increase in current error 
can be seen, until the lowest model level is reached, at which the currents 
themselves are unchanged and hence the error is unchanged. The slight 
worsening of the deep currents is a possible indication that the assimilation 
creates some spurious transient features in the deep ocean. This will be ex- 
plored more thoroughly in the section on intermittent assimilation. 
Figure 6.6 shows temperature cross-sections 15°E from the Western bound-
ary of the model. The strong temperature front associated with the Gulf 
Stream Jet can be seen at 40°N, as can the deep mixed layer and depressed 
isotherms of the subpolar and subtropical gyres. 
Eddy-like features present in the control run in the subpolar gyre at 
52°N, and just south of the Gulf Stream jet at 37°N, have been successfully 
reproduced in the post-analysis state, both in !terms  of position and intensity. 
The errors in the mixed layer of the pre-analysis state, such as the warm 
surface water at 29°N, and the cold surface at 62°N have not been removed, 
because the analysis method is unable to make significant changes to the 
mixed layer as discussed in the previous section. 
Figure 6.7 shows the temperature errors on the same meridional cross-
section both before and after an analysis step. The pre-analysis errors are 
simply the differences between the two initial conditions, i.e. two model states 
separated by one year, and thus represent the variability in the model over 
timescales of a year. The post-analysis errors demonstrate the strengths and 
weaknesses of the assimilation method. Existing surface temperature errors 
are not corrected. Large subsurface errors have disappeared in the subpo-
lar gyre (between 45°N and 55°N), but not in the subtropical gyre (south 
of 25°N). The pre-analysis errors in the subpolar gyre are negative at all 
depths, indicating that the model is too warm there before analysis, whereas 
the subtropical pre-analysis errors change sign with depth. This means that 
in the subtropical gyre, the pre-analysis stratification is too high, and this 
high stratification persists after analysis due to the inbuilt conservation of 
potential vorticity. The pre-analysis subpolar gyre appears to have more or 
less correct stratification, with an absolute temperature error, which the as-
similation is capable of removing. 
Consider the depth integral of the post-analysis error. By the hydrostatic 
relationship 
f 0 H TAdZ = agpo(tpA(0) - LXPA(—H)) 	 (6.16) 
where LXA indicates the post-analysis error in the quantity X and a is 
the coefficient in the equation of state (table 5.1). LpA(0) = 0, since the 
surface pressure is directly updated, hence the depth-averaged post-analysis 
temperature error is proportional to the deep pressure error Ap(—H), which 
is unchanged by the analysis. If the pre-analysis deep pressure error is small, 
as is assumed, then the post-analysis temperature errors should have small 
depth integrals. This can be seen in the subtropical gyre quite well, in that 
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Figure 6.6: Temperature cross-sections 15°E from the Western boundary of 
the model, for the control run, pre-analysis and post-analysis model states. 
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Figure 6.7: Temperature errors on a meridional cross-section running from 
the equator to 65°N, and from the surface to 100Dm depth, 15° from the 
Western boundary of the model. 
the post-analysis errors consist of warm over cold 'dipoles', indicating a best 
fit to the true temperature profile under the constraint of the original, and 
incorrect stratification. Incorrect stratification can be seen as a similar error 
dipole in the pre-analysis field. The P.V. variability in this model is discussed 
briefly in Appendix E. 
The existence of error dipoles has another consequence. Significant sur-
face temperature errors are mirrored by errors of the opposite sign within the 
thermocline, even where thermocline errors did not previously exist (63°N). 
This suggests that a better treatment of the mixed layer will also result in 
an improved thermocline. Chapter 7 covers the effects of assimilating surface 
temperature data as well as surface pressure data, and demonstrates this to 
be the case. 
Figure 6.8 shows the current errors before and after analysis at the first 
model level below the surface (17m), and within the thermocline. The surface 
currents have been geostrophically updated from a complete surface pressure 
[eli 
field from the control run, so the post-analysis errors (ignoring the small 
effects of the 17m integration) represent the ageostrophic variability of the 
surface currents in the model. The largest errors can be seen in regions 
where geostrophy is a poor approximation, such as where the Gulf-Stream 
Jet leaves the coast, giving rise to intense currents, and in the South of 
the model. At 351m, the pressure field used to update the currents is not 
exact, and the post-analysis current errors will contain both geostrophic and 
ageostrophic components. The post-analysis current errors are largest here 
(see figure 6.5), where the variability is still strong,and the temperature errors 
have accumulated in the downwards integration of the pressure increments. 
Significant improvement can still be seen in both the subpolar and subtropical 
gyres. 
At 50°N, approximately 15° from the Western boundary, a rotational 
current error can be observed at both depths in the pre-analysis errors. The 
vectors shown are calculated as Control minus Model, so these anti-cyclonic 
current errors indicate that the model currents are not anti-cyclonic enough 
before analysis. This corresponds to the raising of the isotherms that can be 
seen in the Cross-sections in figure 6.6 at that latitude. The surface pressure 
anomaly in figure 6.1 shows a double peaked depression in the sea surface, 
which has been interpreted correctly as a pair of cold core eddies. The cross-
sections show the doming isotherms, and the current errors show a removal 
of anti-cyclonic vorticity both at the surface and within the thermocline, 
bringing the model state closer to the control run. 
The single timestep analysis has shown that the assimilation scheme has 
worked successfully within the constraints of the a priori information taken 
from the pre-analysis model state. Overall, the initial errors in the current 
and density fields have been reduced, and recognisable features within the 
control run have been successfully recreated in the post-analysis state, within 
the expected limits i.e. remaining errors are due to incorrect initial stratifi-
cation or bottom pressure anomalies. 
6.3 Intermittent Assimilation 
A year long run was performed, with analysis approximately every 9 days. 
At each analysis a full surface pressure field was assimilated. As in Haines' 
experiments with the QG model (1991), the effect of the analyses was ex-
pected to be cumulative, with the assimilation run converging on the control 
run as it progressed. 
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Figure 6.8: Current errors at model levels near the surface (top),and in the 
thermocline (bottom). Both the pre-analysis (left) and post-analysis (right) 
current errors are shown at each depth. The error vectors are shown only for 
every 8 gridpoints in both directions for clarity. 
41,11 
6.3.1 Constraining the Circulation 
At each analysis the pre-analysis and post-analysis errors were calculated for 
temperature, tracer and total currents at each level, and for the barotropic 
currents and streamfunction. Figure 6.9 shows the rms errors for tempera-
ture, tracer, currents and the barotropic streamfunction as functions of time, 
averaged across all model gridpoints at all levels. 
By the end of the run, both the temperature and current errors have 
dropped to less than half the original value. The reductions are less than 
those obtained by Haines for the quasi-geostrophic model, as we would ex-
pect due to the higher vertical resolution used here. In addition, some of the 
assumptions made that applied to the QG model are less valid here, such as 
geostrophic update, and the homogenised P.V. below the mixed layer. The 
definition of P.V. itself (equation 6.2) is also an approximation, in which rel-
ative vorticity is ignored. However, the model is clearly converging towards 
the control run. 
Figures 6.10 and 6.11 show the evolution with time of the temperature 
errors in the cross-section 15°E of the Western boundary. South of 30°N, 
in the subtropical gyre, the initial error dipoles created by the incorrect sur-
face temperature diminish, suggesting that the surface temperature improves 
during the course of the assimilation run. This is to be expected to some 
degree, since the surface in both runs is being relaxed to time-independent 
temperature, and the surface currents are regularly being reset to closely 
match the control run. Over several relaxation timescales the improved ad-
vection by the assimilated surface currents has led to a close match between 
the control surface temperature and that of the assimilation run. This does 
not appear to happen around the Gulf Stream Jet, due to a combination of 
stronger ageostrophic currents and a fast moving strong temperature front 
as the Gulf Stream meanders change latitude, although the errors in that 
region do diminish and disappear completely in the lower thermocline. 
This convergence of the surface temperature can be seen quite clearly in 
figure 6.12 and 6.13, with the final temperature errors less than 0.5° every-
where except in the regions mentioned. The final high in the North West 
corner of the model indicates that the model surface is too cold over a large 
coherent region, whereas the errors around the Gulf Stream separation point 
are more random, as would be expected. The North East has not developed 
a similar systematic error as assimilation is often not performed here due to 
the low vertical density gradients. In light of this it would perhaps be wise to 
impose more rigorous criteria for assimilation to take place. As the scheme 
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Figure 6.9: Rms errors of three dimensional model fields as functions of 
time, for a year's assimilation with analysis every nine days. Gridpoints are 
weighted by horizontal area but not by model level thickness, so that the 
errors in the deeper thicker levels do not dominate. 
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stands, assimilation is not carried out only if it is impossible to change the 
mass of the water column as desired by vertical displacement. Clearly, in the 
Northwest it is possible, but unrealistic to do so, and a systematic surface 
cooling takes place, so a stricter criteria could set a lower limit on the abso-
lute value of the vertical displacement Ah, above which the assimilation is 
aborted. This point is taken up again in more detail in Chapter 7. 
Figure 6.14 shows the final temperature errors in the second model level. 
North of about 25°N the errors are similar to those at the surface, but the 
errors south of this latitude are much greater. In the south strong vertical 
temperature gradients exist between the top two levels, and it appears that 
the surface forcings produce a decoupled mixed layer to some extent, where 
surface cooling and heating are not strong enough to create gravitational 
instability and enhanced mixing, and hence the surface forced water only in-
teracts weakly with the layer below. Figure 5.4 also suggests that the surface 
waters are predominantly warmed in this region, which would further inhibit 
convection. The subsurface errors in figure 6.14 will be part of deeper error 
dipoles as seen in the cross-section of temperature, leading to temperature 
errors in the upper thermocline in the subtropical gyre. 
In the far North of the model, a deep error dipole appears to grow 
throughout the run. The assimilation method runs into problems here due 
to the deep mixed layer and weak vertical temperature gradients. In order 
to achieve the correct mass of the water column, the isopycnals have to be 
lifted or lowered by several thousand meters here, where a change to the 
mixed layer temperature would clearly be more realistic. In the case of lift-
ing this can have a positive feedback. If a low pressure is observed, then the 
isopycnals are lifted considerably, leading to a surface cooling and the loss 
of some isotherms as they are lifted out of the model. The vertical density 
gradients will be even weaker for subsequent analyses, and an observed high 
pressure will be unable to restore isopycnals lost due to the previous extreme 
lifting. Subsequent observations of high pressure will lead to extreme lower-
ing due to the decreased density gradients. This appears to happen in this 
location, as the cold surface error grows, and creates a deeper warm error, 
which eventually penetrates well below 1000m. This systematic growth of 
the initial error is due to the rather basic treatment of the mixed layer in the 
assimilation scheme. 
The unrealistically high vertical displacements in the North appear to 
be responsible for causing the rms tracer errors (figure 6.9) to diverge. The 
tracer is uniformly forced at the surface, and hence has considerable gradients 
near the surface at all latitudes. Lowering the tracer "mixed layer" into the 
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Figure 6.12: The initial surface temperature errors. The post-analysis er-
rors are shown, although the pre-analysis errors would look similar since the 
surface has only be weakly cooled by the analysis. 
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Figure 6.13: The final surface temperature errors after a year's assimilation 
of surface pressure. The errors have reduced significantly due to the improved 
surface currents. 
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Figure 6.14: The final temperature errors at 50m depth, on the second model 
level. 	- 
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thermocline in these locations, or removing it by lifting, cause the rms errors 
to diverge. Once again, this is studied further in Chapter 7. 
Figure 6.15 shows the rms errors against time for currents at various 
levels. The surface current post-analysis values represent the error in the 
ageostrophic terms at analysis. At each analysis, neither the surface ageostrophic 
terms nor the 3497m currents are significantly changed, yet both converge 
between analyses to quite a high degree. In addition to updating the model 
fields, the analyses are improving the trajectory of the model, so that the 
model state continues to improve between analyses to some degree. Above 
the thermocline base, the current errors decrease at analysis time, and di-
verge between analyses. The 1400m currents exhibit the opposite behaviour, 
in that they get worse at each analysis, but improve between analyses, with 
an overall trend of convergence. Comparing this result with figure 6.3, we 
can see that the current errors show instantaneous improvements only above 
a depth of about bOOm, and get slightly worse at each analysis below this 
depth. This does not, however stop the overall improvement clearly seen 
throughout the course of the assimilation run. This is analogous to the sit-
uation observed by Raines (1991) in his QG assimilation runs, in which the 
deep streamfunction errors increased due to better positioning, but over-
intensification. Between analyses, friction with the topography reduced the 
magnitude of the deep currents, and the deep flow improved in the long term. 
It is unlikely that exactly the same mechanism is operating here, since the 
effect is spread over several model levels. The initial divergence of the 3497m 
current errors also show evidence of a transient disturbance created by the 
large increments made at the first analysis. As the transient dies out, the 
deep currents start to converge again, and drop to half their initial value by 
the end of the year. Further analyses do not provide significant transient 
'shocks' at re-initialisation, since the increments made are smaller after the 
initial analysis has corrected for the largest initial errors. 
Figures 6.16 and 6.17 show the time development of current errors both 
within the thermocline (351m), and well below the thermocline base (2800m). 
In both cases, an overall convergence can be seen, with the same problem 
regions evident. The largest remaining current errors in the thermocline ap-
pear at the Gulf Stream separation point, due to the high variability there. 
Below the thermocline an overall improvement is seen, with divergence in the 
far North due to the incorrect density structure that evolves there. Neverthe-
less, the overall convergence below the thermocline is impressive, considering 
that the currents there diverge at analysis, and are an order of magnitude 
smaller than the directly updated surface currents. 
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Figure 6.15: Current rms errors in cmr', plotted against time at depths of 
17m,550m,1400m and 3497m. The deeper currents are not directly updated 
at analyses, but improve through the improved model trajectory. 
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Figure 6.16: The post-analysis current errors on a model level within the 
thermocline, throughout the assimilation run. 
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Figure 6.17: The post-analysis current errors on a model level within the 
abyssal waters, throughout the assimilation run. 
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ing the model, and successfully reproduces mesoscale eddies and other time 
varying features as they appear in the control run. Looking at the evolution 
of rms errors in figures 6.8 and 6.15 it appears that the assimilation run will 
continue to converge to some extent if it is continued. Although the problem 
has been idealised to a great extent, with perfect model, perfect data and full 
spatial coverage, these results suggest that it would be possible to constrain 
the circulation of a multi-level model using altimetry. 
The assimilation scheme has not worked particularly well in the fax North 
of the model, where low vertical density gradients have made it difficult to 
produce the desired changes, and lead to unrealistic changes at analysis. As 
mentioned earlier, a more careful consideration of the conditions there, and 
a stricter criterion for carrying out the assimilation could prevent the accu-
mulation of errors which occurred. This will be further discussed in the next 
chapter, which deals with assimilation in the mixed layer. 
6.3.2 Water Mass Properties 
One of the aims of this assimilation scheme was to preserve water mass prop-
erties at analysis, on the assumption that the sea surface height anomalies 
do not tell us anything about the deep T-S properties or in this case the po-
tential vorticity on density surfaces below the sea surface. In this experiment 
we have not introduced any direct information about subsurface water mass 
properties to simulate possible in-situ observations, so we can claim success 
merely if the water mass properties are no worse at the end of the run than 
at the start. Figures 6.18 to 6.21 show the potential vorticity errors on two 
selected isotherms (which are coincident with isopycnals in the model used, 
due to the simplified equation of state), at the start and end of the run. 
The plots show pre-analysis values, although the post-analysis values are of 
course the same due to the constraints placed on the assimilation. 
On both isotherms shown, the errors away from the outcrop reduce sig-
nificantly during the assimilation run. Closer to the outcrop, errors are still 
present at the end of the year, and are generally positive, implying that the 
model P.V. is too low near to the outcrop at the end of the run. Consider a 
water parcel evolving during the assimilation run. As stated before, its prop-
erties are set at the surface, and more or less conserved as it is subducted 
into the thermocline. The surface forcings in the assimilation run and control 
run are identical, since the model uses very simple, time-independent forcing 
functions. The improvement in the thermocline suggests that the correct 
water masses are being formed, and in the long term are being advected 
correctly due to the improved currents in the assimilation run. The initial 
positioning of the water masses as they form is not particularly good, due to 
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Figure 6.18: Potential Vorticity errors on the 10°C isotherm at the start 
of the assimilation run. Typical P.V. values on these isotherms range from 
1 - 10 x 1013m 1 s 1 , so these errors represent significant features rather 
than noise. The effects of relative vorticity are ignored in the calculation of 
P.V. for these diagrams, so the P.V. errors represent errors in the density 
stratification alone, scaled by the Coriolis parameter. 
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Figure 6.19: The final potential vorticity errors on the 10°C isotherm. The 
widespread positive error near to the outcrop is a result of the poorly repre-
sented surface boundary conditions. 
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Figure 6.20: The initial potential vorticity errors on the 6°C isotherm. 
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Figure 6.21: The final potential vorticity errors on the 6°C isotherm. 
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y <t 
Figure 6.22: Vertical cross-section of density following the breaking of a 
baroclinic wave. (Follows & Marshall ,1994) A parcel of low P.V. water 
enters the thermocline from the mixed layer during the formation of a cold 
core eddy. - 
the unrealistic treatment of the mixed layer in the basic method, hence the 
errors at the outcrop positions are still large. 
The final P.V. errors on both isotherms are greatest not at the outcrop, 
but at the Gulf Stream latitudes, in the region where eddies are most likely to 
form. This can be accounted for by the different way in which eddies form in 
the control run and the assimilation run. Eddies formed artificially by instan-
taneous vertical displacement at an analysis step will strictly conserve the 
local density stratification due to the constraints on the assimilation method. 
Eddies forming by baroclinic instability in the control run, in contrast, will 
rapidly change the stratification, as described by Follows & Marshall (1994). 
Low P.V. water can be entrained from the mixed layer into the thermocline 
during baroclinic wave-breaking, as illustrated in figure 6.22 
This temporary P.V. anomaly in the eddy is mixed out by diffusion as 
the eddy evolves, and does not appear to persist for the time it takes the 
eddy to leave the Gulf Stream latitudes, since there are few significant P.V. 
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errors in the gyres at the end of the assimilation run. Near the outcrop of the 
6°C isotherm, the errors are small initially, and stay small simply because 
the P.V. near the surface is extremely low due to the low stratification in the 
mixed layer. 
The experiment has shown that the water mass properties in the model 
benefit from the intermittent assimilation over a long time period, despite 
the absence of any subsurface water mass property data. This is partly due 
to the simplified surface forcings in the model. The correct surface values are 
being put in at the outcrops of density surfaces, and the improved currents - 
advect these values correctly into the thermocline, giving rise to an overall 
improvement. It is unclear how much of this improvement would persist if 
different surface forcings had been used at the surface, say time-dependent 
surface fluxes which were not accurately known in the assimilation run. 
Overall, the treatment of water mass properties by the assimilation method 
has been extremely good. No direct changes are made to the potential vor-
ticity on density surfaces, but they improve nevertheless throughout the in-
termittent assimilation, due to improved advection by the analysed currents. 
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Chapter 7 
Mixed Layer Corrections 
Based on the results of the previous chapter, a closer look is taken at how 
the mixed layer temperature can be better reconstructed. Two approaches 
are taken, namely correcting the mixed layer temperature using sea surface 
pressure only, and assuming knowledge of the sea surface temperature in the 
form of simulated SST data. 
Initially, we assumed full knowledge of the surface temperature, in the 
form of the temperature of the top model level in the control run at each 
analysis. This would enable us to assess the importance of the surface tem-
perature in the forward evolution of the model, without having to consider 
the possible problems in how the surface temperature can be inferred from 
the sea surface height. 
7.1 Assimilating Surface Temperature 
A year long twin experiment was performed in which full fields of surface 
pressure and surface temperature were assimilated. The method and results 
are outlined in the following sections. 
As noted in the previous chapter, the mixed layer is decoupled from the 
thermocline to some extent, and surface pressure information appears to tell 
us more about the thermocline. Knowledge of the mixed layer temperature 
would appear to fill in the main gap in our knowledge of the water column 
structure, and fortunately, these type of data are available from satellites. 
Satellite instruments such as ATSR measure the temperature of a skin 
layer of the ocean, only a few micrometers thick. This skin layer is too thin 
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to be represented in a typical numerical model, so we use the temperature of 
the top layer of the model (35m thick), to represent SST data in the control 
run. It is worth noting that this would not be the case in an operational 
set up with real observations. The temperature of the skin layer may not 
be representative of the mixed layer temperature. As mentioned in Chap-
ter 2, the skin temperature tends to be colder than that of the underlying 
mixed layer, due to the heat flux from the ocean to the atmosphere. The 
problem is further complicated by the possible capping of the mixed layer. 
Observations of cold surface waters are more likely to give us useful infor-
mation, since surface cooling leads to gravitational instability and mixing in 
extreme cases. Dewar (1986) discusses the sea surface temperature signature 
of mesoscale eddies, and finds that the thermocline density signature is much 
more persistent than the surface temperature signature, giving rise to eddies 
with a decoupled mixed layer. This is particularly true for cold core eddies; 
surface heat fluxes will tend to cap the mixed layer, giving rise to a thin layer 
of warm light water at the surface that effectively hides the eddy from SST 
observation. Warm core eddies will tend to experience surface cooling, and 
any thin cool layer of water forming at the surface will be entrained into the 
mixed layer. 
These problems are avoided in the present work by assuming that the sea 
surface temperature is representative of the mixed layer temperature. 
7.1.1 Method 
The sea surface temperature is not a reliable indicator of features below the 
mixed layer, so we use it only to re-initialise the mixed layer temperature in 
the model. The assimilation is carried out as a two stage process. Firstly, 
the mixed layer temperature is reset to the observed value, and secondly, 
the pre-analysis water column with the modified mixed layer is vertically 
displaced as before. 
If the surface requires cooling, then the observed surface temperature is 
used as an upper limit throughout the entire water column. This effectively 
cools the mixed layer, and deepens it slightly. This is not unreasonable, as 
surface cooling often leads to convective overturning and a deepening of the 
mixed layer. 
If the surface requires warming, then the entire mixed layer is reset to 
the observed surface temperature. This has the effect of increasing the mixed 
layer temperature without affecting its depth, although the temperature gra-
dient at the base of the mixed layer is increased. 
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Figure 7.1: Vertical profiles of temperature as for figure 6.3, with both the 
surface pressure and temperature used to update the temperature. The cor-
rection of mixed layer temperature provides a better fit within the ther-
mocline also, by elimination of the error dipoles discussed in the previous 
chapter. Model levels are marked by the solid horizontal lines. 
the modified water column. 
Figure 7.1 shows the effect of assimilating both types of data, for the 
same gridpoints as in figure 6.3 
One very important point to note is that the amount of vertical displace-
ment, A h, is likely to be different from the previously calculated values due to 
the inclusion of surface temperature. The mass of the mixed layer will change 
in the first step, hence the vertical displacement required in the second step 
will be affected. Figure 7.1 illustrates this when compared with figure 6.3. 
Not only does the surface temperature improve the fit in the mixed layer, it 
also improves it considerably in the thermocline. In effect, the "error dipole" 
described in chapter 6 has vanished now that the mixed layer temperature is 
known. 
Figure 7.2 shows the temperature errors along the cross section 15° E of 
the Western boundary, for the cases in which no data has been assimilated 
(i.e. the pre-analysis errors), surface pressure has been assimilated, and both 
surface pressure and surface temperature have been assimilated. The effects 
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Figure 7.2: The temperature errors along a meridional cross-section 15° off 
the Western boundary, before any assimilation, and after the assimilation of 
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Figure 7.3: The rms errors at different depths for temperature and the u-
component of current The solid lines indicate the errors after the analysis 
of surface temperature and surface pressure. The dashed lines show the pre-
analysis errors, and the dotted lines show the errors from the assimilation of 
surface pressure only. 
of including surface temperature in the assimilation can be seen by the re-
moval of mixed layer errors, and the corresponding reduction of errors in the 
thermocline. Between 25°N and 30°N, for example, the pre-analysis sur-
face temperature is too warm, and this warm (negative) error persists in the 
case where pressure alone is assimilated. A cold error in the thermocline is 
required to balance this, as described in the previous chapter. The assimila-
tion of surface temperature along with the surface pressure removes the warm 
mixed layer error, and the cold thermocline error is reduced significantly as 
a consequence. The large errors in the subtropical gyre are discussed in Ap-
pendix E. 
Figure 7.3 shows the rms errors in the temperature and u-component cur-
rent as functions of depth. The dashed line indicates the initial errors before 
analysis, the dotted line the errors after analysis of surface pressure, and the 
solid line the errors after the analysis of surface temperature and pressure. 
The reduction in temperature errors throughout the mixed layer and ther-
mocline is apparent, with an associated reduction in the current errors due 





In certain cases, the mixed layer temperature will be reset and then the 
entire mixed layer is lifted out of the model, so the post analysis surface tem-
perature is not correct everywhere in this experiment. It would be possible 
in these cases to cap the mixed layer with the observed temperature by re-
setting the top level temperature after vertical displacement, but this is not 
likely to have any great effect on the forward evolution of the post-analysis 
state due to the relative thinness of the top layer. 
7.1.2 Intermittent Assimilation 
A one year assimilation run was carried out identical to the run described in 
the previous chapter, but with the assimilation of a full set of surface temper-
ature data at each analysis in addition to the surface pressure information. 
The surface temperature was used to update the mixed layer temperature as 
described above. 
The inclusion of sea surface temperature improves the convergence at all 
depths; for both currents and temperature. Figure 7.4 shows the rms er-
rors for the basin averaged quantities with time. Comparison with figure 6.9 
shows a marked reduction in the temperature errors, and a smaller, but still 
significant improvement in the current errors. The currents have improved as 
a direct consequence of the better density field, hence the errors accumulate 
less as the thermal wind equations are integrated down from the surface. 
The current errors at various levels are plotted against time in figure 7.5, 
for comparison with figure 6.15. The biggest improvements seem to occur in 
the deeper parts of the model, since the currents near the surface are being 
directly updated in both runs anyway. The current errors at the deepest level 
shown drops to about 50% of its original value after a year of assimilating 
surface pressure, and down to 43% of its original value if surface temperature 
is also assimilated. The inclusion of sea surface temperature in our obser-
vations leads to a better temperature field at all levels, which in turn leads 
to better thermocline currents, as the cumulative errors from the thermal 
wind equation are less. This in turn leads to an improved trajectory of the 
model as the forward advection improves, and this is what improves the deep 
currents during the assimilation runs. The assimilation of surface tempera-
ture also leads to some instantaneous improvement in the deep currents at 
each analysis. The graph of current errors vs. time at 1400m is consider-
ably smoother than the corresponding graph in figure 6.15. It is noticeable 
that the errors in figure 7.5 do not increase at analysis as before, but seem 
to remain constant. The depth to which the instantaneous improvements 
penetrate seems to have increased from about 1000m in the previous run to 
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about 1400m, presumably due to the improved density fields in the thermo-
dine. Alternatively, this improvement in the basin averaged current errors 
could merely be due to the removal of the accumulating errors in the far 
North of the model. 
The improvements to the mixed layer and thermocline structure can be 
seen directly in figures 7.6 and 7.7, which show the temperature errors after 
every eighth analysis step along the meridional cross-section 15° from the 
Western boundary. The final errors in the cross-section are small every-
where compared to the initial errors, with a few high points corresponding 
to areas of high variability. Once again, the initially incorrect stratification 
in the subtropical gyre can be seen to disappear as the run progresses. The 
errors in the North do not accumulate this time, since we are able to adjust 
the mixed layer temperature directly now, to the correct value, and this is 
likely to produce sufficient change in the mass of the water column that ex-
cessive vertical displacement is not required. The deep mixed layers in the 
North mean that a large part of the water column is being directly reset to 
the observed surface value, resulting in the high degree of improvement seen 
here. The tracer errors in figure 7.4 are now converging due to the elimina-
tion of the unrealistic changes in the North of the model. Figure 7.8 shows 
the vertical displacement at the first analysis, for comparison with figure 6.4. 
Over most of the basin, the differences are small, but in the far North there is 
a marked change in distribution and size of A h, due to the significant effects 
of changing the temperature of the deep mixed layer there. 
The inclusion of surface temperature information has had little effect on 
the final state of the water mass properties within the model. Figures 7.9 and 
7.10 show the final errors in the potential vorticity on the same isotherms 
as figures 6.19 and 6.21. The results are similar, with a few improvements 
close to the outcrop where the instantaneous improvements due to recent 
analyses have had an effect. Away from the outcrop, the final errors are 
similar to those from the pressure-only run, both in position and intensity. 
This makes sense if we consider that most of the improvements made by the 
assimilation of surface temperature occur in the mixed layer, which has a 
shorter 'memory' than the thermocline due to the direct contact with the 
atmosphere. 
7.2 Inferring Mixed Layer Temperature 
This section will look at adjustments to the basic assimilation method that 
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Figure 7.4: Root mean square errors, averaged over the entire basin for tem-
perature, tracer, one current component, and the barotropic streamfunction 
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Figure 7.5: Current rms errors in ems', plotted against time at depths of 
17m,550m,1400m and 3497m. The deeper currents are not directly updated 
at analyses, but improve through the improved model trajectory. 
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Figure 7.6: Temperature errors throughout the assimilation run along a 
meridional cross-section 15° from the Western boundary. Both surface tem-
perature and surface pressure were assimilated at each analysis. 
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Figure 7.7: Continuation of the temperature error time-series in figure 7.6, 
for the second half of the assimilation run. 
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Figure 7.9: The potential vorticity errors on the 100  isotherm, after a year's 
assimilation of both surface temperature and surface pressure. 
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Figure 7.10: The potential vorticity errors on the 6° isotherm, after a year's 
assimilation of both surface temperature and surface pressure. 
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lems will be examined, namely the best reconstruction of the mixed layer 
temperature based on surface pressure and a priori model information, and 
the removal of the systematic error that develops in the North of the model. 
These problems are linked in that the systematic error develops due to an 
inability to warm the mixed layer. 
Table 5.1 showed that in regions of extreme surface pressure the surface 
temperature anomaly tends to have the opposite sign to the surface pressure 
anomaly, as we would expect from a simple eddy model in the absence of 
external surface forcings. Using this as a starting point, it may be possible 
to improve the surface temperature field based on sea surface height infor-
mation. 
A standard statistical method is used to update the surface temperature 
based on the observed surface pressure anomaly, based on the methods de-
scribed in Mellor & Ezer (1991). The surface temperature increment is given 
by 
tXT 8 = FAp., 	 (7.1) 
<LT.,Sp.,> 
F = 	 (7.2) 
<Lp> 
where <> denotes a local time average over a control period, and Lx 
indicates the time dependent part of the quantity x, i.e the instantaneous 
value minus the local time mean over the control period. The function F will 
tend to be higher in regions where surface temperature anomalies and surface 
pressure anomalies are highly correlated, such as the Gulf Stream jet. The 
normalised degree of correlation between surface anomalies in temperature 




(< 6p' >< 6T.,2 >)1/2 
A value of one indicates a perfect correlation between the surface tempera-
ture and pressure anomalies, a value of zero indicates no correlation. Negative 
values indicate an anti-correlation, i.e. low surface temperatures associated 
with high surface pressures and vice versa. The highest correlations appear 
in the Gulf Stream region. If we think of the anomalies arising mainly due 
to mesoscale eddy activity, then the anomalies here are due mainly to newly 
formed eddies, which have not been surface modified as described in Chapter 
1. Further away from the Gulf Stream jet, the eddies have been surface mod-
ified, and consequently the surface temperature anomalies are more weakly 
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Figure 7.11: The correlation between the surface temperature anomaly and 
surface pressure anomaly used to statistically update the mixed layer temper-
ature- The latitude and longitude from the western boundary of the model 
are shown for the centre of each 40  x 3 0 box into which the correlation 
statistics were binned. 
correlated. The negative correlation in the subtropical and subpolar gyres 
are likely to arise from the strong baroclinic activity described in Appendix E. 
Statistical methods such as this were criticised in Chapter 2 for their de-
pendence on numerical models for gathering the statistics. In this particular 
case, the correlations could be derived from a time series of real data, since 
both Ps and T. are observable by satellite. The correlation statistics would 
then reflect the behaviour of the real ocean rather than the behaviour of a 
specific numerical model- Statistics gathered from real data would be ap-
plicable to any numerical model, in keeping with the model-independence of 
the vertical displacement scheme. 
7.2.1 Experimental Results 
A year long assimilation run was performed in which only altimetric ob-
servations were simulated, and the post-analysis surface temperature was 
derived as above. The post-analysis surface temperature was used to update 
the mixed layer as for the case where surface temperature observations were 
simulated. The correlation statistics were gathered from snapshots of the 
year-long control run taken every nine days, and binned into 4° x 3 1 0 boxes 
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Figure 7.12: Rms errors in the temperature and current fields, averaged 
across the entire basin, plotted against time. At each analysis step the con-
trol surface pressure was assimilated, with the surface temperature updated 
statistically. 
(10 x 10 model gridpoints), as shown in figure 7.11. 
In order to prevent any systematic errors from occurring in the far North, 
the assimilation was aborted if the pre-analysis surface temperature fell below 
6°C. This criterion effectively selects the gridpoints where the stratification 
in the water column is too low to allow for a realistic solution by vertical 
displacement, without aborting the assimilation in regions where vertical 
displacement does provide a valid solution. 
The inference of surface temperature appears to be almost as effective 
as the actual knowledge of the control temperature at analysis time. Figure 
7.12 shows the rms errors in the averaged temperature and current fields 
plotted against time. Comparison with figure 7.4 shows that the convergence 
is nearly as good as that obtained when the surface temperature is known 
through simulated radiometry. This can also be seen in figures 7.13 and 7.14, 
which show a time series of temperature errors along the meridional cross-
section 15° east of the western boundary. The final errors are of similar size 
and distribution to those in figures 7.6 and 7.7. 
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Figure 7.13: Temperature errors throughout the assimilation run along a 
meridional cross-section 15° from the Western boundary. The control surface 
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Figure 7.14: Continuation of the temperature error time-series in figure 7.13, 





The results of the assimilation experiment in Chapter 6 showed that verti-
cal displacement of water columns in response to observed surface pressure 
anomalies lead to a high degree of convergence within the thermocline and 
below, but produced a systematic cooling of the mixed layer, leading to 
a corresponding warming of the thermocline. Repeated assimilation lead to 
convergence of the subsurface potential vorticity and deep currents, although 
neither were updated directly at analysis time. 
The systematic errors in the mixed layer were due to the assimilation 
process being irreversible to some extent. If on two' subsequentassimilations 
a water column is lifted by an amount iXh metres, and then lowered by the 
same amount, the information on the top zh metres of the water column is 
lost. Re-warming the surface is left to the model between analysis steps, and 
the relaxation of surface temperature is not strong enough to do this effec-
tively. This problem had the worst effects in the far North, where the low 
temperature stratification lead to unrealistically high vertical displacements. 
Surface warming mechanisms can be introduced by updating the surface 
temperature based on simulated observations or by inferring the necessary 
temperature update from the surface pressure update and a simple statisti-
cal model. Both methods prevent the bias seen in the basic method from 
appearing. The final potential vorticity errors in the deeper thermocline are 
not improved significantly by the introduction of a mixed layer correction, 
although the P.V. is improved considerably near to the outcrop. 
Table 7.1 compares the performance of the three assimilation runs. The 
statistical inference of surface temperature greatly improves the final errors 
in the absence of surface temperature information. The final errors are even 
lower if the surface temperature is known, as would be expected. The sta-
tistical inference method would be an important feature of any operational 
scheme, as surface temperature observations can be obscured by local cloud 
cover, and a reliable method must be available for regions with no direct 
surface temperature observations at analysis. 
The statistical inference of surface temperature seems to do better than 
the direct observation of temperature in some cases, such as the tracer er-
ror and deep currents error. In the statistical inference run assimilation 
was aborted if the pre-analysis surface temperature fell below 6°C, on the 
grounds that there was insufficient density stratification in the water column 
to effectively use the vertical displacement method. This was not the case 
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Initial Basic T. inferred T. observed 
Mean T error (°C) 0.436 0.206 0.153 0.127 
Mean tracer error 0.435 0.471 0.283 0.317 
Deep iZ error (crrz5 1 ) 2.417 1.156 1.018 1.022 
Table 7.1: Comparison between the three assimilation runs. The initial errors 
are shown along with the final errors for the assimilation of pressure with 
no mixed layer correction (Basic), a statistical mixed layer correction ( TIS 
inferred) and simulated observation of surface temperature (T3 observed). 
The mean errors in temperature and tracer are averaged across all model 
levels, and the deep ii errors are the errors at the first model level above 
topography, i.e. the level at which no analysis increments are made to the 
currents. 
in the run where surface temperature observations were simulated, so unre-
alistic analysis states were still being produced to some degree in this run. 
The tracer in the far North is highly stratified, even though the temperature 
is not, so large vertical displacements produce large tracer errors there. It 
seems that even if temperature is directly observed, it is still wise to abort 
the assimilation North of the 6°C outcrop, even though the gross systematic 
errors from the basic run do not appear. 
The general convergence of the passive tracer field, and the decreasing 
errors in the potential vorticity on isotherms seen earlier suggest that the 
assimilation method actually improves the water mass distribution. Com-
parisons of figures 7.9 and 7.10 with figures 6.19 and 6.21 suggest that the 
mixed layer corrections improve the potential vorticity convergence near to 
the outcrop, but have little effect on the P.V. convergence in the deeper ther-
mocline. It would appear that in the basic scheme, the incorrect treatment 
of the mixed layer produces incorrect P.V. just below the mixed layer, but 
model processes of advection and horizontal rearrangement of water masses 
are sufficient to correct the P.V. of a water parcel as it is subducted into the 
deeper thermocline. A mixed layer correction scheme improves the initial 
P.V. at formation, but is not necessary for the convergence of the deeper P.V. 
As stated earlier, the surface temperature forcings on the model are time 
independent. In the twin experiments here, both the assimilation run and 
control run surface temperatures are relaxed to the same values, which may 
lead to a much stronger convergence of the surface temperature in the basic 
run than could be expected with more realistic surface fluxes. In a more 
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realistic model, or the assimilation of real data into a model, a mixed layer 
correction scheme may have even greater impact than seen here, due to the 
potential for greater errors to develop if the mixed layer is not corrected. 
A mixed layer correction scheme would be necessary for an operational 
data assimilation scheme. The local nature of the method developed here 
would allow surface temperature to be assimilated where observations were 
available. The statistical inference method could be used at gridpoints where 




It is difficult to compare the various projection methods used to assimilate 
altimeter data, due to the different experimental set-ups used by different 
authors. Concentrating on twin experiments, the standard test of the assim-
ilation scheme has been to compare the rms differences between the control 
run and assimilation run, to give graphs of the error reduction vs. time, as 
was done here. 
No direct comparison will be attempted here. Suffice to say that vari-
ous statistical projection methods (e.g. DeMey & Robinson, 1987, Mellor 
& Ezer 1991) and the method developed here have all proven capable of 
constraining the full three dimensional flow of a multi-layer model through 
use of surface data alone. This assimilation method has worked as well as 
the statistical projection methods, as far as can be determined due to dif-
ferences in the experimental set-ups. However, these tests only provide a 
certain amount of information about the model state, in that errors in di-
agnostic variables are also important. In particular, water mass properties 
such as potential vorticity, salinity and temperature can be calculated on 
isopycnal surfaces of a primitive equation model, and in some ways are more 
important than the density or current fields, in that anomalous water masses 
persist for far longer than the typical baroclinic timescale in the thermocline 
and below. Statistical projection methods have typically ignored these wa-
ter mass properties and concentrated on obtaining the best estimate of the 
prognostic variables. Mellor & Ezer (1991) for example, directly updated the 
salinity and temperature based on correlations between sea surface height 
variations and temperature and salinity variations. As pointed out in Chap-
ter 2, it is important not only to change model quantities which are related to 
the observations, but to not change quantities not related to the observations. 
This point is important for two reasons. 
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In the case of potential vorticity, it is important to obtain the best guess 
of the model P.V. fields for the forward running of the model. This is obvi-
ous in the QG model, but is nevertheless true for the dynamics of primitive 
equation models, since P.V. is dynamically active, and slowly varying. Spu-
rious P.V. features introduced at analysis will take a considerable time for 
the model to remove, and will affect the forward running of the model for 
this time. Adjoint methods will take the evolution of the model between 
observations into account, but it is less clear exactly how they do so. 
Salinity and temperature (as functions of density) rarely have any feed-
back on the model dynamics. As functions of depth they do of course deter-
mine the density field, but the distribution of temperature and salinity on a 
density surface only has an effect on dynamics in cases of double diffusion or 
cabelling and other such phenomena. They are, however, directly observable 
from in-situ measurements. Altimeter observations are far more frequent, 
and should not disrupt any information about T-S properties that has been 
previously assimilated from these in-situ measurements. In this case, ad-
joint methods will not necessarily perform as well as an explicit conservation 
scheme, since the T-S properties on a density surface have little or no effect 
on the evolution of the model dynamics. It is possible to build T-S conser-
vation into a statistical scheme (Oschlies, 1994) but few authors have done so. 
The conservation of water mass properties has considerable significance 
forfuture planning of observation campaigns. With the assimilation scheme 
developed here it is possible to follow the paths of water masses, which can be 
updated to fit the latest altimetric observations, without changing the water 
masses themselves. From this, it is possible to build up a picture of the way 
in which information of T-S properties spread throughout the model, and 
hence the best place to deploy measuring devices. It would seem from the 
initial twin experiments that information on water masses is poorest around 
the Gulf Stream, where the subsurface properties of the upper thermocline 
in the subtropical gyre are set, although these experiments are biased in that 
a perfect model is assumed. The contribution to the improvement of the 
water mass property distributions from advection is over-emphasised in that 
the assimilation model perfectly reproduces the advective dynamics of the 
control run. A degraded assimilation model could be used to obtain a more 
realistic picture of the ability of the model to advect water masses correctly, 
and thus find the optimum locations for deployment of future hydrographic 
observation campaigns. An altimeter assimilation scheme that did not con-
serve water mass properties would not be able to tackle this problem in the 
same way. 
142 
The current formulation of the primitive equation assimilation method 
is purely local, which makes it easily portable to other models and compu-
tationally cheap (1 analysis step 1 day forwards integration). This local 
adjustment is not however realistic. A more fully developed scheme could 
be developed in which water masses can be rearranged horizontally, still in 
an adiabatic frictionless manner. Gulf Stream rings, for example, are es-
sentially water columns which have moved across the Gulf Stream, taking 
with them the characteristic water masses from the other side of the jet. A 
warm core ring, for example, forms when a column of Sargasso Sea water 
crosses into the Continental Slope Waters north of the Gulf Stream, yet the 
assimilation as it stands would merely lower the existing Slope Water masses 
to produce a newly observed warm ring. It is as yet unclear how a hori-
zontal rearrangement scheme could be constrained, given the much greater 
degrees of freedom available. It is also unclear to what extent the forward 
running of the model between analyses carries out any necessary horizontal 
rearrangement between analyses, due to advection by the analysed currents. 
Although it is more realistic to rearrange water masses horizontally as well 
as vertically, it appears that it may not be necessary to do so explicitly. 
The work presented here is limited by the twin experiment format, and 
thus represents an upper limit to the success of the assimilation scheme. An 
operational scheme would need some form of error analysis, and further tests 
would need to be performed on the primitive equation scheme's ability to 
deal with limited surface coverage and imperfect data. The results in Chap-
ter 4 suggested that this type of assimilation is not seriously affected by 
sparser surface data distribution. The quasi-geostrophic method continued 
to reduce the deep streamfunction errors with the amount of surface data 
reduced by a factor of twelve. It is unclear at present how well the scheme 
would work with an imperfect model, as much use is made of the model to 
spread the instantaneous improvements in currents and density distribution 
to the water mass properties and deep pressure field (see Appendix D), and 
other quantities which are not directly updated. With an imperfect model 
the assimilation of surface temperature may well affect the long term con-
vergence, as discussed in the previous chapter. 
Nevertheless, the twin experiment results are very encouraging, and demon-
strate that the conservation of subsurface potential vorticity is sufficient to 
constrain the three-dimensional circulation, even at the deepest levels, from 
observations of surface restricted data. 
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Appendix A 
Calculating Surface Pressure 
The Cox model has a rigid lid boundary condition. The barotropic flow is 
represented by a streamfunction, and is therefore non-divergent, hence the 
vertical velocities at the surface are zero. In order to impose this condition, an 
additional pressure is required on the surface boundary to keep the sea surface 
flat. This surface pressure is related to sea surface elevation hydrostatically 
Ps = gpo h5 	 (A.1) 
where p is the pressure on the rigid lid, h 5 is the sea surface elevation 
that would arise without the rigid lid constraint, and p0  is the mean density 
of seawater. Observation of a raised sea surface can be interpreted as a high 
pressure on the lid, and a depressed sea surface as a low pressure. 
The surface pressure can be calculated from the momentum equations of 
the Cox model (Cox, 1984, equations 3 and 4) 
au 	 18 
- = —F(u)+fv--+Fu 	 (A.2) at po ôx 
öz, 	 18 - = _F(v )_fu___?+Fv 	 (A.3) 
öt PoD?! 
where F is the advective operator and F represents frictional terms and 
external forcings such as wind stress. The pressure at a given depth, z, is 
calculated hydrostatically from surface pressure. (Cox,1984, equation 5) 
0 
p(z)=p3 +g[ pdzp5 +p' 	 (A.4) 
Jz 
In the normal forwards running of the model, the surface pressure is not 
known, so the pressure gradients at the surface are initially assumed to be 
zero, and the depth integrated current changes and 4J 1  are calculated by dt 
approximating p to p'. 
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f 	1 - = 	[—F(u)+fv----+F,Jdz 	 (A.5) dt 	H po dx 
dt' 1 dp' 
= 	[—F(v) - fit - -- + F]dz 	 (A.6) 
H 
PO 
These integral tendencies are then used as input for a Poisson solver in 
order to obtain 	the increment to the barotropic streamfunction of the dt 
model. Basically, the solver imposes the rigid lid boundary condition, by 
applying an additional surface pressure on the lid, in order to express the 
barotropic current tendencies as a streamfunction. 
In order to calculate the derivatives of the surface pressure we store the 
values of 'and 4J as they are calculated, and the true integral current dt 
tendencies, du and are calculated by differentiating the streamfunction dt 	 dt 
tendency. 
The surface pressure derivatives fall out as: 
op3 	du' 	du
-;- = po(---- ) 	 (A.7) a;  
ap 	di5' 	di5 
-= po(-- - ( A.8) C9Y 
These derivatives can be used to integrate the surface pressure out from 
any point in the model domain, to give us the surface pressure to within an 
arbitrary constant. In the assimilation studies the surface pressure was nor-
malised to have a zero area average, as this was consistent with conserving 
the total mass of the ocean at analysis. 
This procedure must be done with attention to the finite difference form 
of the above equations used by the model. It is simplest to run the model 
forwards for a single timestep, writing out and as calculated in the 
CLINIC subroutine, and calculating du  and from d calculated in the RE-
LAX subroutine. Equations A.7 and A.8 then give the surface pressure gra-




In the vertical displacement scheme developed for the Cox model, the tem-
perature increments are defined as 
At(z) = T(z + h) - T(Z) 	 (B.1) 
Defining T(z + Ah) requires interpolation between model levels, and care 
must be taken in how this is performed. Two methods were tested. Initially 
linear interpolation was used i.e. 
T(z + h) = T(zk) + Zk+1 - Ah(T() - T(zK)) 	(B.2) 
Zk+lZk 
where zk and zk+1 are the depths of the model levels directly above and 
below the required depth z + zXh. This was later replaced by a cubic spline 
interpolation scheme. 
T(z + Lh) = T(zk) + Cl h,fiz + C2k8z2 + C3k6z3 	(13.3) 
where Sz = z + ISh - zk and the CIk coefficients are chosen so that the 
temperature profile is continuous and smooth, with boundary conditions of 
zero derivative at z = 0 and z = H. 
Consider a typical temperature profile. In the surface mixed layer and 
below the thermocline, = 0, and in the thermocline < 0, as shown in 
figure B.1. 
The simplest mathematical curve representing this profile is a cubic poly-
nomial with a point of inflexion at a depth z0 , with negative curvature above, 
and positive curvature below. If we linearly interpolate across this kind of 
profile, our estimate of the temperature between levels is consistently too 
cold above the point of inflexion, and too warm below it. This has the over-











Figure B.1: Schematic representation of a typical temperature profile in the 
Cox model. 
displacement scheme, by making the upper thermocline systematically colder 
and the lower thermocline systematically warmer. 
Figure B.2 shows a typical temperature profile interpolated for both the 
spline and linear methods. The systematic bias of the linear interpolation 
can be seen quite clearly. The basic spline procedure is modified, since the 
natural spline tends to overshoot where the profile approaches the vertical. 
To calculate the cubic spline coefficients uniquely, the gradient of the 
profile must be estimated at each point. This is typically calculated as 
1 Z+ — Zi 	 1 
T'(i) = T'(i + &
Zj 1 z. 12 	















= 	(zn+l+Zn) 	 (B.6) 
The gradients at the neighbouring mid-levels is calculated, and these are 
linearly interpolated to the model level. This basic procedure was modified 
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Figure B.2: An interpolated temperature profile from the Cox model. The 
splined curve is show as a solid line, with the linear interpolation of the 
same profile shown as a dotted line. The model levels are marked as solid 
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Figure B.3: Temperature errors along a meridional profile 15° off the West-
ern boundary of the Cox model, after a years repeated assimilation of surface 
temperature and surface pressure, using the two different vertical interpola-
tion schemes. The errors are defined as control run minus analysis, so the 
analysis state is too cold at the top of the thermocline, and too warm at the 
base of the thermocline in the linear case. The consistent sign of the errors 
makes their effects cumulative throughout the run. 
certain threshold value, indicating the presence of the mixed layer or abyssal 
waters, then the gradient was set to zero at the associated model level. 
The reduction of stratification due to linear interpolation occurred what-
ever the sign of vertical displacement, and was reinforced by repeated dis-
placement of a water column throughout the assimilation run. Figure B.3 
shows the final post-analysis errors in the temperature cross-section 15° off 
the Western boundary for a years assimilation of both surface temperature 
and pressure. The difference is quite dramatic, and the cold error overly-
ing the warm error in the thermocline can be seen throughout most of the 




The Sverdrup approximation to potential vorticity (equation 1.3) is valid to 
within 1% for the entire model domain away from the equator, and reduces 
the complicated global problem of P.V. conservation to a purely local one. 
However, the relative vorticity will change during the creation or removal of 
an eddy due to the rotational currents created by the local doming or bowing 
of density surfaces in the eddy core, and by keeping the stratification fixed, 
the potential vorticity will change to some degree. 
Consider the effects of conserving potential vorticity within our simple 
eddy model, if we include the relative vorticity term in the definition of P.V. 
(C.1) 
pa dz 
In the case of a cold core eddy, doming the isopycnals will cause the rel-
ative vorticity to increase, leading to an increase in the total vorticity. To 
conserve P.V., must increase, hence the isopycnals separate. In terms of 
dz 
vertical displacement, Lh becomes depth dependent, and will decrease with 
depth from its positive value at the surface. In order to change the mass of 
the water column by the same amount, surface isopycnals will be lifted more, 
and isopycnals near the base of the thermocline will be lifted less. 
In the case of a warm core eddy, the total vorticity will decrease, and 
hence the isopycnals must compress together as they are lowered. Once 
again, isopycnals near the surface are lowered more, and isopycnals near the 
thermocline base would be lowered less. 
It seems that the main effect of relative vorticity is to intensify the vertical 
displacement near the surface, and to attenuate it with depth. If the density 
increments are moved closer to the surface in this way, then the pressure in- 
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Figure C.1: The post-analysis temperature cross-section 15° east of the West-
ern boundary, after the assimilation of surface temperature and pressure us-
ing an explicit change of stratification based on the conservation of the full 
expression for P.V., including relative vorticity. 
crements and associated current increments will tend to penetrate less with 
depth. The size of these changes will probably be quite small, since the total 
vorticity variations are small compared to the variations in stratification. 
The assimilation is no longer local, and we have to use a numerical tech-
nique to solve for the analysis increments. An iterative technique was devel-
oped that works as follows. The vertical displacement of the isopycnals at 
a depth z is given by tXh + L\h'(z), where Ah is a large depth-independent 
value and z\h' is a depth dependent correction. 
Set zh to a first guess, and zIh' to zero at all levels. 
Displace isbpycnals, and calculate increments to density ahd pressure 
as before, for entire model domain. 
Differentiate pressure increment to get relative vorticity increments at 
each level. 
Calculate change to stratification required at each level 
Adjust z.h' to stretch or squash isopycnals as required 
Repeat step 2) until bottom pressure converges. 
This method was tested for a single analysis, for one iteration, with both 
surface pressure and temperature assimilated in order to reduce the possible 
sources of errors, to see if there was any instantaneous effect on the strat-
ification. Figure C.1 shows the post-analysis temperature cross-section 150 
157 
off the Western boundary. The temperature distribution is not noticeably 
different from that in figure 6.4, but seems to have more small scale noise 
such as the feature in the lower thermocline at 25'N. Further iterations were 
found to increase the noise further, with no additional improvements. 
The conservation of potential vorticity is not a hard constraint on the 
model dynamics, and providing a more exact method for conserving P.V. 
does not improve the assimilation. It seems that the approximation made in 
equation 1.3, i.e. to ignore the effects of relative vorticity on P.V., is valid 
to at least the same extent as P.V. conservation itself. Providing a more 
rigorous definition of a quantity which is not strictly conserved in the first 
place does not improve the assimilation. It appears that there is no need 
for a mechanism to change the stratification instantaneously anyway, since 
the overall trend throughout the run is for the stratification to improve of 
its own accord between analysis steps, as is evident from the decreasing P.V. 
errors shown in the previous two chapters. The introduction of an explicit 
correction to the stratification also appears to introduce additional noise into 
the temperature field, as is evident from the small scale undulations of the 
isotherms in figure C.1. The corrections to the density field are made.on the 
basis of derivatives of the current field, and it appears that the differentiation 




When an eddy is introduced into the model by vertical displacement of isopy-
cnals, it is largely baroclinic due to the deep pressure constraint placed on 
the assimilation. This is realistic in most of the basin, as the eddy cur-
rents are not expected to penetrate significantly into the abyssal waters, but 
this assumption is questionable in some regions. The coastal shelf along the 
Western boundary of the model is relatively shallow, and strong barotropic 
currents exist there. Figures D.1 and D.2 show the errors in the barotropic 
streamfunction before and after the first analysis step of the temperature-
pressure assimilation run. The post-analysis errors are small in most regions, 
but appear to be still significant along the shelf, and have the same sign and 
distribution as the pre-analysis errors. This suggests that the barotropic 
increments made here are unnecessarily conservative, and that it may be 
possible to relax the deep pressure assumption here, i.e. make changes to the 
deep pressure. 
In the basic scheme the vertical displacement is constrained so that L\p = 
o at the topography. For a stronger update to the barotropic mode, we could 
set 
tXp(—H) = a x z\p8 	 (D.1) 
where a is a variable with a value between 0 (basic scheme) and 1 (purely 
barotropic update). 
The greater a is, the less the mass of the water column has to change, 
so this could allow assimilation to take place at gridpoints where it was 
previously unworkable. The obvious practical problem is how a should be 
determined at a particular gridpoint. 
159 
BarotropicStreamfunction Error (10 13 Sv) 





- 	 -'H1 ,, 
55 	 - 
50 - 
	 L_ 1 . 247 - 	 - 	 H 
	
• 	1qj, 	._ O
IH 





35 - 	 ---- 
] 	 - 	 - 	 - 













ilCONTOUR FROM 7.5 TO 8.5 BY r51 
Figure D.1: The errors in the barotropic streamfunction in 10 13 8v before any 
assimilation has taken place. 
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Figure D.2: The errors in the barotropic streamfunction after a single analysis 
of surface temperature and pressure. Most of the features in figure D.1 are 
still present. 
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Deep Pressure Error (105  dyn cm) 
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Figure D.3: The initial errors in the deep pressure field, i.e. the pressure at 

















Deep Pressure Error (105  dyn  CM-2) 
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Figure D.4: The final errors in the deep pressure field after a year long 
assimilation of surface pressure and temperature. The only significant errors 
remaining are in the Gulf Stream separation point, due to the strongly time-

















There is no simple method for determining a, and it appears that there 
is little need for such a correction in the first place. Figures D.3 and D.4 
show the evolution of the deep pressure error, and like many other quan-
tities conserved at analysis we can see that it too converges due to model 
processes acting between analyses. The deep pressure appears to converge at 
all locations except for the Gulf Stream separation point, where the strongly 
varying barotropic currents associated with the formation of eddies create 
deep pressure anomalies in the time the assimilation takes to remove them. 
These errors, however, do not spread into the rest of the basin, and even 
along the coastal shelf the deep pressure converges to satisfy our original 
assumption of zero change. 
Malanotte-Rizzoli, Young & Haidvogel (1989) studied the effects of ini-
tialising a model with either the barotropic or baroclinic currents, and found 
that the baroclinic currents gave a much better "forecast" of the future model 
evolution. The barotropic currents operate on a shorter timescale, and are 
therefore easily changed by the more persistent baroclinic currents. This ap-
pears to have been the case in the assimilation here- the barotropic currents 
are poorly reconstructed by the initial analysis, but converge to a high degree 




During the development of the assimilation scheme for the primitive equa-
tion model, it became apparent that there was a strong time variability in 
the potential vorticity fields on isopycnals in the upper thermocline. These 
variations are not due to mesoscale eddy activity, as the eddies have little 
subsurface P.V. signature. Cox(1987) observed similar features in the same 
model during years 18 to 24 of the high resolution run described in Chapter 
5, describing them as first baroclinic mode Rossby waves. These features are 
characterised by westwards moving water masses with low P.V. compared to 
their surroundings, as shown in figure E.I. Cox (1987) estimated that these 
features repeat in the subtropical gyre on a period of roughly 4 years. 
Evidence of these features can be seen in figure 7.2, as the large error 
dipole in the subtropical gyre. The model fields used to initialise the as-
similation runs (Control Day 360), have a low stratification in the western 
subtropical gyre when compared to the corresponding control fields used as 
the true ocean state (Control Day 000), due to the presence of the low P.V. 
water there at the start of the assimilation run. This low stratification per-
sists after the analysis due to the conservation of P.V., giving rise to large 
post-analysis errors. 
The low P.V. water mass also explains the anti-correlation between sur-
face temperature and pressure seen in figure 7.12. Most of the variability at 
latitudes around 15°N are associated with the movement of this water mass 
rather than with mesoscale eddies. The water mass tends to make the sur-
face waters colder whilst making the total water column lighter and warmer, 
hence the water mass gives a high surface pressure signal similar to a warm 
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Figure E.1: A zonal cross-section from the Cox Model described in Chapter 5, 
showing the potential temperature at three snapshots throughout the control 
run year. A large mass of low P.V. water can be seen at longitudes of 32°, 
23° and 110 from the western boundary in the three snapshots. Smaller 
anomalies can be seen in the wake of the large one. 
Iu1 
Despite the conservation of P.V. on isopycnals at analysis time, the assim-
ilation scheme appears to be capable of removing and reconstructing these 
large P.V. anomalies over the course of a year's assimilation. 
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