The alignment of two protein structures is a fundamental problem in structural bioinformatics. In this paper, we propose a novel approach to measure the effectiveness of a sample of three such algorithms, DALI, T M -align and EDAlign sse . The underlying premise of our approach is that structural proximity should translate into spatial proximity.
Introduction
A protein molecule is a linear polypeptide chain, with adjacent pairs of amino acids joined together by peptide bonds, giving rise to the nomenclature "polypeptide". In order to perform its particular biological function, the linear polypeptide chain folds into a stable, low-energy 3-dimensional tertiary structure. The latter structure is formed by loops joining together two types of secondary structures, known as α-helices and β-sheets.
Since the functionalities of a protein are determined by their 3d-structures, it became an important task to determine the functionalities of a newly sequenced protein by comparing its structure with the structures of proteins of known functionalities. Thus algorithms for determining the structural similarities of proteins became a very active area of research, giving birth to many popular algorithm like DALI, TM-align, CE, Structal, to name a few. As Godzik observed [4] , determining the structural similarity of two proteins is not an easy problem. Among the major hurdles are the problems of choosing a suitable structural abstraction of a protein molecule, crafting an appropriate measure of similarity, and finding a set of equivalent (or corresponding) pairs that helps in finding a rigid transformation for the actual alignment by minimizing an error function.
The alignment of two protein structures is the 3-dimensional analogue of linear sequence alignment of peptide or nucleotide sequences. An initial equivalence set can be obtained by various methods such as comparison of distance matrices [8] , maximal common subgraph detection, geometric hashing, local geometry matching, spectral matching, contact map overlap and dynamic programming. This equivalence set is optimized by different methods such as a Monte Carlo algorithm or simulated annealing, dynamic programming, incremental combinatorial extension of the optimal path [17] and genetic algorithm. Indeed the goal is to determine an alignment of protein residues to measure the extent of structural similarity. To quantify this similarity, various measures have been defined and can be broadly classified into four categories: (1) distance map similarity (2) root mean square deviation (RM SD) (3) contact map overlap [5] (4) universal similarity matrix. A comprehensive list of different similarity measures are discussed by Hasegawa and Holm [6] . Surprisingly, even after so many years of research there is no universally acknowledged definition of similarity score to measure the extent of structural similarity.
In a seminal work Godzik [4] compared several well-known structural alignments algorithms with different similarity measures, each focusing on a different aspect of structural similarity, with respect to three different pairs of proteins and showed that this problem has no unique answer. In this paper, we propose a novel approach to measure the effectiveness of four structural alignment algorithms, DALI, T M -align, EDAlign sse and CE. The underlying premise of our approach is that structural proximity should translate into spatial proximity. To verify this, we carried out extensive experiments with five different datasets, each consisting of proteins from two to six different families. For each dataset, we computed a distance matrix, where each distance is the cRM SD distance of a pair of proteins. For each distance matrix, we have used Principal Component Analysis to obtain an embedding of a set of points (each representing a protein) that realize these distances in a two-dimensional space. To compare the clustering of the families, we have used the k-means clustering algorithm to cluster the points, sans family labels. Our conclusion is that of the three algorithms, T M -align is most successful in translating structural proximity to spatial proximity.
Notations and Definitions
A protein is modeled as a sequence of points, P = {p i |p i ∈ R 3 , i = 1, 2, 3, ..., m}, in a 3-dimensional Euclidean space, where m(= |P |) is the number residues and p i represents the coordinates of the central α-carbon atom of the i-th residue. In what follows, we will use this sequence P to refer to the protein it represents.
Given two proteins P and Q of length m and n respectively, an alignment of P and Q is a sequence of corresponding pairs of points of P and Q,
. . , n}, that optimizes some similarity measure for the above correspondence.
Similarity measures
To measure the extent of structural similarity of two proteins, the root mean square deviation (RM SD) is widely used [10, 11] . Two different RM SD measures have been proposed in the literature: (1) coordinate root mean square deviation (cRM SD) and (2) distance root mean square deviation (dRM SD). For two aligned substructures of proteins P and Q of length k, the cRM SD measure is defined below.
Since the similarity measures, cRM SD and dRM SD, are in terms of absolute distances, a small presence of outliers may result in a poor RM SD even if the two structures are globally similar. To circumvent this problem, Zhang and Skolnick [19] introduced a sequence independent structural alignment measure (TM-score) that is a variation of a measure originally defined by Levitt and Gerstein [12] . A critical assessment of this TM-score has been given by Xu and Zhang [18] .
Given two proteins, a template protein P and a target protein Q, |P | ≥ |Q|, the structural similarity is obtained by a spatial superposition of P and Q that maximizes the following score
where k is the number of aligned residues of P and Q; d i is the distance between i-th pair of aligned residues and d 0 (= 1.24
3 |Q| − 15 − 1.8) is a normalization factor. When the value of d 0 in equation (2) is set to 5A o , the resulting TM-score is known as a raw TM-score (rTM-score). Xu and Zhang [18] observed that two proteins are structurally similar and belong to the same fold when the TM-score > 0.5.
3
Materials and Methods
Creating Datasets
We have selected protein families which are completely different from one another structurally, implying divergence in functional behavior. The proteins that make up our datasets have been drawn from the following families.
Myosins : a class of motor proteins that are crucial to muscle contraction and other motility processes in eukaryotes.
GTPases : a large family of hydrolase enzymes that bind and hydrolase guanosine triphosphate (GTP). These help in regulating cell growth, cell differentiation and cell migration [1] .
Caspases : a family of protease enzymes playing essential roles in programmed cell death and inflammation [2] . EF Hand Proteins : a large family of calcium-binding proteins, each with an EF-hand or alpha-loop-alpha motif [13] .
Calmodulin is a calcium transducer. It is a calcium-binding protein that can bind to and regulate the functions of different protein targets, thereby affecting many different cellular functions [14] . Phosphotransferase : a class of enzymes that catalyze phosphorylation reactions. Phosphorylation is crucial for protein function as it activates or deactivates nearly half of the enzymes. It is also a frequently-occurring post-translation modification in eukaryotic cells (source: Wikipedia).
Cyclophilins : a family of proteins found in vertebrates and other organisms that bind to cyclosporin A, an immunosuppressant commonly used to suppress rejection after an internal organ transplant [3] .
The five datasets below were created from the above protein classes. For each dataset, we ran the three pairwise alignment algorithms, DALI [9] , T M -align [?] and SSEAlign [15] , on each pair of proteins in the set to create a distance matrix. The distances are the cRM SD values of all the pairs. For example, from the first dataset, consisting of two families of ten proteins each, for a total of 20 proteins, we obtained a 20 × 20 symmetric distance matrix with 190 entries above the main diagonal.
Principal Component Analysis
Principal Component Analysis [7] is a dimensionality reduction technique that makes it possible to visualize data in low-dimensional spaces. In this method, a new set of variables are obtained from the existing set of variables by a linear combination of the existing variables. The new set of variables are called Principal Components. The components are obtained in such a manner that the first one accumulates the maximum variation of the existing data. The succeeding component have the next highest variation and so on. In whatever reduced dimension the existing data is embedded, this process preserves the highest possible variance of the original set of data [16] .
k-means Clustering
The k-means clustering algorithm partitions a set of n data points in an m-dimensional Euclidean space into k-clusters. Each cluster consists of data points closest to the cluster center. The parameter k is part of the input to the clustering algorithm.
The data points are obtained by applying Principal Component Analysis to the cRM SD distance matrix. The returned set of points (representing proteins) lie in a low dimensional space (we have chosen 2 as the embedding dimension). The visualization of these points with their family labels show a natural clustering that demonstrates how well an alignment algorithm translates structural proximity to spatial proximity.
When the same set of points, sans family labels, are subjected to the k-means clustering algorithm which uses only the spatial proximities of the points, we expect the clustering to remain largely unchanged with respect to the natural clustering. We discuss how well the three alignment algorithms have fared with respect to our expectations in the section on experimental results.
Proposed Algorithm
We call our algorithm EP AA, short for Evaluating Pairwise Alignment Algorithms. Below, we provide a formal description of EP AA in pseudocode form.
Algorithm 1 EP AA
1: for Each alignment algorithm, A do 2: for Each dataset, DS do 3: Run A for every pair of proteins to build a cRM SD distance matrix
4:
Input the distance matrix to the PCA algorithm to obtain a two dimensional embedding
5:
Run the k-means clustering method on the embedded point set
6:
Plot the points with original family labels
7:
Plot the clusters obtained from the k-means algorithm, sans family labels Referring to Figs.1-3 , we find that with T M -align, the structural clustering ( Fig. 2(a) ) and the spatial clustering (Fig. 2(b) ) are quite similar. The same cannot be said of DALI (Fig. 1) and SSEAlign (Fig. 3) . In each of those cases, the proteins do not form two clearly distinguishable spatial clusters.
Dataset 2-Three families, each consisting of 10 proteins
Referring to Figs. 4-6, we find that with DALI (Fig. 4) and SSEAlign (Fig. 6) , the structural clustering (Fig. 4(a) and Fig. 6(a) , respectively) and the spatial clustering (Fig. 4(b) and Fig. 6(b) respectively) are very different. For both of them, two families out of three got mixed up in the spatial clustering. In the case of T M -align, the structural clustering ( Fig. 5(a) ) and the spatial clustering (Fig. 5(b) ) are almost the same. All the three families can be easily distinguished from the clusters formed. Referring to Figs. 7-9, we find that with T M -align, the structural clustering ( Fig. 8(a) (Fig. 8(b) ) of the 3 families are nearly similar. But in case of DALI (Fig. 7) , the spatial clustering of nearly all the families are dispersed. From Figs. 9(a) and 9(b), we can say that the clustering in SSEAlign is better than that of DALI as it has Referring to Figs. 10-12, we again find that for T M -align the structural clustering ( Fig. 11(a) ) and the spatial clustering (Fig. 11(b) ) are similar for two to three families out of 5. Unlike DALI (Fig. 10) and SSEAlign (Fig. 12) , T M -align has successfully formed a nice clustering even with the huge dataset of 30 proteins. We see that SSEAlign has got one family clustered properly, as compared to DALI which has failed for this large dataset.
Dataset 5-Six families, each consisting of 7 proteins Referring to Figs. 13-15, we find that for this dataset SSEAlign has performed better than T M -align. The structural clustering (Fig. 15(a) ) and the spatial clustering (Fig. 15(b) ) of SSEAlign are similar for four families unlike T M -align which has similar clustering for 3 families. Most of the families are easily distinguishable. From Fig. 15(a) and Fig. 15(b) we find that the structural clustering and the spatial clustering for DALI again proves to be the worst with the proteins from different families all dispersed among the different clusters. 
Conclusions
The evidence from the experiments clearly suggest that of the three algorithms T M -align is the most successful one in correlating structural proximity to spatial proximity. In T Malign, the majority of the proteins were clustered according to their family, and there was minimal mix-up of the families as compared to the other two pairwise alignment algorithms. As for EDAlignSSE, it performed creditably as compared to DALI [9] ; in fact, it managed to get some of the proteins clustered according to their families. This is particularly evident for dataset 3, in which case it formed 4 family clusters with similar proteins. In the final datasets, with 42 different proteins DALI [9] showed very poor clustering. The huge data set accentuated its weakness more emphatically. Therefore, based on our clustering technique to measure the effectiveness of an alignment algorithm, we conclude that T M -align is a better alignment algorithm than EDAlignSSE or DALI [9] . This work can be extended further to test and evaluate many other pairwise alignment algorithms proposed in the past. It can be used as a measure to find the quality of new pairwise alignment algorithms. This work can be also be used to infer evolutionary relationships from the clusters.
