Abstract-Neuromimetic machine vision and pattern recognition algorithms are of great interest for landscape characterization and change detection in satellite imagery in support of global climate change science and modeling. We present results from an ongoing effort to extend machine vision methods to the environmental sciences, using adaptive sparse signal processing combined with machine learning. A Hebbian learning rule is used to build multispectral, multiresolution dictionaries from regional satellite normalized band difference index data. Land cover labels are automatically generated via our CoSA algorithm: Clustering of Sparse Approximations, using a clustering distance metric that combines spectral and spatial textural characteristics to help separate geologic, vegetative, and hydrologic features. We demonstrate our method on example Worldview-2 satellite images of an Arctic region, and use CoSA labels to detect seasonal surface changes. Our results suggest that neuroscience-based models are a promising approach to practical pattern recognition and change detection problems in remote sensing.
INTRODUCTION
Neuroscience-inspired machine vision techniques are currently explored and implemented for applications related to climate change monitoring, change detection, and Land Use/Land Cover classification using satellite image data. Given that high-resolution multispectral imagery is becoming widely available via several platforms, there is a pressing need for developing corresponding high-resolution processing tools. A large number of proprietary and open source applications exist to process remote sensing data and generate land cover classification using, for example, Normalized Difference Vegetative Index (NDVI) information [1] . These techniques rely heavily on domain expertise and have been successful in many research cases for low resolution satellite data. Other land cover classification approaches involve the use of state-of-the-art genetic algorithms, such as GENIE [2] , to extract a particular class of interest in a supervised manner. Such approaches perform well on certain types of problems, such as distinguishing between water and land features, or specific vegetative analysis, but are frequently not robust for multiple classes that are spatially mixed.
We present a technical solution for unsupervised classification of land cover in multispectral satellite imagery, using sparse representations in learned dictionaries: Clustering on Sparse Approximations (CoSA). This method is derived from previous work, which focused on developing undercomplete learned dictionaries for classification of radiofrequency signals [3] and was first introduced in [4] . Dictionary learning algorithms extend the idea of dictionaries adapted to data, by learning the dictionary elements directly from the data itself, without an underlying analytical data model. Several algorithms have been explored for learning overcomplete dictionaries for image representation [5] [6] [7] [8] and classification [9] [10] [11] . We use a modified Hebbian learning rule similar to [12] to build spectral-textural dictionaries that are adapted to the data, and demonstrate our method using DigitalGlobe Worldview-2 visible/near infrared high spatial resolution imagery. Using undercomplete learned dictionaries provides dimensionality reduction, which is desirable in high data rate applications. Sparse image representations of pixel patches over the learned dictionaries are used to perform unsupervised k-means clustering into land-cover classes. We explore four different spatial resolutions in our analysis and illustrate their impact on clustering performance. This approach combines spectral and spatial textural characteristics to detect geologic, vegetative, and hydrologic features. Our results suggest that neuroscience-based models are a promising approach to practical pattern recognition problems in remote sensing, even for datasets using spectral bands not found in natural visual systems.
The layout of the paper is as follows: in Section 2 we describe the satellite data used in this work, and the preprocessing into normalized band difference data. In Section 3 we discuss our method of learning dictionaries of features, and in Section 4 we summarize our CoSA method and discuss representative land cover classification and change detection extension. We conclude with brief remarks in Section 5. IEEE Copyright notice: U.S. Government work not protected by U.S. copyright.
II. ARCTIC STUDY SITE
DigitalGlobe's Worldview-2 satellite imagery, used in this work, is the highest resolution commercially available multispectral data at less than 2m spatial resolution. The WorldView-2 sensor provides eight multispectral bands: four standard bands (red, green, blue, and near-infrared 1) and four new bands (coastal blue, yellow, red-edge, and nearinfrared 2 [13] ). This high spatial resolution leads to imagery characterized by very rich spatial and spectral textures and a lower degree of spectral mixing compared to Landsat data, for example. However, the richness of the data can also pose problems for traditional land cover classification approaches developed for lower resolution imagery. In this paper we select one Arctic region, that of Barrow, Alaska, to illustrate our CoSA method for unsupervised land cover classification and for tracking seasonal changes.
Global climate models suggest that the Arctic will continue to warm more rapidly than southerly locations [14] , drawing significant attention to this region among climatologists. The thawing of the permafrost can be indirectly studied using surface changes in vegetative cover or associated geomorphic features, such as polygonal ground. Across much of the Arctic, the number of lakes and their sizes have also been changing as a result of permafrost degradation [15, 16] . Such surface changes can occur over varying time scales (days to months), are now more readily visible in the high resolution imagery given by Woldview-2. Developing automatic feature extraction and high-resolution, pixel-level classification tools can therefore have a significant impact in monitoring such changes. The signal processing challenge arises partly from to the lack of verified pixel-level ground truth information in such unpopulated areas, and partly from the high volume of data currently available.
A. Barrow, Alaska
Located within the Alaskan Arctic Coastal Plain, on the Chukchi Sea coast, the village of Barrow is the northernmost community in the United States (Figure 1) , located around 71.2956° N, 156.7664° W. The nearby area includes the study site for the Department of Energy's Next Generation Ecosystem Experiments (NGEE-Arctic) project. The long term goal is developing an ecosystem model that integrates various observables, including vegetative changes, landsurfaces characteristics, surface water dynamics, and subsurface processes causing possible release of soil organic carbon, among others.
The orthorectified image in Figure 1 was acquired during the Arctic summer, and shows the greater Barrow area, with spatial extent approximately 12.2km x 14.4km (530 Mpixels multispectral). Here we show a traditional (5,3,2) band combination (i.e., Red, Green, and Blue -RGB), which highlights the degree of water turbidity, due largely to suspended sediment, in the lakes and rivers, as well as the rich geomorphic texture present in the Barrow area. For ease of visualization, we focus on the control region delineated by the black rectangle in Figure 1 , of approximate spatial extent 1.9km x 5.4km. We show that zoomed-in section in Figure 2 , but this time in (8, 6, 4) band combination (i.e., Near-Infrared 2, Red Edge, and Yellow), which serves to highlight vegetative areas (yellows). This control image will be subsequently used in this paper both for dictionary learning and for cluster training.
The control area is selected to include the features of interest present in the full image of Figure 1 , and exhibits a large degree of spatial heterogeneity, i.e., there is a large degree of mixture between land cover classes. The region includes a mosaic of thaw lakes, drained thaw lake basins and interstitial polygons, both high centered and low centered (i.e., low moisture and high moisture soils). This polygonal ground is very typical in the Barrow area and is highly heterogeneous, varying substantially over spatial scales of only a few meters, and thus presenting a significant challenge for developing the vegetation maps needed to scale plot level measurements to wide area coverage maps landscape. Vegetative gradients exist both within a single polygon type and between polygon types with differing degrees of ice-wedge degradation [17] . Since this paper focuses on using CoSA to track seasonal changes in land cover, we will use two images to demonstrate our most recent work. The image in Figure 2 , acquired on July 21, 2010, is used as our reference image, and we will compare it to the image in Figure 3 , shown in the RGB band combination, acquired just two weeks later, on August 4, 2010. Figure 4 shows again the August 4 image, but this time in an (8,6,4) band combination. From an information content point of view, the Barrow images have a high degree of heterogeneity and geomorphic structure, with many sharp boundaries (high gradients with almost random orientations), and many gradual transition areas (e.g., water with sediment, mixed vegetation, and moist soils). This is an information extraction challenge, as many potentially competing factors have to be considered in designing land cover classification algorithms. An interesting observation is that despite the variability in image texture, gradients, and interpretation, the analyst has little difficulty separating meaningful features. This can be a good indication that neuromimetic approaches like CoSA can be successful at extracting the relevant features as well.
Both images are orthorectified and georeferenced, but neither has undergone radiometric normalization or atmospheric correction. There are very obvious illumination changes, as well as some occlusions in Figures 3 and 4 due to cloud cover. It is important to note that the opacity of the could varies within each band, and its edges appear more transparent in Figure 4 compared to Figure 3 . An important aspect of the CoSA dictionary learning process is appropriately normalizing the training data and the dictionary elements. Given that such normalization is built into the algorithm, we purposefully did not perform initial radiometric normalization on the August 4 image, and expect it to be accounted for in the sparse approximation process. It is however a topic of investigation, and will be more thoroughly addressed in a future publication. shows the control region of analysis. This reduced area image will be used for both dictionary learning and cluster training. 
B. Current Land Cover Mapping Results
Several state-of-the-art tools were used on this data to try and achieve meaningful multiclass discrimination. In [17, 18] we showed results from one of the most widely used remotesensing software packages, the ENvironment for Visualizing Imagery (ENVI), distributed by Exelis Visual Information Solutions out of Boulder, Colorado. We also showed some CoSA land cover classification results for the July Barrow control image in [17, 18] , using features learned both from multispectral data, as well as normalized band difference data. In this paper, we will focus on normalized band difference analysis, described below, which provided the most separable classification labels according to our selfdefined metric, and at a reduced computational cost.
C. Normalized Band Difference Training Data
One approach used by environmental experts to estimate land cover labels involves manipulating spectral bands into index images, and then assigning binned index values to field-derived categories. A normalized band difference ratio is typically derived to measure absorption in a portion of the spectrum relative to reflectance or radiance in another part of the spectrum. In this paper, we will consider a total of four normalized band difference index ratios, including NDVI, modified from [19] . All eight spectral bands provided by this sensor are uniquely used in one such index ra provide some context of possible use wi traditional index analysis techniques. motivation to including each of the eight ban band ratio combination was reducing the com and potentially increasing the discriminative the data used to train the dictionaries of featur to the NDVI index, we also use the normali wetness index (NDWI), the normalized differe (NDSI), and the non-homogeneous feature dist Table 1 summarizes these four indice corresponding band ratio. Figures 5 and 6 images corresponding to the above-describ indices, for the July 21 and the August 4 image Each index is within the ± 1 range by design, a displayed using the same color scheme and sa More details on the utility and interpretation difference index can be found in [17] . 
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where controls the learning rate, and I is t batch. The dictionary learning continues unti that is, until individual dictionary elements significantly between consecutive updates.
B. Aspects of Dimensionality
The orthorectified satellite imagery is fir into the four normalized band difference indi indices are then used to learn the feature di extract land cover classification labels. For ea images, millions of overlapping 4-band inde randomly extracted and used to learn dictionaries with the on-line batch Hebb previously described. We use fixed-size, squa patches of p x p x 4 pixels, where p defin resolution of the patch. A pixel patch is resh vector of overall length N, where N is the dimensionality. Four different spatial resolutio 9x9, and 11x11 pixel patches are used to dictionaries for each of the two images. Giv pixel resolution of Worldview2 imagery, the sizes map to physical square areas of length 1 6.5m, and ~20.2m, respectively. These spa result in natural dimensionalities of N = 200, 968 pixels. In this paper, each of the four different spatial resolutions is arbitrarily cho constant size of K=150 elements. All decomposition vectors are therefore 150-co regardless of the spatial resolution, in order to multiresolution analysis.
C. Index Learned Dictionaries: Spatial Textur
We used the four normalized difference derived from the July 21 st image as the trainin dictionaries. Specifically, the 8 original World were replaced with the 4 corresponding index NDWI, NDSI, and NHFD. The data dimensi reduced by a factor of 2, which is helpfu computational overhead. Additionally, as see and 6, the type of discriminative features co index bands can potentially steer the learning separation in the training data between moistu vegetation (NDVI and NDWI), and diminish of soils (NDSI).
One way to visualize the spatial texture dictionary elements is to make "quilts" of el dictionary element of length N is reshaped in format, and showed as an equivalent RGB im band combination, in our case (NDVI, N Dictionary quilts are then obtained by stacking all the elements in matrix form. Figure 7 show 150-element dictionaries, for each of the resolutions. Every small square in a quilt dictionary element. The quilts are a qualitativ dictionaries and provide insight into what features are learned by each element. Upon vis almost all the elements exhibit texture (i.e., pixel intensity), and many contain oriented e those observations, the features contained dictionaries are complex and difficult to interpr . A range of fixed number of 30, is considered for each of th Each particular clustering case initializations of the k centers usin the intracluster distances are then set. All cluster centers are 150 learned dictionary size), and are performance is qualitatively and detailed in [4] . More details on th found in the above referenced pub
The trained cluster centers cover labels at the same spatia original satellite image. In other w 1 pixel to extract overlapping patc central pixel in a patch will classification level based on both well as its spectral properties. On of the full image land cover labe quantify the resulting Euclidian the entire image has been clustere mean intracluster distances for the for the July 21 data, and similarly distance error bar plots for the Au Euclidian distances are in fact domain approximation of band speculate that they are better clustering (i.e., matching actu compared to direct measureme intensity. This was empirically sh supported by our observations in t lements learned from Barrow patches of spatial extent 5x5 (first hird column), and 11x11 (fourth ements; each of the small squares Here we show an (NDVI, NDWI, ighlight spatial texture.
SPARSE APPROXIMATIONS
tify land cover categories in andard k-means clustering e approximations of image dictionaries. The main steps marized in [21] , and some data were shown in [17, 18, f cluster centers, 4 through he four spatial resolutions.
is trained with multiple ng a subset of the data, and rechecked on a distinct test 0-length (i.e., equal to the very sparse. The clustering quantitatively evaluated as he clustering process can be blications.
are used to generate land al pixel resolution as the words, we use a step-size of ches for classification. Each therefore be assigned a h its surrounding context as ne way to assess the quality ls generated by CoSA is to intracluster distances when ed. Figure 8 summarizes the e all four spatial resolutions Figure 9 shows intracluster ugust 4 image. Since these t calculated in the sparse difference index data, we indicators of meaningful ual land cover clusters) ent of distances in pixel hown in [17] , and is further this paper. Based on Figures 8 and 9 , it appears that the case of 20 clusters leads to the tightest clusters (i.e., small mean distance to cluster center), and the most well distributed cluster sizes (i.e., small standard deviation in distance to cluster center), for 3 out of 4 patch sizes for both images (i.e., larger mean intracluster distance for the 9x9 case). We will take a closer look at this case across the four different resolutions in this paper and use it to demonstrate the use of CoSA for change detection. The final selection of the appropriate number of clusters for each image and at every resolution is based on analysis of CoSA results by an environmental domain expert, where the primary criterion is whether the clustering gives meaningful separation of actual land cover.
A. Land Cover Classification
The initial performance assessment of the CoSA algorithm is very subjective in nature, and helps guide the research efforts towards parameters leading to meaningful clustering. We qualitatively evaluate the CoSA labels obtained using 20 clusters, and visualize them as images. Since each pixel is individually labeled based on its surrounding context pixels, the resulting label image has the same size/resolution as the original satellite image, except for the border pixels, and can as such be easily georeferenced for easy analysis. Figure 10 shows the clustering results at 5x5, 7x7, 9x9, and 11x11 patch-size resolutions, for the July 21 image. These results were previously included in [17] . Similarly, Figure 11 shows the equivalent results for the new August 4 image. The label images are displayed using an arbitrary 20-color colormap, where each of the 20 colors corresponds to a particular cluster label. Since the cluster centers are identical for a given resolution, the colors for the CoSA labels also stay identical at that resolution and can be easily compared visually. Across the four resolutions, the cluster centers are obviously distinct, and the label to color association is arbitrary.
As expected from Figures 8 and 9 , the case of 9x9 resolution (top right panels of Figures 10 and 11 ) leads to less meaningful clusters, and we observe a lot of label texture. Arguably in the case of the July 21 image, the labels appear to capture predominantly moisture-based features, however that observation does not hold as strong for the August 4 image. The 11x11 patch size case (bottom right panels of Figures 10 and 11 ) does appear slightly better at capturing actual land features, but we also observe a lot of edge effects, likely indicating the patch size is too large for the Barrow type of image given its high degree of heterogeneity and geomorphic structure.
The CoSA labels for the 5x5 and 7x7 pixel resolution appear the most visually compelling when viewed next to actual satellite images of both July 21 and August 4, suggesting that smaller patches sizes are indeed needed for Barrow-like imagery. In order to obtain meaningful interpretation of the labels, a subject matter expert must correlate them to field-derived mappings of land cover, for each resolution.
In this paper, we will focus briefly on the 7x7 pixel patch size (bottom left panels of Figures 10 and 11 ) and highlight the label analysis for classification and seasonal change detection. At this resolution, CoSA results in abundant texture in both soil moisture and soil labels (geomorphic features), as well as in vegetation labels. The clusters also appear to retain transitional information in moist areas, which, if proven valid, could be useful for tracking inundation and hydrological changes in the area. The bright red labels (cluster number 18), correspond to deep water, and also capture the snow bank on the left side of the July 21 image. The maroon labels (clusters number 19 and 20) and the blue labels (clusters number 1 through 5) seem to capture areas of shallow water with varying degree of turbidity or underwater vegetation, as well as soils with varying degrees of moisture saturation. Cyans, yellows and greens (clusters number 9 through 12) correspond to bare soils, grass areas and shrub vegetation. It is interesting to note how CoSA performs in the area of cloud occlusion in the August 4 image. Since the pixel labels are given based on surrounding context, and given that the cloud has different degrees of transparencies with the various spectral bands (compare Figures 3 and 4) , it appears that the sparse approximation approach is able to diminish the effects of the could at its edges, commensurate with the size of the pixel patch used in analysis. This is a potential case of label inpainting [23] (i.e., inferring the correct label based on surrounding context and learned feature knowledge) at the edges of the cloud. 
B. Change Detection using CoSA
Since the CoSA labels are pixel-level and georeferenced, they could be used to track change at the resolution of the original satellite imagery for any small area of interest (e.g., map vegetation inside a particular polygon). For the Barrow area, however, there is a lot of interest in tracking wide area moisture and vegetation transitions in order to assess possible climate change impacts. We will therefore show in this paper briefly how CoSA is used in a broader change detection fashion to infer trends and degrees of change. Figure 12 shows histograms of label counts for the July 21 image (top), and the August 4 image (bottom), for the case of 20 clusters at 7x7 pixels spatial resolution. Over the two week interval between the acquisitions of these two satellite images, we see clusters 1 through 5 decreasing in label count, which is consistent with the moist soils drying up as the Arctic summer progresses. Similarly, we see an increase in the vegetation and dry soil clusters (9 through 12), with cluster 12 corresponding to the yellow label in the bottom left panels of Figures 10 and 11 . Cluster 18 remains relatively unchanged, as it captures the deep waters of the bay and the big lakes. We also see a drop in clusters 19 and 20 (maroon clusters in the label images), which possibly represent inundated areas in mid-July that lose some of their moisture by early August. Figure 13 shows the percentage of change per cluster over the two week period under consideration, where the change was calculated relative to the July 21 image. The sign therefore of the relative changes is positive if the cluster has grown in size, and negative if the cluster size decreased. The relative change can be used to determine equivalent spatial extent of land surface cover changes. We will consider for example the case of cluster number 20, which seems to correlate to inundated areas, or very moisture saturated areas. In July 21, there were 124792 pixels marked with label 20, and by August 4 that number has decreased to only 30387 pixels. The respective relative percent change is calculated then as (30387-124792)/ 124792 = -0.757. That indicates 94405 pixels are no longer mapped as very moist or inundated. Given that each pixel roughly corresponds to 1.8m x 1.8m = 3.24 m 2 area, we could infer that an area of about 0.3 km 2 dried over the two week interval. Figure 14 shows the area changes between July and August for each of the 20 clusters. More analysis is warranted to fully explore the changes between the clusters and to infer what the seasonal transitions in the Barrow area are, and this is the topic of further investigation. The case study presented in this paper serves to demonstrate the possible uses of CoSA and its applicability to change detection.
V. DISCUSSION
This paper presents an approach for land cover classification and season change detection and monitoring using clustering of sparse approximations (CoSA). The clustering process behaves as a classifier in detecting real variability, but some of the associations it makes could be grouped together or are not important for one type of classification versus another (e.g., vegetation analysis versus variability in the topography). This paper indicates that the degree of land cover heterogeneity must inform the choice of spatial patch resolution, and potentially the learned dictionary size the spatial resolution of the learned dictionary. We also show use of CoSA for change detection and motivate additional work in tracking wide area seasonal and yearly changes. Dictionaries and clusters would need to be learned so that they are scalable to images from the same region in different seasons. Much of the initial performance assessment of our method is qualitative in nature, and serves to guide the research efforts towards parameters leading to meaningful clustering.
