The advance and rapid development of electronic imaging technology has lead the way to production of imaging sensors capable of acquiring good quality digital images with a high resolution. At the same time the cost and size of imaging devices have reduced. This has incited an increasing research interest for techniques that use images obtained by multiple camera arrays. The use of multi-camera arrays is attractive because it allows capturing multi-view images of dynamic scenes, enabling the creation of novel computer vision and computer graphics applications, as well as next generation video and television systems. There are additional challenges when using a multi-camera array, however. Due to inconsistencies in the fabrication process of imaging sensors and filters, multi-camera arrays exhibit inter-camera color response variations. In this work we characterize and compare the response of two digital color cameras, which have a light sensor based on the charge-coupled device (CCD) array architecture. The results of the response characterization process can be used to model the cameras' responses, which is an important step when constructing a multi-camera array system.
INTRODUCTION
Images obtained from a multi-camera array are used in a variety of computer vision and computer graphics applications. In the work of De Aguiar et al. 1 an array of eight cameras is used to perform marker-less reconstruction of a human performance scene. A circular dome camera system is used in the work of Li et al. 2 for the estimation of shapes and motions of 3D scenes without the aid of markers. Lou et al. 3 develop a real-time interactive multi-view video system which provides viewers with services such as view switching, frozen moment view, and view sweeping. Multiview camera configurations are used in methods for novel view rendering from virtual cameras for the purpose of free-viewpoint television. 4, 5 In the work of Dumont et al., 6 and Waizenegger and Feldman, 7 3D teleconferencing systems are introduced which utilize camera arrays and virtual view synthesis 6 or 3D models of the captured scene 7 to enable immersive and natural communication in videoconferencing.
In distinct multi-camera array applications acquired images are used in different ways, such as combining entire images or applying computational methods on a subset of camera images. Nevertheless, all of these approaches suffer from performance degradation, which is due to inter-camera color response variations inherent to camera arrays for which the response of the individual cameras has not been established and adjusted for. The following sections describe the process of color response characterization for our experimental system.
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MODELING THE CAMERAS' RESPONSE FUNCTIONS
The light sensors used in many solid state cameras are based on CCD readout technology. 8 Charge-coupled devices exhibit linear intensity-response functions over a wide operating range; however, the overall camera system might not have the underlying device linearity. 9, 10 It is, therefore, necessary to characterize the response of the system, and, if needed, correct the output data for any non-linearity. It is important to evaluate the camera response so that:
• The camera response to a constant stimulus is known as a function of exposure time.
• The camera response is known as a function of variable light intensity.
We have designed and conducted two different measurement procedures, described in Sec. 2.1 and 2.2, intended to enable us model the cameras' response functions. Two Basler Pilot digital color cameras, model piA1900-32gc, were used in the measurements. The CCD array architecture of the light sensor used in this camera model is shown in Figure 1 . This is an interline transfer architecture, where the photo-sensitive elements (pixels) are separated by vertical transfer registers. The transfer registers are shielded by an opaque metal cover to prevent smear during the readout process. After the integration time has elapsed, the electrical charge generated at each location of the pixels is transferred to the vertical transfer registers. A progressive scan approach is used, so that the entire image is captured in a given moment of time. After the charges have been transferred to the vertical transfer registers the last row of the vertical transfer registers is moved to the two horizontal transfer registers, as shown in Figure 1 . In this particular design, the sensor array is divided into two parts. Charges from the right half of the sensor are transferred to the right horizontal transfer register, and charges from the left half of the sensor are transferred to the left horizontal transfer register. Charges moving out of the horizontal transfer registers are converted to voltages, proportional to the size of each charge. A variable gain controller VGC is then used to amplify each voltage. The amplified signal is finally digitized by the 12 bit analog-to-digital converter ADC.
Measuring Cameras' Spectral Sensitivities
The intrinsic color quality of the images taken with a given camera depends on the spectral characteristics of the camera's imaging sensor. 10, 11 In addition to this, the difference in sensors' spectral characteristics is the main cause for inter-camera color response variations.
The basic experimental procedure was to measure the spectral sensitivity curves for the cameras in our system by exposing each camera to narrow band illumination. To gain insight on how the exposure time influences the sensitivities of the camera, we repeated the measurements for different fixed camera exposure times, obtaining the spectral sensitivity curves for each of the predefined camera exposures.
A monochromator device (Bentham TMc300) was used to produce the narrow band illumination. This monochromator is a Czerny-Turner type of a monochromator design (see Figure 2) , where the light A from the monochromator internal light source is focused on the entrance slit B to be collimated by a curved mirror C. The collimated light then impinges on a grating D where it is diffracted. The dispersed light is then re-focused by a mirror E at the exit slit F . The grating D is rotatable, and the angle of the grating determines which wavelengths of light would pass through the exit slit F . The narrow band light from the exit slit is passed through the entrance opening of an integrating sphere. The integrating sphere's exit aperture then acts as a narrow band light source of uniform radiance. The full width at half maximum FWHM of the wavelength distribution passed by the exit slit i.e. the spectral bandpass BP depends on the width W of the slit and the reciprocal linear dispersion R d , which depends on the grating, as follows:
By adjusting the width of the slit we set the bandpass at approximately 1 nm.
We place the camera so that the exit of the integrating sphere is in focus. The aperture size is fixed to f/1.4, and all of the automatic image processing functions have been turned off. Using the monochromator we change the wavelength of the light from 380 nm to 780 nm in 1 nm steps. For each wavelength we take twenty captures with the camera, averaging a 100 × 100 pixels rectangular patch from the image center. We used the sensor's Bayer pattern image to obtain the average response from the pixels overlaid with red, green, and blue filter accordingly. To estimate the mean value of the additive dark current noise, images with the lens cap on the camera were taken. For camera 1 we measured the spectral sensitivity curves for exposure times given in the following sequence of exposure durations: 1 ms, 2 ms, 3 ms, 4 ms, 5 ms, 6 ms, 7 ms, 8 ms, 9 ms, 10 ms, 20 ms, 30 ms, 40 ms, 50 ms, 60 ms, 70 ms, 80 ms, 90 ms, and 100 ms. For camera 2 spectral sensitivity curves were measured for a subset of the previous exposure durations i.e. for: 1 ms, 5 ms, 10 ms, 50 ms, and 100 ms exposures. Figure 3 shows a joint plot of the spectral sensitivities for camera 1 and camera 2, for 100 ms exposure time, where the result are scaled with the same values. The difference between the spectral sensitivity for each of the color channels is clearly visible here. It has to be considered, when analyzing the spectral sensitivity curves, that the cameras have a cut filter in front of the sensors, which transmits in the range of around 400 nm to around 700 nm.
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An original measurement, i.e. the response of the i th sensor D i (λ) to a monochromatic wavelength λ, is the product of the monochromator illuminant spectral radiance S(λ) and the sensor spectral sensitivity q i (λ), as given in Equation (2) D
where i ∈ {R, G, B}, and η i is the noise term. Note that the sensor spectral sensitivity term q i (λ) represents the spectral sensitivities of both the detector (pixel) and its overlaid filter. For a given wavelength λ, the sensor sensitivity q i (λ) is the quotient of the division of the difference between the sensor response D i (λ) and the expected value of the noise η i with the monochromator illuminant radiance S(λ). The spectral radiance of the monochromator illuminant was measured with a spectroradiometer (Minolta CS-1000) for the wavelength interval 380 nm to 780 nm and 2 nm step, and the measurements were interpolated to obtain data with 1 nm step.
If we select fixed wavelengths from the red, green, and blue parts of the spectrum and plot the measured sensor sensitivities for all of the different exposure times, we obtain the graphs shown in Figure 4 and Figure 5 for camera 1 and camera 2 respectively. The calculated Pearson correlation coefficients between the original measured data and the fitted lines, shown in Figure 4 and Figure 5 , are given in table 1. From the obtained results we can conclude that the cameras' responses are linear with regard to exposure time in the interval of exposure times in which the measurements were made.
We calculate the uncertainties of the measurements of the sensors' spectral sensitivity curves. Note that the sensor spectral sensitivity is a derived quantity. Considering Equation (2), the sensor spectral sensitivity q i (λ) is From Equation (3) we can derive the relation between the measured values and their uncertainties, and the uncertainty of the spectral sensitivity Δq i (λ) as
where for a given wavelength λ, ΔD i (λ) denotes the uncertainty of the measured camera response, Δη i is the uncertainty of the noise, and ΔS(λ) is the uncertainty of the monochromator illuminant spectral radiance measurement. The expected values along with the uncertainties of the spectral sensitivity curves for both cameras, for exposure times of 100 ms, are given in tables 4 and 5 in Appendix A. For brevity only data from every twentieth measurement are shown in tables 4 and 5.
Measuring cameras' responses to variable light intensities
We measure next the response of the cameras for varying levels of light intensities. For this purpose we place the camera focusing the medium gray background of a light booth. The lens aperture size is fixed to f/1.4, and all of the camera's automatic image processing functions have been turned off. The light booth reproduces CIE illuminant D50, and the intensity of the light can be varied, using the light booth's control, from two to one hundred relative units in steps of two relative units. For every light intensity level we capture twenty frames with the camera, averaging a rectangular region of interest of 200 × 160 pixels from the image center. The sensor's Bayer pattern image was used to get the corresponding average response of the pixels overlaid with a red, green, and a blue filter. Frames with the lens cap on the camera were taken to estimate the mean value of the dark noise. A standard white reference tile was placed in the light booth. We consider the perfect reflecting diffuser as a secondary light source and, by placing a spectroradiometer (Minolta CS-1000) next to the camera at approximately the same distance from the light booth, we measure its integrated radiance in the visible range, from 380 nm to 780 nm in 1nm steps. This is done sequentially, for every intensity level, after acquiring the images with the camera. Considering Lambertian conditions, if radiant intensity is needed, it could be calculated by the product of the radiance and the surface of the secondary source. For each measurement series the camera's exposure duration is kept fixed. We also made measurement series for the following exposure durations: 0.1 ms. 0.2 ms, 0.3 ms, 0.4 ms, 0.5 ms, 0.6 ms, 0.7 ms, 0.8 ms, 0.9 ms, 1 ms, 2 ms, 3 ms, 4 ms, 5 ms, 6 ms, 7 ms, 8 ms, 9 ms, 10 ms, 20 ms, 30 ms, and 40 ms. All of the measurements, as was done for the measurements of the sensors' spectral sensitivity curves described in the previous section, were done in a dark room minimizing the possible sources of stray radiation. Figure 6 and Figure 7 show a plot, for camera 1 and camera 2 respectively, of the scaled sensor response as a function of increasing radiance. The measurements plotted in Figure 6 and Figure 7 are for exposure time of 7 ms. The expected values of the measurements in digital counts, used to produce the plots in Figure 6 and respectively. Also note that the presented data contain some measurements for radiance magnitudes for which the cameras' sensors saturate. We calculate the correlation coefficients between the original measurements, where no sensor saturation occurs, and the fitted lines to the data, as shown in Figure 6 and Figure 7 . The results are shown in table 2. We can obtain the variation of the gain for each color channel as a function of the exposure duration, if we plot the slope of the fitted lines for each of the sensor response measurements, for varying radiance, with regards to the exposure time of the measurements. The graphs, for camera 1 and camera 2, are shown in Figure 8 and Figure 9 respectively. The results show that the responses of the cameras' sensors exhibit good linearity, with regard to variable intensity of the detected light, in the range in which the measurements were made. 
CAMERA RESPONSE MODEL
Considering the results from the previous sections, the camera response model can be given by Equation (5)
where S(λ) at wavelength λ is the radiance incident to the sensor, q i (λ) is the spectral sensitivity of the sensor pixel covered with the i th filter type, i ∈ {R, G, B}, and η i represent the mean of the dark noise of the i th sensor. The term g given in Equation (5) represents the gain, and is a linear function R −→ R of the exposure time e g = f (e).
The upper and lower wavelength limits are denoted as λ l and λ h respectively.
SUMMARY
The spectral sensitivities of the sensor of a digital color camera play an important role in determining the color characteristics of the device. While detail characterization of the response of a camera may be of lesser significance in applications where only one camera is used to acquire images, it is important for applications where multi-view images, obtained from a multiple camera array, are used. We have investigated the response of two CCD-based digital color cameras, under varying exposure times, light intensity levels, and for narrow band and broad band light stimuli, and used the result from the measurements to model the cameras' response. From our measurements we can conclude that even for cameras of the same type and series of production, under equal parameter settings, the color response cannot be considered the same. Since the difference in sensors spectral characteristics are the main cause for inter-camera response variations it is necessary to verify any assumptions about cameras' responses. In this work we have shown a way to obtain a detailed characterization of cameras' response, which can provide a greater control when trying to obtain a consistent inter-camera response from a multi-camera array. Table 4 : Spectral sensitivity curves for camera 1, expected values and uncertainties of measured data in absolute units (exposure time 100 ms). Table 5 : Spectral sensitivity curves for camera 2, expected values and uncertainties of measured data in absolute units (exposure time 100 ms). 
APPENDIX A. SPECTRAL SENSITIVITY CURVES, EXPECTED VALUES AND UNCERTAINTIES
λ [nm] qR(λ) ± ΔqR(λ) [ DC·sr·m 2 W ] qG(λ) ± ΔqG(λ) [ DC·sr·m 2 W ] qB(λ) ± ΔqB(λ) [λ [nm] qR(λ) ± ΔqR(λ) [ DC·sr·m 2 W ] qG(λ) ± ΔqG(λ) [ DC·sr·m 2 W ] qB(λ) ± ΔqB(λ)[ DC·sr·m 2 W ] 380 (6.50 ± 0.92) ×10
