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Abstract
The free central-limit theorem, a fundamental theorem in free probability, states
that empirical averages of freely independent random variables are asymptotically
semi-circular. We extend this theorem to general dynamical systems of operators
that we define using a free random variable X and a group of *-automorphims
describing the evolution of X . We introduce free mixing coefficients that measure
how far a dynamical system is from being freely independent. Under conditions on
those coefficients, we prove that the free central-limit theorem also holds for these
processes and provide Berry-Essen bounds. We generalize this to triangular arrays
and U-statistics. Finally we draw connections with classical probability and random
matrix theory with a series of examples.
1 Introduction
The free central-limit theorem is a key theorem in free probability. It states that sums
of freely independent operators are asymptotically semi-circular. More precisely, let
A be a Von-Neumann algebra with a normal faithful trace τ and adjoint operator ∗.
If X1, . . . ,Xn are freely independent copies of a free self-adjoint random variable X
satisfying τ(X) = 0 and τ(X2) = 1 then the following converges to a semi-circular
distribution:
Sn :=
X1 + · · ·+Xn√
n
→ µsc.
This theorem has deep connections with the semi-circular law in random matrix theory
and can be used to study the asymptotic eigenvalue distribution of the Gaussian uni-
tary ensemble (G.U.E). However this result and subsequent ones rely on the assumption
that (X1, . . . ,Xn) are (asymptotically) freely independent. This is a strong assumption
that might not be respected by certain processes of interest. For example sequences
of dependent matrices are not generally freely independent. Some works offered a first
step in relaxing this assumption. Notably [20] proved the free central theorem assum-
ing conditional free independence. However those generalizations still rely on a form
of (conditional) free independence and do not allow for some weak “free dependence”
between the free random variables (Xi). Moreover the free central limit theorem exclu-
sively studies empirical averages and not more complex quantities such as U-statistics of
which
∑
i,j≤nΦ(Xi,Xj) (for a measurable function Φ) is an example. This represents a
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disconnect with what is known for the classical central-limit theorem where the assump-
tion of independence has been successfully relaxed for general dynamical systems [4, 8],
and where the limit of U-statistics are extensively studied.
This paper bridges this gap. We study empirical averages and U-statistics of non-
commutative dynamical systems. To do so we define “free mixing” coefficients that
quantify how far from being (conditionally) freely independent the process is. If those
free mixing coefficients are small enough, then empirical averages (resp. U-statistics)
of the dynamical system will asymptotically follow a semi-circular distribution whose
radius depends on the structure of the process. More formally, we consider G to be a
locally compact second countable (l.c.s.c) amenable group which defines a group (Kg) of
∗-automorphisms on A. Those mappings are assumed to have the key property that they
leave the trace invariant: τ(·) := τ ◦Kg(·). Therefore if X ∈ A is a free random variable
then the process (Xg) := (Kg(X)) forms a process whose distribution is invariant under
the action of the group G. Examples include stationary and quantum exchangeable
sequences of free random variables. We denote by | · | the Haar-measure of the group G
and (An) a Fo¨lner sequence. Under “free mixing” conditions we prove that the limiting
behavior of 1√|An|
∫
An
Xgd|g| is semi-circular. We extend this, under moment conditions,
to unbounded operators as well as to triangular arrays. We provide Berry-Essen type of
bounds. Then, we consider non-commutative U-statistics and under similar free mixing
conditions prove that their limiting distribution is asymptotically semi-circular. Finally
we illustrate the utility of this new notion of “ free mixing” by a series of example notably
from random matrix theory.
1.1 Related literature
The non-commutative law of large numbers [6] states that if X1, . . . ,Xn are freely inde-
pendent and identically distributed random variables satisfying τ(X1) = 0 then under
moment conditions we have 1n
∑
i≤nXi → 0. This key result was greatly extended to
stationary sequences of non-commutative operators [17]; as well as to general dynamical
systems of operators [10]. We study, under free mixing conditions, the speed of conver-
gence of those generalized law of large numbers.
The free central limit-theorem, first introduced by Voiculescu [23], is a second order
result which establishes a speed of convergence for the classical law of large numbers. It
was later extended in [7], under moment conditions, to free convolutions of unbounded
operators, and by Speicher to the multivariate case in [21]. Moreover it was generalized
to operators that are conditionally free (also called ’free with amalgamation’) in [20], as
well as to operators that satisfy a slightly weaker notion of free independence in [15].
Just as in classical probability, Berry-Essen type bounds guarantee a speed of conver-
gence for the free central-limit theorem. They were first established for sums of bounded
free operators [14] then later for free unbounded operators [9], and finally to the multi-
variate and conditionally free case [18].
Semi-circular limits have also been of great interest in the random matrix literature.
It is well-known that Wigner random matrices have an empirical spectral distribution
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that is asymptotically semi-circular [3, 24]. This classical result has been successfully
extended to random matrices with dependent entries [12] as well to random matrices
with exchangeable entries [1]. Finally inspired by application in communication theory
operator-valued matrices have been the object of increased interest [5, 18].
2 Main results
2.1 Definitions and notations
Let A be a Von Neumann algebra with a normal faithful trace τ and adjoint operator ∗.
We write π(A) its faithful representation on a Hilbert spaceH, and for simplicity identify
it with A. Throughout this paper, an important example will be Am := L∞ ⊗Mm(C),
the set of random matrices admitting infinite moments. In this case, the trace will be
taken to be X → 1mE
(
Tr(X)
)
. We say that an operator X is affiliated with A if all its
spectral projections belong to A. It is, in addition, τ -measurable if for all δ there is a
projection p of H such that τ(I − p) ≤ δ and pH ⊂ D(X) where D(X) designates the
domain of X. We write Aτ the set of τ -measurable operators, which forms a Hausdroff
complete ∗-algebra.
A free random variable is an operator X ∈ Aτ and it is said to be self-adjoint if it verifies
X∗ = X. For any such operator, we write its distribution as µX = τ ◦ EX where EX is
taken to be its spectral measure. We define the Lp space and norm of Aτ in the following
way:
Lp(A, τ) :=
{
X ∈ Aτ
∣∣ ∫ ∞
−∞
tpdµ|X|(t) <∞
}
, and ‖X‖p =
[ ∫ ∞
−∞
tpdµ|X|(t)
] 1
p
.
Finally we say that a sequence (an) ∈ ANτ converges almost everywhere (a.e) to a ∈ Aτ
if for all ǫ > 0 there is a projection of H that we denote pǫ such that (i) τ(pǫ) ≥ 1 − ǫ;
and (ii) ‖(an − a)pǫ
∥∥
∞ → 0.
A non-commutative dynamical system is defined by a free random variable X and a
group of ∗-automorphims describing the evolution of X. Examples of dynamical systems
include stationary fields or exchangeable sequences of free random variables.
More specifically, we choose G to be an amenable locally compact and second count-
able (l.c.s.c) group. We write | · | for a Haar measure on G and (An) an amenable
sequence of G. Let (Kg) be a net of *-automorphims from Aτ into itself that satisfy
(H1) For all a ∈ L1 we have τ(Kg(a)) = τ(a)
(H2) Kg ◦Kg′ = Kgg′ .
We say that (Kg) defines a group action on Aτ . The invariant algebra is defined as
AinvG := {a|a ∈ Aτ , g · a = a, ∀g ∈ G} ⊂ Aτ .
In the case where G = Z it is often called tail-algebra. We define E : Aτ → AinvG to be the
non-commutative conditional expectation on Ainv
G
. The ergodic theorem for dynamical
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systems [10] states that if X ∈ L1(A, τ) and if Xg = Kg(X) then empirical averages over
(Xg) converge:
1
|An|
∫
An
Xgd|g| L1−→ E(X).
Our goal is to study the speed of convergence of this result. In this paper we will
alternate between defining the net of operators (Xg) through the group action (Kg);
and defining it through its distribution. The two approaches are equivalent. To see
this, we first need to define multivariate distributions of free random variables. We
denote by C
〈
x1, . . . , xk, x
∗
1, . . . , x
∗
k
〉
the algebra of non commutative *-polynomials in
the formal random variables x1, . . . , xk. We say that (Xi) ∈ Ak has the same distri-
bution that (Yi) ∈ Ak if and only if for all integers k ∈ N and for all polynomials
P ∈ C〈x1, . . . , xk, x∗1, . . . , x∗k〉 we have:
τ
(
P (Xi1 , . . . ,Xik ,X
∗
i1 , . . . ,X
∗
ik
)
)
= τ
(
P (Yi1 , . . . , Yik , Y
∗
i1 , . . . , Y
∗
ik
)
)
;
and we write (Xi)
d
= (Yi).
General elements of Aτ do not necessarily have finite moments. We say that (Xi) ∈ Akτ
has the same distribution that (Yi) ∈ Akτ if there are sequences (pi,n) and (p∗i,n) of
projectors of H such that:
• τ(1− pi,n), τ(1− p∗i,n) n→∞−−−→ 0 for all i ∈ N;
• (Xi1pi1,n, . . . ,Xikpik,n) ∈ Ak, (Yi1p∗i1,n, . . . , Yikp∗ik,n) ∈ Ak for all n ∈ N;
• (Xi1pi1,n, . . . ,Xikpik,n) d= (Yi1p∗i1,n, . . . , Yikp∗ik,n) for all n ∈ N.
Using those definitions, we prove that a process (Xg) can be defined though a group
action if its distribution is left-invariant.
Proposition 1. Let X ∈ L1(A, τ) be a self adjoint operator and (Kg) be a set of *-
automorphisms satisfying conditions (H1)-(H2). If we write Xg = Kg(X), then the
process (Xg) satisfies
(Xg1 , . . . ,Xgk)
d
= (Xgg1 , . . . ,Xggk), ∀g, g1, . . . gk ∈ G.
Conversely let (Zg) ∈ AGτ be a sequence indexed by the group G. Denote B ⊂ Aτ
the sub-algebra generated by (Zg). If for all g, g1, . . . gk ∈ G we have (Zg1 , . . . , Zgk) d=
(Zgg1 , . . . , Zggk), and if g → Zg is continuous almost everywhere then there is a net (Kg)
of *-automorphisms of B that verifies conditions (H1)-(H2) and is such that Kg(Zg′) =
Zgg′ for all g, g
′ ∈ G.
In this paper, we establish conditions under which Sn :=
1
|An|
∫
An
Xgd|g| is asymptoti-
cally semi-circular. Those are defined through free mixing coefficients that quantify how
far (Xg) is from being freely independent. In classical probability, the dependence of a
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stationary sequence (Zi) is quantified through strong-mixing coefficients, alternatively
called α-mixing coefficients. They are defined as
α(i) := sup
A∈σ(Z−∞:0)
sup
B∈σ(Zi,∞)
∣∣∣P (A,B)− P (A)P (B)∣∣∣,
where σ(Z−∞:0) and σ(Zi,∞) designate the sigma-fields of events generated by the obser-
vations . . . ,X−1,X0 and respectively by the observations Xi,Xi+1, . . . The faster α(i)
decreases as a function of i the weaker the dependence between the observations (Zi)
are. Central-limit theorems have been extended to dependent sequences by enforcing
conditions on the strong mixing coefficients [8]. This notion has been generalized to gen-
eral dynamical systems (Zg) defined by a group action on a random object [4]. This is
done by choosing a metric on the underlying group and upper-bounding the correlations
between events depending on {Zg1 , Zg2} and events depending on {Zg, g ∈ G˜} for a
subset G˜ “far away ” from g1 and g2. The free mixing coefficients we define bear much
resemble with those strong-mixing coefficients.
Towards this end, let d : G × G → R+ be a left invariant distance on G i.e satisfying
d(g1, g2) = d(gg1, gg2), for all g1, g2 ∈ G. We note that such a distance function always
exists on l.c.s.c amenable groups. We denote d¯ the Hausdroff metric generated by d on
subsets of G, B(g, b) the induced ball of radius b around an element g ∈ G and shorthand
Bb := B(e, b). We write
C[b] :=
{
(G˜1, G˜2)
∣∣ G˜1, G˜2 ⊂ G & d¯(G˜1, G˜2) ≥ b}.
For all subset G˜ we define F(XG˜) ⊂ Aτ the subalgebra of τ -measurable operators
generated by {Xg; g ∈ G˜}
⋃Ainv
G
⋃{1A}; and write F0(XG˜) to denote the following
subset
F0(XG˜) := {Y |Y ∈ F(XG˜), E(Y ) = 0, & ‖Y ‖∞ ≤ 1}.
Finally we let XNg :=
Xg−E(Xg)
‖Xe‖2 and define the free mixing coefficients of (Xg) as ℵ[b|G] =
(ℵj [b|G],ℵs[b|G]) where we have
ℵj[b|G] := sup(
{g,g′},G˜
)
∈C[b]
sup
Y1,Y2∈F0(XG˜)
τ
[∣∣∣E(XNg Y1 XNg′ Y2)∣∣∣];
ℵs[b|G] := sup(
{g},G˜∪{g′}
)
∈C[b]
sup
Y1,Y2∈F0(XG˜)
τ
[∣∣∣E(XNg Y1 XNg′ Y2)∣∣∣]. (1)
We remark that as Ainv
G
is not necessarily trivial, the mixing coefficients (ℵ[b|G]) can
be vanishing without the process (Xg) being ergodic. In general Sn might be converging
to a semi-circular law with a radius being an arbitrary positive operator in Ainv
G
. We
call a Ainv
G
-valued variance a completely positive map from A into Ainv
G
. We define the
Ainv
G
-valued Stieljes transform of a self adjoint free random variable Y by:
SY : γ → E
([
Y − γ1A
]−1)
.
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We say that a self-adjoint free random variable Y follows an operator valued semi-circular
law with radius η if its Stiejles transform satisfies:
η
(
SY (γ)
)
SY (γ) + γSY (γ) + 1A = 0, ∀γ ∈ C \ R
SY (γ) ∼ −1
γ
1A, as γ →∞.
(2)
2.2 Main result for empirical averages.
Let (An) be a sequence of Von Neumann algebras with normal faithful trace (τn). Define
(Gn) to be a sequence of l.c.s.c amenable groups and (K
n
g ) to be ∗-automorphisms of
An,τ respecting conditions (H1)-(H2). We denote En the conditional expectation on
Ainv
Gn
, and write (Ai,n) for the Fo¨lner sequence of Gn.
Let (Xn) be a sequence of free self-adjoint random variables, we denote Xng := K
n
g (X
n)
and write (ℵn[b|Gn]) for the free mixing coefficients of (Xng ). We denote by Eˆn the
spectral measure of
Wn :=
1√|An,n|
∫
An,n
Xng d|g|;
and define µˆn = En ◦ Eˆn. We define ηn as the following completely positive map
ηn : a→
∫
An,n
En(X
n
e aX
n
g )d|g|.
Finally we write Sn(·) the operator-valued Stieljes transform of Wn, and Sscn (·) the
Stiejles transform of the semi-circular operator Y sc,ηn with radius ηn(·).
Theorem 1. Let (Xn) be a triangular array of free random variables satisfying
En(X
n) = 0 as well as Xn ∈ L3(A, τ). Denote by (ℵn[b|Gn]) the free mixing coefficients
of (Xng ); suppose that ∫
An,n
ℵsn[d(e, g)|Gn]d|g| <∞.
Let γx,ν = x+ iν ∈ C \R be a complex number and (bn) be a sequence of integers. There
is a constant K = O(
[∥∥∥Xne ∥∥∥3
3
+ ‖Y sc,η‖33
]
∨ 1
)
not depending of Xn, Gn, n or γ
x,ν such
that
∥∥∥Sn(γx,ν)− Sscn (γx,ν)∥∥∥
1
≤ K
[ 1
ν3
(
Rsn[bn] +
|An△BbnAn|
|An,n| + |Bbn |ℵ
j
n[bn|Gn]
)
+
|B2bn |2√|An,n|ν4
]
−→ 0.
where Rsn[b] :=
∑
k≥b
∣∣∣[Bk+1 \Bk]⋂An,n∣∣∣ ℵsn[k|Gn].
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Remark 1. We note that the Berry-Esseen bound depends on how fast the free mixing
coefficients (ℵn[b|Gn]) decrease as a function of b. Notably if ℵn[b|Gn] = 0 for all b > 0
then we obtain ∥∥∥Sn(γx,ν)− Sscn (γx,ν)∥∥∥
1
= O
( 1√|An,n|ν4
)
.
Note that in the case where Gn = Z, and (X
n
i ) are freely independent then the upper-
bound we obtain is of order O( 1√
nν4
). [14] shows that the optimal rate is indeed of order
1√
n
; but the term ν−4 is greater than what can be obtained by analytical methods e.g
[9, 14]. However, those rely strongly on the fact that if X and Y are freely independent
then it holds that S−1X+Y (z) = S
−1
X (z) + S
−1
Y (z) + z
−1; which implies that they are not
adaptable for free mixing processes (Xi).
2.3 Examples
In this section, we explore a few illustrative examples of dynamical systems (Xg). We
bound their free mixing coefficients and deduce that their asymptotic distribution is
semi-circular.
2.3.1 Examples of general operators
Firstly we note that if (Xi) is a freely independent sequence then its free mixing co-
efficients are null. We also observe this under slightly weaker conditions. Indeed [15]
proved a free central limit theorem under the assumption that (Xi) respect the following
conditions:
-H ′1. τ
(
XkY1
)
= τ
([
X2k − τ(X2k)
]
Y1) = 0 for all Y1 ∈ F (XN\{k})
-H ′2. τ
(
XkY1XkY2) = τ(X
2
k) τ(Y1)τ(Y2) for all Y1, Y2 ∈ F (XN\{k}).
We prove that any process satisfying those conditions has null free mixing coefficients.
Proposition 2. Let (Xi) be a sequence of identically distributed self-adjoint free random
variables satisfying conditions H ′1 and H ′2. Let (ℵ[·|Z]) denote the free mixing coefficients
of (Xi) then we have:
ℵ[b|Z] = 0, ∀b ≥ 1, AinvZ = C1A.
Therefore 1√
n
∑
i≤n
[
Xi − τ(Xi)
]
is asymptotically semi-circular with radius τ(X21 ).
Another important example is quantum exchangeable processes: those are processes
whose distribution is invariant under the coaction of quantum permutations. These
processes play a role in free probability analogous to that played by exchangeable se-
quences in classical probability. Indeed, [16] proved that (Xi) is quantum exchangeable
if and only if conditionally on its tail algebra it is freely independent and identically dis-
tributed. This notably implies that quantum exchangeable sequences are exchangeable
but the reverse does not hold.
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Proposition 3. Choose G = S(N) and let (Xi) ∈ AN be a quantum exchangeable se-
quence of free self-adjoint random variables. We have
ℵ[b|S(N)] = 0, ∀b > 0.
This implies that 1√
n
∑
i≤n
[
Xi − E(Xi)
]
is asymptotically semi-circular with radius η :
a→ E(X1aX1).
2.3.2 Examples of random matrices
An important class of examples are random matrices. LetAm := L∞⊗Mm(C) be the set
of random matrices with entries admitting infinite moments. It forms a Von-Neumann
algebra with τm(·) = 1mE(Tr(·)) as the normal faithful trace. In this subsection we
provide examples of free mixing coefficients for dynamical systems of random matrices.
Let A,B ∈ Am be two independent random matrices in the Gaussian Unitary Ensemble
GUE(m). It is well known that A and B are asymptotically free [2]. One might wonder
if two random matrices in GUE(m) that are “almost independent” are also “almost
asymptotically free”. In the following proposition, we study stationary random fields
of random matrices and upper-bound their free mixing coefficients in terms of their
stochastic dependence. We say that (Xmz )z∈Zd forms a stationary random field if its
distribution is invariant under the following action of Zd: z′ · (Xmz ) := (Xz+z′). Its
dependence is measured through the following strong mixing coefficients:
αd(i) := sup
({z1,z2},Z˜)∈C[i]
sup
A∈σ(Xm
z1
,Xm
z2
)
B∈σ(Xm
Z˜
)
∣∣∣P (A,B)− P (A)P (B)∣∣∣.
An important example in this class of processes is given byXmz := Yz,mY
T
z,m where (Yz,m)
is a stationary random-field of m-dimensional vectors.
Proposition 4. Let (Xz,m)z∈Zd be a stationary random field of random matrices of size
m×m whose distribution is invariant under unitary conjugation:(
Xz1,m, . . . ,Xzd,m
) d
=
(
UXz1,mU∗, . . . , UXzd,mU∗
) ∀U ∈ Um.
We define (αdm(i)) the mixing coefficients of (X
z,m) and (ℵm[i]) the free mixing coeffi-
cients of (X
z,m√
m
). Suppose that there is ǫ > 0 such that supm
supi,j ‖X1,mi,j ‖22+ǫ
‖X1,m/√m‖22
<∞. Then,
there is a constant C that does not depend on m or b such that
ℵjm[b|Z] ≤ C
[
αdm[b]
ǫ
2+ǫ +
1
m
]
, ℵsm[b|Z] ≤ Cαdm[b]
ǫ
2+ǫ .
Moreover if
∑
bm
d−1αdm[b]
ǫ
2+ǫ <∞ then the following holds
1
m
d
2
√∑
z∈Zd τm(X1,mXz,m)
∑
z∈JmKd
Xz,m
m→∞−−−−→ Ysc
where Ysc is semi-circular with radius 1 .
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The second example we present concerns random matrices with correlated entries. Con-
trarily to what was assumed in proposition 4 we do not require them to be unitary-
invariant.
Proposition 5. Let (Xi,m) be a sequence of independent and identically distributed self-
adjoint random matrices of size m×m with centered entries: E(X1,mi,j ) = 0. We define
(ℵm[i]) the free mixing coefficients of ( 1√mXi,m). Suppose that the entries (X
1,m
i,j ) admit
a second moment. Denote ΣX1,m the following bilinear operator:
ΣX1,m : A×A′ →
∑
i,j,k,l≤n
Al,jA
′
k,icov
(
X1,ni,l ,X
1,n
j,k
)
.
Then we have
ℵsm[b|Z] = 0, ℵjm[b|Z] ≤
‖ΣX1,m‖op
m2‖X1,m/√m‖22
, ∀b ≥ 1,
where ‖ · ‖op designates the operator norm. Therefore if ‖ΣX1,m‖opm2‖X1,m/√m‖22 → 0 then
1√
m
√
τm(X1,m
2)
∑
i≤mX
i,m is asymptotically semi-circular with radius 1.
Remark 2. We remark that proposition 5 can also be used to study the eigenvalue dis-
tribution of a single matrix with dependent entries. Indeed, let X be a random gaussian
matrix of size m ×m whose entries are not assumed to be independent but are instead
arbitrarily correlated. We remark that if X1,m, . . . ,Xm,m are independent copies of X
then we have: 1√
m
∑
i≤mX
i,m d= X. Therefore if (X1,m) respect the conditions of propo-
sition 5 we obtain that the limiting eigenvalue distribution of X is semicircular.
Remark 3. The sequence (Xi,m) does not need to be independent. Let (αm[·]) denote
its alpha-mixing coefficients; and suppose that the entries of X1,m admit a 2+ǫ moment.
Then its free mixing coefficients satisfy
ℵsm[b|Z] ≤
supi,j ‖X1,mi,j ‖22+ǫ
‖X1,m/√m‖22
αm[b]
ǫ
2+ǫ
ℵjm[b|Z] ≤
supi,j ‖X1,mi,j ‖22+ǫ
‖X1,m/√m‖22
αm[b]
ǫ
2+ǫ +
‖ΣX1,m‖opt
m2‖X1,m/√m‖22
.
Another important example is the class of jointly exchangeable arrays. Let X := (Xi,j)
be a random array, we say that it is jointly exchangeable if for all permutations π ∈
S(N) we have: X
d
= (Xπ(i),π(j)). We write E(·|S(N)) for the conditional expectation
knowing σ(S(N)), the invariant sigma-field generated by events A satisfying I(X ∈ A) =
I((Xπ(i),π(j)) ∈ A) for all permutations π ∈ S(N).
We say that a random matrix Y of size n × n is jointly exchangeable if there is a
random exchangeable array X such that: Y := (Xi,j)i,j≤n. An important example are
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adjacency matrices of exchangeable graphs [13]. We define Minv to be the algebra
generated by random invariant arrays: {a|(ai,j) = (aπ(i),π(j)) ∀π ∈ S(N)}, and write
Minvn := {y ∈ L∞ ⊗Mn(C)
∣∣ ∃a ∈ Ainv s.t y = (ai,j)i,j≤n}.
Proposition 6. Let (Xi,m) be a sequence of σ(S(N))-conditionally independent and
identically distributed random matrices of size m × m. We assume that they are self-
adjoint and have centered entries: E(X1,ni,j |S(N)) = 0. Suppose that X1,m is jointly
exchangeable and that the entries (X1,mi,j ) admit a second moment. We define to be
(ℵm[i|S(N)]) the free mixing coefficients of ( 1√mXi,m). Suppose that the diagonals are
not randomly dominant meaning that is supm
‖X1,m1,1 ‖
‖X1,m1,2 ‖2
<∞. Then there is a constant C
independent of m such that
ℵsm[b|S(N)] = 0, ℵjm[b|S(N)] ≤
C
m
, ∀b ≥ 1.
We denote ηn the following mapping ηn : a → Em(X1,maX1,m) then the distribution of
1√
n
∑
i≤nX
i,n converges to a semi-circular distribution with radius ηn.
3 Generalization to U-statistics
3.1 Notations and definitions
In this section we consider U-statistics and under free mixing conditions prove that their
limiting distributions are semi-circular. In classical probability, U-statistics are a key
quantity, and their limiting distribution is well known to be normal see e.g [22]. For
a stationary process (Yi), is a quantity sn :=
∑
i,j≤n h(Yi, Yj) for h is a measurable
function. We remark that it can be redefined as an empirical average over a jointly
invariant random array. Indeed if we define Z := (Zi,j) as Zi,j = h(Yi, Yj) then we have
that sn can be re-expressed as sn =
1
n2
∑
z∈[n]2 Zz. We note that the distribution of Z
is not invariant under the action of (k1, k2) · Z := (Zi+k1,j+k2). However, it is invariant
under the induced joint action (or diagonal action): (k, k) · Z for all k ∈ Z. This is the
definition that we propose to extend to the non-commutative setting.
Let k ∈ N be an integer, we denote by g := (g1, . . . ,gk) elements of Gk and by D(Gk) :=
{g|g ∈ Gk, gi = gj ∀i, j ≤ k} the “diagonal” of Gk. Let (Xg)g∈Gk be a net of elements
of Aτ indexed by Gk. We say that it is jointly invariant with respect to Gk if it satisfies:
(H3) For all g ∈ D(G) and all g1, . . . ,gk ∈ Gk, we have
(Xg1 , . . . ,Xgk)
d
= (Xgg1 , . . . ,Xggk).
For all subsets G˜ ⊂ Gk we define Fk(XG˜) ⊂ Aτ as the subalgebra of τ -measurable
operators generated by {Xg;g ∈ G˜}
⋃{1B}. For g ∈ Gk we denote the tail algebra of
(Xg′g)g′∈D(Gk) as
Atailg :=
⋂
i∈N
Fk(XD(Gk\Aki )g).
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The invariant sub-algebra AinvD(Gk) is the smallest algebra generated by
⋃
g∈Gk Atailg ; and
we set ED(·) to be the non-commutative conditional expectation on AinvD(Gk). Note that
when k = 1 then we have AinvD(Gk) = AinvG . We call the following quantity a U-statistics
Sn :=
1
|An|k
∫
Akn
Xg − ED(Xg)d|g|.
The following proposition proves that the classical notion of U-statistics can be embedded
into this framework.
Proposition 7. Let Φ : Ak → A be a continuous function. Choose G to be a l.c.s.c
group defining an action (K ′g) on A. Let Y ∈ A be self adjoint, we write Yg := K ′g(Y )
and denote Xg := Φ(Yg1 , . . . , Ygk) for all g ∈ Gk.
The net (Xg) is jointly invariant with respect to G
k and the following is a U-statistics
1
|Akn|
∫
Akn
Φ(Yg1 , . . . , Ygk)d|g| =
1
|Akn|
∫
Akn
Xgd|g|.
To prove that the limit of Sn is semi-circular, we define a new notion of free-mixing and
explain how it relates to the previous one. In classical probability, if a stationary process
(Xi) is strongly-mixing then h(Xi,Xj) and h(Xk,Xl) become increasingly independent
as the distance between {i, j} and {k, l} grows to infinity. We generalize this notion to
the non-commutative setting. Let dk(·, ·) be the pseudo distance on Gk defined as:
dk(g,g
′) := min
i,j≤k
d(gi,g
′
j).
We denote Bk(g, b) the induced ball of radius b around g and d¯k(·, ·) the induced Haus-
droff pseudo-distance. We write
Ck[b] :=
{
(G˜1, G˜2)
∣∣G˜1, G˜2 ⊂ Gk, d¯k(G˜1, G˜2) ≥ b}.
Finally for a process (Xg) we use the shorthand
XNg :=
Xg − ED(Xg)
‖Xg‖2 .
We define the free global mixing coefficients of (Xg) as ℵ∗[·|Gk] := (ℵ∗,j [·|Gk],ℵ∗,s[·|Gk])
where we have:
ℵ∗,j[b|Gk] := sup(
{g,g′},G˜
)
∈Ck [b]
sup
Y1,Y2∈F0(XG˜)
τ
[∣∣∣ED(XNg Y1 XNg′ Y2)∣∣∣]
ℵ∗,s[b|Gk] := sup(
{g},G˜∪{g′}
)
∈Ck[b]
sup
Y1,Y2∈F0(XG˜)
τ
[∣∣∣ED(XNg Y1 XNg′ Y2)∣∣∣];
where we have set Fk0 (XG˜) := {Y |Y ∈ Fk(XG˜), ED(Y ) = 0, & ‖Y ‖∞ ≤ 1}.We observe
that (ℵ∗[·|Gk]) is very similar to the free mixing coefficients defined in eq. (1) where the
group G has been replaced by Gk and where the metric has been replaced by a pseudo
distance. Indeed when k = 1 then the two type of free mixing coefficients concur
ℵ∗[·|G] = ℵ[·|G]
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3.2 Main results for U-statistics
Let (An) be a sequence of Von Neumann algebras with normal faithful trace (τn). Define
(Gn) to be a sequence of l.c.s.c amenable groups. We denote EDn the non-commutative
conditional expectation on AinvD(Gknn ). Write (Ai,n) a Fo¨lner sequence of Gn. Let (kn)
be a sequence of integers. For all n ∈ N, let (Xng )g∈Gknn be a sequence of free self-
adjoint random variables; that we take to be jointly invariant with respect to Gknn .
Write (ℵ∗n[b|Gknn ]) its free global mixing coefficients. We define ηn to be the following
completely positive map
ηn : a→
∫
A2knn,n
EDn
(
XngaX
n
g′
)
d|g|d|g′|.
We denote by Eˆn the spectral measure of Wn :=
1
|An,n|kn−
1
2
∫
Aknn,n
Xngd|g| and define
µˆn = EDn ◦ Eˆn. We prove that µˆn converges in probability to a semi-circular law.
Finally we write Sn(·) the operator-valued Stieljes transform of Wn, and Sscn (·) the
Stiejles transform of the semi-circular operator Y sc,ηn with radius ηn(·).
Theorem 2. Let (kn) be a sequence of integers; and let (X
n
g ) be a triangular array of
self-adjoint free random variables that are jointly invariant with respect to Gknn . Suppose
that
i. Xng ∈ L3(Anτ , τ) and EDn(Xng ) = 0 for all g ∈ Gknn
ii.
∑
b≥0
∣∣∣[Bk+1 \Bk]⋂An,n∣∣∣ ℵ∗,sn [b|Gknn ] <∞
Then there is a constant K = O(
[
supg∈Gkn
∥∥∥Xng∥∥∥3
3
+ ‖Y sc,η‖33
]
∨ 1
)
such that for all
sequences (bn) the following holds
∥∥∥Sn(γx,ν)− Sscn (γx,ν)∥∥∥
1
≤ K
[ k4n√|An,n|ν4 +
k2n
[
Rsn[bn] + |Bbn |ℵ∗jn [bn|Gknn ]
]
ν3
]
−→ 0.
where Rsn[b] :=
∑
k≥b
∣∣∣[Bk+1 \Bk]⋂An,n∣∣∣ ℵ∗,sn [k|Gknn ].
We note that the candidate radius ηn is more complex than one would expect as it
involves all pairs (g,g′) in A2knn,n . This does not match with what is known in the classical
probability literature regarding U-statistics. Indeed if (Xi) is a stationary sequence and h
is symmetric in its coordinates, under mixing conditions we know that
∑
i,j≤n h(Xi,Xj)
is asymptotically normal with variance: σ2 := 4
∑
k cov
(
h¯(X1, ·), h¯(Xk, ·)
)
, where we
wrote h¯(X1, ·) := liml→∞ 1l
∑
k∈JlK h(X1,Xk). Under additional mixing conditions we
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prove that ηn can indeed be further simplified. To make those new conditions more
intuitive we remember that if (Xi) is a stationary sequence then the distribution of
h(X0,Xj) and h(X0,Xl) become more similar as j and l get further away from 0. In this
paper, we call this behavior marginal mixing. We generalize it to the non-commutative
setting. In this goal, we define the following set
Cin[b] :=
{
(g1,g2,g3) ∈ Gknn
∣∣∣d({g1i ,g3i }, [g1,g2]\i) ≥ b & g1j = g3j , ∀i 6= j},
where we have [g1,g2]\i := {g1l | l 6= i}
⋃{g2l | l ≤ kn} ⊂ Gn. We call (ℵmn [b|Gknn ]) the free
marginal mixing coefficients of (Xg) and define them as as
ℵmn [b|Gknn ] := sup(
g1,g2,g3
)
∈Cin[b]
sup
Y ∈A0n
max


τn
[∣∣∣EDn([Xn,Ng1 −Xn,Ng3 ] Y Xn,Ng2 )
∣∣∣]
τn
[∣∣∣EDn(Xn,Ng2 Y [Xn,Ng1 −Xn,Ng3 ])
∣∣∣]
where we have set A0,invn := F0(Xn
G
kn
n
)
⋂AinvD(Gknn ). We note that the maximum in the
definition of the free marginal mixing coefficients is needed because the elements (Xg)
do not commute. If the free marginal mixing coefficients decrease fast enough then ηn
converges to the following radius:
η∗n : a→
∑
i,j≤kn
∫
An,n
En(X¯
n
i,eaX¯
n
j,g)d|g|,
where X¯ni,g := limp→∞
1
Akn−1p,n
∫
Ip(i,g)X
n
gd|g| and Ip(i, g) = {θ|θ ∈ Aknp,n θj = g}. Denote
by Sn(·) the operator-valued Stieljes transform of Wn, and Ssc,∗n (·) the Stiejles transform
of the operator valued semi-circular operator Y sc,ηn∗ with radius η∗n(·).
Theorem 3. Let (kn) be a sequence of integers; and let (X
n
g ) be a triangular array of
self-adjoint free random variables that are jointly invariant with respect to Gknn . Suppose
that
i. Xng ∈ L3(Anτ , τ) and EDn(Xng ) = 0 for all g ∈ Gknn
ii.
∑
b≥0
∣∣∣[Bk+1 \Bk]⋂An,n∣∣∣ ℵ∗,sn [b|Gknn ] <∞
iii. T mn :=
∑
k≥0
∣∣∣[Bk+1 \Bk]⋂An,n∣∣∣ ℵmn [k|Gknn ] = o(|An|).
Then there is a constant K = O(
[
supg∈Gkn
∥∥∥Xng∥∥∥3
3
+ ‖Y sc,η‖33
]
∨ 1
)
such that for all
sequences (bn) the following holds
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∥∥∥Sn(γx,ν)− Ssc,∗n (γx,ν)∥∥∥
1
≤ K
[ |An,n△BbnAn,n|+ T mn
ν3|An,n| +
k4n|B2bn |2√|An,n|ν4 +
k2n
ν3
[
Rsn[bn] + |Bbn |ℵ∗,jn [bn|Gknn ]
]]
−→ 0.
where we set Rsn[b] :=
∑
k≥b
∣∣∣[Bk+1 \Bk]⋂An,n∣∣∣ ℵ∗,sn [k|Gknn ].
3.3 Examples of joint action and U-statistics
In this section we present examples of U-statistics, bound their free mixing coefficients
and prove that they are asymptotically semi-circular.
3.4 Examples for general operators
We denote M(A) the algebra of arrays x := (xi,j)i,j∈Z with entries in A. An important
subclass are elements X = (Xi,j) whose distribution is invariant under the joint action of
the quantum permutation group [11]. Those are such that for all u := (ui,j) respecting
defining relations for As(k) we have
(1As(k) ⊗Xil,1,il,2)(l1,l2)∈JkK2
d
=
( ∑
j1,1,...,jk,2≤n
uil,1,jl,1uil2 ,jl,2 ⊗Xil,1,il,2
)
(l1,l2)∈JkK2 .
We study the free mixing coefficients of such an element X.
Proposition 8. Take G = Z and let X ∈ M(A) be invariant under the joint action
of the free permutation group. We set Zz := Xz1+1,z2+2 and remark that (Zz) is jointly
invariant with respect to Z2. Write (ℵ∗[b|Z2]) and (ℵm[b|Z2]) respectively for the marginal
and global free mixing coefficients of (Zz). We have:
ℵ∗,s[b|Z2] = ℵ∗,j[b|Z2] = 0, ℵm[b|Z2] = 0, ∀b > 0.
Therefore 1
n
3
2
∑
z∈JnK2 Zz is asymptotically semi-circular with a radius satisfying η(a) =
4EZ2(X1,2aX1,3).
Secondly we bound the free global mixing coefficients of the classical U-statistics pre-
sented in proposition 7. To do so we define a slightly more complex notion of free mixing
than the one one defined in eq. (1). Let (K ′g) be a net of *-automorphisms from A into
itself. We choose Y ∈ A to be a self adjoint free random variable and write Yg := K ′g(Y ).
We define the following coefficients on (Yg) as
ℵ′ [b|G] = sup(
G1∪G2,G˜
)
∈C[b]
|G1|,|G2|≤k
sup
Z′1,Z
′
2∈F0(YG˜)
(Z1,Z2)∈F0(YG1 )×F0(YG2 )
τ
[∣∣∣E(Z1Z ′1Z2Z ′2)∣∣∣].
For simplicity we suppose that Φ ∈ C〈x1, . . . , xk, x∗1, . . . , x∗k〉 is a polynomial. A similar
result holds for any function that can be successfully approximated by polynomials.
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Proposition 9. Let (A, τ, ∗) be a Von-Neummann algebra. Let Φ : Ak → A be a poly-
nomial. Let (K ′g) be a net of *-automorphisms from A into itself. We choose Y ∈ A to
be a self adjoint free random variable and write Yg := K
′
g(Y ). Define Z := Φ(Ye, . . . , Ye)
and have Zg := Φ(Yg1 , . . . , Ygk). Let ℵ∗[·|Gk] denote the free global mixing coefficients of(
Zg
)
. We have:
ℵ∗,s[b|Gk] ≤ sup
g∈Gk
‖Zg‖2∞
‖Zg‖22
ℵ′ [b|G], ℵ∗,j[b|Gk] ≤ sup
g∈Gk
‖Zg‖2∞
‖Zg‖22
ℵ′ [b|G], ∀b ∈ N. (3)
Therefore if (Yg) is a freely independent sequence then ℵ∗,s[b|Gk] = ℵ∗,j[b|Gk] = 0 for all
b > 0.
Remark 4. One can prove a similar bound for (ℵm[b|Gk]) where instead the upper-
bound depends on the size of τ
[∣∣∣E(Z1Z ′1×· · ·×ZdZ ′d)∣∣∣] for all Z1, . . . , Zd ∈ F0(Yg) and
Z ′1, . . . , Z
′
d ∈ F0(YG˜) where d is the degree of the polynomial Φ and G˜ ⊂ G is such that
d¯({g}, G˜) ≥ b.
3.5 Examples of U-statistics for random matrices
In this subsection we present examples of U-statistics in the space of matrices. The
first case we study are functions of distributionally such that random matrices. Let(
Φm :
∏k
l=1Mm(C)→Mm(C)
)
be a sequence of measurable functions satisfying for all
unitary matrix U ∈ Um we have:
-(H ′3) UΦm(A1, . . . , Ak)U∗ := Φm(UA1U∗, . . . , UAkU∗), ∀A1, . . . , Ak ∈Mm(C).
Let (Xi,m) be a stationary sequence of unitary invariant random matrices. We want to
study the following U-statistics: 1
nk
∑
z∈JnKk Φm(X
z1,m, . . . ,Xzk ,m). As a reminder we
say that the distribution of the process (Xi,n) is unitary invariant if for all U ∈ Um the
following holds:
(Xi1,m, . . . ,Xik ,m)
d
= (UXi1,mU∗, . . . , UXik ,mU∗), ∀i1, . . . , ik ∈ N.
Proposition 10. Let (Xi,n) be a stationary sequence of matrices of size n×n, suppose
that their distribution is unitary invariant. Let (Φn) be sequence of functions satisfying
condition H ′3. We write for all z ∈ Zk
Znz := Φ(
Xz1,n√
n
, . . . ,
Xzk ,n√
n
)− τn(Φ(X
z1,n
√
n
, . . . ,
Xzk ,n√
n
))
and remark that (Znz ) is jointly invariant under Z
k. We define (αn(·)) to be the α-mixing
coefficients of (Xi,n). Moreover we denote by (ℵ∗n[·|Zk]) and (ℵmn [·|Zk]) respectively the
free global and free marginal mixing coefficients of (Zz,n). Suppose that there is an ǫ > 0
such that
sup
n
∑
b≥0
αn(b)
ǫ
2+ǫ <∞, sup
n∈N,z1,z2∈Nk
supi,j≤m ‖Zz
1,n
i,j ‖4L4+2ǫ
‖Zz2,m/√n‖22
<∞.
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Then there is a constant C that does not depend on m or b such that
ℵ∗,sn [b|Zk] ≤ Cα
ǫ
2+ǫ
n (b), ℵmn [b|Zk] ≤ Cα
ǫ
2+ǫ
n (b), and ℵ∗,jn [b|Zk] ≤ C
[ 1
m
+ α
ǫ
2+ǫ
n (b)
]
.
Let ηn :=
∑
i,j≤k
∑
z∈Z τn
(
Z¯i,1,mZ¯j,z,m
)
, then we obtain that
1
nk−
1
2
√
ηn
∑
z∈JnKk
Zz,n
n→∞−−−→ s.c(1)
where s.c(1) is asymptotically semi circular with radius 1.
Remark 5. We remark that the expression ηm can be further simplified in the context of
random matrices. To see this, let (X˜i,m) be an independent process with X˜i,m
d
= Xi,m.
Define Y i,l,m := (Y i,l,m1 , . . . , Y
i,l,m
k ) to be in such that Y
i,l,m
j :=
{
X˜k,m if j 6= i
X l,m otherwise.
Then we remark that Z¯i,l,m := E
(
Φ(Y i,l,m)
∣∣∣X l,m)− E(Φ(Y i,l,m)).
Another important example are functions of independent random matrices with de-
pendent entries. In the case of empirical averages this was studied in proposition 5.
We now study U-statistics, for simplicity we investigate only random matrices with
independent diagonals. Let (X1,m) be an independent sequence of identically dis-
tributed random matrices of size m × m. We call the diagonals of X1,m the sets
Dr(X1,m) := {X1,mi,j
∣∣|i − j| = r}. We say that X1,m has independent diagonals if
Dr′(X1,m) is independent from
(
Dr(X1,m)
)
r 6=r′
. We let (αrm[b]) be the alpha-mixing
coefficients of (X1,mi,i+r)i≤m−r the r-th diagonal. Under conditions on those coefficients
we can upper bound the free marginal and global mixing coefficients of polynomials in
(Xi,m).
Proposition 11. Let (Xi,n) be a triangular array of independent identically distributed
of self-adjoint random matrices. Let
(
Φn : Mn(C)
k → Mn(C)
)
be a sequence of polyno-
mials functions of degree d ∈ N. Assume that X1,m has independent diagonals and that
its entries accept any moment and are centered E(X1,ni,j ) = 0. Write (α
r
n[b]) the alpha-
mixing coefficients of (X1,ni,i+r)i≤n−r the r-th diagonal. Define Z
n
z := Φn(
Xz1,n√
n
, . . . , X
zk,n√
n
)
and remark that (Zz,n) is jointly invariant under Zk. Write (ℵ∗n[b|Zk]) and (ℵmn [b|Zk])
respectively the free global and marginal free mixing coefficients of (Zz,n). Then there is
a constant C independent from m such that
ℵ∗,sn [b] = ℵmn [b] = 0, ℵ∗,jn [b] ≤
C supr
∑
b α
r
n[b]
n
, ∀b ≥ 1.
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A Appendix: Proofs
A.1 Preliminary results
In this section we present a known result ( see e.g [4]), that will be used in the proof of
proposition 4, proposition 10 and proposition 11.
Let Y := (Yz)z∈Zd be a stationary random field with entries taking value in a Borel
space Y. Write (αd[b]) the strong mixing coefficients of Y . Let f : Yk1 × Yk2 → R be a
measurable function where k1, k2 ∈ N. For all finite subset Z˜ := {z1, . . . , z|Z˜|} ⊂ Zd we
write Z˜Y := (Yz1 , . . . , Yz|Z˜|); and choose Y˜ := (Y˜z) to be an independent copy of Y .
Lemma 4. Fix l ∈ N. Select any subsets Z˜1, Z˜2 ⊂ Zd of respective size k1 and k2 and
such that d¯(Z˜1, Z˜2) ≥ l Then the following holds:∣∣E(f(Z˜1Y, Z˜2Y ))− E(f(Z˜1Y, Z˜2Y˜ )∣∣ ≤ 4 αd(l) ǫ2+ǫ ,
where C =
∥∥f(Z˜1Y, Z˜2Y )− f(Z˜1Y, Z˜2Y˜ )∥∥L1+ ǫ2 .
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Proof. Abbreviate
∆h(Y ) := f(Z˜1Y, Z˜2Y )− f(Z˜1Y, Z˜2Y˜ ) .
We first consider the case
∥∥∆h∥∥∞ <∞, and then the general case.
Case 1:
∥∥∆h∥∥∞ <∞. Fix δ > 0. Then there is Nδ ∈ N, sets (Ai, Bi)i≤Nδ , and coeffi-
cients c1, . . . , cNδ with |ci| ≤
∥∥∆h∥∥∞ such that the approximation
∆h∗(Y ) :=
Nδ∑
i=1
ciI
(
Z˜1Y ∈Ai
)(
I
(
Z˜2Y ∈Bi)− I
(
Z˜2Y˜ ∈Bi
))
satisfies
∥∥∆h(Y )−∆h∗(Y )∥∥∞ ≤ δ. Moreover we have,
∣∣E(∆h∗(Y ))∣∣ ≤ Nδ∑
i=1
|ci|
∣∣E[I(Z˜1Z∈Ai)(I(Z˜2Y ∈Bi)− I(Z˜2Y˜ ∈Bi))]∣∣
≤ 2∥∥∆h∥∥∞ αd(l) ,
where the second inequality follows from the definition of the α-mixing coefficients and
by the triangle inequality. Since δ may be arbitrarily small,∣∣E[f(Z˜1Y, Z˜2Y )− f(Z˜1Y, Z˜2Y˜ ])]∣∣ ≤ 2∥∥∆h∥∥∞ α(l).
Case 2:
∥∥∆h∥∥∞ not bounded. With no loss of generality, we can suppose that ∥∥∆h∥∥1+ ǫ
2
≤
1. For r ∈ R, define ∆hr := ∆h I
(
∆h ≤ r) and ∆hr := ∆h−∆hr. By Ho¨lder’s inequal-
ity we have, ∣∣E[f(Z˜1Y, Z˜2Y )− f(Z˜1Y, Z˜2Y˜ )]∣∣ ≤ ∣∣∆hr∣∣+ ∣∣∆hr∣∣
≤ 2rαd(l) + 2r− ǫ2 .
The result follows for r = αd(l)
−2
2+ǫ .
A.2 Proof of theorem 1
We prove the following proposition that directly implies theorem 1.
Proposition 12. Let (Xng ) be a triangular array of free self adjoint random variables
invariant under Gn. Suppose that (X
n
g ) satisfies all the condition of theorem 1. Let Sn(·)
denote the (operator-valued) Stiejles transform of µˆn, and S
sc
n (·) the Stiejles transform of
the operator valued semi-circular operator Y sc,ηn with radius ηn(·). The following upper
bound holds∥∥∥Sn(γx,ν)− Sscn (γx,ν)∥∥∥
1
≤
∥∥∥Xne ∥∥∥2
2
ν3
[
3Rsn[bn] +
|An△BbnAn|
|An,n| + |Bbn |ℵ
j
n[bn|Gn]
]
+
9√|An,n|ν4
[
|B2bn |2
∥∥∥Xne ∥∥∥3
3
+ |B0|2
∥∥∥Y sc,ηn∥∥∥3
3
]
+ ‖Y sc,ηn‖22
|An△BbnAn|
ν3|An,n| .
19
where γx,ν = x+ iν.
Proof. Our goal is to upper- bound
∥∥∥Sn(γx,ν) − Sscn (γx,ν)∥∥∥
1
; and to do this we build
a process (Wn(t)) that interpolates between Wn and Yn a semi-circular operator with
radius ηn. We define a function g : [0, 1]→ AinvG that satisfies:
‖g(1) − g(0)‖1 =
∥∥∥Sn(γx,ν)− Sscn (γx,ν)∥∥∥
1
;
and subsequently prove that g is differentiable and bound its derivative g′(t).
To do this we first introduce some notations. For all operators W we write the resolvent
as R(W,γ) = [W − γ1A]−1; and define the following averages
Wn :=
1√|An,n|
∫
An,n
Xng d|g|, W ng,b :=
1√|An,n|
∫
An,n\B(g,b)
Xng′d|g′|.
We let (Y ng ) be free copies of Yn; and write Y
sc,ηn := 1√|An,n|
∫
An,n
Y ng |d|g|. We remark
that Y sc,ηn has the same distribution than Y n. For all t ∈ [0, 1] we define the following
interpolating processes
Wn(t) :=
√
tWn +
√
1− tY sc,ηn , W ng,b(t) :=
√
tW ng,b +
√
1− tY sc,ηn
W sc,ηg (t) :=
√
tWn +
√
1− t
|An,n|
∫
An,n\B(g,0)
Y ng d|g|.
(4)
Finally for simplicity we use the following shorthand notations:
Rtn := R(Wn(t), γx,ν), R
g,t
b := R(W
n
g,b(t), γx,ν).
The function g : [0, 1]→ Ainv
G
is defined as g(t) = En(R
t
n).
We prove that g is differentiable. For all ǫ > 0 and all t ∈ [0, 1] such that t + ǫ ∈ [0, 1]
we have:
g(t+ ǫ)− g(t) = En
(
Rt+ǫn −Rtn
)
(a)
= En
(
Rt+ǫn
[
Wn(t)−Wn(t+ ǫ)
]
Rtn
)
=En
(
Rt+ǫn
[√
t−√t+ ǫ
]
WnR
t
n
)
+ En
(
Rt+ǫn
[√
1− t−
√
1− (t+ ǫ)
]
Y sc,ηnRtn
)
,
where to get (a) we exploited the fact that for all W,W ∗ ∈ Aτ the following holds:
R(W,γx,ν)−R(W ∗, γx,ν) = R(W,γx,ν)[W ∗ −W ]R(W ∗, γx,ν). (5)
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This implies that g is differentiable and satisfies
g′(t) = −En
(
Rtn
[Wn
2
√
t
− Y
sc,ηn
2
√
1− t
]
Rtn
)
.
Therefore to upper-bound ‖Sn(γx,ν)−Sscn (γx,ν)‖1 it is sufficient to bound
∥∥∥ ∫ 10 g′(t)dt
∥∥∥
1
.
To do so, we first remark that for all t ∈ (0, 1) we have
En
[
Rtn
Wn√
t
Rtn
]
(a)
=
1√|An,n|
∫
An,n
En
[
Rtn
Xng√
t
Rtn
]
d|g|
=
1√|An,n|
∫
An,n
En
[
Rtn
Xng√
t
[
Rtn −Rg,tbn
]]
d|g|
+
1√|An,n|
∫
An,n
En
[[
Rtn −Rg,tbn
]Xng√
t
Rg,tbn
]
d|g|
+
1√|An,n|
∫
An,n
En
[
Rg,tbn
Xng√
t
Rg,tbn
]
d|g|
(b)
=
−1√|An,n|
∫
An,n
En
[
Rtn
[
Wn −W ng,bn
]
Rg,tbnX
n
gR
t
n
]
d|g|
− 1√|An,n|
∫
An,n
En
[
Rg,tbnX
n
gR
t
n
[
Wn −W ng,bn
]
Rg,tbn
]
d|g|
+
1√|An,n|
∫
An,n
En
[
Rg,tbn
Xng√
t
Rg,tbn
]
d|g|
= a
γx,ν
1 + a
γx,ν
2 + a
γx,ν
3
where (a) comes from the linearity of the functional En and where to get (b) we used
eq. (5). The rest of proof consist in: (i) proving that
∥∥aγx,ν3 ∥∥→ 0 and (ii) in re-expressing
a
γx,ν
1 and a
γx,ν
2 .
We start by proving that
∥∥aγx,ν3 ∥∥→ 0. Using the definition of the free mixing coefficients
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(ℵsn[·|Gn]) we have:∥∥∥En[Rg,tbn X
n
g√
t
Rg,tbn
]∥∥∥
1
≤
∑
b≥bn
∥∥∥En[Rg,tb Xng√t
[
Rg,tb+1 −Rg,tb
]]∥∥∥
1
+
∑
b≥bn
∥∥∥En[[Rg,tb+1 −Rg,tb ]Xng√t Rg,tb+1
]∥∥∥
1
(a)
≤
∑
b≥bn
∥∥∥En[Rg,tb Xng Rg,tb+1[W ng,b+1 −W ng,b]Rg,tb ]]∥∥∥1
+
∑
b≥bn
∥∥∥En[Rg,tb+1[W ng,b+1 −W ng,b]Rg,tb Xng Rg,tb+1]∥∥∥
1
(b)
≤ 2√|An,n|
∥∥∥Xne ∥∥∥2
2
∑
b≥bn
∥∥Rne,b(t)∥∥3∞|Bb+1 \Bb|ℵsn[b|Gn].
where (a) comes from the triangular inequality and where to get (b) we used the definition
of ℵsn[·|Gn] in eq. (1) coupled with the fact that En(Xne ) = 0. Therefore by taking the
average over g ∈ An,n we obtain that
∣∣aγx,ν3 | ≤ 2
∥∥∥Xne ∥∥∥2
2
Rsn[bn]
ν3
→ 0. (6)
The next step consists in re-expressing a
γx,ν
1 and a
γx,ν
2 in terms of R
g,t
2bn
and Xng . Using
eq. (5) for all g ∈ An,n we have∥∥∥En[[Rtn −Rg,t2bn][Wn −W ng,bn]Rg,tbnXngRtn
]∥∥∥
1
≤
∥∥∥En[Rtn[Wn −Wg,2bn]Rg,t2bn[Wn −W ng,bn]Rg,tbnXng Rtn
]∥∥∥
1
(a)
≤ |B2bn |
2
|An,n|ν4
∥∥∥Xne ∥∥∥3
3
(7)
where (a) comes from the Holder-inequality combined with the fact that
∣∣B(g, 2bn)∣∣ ≤
|B2bn |. Similarly the following also holds:∥∥∥En[Rg,t2bn[Wn −W ng,bn]Rg,tbnXng [Rtn −Rg,t2bn]
]∥∥∥
1
≤ |B2bn |
2
|An,n|ν4
∥∥∥Xne ∥∥∥3
3
; (8)
as well as ∥∥∥En[Rg,t2bn[Wn −W ng,bn][Rg,tbn −Rg,t2bn]Xng Rg,t2bn
]∥∥∥
1
≤ |B2bn |
2
|An,n|ν4
∥∥∥Xne ∥∥∥3
3
. (9)
22
Therefore by averaging over g ∈ An,n the results of eq. (7), eq. (8) and eq. (9) we obtain
that: ∣∣∣aγx,ν1 + 1|An,n|
∫
An,n
∫
B(g,bn)
En
[
Rg,t2bnX
n
g′R
g,t
2bn
Xng R
g,t
2bn
]
d|g′|d|g|
∣∣∣
≤ 3|B2bn |
2√|An,n|ν4
∥∥∥Xne ∥∥∥3
3
;
(10)
and similarly we obtain that:∣∣∣aγx,ν2 + 1|An,n|
∫
An,n
∫
B(g,bn)
En
[
Rg,t2bnX
n
g R
g,t
2bn
Xng′R
g,t
2bn
]
d|g′|d|g|
∣∣∣
≤ 3|B2bn |
2√|An,n|ν4
∥∥∥Xne ∥∥∥3
3
.
(11)
Therefore combined together eq. (6), eq. (10) and eq. (11) imply that∥∥∥g(1) − g(0)∥∥∥
1
≤
∫ 1
0
∥∥∥ 1|An,n|
∫
An,n
∫
B(g,bn)
En
[
Rg,t2bnX
n
gR
g,t
2bn
Xng′R
g,t
2bn
]
d|g′|d|g|
− En
[
Rtn
Y sc,ηn
2
√
1− tR
t
n
]
dt
∥∥∥
1
+
6|B2bn |2√|An,n|ν4
∥∥∥Xne ∥∥∥3
3
+
2
∥∥∥Xne ∥∥∥2
2
Rsn[bn]
ν3
.
Moreover if we use the following shorthand notation Rsc,ηg,t := R(W
n,sc
g (t), γx,ν) by ex-
ploiting the free independence of (Y ng ) we obtain for all t ∈ (0, 1) that:∥∥∥ 1|An,n|
∫
An,n
En
[
Rsc,ηg,t Y
n
g R
sc,η
g,t Y
n
g R
sc,η
g,t
]
d|g| − En
[
Rtn
Y sc,ηn
2
√
1− tR
t
n
]
dt
∥∥∥
1
≤ 6|B0|
2√|An,n|ν4
∥∥∥Y sc,ηn∥∥∥3
3
.
Therefore to finish upper bounding ‖g(1) − g(0)‖1 we need to compare
1
|An,n|
∫
An,n
∫
B(g,bn)
En
[
Rg,t2bnX
n
gR
g,t
2bn
Xng′R
g,t
2bn
]
d|g′|d|g|
with
1
|An,n|
∫
An,n
En
[
Rsc,ηg,t Y
n
gR
sc,η
g,t Y
n
gR
sc,η
g,t
]
d|g|.
To do so we introduce the following notations for all t ∈ [0, 1]
ηg,g′ : a→ En
[
Xng aX
n
g′
]
, S2bng,t := En
[
Rg,t2bn
]
.
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Using the triangular inequality we obtain that∥∥∥ 1|An,n|
∫
An,n
∫
B(g,bn)
En
[
Rg,t2bnX
n
gR
g,t
2bn
Xng′R
g,t
2bn
]
d|g′|d|g| − S0n,tηn(S0n,t)S0n,t
∥∥∥
1
≤
∥∥∥ 1|An,n|
∫
An,n
∫
B(g,bn)
En
[
Rg,t2bnX
n
g R
g,t
2bn
Xng′R
g,t
2bn
]
− S2bng,t ηg,g′(S2bng,t )S2bng,t d|g′|d|g|
∥∥∥
1
+
∥∥∥ 1|An,n|
∫
An,n
∫
B(g,bn)
S2bng,t ηg,g′(S
2bn
g,t )S
2bn
g,t − S0n,tηg,g′(S0n,t)S0n,td|g′|d|g|
∥∥∥
1
+
∥∥∥ 1|An,n|
∫
An,n
∫
B(g,bn)
S0n,tηg,g′(S
0
n,t)S
0
n,td|g′|d|g| − S0n,tηn(S0n,t)S0n,t
∥∥∥
1
≤ (cγx,ν1 ) + (cγx,ν2 ) + (cγx,ν3 )
We bound each term successively. The first term is bounded using the definition of
(ℵjn[·|Gn]), and the later terms are bounded using the triangular inequality and eq. (5).
We focus first on the term c
γx,ν
1 , we obtain that∣∣(cγx,ν1 )∣∣
≤
∥∥∥Xne ∥∥∥2
2
∥∥Rg,t2bn∥∥3∞ 1|An,n|
∫
An,n
∫
B(g,bn)
ℵjn[d¯({g, g′}, An,n \B(g, 2bn))|Gn]d|g′|d|g|
≤
∥∥∥Xne ∥∥∥2
2
|Bbn |ℵjn[bn|Gn]
ν3
.
(12)
To bound (c
γx,ν
2 ) we use the triangular inequality and obtain that∥∥∥S2bng,t ηg,g′(S2bng,t )S2bng,t − S0n,tηg,g′(S0n,t)S0n,t∥∥∥
1
≤
∥∥∥[S2bng,t − S0n,t]ηg,g′(S2bng,t )S2bng,t ∥∥∥
1
+
∥∥∥S0n,t[ηg,g′(S2bng,t )− ηg,g′(S0n,t)]S2bng,t ∥∥∥
1
+
∥∥∥S0n,tηg,g′(S0n,t)[S2bng,t − S0n,t]∥∥∥
1
(a)
≤
∥∥∥En[Rg,2bnn (t)[Wn −W ng,2bn(t)]Rtn]ηg,g′(S2bng,t )S2bng,t ∥∥∥1
+
∥∥∥S0n,tEn[XgEn[Rg,2bnn (t)[Wn −W ng,2bn(t)]Rtn]Xg′]S2bng,t ∥∥∥1
+
∥∥∥S0n,tηg,g′(S0n,t)En[Rg,2bnn (t)[Wn −W ng,2bn(t)]Rtn]∥∥∥1
(b)
≤ 3|B2bn |√|An,n|ν4
∥∥∥Xne ∥∥∥3
3
.
where to get (a) we used eq. (5); and (b) was obtained by using the Cauchy-Swartz
inequality. Therefore by averaging over g ∈ An,n and g′ ∈ B(g, bn) we obtain that
(c
γx,ν
2 ) ≤
3|B2bn |2√|An,n|ν4
∥∥∥Xne ∥∥∥3
3
. (13)
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Finally by the triangular inequality we remark that
|(cγx,ν3 )| ≤
∥∥∥ 1|An,n|
∫
An,n
∫
B(g,bn)
S0n,tηg,g′(S
0
n,t)S
0
n,td|g′|d|g| − S0n,tηn(S0n,t)S0n,t
∥∥∥
1
≤
∥∥∥ 1|An,n|
∫
An,n
∫
B(g,bn)
S0n,tηg,g′(S
0
n,t)S
0
n,td|g′|d|g| −
∫
B(e,bn)
S0n,tη
2
e,g,0S
0
n,td|g|
∥∥∥
1
+
∥∥∥∫
B(e,bn)
S0n,tη
2
e,g,0S
0
n,td|g| −
∫
An,n
S0n,tη
2
e,g,0S
0
n,td|g|
∥∥∥
1
(a)
≤ ∥∥Xne ∥∥22 |An△BbnAn|ν3|An,n| +
∥∥Xne ∥∥22
ν3
Rsn[bn].
(14)
where to obtain (a) we exploited the Cauchy-Swartz inequality. Therefore by combining
eq. (12), eq. (13) and eq. (14) we obtain that∥∥∥g(1) − g(0)∥∥∥
1
≤
∫ 1
0
∥∥∥S0n,tηn(S0n,t)S0n,t − 1|An,n|
∫
An,n
En
[
Rsc,ηg,t Y
n
g R
sc,η
g,t Y
n
g R
sc,η
g,t
]
d|g|
∥∥∥
1
dt
+
∥∥∥Xne ∥∥∥2
2
ν3
[
3Rsn[bn] +
|An△BbnAn|
|An,n| + |Bbn |ℵ
j
n[bn|Gn]
]
+
1√|An,n|ν4
[
9|B2bn |2
∥∥∥Xne ∥∥∥3
3
+ 6|B0|2
∥∥∥Y sc,ηn∥∥∥3
3
]
.
(15)
Moreover following similar arguments we prove that∫ 1
0
∥∥∥S0n,tηn(S0n,t)S0n,t − 1|An,n|
∫
An,n
En
[
Rsc,ηg,t Y
n
g R
sc,η
g,t Y
n
g R
sc,η
g,t
]
d|g|
∥∥∥
1
dt
≤ 3‖Y
sc,ηn‖33√|An,n|ν4 + ‖Y sc,ηn‖22
|An△BbnAn|
ν3|An,n| .
(16)
Therefore by combining eq. (15) and eq. (16) we finally obtain that:∥∥∥g(1) − g(0)∥∥∥
1
≤
∥∥∥Xne ∥∥∥2
2
ν3
[
3Rsn[bn] +
|An△BbnAn|
|An,n| + |Bbn |ℵ
j
n[bn|Gn]
]
+
9√|An,n|ν4
[
|B2bn |2
∥∥∥Xne ∥∥∥3
3
+ |B0|2
∥∥∥Y sc,ηn∥∥∥3
3
]
+ ‖Y sc,ηn‖22
|An△BbnAn|
ν3|An,n| .
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A.3 Proof of theorem 2 and theorem 3
We first prove an intermediary result that we use to deduce theorem 2 and theorem 3.
In this goal given a completely positive function: η : A → AinvD(Gknn ) we write∥∥∥η(·) − ηn(·)∣∣Ainv
D(G
kn
n )
∥∥∥
op
:= sup
a∈Ainv
D(G
kn
n )
‖a‖∞≤1
∥∥∥η(a)− ηn(a)∥∥∥
1
.
Proposition 13. Let (Xng ) be a triangle array of free random variables satisfying all the
conditions of theorem 2. Let (η′n) be a sequence of completely positive maps. Let Sn(·)
denote the (operator-valued) Stiejles transform of
1
|An,n|kn−
1
2
∫
Aknn,n Xgd|g|, and Sscn (·) the Stiejles transform of the operator valued semi-
circular operator Y sc,η
′
n with radius η′n(·). The following upper bound holds∥∥∥Sn(γx,ν)− Sscn (γx,ν)∥∥∥
1
≤
12|B0|2
∥∥∥Y sc,η′n∥∥∥3
3
+ 18k4n|B2bn |2 supg∈Gkn
∥∥∥Xng∥∥∥3
3√|An,n|ν4 +
3k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
Rsn[bn]
ν3
+
1
ν3
∥∥∥η′n(·)− ηn(·)∣∣Ainv
D(G
kn
n )
∥∥∥
op
+
k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
|Bbn |ℵ∗,jn [bn|Gknn ]
ν3
.
where γx,ν = x+ iν.
Proof. The proof of proposition 13, as the proof of theorem 1, adapts the Linderberg
method; and to do so it creates an operator Wn(t) that interpolates between Wn and
Y sc,η
′
n .
In this goal we introduce some notations. For all operators W we write R(W,γ) =
[W − γ1A]−1; and define
Wn :=
1
|An,n|kn− 12
∫
Aknn,n
Xngd|g|, W ng,b :=Wn −
1
|An,n|kn− 12
∫
Bkn(g,b)
Xng′d|g′|.
Let Y n be a free operator-valued semi-circular operator with radius η′n. Let (Y ng ) be
free copies of Y n. We write Y sc,η
′
n := 1√|An,n|
∫
An,n
Y ng |d|g|; we note that the average in
Y sc,η
′
n is taken over G and not Gkn . For all t ∈ [0, 1] we define the following interpolating
processes.
Wn(t) :=
√
tWn +
√
1− tY sc,η′n , W ng,b(t) :=
√
tW ng,b +
√
1− tY sc,η′n
W sc,ηg (t) :=
√
tWn +
√
1− t
|An,n|
∫
An,n\B(g,0)
Y ng d|g|.
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As in the proof of theorem 1, Wn(t) interpolates betewen Wn and Y
sc,η′n . For sim-
plicity we use the following shorthand notations:
Rtn := R(Wn(t), γx,ν), R
g,t
b := R(W
n
g,b(t), γx,ν).
Denote g : t→ EDn(Rtn), we remark that
g(1) − g(0) = Sn(γx,ν)− Sscn (γx,ν).
Therefore the objective is to upper-bound ‖g(1)− g(0)‖1. In this goal, similarly than in
the proof of theorem 1, we notice that g is differentiable and that its derivative respects
g′(t) = −EDn
(
Rtn
[Wn
2
√
t
− Y
sc,η′n
2
√
1− t
]
Rtn
)
.
The key of the proof consists in upper-bounding |g′(t)|. Firstly we note for all t ∈ (0, 1)
that we have:
EDn
[
Rtn
Wn√
t
Rtn
]
(a)
=
1
|An,n|kn− 12
∫
Aknn,n
EDn
[
Rtn
Xng√
t
Rtn
]
d|g|
(b)
=
−1
|An,n|kn− 12
∫
Aknn,n
EDn
[
Rtn
[
Wn −W ng,bn
]
Rg,tbn X
n
gR
t
n
]
d|g|
− 1
|An,n|kn− 12
∫
Aknn,n
EDn
[
Rg,tbn X
n
gR
t
n
[
Wn −W ng,bn
]
Rg,tbn
]
d|g|
+
1
|An,n|kn− 12
∫
Aknn,n
EDn
[
Rg,tbn
Xng√
t
Rg,tbn
]
d|g|
= a
γx,ν
1 + a
γx,ν
2 + a
γx,ν
3
where (a) comes from the linearity of the functional EDn and (b) from eq. (5). The rest
of proof consists in proving that: (i)
∣∣aγx,ν3 ∣∣→ 0 and (ii) on re-expressing aγx,ν1 and aγx,ν2 .
We start by proving that
∣∣aγx,ν3 ∣∣ → 0. Using the definition of the free global mixing
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coefficients (ℵ∗n[·|Gknn ]) we have:∥∥∥EDn[Rg,tbn X
n
g√
t
Rg,tbn
]∥∥∥
1
(a)
≤
∑
b≥bn
∥∥∥EDn[Rg,tb Xng√t
[
Rg,tb+1 −Rg,tb
]]∥∥∥
1
+
∑
b≥bn
∥∥∥EDn[[Rg,tb+1 −Rg,tb ]Xng√t Rg,tb+1
]∥∥∥
1
(b)
≤
∑
b≥bn
∥∥∥EDn[Rg,tb XngRg,tb+1[W ng,b+1 −W ng,b]Rg,tb ]]∥∥∥
1
+
∑
b≥bn
∥∥∥EDn[Rg,tb+1[W ng,b+1 −W ng,b]Rg,tb XngRg,tb+1]∥∥∥
1
(c)
≤ 2k
2
n√|An,n|ν3 supg∈Gkn
∥∥∥Xng∥∥∥2
2
∑
b≥bn
|Bb+1 \Bb|ℵ∗,sn [b|Gknn ].
where (a) comes from the triangular inequality and (b) from eq. (5). While (c) was
obtained using successively the definition of (ℵ∗sn [·|Gknn ]), the fact that EDn(Xng ) = 0 as
well as the fact that |Bkn(g, b + 1) \Bkn(g, b)| ≤ k2n|Bb+1 \Bb||An,n|kn−1. Therefore by
taking the average over g ∈ Aknn,n we obtain that∣∣aγx,ν3 | ≤ 2k2nν3 supg∈Gkn
∥∥∥Xng∥∥∥2
2
Rsn[bn] (17)
The next step consists in re-expressing a
γx,ν
1 as an alternative quantity that is easier to
bound. For this we introduce the following notations for all g,g′ ∈ Gkn :
W ng,g′,2bn(t) :=Wn(t)−
√
t
|An,n|kn− 12
∫
Bkn (g,2bn)
⋃
Bkn(g
′,2bn)
Xng′′d|g′′|
Rg,g
′,t
2bn
:= R(W ng,g′,2bn(t), γx,ν).
Moreover, using eq. (5) we remark for all g,g′ ∈ Aknn,n that∥∥∥EDn[[Rtn −Rg,g′,t2bn ]Xng′Rg,tbn XngRtn
]∥∥∥
1
≤
∥∥∥EDn[Rtn[Wn(t)−Wg,g′,2bn(t)]Rng,2bn(t)Xng′Rg,tbn XngRtn
]∥∥∥
1
(a)
≤ 2k
2
n|B2bn |
ν4
√|An,n| supg∈Gkn
∥∥∥Xng∥∥∥3
3
(18)
where (a) comes from the Holder-inequality coupled with the fact that∣∣∣Bkn(g′, 2bn)⋃Bkn(g, 2bn)∣∣∣ ≤ 2k2n|B2bn ||An,n|kn−1. Similarly we can prove that:∥∥∥EDn[Rg,g′,t2bn Xng′Rg,tbn Xng × [Rg,g′,t2bn −Rtn]
]∥∥∥
1
≤ 2k
2
n|B2bn |
ν4
√|An,n| supg∈Gkn
∥∥∥Xng∥∥∥3
3
; (19)
28
as well as:∥∥∥EDn[Rg,g′,t2bn Xng′
[
Rg,tbn −R
g,g′,t
2bn
]
XngR
g,g′,t
2bn
]∥∥∥
1
≤ 2k
2
n|B2bn |
ν4
√|An,n| supg∈Gkn
∥∥∥Xng∥∥∥3
3
. (20)
Therefore by combining eq. (18), eq. (19) and eq. (20) and averaging over g ∈ Aknn,n
and g′ ∈ Bkn(g, bn) we obtain that
∣∣∣aγx,ν1 +
√
t
|An,n|kn− 12
∫
Aknn,n
∫
Bkn (g,bn)
EDn
[
Rg,g
′,t
2bn
Xng′R
g,g′,t
2bn
XngR
g,g′,t
2bn
]
d|g′|d|g|
∣∣∣
(a)
≤ 6k
4
n|B2bn |2√|An,n|ν4 supg∈Gkn
∥∥∥Xng∥∥∥3
3
(21)
where to get (a) we used the fact that: Bkn(g, 2bn) ≤ k2n|Bbn ||An,n|kn−1. Similarly we
have:
∣∣∣aγx,ν2 +
√
t
|An,n|2kn−1
∫
Aknn,n
∫
Bkn(g,bn)
EDn
[
Rg,g
′,t
2bn
Xng′R
g,g′,t
2bn
XngR
g,g′,t
2bn
]
d|g′|d|g|
∣∣∣
≤ 6k
4
n|B2bn |2√|An,n|ν4 supg∈Gkn
∥∥∥Xng∥∥∥3
3
(22)
Therefore using eq. (17), eq. (21) and eq. (22) we get that:∥∥∥g(1) − g(0)∥∥∥
1
≤
∫ 1
0
∥∥∥ 1|An,n|2kn−1
∫
Aknn,n
∫
Bkn (g,bn)
EDn
[
Rg,g
′,t
2bn
XngR
g,g′,t
2bn
Xng′R
g,g′,t
2bn
]
d|g′|d|g|
−EDn
[
Rtn
Y sc,η
′
n
2
√
1− tR
t
n
]∥∥∥
1
dt+
12k4n|B2bn |2√|An,n|ν4 supg∈Gkn
∥∥∥Xng∥∥∥3
3
+
2k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
Rsn[bn]
ν3
.
(23)
Moreover if we define the following shorthand notation Rsc,ηg,t := R(W
n,sc
g (t), γx,ν) then
by exploiting the free independence of (Y ng ) we obtain for all t ∈ (0, 1) that:
∥∥∥ 1|An,n|
∫
An,n
EDn
[
Rsc,ηg,t Y
n
g R
sc,η
g,t Y
n
g R
sc,η
g,t
]
d|g| − EDn
[
Rtn
Y sc,η
′
n
2
√
1− tR
t
n
]
dt
∥∥∥
1
≤ 6|B0|
2√|An,n|ν4
∥∥∥Y sc,η′n∥∥∥3
3
.
(24)
29
By combining eq. (24) and eq. (23) we therefore have:∥∥∥g(1) − g(0)∥∥∥
1
≤
∫ 1
0
∥∥∥ 1|An,n|2kn−1
∫
Aknn,n
∫
Bkn(g,bn)
EDn
[
Rg,g
′,t
2bn
XngR
g,g′,t
2bn
Xng′R
g,g′,t
2bn
]
d|g′|d|g|
− 1|An,n|
∫
An,n
EDn
[
Rsc,ηg,t Y
n
g R
sc,η
g,t Y
n
g R
sc,η
g,t
]
d|g|
∥∥∥
1
dt+
12k4n|B2bn |2√|An,n|ν4 supg∈Gkn
∥∥∥Xng∥∥∥3
3
+
2k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
Rsn[bn]
ν3
+
6|B0|2√|An,n|ν4
∥∥∥Y sc,η′n∥∥∥3
3
(25)
Therefore to get the desired result it is sufficient to compare∫
Aknn,n
∫
Bkn (g,bn)
EDn
[
Rg,g
′,t
2bn
XngR
g,g′,t
2bn
Xng′R
g,g′,t
2bn
]
d|g′|d|g|
with
1
|An,n|
∫
An,n
EDn
[
Rsc,ηg,t Y
n
gR
sc,η
g,t Y
n
gR
sc,η
g,t
]
d|g|.
In this goal we introduce some shorthand notations. For all t ∈ [0, 1] we denote:
ηg,g′ : a→ EDn
[
XngaX
n
g′
]
, S2bn
g,g′ := EDn
[
R(W 2bn
g,g′(t), γx,ν)
]
, S0n := EDn [R
t
n].
Using the triangular inequality we remark that:
∥∥∥ 1|An,n|2kn−1
∫
Aknn,n
∫
Bkn (g,bn)
EDn
[
Rg,g
′,t
2bn
XngR
g,g′,t
2bn
Xng′R
g,g′,t
2bn
]
d|g′|d|g| − S0n,tη′n(S0n,t)S0n,t
∥∥∥
1
≤
∥∥∥ 1|An,n|2kn−1
∫
Aknn,n
∫
Bkn(g,bn)
EDn
[
Rg,g
′,t
2bn
XngR
g,g′,t
2bn
Xng′R
g,g′,t
2bn
]
− S2bn
g,g′ηg,g′(S
2bn
g,g′)S
2bn
g,g′d|g′|d|g|
∥∥∥
1
+
∥∥∥ 1|An,n|2kn−1
∫
Aknn,n
∫
Bkn(g,bn)
S2bn
g,g′ηg,g′(S
2bn
g,g′)S
2bn
g,g′ − S0n,tηg,g′(S0n,t)S0n,td|g|d|g′|
∥∥∥
1
+
∥∥∥ 1|An,n|2kn−1
∫
Aknn,n
∫
Bkn(g,bn)
S0n,tηg,g′(S
0
n,t)S
0
n,td|g′|d|g| − S0n,tη′n(S0n,t)S0n,t
∥∥∥
1
≤ (cγx,ν1 ) + (cγx,ν2 ) + (cγx,ν3 )
We bound each terms successively. The first term is bounded using the definition of
(ℵ∗,jn [·|Gn]), and the later terms are a consequence of the triangular inequality and eq. (5).
We focus first on the term c
γx,ν
1 . Using the definition of the free global mixing coefficients,
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we obtain that∣∣(cγx,ν1 )∣∣
≤
supg∈Gkn
∥∥∥Xng∥∥∥2
2
ν3|An,n|2kn−1
∫
Aknn,n
∫
Bkn (g,bn)
ℵ∗,jn [d¯({g,g′}, Aknn,n \Bkn(g, 2bn))|Gknn ]d|g′|d|g|
≤
k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
|Bbn |ℵ∗,jn [bn|Gknn ]
ν3
;
The next step consists in bounding c
γx,ν
2 . Using the triangular inequality we obtain that:∥∥∥S2bng,g′ηg,g′(S2bng,g′)S2bng,g′ − S0n,tηg,g′(S0n,t)S0n,t∥∥∥
1
≤
∥∥∥[S2bng,g′ − S0n,t]ηg,g′(S2bng,g′)S2bng,g′∥∥∥
1
+
∥∥∥S0n,t[ηg,g′(S2bng,g′)− ηg,g′(S0n,t)]S2bng,g′∥∥∥
1
+
∥∥∥S0n,tηg,g′(S0n,t)[S2bng,g′ − S0n,t]∥∥∥
1
(a)
≤
∥∥∥EDn[Rg,g′,t2bn [Wn(t)−W 2bng,g′(t)]Rtn
]
ηg,g′(S
2bn
g,g′)S
2bn
g,g′
∥∥∥
1
+
∥∥∥S0n,tEDn[XgEDn[Rg,g′,t2bn [Wn(t)−W 2bng,g′(t)]Rtn
]
Xg′
]
S2bn
g,g′
∥∥∥
1
+
∥∥∥S0n,tηg,g′(S0n,t)EDn[Rg,g′,t2bn [Wn(t)−W 2bng,g′(t)]Rtn
]∥∥∥
1
(b)
≤ 6k
2
n|B2bn |√|An,n|ν4 supg∈Gkn
∥∥∥Xng∥∥∥3
3
.
where to get (a) we used eq. (5); and where (b) comes from the Cauchy-Swartz inequality.
Therefore by averaging over g ∈ Aknn,n and g′ ∈ Bkn(g′, bn) this implies that
(c
γx,ν
2 )
(a)
≤ 6k
4
n|B2bn |2√|An,n|ν4 supg∈Gkn
∥∥∥Xng∥∥∥3
3
.
where to get (a) we used the fact that |Bkn(g, 2bn)| ≤ k2n|B2bn ||An,n|kn−1. The next step
is to bound (c
γx,ν
3 ). Using the triangular inequality we have
(c
γx,ν
3 ) ≤
∥∥∥ 1|An,n|2kn−1
∫
Aknn,n×Bkn(g,bn)
S0n,tηg,g′(S
0
n,t)S
0
n,td|g′|d|g| − S0n,tη′n(S0n,t)S0n,t
∥∥∥
1
≤
∥∥∥ 1|An,n|2kn−1
∫
Aknn,n
∫
Aknn,n\Bkn(g,bn)
S0n,tηg,g′(S
0
n,t)S
0
n,td|g′|d|g|
∥∥∥
1
+
1
ν3
∥∥∥η′n(·)− ηn(·)∣∣Ainv
D(G
kn
n )
∥∥∥
op
(a)
≤ k
2
n supg∈Gkn
∥∥Xng∥∥22
ν3
Rsn[bn] +
1
ν3
∥∥∥η′n(·)− ηn(·)∣∣Ainv
D(G
kn
n )
∥∥∥
op
;
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where to obtain (a) we exploited the Cauchy-Swartz inequality. This implies that∥∥∥g(1) − g(0)∥∥∥
1
≤
∫ 1
0
∥∥∥S0n,tη′n(S0n,t)S0n,t − 1|An,n|
∫
An,n
EDn
[
Rsc,ηg,t Y
n
g R
sc,η
g,t Y
n
g R
sc,η
g,t
]
d|g|
∥∥∥
1
dt
+
12k4n|B2bn |2√|An,n|ν4 supg∈Gkn
∥∥∥Xng∥∥∥3
3
+
3k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
Rsn[bn]
ν3
+
6|B0|2√|An,n|ν4
∥∥∥Y sc,η′n∥∥∥3
3
+
6k4n|B2bn |2√|An,n|ν4 supg∈Gkn
∥∥∥Xng∥∥∥3
3
+
k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
|Bbn |ℵ∗,jn [bn|Gknn ]
ν3
+
1
ν3
∥∥∥η′n(·)− ηn(·)∣∣Ainv
D(G
kn
n )
∥∥∥
op
.
Moreover similarly we can prove that∫ 1
0
∥∥∥S0n,tη′n(S0n,t)S0n,t − 1|An,n|
∫
An,n
EDn
[
Rsc,ηg,t Y
n
g R
sc,η
g,t Y
n
g R
sc,η
g,t
]
d|g|
∥∥∥
1
dt
≤ 6|B0|
2√|An,n|ν4
∥∥∥Y sc,η′n∥∥∥3
3
.
Therefore we finally obtain that:∥∥∥g(1) − g(0)∥∥∥
1
≤ 1√|An,n|ν4
[
12|B0|2
∥∥∥Y sc,η′n∥∥∥3
3
+ 18k4n|B2bn |2 sup
g∈Gkn
∥∥∥Xng∥∥∥3
3
]
+
+
1
ν3
∥∥∥η′n(·)− ηn(·)∣∣Ainv
D(G
kn
n )
∥∥∥
op
+
k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
ν3
[
|Bbn |ℵ∗,jn [bn|Gknn ] +Rsn[bn]
]
.
Proof of theorem 2: We prove that proposition 12 implies that theorem 2 holds.
Proof. Taking η′n(·) := ηn(·) gives the desired result.
We prove that proposition 12 implies that theorem 3 holds.
Proposition 14. Let (Xng ) be a triangle array of free random variables satisfying all
the conditions of theorem 3. Let Sn(·) denote the (operator-valued) Stiejles transform of
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1|An,n|kn−
1
2
∫
Aknn,n Xgd|g|, and Sscn (·) the Stiejles transform of the operator valued semi-
circular operator Y sc,η
∗
n with radius η∗n(·). The following upper bound holds∥∥∥Sn(γx,ν)− Sscn (γx,ν)∥∥∥
1
≤ 1|An,n|ν3
[
k4n|Bbn | sup
g∈Gkn
‖Xng ‖22T mn + 2|An,n△BbnAn,n|
[
sup
g∈Gkn
‖Xng ‖22 + ‖Y sc,η
∗
n‖22
]]
+
1√|An,n|ν4
[
12|B0|2
∥∥∥Y sc,η∗n∥∥∥3
3
+ 18k4n|B2bn |2 sup
g∈Gkn
∥∥∥Xng∥∥∥3
3
]5k2n supg∈Gkn ∥∥∥Xng∥∥∥2
2
Rsn[bn]
ν4
+
k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
|Bbn |ℵ∗,jn [bn|Gknn ]
ν3
.
where γx,ν = x+ iν.
Proof. We take η′n(·) = η∗n(·). As (Xng ) satisfies all the conditions of theorem 3 it also
satisfies the conditions of theorem 2. Therefore using proposition 13 we know that∥∥∥Sn(γx,ν)− Sscn (γx,ν)∥∥∥
1
≤
12|B0|2
∥∥∥Y sc,η∥∥∥3
3
+ 18k4n|B2bn |2 supg∈Gkn
∥∥∥Xng∥∥∥3
3√|An,n|ν4 +
3k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
Rsn[bn]
ν3
+
k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
|Bbn |ℵ∗,jn [bn|Gknn ]
ν3
+
1
ν3
∥∥∥η∗n(·)− ηn(·)∣∣Ainv
D(G
kn
n )
∥∥∥
op
.
The key point of this proof is to upper-bound
∥∥∥η∗n(·)−ηn(·)∣∣Ainv
D(G
kn
n )
∥∥∥
op
. Let a ∈ AinvD(Gknn )
be an operator verifying ‖a‖∞ ≤ 1. We denote ηg,g′ : a → EDn
[
XngaX
n
g′
]
and remark
that
ηn(a) =
1
|A2kn−1n,n |
∫
A2knn,n
ηg,g′(a)d|g|d|g′ |.
To prove the desired result we firstly propose a simpler form for ηg,g′(·) when g′ ∈ Bkn(g).
We write:
Ibn(g,g′) := {(i, j)|d(gi ,g′j) ≤ bn}.
Let g1,g2,g3,g4 ∈ Gknn be elements such that Ibn(g1,g2) = {(i, j)} and such that
g1i = g
3
i and g
2
j = g
4
j . We want to compare ηg1,g2(·) with ηg3,g4(·). In this goal, we build
(g1,l) and (g2,l) to be interpolating sequences between (g1,g2) and (g3,g4). We define
them as
g1,lm :=
{
g3m if m ≤ l
g1m otherwise
g2,lm :=
{
g4m if m ≤ l
g2m otherwise
.
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By the triangular inequality and the definition of free marginal mixing coefficients, the
following holds∥∥∥ηg1,g2(a)− ηg3,g4(a)∥∥∥
1
≤
kn∑
l=1
∥∥∥ηg1,l,g2,l(a)− ηg1,l−1,g2,l−1(a)∥∥∥
1
≤ sup
g∈Gkn
‖Xng ‖22
kn∑
l=1
ℵmn
[
d¯l({g1l ,g3l }, [g1,g2]\l
⋃
[g3,g4]\l)
∣∣∣Gkn]
+ ℵmn
[
d¯l({g2l ,g4l }, [g2,g1]\l
⋃
[g4,g3]\l)
∣∣∣Gkn]
Therefore using the definition of X¯n
i,g1i
and X¯n
j,g2j
we obtain that:
∥∥∥ηg1,g2(a)− EDn(X¯ni,g1i aX¯ni,g2j
)∥∥∥
1
≤ 2 sup
g∈Gkn
‖Xng ‖22
kn∑
l=1
ℵmn
[
d¯l(g
1
l , [g
1,g2]\l)
∣∣∣Gkn]+ ℵmn [d¯l(g2l , [g2,g1]\l)∣∣∣Gkn].
Which in term implies that if we write: J i,jbn,n := {(g,g′)|g,g′ ∈ Aknn,n s.t {i, j} ⊂Ibn(g,g′)} then we have∥∥∥ 1|An,n|2kn−1
∫
J i,j
bn,n
ηg,g′(a)− EDn
(
X¯ni,giaX¯
n
j,g′j
)
d|g′|d|g|
∥∥∥
1
≤ 4k
4
n|Bbn | supg∈Gkn ‖Xng ‖22
|An,n| T
m
n .
Therefore using the triangular inequality we obtain that:∥∥∥ 1|An,n|2kn−1
∫
Aknn,n
∫
Bkn(g,bn)
ηg,g′(a)d|g′|d|g| − η∗n(a)
∥∥∥
1
≤
∑
i,j≤kn
∥∥∥ 1|An,n|2kn−1
∫
J i,j
bn,n
ηg,g′(a)− EDn
(
X¯ni,giaX¯
n
j,g′j
)
d|g′|d|g|
∥∥∥
1
+
∑
i,j≤kn
∥∥∥ 1|An,n|
∫
An,n×B(g,bn)
EDn
(
X¯ni,gaX¯
n
j,g′
)
d|g′|d|g| −
∫
B(e,bn)
EDn
(
X¯ni,eaX¯
n
j,g
)
d|g|
∥∥∥
1
+
∥∥∥ ∫
An,n\B(e,bn)
EDn
(
X¯ni,eaX¯
n
j,g
)
d|g|
∥∥∥
1
(a)
≤ 4k
4
n|Bbn | supg∈Gkn ‖Xng ‖22
|An,n| T
m
n + sup
g∈Gkn
∥∥Xng∥∥22 |An,n△BbnAn,n||An,n|
+ k2n sup
g∈Gkn
∥∥Xng∥∥22Rsn[bn].
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where to obtain (a) we exploited the Cauchy-Swartz inequality. Moreover using the
definition of ℵ∗,s[·|Gknn ] we obtain that∥∥∥ 1|An,n|2kn−1
∫
Aknn,n
∫
Aknn,n\Bkn (g,bn)
ηg,g′(a)d|g′|d|g|
∥∥∥
1
≤
∑
b≥bn
ℵ∗,sn [b|Gknn ]
sup
g∈Gknn ‖Xng ‖22
|An,n|2kn−1
∫
Aknn,n
∫
Aknn,n\Bkn (g,bn)
I
(
dkn(g,g
′) ∈ [b, b+ 1))d|g′|d|g|
≤ k2n sup
g∈Gknn
‖Xng ‖22Rsn[bn].
As a ∈ AinvDn(Gknn ) is arbitrary we have:∥∥∥η∗n(·)− ηn(·)∣∣∣Ainv
Dn(G
kn
n )
∥∥∥
op
≤ supg∈Gkn ‖X
n
g‖22
|An,n|ν3
[
k4n|Bbn | sup
g∈Gkn
‖Xng ‖22T mn + |An,n△BbnAn,n|
]
+
2k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
Rsn[bn]
ν4
.
Therefore we finally obtain that:∥∥∥g(1) − g(0)∥∥∥
1
≤ 1|An,n|ν3
[
k4n|Bbn | sup
g∈Gkn
‖Xng ‖22T mn + 2|An,n△BbnAn,n|
[
sup
g∈Gkn
‖Xng ‖22 + ‖Y sc,η‖22
]]
+
12|B0|2
∥∥∥Y sc,η∥∥∥3
3
+ 18k4n|B2bn |2 supg∈Gkn
∥∥∥Xng∥∥∥3
3√|An,n|ν4 +
5k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
Rsn[bn]
ν4
+
k2n supg∈Gkn
∥∥∥Xng∥∥∥2
2
|Bbn |ℵ∗,jn [bn|Gknn ]
ν3
.
A.4 Proof of proposition 4
Proof. Let z, z′ ∈ Zd be integers and let K ⊂ Zd be a subset satisfying
min
z1∈{z,z′},z2∈K
d(z1, z2) ≥ b.
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Choose Y 1,m, Y 2,m ∈ F0(XmK ). Let (X˜z,m, X˜z
′,m)
d
= (Xz,m,Xz
′,m) be a copy indepen-
dent from Y 1,m and Y 2,m. Then by definition of the alpha-mixing coefficients we have:
∣∣∣τm(Xz,m√
m
Y 1,m
Xz
′,m
√
m
Y 2,m
)
− τm
(X˜z,m√
m
Y 1,m
X˜z
′,m
√
m
Y 2,m
)∣∣∣
(a)
≤
∣∣∣ 1
m2
∑
i,k,l,j≤m
cov
(
Xz,mi,l X
z′,m
j,k ,Y
1,m
l,j Y
2,m
k,i
)∣∣∣
(b)
≤ max
i,j
‖X1,mi,j ‖22+ǫαdm[b]
ǫ
2+ǫ .
where (a) is a consequence of the equation τm(·) = 1mE(Tr(·)); and where to get (b) we
used lemma 4 and the fact that ‖Y 1,m‖∞ and ‖Y 2,m‖∞ ≤ 1
Let (U1, U2) be two independent random unitary matrices sampled according to the Haar
measure. As the distribution of (Xz,m) is invariant under unitary conjugaison we have
(U1X˜
z,mU∗1 , U1X˜
z′,mU∗1 )
d
= (X˜z,m, X˜z
′,m).
Define (Y˜ 1,m, Y˜ 2,m) := (U∗2Y 1,mU2, U∗2Y 2,mU2) we have∣∣∣τm(X˜z,mY 1,mX˜z′,mY 2,m)∣∣∣
=
1
m
∣∣∣E[Tr(U1X˜z,mU∗1 U2Y˜ 1,mU∗2 U1X˜z′,mU∗1 U2Y˜ 2,mU∗2)]∣∣∣
(a)
≤ C
m
where C is a constant that does not dependent on m and where (a) is obtained by
exploiting the asymptotic liberating property of unitary matrices [2]. Therefore we
obtain that
ℵjm[b] ≤
maxi,j ‖X1,mi,j ‖22+ǫ∥∥X1,m/√m∥∥2
2
αdm[b]
ǫ
2+ǫ +
C
m
.
Similarly one can prove that for all z, z′ ∈ Z and K ⊂ Z such minz1∈K⋃{z′} |z− z1| ≥ b
we have
∣∣∣τm(Xz,m√
m
Y 1,m
Xz
′,m
√
m
Y 2,m
)∣∣∣ ≤ max
i,j
‖X1,mi,j ‖22+ǫαdm[b]
ǫ
2+ǫ .
Therefore we obtain that
ℵjm[b] ≤
maxi,j ‖X1,mi,j ‖22+ǫ∥∥X1,m/√m∥∥2
2
αdm[b]
ǫ
2+ǫ .
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A.5 Proof of proposition 1
Proof. We first establish that if (Kg) defines a group action on Aτ then for all g1, . . . , gk ∈
G the following holds (Xg1 , . . . ,Xgk)
d
= (Xgg1 , . . . ,Xggk). In this goal we firstly re-
mark that as Kg(·) is a *-automorphism if (Xg1 , . . . ,Xgk) ∈ Ak then for all P ∈ C <
x1, . . . , xk, x
∗
1, . . . , x
∗
k > we have
P (Xgg1 , . . . ,Xggk ,X
∗
gg1 , . . . , x
∗
ggk
) = Kg
(
P (Xg1 , . . . ,Xgk ,X
∗
g1 , . . . ,X
∗
gk
)
)
.
Therefore we have
τ
(
P (Xgg1 , . . . ,Xggk ,X
∗
gg1 , . . . , x
∗
ggk
)
)
= τ
(
P (Xg1 , . . . ,Xgk ,X
∗
g1 , . . . ,X
∗
gk
)
)
.
Which implies the equality in distribution. If (Xg1 , . . . ,Xgk) does not belong to Ak, then
by definition of Aτ we know that there is a sequence (pn1 , . . . , pnk) of projectors of H such
that:
• (Xg1pn1 , . . . ,Xgkpnk) ∈ Ak;
• maxi∈JkK τ(1− pni )→ 0.
As Xg1p
n
1 , . . . ,Xgkp
n
k ∈ A which as we just proved implies that the following holds
(Xg1p
n
1 , . . . ,Xgkp
n
k)
d
= (Kg(Xg1p
n
1 ), . . . ,Kg(Xgkp
n
k)).
As Kg is a *-automorphism the following holds
Kg
(
Xg1p
n
1 , . . . ,Xgkp
n
k
)
=
(
Kg(Xg1)Kg(p
n
1 ), . . . ,Kg(Xgk)Kg(p
n
k)
)
=
(
Xgg1Kg(p
n
1 ), . . . ,XggkKg(p
n
k)
)
.
Using hypothesis H2 we have τ(1−Kg(pni )) = τ(1−pni ); which implies that maxi≤k τ(1−
Kg(p
n
i )) → 0. Moreover we observe that Kg(pni ) is a projector as it satisfies Kg(pni )2 =
Kg(p
n
i × pni ) = Kg(pni ). Therefore using the definition of multivariate distributions we
obtain that the first claim of proposition 1 holds.
The next goal is to prove that the second part of proposition 1 holds. Let {gi} ⊂ G be
a dense countable subset of G. For all g∗ ∈ G there are sequences (pngi) and (pn∗gi ) of
projectors of H such that
• τ(1− pn∗gi ), τ(1 − pngi)→ 0 for all i ∈ N;
• (Zg1png1 , . . . , Zgkpngk)
d
= (Zg∗g1p∗ng1 , . . . , Zg∗gkp
∗n
gk
) for all k ∈ N.
Then according to [19] theorem 4.10 we know that there is Kg∗ a ∗−automorphism
of B such that Kg∗(Zgipngi) = Zg∗gipng∗gi for all i ≤ n and all n ∈ N. As K∗g is a
*-automorphism we have that it is a.e continuous.
Kg∗(Zgi) = limn→∞Kg
∗(Zgip
n
gi) = limn→∞Zg∗gip
n
gi = Zg∗gi .
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Therefore we obtain that ∀i ∈ N we have Kg∗(Zgi) = Zg∗gi . Using the density of the
subset {gi} we get that Kg∗ satisfies H1 and is such that: Kg∗(Zg) = Zg∗g for all g ∈ G.
This defines a net (Kg) of *-automorphims that satisfy property (H2) on B.
A.6 Proof of proposition 5
Proof. Let K ⊂ N \ {1, 2} and let Y 1,n, Y 2,n ∈ F0(K). Using the independence of X1,n
and {Xk,n, k ∈ N \ {1}} we obtain that:
τ
(
X1,nY 1,nX2,nY 2,n
)
= 0.
Therefore we obtain that ℵsn[b|Z] = 0 for all b ≥ 1. To find an upper-bound for ℵjm[1|Z]
we need to bound
∣∣∣τ( 1√nX1,nY 1,n 1√nX1,nY 2,n
)∣∣∣. By classical algebra operations we can
see that: ∣∣∣τ(X1,n√
n
Y 1,n
X1,n√
n
Y 2,n
)∣∣∣
=
∣∣∣ 1
n2
∑
i,k,l,j≤n
E
(
X1,ni,l Y
1,n
l,j X
1,n
j,k Y
2,n
k,i
)∣∣∣
=
∣∣∣ 1
n2
∑
i,k,l,j≤n
E
(
X1,ni,l X
1,n
j,k
)
E
(
Y 1,nl,j Y
2,n
k,i
)∣∣∣
≤ 1
n2
∑
i,k,l,j≤n
∣∣∣E(X1,ni,l X1,nj,k )∣∣∣∣∣∣E(Y 1,nl,j Y 2,nk,i )∣∣∣
(a)
≤ ‖ΣX1,n‖opt
n2
where to get (a) we used the fact that ‖Y 1,n‖∞, ‖Y 2,n‖∞ ≤ 1. Therefore we have proven
that
ℵjn[b] ≤
‖ΣX1,n‖opt
n2
, ∀b ≥ 1.
A.7 Proof of proposition 6
Proof. We remark that for all jointly invariant random matrices X, the non-commutative
conditional expectation En(X) is a n×n random matrix whose diagonal entries are equal
to E
(
X1,1|S(N)
)
.
Let K ⊂ N \ {1, 2} and let Y 1,n, Y 2,n ∈ F0(K). Using the conditional independence
of X1,n and {Xk,n, k ∈ N \ {1}} we obtain that:
τ
(∣∣∣En(X1,nY 1,nX2,nY 2,n)∣∣∣) = 0.
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Therefore we obtain that ℵsn[1|Z] = 0. We now bound
∣∣∣τ( 1√nX1,nY 1,n 1√nX1,nY 2,n
)∣∣∣. In
this goal we remark that
τ
(∣∣∣En( 1√
n
X1,nY 1,n
1√
n
X1,nY 2,n
)∣∣∣)
=
1
n
E
(∣∣∣ ∑
k,l,j≤n
E
(
X1,n1,l Y
1,n
l,j X
1,n
j,k Y
2,n
k,1
∣∣∣S(N))∣∣∣)
=
1
n
E
[∣∣∣ ∑
k,l,j≤n
E
(
X1,n1,l X
1,n
j,k
∣∣∣S(N))E(Y 1,nl,j Y 2,nk,1 ∣∣∣S(N))∣∣∣]
(a)
≤ 2
n
∥∥∥ ∑
l,j≤n
E
(
X1,n1,l X
1,n
1,j
∣∣∣S(N))E(Y 1,nl,j Y 2,n1,1 ∣∣∣S(N))∥∥∥
+
2
n
∥∥∥ ∑
l,j≤n
E
(
X1,n1,l X
1,n
1,j
∣∣∣S(N))E(Y 1,n1,j Y 2,n1,l ∣∣∣S(N))∥∥∥
(b)
≤ 4 supi,j ‖X
1,n
i,j ‖22
n
∥∥∥E(∑
l≤n
|Y 1,nl,1 Y 2,n1,1 |
∣∣∣S(N))∥∥∥
+
2 supi,j ‖X1,ni,j ‖22
n
∥∥∥∑
l≤n
∣∣Y 1,n1,l ∣∣∑
j≤n
∣∣Y 2,n1,j ∣∣∥∥∥∞
(c)
≤ 6
n
sup
i,j
‖X1,ni,j ‖22
where (a) (resp. b) comes from the conditional independence of X1,ni,l and X
1,n
k,j (resp.of
Y 1,ni,l and Y
2,n
k,j ) when the indexes are distinct {k, j}
⋂{l, i} = ∅; and to get (c) we used
the fact that ‖Y 1,n‖∞, ‖Y 2,n‖∞ ≤ 1. Therefore we have proven that
ℵjn[b|S(N)] ≤
6
n
supi,j ‖X1,ni,j ‖22
‖X1,n/√n‖22
, ∀b ≥ 1.
A.8 Proof of proposition 7
Proof. To prove the desired result we need to check that the net (Xg) verifies condition
(H3). For ease of notation we write Zg := (Yg1 , . . . , Ygk) for all g ∈ Gk. We note that
for all g1, . . . ,gz ∈ Gk we have:(
Zg1 , . . . , Zgz
)
d
=
(
Zg′g1 , . . . , Zg′gz
)
, ∀g′ ∈ D(Gk).
Therefore if Φ ∈ C〈x1, . . . , xk, x∗1, . . . , x∗k > was a polynomial then using the definition
of multivariate distributions we would obtain that(
Xg1 , . . . ,Xgz
)
d
=
(
Xg′g1 , . . . ,Xg′gz
)
, ∀g′ ∈ D(Gk).
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In general, by the Stone-Weierstrass theorem as Φ(·) is continuous there is a sequence of
polynomials (Φn : Ak → A) ∈ C
〈
x1, . . . , xk, x
∗
1, . . . , x
∗
k >
N such that
∥∥Φn(Yg1 , . . . , Ygk)−
Xg‖∞ → 0 for all g ∈ Gk. This implies that condition (H3) holds.
A.9 Proof of proposition 8
Proof. Firstly we remark that as Z is jointly quantum invariant then it is jointly ex-
changeable. This notably implies that ℵm[1|Z2] = 0.
Moreover let z1, z2 ∈ Z2 and let K ⊂ Z2 be such that d¯k({z1}, {z2} ∪ K) ≥ 1; and
choose Y1, Y2 ∈ Fk0 [ZK ]. As Z is jointly exchangeable we have:
ED
[
Zz1Y1Zz2Y2
]
= ED
[
ED[Zz1 ]Y1Zz2Y2
]
= 0.
This implies that ℵ∗,s[1|Z2] = 0.
Let z1, z2 ∈ Z2 and K ⊂ Z2 be a finite set; and choose Y1, Y2 ∈ Fk0 [ZK ]. Suppose that
d¯k({z1, z2},K) ≥ 1. We remark that as ℵ∗,s[1|Gk] = 0 we have
ED
[
Zz1Y1Zz2Y2
]
= 0 if {z11, z12} ∩ {z21, z22} = ∅.
Therefore we can suppose without loss of generality that z11 = z
2
1 = 1. We denote the
diameter as S := maxl∈{1,2}maxz∈{z1,z2}∪K |zl|. Let k ≥ S be an integer and u := (ui,j)
satisfying the defining relations of As(k) and such that ui,z = δi,z1As(k) for all z ∈ {zl|z ∈
K, l = 1, 2}. As Z is jointly quantum invariant we have
ED(Zz1Y1Zz2Y2) =
∑
j≤k
u1,jED(Z(j,z12)Y1Z(j,z22)Y2)
(a)
=
∑
j,l≤k
u1,ju1,lED(Z(j,z12)Y1Z(l,z22)Y2)
where to get (a) we used the fact that u is a unitary magic. As this holds for arbitrary
k we obtain that
ED(Zz1Y1Zz2Y2) = ED(ED(Zz1)Y1ED(Zz2)Y2) = 0.
Finally as this holds for all finite K we have ℵ∗,j[1|Gk] = 0
A.10 Proof of proposition 9
Proof. Let g ∈ Gk we shorthand S(g) := {g1, . . . ,gk}. As Φ is a polynomial we have
Φ(Yg1 , . . . , Ygk) ∈ F(YS(g)). The results of proposition 9 are a direct consequence of
this.
A.11 Proof of proposition 10
Proof. We start by bounding ℵ∗n[·|Zk]. Let z, z′ ∈ Zk and G˜ ⊂ Zk be such that
min
i,j∈{1,2}
min
t∈G˜
∣∣zi − tj | ≥ b and min
i,j∈{1,2}
min
t∈G˜
∣∣z′i − tj| ≥ b.
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Let Z1, Z2 ∈ F20 (XG˜) and let (Z˜z,n, Z˜z
′,n)
d
= (Zz,m, Zz
′,n) be independent from Y1, Y2.
By definition of the strong mixing coefficients of (Xi,n) and using lemma 4 we have:
∣∣∣τ(Zz,n√
n
Y1
Zz
′,n
√
n
Y2
)
− τ
( Z˜z,n√
n
Y1
Z˜z
′,n
√
n
Y2
)∣∣∣
≤
∣∣∣ 1
n2
∑
i,k,l,j≤n
cov
(
Zz,ni,l Z
z′,n
j,k ,Y
1
l,jY
2
k,i
)∣∣∣
(a)
≤ max
i,j≤n
max
z∈Zk
‖Zz,ni,j ‖2L2+ǫαn[b]
ǫ
2+ǫ .
Let U1, U2 be two random Haar-measured unitary matrices sampled. As the distribution
of (Xni ) is invariant under unitary conjugaison we have
(U1Z˜
z,mU∗1 , U1Z˜
z′,nU∗1 )
d
= (Z˜z,n, Z˜z
′,n).
Define (Y˜1, Y˜2) := (U
∗
2Y1U2, U
∗
2Y2U2) we have∣∣∣τ( Z˜z,n√
n
Y1
Z˜z
′,n
√
n
Y2
)∣∣∣ =1
n
∣∣∣E[U1Z˜z,nU∗1 U2Y˜1U∗2 U1Z˜z′,nU∗1 U2Y˜2U∗2 ]∣∣∣
(a)
≤ C
n
sup
z∈Zk
‖Zz,m‖22.
where C is a constant that does not dependent on n and where (a) is obtained by
exploiting the asymptotic liberating property of unitary matrices [2]. Therefore we
obtain that
ℵ∗,jn [b|Zk] ≤
C
n
+ sup
z∈Zk
supi,j≤n ‖Zz,mi,j ‖2L2+ǫ
‖Zz,n/√n‖22
α
ǫ
2+ǫ
n (b).
Similarly we can prove that:
ℵ∗,sn [b|Zk] ≤ sup
z∈Zk
supi,j≤m ‖Zz,ni,j ‖2L2+ǫ
‖Zz,n/√n‖22
α
ǫ
2+ǫ
n (b).
We now bound ℵmn [·|Zk]. Let i, j ∈ Z and z ∈ Zk such that
min(|i|, |j|) ≥ b, min
k∈{1,2}
min(|i− zk|, |j − zk|) ≥ b.
As (Y i,n) is ergodic we have Ainv
Zk
= C1A. Moreover using lemma 4 we have
1
n
∣∣∣τ(Z(i,0),nZz,n)− τ(Z(j,0),nZz,n))∣∣∣
≤ 1
n2
∑
i,j≤n
∣∣∣E(Z(i,0),ni,j Zz,nj,i )− E(Z(j,0),ni,j Zz,nj,i ))∣∣∣
≤ sup
z∈Zk
sup
i,j≤n
‖Zz,ni,j ‖2L2+ǫα
ǫ
2+ǫ
n (b).
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This implies that
ℵmn [b|Zk] ≤ sup
z∈Zk
1
‖Zz,n/√n‖22
sup
i,j
‖Zz,ni,j ‖2L2+ǫα
ǫ
2+ǫ
n (b).
A.12 Proof of proposition 11
Proof. Let (z, z′, Z˜) ∈ Ci
Zk
[1] and let Y 1,n, Y 2,n ∈ FZk0 (Z˜). Using the independence of
the underlying process (Xk,n) we obtain that if mini,j d(zi, z
′
j) ≥ 1 then
τ
(
Zz,nY 1,nZz
′,nY 2,n
)
= 0.
Therefore we obtain that ℵ∗sm [1|Zk] = 0 we only need to bound
∣∣∣τ(Zz,nY 1,nZz′,nY 2,n)∣∣∣
for vectors z, z′ ∈ Zk such that d¯k({z, z′}, Z˜) ≥ 1. In this goal we introduce a few
notations, for any integers we designate (k1, . . . , km) by k1:m. Moreover given a sequence
of integers i1, . . . id1 ≤ n and an element z ∈ JnKk, we write
Xz,i1:d1 :=
1
n
d1
2
Xzi1 ,n × · · · ×Xzid1 ,n .
Exploiting the fact that Φ is a polynomial of degree d, we observe that it is enough to
study
∣∣∣τ([Xz,i1:d1−τ(Xz,i1:d1 )]Y 1,n[Xz′,j1:d2−τ(Xz,i1:d1 )]Y 2,n)∣∣∣ for all indexes i1, . . . , id1
and j1, . . . , jd2 and all integers d1, d2 ≤ d. We write d′ := d1 + d2. We suppose without
loss of generality that E(X
z,i1:d1
i,j ) = E(X
z′,j1:d2
i,j ) = 0 for all i, j ≤ n. By classical algebra
operations we observe that:∣∣∣τ(Xz,i1:d1Y 1,nXz′,j1:d2Y 2,n)∣∣∣
=
∣∣∣ 1
n
∑
l1:4≤n
E
(
X
z,i1:d1
l1,l2
Y 1,nl2,l3X
z′,j1:d2
l3,l4
Y 2,nl4,l1
)∣∣∣
(a)
=
∣∣∣ 1
n
∑
l1:4≤n
E
(
X
z,i1:d1
l1,l2
X
z′,j1:d2
l3,l4
)
E
(
Y 1,nl2,l3Y
2,n
l4,l1
)∣∣∣
where to get (a) we used the fact that d¯k({z, z′}, Z˜) ≥ 1, which implies the independence
between
(
Y 1,n, Y 2,n
)
and
(
Xz,i1:d1 ,Xz
′,j1:d2
)
.
Moreover for all l1, l2, l3, l4 ≤ n we denote
snl1:4 := {k1, . . . , kd′+3 ∈ JnK
∣∣∣k1 = l1, kd1+1 = l2, kd1+2 = l3, kd′+3 = l4};
sn,≤l1:4 := {k1, . . . , kd′+3 ∈ snl1:4
∣∣∣k1 ≤ · · · ≤ kd1+1, kd1+2 ≤ · · · ≤ kd′+3}.
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Using basic algebra manipulations we remark that∣∣∣E(Xz,i1:d1l1,l2 Xz′,j1:d2l3,l4
)∣∣∣
=
∣∣∣22d′
n
d′
2
∑
k1:d′+3∈sn,≤l1:4
cov
(
X
zi1 ,n
k1,k2
× · · · ×Xzid1 ,nkd1 ,kd1+1 , X
z′j1
,n
kd1+2,kd1+3
× . . .X
z′jd2
,n
kd′+1,kd′+2
)∣∣∣.
To simplify this, we exploit the fact that the diagonals of the matrices (Xi,n) are assumed
to be independent. We denote Dr := {(i, j)||i − j| = r} the r-th diagonal. We observe
that (Dr) forms a partition of N2. For all k1, . . . , kd′+3 ∈ sn,≤l1:4 we write
S1r := {i ∈ N
∣∣i ≤ d1 s.t|ki − ki+1| = r}, S2r := {i∣∣i > d1 s.t |ki − ki+1| = r};
and finally denote Il := {r
∣∣|S lr| > 0} for l = 1, 2. As the diagonals of the matrices (Xi,n)
are assumed to be independent we obtain that if I1 = I2 then we have:∣∣∣cov(Xzi1 ,nk1,k2 × · · · ×Xzid1 ,nkd1 ,kd1+1 , Xz
′
j1
,n
kd1+2,kd1+3
× · · · ×X
z′jd2
,n
kd′+1,kd′+2
)∣∣∣
=
∏
r∈I1
∣∣∣cov( ∏
i∈S1r
Xzi,nki,ki+1 ,
∏
i∈S2r
X
z′i,n
ki,ki+1
)∣∣∣
≤ sup
i,j∈N
‖X1,ni,j ‖d1+d2∞
∑
r∈I1
max
r
αrn
[
min
(i,j)∈S1r×S2r
d(ki, kj)
]
Using again that the diagonals of (Xi,n) are independent we obtain that if there is
r ∈ N such that S1r = ∅ but S2r 6= ∅ we have
cov
(
X
zi1 ,n
l1,l2
. . .X
zid1
,n
ld1 ,ld1+1
, X
z′j1
,n
ld1+2,ld1+3
. . .X
z′jd2
,n
ld′+1,ld′+2
)
= 0.
We note that for all b ∈ N we have:∣∣∣{k1:d′+3 ∈ sn,≤1:4 ∣∣I1 = I2, min
(i,j)∈S1r×S2r
d(ki, kj) = b
}∣∣∣ ≤ d!nmin(d1,d2)−2.
Therefore we obtain that∣∣∣ 1
n
∑
l1:4≤n
E
(
X
z,i1:d1
l1,l2
X
z′,j1:d2
l3,l4
)
E
(
Y 1,nl2,l3Y
2,n
l4,l1
)∣∣∣
≤ [2]
dd!
n2
sup
i,j∈N
‖X1,ni,j ‖2d∞maxr
∑
b
αrn[b]
∑
l1:4≤n
∣∣∣E(Y 1,nl2,l3Y 2,nl4,l1
)∣∣∣
(a)
≤ [2]2dd! sup
i,j∈N
‖X1,ni,j ‖2d∞
maxr
∑
b α
r
n[b]
n
where to get (a) we exploited the fact that ‖Y 1,n‖∞, ‖Y 2,n‖∞ ≤ 1. Therefore there is C
that depends only on d ∈ N such that
ℵjn[b|Zk] ≤ C sup
i,j∈N
‖X1,ni,j ‖2d∞
maxr
∑
b α
r
n[b]
n
.
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