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Abstract
Traditional collaborative representation based classification (CRC) method usu-
ally faces the challenge of data uncertainty hence results in poor performance,
especially in the presence of appearance variations in pose, expression and illu-
mination. To overcome this issue, this paper presents a CRC-based face clas-
sification method by jointly using block weighted LBP and analysis dictionary
learning. To this end, we first design a block weighted LBP histogram algo-
rithm to form a set of local histogram-based feature vectors instead of using
raw images. By this means we are able to effectively decrease data redundancy
and uncertainty derived from image noises and appearance variations. Second,
we adopt an analysis dictionary learning model as the projection transform to
construct an analysis subspace, in which a new sample is characterized with the
improved sparsity of its reconstruction coefficient vector. The crucial role of the
analysis dictionary learning method in CRC is revealed by its capacity of the
collaborative representation in an analytic coefficient space. Extensive experi-
mental results conducted on a set of well-known face databases demonstrate the
merits of the proposed method.
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1. Introduction
In recent years, sparse representation has achieved great success in many
pattern analysis and signal processing applications, including image classifica-
tion [1, 2, 3, 4]. The most well-known method in the category might be the
sparse representation based classification (SRC) method proposed by Wright5
et. al. [1], which reports promising results in face recognition. The aim of SRC
is to represent a new sample using a dictionary consisting of a number of train-
ing samples with class labels. The role of SRC is to apply `1 regularization to
the optimization step in solving the coefficient vector of a new sample [5, 6, 7, 8].
Inspired by SRC, Zhang et. al. [9, 10] proposed a more general model, namely10
collaborative representation based classification (CRC), in which the represen-
tation coefficient is obtained with the `2 regularization.
The key idea of SRC and CRC is to code/represent a new sample with a
dictionary using a representation coefficient vector with sparsity constraint [11,
12, 13, 14, 15]. Here the term ‘sparsity’ means that most of the elements of15
a coefficient vector are zero or equal to zero. In fact, the solution of a repre-
sentation coefficient vector regularized by `2-norm can exploit an approach of
‘limited sparse’ representation. In addition, a solution regularized by `2-norm
is able to achieve valuable information with much less computational cost than
that with `1 regularization such as in SRC. This is the main reason why we20
favour CRC over SRC.
Although CRC is able to effectively obtain the collaborative capacity in rep-
resenting a test sample using a dictionary with a number of training samples, it
has difficulties in handling the appearance variations of the samples within the
same class. To address this issue, Rodriguez and Sapiro [16] proposed to use a25
discriminative dictionary under the sparse representation framework for image
classification. Thiagarajan et. al. [17] used the multi-kernel sparse representa-
tion method for supervised and unsupervised learning. Mical Aharon et. al. [18]
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advocated a synthetic dictionary learning method to form over-complete dictio-
naries for sparse representation. Zhang et. al. [19] proposed a discriminative30
K-SVD method for face recognition.
In contrast to conventional sparse representation based classification meth-
ods in which a dictionary is a set of pre-defined samples, the learning of a dictio-
nary is able to adapt its contents to a given set of signal examples can provide
better performance for image classification [19, 20, 21]. In general, dictionary35
learning approaches can be categorized into two types, synthesis and analysis
dictionary learning, according to the way of coding an input signal during the
learning stage [22, 3, 23]. However, to use a synthesis sparse coding method,
we usually need a number of complicated calculations and may have unintuitive
explanations. Recently, analysis dictionary learning has attracted many studies40
in sparse signal reconstruction. Rubinstein et. al. [24] designed an analysis K-
SVD framework, in which a dictionary is used to map training samples to coding
coefficients. After that, Ravishankar [25] found that the well-conditioned square
transformation is advantaged over the conventional transformations (e.g. DTC)
for image representation and denoising. Shekhar [26] made improvements by45
adding a full-rank constraint to the analysis dictionary.
Meanwhile, local feature based dictionary learning methods have been also
developed to enhance the performance of collaborative representation based
pattern classification. Previous studies have shown that local features have
been widely used in many pattern analysis and computer vision applications [27,50
28, 29, 30, 31, 32, 33, 34]. For example, in [35], the use of local image features
provides superior performance in image classification. Although CRC is capable
of exploiting intrinsic characteristics from the data with some variations such
as illumination, expression and disguise, it has difficulties in handling the case
that some specific attributes (e.g.local texture) of samples are difficult to be55
achieved using a uniform feature space. With this issue, the patterns of a
uniform feature space often fail to provide valuable discriminant information for
collaborative representative based classification. This motivates the search for
a better method to capture full collaborative representation based classification
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capacity.60
To address the above issues, in this paper, we develop a method to extend
the existing CRC method by jointly using an analysis dictionary leaning model
and block weighted LBP histogram description, for the goal of improving the
performance of CRC. The contributions our work include:
• We design a block weighted LBP to extract local facial textural features,65
and use them to build histogram-based vectors. By using the vectors that
reflect the texture distribution, we can reduce data redundancy and noise
interference effectively.
• We optimize the solution of signal coding by jointly using analysis dictio-
nary learning and LBP histogram-based feature vectors to fit sample data.70
By means of this newly updated model, the intrinsic information contained
by an analysis dictionary and local descriptive space is excavated.
• We propose a novel CRC-based method to perform robust face classifica-
tion. We achieve the higher performance in terms of classification accuracy
than those achieved by other sparse representation based classification75
methods.
The remainder of the paper is organized as follows: In Section 2, we briefly
overview the related work including LBP, CRC and analysis dictionary learning,
which are the prerequisites to our proposed method presented in Section 3.
Section 4 provides a theoretical analysis to the proposed method and Section80
5 reports the results of comprehensive experiments conducted on several well-
known face datasets, including ORL, AR, FERET, GT, PIE, FRGC and LFW.
Lastly, concluding comments are presented in Section 6.
2. Outline of Related Work
2.1. Local Binary Patterns85
Local binary patterns (LBP) is considered as one of the most effective local
descriptors, which has been widely used for robust image feature extraction
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Figure 1: The basic idea of local binary patterns (LBP).
with appearance variations. The basic idea of LBP is illustrated in Fig. 1, we
can see that a face image can be divided into several regions from which the
local information distributions are extracted and concatenated into an enhanced90
feature vector to be used as an image descriptor. As shown in Fig. 1, a binary
code 11001001 that reflects the local texture can be obtained.
2.2. CRC
Given a dictionary with K ×M training samples {x1,1, ...,xK,M}, in which
K is denoted as the number of subjects and M stands for the number of training95
samples of each subject, a query sample t ∈ RP can be approximated by the
linear combination of all the training samples:
t ≈
M∑
m=1
K∑
k=1
αk,mxk,m, (1)
where αk,m is the element of the coefficient vector corresponding to the mth
training sample in the kth subject xk,m ∈ RP and P is the dimensionality of a
sample. The element αk,m indicates the response of the corresponding training
sample to represent the test sample t. Eq. (1) can be compactly rewritten as
min ‖ α ‖2 s.t. t = Xα, (2)
where X = [x1,1, ...,xK,M ] ∈ RP×KM is the dictionary matrix containing all
the training samples, α = [α1,1, ..., αKM ]
T is the coefficient vector estimated by
solving the `2-norm minimization problem.100
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The reconstructed signal by the samples of the kth subject is:
ck =
M∑
m=1
αk,mxk,m, (3)
where ck is the signal of the test sample reconstructed by the training samples
of the kth class. The reconstruction error for the test sample using the kth class
is obtained by
Ek(t) =‖ t− ck ‖22, (4)
and the label of t can be estimated by minimizing Ek(t) with respect to k.
2.3. Analysis Dictionary Learning
Given an input image set Y, the traditional synthesis dictionary learning
aims to learn a dictionary to synthesize an input signal by a linear combination
of a few dictionary atoms. In contrast, analysis dictionary learning is to obtain
an analysis dictionary Ω, which can offer a more intuitive illustration like feature
transformation (e.g. DWT) for the role of dictionaries. Then the input image
signal can be projected to an effective analysis subspace. The key property
of analysis dictionary model is that the projective representation Ωy can be
sparse. The model of analysis dictionary is formulated by:
min
Ω,W
‖W −ΩY ‖ (5)
s.t. Ω ∈ Γ ‖ wi ‖0≤ T(i = 1, . . . ,KM), (6)
where Y is the matrix containing all the input images, W denotes the coefficient
matrix that is initialized as a label matrix of the training samples, and T is the
parameter used for constricted sparsity. To ensure that the solution is solvable105
and well-regularized, the set Γ is constrained to be unity row-wise norm or
relatively small Frobenius norm [26].
3. The proposed method
In this section, we develop a method to extend an existing CRC by jointly
using an analysis dictionary leaning model and block weighted LBP histogram110
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Figure 2: The schematic of the proposed framework.
description, for the goal of improving the performance of CRC. Fig. 2 shows the
schematic of the proposed framework.
3.1. Feature Extraction Using Block Weighted LBP
The block weighted LBP algorithm is an idea for generating a set of LBP
histogram-based feature vectors. To be more specific, the strategy is proposed115
with the purpose of catching the principal identified feature of image samples.
It is known that the type of LBP mode is directly related to the number of
sampling, for example, there are 256 (i.e.,28) kinds of types with 8 sampling
points. In fact, it is difficult to form the histogram-based vectors in the case
of image partitioning. We thereby adopt the unified mode of LBP [35] that120
combines the LBP code owning more than twice change of 0 and 1 in binary
encoding into a whole class. By this means, we can reduce both the model
species to a predefined value and the dimensionality of data participating in the
calculation. Under this mode of LBP, we divide each image into a set of blocks
according to the prior knowledge and calculate the LBP codes.125
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We then count the frequency of each LBP code type and constitute a histogram-
based vector with respect to each block. Note that, we can offer different
weighted values to the different blocks, for balancing the propensity of each
block. The designed strategy is described as follows: we first respectively cal-
culate the variance value for each block and the integral image. The variance
formula is presented as:
s2 =
n∑
i
(xi − J)/n, (7)
where J stands for the pixel mean value of image, n is the total number of pixels.
By means of Eq. (7), the variance value of each block and integral image can
be obtained, respectively. We then calculate the variance ratio r of each local
block to integral image. After that, we design a weighted evaluation criteria to
achieve each block’s weight using Eq. (8):
w(r) =
1
1 + er
. (8)
With this, the local variance distribution of grey-scale image can be viewed
as a type of valuable information to reflect the image’s structure. Hence the
influencing factor such as image noise can be embodied to the propensity of
each block by different comparison values. For example, a smaller ratio value
of this evaluation would reflect the low degree of distortion of a partial image130
area, which is used to strengthen the specific morphological features and weaken
some block areas with low identification propensity. Fig. 3 shows the schematic
diagram of the block weighted LBP.
3.2. CRC Based on Analysis Dictionary Learning
In order to reconstruct the test sample accurately, we adopt analysis dictio-
nary learning to the traditional CRC method, forming our newly updated CRC
algorithm, described as follows:
min
Ω,W
‖W −ΩY ‖2F
s.t. ‖W0 ‖≤ T,
(9)
8
Weighted 
block 
LBP 
coding 
Original image Block image Histogram-based feature vector 
Figure 3: The schematic diagram of block weighted LBP.
where Y is the input data matrix, W stands for the sparse coding coefficient135
matrix of Y, and T is the parameter used for the constricted sparsity.
As previously discussed, the transformation matrix Ω named as analysis dic-
tionary will be obtained by solving the optimization model. In general, there
are two types of methods to solve this optimization problem, that is, alternat-
ing direction method [36] and half-quadratic-based iterative minimization [37]140
method. Inspired by [36], we effectively achieve the analysis dictionary using the
alternating direction method. In the procedure, if the residual ‖W−ΩY ‖2F is
less than a pre-defined threshold value, the alternative iteration of the algorithm
will be terminated. In fact, we can set different value as a terminated criterion
for different datasets. To be more specific, we first initialize the sparse coding145
coefficient W with label matrix, we then alternatively update the transforma-
tion matrix Ω and coefficient matrix W. The items in Eq. (9) are formulated
by Frobenius norm, which can be conveniently solved, as follows:
Ω∗ = argmin
Ω
‖W −ΩY ‖2F +η ‖ Ω ‖2F , (10)
where η is denoted as a scalar parameter controlling the weight of penalty term
‖ Ω ‖2F that is used as a constraint for stable solutions of the optimization model.
In our experiment, as a small positive scalar, the value of η is empirically set
to 0.1. We then normalize each row of Ω to be a unit norm for avoiding trivial
solutions. By setting the first order derivative of objective function in Eq. (10)
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to zero, the closed-form solution of Eq. (10) can be obtained by:
Ω∗ = WYT (YYT + λI)−1 (11)
where each row of Ω is normalized to be unit norm. We then fix Ω and update
W as below:
W∗ = argmin
W
‖W −ΩY ‖2F . (12)
We can use a threshold function as defined in Eq. (13) to obtain the optimal
result. By holding the k largest numbers that are immutable in each column
vector of ΩY and by setting the remaining ones to be 0, the code coefficient
matrix is obtained:
W∗ = th(ΩY, k). (13)
Thereby, the transformation matrix Ω can be solved by using aforementioned
alternative iteration algorithm. We then use the obtained Ω to project the origi-
nal data Y to obtain coefficient matrix X′ used for collaborative representation.
Finally, we redefine the CRC model as below:
β = argmin
β
‖ t′ −X′β ‖22 +λ ‖ β ‖22 . (14)
After performing the analysis dictionary learning model, we can obtain an anal-
ysis dictionary Ω. It should be noted that the training samples in original CRC
are replaced with the projected coefficient matrix of analysis dictionary in the
proposed method, by using projected operator ΩY. For the above mentioned
formula, X′ is denoted as the projected data of training samples, t′ stands for
the projected test sample. Here β is denoted as the code coefficient of CRC.
The closed-form solution of β in Eq. (14) is:
β = (X′TX′ + µI)−1X′T t′ (15)
Once the coefficient vector β is obtained, we can measure the propensity of
the kth class to represent the test sample as below:150
c′k =
M∑
m=1
βk,mx
′
k,m, (16)
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where c′k is the reconstruction of the test sample using the training samples
merely from the kth class. The test sample reconstruction error for the kth
class is obtained by:
E(t′)k =‖ t′ − c′k ‖2, (17)
and the label of the test sample t is determined using:
Label(t′) = argmin
k
{E(t′)k}. (18)
As stated above, the key to the classification problem is to obtain the coef-
ficient vector reconstructing the test sample.
3.3. The Pipeline of Our Algorithm
The pipeline of the proposed algorithm is described as follows:
————————————————————————–155
1. Input : An dictionary consisting of a set of projected training samples
X′ = [x′1,1, ...,x′K,M ] ∈ RP×KM and a projected test sample t′.
2. Preprocessing : Use the block weighted LBP algorithm to achieve the
robust histogram-based feature vectors, as presented in Section 3.1.
3. Perform analysis dictionary learning method using alternative iteration160
algorithm to construct an analysis dictionary Ω, as described in equation (11).
4. Estimate the code coefficient by ΩY to obtain the projected data.
5. For i = 1 to N (the number of test samples) do
6. Code test sample t′ over X′ by minimizing ‖ β ‖2F , as described in
equation (14).165
7. Compute the reconstructed error between each class and the test sample
using equation (17).
8. End for
9. Return : The label of the test sample using equation (18).
————————————————————————–170
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4. Analysis of the Proposed Method
In this section, the characteristics, rationale and advantages of the proposed
method are discussed. The key innovation of the proposed method is to per-
form CRC-based face classification by generating a set of block weighted LBP
histogram feature vectors for analysis dictionary learning. In contrast, tradi-175
tional representation-based image classification methods usually use raw images
as a dictionary to reconstruct test samples, which results in large reconstruction
error and time-consuming optimization steps. This motivates us to explore an
effective lower-dimensional representation model that can preserve pivotal fea-
tures. We thereby develop an analytic measure of texture statistical information180
to describe the image local features using block weighted LBP histogram fea-
ture vectors. In addition, the next goal of our method is to learn an optimal
analysis-dictionary from a set of pre-processed local feature vectors to represent
a test sample instead of using the raw data, which evidently outperforms the
standard CRC algorithm.185
1) Block Weighted LBP Histogram-based Feature Extraction
The idea of our block weighted LBP algorithm is to extract effective lo-
cal texture distributional information from image samples, forming a set of
histogram-based vectors for classification. There are two reasons for doing that.
First, according to the pixel distribution properties of training images, the local190
texture distribution of the images with the same class label should be similar.
The design of our block weighted LBP algorithm is with the purpose of rein-
forcing the ‘similarity’ among the samples within a class. By design, the local
texture histogram features of congeneric samples are similar to each other, and
that of inhomogeneous samples are more discriminative. Second, the extracted195
feature vectors are located in a low dimensional space which is able to deal with
the problem of dimensional curse in original image space. Consequently, we
can reduce the expenditure dramatically, especially for high dimensional image
data.
To intuitively demonstrate how the proposed block weighted LBP works,200
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Fig. 4a, Fig. 4b and Fig. 5 show the histogram differences among several face
images from the FERET face dataset. To be more specific, we choose three
training samples A, B and C to compare their LBP feature images and the
corresponding histograms. Note that sample A and sample B are selected from
the same class, while sample C is chosen from another class. To demonstrate the205
merit of the proposed method, sample A represents a frontal face image, whereas
sample B has significant pose variations. This is a typical issue for robust
face classification. As shown in Fig. 4a, Fig. 4b and Fig. 5, they respectively
reflect the pixel distribution properties based on the original LBP coding. To
get a better observation, Fig. 6a shows the blend curves of the three LBP-210
based feature images. As seen from Fig. 6a, the three obtained curves from
their original LBP feature images are close to each other, which easily leads to
misclassification.
To address this issue, in this paper, we construct a set of block weighted LBP
histogram-based vectors for classification. Fig. 6b show the segmented curves215
of the three specified samples performed by the block weighted LBP algorithm.
Evidently, as compared with sample C, sample A and B have a higher similarity
in distribution, which is beneficial for the classification task.
2) CRC based on Analysis Dictionary Learning
In this method, we incorporate an analysis dictionary learning model into220
CRC, by jointly using the block weighted LBP histogram-based features, for
robust face classification. In particular, CRC represents a test sample using a
nontraditional dictionary that consists of all the training samples across different
classes. In fact, with the unprocessed dictionary participating in the calculation
of sparse coefficients, some problems including noise interference and data re-225
dundancy might arise hence the traditional method cannot achieve satisfactory
performance in some challenging practical applications, such as security CCTV.
Different from the conventional dictionary learning approach, an analysis dic-
tionary learning model treated as a dual viewpoint of the synthetic model maps
the training samples to coding coefficients for the CRC framework. Thereby,230
the performance of collaborative representation in the analytic coefficient space
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(a) Sample A and its histogram based on LBP
feature image.
(b) Sample B and its histogram based on LBP
feature image.
Figure 4: Sample A, B and their histograms based on LBP feature image.
Figure 5: Sample C and its histogram based on LBP feature image.
is better as compared with that in the unpredictable image intensity space. The
method can achieve more effective and stable performance especially in the case
of using a small number of training samples with pose, expression and illumina-
tion changes. To verify the advantage of the use of analysis dictionary learning235
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(a) The blend curves of the three LBP-based fea-
ture images.
(b) The segmented curves of the three samples
obtained by our block weighted LBP algorithm.
Figure 6: The characteristic curves of the samples obtained by different methods.
in CRC, we conduct two experiments on the PIE and LFW datasets, illustrated
in Fig. 7a and Fig. 7b. From the experimental results, we can see that the
CRC using analysis dictionary stably achieves better performance in accuracy,
regardless of the number of training samples used to form a dictionary. The
proposed method beats the traditional CRC performed in the original image240
space.
3) A Specific Instance
In this section, we present an empirical explanation of the proposed method,
evaluated on a subset of the ORL dataset with the first 4 classes. We use the
first 4 face images per subject as training samples and the remaining 6 images245
as test samples. Thus, a training set of 16 images and a test set with 24 images
are created. The example faces of this specific instance are shown in Fig. 8.
It should be noted that the test samples are selected from the 3rd class of the
subset. Fig. 9a and Fig. 9b indicate the reconstruction error of a test sample
using the training samples of the specific class in the subset.250
To show that our proposed method can optimize the residual measure for
CRC, we use the bar diagram to represent the propensity of each class in terms
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(a) The classification results with different train-
ing samples on PIE.
(b) The classification results with different train-
ing samples LFW.
Figure 7: The classification results with different training samples on PIE and LFW.
of reconstruction error. Fig. 9a shows an example of a classification ordered
by the residual degree between the test sample and each original training class.
We can see that the test sample possessing the minimum reconstruction error is255
assigned to the label of the second class highlighted in red colour, which leads
to misclassification.
Compared with the conventional method as shown in Fig. 9a, Fig. 9b shows
the reconstruction error of the test sample using our proposed method. As
shown in Fig. 9b, the residual degree of the test sample by the third class260
is reduced when injecting analysis dictionary learning model into CRC, which
provides correct classification result.
Furthermore, to demonstrate how the proposed method works, Fig. 10 shows
the respective recognition rate corresponding to the different learning stages
of our method, evaluated on a subset of the AR face dataset, including 120265
classes with 14 different images for each. In this experiment, the first 7 face
images per subject are used as the training samples to create the dictionary,
and the remaining 7 images are used as test samples. As shown in Fig. 10, the
respective classification accuracy is measured by using each learning stage of
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Figure 8: Some images from ORL.
(a) Reconstruction error of the test sample using
conventional method.
(b) Reconstruction error of the test sample using
the proposed method.
Figure 9: Reconstruction error of the test sample using different methods.
our method, including traditional CRC, LBP-based-CRC, block-weighted-LBP-270
based-CRC, and CRC jointly using block-weighted-LBP and analysis dictionary
learning. From the experimental results, we can conclude that the joint use of
analysis dictionary learning and block weighted LBP can significantly improve
the accuracy of face classification. Moreover, the proposed method results in a
dictionary learned from a dynamical optimization process, which increases the275
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Figure 10: The recognition rate achieved by different learning stages.
capacity of the representation to reconstruct input signals faithfully.
5. Experimental Results
In this section, we evaluate the proposed method on a number of well-known
face databases, including ORL [38], AR [39], FERET [40], GT [41], PIE [42],
LFW [43] and FRGC [44]. The face images of these datasets were captured with280
appearance variations in illumination, occlusion, pose and expression.
The ORL database [38] has a 400 face images captured between April 1992
and April 1994 at the Olivetti Research Laboratory in Cambridge. It consists
of 40 subjects and each has 10 face images. The images were taken at different
time instances, with illumination and expression variations. All the images285
were captured in the upright, frontal position, with tolerance for some side
movements. Some example images of ORL are shown in Fig. 11.
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Figure 11: Example facial images of ORL.
Figure 12: Example facial images of AR.
Figure 13: Example facial images of FERET.
For the AR face database [39], we use 3120 grey images of 120 subjects.
Each subject has 26 facial images. These images were captured in two sessions.
We down-sample each image of the AR dataset to 40 × 50. Some normalized290
face images of the AR dataset are shown in Fig. 12.
The FERET database [40] is a result of the FERET program sponsored by
the U.S. Department of Defense through the DARPA program. It is a widely
used benchmark for state-of-the-art face recognition algorithms. The proposed
method was evaluated on a subset of the FERET dataset. The subset has 1400295
images of 200 classes and each class has 7 different images. Some example
images from the FERET database are shown in Fig. 13.
The Georgia Tech (GT) database [41] was collected at the Georgia Institute
of Technology. The GT database contains the facial images of 50 subjects
captured in two or three sessions. Each subject of GT has 15 640× 480 colour300
facial images with cluttered background. The images show frontal and/or tilted
faces with different expressions, illuminations and scale variations. Each image
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Figure 14: Example facial images of GT.
Figure 15: Example facial images of PIE.
of GT was manually labelled to obtain the position of the face in the image.
We use the cropped face images without backgrounds. Since these images have
different resolutions, we first resize all the images to 40 × 30. Some example305
images of the GT dataset are shown in Fig. 14.
The CMU-PIE face dataset [42] contains 41,368 facial images of 68 subjects
with 13 pose, 43 illumination and 4 expression variation types. This database
has also become a standard benchmark for the evaluation of the state-of-the-art
face recognition algorithms. In this paper, the proposed method is evaluated on310
a subset of the CMU-PIE database. The selected subset has 6800 facial images
of 68 individuals with 100 different images per person. The images of each
subject has 10 pose variations and 10 illumination variations. We resize each
face image to 100×100 as a pre-processing step. Some images of the CMU-PIE
database are shown in Fig. 15.315
The LFW face database [43] is one of the most challenging benchmarking
dataset for face recognition. LFW consists of 13,233 in-the-wild facial images
of 5748 subjects with a wide spectrum appearance variations in pose, illumina-
tion, expression, makeup and occlusion. The proposed algorithm is evaluated
on a subset of the LFW database. The subset has 1580 facial images of 158320
individuals and each subject has 10 different images. We resize each image in
the subset to 64× 64 for pre-processing. Some images of the LFW database are
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Figure 16: Example facial images of LFW.
Figure 17: Example facial images of FRGC.
shown in Fig. 16.
The face recognition grand challenge (FRGC) version 2 database [44] consists
of both constrained and unconstrained facial images. The constrained images325
have good image quality and resolution, whereas the unconstrained images with
poor quality were captured taken under sophisticated backgrounds. In this
paper, we select 100 subjects 30 different images per person from FRGC as a
subset for evaluation. We resize each face image in the subset to 80× 80 as the
pre-processing step. Some images of the FRGC database are shown in Fig. 17.330
5.1. Results on ORL
For the ORL database, we selected the first θ (θ = 2, 3, 4) samples of
each subject for training and the last 3 images were used for test. Thus, a
training set of 40 × θ images and a test set of 40×3 images were created. We
compare the performance in terms of recognition rate with a number of state-335
of-the-art representation-based face classification methods such as sparse rep-
resentation based classification (SRC) [45], collaborative representation based
classification (CRC) [9], linear regression based classification (LRC) [46], ex-
tended SRC (ESRC) [47], TPTSR [5], SLC-ADL [48], and some other typical
subspace-based classification approaches such as Complete LDA (CLDA) [49]340
and Locality Preserving Projection (LPP) [50].
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Table 1: Face recognition rates (%) of different methods on ORL
Method
Number of training samples
2 3 4
SRC [45] 76.25 80.00 80.00
CRC [9] 76.25 83.75 90.00
LRC [46] 73.75 81.25 83.75
ESRC [47] 77.25 79.83 80.23
TPTSR [5] 83.12 88.57 93.75
SLC-ADL [48] 71.87 77.14 83.33
CLDA [49] 79.47 83.39 86.75
LPP [50] 80.93 87.78 91.33
Our method 85.00 88.75 93.75
Table 1 reports the recognition rate of each method using different numbers
of training samples. According to the table, the proposed method achieves much
better results than all the other methods in terms of recognition rate.
5.2. Results on AR345
The AR face database has 120 classes and each class consists of 14 images.
We select the first θ (θ = 3, 5, 7) images of each class as the training samples
and the last 7 images as the test samples. A comparison with various methods,
including CRC [9], LRC [46], ESRC [47], TPTSR [5], SRC [45], Two-Step
LSRC [51] and SLC-ADL [48], is presented in Table 2 in terms of recognition350
rate.
According to the experimental results reported in Table 2, the proposed
method achieves 64.40%, 72.26% and 77.38% recognition rates for all the set-
tings, which beats all the other representation-based methods regardless of the
number of training samples.355
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Table 2: Face recognition rates (%) of different methods on AR
Method
Number of training samples
3 5 7
CRC [9] 50.00 51.17 54.48
LRC [46] 54.60 50.87 64.71
ESRC [47] 60.43 65.84 68.00
TPTSR [5] 50.69 62.89 67.76
SRC [45] 49.68 69.70 73.86
Two-Step LRC [51] 54.60 53.43 58.79
SLC-ADL [48] 59.86 63.27 66.59
Our method 64.40 72.26 77.38
5.3. Results on FERET
The FERET subset contains 200 classes and each class has 7 images. We
repeated our experiments 20 times. In each round, θ (θ = 3, 4, 5) samples per
subject were randomly selected for training, and the remaining samples were
used to form the test set. In such a case, a training set of 200 × θ images and360
a test set with 200(7− θ) images were created. The average recognition rate is
used as the evaluation metric.
A comparison with a number of face recognition methods, including CRC [9],
LRC [46], ESRC [47], RRC [52], RCR [10], TPTSR [5], SLC-ADL [48], Homo-
topy [53], and FISTA [54], evaluated on the FERET dataset is reported in365
Table 3. According to the results presented in the table, the proposed method
consistently achieves the best performance in accuracy as compared with all the
other methods, regardless of the number of training samples.
5.4. Results on GT
For the GT database, we repeat our experiments 20 times and report the370
average recognition rate as the evaluation metric. In each round, θ(θ = 3, 4, 5)
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Table 3: Face recognition rates (%) of different methods on FERET
Method
Number of training samples
3 4 5
CRC [9] 51.75 64.40 66.50
LRC [46] 54.46 68.74 70.33
ESRC [47] 54.13 71.33 76.50
RRC [52] 42.93 53.74 70.21
RCR [10] 45.12 51.02 59.82
TPTSR [5] 56.68 68.34 72.07
SLC-ADL [48] 49.75 68.33 73.75
Homotopy [53] 54.14 72.67 77.45
FISTA [54] 38.90 50.54 58.95
Our method 74.00 77.00 78.50
images of each subject were randomly selected for training, and the remaining
images were used to create the test set.
A comparison in terms of recognition rate of the proposed method with a
number of face recognition methods, including CRC [9], LRC [46], ESRC [47],375
RRC [52], RCR [10], TPTSR [5], and SLC-ADL [48] is presented in Table 4.
From the experimental results of Table 4, we can see that our method achieves
the higher recognition rate than those of all the other typical sparse (or collab-
orative) representation-based classification methods.
5.5. Results on PIE380
For the PIE database, the first θ(θ = 1, 5, 10) samples per subject were
used for training, and the last 10 samples were selected as test samples. Table 5
shows the recognition rates of different sparse (or collaborative) representation-
based methods, including CRC [9], LRC [46], ESRC [47], SRC [45], RCR [10],
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Table 4: Face recognition rates (%) of different methods on GT
Method
Number of training samples
3 4 5
CRC [9] 46.62 48.51 51.75
LRC [46] 53.53 57.20 60.22
ESRC [47] 47.67 51.64 53.85
RRC [52] 44.13 43.44 45.70
RCR [10] 36.25 37.89 41.20
TPTSR [5] 58.50 65.82 75.82
SLC-ADL [48] 41.53 49.00 52.83
Our method 64.88 69.04 76.32
TPTSR [5], SLC-ADL [48], Two-Step LSRC [51] and our method.385
According to this table, the proposed method again performs much better
than the other methods in terms of face classification accuracy across all different
sizes of training samples.
5.6. Results on FRGC
For the FRGC database, we used the first θ (θ=1, 5, 10) samples for training390
and the last 10 samples for test. The face classification results of SRC [45],
CRC [9], LRC [46], ESRC [47], TPTSR [5], SLC-ADL [48], Two-Step LSRC [51]
and our method are reported in Table 6. As shown in Table 6, the proposed
method achieves better results than the other methods on the FRGC dataset.
5.7. Results on LFW395
For the LFW database, we randomly selected θ(θ = 2, 3, 4) training samples
per subject for training, and the remaining samples were used as test samples.
We repeat our experiments 20 times and report the average recognition rate as
the final result.
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Table 5: Face recognition rates (%) of different methods on PIE
Method
Number of training samples
1 5 10
CRC [9] 13.32 22.26 52.63
LRC [46] 10.21 16.56 49.68
ESRC [47] 16.07 20.78 50.06
SRC [45] 12.87 19.50 43.78
RCR [10] 36.25 37.89 41.20
TPTSR [5] 15.69 22.89 54.76
SLC-ADL [48] 9.86 13.27 32.59
Two-Step LRC [51] 11.34 16.78 49.98
Our method 17.21 23.38 55.00
Table 6: Face recognition rates (%) of different methods on FRGC
Method
Number of training samples
1 5 10
SRC [45] 10.62 35.00 51.98
CRC [9] 23.50 43.80 50.40
LRC [46] 23.06 50.85 67.56
ESRC [47] 17.84 50.27 65.83
TPTSR [5] 24.00 56.87 66.09
SLD-ADL [48] 18.40 54.20 70.80
Two-Step LSRC [51] 17.35 51.20 65.84
Our method 24.90 57.30 71.80
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Table 7: Face recognition rates (%) of different methods on LFW
Method
Number of training samples
2 3 4
CRC [9] 11.58 14.03 15.63
LRC [46] 7.87 10.89 13.01
ESRC [47] 14.16 17.23 19.97
TPTSR [5] 14.86 19.59 23.81
SLD-ADL [48] 7.69 10.84 13.82
Two-Step LSRC [51] 11.00 14.50 18.00
Our method 17.09 21.36 24.53
The average recognition rate of the proposed method is compared with400
CRC [9], LRC [46], ESRC [47], TPTSR [5], SLC-ADL [48] and Two-Step
LSRC [51] in Table 7. As shown in the table, the proposed method performs
much better than the other methods in terms of face classification accuracy
across all different sizes of training samples.
5.8. Comparison in Computational Cost405
To show the efficiency of the proposed method in computational cost, we
evaluate the performance of different face classification algorithms in terms of
running time. The evaluation is conducted on the ORL database. We use the
first 8 images of each subject as the training set and the remaining ones as the
test set. The running time (in seconds) of our method is compared with differ-410
ent sparse or collaborative representation based methods, including SRC [45],
CRC [9], LRC [46], and SLD-ADL [48]. As shown in Fig. 18, the running time of
the proposed method is 0.95 seconds, which is faster than the other approaches
in terms of speed. It should be noted that the computational process of our
method has two stages. The first stage is to replace the original image samples415
with a set of block weighted LBP histogram vectors. In fact, the image data
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Figure 18: Running time of different methods
partitioning stage as described in Section 3.1 may cost more computational re-
sources. But for the practical application, the training image partitioning stage
can be treated as an image pre-processing step performed oﬄine, hence it does
not affect the running time of the proposed method. Correspondingly, the image420
partitioning of a test sample and CRC using analysis dictionary learning model,
treated as the second step of our method, are performed online.
5.9. Discussion
On the grounds of the experimental results obtained on different databases,
we can see that the proposed method achieves more effective and stable per-425
formance in terms of recognition accuracy, regardless of the number of train-
ing samples being used per class of arbitrarily chosen from a dataset. More-
over, it should be noted that the improvements achieved by our method on
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the AR, GT and LFW databases are much higher than those achieved on the
ORL, FERET, PIE and FRGC datasets. The main reason is that the AR, GT430
and LFW datasets contain more variations in appearance such as occlusion,
pose and expression than the other datasets. In such scenarios, the superiority
of our method is more evident compared with other sparse (or collaborative)
representation-based methods.
6. Conclusion435
In this paper, we presented a collaborative representation based face classifi-
cation method exploiting block weighted LBP and analysis dictionary learning.
The key innovation of the proposed method is to accomplish representation-
based classification by intensifying robust local features for dictionary optimiza-
tion, which improves the performance of CRC in terms of both face recognition440
accuracy and speed. The strength of the technique lies in successfully catching
pivotal local features for analysis dictionary learning, and thereby enhancing
the capacity of the dictionary to reconstruct input images faithfully. However,
the limitation of the presented strategy is that the improved analysis dictionary
may not fully reflect the appearance of a query sample in the presence of large445
pose variations. Future work is required to synthesize an informative dictionary
and lead to a successful solution for pose-invariant face classification.
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