University of Nebraska - Lincoln

DigitalCommons@University of Nebraska - Lincoln
USDA Wildlife Services - Staff Publications

U.S. Department of Agriculture: Animal and
Plant Health Inspection Service

2021

Using object-based image analysis to detect laughing gull nests
Benjamin F. Martini
USDA Wildlife Services, NYC, Benjamin.F.Martini@usda.gov

Douglas A. Miller
The Pennsylvania State University

Follow this and additional works at: https://digitalcommons.unl.edu/icwdm_usdanwrc
Part of the Natural Resources and Conservation Commons, Natural Resources Management and
Policy Commons, Other Environmental Sciences Commons, Other Veterinary Medicine Commons,
Population Biology Commons, Terrestrial and Aquatic Ecology Commons, Veterinary Infectious Diseases
Commons, Veterinary Microbiology and Immunobiology Commons, Veterinary Preventive Medicine,
Epidemiology, and Public Health Commons, and the Zoology Commons

Martini, Benjamin F. and Miller, Douglas A., "Using object-based image analysis to detect laughing gull
nests" (2021). USDA Wildlife Services - Staff Publications. 2546.
https://digitalcommons.unl.edu/icwdm_usdanwrc/2546

This Article is brought to you for free and open access by the U.S. Department of Agriculture: Animal and Plant
Health Inspection Service at DigitalCommons@University of Nebraska - Lincoln. It has been accepted for inclusion
in USDA Wildlife Services - Staff Publications by an authorized administrator of DigitalCommons@University of
Nebraska - Lincoln.

GISCIENCE & REMOTE SENSING
2021, VOL. 58, NO. 8, 1497–1517
https://doi.org/10.1080/15481603.2021.1999376

Using object-based image analysis to detect laughing gull nests
Benjamin F. Martini

a

and Douglas A. Millerb

a
United States Department of Agriculture, Wildlife Services, New York, NY, USA; bDepartments Ecosystem Science and Management and
Geography, The Pennsylvania State University, University Park, PA, USA

ABSTRACT

ARTICLE HISTORY

Remote sensing has long been used to study wildlife; however, manual methods of detecting
wildlife in aerial imagery are often time-consuming and prone to human error, and newer
computer vision techniques have not yet been extensively applied to wildlife surveys. We used
the object-based image analysis (OBIA) software eCognition to detect laughing gull (Leucophaeus
atricilla) nests in Jamaica Bay as part of an ongoing monitoring effort at the John F. Kennedy
International Airport. Our technique uses a combination of high resolution 4-band aerial imagery
captured via manned aircraft with a multispectral UltraCam Falcon M2 camera, LiDAR point cloud
data, and land cover data derived from a bathymetric LiDAR point cloud to classify and extract
laughing gull nests. Our ruleset uses the site (topographic position of nest objects), tone (spectral
characteristic of nest objects), shape, size, and association (nearby objects commonly found with
the objects of interest that help identify them) elements of image interpretation, as well as NDVI
and a sublevel object examination to classify and extract nests. The ruleset achieves a producer’s
accuracy of 98% as well as a user’s accuracy of 65% and a kappa of 0.696, indicating that it extracts
a majority of the nests in the imagery while reducing errors of commission to only 35% of the final
results. The remaining errors of commission are difficult for the software to differentiate without
also impacting the number of nests successfully extracted and are best addressed by a manual
verification of output results as part of a semi-automated workflow in which the OBIA is used to
complete the initial search of the imagery and the results are then systematically verified by the
user to remove errors. This eliminates the need to manually search entire sets of imagery for nests,
resulting in a much more efficient and less error prone methodology than previous unassisted
image interpretation techniques. Because of the extensibility of OBIA software and the increasing
availability of imagery due to small unmanned aircraft systems (sUAS), our methodology and its
benefits have great potential for adaptation to other species surveyed using aerial imagery to
enhance wildlife population monitoring.
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Introduction
The application of remote sensing methodologies for
studying and managing wildlife populations has grown
steadily over the years (Pettorelli et al. 2014). Although
ground surveys are considered to provide the highest
quality survey data, aerial photography has been
demonstrated to greatly reduce estimation errors,
and has the potential to achieve a higher accuracy
than traditional survey methods (Frederick et al. 2003;
Hodgson et al. 2016). To date, high-resolution aerial
imagery and videography, collected via satellite or air
craft, has been successfully used to monitor terrestrial
and avian species, which can be reliably detected from
the air (Anthony et al. 1995; Fretwell and Trathan 2009;
Chabot and Francis 2016; Andrew et al. 2017; Chabot,
Dillon, and Francis 2018; Swinbourne et al. 2018). One
notable implementation of remote sensing to monitor
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a wildlife population occurs annually at the John F.
Kennedy International Airport (JFK). Airports are a
highly sensitive environment, tightly controlled and
monitored to ensure the highest level of safety and
security for aircraft operations and the general public,
including the safety threat posed by wildlife (DeVault,
Blackwell, and Belant 2013).
Key to ensuring that the airfield remains a safe and
hazard-free environment is wildlife hazard manage
ment, an issue which gained increased attention as a
result of the 2009 crash of US Airways Flight 1549
(Marra et al. 2009; National Transportation Safety
Board 2010). Wildlife strikes are a constant threat to
human health and safety and an ongoing concern for
the aviation industry, with approximately 14,000
strikes reported annually to the FAA National
Wildlife Strike Database (Dolbeer et al. 2015). As one
of the busiest airports in the world with 456,060
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aircraft movements in 2019 (Port Authority of New
York and New Jersey 2019), JFK has developed a
comprehensive wildlife hazard management plan to
meet FAA Part 139 requirements (FAA 2004), which
outlines a wide range of management strategies to
reduce the hazard that wildlife poses to aircraft at the
airport.
Of particular concern for aircraft safety at JFK is the
laughing gull (Leucophaeus atricilla). Laughing gulls
are a colonial nesting waterbird that nest on dead
vegetation in salt marshes, with an average nest dia
meter of ~ 0.3 m (Burger 2015; Montevecchi 1978).
Egg laying typically occurs from May into early June,
with clutch sizes ranging from 2 to 3 eggs (Burger and
Shisler 1978; Schreiber, Schreiber, and Dinsmore
1979). Jamaica Bay, a wildlife refuge directly adjacent
to the airport, is home to the only currently known
established nesting population of laughing gulls in
New York, making it an extremely important site for
the status of the bird in the state (Washburn, Lowney,
and Gosser 2012). Between 1988 and 1990, laughing
gulls made up 52% of all bird-related aircraft strikes at
the airport, due to the rapid increase in size of the
Jamaica Bay nesting colony from 15 nesting pairs in
1979 to 7,629 in 1990 as well as the proximity of the
colony to one of the airport’s runways (Dolbeer 1999;
Dolbeer et al. 2003). While the severity of the damage
that a single laughing gull can cause is relatively low
compared to other birds (DeVault et al. 2018), the
growing frequency of strikes at the airport elevated
their associated risk factor and they became a major
focus of management activities (Dolbeer et al. 2003).
Several lethal and non-lethal management strategies
were implemented to reduce the probability of a
laughing gull strike and reduce the risk they pose to
aircraft. Ultimately, it was determined that an inte
grated management plan based around a lethal
removal program was the most effective solution, as
the number of all strikes related to gull species
between 1991 and 1995 fell to 68 strikes per year
after the plan was implemented, a 79% reduction
from the 259 strikes per year that occurred between
1989 and 1990 (Dolbeer 1999). Because of the diffi
culty of surveying the site from the ground, as well as
concerns that a ground survey would disturb the
nesting colony, an aerial survey protocol was devel
oped and implemented in 1997 to estimate the num
ber of laughing gull nests in the marsh (Washburn
and Malloy 2017; Dolbeer, Belant, and Bernhardt

1997). This was to provide ongoing monitoring of
the colony, to ensure that the number of nests wer
en’t decreasing to a point that would indicate man
agement actions at the airport were displacing the
colony from the marsh (Dolbeer, Belant, and
Bernhardt 1997). The restricted nature of the airspace
surrounding the airport means that manned aerial
flights are still the preferred method for collecting
imagery of the Jamaica Bay laughing gull nesting
colony, despite the recent trend toward small
unmanned aircraft systems (sUAS) in the wildlife
field (Corcoran et al. 2021). The work in this paper
focuses on the use of manned aerial surveys.
Since its inception through the 2017 field season,
the aerial survey of the laughing gull nesting colony
was conducted manually using the “pen and magni
fying glass” methodology developed by Dolbeer,
Belant, and Bernhardt (1997). Aerial photographs of
the marsh were enlarged and printed out, overlaid
with a clear sheet for marking, and inspected using a
magnifying glass by USDA staff to find laughing gull
nests. While it was an adequate solution for remotely
monitoring the size of the nesting colony, the entire
survey process was both time-consuming and expen
sive, as well as susceptible to human error, both in
searching for nest locations and re-counting to deter
mine the final number of nests found. Processing the
imagery required four staff members working full
time for 14 days, and cost an estimated $11,478. In
2018, ArcGIS was used to manually digitize laughing
gull nests on one continuous image of the project
study area (USDA 2018). This allowed the use of fullcolor high-resolution digital imagery for the first time
to enhance manual interpretation of nest locations
and greatly simplified final tabulation of the total
nests in the imagery, eliminating the potential for
miscounts. The use of ArcGIS Pro also reduced the
number of staff required to complete the project from
four to two and greatly reduced the time it took to
complete the project from 14 to 4 days, reducing
project costs to $1,746. However, digitizing nest loca
tions still required a considerable time investment to
accomplish, and human error during that initial
search for nests remains an ongoing challenge.
In considering how to address human errors
resulting from manual nest identification as well
as how to reduce the lengthy time investment
required to manually identify all the nests in the
aerial imagery, we determined to improve the JFK
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laughing gull monitoring program through auto
mating feature extraction. Inefficiencies and
human errors during manual photointerpretation
are common issues, and computer vision tools
have been demonstrated as a solution to these
drawbacks in similar work, leading to reduced
overall project costs as a result (Chabot and
Francis 2016; Andrew et al. 2017; Hodgson et al.
2018). There are currently several powerful compu
ter vision tools for automating feature extraction,
such as convolutional neural networks (CNNs),
which have achieved a high level of performance
in various remote sensing tasks, including detect
ing wildlife (Eikelboom et al. 2019; Corcoran et al.
2021). However, these tools have several draw
backs which might make them less appealing to
wildlife managers despite their potential for high
accuracy rates. Most importantly, CNNs require that
the user possess a basic programming skillset to
implement as the software lacks a graphical user
interface (GUI). This presents a significant barrier to
entry for some users, although third-party options
are in the works to alleviate this drawback
(Guirado et al. 2017; Bowley et al. 2019). In addi
tion, CNNs also require large sets of labeled train
ing data to implement. This may not be feasible for
wildlife studies with small datasets and, in turn,
limits the model’s transferability to other images
(Bowler et al. 2020). While CNNs are approaching
the point of widespread implementation for wild
life management, a computer vision methodology
with a lower barrier of entry is much more suitable
to the current needs of wildlife professionals due
to the generally low emphasis on programming
skills in the field (Bean et al. 2017; Miao et al.
2019; Bowler et al. 2020; Francis et al. 2020). A
methodology with a high barrier to entry will likely
be underutilized, potentially impacting successful
analysis.
In contrast to CNNs, object-based image analysis
(OBIA) techniques provide an alternative computer
vision solution that minimizes these drawbacks and
have been suggested as a potentially valuable tool for
remotely monitoring wildlife (Chabot and Francis
2016). OBIA is an alternative methodology to pixelbased classification that combines both segmentation
and classification in order to extract features from
imagery and can be developed and implemented via
a graphical interface using the popular OBIA software
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eCognition (Trimble, Inc., Sunnyvale, CA, USA, Version
9.5) (Blaschke 2010, Campbell and Wynne 2011). In a
pixel-based approach, the imagery is examined on a
per-pixel basis and classified based on the character
istics of each individual pixel in the image. In an
object-based methodology, the imagery is first
decomposed or “segmented” into groups of like pix
els known as “objects,” which can then be classified
together using spatial as well as spectral properties
(Campbell and Wynne 2011). Object-based classifica
tions typically rely on the elements of image interpre
tation first proposed by Olson (1960) to compare
object properties, in which each object in the image
is interpreted and classified using one or more of
eight basic elements: shape, size, tone, shadow, pat
tern, texture, site, and association. This combination
of both segmentation and classification allows the
user to take advantage of the “higher-logic” that a
human interpreter uses in identifying features while
removing the subjectivity of manual interpretation,
and creates the potential for a much more objective
and accurate classification than pixel-based techni
ques (Campbell and Wynne 2011).
Thus far, OBIA has been used experimentally to
detect wildlife in aerial imagery, with the most com
mon application being to identify individual animals
(Chabot and Francis 2016; Andrew et al. 2017). The
technology’s ability to detect individual birds has
been well documented in several papers at both
small and large scales, particularly when the indivi
duals being studied are spectrally distinct. Groom et
al. (2011) showed they could detect lesser flamingos
(Phoeniconaias minor) with a>99% accuracy com
pared with manual interpretation. Chabot, Dillon,
and Francis (2018) also had success using OBIA to
process large sets of imagery to detect lesser snow
geese (Chen caerulescens caerulescens), with only a
0.4% difference from manual counts while reducing
completion time to 5–10% of that required by manual
interpretation. However, less well documented but no
less important is the potential application of OBIA
technology to detect structures associated with ani
mals to estimate populations. Velasco (2009) demon
strated this potential application for mammals in their
study of tarbagan marmot (Marmota sibirica) mounds,
achieving a user’s accuracy of 69% and a producer’s
accuracy of 87% although noting that the method
was complicated by similar spectral characteristics
between mounds and surrounding features in the
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landscape. Andrew et al. (2017) later showed this
method could be applied to detect the nesting struc
tures of solitary birds such as the white-bellied sea
eagle (Haliaeetus leucogaster), extracting 91% of “high
quality” nests and 75% of “low quality” nests from
large sets of imagery although again noting problems
of high false positives.
Our study builds upon this work to demon
strate the potential of OBIA technology to detect
the densely packed nesting structures of colonial
nesting waterbirds, rather than individual animals
or nesting structures scattered sparsely across
large amounts of landscape. Considering the chal
lenges associated with manually surveying the
laughing gull nesting colony in the Jamaica Bay
Wildlife Refuge, an OBIA methodology has poten
tial to provide the tools needed to address cur
rent methodology shortcomings. Because of the
extensibility of OBIA technology, we also expect
that this project will contribute to the growing
body of literature demonstrating the value of
these techniques and methodologies to monitor
ing other species that could further expand with
the broadening implementation of sUAS
technology.

Our goals for this project were to develop and
implement an OBIA ruleset that extracts laughing
gull nests from two sets of aerial imagery and to
demonstrate the efficiency and cost-effectiveness of
the technique for monitoring populations of colonial
nesting waterbirds. This will reduce the time required
to complete the survey, increase cost-effectiveness of
the project, and reduce manual interpretation errors.

Materials and methods
Study area
The area of interest for this study was Joco Marsh
(Figure 1), a 130-ha salt marsh located directly south
of the 4 L-22 R runway at JFK airport in the Jamaica
Bay Wildlife Refuge (73.7918373°W 40.6161473°N)
(Dolbeer et al. 1989). Joco Marsh and the three sur
rounding Islands have made up the primary nesting
location for the laughing gull colony in Jamaica Bay
since 15 nesting pairs were observed in 1979 and
constitute the main locations surveyed annually by
USDA staff to estimate population sizes (Washburn
and Malloy 2017). The vegetative composition of the
marsh is primarily made up of large swaths of Spartina

Figure 1. Overview of the study area, Joco Marsh in Jamaica Bay National Wildlife Refuge, New York, New York.
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grasses, with areas of sand, mudflats, tidal channels,
pools, mats of dead salt marsh grasses, debris from
the surrounding urban areas, and sizable debris left
over from hurricane Sandy interspersed between
(Dolbeer et al. 1989; Campbell et al. 2017).
Project data sources
Five datasets were used throughout the course of this
study (Table 1). The first was a collection of very-high
resolution orthophotos (Figure 2), consisting of a set
of overlapping 3-band RGB (color) orthophotos of
Joco Marsh collected during the 2018 nesting season
as well as a set of overlapping 4-band orthophotos
that include a near-infrared band collected during the
2019 nesting season. All images were obtained via
manned aircraft using an UltraCam Falcon M2 camera,
a true multispectral camera that allows the capture of
the Red, Green, Blue, and near-infrared (NIR) bands
(380–1000 nm), and were collected during the
expected peak of laughing gull nesting in June
(Washburn, Lowney, and Gosser 2012). The 2018 flight
was conducted on June 8th between 13:00 and 13:30
EST at a height of 1165 m above mean sea level
(AMSL), with a resolution of 7 cm. The 2019 flight
was conducted on June 4th between 12:30 and 13:05
EST at a lower height of 843 m AMSL, to achieve a
higher resolution of 5 cm. Birds were not monitored
for reactions during the flight. Imagery resolutions are
a high enough level of detail to observe the laughing
gull nests, which are approximately 0.3 m in size.
Because previous manual surveys only used panchro
matic imagery for nest identification, the nearinfrared band was not obtained by Wildlife Services
prior to inception of this study in 2019 and was only
available for the 2019 set of imagery.
The second dataset used was the NYC Land Cover
Raster Data – 6-in Resolution Dataset from the New
York City Department of Information Technology and
Telecommunications (NYC DOITT) obtained through
the NYC Open Data Website (NYC Doitt 2018a). This
land cover layer was derived from LiDAR data collected
in 2017 and 4-band orthoimagery from 2016, and
designates 8 land cover classes for the entirety of
New York City (NYC Doitt 2018a). These data were
used to provide an initial mask of aerial imagery at a
coarse level, to separate between locations in the
study area that were classified as the two land cover
classes of interest to our study: grass/shrub or water.
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The third dataset was the NYC Topobathymetric 2017
LiDAR dataset, obtained from the NYC DOITT through
the Discover GIS Data New York Portal (NYC DOITT
2018b). These LiDAR data were collected during sum
mer 2017 using two aircraft mounted sensors: a Leica
ALS80 (for topographic features) and a Reigel VQ-880-G
(for bathymetric features), and adheres to the Quality
Level 1(QL1) USGS standards with a spatial resolution of
0.3 cm (NYC DOITT 2017). These data were used to
generate a digital elevation model (DEM) raster layer
to classify different areas of the marsh by their elevation.
A point feature class of laughing gull nest locations
manually digitized in ArcGIS Pro by the Wildlife
Services Airport Biologist at JFK for the 2018 and
2019 nest surveys was also included in the analysis.
These points were manually digitized using 2018 and
2019 orthophotos and provided a means for visually
gauging overall effectiveness of the feature extraction
ruleset in comparison to previous manual image
searching survey techniques.
Finally, a point feature class of laughing gull nest
locations obtained from field verification was included
in the analysis. These are uncorrected nest locations
collected from the field within designated survey
boundaries using a handheld Trimble Juno T41/5 Unit,
which has a ground accuracy of 1–2 m, and were used to
determine the error rate of the 2019 manually digitized
laughing gull nest locations. These data also provided a
visual indication of how well our ruleset identifies
known laughing gull nests from the aerial imagery,
although for a significantly smaller portion of the study
area due to limited sample size. Because of the limited
sample size of these data, quantitative assessment was
conducted with accuracy assessment points to better
reflect the spatial variability found in the full project
study area.
Project workflow
Our study was conducted in two successive phases
following the same three-stage workflow detailed in
Figure 3. The first stage, preprocessing, involved obtain
ing and preparing all data sources for use in the project
and was completed entirely within ArcGIS Pro
(Environmental Systems Research Institute, Inc.,
Redlands, CA, USA). An image interpretation key was
also developed to outline the eight elements of image
interpretation for laughing gull nests in the aerial ima
gery (Campbell and Wynne 2011). The second stage,
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Table 1. Summary of feature set specifications for this project, as well as any derived features and which rulesets they were used in.
Dataset
3-Band High
Resolution Imagery
4-Band High
Resolution Imagery
LiDAR Point Cloud
Land cover Shapefile

Source
USDA Wildlife
Services,
Manned
Flight
USDA Wildlife
Services,
Manned
Flight
NYC DOITT,
Public
Dataset
NYC DOITT,
Public
Dataset

Derived Features
RGNDVI,
Visible Brightness

Sensor

Spatial
Resolution

Timing

Ruleset(s) Where
Applied

UltraCam Falcon M2 (Full
Multispectral)

7cm

06/08/2018
(Peak nesting)

Proof of Concept

RGNDVI, NDVI, Visible
Brightness

UltraCam Falcon M2 (Full
Multispectral)

5cm

06/04/2019
(Peak nesting)

2019 Imagery

DEM

Leica ALS80

18cm

05/03/2017 - 05/
17/2017

Proof of Concept,
2019 Imagery

n/a, used
as-is

Leica ALS80

15cm

05/03/2017 - 05/
17/2017

Proof of Concept,
2019 Imagery

ruleset development, was carried out entirely in
eCognition, and involved developing, testing, and
deploying the feature extraction ruleset used to find
laughing gull nests in the aerial imagery. The final
stage, extraction, documentation, and reporting, was
completed in ArcGIS Pro, and involved both a qualitative
and quantitative analysis of the feature extraction out
put, as well as the creation of final geospatial products.
All phases were completed by May 3rd, 2020.

Proof-of-concept phase
Preprocessing began with mosaicking the orthopho
tos covering the project study area for each year,
creating a DEM from the LiDAR data, and creating a
polygon shapefile from the land cover raster data. The
DEM and land cover polygons were georeferenced
with a first-order polynomial. All data were clipped
to the study area and exported to eCognition. An
image interpretation key for laughing gull nests was
developed using the aerial imagery.
Ruleset development began with determining the
segmentation type we would use and identifying
which parameters gave us the best foundation to
build our ruleset off of. We used a multi-resolution
segmentation to create our image objects, with a
scale of 20 and shape and compactness parameters
of 0.2 and 0.8, respectively. Parameters were deter
mined by trial-and-error using multiple test areas dis
tributed throughout the imagery, until the
segmentation adequately captured the majority of
nest features in the imagery. After careful examina
tion of the image interpretation key, we chose four of
the eight elements of image interpretation that were
best suited to extracting laughing gull nests: site,

tone, size, and shape (Table 2). Beginning with site,
laughing gull nests are generally located in elevated
areas (e.g. > 2 m AMSL) on the marsh to keep eggs
above the tide line in all but the most serious flooding
events (Burger and Shisler 1980). The land cover poly
gons were used as a broad classification tool to initi
ally exclude any locations that were clearly identified
as water features (Land cover = Grass/Shrub). This was
refined by a classification using the DEM raster to
exclude locations on the marsh that are close to or
below sea level and thus could be subject to filling
with water during tidal fluctuations (DEM ≥ 3).
This was followed by implementation of the tone
element (Figure 4b). Laughing gull nests have a low
amount of “greenness” as they consist of dead or
senescent spartina grasses sourced from the marsh,
although they are relatively bright compared to
other objects in the aerial imagery. Vegetation
indices from remotely sensed imagery can provide
analysts with a measure of that “greenness.” The
Normalized Difference Vegetation Index (NDVI)
(Equation 1) is the most commonly used vegetation
index when the visible and near-infrared bands are
available according to NASA’s Earth Observatory
website. Similar work attempting to classify nest
structures found that the Red-Green NDVI
(RGNDVI), an index similar to NDVI but calculated
using the red and green bands, is suitable as a
measure of vegetation health in instances where
the infrared band is not available and can aid in
nest classification (Andrew et al. 2017; Tucker 1979).
Following the recommendations by Andrew et al.
(2017), we used RGNDVI (Equation 1) for the 2018
imagery only since it lacks a near-infrared band and
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Figure 2. Example of laughing gull nests in the aerial imagery of Joco Marsh, circled in white. The small white dots in the imagery are
adult birds sitting on or attending the nests. Note a gull in flight and not associated with any nest is also visible in the imagery, circled
in red.

publicly available NDVI imagery from satellites was
too coarse for our purposes (USGS 2019). From the
site-based classification, less-green areas were
selected using an RGNDVI index and were further
refined using their visible brightness (Mean RGNDVI
≤ 0.03, Visible Brightness ≥ 95 and < 140).
NDVI ¼

ðNIR RedÞ
ðGreen RedÞ
RGNDVI ¼
ðNIR þ RedÞ
ðGreen þ RedÞ

(1)

Equation 1. Formulas for calculating NDVI (1) and RedGreen NDVI (2).
The other two elements used in the proof-ofconcept phase ruleset were size and shape. Further
refinement beyond tone was necessary because while
RGNDVI was able to classify a large number of the
nests in the imagery, other non-nest features that
exhibited similar amounts of greenness such as mats

of dead vegetation not associated with nesting activ
ity, trash, and other tidal debris, as well as areas of bare
sand and mudflats were also enhanced. Laughing gull
nests are small compared to these objects, and thus
can be isolated from these spectrally similar features
by limiting potential nest object size to a threshold
below their expected diameter (Figure 4c). Shape is
also distinct, as most laughing gull nests tend to be
more rounded and have a much more even length/
width ratio than surrounding natural features, due to
how adult birds build the nest out from the central
egg cup (Figure 4d) (Burger 2015). From the tone
classification, objects below the defined size (object
area ≥ 50pxl and ≤ 220pxl) as well as objects with the
desired shape characteristics (roundness < 1, length/
width < 2) were selected sequentially and provided a
final classification that matches the chosen elements
of image interpretation.
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Table 2. The elements of image interpretation used in our project to identify laughing gull nests (after Campbell and Wynne 2011)
along with the parameters used in our ruleset for both 2018 and 2019 sets of imagery.
Element

Definition

Site

The topographic position of features or objects in the image – e.g., nests are above the tide line and in grass/shrub land cover.
2018
2019
● Land cover = Grass/Shrub
● Land cover = Grass/Shrub
● Mean DEM >= 3
● Mean DEM >= 2

Tone

The lightness or darkness of a region within an image – e.g., nests have distinct spectral signatures due to the dead vegetation they are made
of.
2018
2019
● Mean RGNDVI <= 0.03
● Mean NDVI <= 0.35
● Visible Brightness >= 95 and < 140
● Visible Brightness >= 93

Size

The relative size of an object or feature in relation to other objects or features in the image can be used to impart a sense of scale and resolution
that can be used for identification. – e.g., nests tend to have a consistent size.
2018
2019
● Area <= 220pxl and >= 50pxl
● Area <=560pxl and >= 40pxl

Shape

The shape of an object may be distinctive enough to provide clues to its identity in an image – e.g., nests tend to have a recognizable round
shape.
2018
2019
● Roundness < 1
● Roundness < 1.1
● Length/Width < 2
● Length/Width < 2

Association The occurrence of certain objects or features may indicate the identity of related features in the image – e.g., 1-2 gulls can be seen attending
each nest in the imagery, gulls’ nest near each other due to ideal habitat.
2018
2019
Sublevel Examination for laughing gull objects
Sublevel Examination for laughing gull objects
● Visible Brightness > 140
● Visible Brightness > 146
● Mean RGNDVI > -0.5 and <= 0.032
● Mean NDVI > 0 and <= 0.1091
● Area <= 20pxl
● Area <= 20pxl and > 2pxl
Sublevel Examination for laughing gull objects within potential nest
Sublevel Examination for laughing gull objects within potential nest
objects
objects
● Existence of Sublevel Objects > 0
● Existence of Sublevel Objects > 0 and number of sublevel objects <
3
Examine Potential Nest objects near Final Nest objects for Missed
Nests
● Distance to Final Nests <= 120pxl

For the last step in the proof-of-concept phase, we
resampled and refined the final nest class to remove as
many obvious classification errors as possible. There
were several instances of false nests, i.e., nest objects
identified by the software that are not actually nests in
the aerial imagery, occurring in areas that should have
been classified as below the water line. These were
removed from the nest class by looking for potential
nest objects with at least one edge directly adjacent to
objects identified as water features (rel. border > 0.1).
Further resampling with several other thresholds and
elements of image interpretation, such as using the
texture element to differentiate the relatively smooth
nest objects from surrounding vegetation by rough
ness, or the shadow element to help identify the edge
of nest objects as well as other tall features such as
grasses in the marsh, did not meaningfully refine the
nest classification any further without also excluding a
sizable number of correctly identified nests. This final

nest classification was exported as a shapefile of point
features to be qualitatively and quantitatively analyzed
in ArcGIS Pro (Figure 4e).
Phase one concluded with the evaluation, docu
mentation, and reporting stage. A qualitative analy
sis was performed by visually examining the
ruleset output on its own as well as alongside
the manually digitized points, to identify any sig
nificant errors and determine how well extracted
points matched points created following previous
project methodology. The quantitative analysis was
performed using accuracy assessment points cre
ated in ArcGIS Pro for each iteration of our ruleset.
These accuracy assessments were carried out
adhering to Congalton’s (1991) rules of thumb for
sample sizes, which suggests at least 75 to 100
samples per class (e.g. Nest, No Nest). We used a
hybrid methodology for creating accuracy assess
ment points in ArcGIS Pro, which combined
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Figure 3. Study workflow used to develop and test the feature extraction ruleset.

stratified random and equalized stratified random
sampling. Equalized stratified random sampling
creates a set number of accuracy assessment
points for each class defined by the user, whereas
stratified random sampling creates a number of
accuracy assessment points proportional to the
area of each class. This hybrid method allows us
to adhere to Congalton’s rule of thumb while also
creating points proportional to the size difference
between the two classes. As the No Nest class
makes up a much larger portion of the imagery
than the Nest class, 85 accuracy assessment points
were created for the Nest class and 146 accuracy
assessment points were created for the No Nest
class, resulting in a total of 231 accuracy

assessment points for the 2018 imagery subset.
Accuracy assessment results were examined using
an error matrix to measure the producer’s accu
racy, user’s accuracy, and kappa of our ruleset. As
defined by Congalton (1991), the producer’s accu
racy is a measure of the “probability that a refer
ence pixel is correctly classified,” whereas the
user’s accuracy is a measure of whether a pixel
classified on the map actually represents that cate
gory in the reference imagery. Kappa provides us
with a measure of “the agreement of accuracy,” as
well as a means of comparing between multiple
error matrices, with higher values preferred as they
indicate a higher level of agreement (Congalton
1991). For this study, we strove to achieve at
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Figure 4. Illustration of initial object examination. From the original image (a), the ruleset uses the tone element (b) to find nest
objects which match the expected NDVI criteria (yellow) from dead vegetation (purple). These objects are checked against the size
element (c) and added to a new class if they fall within the expected size range (blue). This class is checked against the shape element
(d), and objects that are not rounded or are too narrow are removed from the class and added to a new class (magenta). Finally (e), the
nests that meet all our criteria are set aside for sub-level examination (blue).

least a 60% user’s and producer’s accuracy, with
accuracies above 70% considered to be ideal based
on the accuracies of similar work (Velasco 2009;
Andrew et al. 2017).

2019 ruleset development phase
The 2019 ruleset development phase followed a simi
lar workflow to the proof-of-concept phase, albeit
with several notable changes (Table 2). In the
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preprocessing stage, the 2019 aerial imagery was used
instead of the 2018 aerial imagery, allowing access to
the near-infrared band. In the ruleset development
stage, NDVI replaced RGNDVI (mean NDVI ≤ 0.35),
parameters were adjusted slightly to account for the
increased variation between nests due to the increase
in study area size (DEM, size, shape), and sub-level
objects were incorporated to improve the ability of
our ruleset to further differentiate potential nest
objects in the imagery and tested on both sets of
imagery. The incorporation of sublevel objects can
best be understood as the iterative approach to
OBIA demonstrated by Baatz, Hoffmann, and
Willhauck (2008), where alternating segmentation
and classification steps are used to further improve
our ability to the extract features of interest. The
ruleset still looks for nest objects using the site,
tone, size, and shape elements of image interpreta
tion, but now also incorporates the association ele
ment of image interpretation to refine our results
through a dedicated segmentation of the potential
nest objects at the sub-level to identify laughing gulls
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sitting on or attending nests in the aerial imagery
(Dolbeer, Belant, and Bernhardt 1997). The sub-level
can best be defined as Level 0, e.g. one level below
the level that the potential laughing gull nests are
classified at (Level 1). The previously classified poten
tial nest objects are subjected to a second multiresolution segmentation (scale 5, shape 0.2, compact
ness 0.8) to create sublevel objects within each nest
we can use to search for laughing gulls. Sublevel
objects that capture laughing gulls in the imagery
are identified using two elements of image interpre
tation: tone and size, and are applied to the potential
nest class at the main level (Level 1) using the third
element: association (Figure 5). The tone and size of a
laughing gull (Figure 5b) are both distinct from other
objects in the imagery, as they are a bright white color
with a high visible brightness and a narrow NDVI
range (visible brightness > 146, mean NDVI > 0 and
≤ 0.1091), and are much smaller than most other
objects in the aerial imagery (area > 2pxl and ≤
20pxl). We filtered out sublevel objects on the nest
that match the tone but were too large to be a gull

Figure 5. Illustration of sub-level object examination. Potential nest objects (blue) (a) are further segmented and examined against the
tone element (b). Objects that meet the NDVI and visible brightness criteria are added to a new class (orange). These objects are
comparted against our size criteria (c), and added to another new class (purple). Using the association element (d), nest objects
containing 1–2 laughing gull objects at the sub-level are classified as nests (yellow) from the potential nests classification (blue).
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(Figure 5c). Finally, from examining known nests in
the aerial imagery, we found that there are typically
only two birds per nest: one bird incubating and a
second bird attending. False nests with debris appear
ing similar to a laughing gull often had more than two
of such objects. Our ruleset eliminates nest objects
with more than the expected number of 1–2 laughing
gulls per nest from the results (existence of sublevel
objects > 0 and number of sublevel objects < 3)
(Figure 5d).
Our ruleset also executes additional nest object
refinement after the sub-level object examination
occurs. In our experience, laughing gull nests in Joco
Marsh are often found clustered together, as gulls tend
to group in areas with the most ideal habitat as well as
for protection from predators and food patch knowl
edge exchange as has been demonstrated in other
colonial nesting species (Pfeiffer, Venter, and Downs
2016). During ruleset development, we noticed
instances of missed nests in close proximity to success
fully extracted nests due to laughing gull sub-objects
that did not fit our narrow criteria for tone or size, and
whose inclusion would have also meant a large num
ber of false positives. The goal of this refinement was
to incorporate those borderlines missed nest objects
(e.g. NDVI within 0.01, size within 5 pixels) if they are
within 120 pixels of at least one laughing gull nest
object that fit our criteria for the first pass (missed nest
with distance to final nest ≤ 120pxl).
Finally, the evaluation, documentation, and reporting
stage remained mostly unchanged from the proof-ofconcept phase, with a few alterations geared toward
scaling the ruleset up from the proof-of-concept subset
to the full project study area. This included incorporat
ing field-verified nest locations, an increase in total
accuracy assessment points from 231 to 610 (210 points
for the Nest class, 400 for the No Nest class), and
incorporation of iteration throughout the workflow.

of nests in the subset study area, particularly in
areas of green vegetation. However, we also
observed a large number of false nests (errors of
commission), as well as nests that were not suc
cessfully extracted (errors of omission) (Figure 6).
Omission errors were often the result of nests that
slightly differed from our expected tone, shape,
and size parameters, which caused the nest to be
excluded at some point during classification. For
example, adjacent features such as bare earth or
sand, dead vegetation, or the chance arrangement
of surrounding spartina grasses when the imagery
was captured could impart an incorrect nest shape
and caused the nest to be missed. Commission
errors were often the result of natural ecosystem
variation that was difficult to separate from actual
nests in the imagery. For example, dead vegetation
on the marsh could sometimes be arranged in
such a way that it matched the expected para
meters of a nest purely by chance, or it could
contain debris and other material that made it
appear to the software as though there were
gulls attending the nest when in actuality there
were not. False nests were most notable in areas
that did not have digitized nests, although there
were also some interspersed among existing nests
in the imagery. In addition, the “Select by Location”
tool reveals that only ~30% of the manually digi
tized nests match locations from the feature
extraction ruleset. Reviewing the ruleset from a
quantitative perspective, we created and classified
231 accuracy assessment points in ArcGIS Pro. The
resulting error matrix (Table 3) for our proof-ofconcept ruleset shows that we attained a produ
cer’s accuracy of 89%, as well as a user’s accuracy
of 50%. The difference between these two results,
while not as close as one would typically expect,
has been noted in previous work attempting to
identifying animal structures in aerial imagery
(Velasco 2009).

Results
Proof-of-concept phase
Implementing our ruleset for the 2018 imagery
resulted in the identification of 2,484 laughing
gull nests. While conducting our qualitative visual
analysis of the output, we observed that the rule
set appeared to correctly identify a large number

2019 ruleset development phase
After the proof-of-concept phase, we updated our
ruleset to include sub-level objects and ran the
ruleset a second time on the 2018 imagery. To
compare these results with the proof-of-concept
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Figure 6. Examples of object misclassification in the imagery. Errors of omission (missed nests, left image) were typically found
interspersed among correctly classified nest objects and were most often due to slight differences from expected tone, shape, and size
parameters. Errors of commission (false nests, right image) were found throughout the imagery and often were the result of
ecosystem variations, such as tidal debris on top of dead vegetation, that appear visually similar to actual nests to the software.
Table 3. Summarization of accuracy assessment results for each ruleset training run and the changes that were implemented with
each iteration.
Ruleset Training
Designation

Refinements

Proof of Concept 1
Proof of Concept 2
2019 Imagery 1
2019 Imagery 2

Initial Ruleset
Sublevel Objects incorporated
Scaled POC up to full project study area
NDVI implemented, DEM thresholds refined for increased study
area size
Sublevel Object classification steps broken out into successive steps

2019 Imagery Final

results, we created a total of 231 accuracy assess
ment points. The qualitative visual examination indi
cated that there were less errors of commission in
the output, particularly in areas where very few
nests were detected by manual digitization.
Examining the error matrix (Table 3), we achieved
a producer’s accuracy of 96% and a user’s accuracy
of 82%, as well as a Kappa of 0.833. Incorporating
sub-level objects into our ruleset provided us with a
~ 30% reduction in the number of errors of
commission.
Applying that same ruleset to the full study areas
using 2019 imagery gave us an output containing
3,303 extracted nest objects. Our qualitative visual
examination indicated an increase in the number of
errors of commission when compared with the refer
ence imagery. We created a total of 610 accuracy
assessment points, and our resulting error matrix
(Table 3) revealed that scaling up our proof-of-

Nest Class
Producer’s
Accuracy

Nest Class
User’s
Accuracy

Error
Matrix
Kappa

89.58%
95.79%
98.53%
97.27%

50.59%
82.73%
31.90%
50.95%

0.519
0.833
0.377
0.566

97.84%

64.76%

0.696

concept ruleset generated a 98% producer’s and 32%
user’s accuracy. This was a ~ 50% increase in errors of
commission from the proof-of-concept study area,
which is well above the number of errors of commis
sion we considered acceptable for this study.
Several more iterations of the ruleset were run
on the full set of imagery from 2019 in order to
improve nest classification as much as possible and
reduce the errors of commission. Altering the rule
set to replace RGNDVI with NDVI and lowering the
DEM threshold to better capture islands associated
with Joco Marsh resulted in a producer’s accuracy
of 97% and a user’s accuracy of 51%, achieving
parity with our proof-of-concept results scaled up
to the full study area (Table 3). Additional ruleset
iterations resulted in minimal gains in producer’s
accuracy. The most significant improvement we
achieved was a result of redefining the laughing
gull sub-level examination into successive steps, as
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well as looking for borderline nest objects near
confirmed nest objects after the initial sub-level
object pass. The ruleset incorporating these
changes (Figure 7). Our qualitative visual examina
tion of these results indicated very few nest
objects in places where we did not expect to find
nests and visually appeared to match the digitized
nest locations well. These observations were con
firmed by our quantitative assessment of the out
put results, which revealed a 98% producer’s and
65% user’s accuracy, a 15% increase over previous
results (Table 3). Our kappa of 0.696 was also the
highest out of all the rule sets tested on the full
study area.

Along with the accuracy assessment, we compared
completion time for the project between prior man
ual interpretation methods and our proposed auto
mated method (Tables 4 and 5). Prior to 2018, it took
approximately 1–2 weeks with 3–4 staff members
continuously working on the project to determine
the number of nests in the aerial imagery using the
“pen and magnifying glass” methodology (first author
personal observations). Incorporating ArcGIS Pro in
2018 reduced this time to approximately 3–4 days
and only required 1–2 staff members devoted to the
project. Using our final OBIA-based workflow, the
entire process can be completed within 1–2 days,
and only needs a single person devoting partial

Figure 7. Distribution of classified nesting sites from our final ruleset run. Areas with high concentrations of classified nest sites
correctly corresponded with known areas of high nesting activity identified by Dolbeer, Belant, and Bernhardt (1997): the center of
Joco Marsh, as well as smaller groups on East High Meadow and Silver Hole. Classified nests away from these high nesting activity
areas (the north and south portions of Joco Marsh, nests on East Joco Island, etc.) were most often errors of commission.

GISCIENCE & REMOTE SENSING

Table 4. Cost comparison of the Joco Marsh project using
different interpretation techniques. Object-Based Image
Analysis assumes 8 total hours over two days (two for prep
work, six for validation), with eCognition run overnight.
Project Workflow

Personnel
Required
(with Salary)

Manual Interpretation
(1997-2017)

● 1
●

Manual Interpretation
with ArcGIS Pro
(2018-2019)

●

Object-Based Image
Analysis

●

●

Biologist
($29.68/hr)
3
Technicians
($24.27/hr)
1 Biologist
($29.68/hr)
1 Technician
($24.27/hr)
1 Biologist
($29.68/hr)

Expected
Completion
Time

Estimated
Cost

14 Days

$11,478.88

4 Days

$1,726.40

~2 Days

$237.44

time, with a final estimated cost of $237.
Geoprocessing takes approximately 2 hours to com
plete, although in the future that time will be reduced
as the DEM and land cover datasets are reusable. The
ruleset itself takes approximately 3–4 hours of proces
sing time and can be staged overnight without the
need for staff monitoring. We estimate that verifying
results and producing a final nest dataset will take no
more than 3–4 hours.

Discussion
Our goal was to develop and implement an OBIA
ruleset that extracts laughing gull nests from two sets
of aerial imagery and to demonstrate the efficiency and
cost-effectiveness of the technique for monitoring
populations of colonial nesting waterbirds. We found
that this methodology does provide numerous bene
fits to the Jamaica Bay laughing gull project by redu
cing human errors and increasing the efficiency of
laughing gull nest identification when compared to
previous methods of image interpretation.
Starting with the methodology itself, there were
several techniques that we implemented and lessons
learned that similar projects might find useful. Overall,
ecosystem spatial variability within Joco Marsh was a
challenge that was handled fairly well by the ruleset.
We were able to successfully classify and exclude
many of the obvious potentially complicating fea
tures, such as healthy spartina grasses, sand, mudflats,
tidal channels, pools, rocks, mats of dead salt marsh
grasses, and various types of debris using the site and
tone elements. Timing of the imagery played a large
part in this, as healthy grasses were at peak growth
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and likely reduced the amount of potentially spec
trally similar objects we needed to contend with that
would be present during limited growth seasons,
such as fall and winter. We were also able to remove
many of the areas of senescent spartina grasses not
associated with nesting activity using shape, size, and
association. Depending on the species being exam
ined and/or the timing of peak nesting activity, the
level of difficulty in excluding these objects could
increase.
The use of sub-level objects provided some of
the largest gains for positively identifying nest loca
tions, with a 30% increase in user’s accuracy when
applied to the proof-of-concept study area com
pared to rulesets that did not use sub-level objects.
The infrared band also proved important, as it was
crucial to improving our ability to classify nest
objects when we scaled the rule set up to the
2019 imagery. While imagery without the nearinfrared band is certainly viable using RGNDVI, as
demonstrated with our proof-of-concept ruleset, it
appears that the near-infrared band is key to
increasing the success of autonomous differentia
tion in areas of dense vegetation. Unfortunately,
we only had access to one year of imagery (2019)
that includes the near-infrared band. Future work
on this project with multiple years of four band
imagery will be crucial to further fine-tuning our
feature extraction ruleset and reducing error rates
beyond what we were able to achieve with our
current set of imagery.
In terms of efficiency and cost-effectiveness gains,
the reduction in the time it takes to identify laughing
gull nests in the aerial imagery as a result of using the
OBIA approach and the cost savings enabled are sig
nificant (Table 5). In a discipline that often must deal
with tight budgets and staffing constraints, these
efficiency gains translate to a reduced cost to carry
out the project, a benefit whose importance cannot
be understated. In past years, these inefficiencies
meant that the nest count had to be implemented
during the off-season when staff had time to devote
to the project, typically 6 months or more after the
imagery was collected. Incorporating OBIA means the
nest count can be completed much sooner, allowing
the data to inform management decisions in a much
timelier fashion and leading to improved wildlife
management for JFK airport.
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We also found that our technique further addresses
the occurrence of human errors associated with the
survey, although errors of commission and errors of
omission represent a unique challenge that compli
cates a fully autonomous workflow. The biggest com
monality between ruleset performance over the
course of the project was the number of errors of
commission. Despite numerous iterations and
attempts to eliminate false nest objects from the
final output, typically areas of dead vegetation not
associated with nesting activity but matching several
of our parameters, we were unable to achieve a user’s
accuracy higher than 65% for the full project study
area. This appears to be the point of diminishing
returns for the 2019 imagery, as most of the changes
that we implemented to address the final 35% of
misclassified nests also substantially reduced the
number of successfully extracted nest objects. We
are likely unable to reduce that remaining 35%
using automated methods, as those false nest objects
are too similar to actual nests for the software to
reliably differentiate between them, a challenge com
pounded by the inherent difficulty in classifying nat
ural features. Considering the conclusions of similar
projects, we feel that a 65% user’s accuracy is still a
positive result. Velasco (2009) was only able to
achieve a user’s accuracy of 69% when attempting
to identify marmot mounds, citing similarity in reflec
tance values as the primary cause of false positives.
Andrew et al. (2017) also found that they over
extracted nest objects, citing a lack of distinct char
acteristics between nests and their surrounding envir
onment as well as variation between nests as
challenges to reducing errors of commission. We
used a relatively simple version of the segmenta
tion/classification iterative workflow suggested by
Baatz, Hoffmann, and Willhauck (2008), one that
uses two loops to first find and classify potential
nests then segments those objects further looking
for attending gulls to determine which potential
nests are actual nests. Future work incorporating
additional segmentation/classification loops, addi
tional classes, or incorporating a growth-based strat
egy on top of the subtractive strategy implemented
here may further reduce the errors of commission and
omission and improve the accuracy and robustness of
our methodology. These errors may also be addressed
by improvements to the quality of the aerial imagery,
and future work exploring the use of sUAS platforms

to collect very high-resolution imagery may help
further reduce the errors we encountered and
improve overall results. The incorporation of related
OBIA software, such as eCognition Architect, could
further simplify and streamline the workflow required
and potentially improve feature extraction accuracy
and reliability through the development of a projectspecific dashboard that provides simple dedicated
user interactions for configuring and executing our
ruleset.
While a high number of errors of commission are
not desirable, they were also accompanied by a high
producer’s accuracy. This means that although there
is a sizable number of false nest objects in our ruleset
output, there is also a high percentage of actual nests
from the aerial imagery in among those false nest
objects, which can be handled with a manual cleanup
of the results. Although the software struggles to
eliminate the remaining false nest objects, it is a
relatively simple manual procedure. Olson (2009)
states that this is due to the human interpreter’s
ability to naturally incorporate all the elements of
image interpretation simultaneously when identifying
objects in an image, while the computer is only able
to incorporate those elements in the algorithm it uses,
most often based on the tone or brightness of an
object. Considering this, we believe that OBIA for
wildlife surveying is best conducted as part of a semiautonomous workflow.
Using our ruleset as part of a semi-autonomous
workflow that combines the benefits of a computer
with the advanced discrimination of a human inter
preter is a much more efficient and less error prone
methodology than previous efforts. While previous
survey methodology required a person to conduct
the initial search for nest locations, this task is much
better suited to computer vision, as the software is
much more efficient at searching large areas and is
not subject to fatigue or other sources of human error
(Andrew et al. 2017; Eikelboom et al. 2019). In our
semi-autonomous methodology, the output of our
ruleset forms a well-classified foundation upon
which the user can build the final nest dataset. Their
task is now greatly simplified: the user only needs to
verify output results to remove errors of commission
from the final dataset. This conclusion is well sup
ported by other research that also used OBIA techni
ques to detect wildlife. Andrew et al. (2017) found
that their OBIA workflow was still useful since the
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Table 5. Comparison of the Manual Photointerpretation, ArcGIS Pro Digitization, and Object-Based Image Analysis techniques for
laughing gull nest detection in Joco Marsh.
Manual Photointerpretation
Purpose of
Survey
Area Surveyed
Number of
Personnel
Completion
Time
Project
Manpower
Costs
Advantages

ArcGIS Pro Digitization

Object-Based Image Analysis

Determine population of laughing gulls in Joco Marsh Determine population of laughing gulls in
Joco Marsh
130-ha
130-ha
3-4
1-2

Determine population of laughing
gulls in Joco Marsh
130-ha
1 (part time)

1-2 Weeks

3-4 Days

$11,478.88

$1,726.40

1-2 days (reduced if extraction run
overnight)
$237.44

● Simple workflow
● No software requirements

● Eliminates need for grid system and ● Much more efficient than pre
recounting detected nests.

vious methods.

● Able to control imagery scale.
● Greatly reduces human error.
● Imagery and final results all digital ● Imagery and final results all digi
datasets.
Disadvantages

tal datasets.

● Requires searching entire set of imagery.
● Still requires searching entire set of ima ● Semi-Autonomous, still requires
● Human Error during initial search and while deter
gery manually.
human verification.
● Human Error during initial search ● More initial training required
mining final nest counts.
● Requires large static printouts, difficult to store
unaddressed.
than manual method.
long term.

extracted features narrowed the search area for nests
into much more manageable subsets, rather than
requiring the user to comb through the entire image
looking for the proverbial “needle in a haystack.”
Chabot, Dillon, and Francis (2018) also support these
findings, pointing to the substantial time savings pro
vided with only rudimentary skill required for
implementation.
Along with errors of commission, errors of omis
sion are also present. Upon examination of the
source of these errors in eCognition, the primary
cause appears to be related to the initial segmen
tation of our aerial imagery. In most of these
instances, the nest objects created during segmen
tation also include parts of the area around the
nest due to similarities in tone, giving the resulting
nest object an inaccurate shape. This, in turn,
causes the nests to be excluded when our ruleset
filters objects by their size and shape. As with
errors of commission, these errors are likely best
addressed through the post-extraction verification
process, as attempts to eliminate them in the rule
set resulted in a drastic increase in errors of com
mission. Most of the omission errors are near
successfully extracted nest objects and are readily
apparent to the user, despite the fact that the
software struggles to identify them. The most
effective solution will likely be to incorporate a
function that allows the user to tag these missed
nests and add them to final extraction results as

part of a script tool for verifying output results.
This would allow us to capture those objects
missed by the software without the user having
to do any additional imagery searching.
We set out to add to the growing body of literature
documenting the value and extensibility of OBIA tech
nology for remotely monitoring wildlife populations.
Previous studies allude to the broad range of species
that OBIA techniques can be applied to when suitable
imagery is available, and our work builds on those
studies. In particular, our implementation of the ele
ments of image interpretation and spectral indexes is
very similar to the methodology used to identify mar
mot mounds by Velasco (2009) and to detect seaeagles (Andrew et al. 2017), and works well despite
the radically different life histories and associated
structures of each species. We studied only one laugh
ing gull colony. Considering the challenges that we
encountered, future studies of other laughing gull
colonies may reveal similar or different issues.
Rulesets developed for other locations could help
build our understanding of how to reduce the num
ber of errors of commission and omission in nest
detection. While our study focuses on a colony of
nesting waterbirds, future projects can build upon
our methodology and adapt it to detect other species
in a similar fashion.
Recent manual photointerpretation studies con
tinue to indicate the growing need for the benefits
that our OBIA methodology can add to a project by
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reducing costs, improving efficiency, and minimizing
the occurrence of human errors. In their study of
black-vented shearwater (Puffinus opisthomelas) bur
rows, Albores-Barajas et al. (2018) note that it took
them a total of 20 working days and two dedicated
staff members to identify all the burrows in their aerial
imagery. Incorporating a semi-automated methodol
ogy using OBIA techniques like those we implemen
ted would almost certainly reduce the time spent
looking for burrows and would reduce the number
of staff members required to conduct the survey. And
these situations are likely to become much more
common with the recent advent of sUAS in the wild
life field (Corcoran et al. 2021). Although our imagery
was collected via manned flights, sUAS technology
has significantly increased the collection frequency
and availability of aerial imagery for wildlife manage
ment and research, as sUAS systems not only
decrease ground-based survey errors through
increased precision and accuracy but also decrease
the costs of collecting imagery (Anderson and Gaston
2013; Christie et al. 2016; Andrew et al. 2017; Colefax
et al. 2018; Hodgson et al. 2018). As the availability,
quality, and affordability of aerial imagery increases,
particularly with the rising popularity of sUAS plat
forms for aerial surveys, numerous future research
opportunities for applying our technique to many
more species as well as new methods of imagery
collection will arise, furthering our understanding of
the limits and applicability of this technology.
Finally, our work shows that OBIA offers several
obvious advantages in comparison with CNN-based
approaches to solving the problem of efficiency and
human error in wildlife photointerpretation. OBIA
software like eCognition provides a relatively simple,
GUI based “black box” software package for feature
extraction, removing the need for an advanced under
standing of programmatic concepts. We have demon
strated that a comprehensive and reusable ruleset can
be built in such a development environment to
extract wildlife features, which positions the technol
ogy well to meet the needs and skills of wildlife pro
fessionals. Further, we achieved favorable results with
a few minor alterations to our ruleset’s thresholds and
structure that made it transferrable between years,
without needing to extensively retrain the model. As
the need to efficiently and effectively search and
extract features of interest from larger and larger
sets of imagery continues to grow, we strongly believe

that OBIA is well suited to fulfill this role and provides
a compelling option for wildlife professionals seeking
a more accessible entry point to leveraging auto
mated feature extraction in the midst of a growing
number of alternative technologies.

Conclusions
We set out to develop an OBIA methodology to
extract laughing gull nests from aerial imagery of
Joco Marsh and to demonstrate the value of OBIA
technology to the wildlife field. Our final ruleset was
able to successfully extract laughing gull nests from
the imagery with a 65% user’s accuracy and 98%
producer’s accuracy, and achieved a favorable
kappa of 0.696. We found that imagery with a nearinfrared band and a sublevel examination of nest
objects were both crucial to our ability to differenti
ate between natural features in the imagery.
Although full automation remains a challenge due
to errors of commission and errors of omission, we
found that OBIA is best implemented as part of a
semi-automated workflow when extracting nest fea
tures from aerial imagery. Our methodology solves
lingering human error issues by eliminating the
blind initial search of the imagery, and improves
project efficiency by reducing completion time to
less than a single day. When compared to other
more complex, but potentially more accurate com
puter vision technologies like CNNs, we have shown
that OBIA presents the user with an appealing low
barrier to entry option that is well suited to the
skills common to professionals in the wildlife field,
particularly as sUAS platforms increase the availabil
ity of aerial imagery. Future projects that would test
our methodology on imagery of other laughing gull
nesting colonies and other species of colonial nest
ing waterbirds would help to improve our under
standing of the errors of commission and omission
we encountered and how to reduce them, as well
as improve the extensibility of this methodology to
other species.
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