In a search for evidence of the short wavelength increment in the Sunyaev-Zel'dovich (SZ) effect, we have analyzed archival galaxy cluster data from the Sub-millimetre Common User Bolometer Array (SCUBA) on the James Clerk Maxwell Telescope, resulting in the most complete pointed survey of clusters at 850 µm to date. SCUBA's 850 µm passband overlaps the peak of the SZ increment. The sample consists of 44 galaxy clusters in the range 0 < z < 1.3. Maps of each of the clusters have been made and sources have been extracted; as an ancillary product we generate the most thorough galaxy cluster point source list yet from SCUBA. Seventeen of these clusters are free of obvious AGN and have data deep enough to provide interesting measurements of the expected SZ signal. Specialized analysis techniques are employed to extract the SZ effect signal from these SCUBA data, including using SCUBA's short wavelength band as an atmospheric monitor and fitting the long wavelength channel to a model of the spatial distribution of each cluster's SZ effect. By explicitly excising the exact cluster centre from our analysis we demonstrate that emission from galaxies within the cluster does not contaminate our measurement. The SZ amplitudes from our measurements are consistently higher than the amplitudes inferred from low frequency measurements of the SZ decrement.
INTRODUCTION
The Sunyaev-Zel'dovich (SZ) effect (Sunyaev & Zel'dovich 1972) is a distortion of the cosmic microwave background (CMB) spectrum seen through a reservoir of hot plasma such as is found in clusters of galaxies. Measurements of the SZ effect in clusters can be used to determine the physical conditions within the intracluster medium. The SZ amplitude, in combination with other data, can act as an important probe of cosmology (Birkinshaw 1999 , Carlstrom, Holder & Reese 2002 ).
There are several motivations for measuring the SZ effect. Blank field searches for clusters at all redshifts allow one to constrain the cluster redshift distribution N (z). This is anticipated to be especially important in understanding the epoch of early cluster formation since the SZ effect remains bright at large redshifts. These studies provide information about the massive end of the distribution of collapsed objects in the Universe. Surveys of catalogues of known clusters allow one to measure large scale flows via the kinetic SZ effect. This effect is small in any single cluster so larger surveys are called for. Unlike the intrinsic SZ effect, the kinetic effect is spectrally broad and can be either positive or negative, so measurement over a wide frequency range is desirable. In principle, a combination of the data presented here and SZ measurements at other frequencies provide a measurement of the kinetic SZ effect, although in practice this is quite difficult, even with measurements at a number of wavelengths (Benson et al. 2004) . Detailed targeted observations of a single cluster allow the study of physical details of the baryon distribution and dynamics in the cluster, especially in conjunction with good X-ray maps. These motivations are all discussed in, for example, Carlstrom, Holder & Reese (2002) .
SZ decrement measurements at frequencies of tens of GHz now seem almost routine. However, detection of the increment has proven to be considerably more difficult. The data discussed here can be used to address the physical parameters of clusters on an individual basis, and are especially powerful when combined with data at several other wavelengths (LaRoque et al. 2006) . Such combinations exploit the characteristic spectral shape of the SZ effect to increase the confidence of the overall measurement, and perhaps to constrain smaller spectral modifications, i.e. from the kinetic SZ effect. Of practical interest, these archival SZ effect measurements provide insight into the practical difficulties associated with c 0000 RAS measurement of low surface brightness, extended emission in the mm/sub-mm regime.
Ground based sub-millimetre (sub-mm) observations of the SZ increment are possible because the peak of the SZ spectral distortion occurs near 370 GHz (810 µm) in an atmospheric window. However, while decrements in emission are rare astrophysically and can be ascribed to the SZ effect with little ambiguity, the submm emission from clusters might not only be due to the SZ effect. Three possible contributions to the flux are: (i) the SZ effect itself, (ii) gravitational lensing of high redshift background sub-mm sources, and (iii) dust-obscured starburst galaxies within the cluster itself.
Despite being foregrounds from the point of view of SZ effect measurement, items (ii) and (iii) are interesting topics in their own right. Although gravitationally lensed background sources offer little information about the lensing cluster itself (besides a constraint on the mass surface density in the lens), they allow important measurements of high redshift sub-mm sources which would otherwise be too dim to resolve. Virtually all massive galaxy clusters which have been studied host at least one strongly lensed sub-mm source. Several studies have made use of galaxy clusters as natural telescopes to probe the high redshift sub-mm population (e.g. Smail et al. 1997 , Chapman et al. 2002 , Best 2002 , Cowie, Barger & Kneib 2002 , Smail et al. 2002 . Sub-mm sources within a galaxy cluster are rare and, when present, tend to be associated with an AGN in the central cluster galaxy (e.g. Edge et al. 1999 , Chapman et al. 2002 . There are weaker but more problematic effects due to increased incidence of dusty star-forming galaxies at higher redshifts (see e.g. Best 2002 , Webb et al. 2005 , perhaps related to the Butcher-Oemler type phenomenon seen outside the cores of some clusters in mid-IR studies (e.g. Duc et al. 2002) . As discussed later, both lensed sources and emission from galaxies in the clusters themselves are problematic foregrounds and provide some of the fundamental limitations to measuring the SZ increment. SCUBA on the JCMT, which began common-user operations in 1997, has the most extensive archive of sub-mm measurements of galaxy clusters available. We have attempted to measure the SZ effect increment in these clusters using this data set following the techniques we developed in an earlier paper (Zemcov et al. 2003) . Previous analyses of these data have been performed by several different groups, and so have been quite heterogeneous in terms of the analysis methods employed. In contrast, this paper presents the results of using a consistent analysis pipeline for these galaxy cluster data. In particular we take great care to remove the effects of common mode atmospheric emission in a way which does not also cancel the SZ emission. By addressing both source identification and the SZ effect, and by handling all of the data consistently, we have produced a uniformly selected list of candidate sources in these cluster fields.
In this paper, we first present the data selection procedure and data analysis leading to the individual cluster maps. This is followed by a presentation of the SZ effect analysis method and results. The point source list and SZ effect amplitude results are then discussed. Finally, we discuss some of the difficulties associated with SZ increment measurement in the presence of strong atmospheric emission and lensed background sources, and lessons learned for future experiments. This paper also contains 3 appendices: the first presents listings of integration times and weather conditions for each cluster field; the second presents a complete list of point sources; and the third is a discussion of the characteristics of each cluster, with a list of references for relevant prior work on each cluster field.
DATA COLLECTION & ANALYSIS
This work has made use of both JCMT archival data and new JCMT observations; both are discussed in detail below, followed by a description of our analysis methods, which differ from standard SCUBA analysis tools. These methods follow those described in Zemcov et al. (2003) to which the reader is directed for more detail. Essentially, this analysis differs from the canonical SCUBA pipeline in two major ways. Firstly, SCUBA's short wavelength channel is used to subtract atmospheric contamination from the long wavelength (science) channel. Secondly, we fit the set of double difference measurements to a model of the SZ effect rather than attempting to image it directly. The motivation for these steps is to account for loss of flux due to SCUBA's spatial differencing and standard 'sky-removal' techniques. Before attempting to measure the SZ signal we identify and remove contaminating point sources.
Archival data selection
A candidate cluster list has been compiled as follows. Firstly, the list of proposal titles and abstracts submitted to the JCMT over the period 1997 to 2005 was searched for projects likely to target galaxy clusters and the target lists of these proposals was examined. This forms the core of our target list. In addition, the literature was searched for published SCUBA observations of galaxy clusters; the list of clusters found in this way completely overlaps with the proposal list. The final check is to find the complete target list for any project that targeted even a single galaxy cluster, which should find essentially all unpublished observations. Only unpublished observations of cluster fields from projects whose proposed observation programme was unrelated to galaxy cluster measurements will be missed using these search criteria.
The on-line JCMT archives 1 were searched for data collected within a 10 arcmin box centered on the candidate SZ clusters. Almost all SCUBA galaxy cluster data taken in unpolarized 'jiggle mapping' mode (Holland et al. 1999 , Archibald et al. 2002 , Zemcov et al. 2003 ) between SCUBA's commissioning in 1997 and retirement in 2005 are considered for analysis 2 . SCUBA uses two jiggle mapping modes: 16 point, which fully samples only the 850 µm array; and 64 point, which fully samples both the long and short wavelength arrays. Either sampling mode can be used here, although because the 450 µm array data is used as an atmospheric monitor, data sets where the data from the short wavelength array were not recorded cannot be used (this only occurred in approximately 1 per cent of the data). Those data sets which were flagged as 'aborted' during the observation may have major defects (incorrect telescope pointing, focusing errors, etc.) and are checked and rejected if necessary at this stage. A summary of those data sets which pass these initial criteria are given in Appendix A.
New Cl 0152.7−1357 observations
The work of Zemcov et al. (2003) showed that heterogeneous chopping patterns make SZ effect measurements with SCUBA very difficult. To test our ideas about optimizing SZ effect measurement with a spatially chopped instrument like SCUBA, new observations of a high redshift galaxy cluster were performed using a chopping strategy designed to optimize the signal from the cluster's SZ effect increment. These new JCMT data were obtained on Sept. 28, 29 and Oct. 17, 2003 . The target of these observations was Cl 0152.7−1357, the most distant cluster in the ROSAT galaxy cluster catalogue. This particular cluster was chosen for new observations because it lies at high redshift and, due to its X-ray brightness, is well studied at other wavelengths. Cl 0152−1357 was originally discovered in the Wide Angle ROSAT Pointed Survey (WARPS; Scharf et al. 1997) , and independently in the RDCS (Rosati et al. 1998 ) and SHARC samples (Romer et al. 2000) . Joy et al. (2001) have previously detected the SZ effect decrement in this cluster. More recently, Maughan et al. (2003) observed this cluster with Chandra, and found that it is resolvable into northern and southern 'clumps' of X-ray emission. The southern clump's X-ray emission is highly peaked, which makes unambiguous determination of the SZ effect in this cluster difficult. Therefore, our observations focused on the northern clump, centred at αJ2000 = 1 h 52 m 44. s 2, δJ2000 = −13
• 57 ′ 16 ′′ (Maughan et al. 2003) . The data were taken in a similar manner to those discussed in Zemcov et al. (2003) . A 16 point jiggle pattern with multiple chop throws and orientations was used to sample the spatial region around this cluster. As chopping onto the southern clump would be highly undesirable, the chops were carefully selected to avoid this region. The average optical depth as measured by the JCMT water vapour monitor (WVM, Wiedner et al. 2001 ) during these observations was τ850 = 0.225. In all, 13.4 ks of data were taken for this field.
Preliminary analysis & calibration
The data are first double-differenced and flat-fielded using the standard SURF analysis package 3 . Double-differencing involves subtracting the data between the two nod positions to remove both long term drifts in the data (Holland et al. 1999) and a systematic effect which may be due to differential illumination (Zemcov et al. 2005) . Fortunately, none of the data discussed here suffer from the 16 sample correlated noise effect noted by Borys et al. (2004) and subsequently discussed by Zemcov et al. (2005) and Webb et al. (2005) , so we can proceed without correction. The flat-fielding procedure multiplies the data from each bolometer by a known amount to account for variation between detectors; the multiplicative values are very stable in SCUBA data (T. Jenness, private communication).
Next, the SURF package is used to correct the data for atmospheric extinction. This involves multiplying each bolometer's time series by e τ 850 A , where A is the airmass of the pointing. τ850 is found from either the CSO τ -meter data provided in the JCMT archive, using the relationships between τ220 GHz and τ350 GHz provided in Archibald et al. (2002) , or archival skydips should the τ -meter data be unavailable. The data from each bolometer are then de-spiked by removing points greater than 5σ away from the mean of the time stream.
Because these data sets sometimes involve observations of the same field performed under very different conditions with different observational strategies, in some cases separated by as much as 5 years, calibration is a concern. The data for each observation are calibrated at this stage by multiplying each time series by a flux conversion factor (FCF). For every night in our data set, we retrieve all the calibration observations of Mars, Uranus, CRL 618, HL Tau or CRL 2688, which are the best non-variable calibrators available to SCUBA (Jenness et al. 2002 ). An 850 µm FCF is derived from each of these observations, using the peak flux method discussed in Jenness et al. (2002) . Planet brightnesses are derived using the FLUXES package (Privett, Jenness & Matthews 1998) , while the secondary calibrators' fluxes are given in Jenness et al. (2002) .
The FCF chosen for each data set is generally that derived from the calibration observation closest in time to the observation of interest. However, because focusing the telescope tends to change the calibration somewhat (T. Jenness, private communication), a calibration observation performed right after a focusing is not applied to data taken before that focusing. This helps to ensure that data and calibration were both taken with the same optical configuration. In cases where no calibrations are available, the fiducial FCFs given in Jenness et al. (2002) are applied to the data. The set of calibrations used here have statistics very similar to those presented in Jenness et al. (2002) .
Residual atmospheric emission removal
Bolometers in the SCUBA array each have their own noise properties, and these must be checked from night to night. As is commonly done, we remove the noisiest bolometers in the array from analysis. For each data file, individual bolometers with time-stream variances larger than η times the average bolometer variance at a given wavelength are removed from the analysis pipeline; in this analysis, η = 1.5. While this value of η may appear to be surprisingly low, because the very noisiest bolometers dominate the variance η ≃ 1 does not imply we are removing half of the bolometers. Typically only between 2 and 7 of 37 bolometers for a given data subset are removed for this η. Although we could perform an iterative procedure (with a larger value of η) to remove bolometers based on a recalculated average variance, we find that this is unnecessary.
Thermal emission from both the atmosphere and telescope's surroundings contribute a large spurious signal at sub-mm wavelengths. The double-differencing scheme SCUBA employs reduces much of this signal, but atmospheric effects still persist, mainly as a common-mode noise across the array. It is standard practice to subtract the array average at each time step to remove these residual signals (Holland et al. 1999) . Unfortunately, the SZ profile is appreciable compared to the array size. This means that removing the 850 µm array average at each time step would remove a nonnegligible amount of the SZ signal in these data sets. Fortunately, the atmospheric noise is strongly correlated between the arrays at both wavelengths (Holland et al. 1999 , Borys, Chapman, & Scott 1999 , Jenness et al. 2002 . Therefore, we can use the 450 µm time stream to subtract the common-mode atmospheric contribution from the 850 µm time stream; this is accomplished as follows. Denote the time series at wavelength λ as R λ b (t), where λ ∈ {450 µm, 850 µm}, b is an index running over bolometers and t is time. The 450 µm and 850 µm array averages, denoted R λ (t) , are calculated at each time step. Because double-differenced SCUBA data retains some arbitrary instrumental offset in its time series at either wavelength, we also calculate the DC offset of both time sec 0000 RAS, MNRAS 000, 000-000 ries, R λ , via
where T is the length of time in the data subset under consideration. The data series M 450 (t) = R 450 (t) − R 450 is then formed, and is fit to R 850 (t) to obtain a multiplicative scaling factor, α. An atmosphere subtracted 850 µm time series, S 850 b (t), is then calculated via:
as discussed in Borys, Chapman, & Scott (1999) and Zemcov et al. (2003) . This S 850 b (t) is the final, cleaned time series used in the analysis. The value of α does not vary by more than 10 per cent over a night, but does vary considerably on time scales of months.
Both Borys, Chapman, & Scott (1999) and Archibald et al. (2002) discuss the correlation between the bolometer-averaged time streams of SCUBA's 450 µm and 850 µm arrays in some detail. However, the effectiveness of using the 450 µm atmosphere removal method for large data sets has not been considered in previous work. As such an investigation is critical to understanding the errors in our SZ estimates, we perform a new analysis here.
The variance of the time stream of each file 4 is calculated after double-differencing, extinction correction, etc., but before any array average has been removed; this is termed the 'raw' variance, σ 2 raw . Atmospheric removal using the array averages at each time step is then implemented using either the 850 µm array average (i.e. the standard SURF) method, or the fit to the 450 µm array average method (Eq. 2). The variances of these 'atmosphere subtracted' time streams (denoted by σ Fig. 1 shows q 2 for a random sample of data for the two atmospheric subtraction techniques; it is worth noting a few characteristics of these plots.
The absence of points below q 2 = 1 suggests that subtracting the residual atmospheric via either method never increases the noise in the time stream, and therefore should always be implemented. This subtraction removes residual 1/f noise in each bolometer's time series left after double-differencing. Subtracting the scaled 450 µm average is never as effective as subtracting the 850 µm array average, however, it is not a drastically worse technique, as the average ratio q 2 −850 /q 2 −450 is about 0.9. Interestingly, there seems to be little correlation between the weather (as measured by τ850 µm× the airmass of the observation) and the improvement in variance.
Because it is critical that the analysis method preserve the large scale structure in the data, the 450 µm subtraction method is applied in our SZ effect pipeline. However, as using the 850 µm data is more efficient for removing atmospheric noise, this approach can be used when searching for point sources in the maps. Therefore a pipeline has been created which uses the 850 µm average subtraction method to reduce data for finding point sources in the maps (as we discuss in the next sub-section), while the 450 µm atmospheric subtraction method is applied to the data for the SZ fit. 4 Here, one file consists of between 20 minutes and an hour's worth of data; the exact duration of these files is unimportant, as the central limit theorem applies for anything more than a few minutes of double-differenced SCUBA data ( 100 samples). 5 It is important to note that q 2 is the average variance of the bolometers' time series, not the variance of the average time series.
Point source removal
After atmospheric removal, the 850 µm data are binned into a sky map with a pixel size of 3 × 3 square arc seconds. Any pixel observed less than 20 times is removed from further analysis, as the noise in these can be highly non-Gaussian (Coppin et al. 2005 ). This procedure generally rejects less than 1 per cent of the pixels in a map, so it is not a very costly cut. In mosaicked fields involving multiple pointings, the data are simply co-added. Removing noisy bolometers, calibration and performing atmospheric removal before this binning ensures that the data in such mosaicked fields are treated on an equal basis. A standard deviation map is also made for each field; this provides an estimate of the error in each pixel. These two maps are convolved with a Gaussian point spread function (PSF), resulting in a flux map and an error map for each field. The flux map is divided by the error map to produce a signal to noise ratio (S/N) map, which are shown in Fig. 2 . The source fluxes and their significance in these maps are the same as those one would find by fitting the JCMT's PSF to unconvolved maps. The maxima in the flux or S/N maps are the locations of possible point sources.
The method used to identify possible point sources in these fields consists of selecting those points in the S/N map above a given threshold. For short integration time maps, which we define to have total integration times tint < 15 ks as listed in Appendix A, this threshold is 4σ, while for long integration time maps tint 15 ks, we have chosen the threshold to be 3σ. These limits are chosen because the short integration time fields have a much higher incidence of spurious sources at the 3σ level than would be expected based on the quoted noise levels. A Gaussian PSF of the same flux as the removed point source is then subtracted from the unconvolved map, and the χ 2 for the difference is calculated. This statistic provides a measure of how similar the point source is to the telescope's fiducial beam; the area around a peak in the map poorly fit by the telescope's PSF is likely due to random fluctuations, additional fainter sources, or systematic noise effects, rather than a real source.
In some cluster fields significant point source detections occur where the SZ signal is expected to be strongest, within about 30 arcsec of the measured X-ray centre (these sources are noted in Appendix B). As naively subtracting flux from this region would erroneously decrease the measured SZ effect increment, we do not subtract these central sources from the time series. This can be justified by considering the characteristics of the sources of sub-mm emission in these cluster fields.
Gravitational lensing is known to magnify background submm sources in many cluster fields. Lensing models de-magnify sources in the interior of the Einstein ring, even when relatively complex mass distributions are considered. Sub-mm sources behind the cluster would either be lensed to the Einstein ring and beyond, or be much dimmer than their unlensed brightness, thus leaving the central area of a cluster free from lensed emission. This type of source would only be problematic in low mass clusters, where the Einstein ring is close to the centre of the cluster. Fortunately, the SCUBA catalogue almost uniformly contains massive, rich clusters, so we expect little contamination from these sources.
The possibility of dust emission from the central galaxy is more problematic. As no measurements of pure dust emission in the FIR in mid-to high-redshift cD galaxies exist, it is difficult to estimate the flux contribution expected from these sources. Vlahakis et al. (2005) show that early-type galaxies of a given mass are dimmer than comparable late-type galaxies, and since even canonical ULIRG galaxies have fluxes less than 1 mJy at z = 0.5, −850 as a function of weather, as traced by A × τ 850 (where A is the airmass of the observation) for a random sample of 250 data files in our set. The right panel shows the quantity a 2 −450 versus A × τ 850 for the same random sample. The histograms to the right of either of these plots show the distribution of both q 2 . The ratios q 2 are always greater than 1, implying that some form of atmospheric removal should always be instituted. However, improvement from the 450 µm atmospheric removal method is systematically lower than for the standard 850 µm method. The average of the ratio q 2 −850 /q 2 −450 is about 0.9, meaning that the difference between the improvements for the two methods is not substantial. The overall improvement in variance after atmospheric removal is typically about a factor of 2; we find that generally, removing an array average does not improve an individual bolometer's noise performance by a large factor. However, some sort of array average subtraction is critical for the noise characteristic of the time series, as it removes residual 1/f noise left after double-differencing. a priori we expect little contamination from typical central cluster galaxies.
Should they in fact be sub-mm bright, there are two methods which could be used to identify central galaxies in these clusters. The first relies on the fact that, if present, such sources would be very bright at 450 µm. It is therefore necessary to check the 450 µm maps for sources coincident at both SCUBA frequencies; these would indicate that the central flux is indeed due to bright dust emission in the cluster's central galaxy. For example, consider the case of a z = 0.5 850 µm central source with flux 5 mJy, similar to the situation in Cl 0016+16. A conservative estimate for the 450 µm flux of such a source based on dust emission alone is ∼ 40 mJy, which would be detected in the 450 µm maps. Furthermore, in the class of clusters with detected central 850 µm emission, Cl 0016+16 has the second highest redshift, meaning that the 450 µm flux of central sources in the other cluster fields would be much stronger still 6 . The second method of identifying central cluster sources involves measuring the shape of the source in the map. A number of the central sources in these clusters appear to exhibit extended structure poorly fitting the telescope's PSF. Such sources (as in Abell 370, Abell 383, Abell 520, Abell 1689, and RXJ1347−1145) are unlikely to be galactic, as these should be unresolved.
This being said, a counter-example to the generalization that moderate redshift cD galaxies are sub-mm dim is the central galaxy detected in the z = 0.25 cluster Abell 1835, which multiwavelength studies have shown to be an FIR bright cD galaxy . The image of this source in the SCUBA map shows it to be a point source well matched by the JCMT's PSF rather than extended emission, so even in the absence of measurements at other wavelengths it would be considered suspicious. This source is the only sub-mm bright cD galaxy identified in the literature and detected in our sample, and we argue that it is an exceptional example. In any case, this field is flagged as contaminated for the purposes of SZ effect measurement with these data.
It is certain that central cluster galaxies emit at 850 µm at some level; if the average brightness of these galaxies is ∼ 1 mJy, which is much brighter than we would naively predict, they would be a significant contaminant for measurements of the SZ effect (this issue is discussed further in Sections 3.3 and 4). The sub-mm flux distribution of cluster sources is certainly an open topic, and one which merits further study. Table 5 in Appendix B lists the point source candidates, positions, fluxes and their errors, and the χ 2 statistics for the binned maps. As none of the unresolved sources exhibit a poor spatial χ 2 statistic, they all meet our criteria for being real. For the purpose of measuring the SZ effect signature, all detected point sources must be removed from the data. We do this by subtracting all of the sources in Table 5 directly from the time series by sampling their idealized shape (i.e. the PSF shape with the same amplitude as the source's brightness) and subtracting the resulting time series from the real data. These cleaned data are used in subsequent stages of the analysis. Appendix C provides notes about each of these clusters, including references to previous SCUBA measurements of these fields.
In order to provide a check for the point source identification, the 450 µm data are also reduced using the SURF pipeline. The estimated 450 µm fluxes at the positions of the 850 µm sources are also listed in Appendix B. Only one 850 µm source is robustly detected at 450 µm, RXJ 1347−1145-1. . 850 µm signal to noise ratio maps of clusters in the SCUBA archive. The signal to noise ratio is used because the noise characteristics of these maps can be quite heterogeneous. Note that these images are useful for assessing the quality of the data and the contamination by bright sources, but do not show the entire SZ effect (since a large part of the signal comes from differences relative to the off-beams). The cross symbol shows the centre of the cluster as defined by X-ray data. For the long integration time fields (t int 15 ks), the dashed contours are at {−7, −5, −4, −3} × σ and the solid contours are at {3, 4, 5, 7, 9, 11, 13} × σ, while for the short integration time fields (t int < 15 ks), the dashed contours are at {−7, −5, −4} × σ and the solid contours are at {4, 5, 7, 9, 11, 13} × σ. 'Holes' in the maps occur due to noisy bolometer subtraction, and generally occur only in fields with short integration times. Negative beams of sources can be seen in some of the maps where 'in-field' chopping was used. Abell 370 exhibits a bright source near the southern edge of the field, Abell 478 exhibits a bright quasar near the middle of the field, and Abell 496 shows emission associated with its central galaxy.
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Figure 2 -continued Abell 780 contains the bright source Hydra A, which is visible in this image, which, due to short integration time is sparsely sampled. Abell 1689 contains an extended source near the X-ray centre; we associate this with the SZ effect (see Section 4). Abell 1835 also shows a significant detection at its centre, although this is associated with abnormally bright dust emission in the central cluster galaxy. Abell 2163 has two pointings, neither of which are very deep, and both of which show pathologies in the data; the cluster is removed from further analysis because of this. Abell 2218 contains a multiply imaged high redshift source (Kneib et al. 2004b) ; since this would interfere with SZ effect extraction, this cluster is also removed from further analysis (because the central source in this cluster is very significant, the contours in the Abell 2218 map are drawn at (−5, −4, −3, 3, 6, 9, 12, 15, 18, 21) × σ).
Figure 2 -continued Abell 2597 contains a bright point source associated with AGN activity in its central galaxy. Cl 0016+16 has a central enhancement which we ascribe to the SZ effect Zemcov et al. (2003) . Cl 0055−2754 has a very short integration time and so is sparsely sampled. Cl 1604+4304, a high redshift cluster, appears to contains a large number of sources.
Figure 2 -continued Cl 2129+0005 is another field with an extremely short integration time. MS 0451−0305 contains another resolved gravitationally lensed source (or set of sources) at high redshift (Borys et al. 2004) . Because the map of RXJ 1347−1145 covers such a large area, it appears twice; the lowest left map is the whole field, and the lowest middle map is a detail of the centre of the cluster. The central area of RXJ 1347−1145 contains a source bright at both 850 and 450 µm, and, potentially, a resolved image of the SZ effect in the centre of the cluster.
SZ INCREMENT FITTING

Field cuts
Although all of these clusters should exhibit the SZ effect, the signal from some may be swamped by known sub-mm bright central galaxies, complex emission due to gravitational lensing, and instrumental pathologies. Therefore we cull the list to exclude those fields where SZ emission at the ∼ 1 mJy beam −1 level cannot possibly be disentangled from other sources of emission based on our present knowledge of the cluster.
We remove those clusters lying at low redshift (z < 0.1) with bright AGN near their centre which would swamp the SZ effect. The clusters affected by this cut are Abell 478, Abell 496, Abell 2597, Abell 780, and Cl 2129+0005. In general, these clusters were only observed for a short time, and have poor spatial coverage. Similarly, Abell 1835 is removed from the sample as it contains an abnormally bright cD galaxy coincident with the X-ray centre, as discussed in the last section.
A further cut removes two clusters with strong lensing signatures: Abell 2218 (Kneib et al. 2004b ) and MS 0451−0305 (Borys et al. 2004) . In these systems, it is too difficult to disentangle the complex lensed structure from the SZ effect. Abell 1835 is also cut from the sample, as it is known to harbour a sub-mm bright central source ).
The two clusters (Cl 0055−2754 and Cl 2129+0005) with under 30 minutes of integration time are removed from further consideration; the noise level achievable in this time under even the best conditions is too high to see a ∼ 1 mJy beam −1 SZ effect.
Furthermore, neither X-ray data nor velocity dispersions are currently available, so we cannot apply our SZ fitting method to these clusters (as discussed in Section3.2). The noise structure in the map of Abell 2163 is atypical, demonstrating elongated patches and deep negative holes. Despite our extensive background with SCUBA data, we are not able to explain this noise pathology, and therefore flag this cluster map as suspect and remove it from our sample.
After these cuts are applied, our initial SZ effect sample consists of 33 galaxy clusters. Using the version of the SCUBA time series and maps with point-sources removed, we now fit these data for the SZ increment.
Sunyaev-Zel'dovich effect modeling & fit
The isothermal β model is commonly used to parameterize the spatial distribution of the SZ effect, as discussed in, for example, Birkinshaw (1999) . If θ is the angular distance from the centre of the cluster, I(θ) is the SZ effect intensity at θ, I0 is the central SZ effect intensity, and β and θc are values parameterizing the cluster, then the isothermal β profile is given by
Given the low signal to noise ratio of our SCUBA data, we cannot hope to determine all of these parameters from our data alone. Fortunately there is a rich body of ancillary data that can be used to assist in the fits.
Independent measures of θc and β
28 of 33 clusters in our sample have published X-ray and/or SZ decrement measurements from which θc and β have been determined. These parameters and references are listed in Table 1 . Of the remaining 5 clusters, two (Abell 222 and Abell 851) have archival X-ray data 7 which we use to fit the center coordinates, θc, and β ourselves. To ensure our fitting procedure was robust, we downloaded and fit the model to archival data for clusters with already published θc and β values, and found no significant discrepancies.
For the three remaining clusters for which we could find no archival X-ray data (Cl 0303+1706, Cl 1604+4304 and Cl 1604+4321), we assume the clusters are isothermal and have a standard King profile (i.e. β = 2/3). An estimate of the core radius rc (which is related to θc by the angular diameter distance) can be obtained via the line of sight velocity dispersion of the cluster σr (Sarazin 1988) :
Here a value for ρ0 must be adopted, since no direct measurements of the central density of these clusters exist. If we estimate ne0 = 10 −2 cm −3 and assume that globally the intra-cluster plasma is electrically neutral, then
where me and mp are the electron and proton masses, respectively. This calculation yields the core radius estimates listed in Table 1 .
A position must also be adopted for the X-ray and SZ peak. For Cl 1604+4304 and Cl 1640+4321, we assume that the optical centre as given in Gunn, Hoessel & Oke (1986) corresponds to the X-ray peak 8 . For Cl 0303+1706, Ueda et al. (2001) give an X-ray centre which we adopt. The model parameter predictions for these 3 clusters are listed in Table 1 .
Fitting for the SZ increment
With these parameters in hand, we can fit for the amplitude of the SZ increment in the clusters, for which two different approaches have been adopted.
In the first method, a model map is made for each cluster using its isothermal β profile parameters. This map is convolved with the JCMT PSF and normalized to have a maximum of 1.0 mJy beam −1 ; this ensures that the fit discussed below yields a consistently calibrated result. This model map is then differenced in the same way as in the SCUBA observation, making a model time series. The mean of the model for each subset of data is removed to match the subtraction of the R 850 from Equation 2 in the real data. The data are then fit to the model differences to determine a scaling coefficient which gives the central increment value. Because it directly incorporates our differencing scheme, this fit method obviates the need to track the correlations which would occur in a pixelization scheme.
The second method for determining the SZ effect amplitude involves making a map using the S 850 b (t) and fitting the result to the model. In this method, a model map is made and normalized in the same way as discussed above. This map is then differenced according to the actual SCUBA observation to produce a time series. Again, the R 850 is subtracted from the model time series. This model data is then rebinned into a map in the same way as for the real data. The data map is then fit to the rebinned model time series to yield a scaling, which is the SZ effect amplitude for each cluster. This method allows a check on the robustness of time series analysis in each cluster.
The results of both methods are listed in Table 2 , and are plotted against one another in Figure 3 . Although there is some scatter between the methods, they generally agree, showing that the fitted SZ effect amplitude from these data is largely independent of the fit. However, the error bars from the map fit method are often ∼ 5 % larger than from the time series fit, and so we adopt the SZ effect amplitudes given by the first method as the best fitting increment values.
As a test of the assumptions about the effects of central point sources discussed in Section 2.5, these fits are also performed with the central 18 arcsec masked from the fit. This test allows a study of how strongly the fits depend on the data from the very central region of the cluster; an indication that point source contamination may be present is if the average fit amplitude is reduced in those clusters with central sources (the starred entries in Table 5 ). Since data are being removed from each set, the error bars should also increase.
To quantify the change in the fit amplitudes, the ratio of the un-masked to masked fit amplitude in each cluster is used; this should be unity for no change in the fit amplitude. For the entire sample listed in Table 2 , the mean ratio is 1.003 and the standard deviation of the ratios is 0.22; this means that, on average, the fit is unchanged, although there is some scatter in the ratio on a cluster by cluster basis. The average ratio for clusters with detected central point sources is 0.995 ± 0.240; this is also consistent with no change, on average. In addition to these amplitude changes, the average error bar for the fits increases by 7 per cent, as expected.
Based on this analysis, we conclude that there is no significant difference between the fits for clusters with and without detected central point sources. Furthermore, this test suggests that the methods we employ are mostly sensitive to the shape of the SZ effect in the data, rather than the brightness of the centre-most region alone. In the absence of results supporting the proposal that these fits are strongly contaminated by central point sources, the fit results which include the central regions for each cluster are quoted hereafter.
Sunyaev-Zel'dovich effect limits
Because the typical SZ effect in these clusters is expected to be ∼ 1 mJy beam −1 , cluster fields with short integration times will have noise levels much greater than the expected signal, and merely increase the noise in the overall measurement. Because they provide relatively uninteresting estimates of ∆I0, the cluster fields with low integration times (tint < 15 ks as discussed in Section 2.5) are excluded from the results presented in this section. Also, clusters whose model parameters are derived from the cluster's velocity dispersions or poor X-ray data are suspect; although these may be a reasonable estimate of the model, the potential error in the model dominates the statistical error in the data. These clusters are also excluded from this section. These criteria leave a final SZ sample of 17 clusters, listed in Table 3 .
At 450 µm, the SZ distortion is a small but non-zero fraction of its peak. Because the 450 µm array averages, which contain the differenced SZ effect flux, have been removed from the data as part of the atmospheric removal method, the fits to the isothermal β c 0000 RAS, MNRAS 000, 000-000 Figure 3 . Comparison of fitting the SZ effect model to the time series data (shown on the abscissa axis) and the binned map data (shown on the ordinate axis). The points show the amplitudes from the fits, with their associated 1 σ error bars. The points with dark centres highlight the 17 final SZ effect clusters defined in Section 3.3. The dark dashed line shows the line x = y, while the light dotted line shows the result of a linear fit to all 33 points, and the dark dotted line shows the result of a linear fit to the 17 final SZ cluster points. The fits have slopes very close to 1, and so are difficult to differentiate on this plot. This shows that the two methods yield very similar results in most of the clusters. The point near {−6, 6} is for Abell 2219; it is unclear why it lies so far from the expected relation, although the application of a poor model is the most likely cause. model must be corrected for the flux removed by this procedure (see Zemcov et al. 2003) . The relation between the quantity measured by our isothermal β fits, ∆I 
where ∆I 450 ave is the flux of the SZ effect removed by the subtraction of the scaled 450 µm array averages. To determine ∆I 450 ave , we adopt the procedure discussed in Zemcov et al. (2003) . For each cluster, the SZ shape as defined by the isothermal β model is sampled in the same way as in the experiment, and a linear coefficient ξ relating the ratio of the input SZ amplitude to the mean of the sampled data stream is found. This gives ∆I 450 ave = ξ∆I 450 0 , where ξ includes the gain difference between the 450 µm and 850 µm channels. The ξ coefficients are given in Table 3 .
For each cluster, the best fit ∆I 850 0
and error bar σ850 are found using a likelihood function and determining its maximum and associated 68 % confidence limits. The likelihood function is created by making a set of SZ effect models with different Compton y0 parameters. At 850 µm, non-thermal corrections to the thermal SZ effect can change the best fitting amplitudes by as much as 15 per cent, given the temperatures of the clusters in the sample (although typically the corrections are much smaller, around a few per cent for most clusters). To account for this, the corrections to fifth order discussed in Itoh, Kohyama & Nozawa (1998) are applied to these fits, using the electron temperatures listed in Table  1 . These temperatures are derived from averages over X-ray data Table 3 . Also included in this table is the parameter D = I 450 ave /I 850 0 , which is the ratio of the flux removed due to the use of the 450 µm channel as an atmospheric monitor to the total 850 µm SZ flux. This ratio is typically less than 5 per cent, but ranges between 0 and 15 per cent in this sample of clusters.
A common technique used in to draw a significant measurement from a set of noisy astronomical data is to 'stack' the noisy images on top of one another centred on a nominal source position. Using the SCUBA maps from the 17 deep integration fields, we have performed this procedure with these data. The (non-central) sources in these maps are subtracted out before the co-addition to give a clean signal from the SZ effect alone 9 . These individual maps are weighted using the expected central Compton parameter in each cluster, which is given by y0 ∝ p ΩM + (1 + z) 3 ΩΛT 3/2 e (as discussed in, for example, Benson et al. 2004 ). Here we use the WMAP concordance cosmology (Spergel et al. 2006 ) and the cluster parameters listed in Table 1 . In the cluster co-addition, each pixel is given a weight based on the variance map, and a total variance map is made using the same cosmological weight as above. The total number of hits in each pixel is also calculated, and this can be used to apodize the co-added maps if desired. The resulting signal map is shown in Figure 4 . The co-addition is quite successful at drawing out extended central structure in these maps. The peak increment value (even without adjusting for the SCUBA chop) is detected at 9σ based on the set of 17 deep maps. Comparison of this co-addition with a model map is desirable; this is achieved as follows. Using the model parameters given above, an isothermal β model is created for each cluster. This input model map is then convolved with the JCMT's PSF and differenced according to the real data. Time series averages are subtracted as in the SZ effect fitting pipeline, and a model SCUBA map is made using these model data for each cluster. These model chopped maps are then co-added using the real noise weights for each pixel in each cluster. The coadded maps for both the data and the model can then be averaged in radial bins to facilitate a comparison of the average flux as a function of radius, as is shown in Figure 5 .
This comparison shows that the model and data stacked maps agree very well from about 0.3 r 3 arcmin, where the data begin to sparsely sample the sky. However, the first bin (which has radius equal to a SCUBA beam) is approximately a factor of two, or about 0.75 mJy, higher than the SZ-only model would predict. This region is typically not resolved in prior SZ effect measurements, so these data provide new insight into models for SZ effect distributions. The excess emission is difficult to explain in the context of our current (isothermal β) model of these clusters, which includes only the SZ effect and sub-mm bright sources in the region away from a cluster's centre. The extra flux therefore could be the signature of unresolved point sources or complex ICM temperature distributions in these clusters. If this extra flux is wholly attributable to the central galaxy in the cluster, a measurement of 0.75 ± 0.25 mJy is obtained for the average flux of such sources over 17 clusters in the range 0.17 < z < 1.2. It is difficult to consistently apply a more complex ICM model to these data, but some fraction of the extra flux may be attributable to varying temperature distributions or clumping in the cluster electron gas, as would occur in the presence of cooling flows, for example. As the isothermal β model relies on fairly simple physical assumptions (some of which are not true in a subset of these clusters), it is quite plausible that it fails as an accurate description of the true ICM shape in some fraction of the sample. However, any other model invoked to describe these data would need to provide a factor of 2 greater SZ emission inside the central ∼ 100 kpc of each of these clusters, or an even larger factor in some subset of them. It is most likely that the excess emission is due to some combination of a more peaked model, at least in some subset of the clusters, and dim galactic sources near the clusters' centres.
DISCUSSION
Sunyaev-Zel'dovich effect results
From a rather heterogeneous data set, the methods employed here have allowed us to estimate the SZ effect brightness in archival SCUBA data for 17 galaxy clusters. For the other 27 clusters with archival SCUBA data, we were unable to provide strong constraints on the the SZ increment. This is due to a variety of factors, such as contamination from lensed sources behind the cluster, AGN in the cluster, and low on-source integration times. In general, the combination of chopping pattern, extended emission and noise means that images of the cluster fields within the size of the array do not fully represent the SZ signal. However, it appears as though our maps of several clusters (particularly Abell 370, Abell 1689, and RXJ 1347−1145) do show significant emission at approximately the right brightness and shape to be (chop-filtered) images of the SZ effect.
A number of the clusters observed with SCUBA have also been popular SZ effect targets with other instruments (see Appendix C for a discussion of this). It is instructive to compare the results given here with those of other groups; we have searched the literature for other SZ effect measurements for each of these clusters and Fig. 6 shows the results.
Comparing to the other SZ effect measurements in these clusters shows that the SCUBA y0 results presented in this work are substantially larger than those determined from data taken at SZ decrement frequencies in 5 of 8 clusters. Although there appears to be a correlation with the results of SuZIE II (Benson et al. 2004) , which uses data from frequencies on both sides of the null of the SZ effect, this is difficult to quantify with the data at hand. The systematic preference for larger y0 evident in the SCUBA measurements in comparison with measurements at other frequencies may be due to some poorly accounted for effect in the analysis or methodology; we discuss these here.
Given these results, a primary candidate for systematically increasing the measured SZ flux is point source contamination near the centre of the cluster fields. Even a relatively dim radio/mm point source near the centre of these clusters could serve to increase the y0 measured from observations taken at SZ increment frequencies, and decrease the y0 measured from SZ decrement observations. On average, such sources would thus increase the disagreement between measurements on either side of the SZ effect null. This being said, the results presented in Section 3.2.2 suggest that point source contamination, at least on average, is not a strong effect in these data. Similarly, experiments targeting the SZ decrement are typically careful to quantify the number and fluxes of point sources in their target fields (e.g. Cooray et al. 1998 ). On the other hand, the excess emission found in the average of 17 cluster maps discussed in Section 3.3 suggests that as much as 0.75 mJy of the central flux cannot be explained by the isothermal β model alone. This is roughly the same size as the expected SZ effect in these clusters; we would therefore expect an appreciable bias to affect the fits due to central point sources below the detection threshold 10 . It is not clear whether the excess flux is in fact due to point sources, however.
A second important concern is the model assumed in each cluster. The isothermal β model, while an accurate description of the ICM flux distribution in some clusters, fails badly in others. For example, Benson et al. (2004) show that the assumed model can have a large effect on the y0 amplitudes measured in their cluster set. To attempt to quantify the dependence of our fitted amplitudes on the model, the model parameters are varied and the data are reanalyzed. We find that the fitted SZ increment amplitudes are a weak function of θc: a systematic increase of a factor of 2 in θc for all of the clusters listed in Table 2 leads to an increase in the fitted ∆I0 of 15 ± 4 per cent (the quoted error bar reflects the standard Figure 4 . This figure shows a stacked co-addition of all 17 deep integration cluster fields discussed in Section 3.3. The weight function used in the stack is the expected y 0 based on the measured Te in the cluster. The cluster maps are all centred on ∆α = 0, ∆δ = 0 so the imaged SZ effects should all be centred at the same point. The image grey scaling is from −2 mJy to 2 mJy, and contours are plotted at {−1.0, −0.5} mJy (dotted) and {0.5, 1.0, 1.5} mJy (dashed). The statistical noise in this map is 1σ = 0.2 mJy at the centre of the field, and the map has been apodized using the summed hit map. The box at upper right contains an artificial point source with peak brightness equal to that of the SZ effect in this map (1.83 mJy) as a reference for the emission at the centre of the co-addition, which in comparison is quite extended. deviation of the per cent change for the set). A decrease in θc by the same factor -that is, increasing the 'peakiness' of the clusters by a considerable amount -leads to a change in the average y0 of 2 ± 4 per cent. Alternatively, the fit amplitudes are a stronger function of β: increasing β by a factor of 2 leads to a 25±7 per cent decrease in the measured ∆I0. Clearly, a moderate misestimation of the model can have an appreciable affect on the y0 measurements discussed here.
An issue related to the cluster flux distribution model is that of cooling flows: such clusters have more peaked centres than their approximately isothermal counterparts. In the set of clusters shown in Fig. 6 , Abell 1689, Abell 2390 and RXJ 1347−1145 are classed as clusters having cooling cores. Although at least 2 of these 3 clusters exhibit SCUBA-determined y0 significantly higher than that measured at the decrement, this is not statistically different than for the non-cooling flow clusters. More data would be required to reliably differentiate between these cluster types.
Interestingly, Fig. 5 suggests that the centres of our cluster sample, on average, emit a factor of 2 more flux at 850 µm than the SZ models used here can account for. This flux may in fact be the signature of excess emission from cooling flow core clusters in the total cluster sample of 17 fields, or a more generic failure of the isothermal β model. Equally, it could be the signature of dim point sources in these clusters. It is not possible to differentiate between these options with the data at hand.
Finally, two components of the analysis pipeline could have a systematic effect on the final amplitudes, the first of these being calibration. We have used the SCUBA calibration observations determined between 2 and 5 times nightly at the JCMT to calibrate the observations presented here. Although it is difficult to model how the calibrations could be systematically incorrect by an appreciable factor, there is certainly an approximately 10 per cent variation in the calibration runs taken over a single night. For deep cluster fields, this effect should average out; however, for shallow fields this may not be true. Fortunately, the 8 deep fields discussed in this section should not suffer from systematic calibration problems. A second component of the analysis pipeline which may systematically affect the measured y0 is the correction for the 450 µm atmosphere subtraction. Although the size of the correction is typically less than 10 per cent, it may help artificially increase the measured y0 if the correction algorithm is erroneous. We have attempted to be completely consistent with the 450 µm correction, but as it is itself based on the SZ effect model, the correction does increase the systematic uncertainty of the measurement.
As a final comparison, we can consider the amplitudes determined by Zemcov et al. (2003) for Cl 0016+16 and MS 1054−03. Figure 4 ) in annular bins with width 15 arcsec (a SCUBA beam). The error bars are similarly determined from the stacked variance map. The model, shown as a solid line, is determined by creating a simulated 'map' for each cluster, sampling it according to the telescope's recorded pointing, and running the resulting time series through the data analysis pipeline to create maps which reflect the spatial filtering of SCUBA's chopping pattern and the pipeline itself. These individual model maps are then stacked using the same noise weights as are applied to the data map stack, and the resulting map is averaged in annuli. To apply the proper normalization, the model averages are fit to the data averages before plotting. This figure shows that the model and data agree quite well, except in the central bin, where the measured flux exceeds the model expectation by a factor of ∼ 2.
In that work, the measured y0 from the SCUBA data alone were (2.2 ± 0.7) × 10 −4 and (2.0 ± 1.0) × 10 −4 , respectively. Although these values are different than those listed in Table 3 , the disparity is not statistically significant.
Point sources
As part of this survey of archival SCUBA data, we have presented a list of point source candidates found in our maps. Broadly, these fall into three categories: bright central sources associated with AGN activity in the cluster's central galaxy; lensed sources in moderate and high redshift clusters; and star forming sources in the clusters themselves. Sources belonging to the first category are generally very easy to identify, as they correspond to well known galaxies at other wavelengths (e.g. Hydra A). The second category have typically already been well studied, as in Abell 2218 (Kneib et al. 2004b ) and MS 0451−0305 (Borys et al. 2004) , and correspond to sources around z ≃ 2-3 (Smail et al. 1997 , Chapman et al. 2002 . Such lensed sources are common in rich cluster fields; most clusters with long integration times exhibit this type of source.
Low signal-to-noise sources in a population with steep source counts tend to appear somewhat brighter than they actually are. One can attempt to correct for this by performing a flux de-boosting procedure (e.g. Coppin et al. 2005 ). We have not done this for our source list, since the procedure would be complicated for such an inhomogeneous data-set, and would also depend on modeling the lensing effects. It is therefore important to appreciate that the fluxes given in Table 5 will generally be biased high, this being particularly true for the low significance sources.
Future experiments
It is problematic for this type of measurement that, for a given cluster, background source lensing and the amplitude of the SZ effect are highly correlated. In other words, a massive cluster with a large SZ effect is also a strong lensing cluster. This underscores the need for experiments with high spatial resolution and multi-wavelength coverage, particularly at sub-mm wavelengths. Although the peak of the SZ effect and that of maximum lensing have different spatial shapes, an instrument like SCUBA -with its single SZ effect observation frequency and relatively poor spatial resolution -will have trouble disentangling the effects in clusters where the SZ shape is broad.
Nevertheless, the measurements presented here are instructive. They show that it is possible to provide useful constraints on the SZ increment using mm/sub-mm array receivers and highlight the most likely sources of systematic error in any sub-mm SZ effect experiment: chopping effects (necessitated by the strongly varying atmosphere in the sub-mm regime) and the contamination of point sources, particularly lensed ones, which are thought to be correlated with the existence of a strong SZ cluster. We have shown that one must to try to remove the effects of bright point source contamination in these type of measurements, and that when chopped data are used one must be careful to compensate for the effects of chopping as much as possible in order not to remove a significant part of the signal.
In the future, the combination of SZ data at a range of wavelengths (from 10s of GHz to 400 GHz or higher), together with Xray, lensing and other optical studies, should allow for constraints to be placed on the kinetic SZ effect. This effect will yield the radial velocity of the cluster which, in principle, will constrain large scale flows in the Universe. Multi-wavelength SZ data will also be useful for studies of cluster astrophysics, from temperature and mass determinations to sub-structure within the cluster gas itself.
The next generation camera for the JCMT, SCUBA-2 , Holland et al. 2006 will alleviate many of the problems with SZ effect increment measurements highlighted by this work. SCUBA-2 will bring CCD-style imaging to sub-mm astronomy; sampling at 200 Hz, it will allow imaging of the sky much faster than atmospheric variation (≃ 1 Hz). The large array coupled with rapid scanning and map-making techniques should allow for a robust estimate of modes on scales many times larger than SCUBA-1 has permitted. Since typical increment amplitudes for rich clusters correspond to ∼ 1 mJy per 850 µm JCMT beam with a spatial shape spread over tens of beams, high signal-to-noise ratio SZ measurements of targeted clusters should be possible. Weaker statistical measurements of less massive clusters may also be possible in 'blank sky' surveys. Despite the improvements in mapping structure over many arc minutes, SCUBA-2's resolution will be the same as SCUBA's, and hence lensed sub-mm sources will still be an issue. However, with SCUBA-2's much higher sensitivity, their identification and removal should be simpler. And obviously the availability of deep data at other wavelengths will be crucial for extracting lensed sources. Candidate lensed sources in cluster fields can be followed up with pointed observations with much higher resolution using existing interferometers, and eventually the full power of ALMA. When point source free high frequency SCUBA-2 data are combined with those from the next generation of dedicated SZ effect experiments very powerful constraints on the full SZ effect spectrum in hundreds of clusters should become commonplace.
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APPENDIX B
Cluster
this flux with dust emission from the central galaxy; this is supported by the detection of CO emission in this galaxy. Grego et al. (2001) detect an SZ effect decrement at 30 GHz, and Cooray et al. (1998) discuss point sources detected at the same frequency. Mauskopf et al. (2000) and Benson et al. (2003) both find data consistent with a sub-mm SZ increment in this cluster using SuZIE I/II. Both Schmidt, Allen & Fabian (2001) and Majerowicz, Neumann & Reiprich (2002) present X-ray measurements of this cluster, finding a central ICM temperature of 4.0 and 4.4 keV, respectively. Abell 1835 has a strong cooling flow, and thus exhibits a temperature gradient between the centre and the hotter outer regions.
