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Abstract--In this paper, we combine the order conditions with the canonical conditions to get 
the "canonical order conditions" for RKN methods, and then we use these conditions to get two 
three-stage canonical RKN methods oforder 4. 
1. INTRODUCTION 
As is well known, Hamiltonian formalism plays a fundamental role in mathematical physics, 
classical mechanics, optics, quantum echanics, hydrodynamics of a perfect fluid, plasma physics, 
and accelerator physics. Hamiltonian systems have many intrinsic properties: the preservation of
phase areas of even dimension and phase volume, the conservation laws of energy and momenta, 
and other symmetries. The most important property is the canonicity of phase~flow for time- 
independent Hamiltonian systems; it ensures the preservation ofphase areas and phase volume, 
so we hope the transition of difference schemes will keep this canonicity when they are used to 
solve the Hamiltonian systems numerically. 
In [1-3], Feng Kang and his colleagues developed a systematic research of canonical difference 
schemes for Hamiltonian systems. This paper is concentrated onthe order conditions and canon- 
ical conditions for RKN methods. In Section 2, the canonical conditions and order conditions 
are given out, and then combined. In Section 4, we get two 3-stage, 4th order canonical RKN 
methods by numerical computing and analysis. In Section 5, we give out general self-adjoint 
RKN methods and some examples. 
2. CANONICAL CONDITIONS FOR RKN METHODS 
Let's consider a special kind of the systems of second order ordinary differential equations: 
~j=f.1(yl,y2,... ,y~), Y=l , . - . ,n .  (I) 
We can transform (I) into the form of systems of first order differential equations by adding 
another group of variables yeJ, (y = 1,... , n): 
Since canonical difference schemes are meaningful only for Hamiltonian systems, we suppose 
that (2) can be written as: 
[~] = L_ .~v~,  J , (3) 
where H(y,y ' )  is a scalar function, so H must be in the form H = ½ y%, ' -u (~) ,  and -~ = S(Y). 
A general s-stage RKN method for systems (1) is in the form: 
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{g~ = yo + ~h~0 + h 2 E~=i ~,d(gJ) 
~11 --" YO + h~o "~" h2E~.-.1 bjf(g$) (4) 
Let 
then scheme (4) is canonical i f  
I D= ~ ; (5) 
(o ° 
LY JD= J, J=  In 
THEOREM 1. /£ 
b j - -b j (1 -c j ) ,  l< i<s ,  (7.1) 
bin 0 - bjaji + bibj - b, bj -~ O, 1 ~ i, j < s, (7.2) 
(i.e., bin 0 - bjaji + bibj(cj - cl) --- O, 1 < i, j < s), 
then the difl'erence scheme (4) is canonical. 
In [4], Y.B. Suds proved Theorem 1 by (6); the proof is direct but complex. In [5], Okunber 
and Seel used exterior products to prove dyo A d~ - dyl A d~ under (7), and thus got the same 
conclusion; his proof is more simple. Here we omitted the proof. 
3. ORDER CONDITIONS FOR RKN METHODS 
In this section, we just give out some definitions and a theorem about order conditions. As for 
detailA about trees and order conditions, please refer to [6]. 
DEFINITION 1. Let A be an ordered chain of indices A = {j < k < I < m < ... } and denote 
by A~ the subset consisting of the first q indices. A Rooted labelled tree of order q(f >_ 1) is a 
mapping (the son-father mapping): 
t :A , -{ j}  , Aq, 
such that t(z) < z for all z E Aq - {j}. We call z the son o f t (z )  and t(z) the father of z. The 
vertex j ,  the forefather of the whole dynasty, is called the root of t. The order q of a labelled 
tree is equal to the number of its vertices and is usually denoted by q = p(t). 
DEFINITION 2. A labelled SN-tree of order q is a rooted labelled tree: 
t :Aq-U} ,Aq 
together with a mapping: 
t' : A~ , {"meagre", "fat"}, 
width ~es:  
a) the toot j oft  b always "fat": i.e. t'(j) = "fat". 
b) a "zneasre" vertex has at most one son and this son has to be "/'at". 
c) a Yat n vertex has on/y ~measre" so~. 
K 
J / 
J 
E" j=1 cjajm. 
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Figure 1. Ex_,~mples of rooted labelled trees. 
Figure 2. Examples of labelled SN-trees. 
/ 
Ex~ple: For t l~ tree t, p(t) = 4, "y(t) = 4 • (~. 1). 1 = S, Oj(t) = 
m m 
% 
j J j 
Figure 4. Examples of equivalcmt Labelled SN-tre~ of order 4. 
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For a labelled SN-tree, we denote by 7(t) the density of t, which is defined recursively: 
-rCz) - pCt).~(t~) ~,(t2).. "~(tm), (8) 
where tl ,  t~, . . .  ,tm are the subtrees ramified from the root oft. We denote by ~j (t) the expre~ion 
which is a sum over the indices of all "fat" vertices of t (without j ,  the index of the root). The 
general term of the sum is a product of : 
aka if the "fat" vertex k is connected via a "meagre" son with "fat" vertex l; 
if the "fat" vertex k is connected with m "meagre" end-vertices. 
DEFINITION 3. Two labelled SN-trees (t, t') and (u, u') are equiv~ent if they di~er o~y by a 
permutation of their indices, i.e., i£ they have the same order, say q, and if there exists a b~ection 
= Aq , A~ with ~(j) = j, such that W = ~u on Aq - { j}  ~d W = u'. 
CN41M Z2:9..6 
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An equivalence c l~  of qth order labelled SN-trees is called an SN-tree of order q. The following 
theorem is given out for SN-trees, which means only equivalence classes of labelled SN-trees are 
considered; the difference among the same equivalence class is trivial. Once we have understood 
the upper definitions, we can use the following theorem to get the order conditions for RKN 
methods. It can be found in [6]. 
THEOREM 2. The RKN method (4) for the special second order differential equations (1) is of 
order p, iff: 
8 ~,,,(t) = I 
/----1 (p ( t )  + 1)7(t)' for SN-trees t with p(t) _< p -  1, (9.1) 
1 
bind(t) = for SN-trees t with p(t) <_ p. (9.2) 
,=1 7(t)' 
4. COMBINATION OF CANONICAL CONDITIONS 
AND ORDER CONDITIONS 
Fortunately, we find the order condition (9) can be simplified under the canonical condi- 
tion (7.1). The following proof is from [6]; we cite it here for its importance in our paper. 
THEOI~M 3. Under the canonical condition (7.1), the order cond/tion (9.2)/replies (9.1), so (9.1) 
can be omitted. 
PROOF. Let t be a SN-tree of order less than or equal to p - 1 and denote by u the SN-tree of 
order p(t) + 1 obtained from t by attaching a new branch with a "meagre" vertex to the root 
of t. By the construction of ~i(t), we have 
¢,(u) = c,¢,(t), 
and from the definition of 7(t), we get 
7(u) = (p(t) + 1) 7(t). 
P(O ' 
then 
i=1 /ff i l  /=1 
1 1 1 
~(t) ~(u) (p(t) + 1)~(t) 
Since the set of qth order trees u we get from the set of (q - 1) th order trees t is just a subset of 
the total of qth order trees, then order condition (9.2) implies (9.1). | 
We now get the main result of this section, it's the combination of the conclusions of [4-6]. 
THEOREM 4. The RKN method (4) for equations (1) are canon/ca/and of order p, ~." 
b,a o - b~aj, + b,b~(c~ - c,) = 0, 1 _< i , j  <_ s, 
b,=b, (1 -c i ) ,  l< i<s ,  
# 
= 1 
- -~ ,  for SN-trees t with p(t) ~ p. 
i~1 
(10.1) 
(10.2) 
(10.3) 
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5. CONSTRUCTION OF A 3-STAGE 4TH ORDER 
CANONICAL RKN METHOD 
For the convenience of application, we just construct explicit schemes in this section. So we 
suppose the parameters a 0 of RKN method to be a matrix A: 
0 0 -.. 0 i ]  a21 o . . .  o 
aS l  a32 • • • 0 . 
: : : : 
Lae l  a J2  • " " as , j -1  
From Theorem 4, notice the symmetry of equations (10.1): 
b,a o - b~a i ,  + b,b~(e i - c,)  = 0, 1 _< j __ i _< m,- :  '- 
bjaj i  - bia 0 "t- bjbi(cl - c j)  = O, 1 ~ j ~ i ~ m. 
We get the simplified conditions as: 
bia O + bibj(cj  - ci) = O, l ~ j < i < m.  (11) 
For conditions of a three-stage, 3rd order scheme, we get equations for the parameters: 
b2a21 -t- b2bl(Cl - c2) = 0 
bsasl -t- bsbl(Cl - c3) = 0 
bsas2 + bsb2(c2 - c3) = 0 
bl -I- b2 -I" b3 - 1 
b lC l  "1- b2c2 "[" bscs = ½ 
2 2 2_  I blc 1 + b2c 2 -I- bsc s - i 
b2a21 "Jr" bsasl  + bsas2 = 1 
(12) 
and 
bi = bi(1 - ci). 
In (12), there are 9 variables and 7 equations; a solution is: 
(13) 
A= 0 , 
½ 
2 and bl = ~,  b2 = ~, b8 = -~,  Cl = c3 = 0, c2 = ~. 
Since the number of order conditions i  seven when one wants a scheme to be of order 4, plus 
the three equations for canonicity, there is a total of ten equations and the number of variables, 
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nine, remains the same. So we first construct a 4-stage scheme of 4th order. We get from (10.1) 
and (10.2) the equations to be solved for the parameters of the RKN method: 
l b2a21 -4- b2bl(Cl - c2) "- 0 
bsasx -I- b~bl(cl - c3) = 0 
bsas2 -I- bsb2(c2 - c3) = 0 
b4a41 + b4bl(Cl - c4) = 0 
b4a42 + b4b2(e2 - c4) = 0 
b4a4s + b4b3(c3 - c4) = 0 
bl+b2+b3+b4=l  1 
blCl "Q" b2c2 -I" b.qc3 -I" b4c4 = 
2 2 2 2 1 blel "4" b2c2 -I- bse 3 + b4e 4 = -~ 
1 
b2a2; + bsasx + bsas2 + b4a41 + b4a42 + b4a4s = -~ 
] bx¢: +b2~ + bsc: +b4c~ = 1 
1 
i b2c2a21 +baeaaax + bscsas~ +b4c4a41 +b4c4a42 + b4c4a4s = 
1 
( b2a21ez +bsaszcz + bsa82c2 + b4a41cl + b4a42e2 + b4a4scs 2"4; 
(14) 
there are 13 equations and 14 variables. We let c4 = 0 in (14), then: 
b2a2x + b2bx(cx - c~) - 0 (15.1) 
bsasx + bsbx(cl - c3) = 0 (15.2) 
bsas2 + bsb2(c2 - c3) = 0 (15.3) 
b4a41 + b4blCl = 0 (15.4) 
b4a42 "{" b4b2c2 -" 0 (15.5) 
b4a~ + b4bscs = 0 (15.6) 
bx + b2 "l- bs -I- b4 -- 1 (15.7) 
1 blcl + b2c~ + bsea = - (15.8) 
2 
1 (15.9) bxe~ -t- b2c 2 -t- bsc~ = -~ 
1 
b=a21 + bsasl + bsas= + b4a41 + b4a42 + b4a4s = ~ (15.10) 
1 (15.11) 
1 
b2c~a2x + bacaasx + bacaau : ~ (15.12) 
1 
b~a2xex + bsasxel + bsas2e2 +b4a41¢1 +b4a42e2 4.b4a4acs - ~- .  (15.13) 
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We get a numerical solution of(15): 
a21=0.223289639494849466E-01 
aal=0.289229768473323296E-08 
as2=0.288675344169766368 
a41=O.305378895320971063E-01 
a42 = -0.105734266560924120 
a~=-0.425113753642105449 
bl = -0.386749106821636153E- 01 
b2 = 0.500000351122099034 
b3=0.538674652824831873 
b4 = -0.912976704298956859E- 07 
cl = 0.788675305877705318 
c2=0.211324990826657621 
cs = 0.788676263803948187. 
We guess from this numerical solution that: 
1 1 
a31 - -  O, b2 -" 2 '  bs - ~ - bl, b4 ---- O, Cl -~ c3, c2 ---- 1 - Cl; 
then (15) is simplified under these assumptions: 
(15.1) ~ a21 + b1(2¢1 - 1) = 0 
(15.2) ¢=~ 0 - 0 
(15.3)¢==~ (1-bl) a32-l-(2-bl) 1(1-2cl)=0 
(15.4), (15.5), (15.6), (15.7), (15.8) ~===~ 0 = 0 
1 1 (15.9) ¢=~ ~c2-F (I - -C l )  2 "-- 
1 ( 1 )  1 
(15.10) ~ ~ a21 ~- -- bl as2 = g 
1 
(15.11) ~ e~ - Cl -~- ~ = 0 
1 ( 1 )  1 
(15.12) ~=~ ~ (1 - cl) a21 + cla32 - b l  - 
1 ( 1 )  1 
(15.13) ¢=~ ~ a~Icl + -b l  a32(1- Cl) = ~.  
So we get a system of equations of the variable a21, a32 , bl, C 1" 
a21 -t- b1(2cl - 1) - 0 
(1-bl) as2+ (1-bl) 1(1-2c,)-0 
1-c~ (1-~1)~= 3 
1 ( 1 )  1 
a21 "~ - -  b l  as2  - 
1 ( I  ) I ~(l--c1)a21"}-clas2 -bl - g 
I ( i )  1 
~ a21c l  + - bl as2(1  - c l )  - ~. 
From (17.3), we get c~ - ci -b ~ - O, then Cl ---~ (3 "J- ~ /~) /6  (Or Cl -" (3 -" ~/ '3) /6) .  
(16)  
(17.1) 
(17.2) 
(17.3) 
(17.4) 
(17.5) 
(17.6) 
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Suppose bz ~ 0; we get, from (17.2), 
1 i), a82= ~(2cl- 
so a82 = Vf3/6 (or as2 = -V~/6) .  Under  (18) , (17.4)  becomes: 
( 2 )  1 1 1 (2c1_1)=6,  ~a21+ -bl ~ --" 
(18) 
(19) 
plus (19) and (17.1), we find 
1 1 (2ez - I), i.e., a2z = 2a21 = ~ - 
and then: 
from (17.1). So we suppose 
( 
b l = ~  ~,or 12 ) '  
and 
2-Vf3  V~ 3-2~ 3 -,I- Vf3 
a21 = 12 ' a32 = --~-, bz = 12 , cz = 6 ' 
2+V~ V~ 3+2V~ 3-V~ 
a21-- 12 ' as2-  6 ' b l -  12 , ez-- 6 
to be two sets of solutions of (17), and in fact, we can prove by merely testing the equa~dons 
of (17) that they are. 
Thus we get two sets of analytic solutions of the original equation system (14): 
Solution 1: 
2-v  
a21 = 12 ' asz = O, as2 = "~-,  a4z ,a~,a , , s  : arbitrary. 
3 -2V~ 1 3+vf3 
bl - 1"----7' b2 = ~, b3 = 1~'  b4 = 0, 
3 + V'~' 3 -V f3  ' 3 + ~/'3" 
Cl = ~ ,  C2 = ~ ,  Ca = ~ ,  C4 --" O; 6 6 6 
the corresponding bi(i = 1, 2, 3, 4) are: 
3+vf3 l+V~ 5-3v~ b2=- -  b3=- -  b4=O. 
bl = 2~'  12 ' 24 ' 
Solution 2: 
2+vf3  x/~ 
a21 = 12 ' asz = O, as2 = --'~-, a4x,a~,a,m : arbitrary. 
3+2  1 
bz-  1~'  b2=~,  bs-- 1"--~' b4=0, 
3-v  3+v  3-v  
Cl " -  - - ,  C2 " -  - - ,  C3 - "  - - ,  C4 = 0 ;  
6 6 6 
the corresponding b~(i = 1,2, 3,4) are: 
1-v  bl=5+3v~ b2= b3= b4=O. 
24 ' 12 ' 24 ' 
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Since b4 -- c4 = b4 - 0 in the two solutions, in fact, we get two 3-stage canonical explicit RKN 
methods of order 4. They are: 
and 
Scheme 1: 
ci aij 
~-v~ 0 0 0 
6 
a-~ 2-v:5 0 0 
6 12 
o o '  
bi 5 -a~ a+V~ 1+v~ 24 12 24 
b i a - 2.~ 1_ a-l- 2 ~/~ 12 2 12 
Scheme 2: 
ci aij 
a-.4~ 0 0 0 6 
-~+ v~ 2 + ~/s 0 0 6 12 
8-v'~ 0 -~  0 
6 6 
24 24 
b~ a+2v~lu _12 
6. SELF-ADJO INT  RKN METHODS AND EXAMPLES 
We construct self-adjoint RKN methods in this section. First, we use the method in [6] to get 
the adjoint of a RKN method. 
THEOREM 5. The adjoint method of (4) has the parameters: 
b; = b~+l-j 
b~ = b,+l-j - b,+l-j  
c~ = 1 -  c,+1-i 
ai~ ~ be+l-j ~" as+l-i,s+l-j - ba+l-j - C4+l-ib,+l-j. 
PROOF. Let: 
{ Yo = Yh(z) and ( Yl = Yh(Z "t" h) 
fro y'h(x) yl = Y'h(x + h) ' 
where z denotes the time. Replace h by -h  in (4) to obtain: 
$ 
gi = y-h(Z) -- cihYl_h(z) "t" h 2 ~ ai j f(gj) 
,-h(,--h) = y-h(Z)- hff~h(x)+ h' ~-~ j/(,j)i=l 
t Z y2h(z-h) Y-h( ) hEbjf(gj)" 
j=1 
Next, we replace z by z -I- h, which yields: 
$ 
g~ = y-h(~ + h) - c, hy'_h(~ + h) + h 2 ~ aJ(g~) 
j=1 
y-h(Z) = y-h(x -I- h) - hy~h(z -I" h) "I" h 2 ~ bj f(gj) 
j--1 
$ 
y'..h(Z) = y~_h(m -'F h) - h ~_.bjf(gj); 
j=l 
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then we get: 
At last, we get: 
g, = :,-h(~ + h) - ~,hU'_h(x + h) + h a ~, , , j f (o i )  
$ 
y_.(~ + h) - y_.(.)  + hy'_h(~ + h) + h a ~ ~f (~)  
~'_h(. + h) = ~'...(.) + h ~ ~j f(~). 
j= l  
9i - y-h(z) + (1 - c,) hpl_h(z) + h a ~-~((bj - bj) + (a 0 - cibj)) f(gj) 
j=l 
y-h(z  "1- h) = y-h(z )  "t" hyL,~(z) "1- h a ~-~(bj -- b j )  f (g j )  
8 
I/_h(z "i- h) - y~_h(z) -I" h E bjf (gj). 
j=l 
In order to preserve the used natured ordering of ci,c2, ...,c,, we permute the 9i-values and 
replace all indices i by s + 1 - i; thus we get (20). 
COROLLARY 1. The RKN method (4) is se]f-ac(joint if[: 
bj = b,+l-j (21.1) 
bj = b,+l-j - b,+1-j (21.2) 
c~ = 1 - C,+l-i (21.3) 
aij = b,+l- j  + as+l - i , ,+ l - j  - bs+l - j  - C,+l- ib,+l- j .  (21.4) 
We construct a two-stage self-adjoint method by (21) which is of order 4. From order condi- 
tious (9) and self-adjoint conditions (21), we know that for (4) to be of order 3 and emlf-adjoint, 
the b~,bi,ci,ao(i,j - 1.2), must be 
v~ 2±v~ 
all = a22, a12 = a21 ~ -~-, a11 d- a12 = 12 
3~v~ 3~v~ 3~v~ i 3q:vfff b 2 = ~  c i = ~  ca- 
bx=b2=~,  b l= 1~'  12 ' 6 ' 6 
Since every self-adjoint method has an even number of order, we get two groups of 2-stage RKN 
methodm of order 4; in fact, we can prove by just testing the order conditions of trees of order 4 
that they are 4th order difference schemes: 
and 
Group 1. 
Group 2. 
ci aij 
o - o 
1 1 be ~ 
ci aij 
3-,/'5 
6 a 2-1-~--a 
a~r,/S 2+,/~ 
6 12 - -  a a 
! bt ~ 
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where a is an arbitrary number, but it is always so chosen so as to make the absolute values of 
all a~j not too big. 
We are surprised to find that these two groups of implicit 4th order RKN methods are also 
canonical, which can be proven by testing canonical conditions (7.1) and (7.2). But there is no 
explicit 2-stage RKN method which can be of order 4, so the schemes we get in Section 3 are not 
meaningless. There may be some relation between canonicity and self-adjointness which we still 
don't know. 
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