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DIRAC REDUCTION FOR POISSON VERTEX ALGEBRAS
ALBERTO DE SOLE, VICTOR G. KAC, DANIELE VALERI
Abstract. We construct an analogue of Dirac’s reduction for an arbitrary
local or non-local Poisson bracket in the general setup of non-local Poisson
vertex algebras. This leads to Dirac’s reduction of an arbitrary non-local
Poisson structure. We apply this construction to an example of a generalized
Drinfeld-Sokolov hierarchy.
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0. Introduction
Let P be a Poisson algebra with Poisson bracket {· , ·}, let θ1, . . . , θm be some
elements of P such that the determinant of the matrix C =
(
{θi, θj}
)m
i,j=1
is an
invertible element of P , and let C−1 be the inverse matrix. In his famous paper
[Dir50] Dirac constructed a new bracket:
{a, b}D = {a, b} −
m∑
i,j=1
{a, θi}(C
−1)ij{θj, b} . (0.1)
It is immediate to check that this new bracket is skewsymmetric and satisfies the
Leibniz rules, and that the elements θi are central for this bracket, i.e. {θi, P}
D = 0.
A remarkable observation of Dirac is that (0.1) satisfies the Jacobi identity, hence
it is a Poisson bracket on P . This is important since the associative algebra ideal
I generated by the θi’s is a Poisson ideal for the bracket (0.1), hence this bracket
defines a Poisson algebra structure on the factor algebra P/I, called the Dirac
reduction of P by the constraints θ1, . . . , θm.
In the present paper we provide an analogous construction for (non-local) Poisson
vertex algebras. This allows us to extend Dirac’s construction to an arbitrary local
or non-local Poisson bracket. (Note that even if the Poisson bracket we begin with
is local, the resulting Dirac’s bracket is, in general, non-local.)
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We apply our construction to obtain Dirac’s reduction of a generalized Drinfeld-
Sokolov [DS85] hierarchy studied in [DSKV13], thereby providing the resulting
hierarchy with a bi-Hamiltonian structure.
Note that our formula (2.2) coincides with Dirac’s (0.1) in the finite-dimensional
case, but in order to extend it to the infinite-dimensional case the language of
non-local λ-brackets developed in [DSK13] is indispensable.
A local Poisson vertex algebra is a local counterpart of the Beilinson-Drinfeld
notion of a Coisson Algebra [BD04]; however it is unclear whether a non-local
Poisson vertex algebra can be introduced in their framework. As far as we know
there has been no rigorous discussion in the literature of general non-local Poisson
structures and of the Dirac reduction in the infinite-dimensional setting, see remarks
in [DSK13].
Throughout the paper, unless otherwise specified, all vector spaces, tensor prod-
ucts etc., are defined over a field F of characteristic 0.
Acknowledgments. We are grateful to Vsevolod Adler and Vladimir Sokolov for
stimulating correspondence. We are also grateful to Takayuki Tsuchida for an
important observation which led us to the correction of the first version of the paper.
We wish to thank IHES, France, where part of this research was conducted. The
third author was supported by the ERC grant “FroM-PDE: Frobenius Manifolds
and Hamiltonian Partial Differential Equations”.
1. Non-local Poisson vertex algebras
We start by recalling the definition of a (non-local) Poisson vertex algebra, fol-
lowing [DSK13], where one can find more details.
We use the following standard notation: for a vector space V , we let V [λ],
V [[λ−1]], and V ((λ−1)), be, respectively, the spaces of polynomials in λ, of formal
power series in λ−1, and of formal Laurent series in λ−1, with coefficients in V .
Furthermore, we shall use the following notation from [DSK13]:
Vλ,µ := V [[λ
−1, µ−1, (λ+ µ)−1]][λ, µ] ,
namely, the quotient of the F[λ, µ, ν]-module V [[λ−1, µ−1, ν−1]][λ, µ, ν] by the sub-
module (ν − λ− µ)V [[λ−1, µ−1, ν−1]][λ, µ, ν]. Recall that we have the natural em-
bedding ιµ,λ : Vλ,µ →֒ V ((λ
−1))((µ−1)) defined by expanding the negative powers
of ν = λ+ µ by geometric series in the domain |µ| > |λ|.
Let V be a differential algebra, i.e. a unital commutative associative algebra
with a derivation ∂ : V → V . Recall that a (non-local) λ-bracket on V is a linear
map {· λ ·} : V ⊗ V → V((λ
−1)) satisfying the following sesquilinearity conditions:
{∂aλb} = −λ{aλb} , {aλ∂b} = (λ+ ∂){aλb} , (1.1)
and the left and right Leibniz rules:
{aλbc} = b{aλc}+ c{aλb} ,
{abλc} = {aλ+∂c}→b+ {bλ+∂c}→a .
(1.2)
Here and further an expression {aλ+∂b}→c is interpreted as follows: if {aλb} =∑N
n=−∞ cnλ
n, then {aλ+∂b}→c =
∑N
n=−∞ cn(λ+∂)
nc, where we expand (λ+∂)n in
non-negative powers of ∂. The (non-local) λ-bracket {· λ ·} is called skewsymmetric
if
{bλa} = −{a−λ−∂b} for all a, b ∈ V . (1.3)
The RHS of the skewsymmetry condition should be interpreted as follows: we move
−λ − ∂ to the left and we expand its powers in non-negative powers of ∂, acting
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on the coefficients on the λ-bracket. The (non-local) λ-bracket {· λ ·} is called
admissible if
{aλ{bµc}} ∈ Vλ,µ ∀a, b, c ∈ V . (1.4)
Here we are identifying the space Vλ,µ with its image in V((λ
−1))((µ−1)) via the
embedding ιµ,λ. Note that, if {· λ ·} is a skewsymmetric admissible (non-local) λ-
bracket on V , then we also have {bµ{aλc}} ∈ Vλ,µ and {{aλb}λ+µc} ∈ Vλ,µ, for all
a, b, c ∈ V (see [DSK13, Rem.3.3]).
Definition 1.1. A non-local Poisson vertex algebra (PVA) is a differential alge-
bra V endowed with a non-local λ-bracket, {· λ ·} : V ⊗ V → V((λ
−1)) satisfying
skewsymmetry (1.3), admissibility (1.4), and the following Jacobi identity:
{aλ{bµc}} − {bµ{aλc}} = {{aλb}λ+µc} for every a, b, c ∈ V , (1.5)
where the equality is understood in the space Vλ,µ. In this case we call {· λ ·} a
(non-local) PVA λ-bracket.
We shall often drop the term “non-local”, so when we will refer to PVA’s and
λ-brackets we will always mean non-local PVA’s and non-local λ-brackets. (This,
of course, includes the local case as well.)
An element θ of a (non-local) PVA V is called central if {aλθ} = 0 for all a ∈ V .
Note that, by skewsymmetry, this is equivalent to the condition that {θλa} = 0 for
all a ∈ V . Note also that, by the sesquilinearity and Leibniz rules, a differential
algebra ideal of V generated by central elements is automatically a PVA ideal.
In [DSK13] there have been proved the following two lemmas, which will be used
in the following sections.
Lemma 1.2 ([DSK13, Lem.2.3]). Let A(λ, µ), B(λ, µ) ∈ Vλ,µ, and let S, T : V → V
be endomorphisms of V (viewed as a vector space). Then
A(λ + S, µ+ T )B(λ, µ) ∈ Vλ,µ ,
where we expand the negative powers of λ + S and µ + T in non-negative powers
of S and T , acting on the coefficients of B. In particular, if V is a differential
algebra, then the space Vλ,µ is also a differential algebra, with the obvious product
and action of ∂.
Lemma 1.3 ([DSK13, Lem.3.9]). Let {· λ ·} : V ×V → V((λ
−1)) be a λ-bracket on
the differential algebra V. Suppose that C(∂) =
(
Cij(∂)
)ℓ
i,j=1
∈ Matℓ×ℓ
(
V((∂−1))
)
is an invertible ℓ × ℓ matrix pseudodifferential operator with coefficients in V, and
let C−1(∂) =
(
(C−1)ij(∂)
)ℓ
i,j=1
∈ Matℓ×ℓ
(
V((∂−1))
)
be its inverse. Letting Cij =∑N
n=−∞ cij;n∂
n, the following identities hold for every a ∈ V and i, j = 1, . . . , ℓ:
{
aλ(C
−1)ij(µ)
}
= −
ℓ∑
r,t=1
N∑
n=−∞
ιµ,λ(C
−1)ir(λ+ µ+ ∂)
{aλcrt;n}(µ+ ∂)
n(C−1)tj(µ) ∈ V((λ
−1))((µ−1)) ,
(1.6)
and {
(C−1)ij(λ)λ+µa
}
= −
ℓ∑
r,t=1
N∑
n=−∞
{crt;nλ+µ+∂a}→(
(λ + ∂)n(C−1)tj(λ)
)
ιλ,λ+µ(C
∗−1)ri(µ) ∈ V(((λ + µ)
−1))((λ−1)) ,
(1.7)
where ιµ,λ : Vλ,µ → V((λ
−1))((µ−1)) and ιλ,λ+µ : Vλ,µ → V(((λ + µ)
−1))((λ−1))
are the natural embeddings defined above. In equations (1.6) and (1.7), C(λ) ∈
Matℓ×ℓ V((λ
−1)) denotes the symbol of the matrix pseudodifferential operator C
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(i.e. the matrix with entries Cij(λ) =
∑N
n=−∞ cij;nλ
n), and C∗ denotes its adjoint
(its inverse being (C−1)∗).
Corollary 1.4. Let {· λ ·} : V × V → V((λ
−1)) be a λ-bracket on the differen-
tial algebra V. Let C(∂) =
(
Cij(∂)
)ℓ
i,j=1
∈ Matℓ×ℓ
(
V((∂−1))
)
be an invertible
ℓ × ℓ matrix pseudodifferential operator with coefficients in V, and let C−1(∂) =(
(C−1)ij(∂)
)ℓ
i,j=1
∈Matℓ×ℓ
(
V((∂−1))
)
be its inverse. Let a ∈ V, and assume that
{aλCij(µ)} ∈ Vλ,µ for all i, j = 1, . . . , ℓ . (1.8)
(As before, we identify Vλ,µ with its image ιµ,λ(Vλ,µ) ⊂ V((λ
−1))((µ−1)).) Then, we
have
{
aλ(C
−1)ij(µ)
}
,
{
(C−1)ij(λ)λ+µa
}
∈ Vλ,µ. In fact, the following identities
hold in the space Vλ,µ:{
aλ(C
−1)ij(µ)
}
= −
ℓ∑
r,t=1
N∑
n=−∞
(C−1)ir(λ+ µ+ ∂){aλcrt;n}(µ+ ∂)
n(C−1)tj(µ) ,
(1.9)
and{
(C−1)ij(λ)λ+µa
}
= −
ℓ∑
r,t=1
N∑
n=−∞
{crt;nλ+µ+∂a}→(C
∗−1)ri(µ)(λ+ ∂)
n(C−1)tj(λ),
(1.10)
where Cij =
∑N
n=−∞ cij;n∂
n,
Proof. It is an immediate corollary of Lemmas 1.2 and 1.3. 
2. Dirac reduction for (non-local) PVAs
Let V be a (non-local) Poisson vertex algebra with λ-bracket {·λ·}. Let θ1, . . . , θm
be elements of V , and let I = 〈θ1, . . . , θm〉V be the differential ideal generated by
them. If I ⊂ V is a PVA ideal, then the quotient differential algebra V/I inherits a
natural structure of (non-local) PVA. In general, we shall modify the PVA λ-bracket
{·λ·} via a construction which, for the finite dimensional setup, was introduced by
Dirac [Dir50]. We thus get a new PVA λ-bracket {·λ·}
D on V , with the property that
all the elements θi are central with respect to the modified λ-bracket. Therefore,
I ⊂ V becomes a PVA ideal for the modified λ-bracket, and so we can consider the
quotient (non-local) PVA V/I.
Consider the matrix pseudodifferential operator
C(∂) = (Cαβ(∂))
m
α,β=1 ∈Matm×m(V((∂
−1))) ,
whose symbol is
Cαβ(λ) = {θβλθα} . (2.1)
By the skew-commutativity axiom (1.3), the pseudodifferential operatorC(∂) is ske-
wadjoint. We shall assume that the matrix pseudodifferential operator C(∂) is in-
vertible, and we denote its inverse by C−1(∂) =
(
(C−1)αβ(∂)
)m
α,β=1
∈Matm×m(V((∂
−1))).
Definition 2.1. The Dirac modification of the PVA λ-bracket {·λ·}, associated to
the elements θ1, . . . , θm, is the map {·λ·}
D : V ×V → V((λ−1)) given by (a, b ∈ V):
{aλb}
D = {aλb} −
m∑
α,β=1
{θβλ+∂b}→(C
−1)βα(λ+ ∂){aλθα} . (2.2)
Theorem 2.2. Let V be a (non-local) PVA with λ-bracket {· λ ·}. Let θ1, . . . , θm ∈
V be elements such that the corresponding matrix pseudodifferential operator C(∂) =
(Cαβ(∂))
m
α,β=1 ∈Matm×m(V((∂
−1))) given by (2.1) is invertible.
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(a) The Dirac modification {· λ ·}
D given by equation (2.2) is a PVA λ-bracket on
V.
(b) All the elements θi, i = 1, . . . ,m, are central with respect to the Dirac modified
λ-bracket: {aλθi}
D = {θiλa}
D = 0 for all i = 1, . . . ,m and a ∈ V.
(c) The differential ideal I = 〈θ1, . . . , θm〉V ⊂ V, generated by θ1, . . . , θm, is an
ideal with respect to the Dirac modified λ-bracket {· λ ·}
D, namely: {I λ V}
D,
{V λ I}
D ⊂ I((λ−1)).
The quotient space V/I is a (non-local) PVA, with λ-bracket induced by {· λ ·}
D,
which we call the Dirac reduction of V by the constraints θ1, . . . , θm.
Proof. Both sesquilinearity conditions (1.1) for the Dirac modified λ-bracket (2.2)
are immediate to check. The skewsymmetry condition (1.3) for the Dirac modified
λ-bracket (2.2) can also be easily proved: it follows by the skewsymmetry of the
λ-bracket {· λ ·}, and by the fact that the matrix C(∂) (hence C
−1(∂)) is skewad-
joint. The Dirac modified λ-bracket {· λ ·}
D obviously satisfies the left Leibniz rule
(1.2), since {· λ ·} does, and therefore it also satisfies the right Leibniz rule, as a
consequence of the left Leibniz rule and the skewsymmetry.
Next, we prove that the Dirac modified λ-bracket {· λ ·}
D is admissible, in the
sense of equation (1.4). For this, we compute the triple λ-bracket {aλ{bµc}
D}D
using the definition (2.2), the sesquilinearity conditions (1.1) and the left and right
Leibniz rules (1.2). We get{
aλ{bµc}
D
}D
=
{
aλ{bµc}
}
(2.3)
−
m∑
γ,δ=1
{
aλ{θδyc}
}(∣∣∣
y=µ+∂
(C−1)δγ(µ+ ∂){bµθγ}
)
(2.4)
−
m∑
γ,δ=1
{θδλ+µ+∂c}→
{
aλ(C
−1)δγ(y)
}(∣∣∣
y=µ+∂
{bµθγ}
)
(2.5)
−
m∑
γ,δ=1
{θδλ+µ+∂c}→(C
−1)δγ(λ+ µ+ ∂)
{
aλ{bµθγ}
}
(2.6)
−
m∑
α,β=1
{
θβλ+∂{bµc}
}
→
(C−1)βα(λ+ ∂){aλθα} (2.7)
+
m∑
α,β,γ,δ=1
{
θβx{θδyc}
}(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){aλθα}
)
(∣∣∣
y=µ+∂
(C−1)δγ(µ+ ∂){bµθγ}
)
(2.8)
+
m∑
α,β,γ,δ=1
{θδλ+µ+∂c}→
{
θβx(C
−1)δγ(y)
}
(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){aλθα}
)(∣∣∣
y=µ+∂
{bµθγ}
)
(2.9)
+
m∑
α,β,γ,δ=1
{θδλ+µ+∂c}→(C
−1)δγ(λ+ µ+ ∂)
{
θβλ+∂{bµθγ}
}
→
(C−1)βα(λ+ ∂){aλθα} . (2.10)
Here and further we use the following notation: given an element
P (λ, µ) =
N∑
m,n,p=−∞
pm,n,pλ
mµn(λ+ µ)p ∈ Vλ,µ ,
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and f, g ∈ V , we let
P (x, y)
(∣∣∣
x=λ+∂
f
)(∣∣∣
y=µ+∂
g
)
=
N∑
m,n,p=−∞
pm,n,p(λ+ µ+ ∂)
p
(
(λ+ ∂)mf
)(
(µ+ ∂)ng
)
∈ Vλ,µ .
All the terms (2.3), (2.4), (2.6), (2.7), (2.8), and (2.10), lie in Vλ,µ by the admis-
sibility assumption on {· λ ·} and Lemma 1.2. Moreover, by the admissibility of
{· λ ·} and the definition (2.1) of the matrix C(∂), condition (1.8) holds. Hence, we
can use Corollary 1.4 and Lemma 1.2 to deduce that the terms (2.5) and (2.9) lie
in Vλ,µ as well. Therefore, {aλ{bµc}
D}D lies in Vλ,µ for every a, b, c ∈ V , i.e. the
Dirac modification {· λ ·}
D is admissible.
In order to complete the proof of part (a) we are left to check the Jacobi identity
(1.5) for the Dirac modified λ-bracket. We can use equation (1.9) in Corollary 1.4
to rewrite the terms (2.5) and (2.9). As a result, we get
{
aλ{bµc}
D
}D
=
{
aλ{bµc}
}
(2.11)
−
m∑
γ,δ=1
{
aλ{θδyc}
}(∣∣∣
y=µ+∂
(C−1)δγ(µ+ ∂){bµθγ}
)
(2.12)
+
m∑
γ,δ,η,ζ=1
{θδλ+µ+∂c}→(C
−1)δζ(λ+ µ+ ∂)
{
aλ{θηyθζ}
}
(∣∣∣
y=µ+∂
(C−1)ηγ(µ+ ∂){bµθγ}
)
(2.13)
−
m∑
γ,δ=1
{θδλ+µ+∂c}→(C
−1)δγ(λ+ µ+ ∂)
{
aλ{bµθγ}
}
(2.14)
−
m∑
α,β=1
{
θβλ+∂{bµc}
}
→
(C−1)βα(λ+ ∂){aλθα} (2.15)
+
m∑
α,β,γ,δ=1
{
θβx{θδyc}
}(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){aλθα}
)
(∣∣∣
y=µ+∂
(C−1)δγ(µ+ ∂){bµθγ}
)
(2.16)
−
m∑
α,β,γ,δ,η,ζ=1
{θδλ+µ+∂c}→(C
−1)δζ(λ+ µ+ ∂)
{
θβx{θηyθζ}
}
(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){aλθα}
)(∣∣∣
y=µ+∂
(C−1)ηγ(µ+ ∂){bµθγ}
)
(2.17)
+
m∑
α,β,γ,δ=1
{θδλ+µ+∂c}→(C
−1)δγ(λ+ µ+ ∂)
{
θβλ+∂{bµθγ}
}
→
(C−1)βα(λ+ ∂){aλθα} . (2.18)
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Exchanging the roles of a and b and of λ and µ we get the second term of the LHS
of the Jacobi identity:
{
bµ{aλc}
D
}D
=
{
bµ{aλc}
}
(2.19)
−
m∑
γ,δ=1
{
bµ{θδxc}
}(∣∣∣
x=λ+∂
(C−1)δγ(λ+ ∂){aλθγ}
)
(2.20)
+
m∑
γ,δ,η,ζ=1
{θδλ+µ+∂c}→(C
−1)δζ(λ + µ+ ∂)
{
bµ{θηxθζ}
}
(∣∣∣
x=λ+∂
(C−1)ηγ(λ + ∂){aλθγ}
)
(2.21)
−
m∑
γ,δ=1
{θδλ+µ+∂c}→(C
−1)δγ(λ+ µ+ ∂)
{
bµ{aλθγ}
}
(2.22)
−
m∑
α,β=1
{
θβµ+∂{aλc}
}
→
(C−1)βα(µ+ ∂){bµθα} (2.23)
+
m∑
α,β,γ,δ=1
{
θβy{θδxc}
}(∣∣∣
y=µ+∂
(C−1)βα(µ+ ∂){bµθα}
)
(∣∣∣
x=λ+∂
(C−1)δγ(λ+ ∂){aλθγ}
)
(2.24)
−
m∑
α,β,γ,δ,η,ζ=1
{θδλ+µ+∂c}→(C
−1)δζ(λ+ µ+ ∂)
{
θβy{θηxθζ}
}
(∣∣∣
y=µ+∂
(C−1)βα(µ+ ∂){bµθα}
)(∣∣∣
x=λ+∂
(C−1)ηγ(λ+ ∂){aλθγ}
)
(2.25)
+
m∑
α,β,γ,δ=1
{θδλ+µ+∂c}→(C
−1)δγ(λ+ µ+ ∂)
{
θβµ+∂{aλθγ}
}
→
(C−1)βα(µ+ ∂){bµθα} . (2.26)
In a similar way we compute the RHS of the Jacobi identity for the Dirac modified
λ-bracket, using the definition (2.2), the sesquilinearity (1.1), the right Leibniz rule
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(1.2), and equation (1.10) (recall that the matrix C is skewadjoint). We get{
{aλb}
D
λ+µc
}D
=
{
{aλb}λ+µc
}
(2.27)
−
m∑
α,β=1
{
{θβxb}λ+µ+∂c
}
→
(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){aλθα}
)
(2.28)
−
m∑
α,β,η,ζ=1
{
{θηxθζ}λ+µ+∂c
}
→
(∣∣∣
x=λ+∂
(C−1)ηα(λ+ ∂){aλθα}
)
×(C−1)ζβ(µ+ ∂){θβ−µ−∂b} (2.29)
−
m∑
α,β=1
{
{aλθα}λ+µ+∂c
}
→
(C∗−1)αβ(µ+ ∂){θβ−µ−∂b} (2.30)
−
m∑
γ,δ=1
{θδλ+µ+∂c}→(C
−1)δγ(λ+ µ+ ∂)
{
{aλb}λ+µθγ
}
(2.31)
+
m∑
α,β,γ,δ=1
{θδλ+µ+∂c}→(C
−1)δγ(λ+ µ+ ∂)
{
{θβxb}λ+µ+∂θγ
}
→(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){aλθα}
)
(2.32)
+
m∑
α,β,γ,δ,η,ζ=1
{θδλ+µ+∂c}→(C
−1)δγ(λ + µ+ ∂)
{
{θηxθζ}λ+µ+∂θγ
}
→(∣∣∣
x=λ+∂
(C−1)ηα(λ+ ∂){aλθα}
)
(C−1)ζβ(µ+ ∂){θβ−µ−∂b} (2.33)
+
m∑
α,β,γ,δ=1
{θδλ+µ+∂c}→(C
−1)δγ(λ+ µ+ ∂)
{
{aλθα}λ+µ+∂θγ
}
→
(C∗−1)αβ(µ+ ∂){θβ−µ−∂b} . (2.34)
The following equations hold due to the skewsymmetry (1.3), the Jacobi identity
(1.5), and the fact that the matrix C is skewadjoint:
RHS(2.11)− RHS(2.19) = RHS(2.27) , (2.12)− (2.23) = (2.30) ,
(2.15)− (2.20) = (2.28) , (2.14)− (2.22) = (2.31) , (2.13)− (2.26) = (2.34) ,
(2.18)− (2.21) = (2.32) , (2.16)− (2.24) = (2.29) , (2.17)− (2.25) = (2.33) .
This concludes the proof of the Jacobi identity for the Dirac modified λ-bracket,
and of part (a).
Note that the identities C(∂)C−1(∂) = C−1(∂)C(∂) = 1 read, in terms of the
symbols of the pseudodifferential operators C(∂) and C−1(∂), as
m∑
β=1
{θβλ+∂θα}→(C
−1)βγ(λ) = δα,γ ,
m∑
β=1
(C−1)αβ(λ+ ∂){θγλθβ} = δα,γ .
Part (b) is an immediate consequence of these identities and the definition (2.2) of
the Dirac modified λ-bracket. Part (c) is an obvious corollary of part (b), due to the
sesquilinearity conditions and the left and right Leibniz rules for the Dirac modified
λ-bracket. Finally, the last statement of the theorem obviously follows. 
2.1. Compatibility after Dirac reduction. Recall that two PVA λ-brackets
{· λ ·}0 and {· λ ·}1 on the same differential algebra V are said to be compatible if any
of their linear combinations α{· λ ·}0+β{· λ ·}1, or, equivalently, their sum {· λ ·}0+
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{· λ ·}1, is again a PVA λ-bracket. This amounts to the following admissibility
condition (a, b, c ∈ V):
{
aλ{bµc}1
}
0
+
{
aλ{bµc}0
}
1
∈ Vλ,µ , (2.35)
and the Jacobi compatibility condition (a, b, c ∈ V):
{
aλ{bµc}1
}
0
−
{
bµ{aλc}1
}
0
−
{
{aλb}0λ+µc
}
1
+
{
aλ{bµc}0
}
1
−
{
bµ{aλc}0
}
1
−
{
{aλb}1λ+µc
}
0
= 0 .
(2.36)
In general, if we have two compatible PVA λ-brackets {· λ ·}0 and {· λ ·}1 on V ,
and we take their Dirac reductions by a finite number of constraints θ1, . . . , θm,
we do NOT get compatible PVA λ-brackets on V/I, where I = 〈θ1, . . . , θm〉V . In
Theorem 2.3 below we show that the Dirac reduced PVA λ-brackets on V/I are in
fact compatible in the special case when the constraints θ1, . . . , θm are central with
respect to the first λ-bracket {· λ ·}0.
Theorem 2.3. Let V be a differential algebra, endowed with two compatible PVA
λ-brackets {· λ ·}0, {· λ ·}1. Let θ1, . . . , θm ∈ V be central elements with respect to the
first λ-bracket: {aλθi}0 = 0 for all i = 1, . . . ,m, a ∈ V. Let C(∂) =
(
Cα,β(∂)
)m
α,β=1
be the matrix pseudodifferential operator given by (2.1) for the second λ-bracket:
Cα,β(λ) = {θβλθα}1. Suppose that the matrix C(∂) is invertible, and consider the
Dirac modified PVA λ-bracket {· λ ·}
D
1 given by (2.2). Then, {· λ ·}0 and {· λ ·}
D
1
are compatible PVA λ-brackets on V. Moreover, the differential algebra ideal I =
〈θ1, . . . , θm〉V is a PVA ideal for both the λ-brackets {· λ ·}0 and {· λ ·}
D
1 , and we
have the induced compatible PVA λ-brackets on V/I.
Proof. By assumption, {· λ ·}0 is a PVA λ-bracket on V , and, by Theorem 2.2(a),
{· λ ·}
D
1 is a PVA λ-bracket on V as well. Hence, in order to prove the first assertion
of the theorem, we only need to check that they are compatible, i.e. that they
satisfy the admissibility condition (2.35) and the Jacobi compatibility condition
(2.36).
Note that, since the elements θi are central with respect to {· λ ·}0, we have, for
every a ∈ V :
{
aλCβα(µ)
}
0
=
{
aλ{θαµθβ}1
}
0
=
{
aλ{θαµθβ}1
}
0
+
{
aλ{θαµθβ}0
}
1
,
and the RHS lies in Vλ,µ by the admissibility condition (2.35). Hence, condition
(1.8) holds for the λ-bracket {· λ ·}0, and we can use Corollary 1.4. By the definition
(2.2) of the Dirac modified λ-bracket {· λ ·}
D
1 , we therefore get, using sesquilinearity,
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the left and right Leibniz rules, and equation (1.9) for {· λ ·}0:
{
aλ{bµc}
D
1
}
0
+
{
aλ{bµc}0
}D
1
={
aλ{bµc}1
}
0
+
{
aλ{bµc}0
}
1
(2.37)
−
m∑
α,β=1
{
aλ{θβyc}1
}
0
(∣∣∣
y=µ+∂
(C−1)βα(µ+ ∂){bµθα}1
)
(2.38)
+
m∑
α,β,γ,δ=1
{θβλ+µ+∂c}1→
(C−1)βδ(λ + µ+ ∂)
{
aλ{θγyθδ}1
}
0
×
(∣∣∣
y=µ+∂
(C−1)γα(µ+ ∂){bµθα}1
)
(2.39)
−
m∑
α,β=1
{θβλ+µ+∂c}1→
(C−1)βα(λ+ µ+ ∂)
{
aλ{bµθα}1
}
0
(2.40)
−
m∑
α,β=1
{
θβλ+∂{bµc}0
}
1→
(C−1)βα(λ+ ∂){aλθα}1 . (2.41)
The term (2.37) lies in Vλ,µ by the admissibility assumption (2.35). Moreover, since
the θi’s are central for {· λ ·}0, we have, again by (2.35), that
{
aλ{θβµc}1
}
0
lies in
Vλ,µ. Therefore, by Lemma 1.2, the term (2.38) lies in Vλ,µ as well. With the
same argument, we show that all the terms (2.39), (2.40) and (2.41) lie in Vλ,µ.
Therefore, the admissibility condition (2.35) holds for the pair of λ-brackets {· λ ·}0
and {· λ ·}
D
1 .
Next, we prove the Jacobi compatibility condition (2.36) for the pair of λ-brackets
{· λ ·}0 and {· λ ·}
D
1 . Exchanging the roles of a and b and of λ and µ in the above
equation we get
{
bµ{aλc}
D
1
}
0
+
{
bµ{aλc}0
}D
1
={
bµ{aλc}1
}
0
+
{
bµ{aλc}0
}
1
(2.42)
−
m∑
α,β=1
{
bµ{θβxc}1
}
0
(∣∣∣
x=λ+∂
(C−1)βα(λ+ ∂){aλθα}1
)
(2.43)
+
m∑
α,β,γ,δ=1
{θβλ+µ+∂c}1→
(C−1)βδ(λ+ µ+ ∂)
{
bµ{θγxθδ}1
}
0
×
(∣∣∣
x=λ+∂
(C−1)γα(λ+ ∂){aλθα}1
)
(2.44)
−
m∑
α,β=1
{θβλ+µ+∂c}1→
(C−1)βα(λ+ µ+ ∂)
{
bµ{aλθα}1
}
0
(2.45)
−
m∑
α,β=1
{
θβµ+∂{aλc}0
}
1→
(C−1)βα(µ+ ∂){bµθα}1 . (2.46)
Furthermore, a similar computation involving the definition (2.2) of the Dirac modi-
fied λ-bracket {· λ ·}
D
1 , the sesquilinearity conditions, the left and right Leibniz rules,
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and equation (1.10) for {· λ ·}0, gives{
{aλb}0λ+µc
}D
1
+
{
{aλb}
D
1 λ+µc
}
0
={
{aλb}0λ+µc
}
1
+
{
{aλb}1λ+µc
}
0
(2.47)
−
m∑
α,β=1
{θβλ+µ+∂c}1→
(C−1)βα(λ+ µ+ ∂)
{
{aλb}0λ+µθα
}
1
(2.48)
−
m∑
α,β=1
{
{θβxb}1λ+µ+∂c
}
0→
(∣∣∣
x=λ+∂
(C−1)βα(λ + ∂){aλθα}1
)
(2.49)
+
m∑
α,β,γ,δ=1
{
{θγxθδ}1λ+µ+∂c
}
0→
×
(∣∣∣
x=λ+∂
(C−1)γα(λ + ∂){aλθα}1
)
(C∗−1)δβ(µ+ ∂){θβ−µ−∂b}1 (2.50)
−
m∑
α,β=1
{
{aλθα}1λ+µ+∂c
}
0→
(C∗−1)αβ(µ+ ∂){θβ−µ−∂b}1 . (2.51)
By the Jacobi compatibility condition (2.36) we have
(2.37)− (2.42)− (2.47) = 0 .
Moreover, by the skewadjointness of the matrix C and by the skewsymmetry of the
λ-bracket {· λ ·}1, we have
(2.38)− (2.46)− (2.51) = −
m∑
α,β=1
({
aλ{θβyc}1
}
0
−
{
θβy{aλc}0
}
1
−
{
{aλθβ}1λ+yc
}
0
)(∣∣∣
y=µ+∂
(C−1)βα(µ+ ∂){bµθα}1
)
,
and this expression is zero by the Jacobi compatibility condition (2.36) and the
assumption that all the elements θi’s are central with respect to {· λ ·}0. By similar
arguments we conclude that
(2.41)− (2.43)− (2.49) = 0 and (2.40)− (2.45)− (2.48) = 0 .
Furthermore, again by equation (2.36) and the fact that all the θi’s are central with
respect to {· λ ·}0, we get that, for all α, β = 1, . . . ,m, {θαλθβ}1 is central with
respect to {· λ ·}0. Therefore,
(2.39) = 0 , (2.44) = 0 , (2.50) = 0 .
In conclusion, the Jacobi compatibility condition (2.36) holds for the pair of λ-
brackets {· λ ·}0 and {· λ ·}
D
1 .
Since, by assumption, the elements θ1, . . . , θm are central with respect to {· λ ·}0,
the differential ideal I generated by them is a PVA ideal for this λ-bracket. On the
other hand, I is also a PVA ideal for {· λ ·}
D
1 by Theorem 2.2(c). The last assertion
of the theorem follows. 
3. Non-local Poisson structures and Hamiltonian equations
3.1. Algebras of differential functions. Let Rℓ = F[u
(n)
i | i ∈ I, n ∈ Z+], where
I = {1, . . . , ℓ}, be the algebra of differential polynomials with derivation (uniquely)
determined by ∂(u
(n)
i ) = u
(n+1)
i . Recall from [BDSK09] that an algebra of differ-
ential functions in the variables u1, . . . , uℓ is a differential algebra extension V of
Rℓ endowed with commuting derivations
∂
∂u
(n)
i
: V → V , i ∈ I, n ∈ Z+ ,
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extending the usual partial derivatives on Rℓ, such that only a finite number of
∂f
∂u
(n)
i
are non-zero for each f ∈ V , and satisfying the following commutation relations:[
∂
∂u
(n)
i
, ∂
]
=
∂
∂u
(n−1)
i
(the RHS is 0 if n = 0) . (3.1)
It is useful to write this commutation relation in terms of generating series:∑
n∈Z+
zn
∂
∂u
(n)
i
◦ ∂ = (z + ∂) ◦
∑
n∈Z+
zn
∂
∂u
(n)
i
. (3.2)
We denote by C =
{
c ∈ V
∣∣ ∂c = 0} ⊂ V the subalgebra of constants, and by
F =
{
f ∈ V
∣∣∣ ∂f
∂u
(n)
i
= 0 for all i ∈ I, n ∈ Z+
}
⊂ V
the subalgebra of quasiconstants. It is easy to see that C ⊂ F .
Note that if V is an algebra of differential functions and it is a domain, then
its field of fractions K is also an algebra of differential functions, with the obvious
extension of all the partial derivatives.
Recall that for P ∈ Vℓ we have the associated evolutionary vector field
XP =
∑
i∈I,n∈Z+
(∂nPi)
∂
∂u
(n)
i
∈ Der(V) .
This makes Vℓ into a Lie algebra, with Lie bracket [XP , XQ] = X[P,Q], given by
[P,Q] = XP (Q)−XQ(P ) = DQ(∂)P −DP (∂)Q ,
where DP (∂) and DQ(∂) denote the Frechet derivatives of P,Q ∈ V
ℓ.
In general, for θ =
(
θα
)m
α=1
∈ Vm, the Frechet derivative Dθ(∂) ∈ Matm×ℓ V [∂]
is defined by
Dθ(∂)αi =
∑
n∈Z+
∂θα
∂u
(n)
i
∂n , α = 1, . . . ,m , i = 1, . . . , ℓ . (3.3)
Its adjoint D∗θ(∂) ∈ Matℓ×m V [∂] is then given by
D∗θ(∂)iα =
∑
n∈Z+
(−∂)n
∂θα
∂u
(n)
i
, α = 1, . . . ,m , i = 1, . . . , ℓ .
3.2. Rational matrix pseudodifferential operators. Let V be a differential
algebra with derivation ∂. We assume that V is a domain, and we denote by K its
field of fractions. Consider the skewfield K((∂−1)) of pseudodifferential operators
with coefficients in K, and the subalgebra V [∂] of differential operators on V .
A rational pseudodifferential operator with coefficients in V is a pseudodiffer-
ential operator L(∂) ∈ V((∂−1)) which admits a fractional decomposition L(∂) =
A(∂)B(∂)−1, for some A(∂), B(∂) ∈ V [∂], B(∂) 6= 0. We denote by V(∂) the
space of all rational pseudodifferential operators with coefficients in V . It is well
known that K(∂) is the smallest subskewfield of K((∂−1)) containing V [∂], see e.g.
[CDSK12].
The algebra of rational matrix pseudodifferential operators with coefficients in V
is, by definition, Matℓ×ℓ V(∂).
A matrix differential operator B(∂) ∈ Matℓ×ℓ V [∂] is called non-degenerate if it
is invertible in Matℓ×ℓK((∂
−1)). Any matrix M ∈ Matℓ×ℓ V(∂) can be written as
a ratio of two matrix differential operators: M = A(∂)B−1(∂), with A(∂), B(∂) ∈
Matℓ×ℓ V [∂], and B(∂) non-degenerate, see e.g. [CDSK12].
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3.3. Non-local Poisson structures. Let V be an algebra of differential func-
tions in u1, . . . , uℓ. Assume that V is a domain, and let K be the corresponding
field of fractions. To a matrix pseudodifferential operator H =
(
Hij(∂)
)
i,j∈I
∈
Matℓ×ℓ V((∂
−1)) we associate a map {· λ ·}H : V × V → V((λ
−1)), given by the
following Master Formula (cf. [DSK06]):
{fλg}H =
∑
i,j∈I
m,n∈Z+
∂g
∂u
(n)
j
(λ + ∂)nHji(λ+ ∂)(−λ− ∂)
m ∂f
∂u
(m)
i
∈ V((λ−1)) . (3.4)
In particular,
Hji(∂) = {ui∂uj}H→ . (3.5)
Theorem 3.1 ([DSK13, Thm.4.8]). Let H ∈Matℓ×ℓ V((∂
−1)). Then:
(a) Formula (3.4) gives a well-defined non-local λ-bracket on V.
(b) The non-local λ-bracket {· λ ·}H is skewsymmetric if and only if H is a skew-
adjoint matrix pseudodifferential operator.
(c) If H is a rational matrix pseudodifferential operator with coefficients in V, then
{· λ ·}H is admissible in the sense of equation (1.4).
(d) Let H be a skewadjoint rational matrix pseudodifferential operator with coeffi-
cients in V. Then the non-local λ-bracket {· λ ·}H defined by (3.4) is a Poisson
non-local λ-bracket, i.e. it satisfies the Jacobi identity (1.5), if and only if the
Jacobi identity holds on generators (i, j, k ∈ I):
{uiλ{ujµuk}H}H − {ujµ{uiλuk}H}H − {{uiλuj}Hλ+µuk}H = 0 , (3.6)
where the equality holds in the space Vλ,µ.
Definition 3.2. A non-local Poisson structure on V is a skewadjoint rational matrix
pseudodifferential operator H with coefficients in V , satisfying equation (3.6) for
every i, j, k ∈ I (which is equivalent to [DSK13, eq.(6.14)]H = AB−1, see Prop.6.11
there).
3.4. Hamiltonian equations and integrability. Let V be an algebra of differen-
tial functions, which is assumed to be a domain. We have a non-degenerate pairing
(· | ·) : Vℓ×Vℓ → V/∂V given by (P |ξ) =
∫
P · ξ. (See e.g. [BDSK09] for a proof of
non-degeneracy of this pairing.) Recall that
∫
stands for the canonical projection
V → V/∂V . Let H ∈ Matℓ×ℓ V(∂) be a non-local Poisson structure. We say that∫
h ∈ V/∂V and P ∈ Vℓ are H-associated, and we denote it by∫
h
H
←→ P ,
if there exist a fractional decomposition H = AB−1 with A,B ∈Matℓ×ℓ V [∂] and B
non-degenerate, and an element F ∈ Kℓ such that δh
δu
= BF, P = AF . Recall that
δh
δu
is the vector with coordinates δh
δui
=
∑
n∈Z+
(−∂)n ∂h
∂u
(n)
i
. An evolution equation
on the variables u =
(
ui
)
i∈I
,
du
dt
= P , (3.7)
is called Hamiltonian with respect to the Poisson structure H and the Hamiltonian
functional
∫
h ∈ V/∂V if
∫
h
H
←→ P .
Equation (3.7) is called bi-Hamiltonian if there are two compatible non-local
Poisson structures H0 and H1, with fractional decompositions H1 = AB
−1 and
H0 = CD
−1, and two local functionals
∫
h0,
∫
h1 ∈ V/∂V , such that
∫
h0
H1←→ P
and
∫
h1
H0←→ P .
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By the chain rule, any element f ∈ V evolves according to the equation
df
dt
=
∑
i∈I
∑
n∈Z+
(∂nPi)
∂f
∂u
(n)
i
= Df (∂)P ,
and, integrating by parts, a local functional
∫
f ∈ V/∂V evolves according to
d
∫
f
dt
=
∫
P ·
δf
δu
(
=
(
P
∣∣δf
δu
))
.
An integral of motion for the Hamiltonian equation (3.7) is a local functional∫
f ∈ V/∂V which is constant in time, i.e. such that (P | δf
δu
) = 0. The usual
requirement for integrability is to have infinite linearly independent (over C) se-
quences {
∫
hn}n∈Z+ ⊂ V/∂V and {Pn}n∈Z+ ⊂ V
ℓ, starting with
∫
h0 =
∫
h and
P0 = P , such that
(i) δhn
δu
H
←→ Pn for every n ∈ Z+,
(ii) [Pm, Pn] = 0 for all m,n ∈ Z+,
(iii) (Pm |
δhn
δu
) = 0 for all m,n ∈ Z+.
In this case, we have an integrable hierarchy of Hamiltonian equations
du
dtn
= Pn , n ∈ Z+ .
Elements
∫
hn’s are called higher Hamiltonians, the Pn’s are called higher symme-
tries, and the condition (Pm |
δhn
δu
) = 0 says that
∫
hm and
∫
hn are in involution.
4. Quotient algebra of differential functions
Let V be an algebra of differential functions in the variables u1, . . . , uℓ. Let
θ1, . . . , θm be some elements in V , and let I = 〈θ1, . . . , θm〉V ⊂ V be the differential
ideal generated by them. In general, the quotient differential algebra V/I does not
have an induced structure of an algebra of differential functions. For this, we need,
in particular, that the differential ideal I is preserved by all partial derivatives
∂
∂u
(n)
i
, and this happens only if the elements θ1, . . . , θm are of some special form.
The simplest situation is when the constraints are some of the differential vari-
ables: θ1 = uℓ−m+1, . . . , θm = uℓ (m ≤ ℓ). Since the θα’s are in the kernel of
∂
∂u
(n)
i
, for i = 1, . . . , ℓ − m and n ∈ Z+, the differential ideal generated by them
I = 〈uℓ−m+1, . . . , uℓ〉V ⊂ V is preserved by all these partial derivatives. Therefore,
if I ∩ Rℓ−m = 0, the quotient space V/I is naturally an algebra of differential
functions in the variables u1, . . . , uℓ−m.
A more general situation is when the constraints have the form:
θα = uℓ−m+α + pα , α = 1, . . . ,m , (4.1)
for some pα ∈ V , such that:
∂pα
∂u
(n)
ℓ−m+β
= 0 for all α, β = 1, . . . ,m and n ∈ Z+ . (4.2)
In this case we have the following:
Proposition 4.1. Let V be an algebra of differential functions in the differential
variables u1, . . . , uℓ. Let θ1, . . . , θm ∈ V (m ≤ ℓ) be elements of the form (4.1).
(a) We have a structure of an algebra of differential functions in the variables
u1, . . . , uℓ−m, which we denote by V˜, on the differential algebra V, with the
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following modified partial derivatives
∂˜
∂˜u
(s)
i
=
∂
∂u
(s)
i
−
m∑
α=1
∞∑
n=0
∂(∂npα)
∂u
(s)
i
∂
∂u
(n)
ℓ−m+α
, (4.3)
for i = 1, . . . , ℓ−m and s ∈ Z+.
(b) All the elements θα’s are in the kernel of all partial derivatives
∂˜
∂˜u
(s)
i
.
(c) If, moreover, I ∩ Rℓ−m = 0, we have an induced structure of an algebra of
differential functions on the quotient space V/I = V˜/I, with differential vari-
ables u1, . . . , uℓ−m, and with partial derivatives
∂˜
∂˜u
(s)
i
, for i = 1, . . . , ℓ−m and
s ∈ Z+.
Proof. Note that when we apply ∂˜
∂˜u
(s)
i
to an element f ∈ V , we only have finitely
many non-zero terms, hence ∂˜
∂˜u
(s)
i
is a well-defined derivation of V . Also, this
derivation ∂˜
∂˜u
(s)
i
satisfies the locality condition ∂˜f
∂˜u
(s)
i
= 0 for s sufficiently large.
Indeed, if ∂f
∂u
(n)
j
= ∂pα
∂u
(n)
j
= 0 for all j = 1, . . . , ℓ and n ≥ N , then ∂˜f
∂˜u
(s)
i
= 0 for all
s > 2N . Next, all the derivations ∂˜
∂˜u
(s)
i
commute. Indeed, by the assumption (4.2)
on the θα’s we have[ ∂˜
∂˜u
(s)
i
,
∂˜
∂˜u
(t)
j
]
= −
m∑
β=1
∞∑
r=0
(
∂
∂u
(s)
i
∂(∂rpβ)
∂u
(t)
j
)
∂
∂u
(r)
ℓ−m+β
+
m∑
α=1
∞∑
n=0
(
∂
∂u
(t)
j
∂(∂npα)
∂u
(s)
i
)
∂
∂u
(n)
ℓ−m+α
= 0 ,
since ∂
∂u
(s)
i
and ∂
∂u
(t)
j
commute. In order to complete the proof of (a), we are left to
prove that the derivations ∂˜
∂˜u
(s)
i
satisfy the commutation rules (3.1). We have
[ ∂˜
∂˜u
(s)
i
, ∂
]
=
[ ∂
∂u
(s)
i
, ∂
]
−
m∑
α=1
∞∑
n=0
[∂(∂npα)
∂u
(s)
i
∂
∂u
(n)
ℓ−m+α
, ∂
]
=
∂
∂u
(s−1)
i
−
m∑
α=1
∞∑
n=0
∂(∂npα)
∂u
(s)
i
[ ∂
∂u
(n)
ℓ−m+α
, ∂
]
+
m∑
α=1
∞∑
n=0
(
∂
∂(∂npα)
∂u
(s)
i
) ∂
∂u
(n)
ℓ−m+α
=
∂
∂u
(s−1)
i
−
m∑
α=1
∞∑
n=0
∂(∂n+1pα)
∂u
(s)
i
∂
∂u
(n)
ℓ−m+α
+
m∑
α=1
∞∑
n=0
(
∂
∂(∂npα)
∂u
(s)
i
) ∂
∂u
(n)
ℓ−m+α
=
∂
∂u
(s−1)
i
−
m∑
α=1
∞∑
n=0
∂(∂npα)
∂u
(s−1)
i
∂
∂u
(n)
ℓ−m+α
=
∂˜
∂˜u
(s−1)
i
.
In the fourth equality we used the identity
∂(∂n+1pα)
∂u
(s)
i
= ∂
∂(∂npα)
∂u
(s)
i
+
∂(∂npα)
∂u
(s−1)
i
,
which holds due to (3.1).
Next, let us prove part (b). Since, by assumption (4.2), pα is independent of the
variables uℓ−m+1, . . . , uℓ, we have, for i = 1, . . . , ℓ−m and s ∈ Z+,
∂˜θα
∂˜u
(s)
i
=
( ∂
∂u
(s)
i
−
m∑
β=1
∞∑
n=0
∂(∂npβ)
∂u
(s)
i
∂
∂u
(n)
ℓ−m+β
)
(uℓ−m+α + pα)
=
∂pα
∂u
(s)
i
−
m∑
β=1
∞∑
n=0
∂(∂npβ)
∂u
(s)
i
∂uℓ−m+α
∂u
(n)
ℓ−m+β
= 0 .
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Finally, since, by assumption, I ∩ Rℓ−m = 0, we have a natural embedding
Rℓ−m ⊂ V/I. Hence, part (c) is an immediate consequence of part (b). 
Note that the Frechet derivative (3.3) of a collection of elements as in (4.1) has
the form
Dθ(∂) = (Dp(∂) 1m) , (4.4)
where
Dp(∂) =
( ∑
n∈Z+
∂pα
u
(n)
i
∂n
)
α=1,...,m
i=1,...,ℓ−m
∈Matm×(ℓ−m) V [∂] , (4.5)
and 1m is the m×m identity matrix.
We can find the formula for the variational derivatives in the algebra of dif-
ferential functions V˜ (with the modified partial derivatives (4.3)). Namely, for
i = 1, . . . , ℓ−m, we have
δ˜
δ˜ui
:=
∑
n∈Z+
(−∂)n
∂˜
∂˜u
(n)
i
=
δ
δui
−
m∑
α=1
∑
s∈Z+
(−∂)s
∂pα
∂u
(s)
i
δ
δuℓ−m+α
.
In the last identity we used the commutation relation (3.2). We can rewrite the
above equation in matrix form as follows:
δ˜
δ˜u
=
(
1ℓ−m , −D
∗
p(∂)
)
◦
δ
δu
. (4.6)
The variational derivatives δ˜
δ˜ui
on the quotient algebra V/I are induced by (4.6):
δ˜f
δ˜ui
=
δ˜f
δ˜ui
, i = 1, . . . , ℓ−m.
Here and further, for f ∈ V , we let f¯ be its coset in the quotient space V/I.
5. Central reduction for (non-local) Poisson structures and
Hamiltonian equations
5.1. Central elements and constant densities.
Definition 5.1. Let V be an algebra of differential functions, which is a domain.
Let H ∈ Matℓ×ℓ V((∂
−1)) be a (non-local) Poisson structure on V .
(i) An element θ ∈ V is called central for H if Dθ(∂) ◦H(∂) = 0.
(ii) An element θ ∈ V is called a constant density for the evolution equation
du
dt
= P ∈ Vℓ if dθ
dt
(
= Dθ(∂)P
)
= 0.
(iii) An element
∫
θ ∈ V/∂V is called an integral of motion (and θ ∈ V is the
corresponding conserved density) for the evolution equation du
dt
= P ∈ Vℓ if
d
dt
∫
θ
(
=
∫
δθ
δu
· P
)
= 0.
Lemma 5.2. (a) An element θ ∈ V is central for the Poisson structure H(∂) if
and only if it is a central element for the corresponding PVA λ-bracket {· λ ·}H
given by the Master Formula (3.4).
(b) If θ ∈ V is a central element for the Poisson structure H, then it is a constant
density for every evolution equation which is Hamiltonian with respect to the
Poisson structure H.
(c) If θ ∈ V is a constant density for the evolution equation du
dt
= P , then
∫
θ ∈
V/∂V is an integral of motion for the same evolution equation.
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Proof. By the Master Formula (3.4) we have
{f∂θ}H→ = Dθ(∂) ◦H(∂) ◦D
∗
f (∂) .
Hence, θ is central for the PVA λ-bracket {· λ ·}H if and only if the RHS of this
equation is zero for every f ∈ V , which is equivalent to the equation Dθ(∂)◦H(∂) =
0. This proves part (a).
Next, let us prove part (b). Recall from Section 3.4 that the evolution equation
du
dt
= P is Hamiltonian with respect to the Poisson structureH and the Hamiltonian
functional
∫
h, if
∫
h
H
←→ P , i.e. if there exist a fractional decomposition H(∂) =
A(∂) ◦ B−1(∂), with A(∂), B(∂) ∈ Matℓ×ℓ V [∂] and B(∂) non-degenerate, and an
element F ∈ Kℓ, such that P = A(∂)F and δh
δu
= B(∂)F . By assumption, θ is
central for H , i.e. Dθ(∂) ◦H(∂) = 0, and, since B(∂) is non-degenerate, it follows
that Dθ(∂) ◦ A(∂) = 0. But then Dθ(∂)P = Dθ(∂)A(∂)F = 0. Therefore, θ is a
constant density for the given Hamiltonian equation, as claimed.
Part (c) is immediate. Indeed, applying integral to the condition Dθ(∂)P = 0
and integrating by parts, we get
∫
δθ
δu
· P = 0. 
Remark 5.3. Recall that a local functional
∫
h ∈ V/∂V is called a Casimir element
for the local Poisson structure H(∂) ∈ Matℓ×ℓ V [∂] if H(∂)
δh
δu
= 0. Since δh
δu
=
D∗h(∂)(1ℓ), it is immediate to check that every central element for H is a Casimir
element. More generally, a local functional
∫
h ∈ V/∂V is called a Casimir element
for a non-local Poisson structure H if
∫
h
H
←→ 0. It is easy to check, using Lemma
5.7 below, that if
∫
h is a central element for H , then it is still a Casimir element.
5.2. Central reduction of a Poisson structure. Let H(∂) ∈ Matℓ×ℓ V((∂
−1))
be a (non-local) Poisson structure on the algebra of differential functions V , and
let θ1, . . . , θm ∈ V be central elements for H(∂). Let I = 〈θ1, . . . , θm〉V ⊂ V be the
differential ideal generated by θ1, . . . , θm. Due to Lemma 5.2(a), I is an ideal for
the PVA λ-bracket {· λ ·}H associated to the Poisson structure H(∂), and therefore
we have an induced PVA structure on V/I. The corresponding PVA λ-bracket on
V/I is given by
{f¯λg¯}H =
∑
i,j∈I
m,n∈Z+
∂g
∂u
(n)
j
(λ+ ∂)nHji(λ+ ∂)(−λ− ∂)
m ∂f
∂u
(m)
i
. (5.1)
As before, for f ∈ V , we let f¯ be its coset in the quotient space V/I, and also, for
h(∂) ∈ V((∂−1)), we denote by h(∂) ∈ (V/I)((∂−1)) the pseudodifferential operator
obtained by taking the cosets of all coefficients of h(∂). We would like to prove that,
in fact, this PVA λ-bracket is associated to a (non-local) Poisson structure on V/I.
For this we need, in particular, that the quotient differential algebra V/I is an
algebra of differential functions. By Proposition 4.1, this happens, for example, if
the elements θα’s are of the special form (4.1), with I ∩Rℓ−m = 0, and in this case
we need to take the modified partial derivatives (4.3). We want to prove that, in
this case, we indeed have an induced Poisson structure HC(∂) on V/I, which we
call the central reduction of H(∂).
Proposition 5.4. Let V be an algebra of differential functions in the differential
variables u1, . . . , uℓ, which is a domain. Let θ1, . . . , θm ∈ V be as in (4.1), and
let I = 〈θ1, . . . , θm〉V ⊂ V be the differential ideal generated by them. Let H(∂) ∈
Matℓ×ℓ V((∂
−1)) be a Poisson structure on V.
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(a) The elements θ1, . . . , θm are central for H(∂) if and only if the matrix H(∂)
has the following form
H(∂) =
(
1ℓ−m
−Dp(∂)
)
◦A(∂) ◦
(
1ℓ−m , −D
∗
p(∂)
)
, (5.2)
where Dp(∂) ∈ Matm×(ℓ−m) V [∂] is the matrix (4.5), and A(∂) is a rational
(ℓ −m)× (ℓ −m) matrix pseudodifferential operator with coefficients in V.
(b) If H(∂) has the form (5.2), then
{fλg}
V
H =
ℓ∑
i,j=1
∞∑
m,n=0
∂g
∂u
(n)
j
(λ+ ∂)nHji(λ+ ∂)(−λ− ∂)
m ∂f
∂u
(m)
i
=
ℓ−m∑
i,j=1
∞∑
s,t=0
∂˜g
∂˜u
(t)
j
(λ+ ∂)tAts(λ+ ∂)(−λ− ∂)
s ∂˜f
∂˜u
(m)
i
= {fλg}
V˜
A .
(5.3)
In other words, the matrix A(∂) is a Poisson structure on the algebra of dif-
ferential functions V˜ defined in Proposition 4.1(a), and the H-λ-bracket on V
(with usual partial derivatives) coincides with the A-λ-bracket on V˜ (= V with
modified partial derivatives).
(c) Assume that I∩Rℓ−m = 0, that the quotient algebra of differential function V/I
(cf. Proposition 4.1) is a domain, and, for H(∂) of the form (5.2), assume that
the induced matrix A(∂) ∈ Mat(ℓ−m)×(ℓ−m)(V/I)((∂
−1)) is rational. Then, we
have a well defined central reduction of H by the central elements θα’s, given
by
HC(∂) = A(∂) .
In other words, the induced PVA λ-bracket (5.1) on V/I is associated to the
centrally reduced Poisson structure HC(∂) on V/I.
Proof. Write the matrix H(∂) in block form as follows:
H(∂) =
(
A(∂) B(∂)
−B∗(∂) D(∂)
)
, (5.4)
where A(∂) is an (ℓ −m) × (ℓ −m) matrix, B(∂) is an (ℓ −m) ×m matrix, and
D(∂) is an m × m matrix. Recalling equation (4.4), we have that, by definition,
the elements θ1, . . . , θm are central for H if and only if
Dθ(∂) ◦H(∂) = (Dp(∂) 1m) ◦
(
A(∂) B(∂)
−B∗(∂) D(∂)
)
= 0 ,
namely B∗(∂) = Dp(∂) ◦A(∂) (which is the same as B(∂) = −A(∂) ◦D
∗
p(∂), since
A(∂) is skewadjoint), and D(∂) = −Dp(∂) ◦B(∂) = Dp(∂) ◦A(∂) ◦D
∗
p(∂). Part (a)
follows.
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Next, we prove part (b). By the Master Formula (3.4) and the block form (5.2)
for H , we have
{fλg}H =
ℓ∑
i,j=1
∑
s,t∈Z+
∂g
∂u
(t)
j
(λ+ ∂)tHji(λ+ ∂)(−λ− ∂)
s ∂f
∂u
(s)
i
=
ℓ−m∑
i,j=1
∑
s,t∈Z+
∂g
∂u
(t)
j
(λ + ∂)tAji(λ+ ∂)(−λ− ∂)
s ∂f
∂u
(s)
i
−
ℓ−m∑
i,j=1
m∑
β=1
∑
s,q∈Z+
∂g
∂u
(q)
ℓ−m+β
(λ + ∂)q(Dp)βj(λ+ ∂)Aji(λ + ∂)(−λ− ∂)
s ∂f
∂u
(s)
i
−
ℓ−m∑
i,j=1
m∑
α=1
∑
p,t∈Z+
∂g
∂u
(t)
j
(λ+ ∂)tAji(λ+ ∂)(D
∗
p)iα(λ+ ∂)(−λ− ∂)
p ∂f
∂u
(p)
ℓ−m+α
+
ℓ−m∑
i,j=1
m∑
α,β=1
∑
p,q∈Z+
∂g
∂u
(q)
ℓ−m+β
(λ+ ∂)q(Dp)βj(λ+ ∂)Aji(λ+ ∂)
×(D∗p)iα(λ+ ∂)(−λ− ∂)
p ∂f
∂u
(p)
ℓ−m+α
.
(5.5)
By the definition of Frechet derivative and the commutation relation (3.2), we have
∂g
∂u
(q)
ℓ−m+β
(λ+ ∂)q(Dp)βj(λ+ ∂) =
∑
t∈Z+
∂(∂qpβ)
∂u
(t)
j
∂g
∂u
(q)
ℓ−m+β
(λ+ ∂)t ,
(D∗p)iα(λ+ ∂)(−λ− ∂)
p ∂f
∂u
(p)
ℓ−m+α
=
∑
s∈Z+
(−λ− ∂)s
∂(∂ppα)
∂u
(s)
i
∂f
∂u
(p)
ℓ−m+α
.
We can thus rewrite equation (5.5) as
{fλg}H =
ℓ−m∑
i,j=1
∑
s,t∈Z+
∂g
∂u
(t)
j
(λ+ ∂)tAji(λ+ ∂)(−λ− ∂)
s ∂f
∂u
(s)
i
−
ℓ−m∑
i,j=1
m∑
β=1
∑
s,t,q∈Z+
∂(∂qpβ)
∂u
(t)
j
∂g
∂u
(q)
ℓ−m+β
(λ+ ∂)tAji(λ+ ∂)(−λ− ∂)
s ∂f
∂u
(s)
i
−
ℓ−m∑
i,j=1
m∑
α=1
∑
s,t,p∈Z+
∂g
∂u
(t)
j
(λ+ ∂)tAji(λ+ ∂)(−λ− ∂)
s ∂(∂
ppα)
∂u
(s)
i
∂f
∂u
(p)
ℓ−m+α
+
ℓ−m∑
i,j=1
m∑
α,β=1
∑
s,t,p,q∈Z+
∂(∂qpβ)
∂u
(t)
j
∂g
∂u
(q)
ℓ−m+β
(λ+ ∂)tAji(λ+ ∂)
×(−λ− ∂)s
∂(∂ppα)
∂u
(s)
i
∂f
∂u
(p)
ℓ−m+α
=
ℓ−m∑
i,j=1
∑
s,t∈Z+
∂˜g
∂˜u
(t)
j
(λ+ ∂)tAji(λ+ ∂)(−λ− ∂)
s ∂˜f
∂˜u
(s)
i
.
Hence, equation (5.3) holds. Part (c) is an immediate consequence of part (b). 
Remark 5.5. We believe that the assumption that A(∂) is rational in part (c) of
Theorem 5.4 is automatically satisfied. First, note that we can prove it entrywise,
so we reduce to the scalar case. Then, we would need to prove the following.
Let V be a differential domain, and let a(∂), b(∂) ∈ V [∂], with b(∂) 6= 0, be such
that h(∂) = a(∂) ◦ b−1(∂) ∈ V((∂−1)). Then, there should exist f ∈ V such that
a(∂) ◦ 1
f
, b(∂) ◦ 1
f
∈ V [∂], and fb−1(∂) ∈ V((∂−1)).
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5.3. Central reduction of a Hamiltonian equation. Let V be an algebra of
differential functions, which is a domain, and let H(∂) ∈ Matℓ×ℓ V((∂
−1)) be a
(non-local) Poisson structure on V . Let
du
dt
= P ∈ Vℓ , (5.6)
be a Hamiltonian equation associated to the Poisson structure H and to a Hamil-
tonian functional
∫
h ∈ V/∂V . In other words,
∫
h
H
←→ P (cf. Section 3.4).
Suppose that θ1, . . . , θm ∈ V are central elements for H , of the form (4.1).
By Proposition 4.1(c), if I ∩ Rℓ−m = 0, the quotient space V/I has a natural
structure of algebra of differential functions in the variables u1, . . . , uℓ−m, with
modified partial derivatives ∂˜
∂˜u
(s)
i
, and in Proposition 5.4(c) we define a central
reduction HC(∂), which is a Poisson structure on V/I. The following proposition
says that equation (5.6) can be “reduced” to an evolution equation in V/I, which
is Hamiltonian for the Poisson structure HC(∂).
Proposition 5.6. Let V be an algebra of differential functions in u1, . . . , uℓ, which
is a domain. Let θ1, . . . , θm ∈ V be elements of the form (4.1), and let H(∂) be
a Poisson structure on V of the form (5.2). (In particular, by Proposition 5.4(a),
θ1, . . . , θm are central for H.) Let
∫
h ∈ V/∂V and P ∈ Vℓ be H-associated over
V,
∫
h
H
←→ P , so that equation (5.6) is Hamiltonian with respect to the Poisson
structure H and the Hamiltonian functional
∫
h. Let P1 ∈ V
ℓ−m be obtained by
taking the first ℓ−m entries of P ∈ Vℓ. Then:
(a) The elements
∫
h ∈ V/∂V and P1 ∈ V
ℓ−m are A-associated over V˜:
∫
h
A
←→ P1.
Hence, equation (5.6) can also be viewed as a Hamiltonian equation on the
modified algebra of differential functions V˜, for the Poisson structure A(∂) and
the same Hamiltonian functional
∫
h.
(b) Assume that I∩Rℓ−m = 0, and that the quotient algebra of differential functions
V/I (cf. Proposition 4.1) is a domain. Assume moreover that, for H(∂) of the
form (5.2), the rational matrix A(∂) has a fractional decomposition A(∂) =
M1(∂) ◦ N1(∂)
−1, with M1(∂), N1(∂) ∈ Mat(ℓ−m)×(ℓ−m) V [∂] and N1(∂) non-
degenerate, such that N1(∂) ∈Mat(ℓ−m)×(ℓ−m)(V/I)[∂] is also non-degenerate.
Hence, A(∂) is rational, and by Proposition 5.4(c), we have a centrally reduced
Poisson structure HC(∂) = A(∂) on V/I. Then,
∫
h
HC
←→ P1. In particular,
the following evolution equation in V/I,
du
dt
= P1 ∈ (V/I)
ℓ ,
is a Hamiltonian equation on the quotient algebra V/I, for the centrally reduced
Poisson structure HC(∂), and the Hamiltonian functional
∫
h.
Proof. By assumption we have the association relation
∫
h
H
←→ P . This means
that we have a fractional decomposition H(∂) = M(∂)N−1(∂), with M(∂), N(∂) ∈
Matℓ×ℓ V [∂] and N(∂) non-degenerate, and an element F ∈ K
ℓ, such that
δh
δu
= N(∂)F , P = M(∂)F . (5.7)
The first observation is that, without loss of generality, we can assume that N(∂)
is upper triangular. Indeed, by [CDSK13b, Lem.3.1], we haveN(∂) = T (∂)◦ 1
f
U(∂),
where T (∂) ∈ Matℓ×ℓ V [∂] is upper triangular non-degenerate, f ∈ V is a non-
zero element, and U(∂) ∈ Matℓ×ℓ V [∂] is invertible in Matℓ×ℓK[∂]. Clearing the
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denominators, we can write U−1(∂) ◦ g ∈Matℓ×ℓ V [∂], for some g ∈ V . Then H(∂)
admits the fractional decomposition H(∂) = M˜(∂)N˜−1(∂), where
M˜(∂) = M(∂) ◦ U−1(∂) ◦ fg , N˜(∂) = N(∂) ◦ U−1(∂) ◦ fg = T (∂) ◦ g ,
and equations (5.7) imply
δh
δu
= N˜(∂)F˜ , P = M˜(∂)F˜ ,
where F˜ = 1
fg
U(∂)F ∈ Kℓ. So, we can replace the original fractional decomposition
H = MN−1 by the new fractional decomposition H = M˜N˜−1, where N˜ is upper
triangular.
Since, by assumption, H(∂) has the form (5.2), we have (Dp(∂) , 1m)◦H(∂) = 0,
and therefore (Dp(∂) , 1ℓ−m) ◦M(∂) = 0. Hence, M(∂) has the following form:
M(∂) =
(
1ℓ−m
−Dp(∂)
)
◦
(
M1(∂)M2(∂)
)
, (5.8)
where M1(∂) ∈Mat(ℓ−m)×(ℓ−m) V [∂] and M2(∂) ∈Mat(ℓ−m)×m V [∂]. Also, we let
N(∂) =
(
N1(∂) N2(∂)
0 N4(∂)
)
,
where N1(∂) ∈ Mat(ℓ−m)×(ℓ−m) V [∂], N2(∂) ∈ Mat(ℓ−m)×m V [∂], and N4(∂) ∈
Matm×m V [∂], with N1(∂) and N4(∂) non-degenerate. Its inverse is
N−1(∂) =
(
N−11 (∂) −N
−1
1 (∂) ◦N2(∂) ◦N
−1
4 (∂)
0 N−14 (∂)
)
∈Matℓ×ℓ V((∂
−1)) . (5.9)
It is easy to deduce that the matrix A(∂) ∈ Mat(ℓ−m)×(ℓ−m) V((∂
−1)) in (5.2)
admits the fractional decomposition
A(∂) = M1(∂) ◦N
−1
1 (∂) . (5.10)
Since, by assumption, H(∂) has the form (5.2), we have
M(∂) ◦N−1(∂) ◦
(
D∗p(∂)
1m
)
= 0 .
Substituting the expressions (5.8) and (5.9) of M and N−1 in this equation, we get
M1(∂)◦N
−1
1 (∂)◦D
∗
p(∂)−M1(∂)◦N
−1
1 (∂)◦N2(∂)◦N
−1
4 (∂)+M2(∂)◦N
−1
4 (∂) = 0 ,
and multiplying both sides by N4(∂) on the right, we get
M2(∂) = M1(∂) ◦N
−1
1 (∂) ◦
(
N2(∂)−D
∗
p(∂) ◦N4(∂)
)
. (5.11)
If M1(∂) and N1(∂) have a common right factor Q1(∂) ∈ Mat(ℓ−m)×(ℓ−m) V [∂],
then M(∂) and N(∂) have the common right factor
Q(∂) =
(
Q(∂)(∂) 0
0 1m
)
∈Matℓ×ℓ V [∂] .
On the other hand, if M(∂) = M˜(∂) ◦ Q(∂) and N(∂) = N˜(∂) ◦ Q(∂), and the
association relation (5.7) holds, then it also holds after replacingM by M˜ , N by N˜ ,
and F by Q(∂)F ∈ Kℓ. Therefore, we can assume, without loss of generality, that
M1(∂) and N1(∂) are right coprime in the principal ideal ringMat(ℓ−m)×(ℓ−m)K[∂],
[CDSK13a].
We next use the following simple result:
Lemma 5.7. Let A(∂), B(∂) ∈ Matn×nK[∂] be right coprime matrix differential
operators, with B(∂) non-degenerate, and let C(∂) ∈ Matn×r K[∂]. Then A(∂) ◦
B−1(∂) ◦ C(∂) ∈ Matn×r K[∂] if and only if B
−1(∂) ◦ C(∂) ∈Matn×r K[∂].
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Proof. The if part is obvious. Conversely, suppose that A(∂) ◦ B−1(∂) ◦ C(∂)
is a matrix differential operator. Since, by assumption, A(∂) and B(∂) are right
coprime, and sinceMatn×nK[∂] is a principal ideal ring, we have the Bezout identity
U(∂) ◦A(∂) + V (∂) ◦B(∂) = 1n ,
for some U(∂), V (∂) ∈Matn×nK[∂]. Multiplying both sides of this equation on the
right by B−1(∂) ◦ C(∂), we get
B−1(∂) ◦ C(∂)
= U(∂) ◦A(∂) ◦B−1(∂) ◦ C(∂) + V (∂) ◦ C(∂) ,
which obviously lies in Matn×nK[∂]. 
Applying Lemma 5.7 to A(∂) = M1(∂), B(∂) = N1(∂) ∈ Mat(ℓ−m)×(ℓ−m) V [∂],
and C(∂) = N2(∂) − D
∗
p(∂) ◦ N4(∂) ∈ Mat(ℓ−m)×m V [∂], and recalling equation
(5.11), we deduce that
X(∂) := M−11 (∂)◦M2(∂) = N
−1
1 (∂)◦
(
N2(∂)−D
∗
p(∂)◦N4(∂)
)
∈Mat(ℓ−m)×m V [∂] .
(5.12)
By the first equation in (5.7) and equation (4.6), we have
δ˜h
δ˜u
=
(
1ℓ−m , −D
∗
p(∂)
)
◦
δh
δu
=
(
1ℓ−m , −D
∗
p(∂)
)
◦
(
N1(∂) N2(∂)
0 N4(∂)
)
F
=
(
N1(∂) , N2(∂)−D
∗
p(∂)N4(∂)
)
F = N1(∂)F1 ,
(5.13)
where, by (5.12)
F1 =
(
1ℓ−m , X(∂)
)
F ∈ Kℓ−m . (5.14)
Moreover, by the second equation in (5.7) we have
P1 =
(
M1(∂) , M2(∂)
)
F = M1(∂)F1 . (5.15)
In the last equality we used (5.12) and (5.14). Equations (5.10), (5.13), and (5.15),
imply that
∫
h
A
←→ P1 in V˜ , proving (a).
By part (a) we have that
∫
h
A
←→ P1 in V˜ , i.e. there exists F1 ∈ V
ℓ−m such that
δ˜h
δ˜u
= N1(∂)F1 and P1 = M1(∂)F1, where (5.10) is a fractional decomposition for
A(∂). In fact, we can assume that (5.10) is minimal, [DSK13]. By passing to the
quotient V/I, we thus get
δ˜h
δ˜u
= N1(∂)F1 and P1 = M1(∂)F1 . (5.16)
On the other hand, by our assumption, if (5.10) is a minimal fractional decom-
position, then N1(∂) ∈ Mat(ℓ−m)×(ℓ−m)(V/I)[∂] is non-degenerate, and therefore
HC(∂) = A(∂) = M1(∂)◦N1
−1
(∂) is a fractional decomposition for HC(∂). There-
fore, by equation (5.16) we get that
∫
h
HC
←→ P1, proving (b). 
Remark 5.8. We believe that the assumption that N1(∂) non-degenerate in part
(b) of Theorem 4.1 is automatically satisfied (see Remark 5.5).
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6. Dirac reduction for (non-local) Poisson structures and
Hamiltonian equations
6.1. Dirac modified Poisson structure. In the present section we describe how
the Dirac modification (2.2) of a PVA λ-bracket becomes in the special case of a
non-local Poisson structure on an algebra of differential functions.
Let V be an algebra of differential functions in the variables u1, . . . , uℓ, which
is a domain, and let H(∂) ∈ Matℓ×ℓ V((∂
−1)) be a non-local Poisson structure on
V . Let {· λ ·}H be the corresponding PVA λ-bracket on V given by the Master
Formula (3.4). Let, as in Section 2, θ1, . . . , θm be some elements of V , and let
I = 〈θ1, . . . , θm〉V ⊂ V be the differential ideal generated by them. Consider the
following rational matrix pseudodifferential operator
C(∂) = Dθ(∂) ◦H(∂) ◦D
∗
θ(∂) ∈Matm×m V((∂
−1)) , (6.1)
where Dθ(∂) is the m× ℓ matrix differential operator of Frechet derivatives of the
elements θi’s:
Dθ(∂)α,i =
∑
n∈Z+
∂θα
∂u
(n)
i
∂n , α = 1, . . . ,m, i = 1, . . . , ℓ , (6.2)
and D∗θ(∂) ∈ Matℓ×m V [∂] is its formal adjoint. We assume that the matrix C(∂)
in (6.1) is invertible in Matm×m V((∂
−1)).
Definition 6.1. TheDirac modification of the Poisson structureH ∈Matℓ×ℓ V((∂
−1))
by the constraints θ1, . . . , θm is the following skewadjoint ℓ × ℓ matrix pseudodif-
ferential operator:
H˜D(∂) = H(∂)−H(∂) ◦D∗θ(∂) ◦ C
−1(∂) ◦Dθ(∂) ◦H(∂) . (6.3)
Proposition 6.2. (a) The Dirac modified λ-bracket (2.2) is related to the Dirac
modification H˜D of the Poisson structure defined in (6.3) by the Master For-
mula (3.4):
{fλg}
D
H = {fλg}H˜D for all f, g ∈ V . (6.4)
In particular, the Dirac modification H˜D(∂) is a non-local Poisson structure
on V.
(b) All the elements θα’s are central for the Dirac modified Poisson structure H˜
D,
i.e. H˜D(∂) ◦D∗θ(∂) = 0, and Dθ(∂) ◦ H˜
D(∂) = 0.
Proof. By the Master Formula (3.4) and the definition (6.2) of the Frechet derivative
Dθ, we have that the matrix elements Cβα(λ) in (2.1) are
Cβα(λ) = {θαλθβ}H =
∑
i,j∈I
m,n∈Z+
∂θβ
∂u
(n)
j
(λ+ ∂)nHji(λ+ ∂)(−λ− ∂)
m ∂θα
∂u
(m)
i
=
∑
i,j∈I
Dθ(λ+ ∂)βjHji(λ + ∂)D
∗
θ(λ)iα .
Hence, the matrix pseudodifferential operator C(∂) defined by (2.1) coincides with
the matrix C(∂) in (6.1). Furthermore, by the definition (2.2) of the Dirac modified
λ-bracket, we have
{uiλuj}
D
H = {uiλuj}H −
m∑
α,β=1
{θβλ+∂uj}H→(C
−1)βα(λ+ ∂){uiλθα}H
= Hji(λ)−
m∑
α,β=1
∑
h,k∈I
Hjk(λ+ ∂)D
∗
θ(λ+ ∂)kβ(C
−1)βα(λ+ ∂)
Dθ(λ+ ∂)αhHhi(λ) = H˜
D
ji (λ) .
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This proves equation (6.4). The last assertion of part (a) is a consequence of the
fact that the Dirac modification of a PVA λ-bracket is again a PVA λ-bracket, by
Theorem 2.2(a). Part (b) is an immediate consequence of the definition (6.3) of the
Dirac modification H˜D(∂), and the definition (6.1) of the matrix C(∂). 
6.2. Dirac reduced Poisson structure. An interesting situation is when the
constraints θ1, . . . , θm ∈ V are of type (4.1) (m ≤ ℓ). In this case, if we write H(∂)
in block form as in (5.4), the matrix C(∂) defined in (6.1) is
C(∂) = D(∂) +Dp(∂) ◦B(∂)−B
∗(∂) ◦D∗p(∂) +Dp(∂) ◦A(∂) ◦D
∗
p(∂) .
Let us assume that C(∂) is invertible inMatm×m V((∂
−1)), so that we can construct
the Dirac modified Poisson structure H˜D(∂). By Proposition 6.2(b), the θα’s are
central elements for H˜D(∂), which, by Proposition 4.1(a), has the form
H˜D(∂) =
(
1ℓ−m
−Dp(∂)
)
◦AD(∂) ◦
(
1ℓ−m , −D
∗
p(∂)
)
.
In fact, it is not hard to compute explicitly the matrix AD(∂):
AD(∂) = A(∂) + (B(∂) +A(∂) ◦D∗p(∂)) ◦C
−1(∂) ◦ (B∗(∂)−Dp(∂) ◦A(∂)) . (6.5)
Then, by Proposition 5.4(c), under some additional mild assumptions, we have
a “Dirac reduced” Poisson structure on the quotient algebra of differential func-
tions V/I (with modified partial derivatives (4.3)), HD(∂) := (H˜D)C(∂) = AD(∂).
Namely, we have the following:
Corollary 6.3. Let H(∂) ∈Matℓ×ℓ V((∂
−1)) be a Poisson structure on the algebra
of differential functions V. Let θ1, . . . , θm ∈ V be elements of the form (4.1) (m ≤
ℓ), and let I = 〈θ1, . . . , θm〉V ⊂ V the differential ideal of V generated by θ1, . . . , θm.
(a) The Dirac modification H˜D(∂) ∈ Matℓ×ℓ V((∂
−1)) defined by (6.3) is a Poisson
structure on V.
(b) The matrix AD(∂) ∈ Mat(ℓ−m)×(ℓ−m) V((∂
−1)) defined in (6.5) is a Poisson
structure on the algebra of differential functions V˜ (= V with modified partial
derivatives). It is induced by H˜D(∂) in the sense that
{fλg}
V
H˜D(∂)
= {fλg}
V˜
AD(∂) .
(c) Assume that I ∩Rℓ−m = 0, that V/I is a domain, and that the induced matrix
AD(∂) ∈ Mat(ℓ−m)×(ℓ−m)(V/I)[∂] is rational. Then, the matrix
HD(∂) = AD(∂) ∈Mat(ℓ−m)×(ℓ−m)(V/I)((∂
−1)) , (6.6)
is a Poisson structure on the quotient algebra of differential functions V/I (cf.
Proposition 4.1(b)), induced by AD(∂).
Proof. Part (a) is stated in Proposition 6.2(a). Part (b) follows from Proposition
5.4(b) and Proposition 6.2(b). Part (c) follows from Proposition 5.4(c). 
Remark 6.4. We believe that the assumption that AD(∂) is rational in part (c) of
Corollary 6.3 automatically holds (see Remark 5.5).
6.3. Dirac reduction of a Hamiltonian equation. Let V be an algebra of
differential functions, which is a domain, and let H(∂) ∈ Matℓ×ℓ V((∂
−1)) be a
(non-local) Poisson structure on V . Let θ1, . . . , θm ∈ V , and consider the Dirac
modified Poisson structure H˜D on V given by equation (6.3). Let
du
dt
= P ∈ Vℓ , (6.7)
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be a Hamiltonian equation associated to the Poisson structureH and a Hamiltonian
functional
∫
h ∈ V/∂V .
Suppose that the elements θα’s are constant densities for the Hamiltonian equa-
tion (6.3), i.e. Dθ(∂)P = 0. Naively, to say that equation (6.7) is Hamiltonian for
the Poisson structure H and the Hamiltonian functional
∫
h means that
“H(∂)
δh
δu
= P” .
Note that the LHS is not well defined unless H(∂) is a local Poisson structure. The
precise meaning of the above identity is
∫
h
H
←→ P (see Section 3.4). If we try to
apply naively the Dirac modified Poisson structure H˜D(∂) in (6.3) to δh
δu
we get
“H˜D(∂)
δh
δu
= P” ,
since “H(∂) δh
δu
= P” and, by assumption,Dθ(∂)P = 0. This indicates that equation
(6.7) should be Hamiltonian also for the Dirac modified Poisson structure H˜D and
with the same Hamiltonian functional
∫
h, i.e.
∫
h
H˜D
←→ P . We cannot prove this
statement in general, due to the way the association relation
∫
h
H
←→ P is defined,
in terms of a fractional decomposition for H , but we will check that this is indeed
the case in the example that we will consider in Section 8.
Suppose now that the constraints θ1, . . . , θm are of the special form (4.1), that I∩
Rℓ−m = 0, that V/I is a domain, and that AD(∂) ∈ Mat(ℓ−m)×(ℓ−m)(V/I)((∂
−1))
is rational. Therefore, by Proposition 4.1(b) the quotient V/I is still an algebra
of differential functions, and it is a domain, and, by Corollary 6.3(c), we have a
well defined Dirac reduced Poisson structure HD(∂) = AD(∂) on V/I. It is natural
to expect to have a Hamiltonian equation corresponding to (6.7). To say that the
constraints θα’s are constant densities for the Hamiltonian equation (6.7) means
(cf. Definition 5.1) that Dθ(∂)P = 0, i.e., recalling (4.4),
P =
(
P1
−Dp(∂)P1
)
=
(
1ℓ−m
−Dp(∂)
)
P1 ,
where P1 ∈ V
ℓ−m denotes the first ℓ − m entries of P ∈ Vℓ. If, as expected, it
happens that
∫
h
H˜D
←→ P , then, by Proposition 5.6(b) and Corollary 6.3(c), we have∫
h
HD
←→ P1. In other words, the evolution equation in V/I,
du
dt
= P1 ,
is Hamiltonian also for the Dirac reduced Poisson structure HD, with the Hamil-
tonian functional
∫
h.
We summarize the above observations in the following:
Ansatz 6.5. (a) Suppose that θ1, . . . , θm ∈ V are constant densities for the Hamil-
tonian equation (6.7), and that the matrix C(∂) ∈ Matm×m((∂
−1)) in (6.1) is
non-degenerate. Then equation (6.7) should be a Hamiltonian equation also
for the Dirac modified Poisson structure H˜D defined by (6.3), with the same
Hamiltonian functional
∫
h.
(b) Suppose that the claim in part (a) holds. Suppose, moreover, that the elements
θα’s have the special form (4.1), that I ∩Rℓ−m = 0, and that V/I is a domain.
Then, AD(∂) ∈ Mat(ℓ−m)×(ℓ−m)(V/I)((∂
−1)) should be a rational matrix (see
Remark 5.5). Moreover, the evolution equation in V/I,
dui
dt
= Pi , i = 1, . . . , ℓ−m, (6.8)
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is Hamiltonian with respect to the Dirac reduced Poisson structure HD given
by (6.6), and the Hamiltonian functional
∫
h ∈ V.
Unfortunately, we have no general statement relating integrals of motion for
a Hamiltonian equation (5.6) to integrals of motion for the corresponding Dirac
reduced equation (6.8). In the next Section we discuss the special case when the in-
tegrals of motion are obtained by the so-called Lenard-Magri scheme of integrability
for a bi-Hamiltonian equation.
7. Dirac reduction of a bi-Hamiltonian hierarchy
7.1. Reduction of a bi-Poisson structure. Let V be an algebra of differential
functions in the differential variables u1, . . . , uℓ, which is a domain. Recall that
two (non-local) Poisson structures H0(∂), H1(∂) ∈ Matℓ×ℓ V((∂
−1)) are said to be
compatible if H0(∂) +H1(∂) is also a Poisson structure on V . In this case we say
that (H0, H1) form a bi-Poisson structure on V .
Let (H0, H1) be a bi-Poisson structure on V . Let θ1, . . . , θm ∈ V be central
elements for H0, and let I = 〈θ1, . . . , θm〉V be the the differential ideal generated
by them. If the matrix pseudodifferential operator whose symbol is given by (2.1),
with the λ-brackets for H1, is invertible, then we can consider the Dirac modified
λ-bracket {· λ ·}
D
1 , and, by Theorem 2.3, {· λ ·}0 and {· λ ·}
D
1 are compatible PVA
λ-brackets on V . It is natural to ask what are the corresponding Poisson structures.
This is given by the following
Proposition 7.1. Let (H0, H1) be a bi-Poisson structure on V. Let θ1, . . . , θm ∈ V
be central elements for H0, and let I = 〈θ1, . . . , θm〉V be the the differential ideal
generated by them. Assume that the matrix
C(∂) = Dθ(∂) ◦H1(∂) ◦D
∗
θ(∂) ∈Matm×m V((∂
−1)) , (7.1)
is invertible, and consider the Dirac modified Poisson structure H˜D1 (∂), defined by
(6.3).
(a) We have ˜(H0 +H1)
D
= H0 + H˜1
D
. In particular, H0 and H˜
D
1 are compatible
Poisson structures on V.
Suppose also that the elements θ1, . . . , θm ∈ V are of the form (4.1) (with m ≤ ℓ).
We can write H0 and H1 in block form as (cf. equations (5.2) and (5.4)):
H0(∂) =
(
1ℓ−m
−Dp(∂)
)
◦A0(∂) ◦
(
1ℓ−m , −D
∗
p(∂)
)
,
H1(∂) =
(
A1(∂) B1(∂)
−B∗1(∂) D1(∂)
)
.
Let also AD1 (∂) ∈ Mat(ℓ−m)×(ℓ−m) V((∂
−1)) be given by (6.5), with A,B,D replaced
by A1, B1, D1 respectively.
(b) The matrices A0(∂) and A
D
1 (∂) are compatible Poisson structures on V˜ (= V
with modified partial derivatives).
(c) Assume that I ∩ Rℓ−m = 0, that V/I is a domain, and that the induced ma-
trices A0(∂), AD1 (∂) ∈ Mat(ℓ−m)×(ℓ−m)(V/I)((∂
−1)) are rational. Then, the
central reduction HC0 (∂) = A0(∂), and the Dirac reduction H
D
1 (∂) = A
D
1 (∂),
are compatible Poisson structures on V/I.
Proof. Part (a) is an immediate consequence of the definition (6.3) of Dirac mod-
ification of a Poisson structure, and by the assumption that Dθ(∂) ◦ H0(∂)
(
=
H0(∂) ◦D
∗
θ(∂)
)
= 0.
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By Proposition 5.4(b), A0(∂) is a Poisson structure on V˜ , by Corollary 6.3(b),
AD1 (∂) is also a Poisson structure on V˜, and by part (a) they are compatible. This
proves part (b).
Finally, part (c) follows from Proposition 5.4(c) and Corollary 6.3(c). 
Remark 7.2. We believe that the assumptions that A0(∂) and AD1 (∂) are rational
in part (c) of Proposition 7.1 are automatically satisfied (see Remark 5.5).
7.2. Reduced bi-Hamiltonian hierarchy. A bi-Hamiltonian hierarchy with re-
spect to a bi-Poisson structure (H0, H1) is, by definition, a sequence of evolution
equations
du
dtn
= Pn ∈ V
ℓ , n ∈ Z+ , (7.2)
satisfying the following Lenard-Magri recursive conditions:∫
hn−1
H1←→ Pn ,
∫
hn
H0←→ Pn for all n ∈ Z+ , (7.3)
for some Hamiltonian functionals
∫
h−1,
∫
h0, · · · ∈ V/∂V . In this case, all Hamil-
tonian functionals
∫
hn, n ≥ −1, are integrals of motion for all equations of the
hierarchy (7.2), in involution with respect to both Poisson structures H0 and H1.
Also, all commutators [Pm, Pn] lie in a finite dimensional space, (see [DSK13]).
Hence, each of the equations (7.2) is integrable, provided that the
∫
hn’s are lin-
early independent.
Let θ1, . . . , θm be central elements for H0(∂) of the form (4.1) (m ≤ ℓ). By
Proposition 4.1(c), if I ∩Rℓ−m = 0, the quotient space V/I has a natural structure
of an algebra of differential functions in the variables u1, . . . , uℓ−m, with modified
partial derivatives ∂˜
∂˜u
(s)
i
, and Proposition 7.1 states that we can construct a Dirac
reduced bi-Poisson structure (HC0 (∂), H
D
1 (∂)) on V/I, under some additional mild
assumptions.
For n ∈ Z+, let (Pn)1 ∈ V
ℓ−m be given by the first ℓ −m entries of Pn ∈ V
ℓ.
By Proposition 5.6(b) we have that
∫
hn
HC0←→ (Pn)1. By Lemma 5.2(c), the θα’s
are constant densities for all the equations of the hierarchy (7.2). Hence, by Ansatz
6.5 we expect that
∫
hn−1
HD1←→ (Pn)1. Therefore, we expect to get a “reduced”
bi-Hamiltonian hierarchy on V/I. Thus we have the following
Ansatz 7.3. Let (H0, H1) be a bi-Poisson structure on the algebra of differential
functions V, and let (7.2) be a bi-Hamiltonian hierarchy satisfying the Lenard-Magri
recursive conditions (7.3). Let θ1, . . . , θm be central elements for H0(∂) of the form
(4.1) (m ≤ ℓ).
(a) By Ansatz 6.5(a), we expect to have the association relations
∫
hn−1
H˜D1←→ Pn,
for all n ∈ Z+.
(b) Suppose that the claim in part (a) holds. Suppose, moreover, that I∩Rℓ−m = 0,
and that V/I is a domain. Then, A0(∂), AD1 (∂) ∈Mat(ℓ−m)×(ℓ−m)(V/I)((∂
−1))
should be a rational matrices (see Remark 7.2). Moreover, we have the Dirac
reduced Lenard-Magri recursive conditions in V/I:∫
hn−1
HD1←→ (Pn)1 ,
∫
hn
HC0←→ (Pn)1 for all n ∈ Z+ .
Hence, we have a bi-Hamiltonian hierarchy
du
dtn
= (Pn)1 ∈ (V/I)
ℓ , n ∈ Z+ ,
which is integrable provided that the local functionals
∫
hn’s are linearly inde-
pendent.
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Remark 7.4. Using the results of [CDSK13c] one can show that, in fact, the naive
argument used to “prove” the association relation
∫
hn−1
H˜D1←→ Pn before Ansatz
6.5, can be made into a formal proof under the assumption that (6.3) is a minimal
rational expression for the Dirac modified Poisson structure H˜D1 , i.e.
sdeg(H˜D1 ) = 2 sdeg(H1) + sdeg(C
−1) . (7.4)
(See [CDSK13c] for the definition of the singular degree sdeg(H) of a rational matrix
pseudodifferential operator H .) Under such assumption, Anstats 6.5 and 7.3 can
be made into Theorems.
8. Example: Dirac reduction of the generalized Drinfeld-Sokolov
hierarchy for the minimal nilpotent element of sl3
In [DSKV12] we introduced the classical W-algebras associated to a simple Lie
algebra g and its nilpotent element via the classical Hamiltonian reduction of Pois-
son vertex algebras, and we studied the associated generalized Drinfeld-Sokolov
hierarchies. In [DSKV13] we considered in detail the example of g = sl3 and its
minimal nilpotent element. Recall that in this case the W-algebra is the algebra
R(L,ψ+, ψ−, ϕ) of differential polynomials in the variables L,ψ+, ψ−, ϕ over F, en-
dowed with two compatible PVA structures {· λ ·}0 and {· λ ·}1. The λ-brackets
among the generators are as follows. ϕ is central for {· λ ·}0, and
{LλL}0 = −2λ , {Lλψ±}0 = {ψ±λψ±}0 = 0 , {ψ+λψ−}0 = 1 ,
and
{LλL}1 = (∂ + 2λ)L−
1
2λ
3 , {Lλψ±}1 = (∂ +
3
2λ)ψ± , {Lλϕ}1 = (∂ + λ)ϕ
{ψ±λψ±}1 = 0 , {ϕλϕ}1 = 6λ , {ψ±λϕ}1 = ±3ψ±
{ψ+λψ−}1 =
1
3ϕ
2 − 12 (∂ + 2λ)ϕ− L+ λ
2 .
(The others are obtained by skewsymmetry.) The corresponding Poisson structures
H0(∂) and H1(∂), given by (3.5), are the skewadjoint 4 × 4 matrix differential
operators with coefficients in W with the following block forms
H0(∂) =
(
A0(∂) 03×1
01×3 01×1
)
, H1(∂) =
(
A1(∂) B1(∂)
−B∗1(∂) D1(∂)
)
, (8.1)
where
A0(∂) =
 −2∂ 0 00 0 −1
0 1 0
 , B1(∂) =
 ϕ∂−3ψ+
3ψ−
 , D1(∂) = 6∂ ,
A1(∂) =

∂◦L+L∂− 12∂
3 1
2∂ ◦ ψ+ + ψ+∂
1
2∂ ◦ ψ− + ψ−∂
∂ ◦ ψ+ +
1
2ψ+∂ 0
(
− 12 (∂◦ϕ+ ϕ∂)
− 13ϕ
2 + L− ∂2
)
∂◦ψ− +
1
2ψ−∂
(
− 12 (∂◦ϕ+ ϕ∂)
+ 13ϕ
2 − L+ ∂2
)
0
 .
(8.2)
The element ϕ ∈ W is central for H0(∂). Let I = 〈ϕ〉W be the differential ideal
generated by ϕ. Clearly, I ∩ R(L,ψ+, ψ−) = 0, and the quotient algebra W/I is
naturally identified with R(L,ψ+, ψ−), the algebra of differential polynomials in
the variables L,ψ+, ψ−. In particular, it is a domain. The Frechet derivative of
ϕ is Dϕ(∂) = (0 0 0 1). Hence, the matrix (7.1) is C(∂) = D1(∂) = 6∂, which is
invertible in W((∂−1)). By Proposition 7.1(b), the matrices
A0(∂) and A
D
1 (∂) = A1(∂) +B1(∂) ◦D
−1
1 (∂) ◦B
∗
1 (∂) ,
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form a compatible pair of Poisson structure on W˜ (= W considered as algebra of
differential functions in the variables L,ψ+, ψ−, with ϕ treated as a quasiconstant).
Clearly, AD1 (∂) is a rational matrix pseudodifferential operator. We can compute
explicitly its fractional decomposition: AD1 (∂) = A1(∂) +M(∂) ◦N
−1(∂), where
M(∂) =
 0 0 ϕ∂ ◦ ψ2−0 0 −3ψ+ψ2−
0 0 3ψ3−
 ,
N(∂) =
 ψ2+ 0 0− 13 (ψ+∂ + 2ψ′+) ◦ ϕ ψ− 0
0 ψ+ 2(ψ−∂ + 2ψ
′
−)
 . (8.3)
Clearly, the images HC0 (∂) and H
D
1 (∂) of A0(∂) and A
D
1 (∂) respectively in the
quotient space W/I = R(L,ψ+, ψ−) are rational matrix pseudodifferential opera-
tors with coefficients in R(L,ψ+, ψ−). Hence, by Proposition 7.1(c), they form a
compatible pair of Poisson structures on R(L,ψ+, ψ−). Explicitly, they are
HC0 (∂) =
 −2∂ 0 00 0 −1
0 1 0
 , (8.4)
and
HD1 (∂) =

∂ ◦ L+ L∂ − 12∂
3 1
2∂ ◦ ψ+ + ψ+∂
1
2∂ ◦ ψ− + ψ−∂
∂ ◦ ψ+ +
1
2ψ+∂
3
2ψ+∂
−1ψ+
( L− ∂2
− 32ψ+∂
−1 ◦ ψ−
)
∂ ◦ ψ− +
1
2ψ−∂
( −L+ ∂2
− 32ψ−∂
−1 ◦ ψ+
)
3
2ψ−∂
−1ψ−
 .
(8.5)
Since the image of N(∂) in the quotient space W/I is still non-degenerate, a frac-
tional decomposition for HD1 (∂) is obtained projecting the fractional decomposition
(8.3) for AD1 (∂). We have H
D
1 (∂) = A1(∂) +M(∂) ◦N
−1
(∂), where
A1(∂) =
 ∂ ◦ L+ L∂ − 12∂3 12∂ ◦ ψ+ + ψ+∂ 12∂ ◦ ψ− + ψ−∂∂ ◦ ψ+ + 12ψ+∂ 0 L− ∂2
∂ ◦ ψ− +
1
2ψ−∂ −L+ ∂
2 0
 ,
M(∂) =
 0 0 00 0 −3ψ+ψ2−
0 0 3ψ3−
 , N(∂) =
 ψ2+ 0 00 ψ− 0
0 ψ+ 2(ψ−∂ + 2ψ
′
−)
 ,
(8.6)
are the images of A1(∂), M(∂) and N(∂) in the quotient space W
D = W/I =
R(L,ψ+, ψ−).
In [DSKV13, Ex.6.4] we constructed an infinite sequence of linearly independent
local functionals
∫
gn,
∫
gn˜ ∈ W/∂W , n ∈ Z+, such that H0(∂)
δg0
δu
= H0(∂)
δg0˜
δu
= 0,
satisfying the Lenard-Magri recursive conditions (7.3). The first few conserved
densities are
g0 = L˜ := L−
1
12
ϕ2 , g0˜ = ϕ ,
g1 =
1
2
(ψ+∂ψ− − ψ−∂ψ+ − ϕψ+ψ−)−
1
4
(L −
1
12
ϕ2)2 , g1˜ = 6ψ+ψ− .
(8.7)
Hence, we have the corresponding integrable hierarchy of bi-Hamiltonian equations
du
dtn
= Pn = H1(∂)
δgn−1
δu
= H0(∂)
δgn
δu
, n ∈ Z+ , (8.8)
and similar equations with n replaced by n˜.
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The first few equations of the hierarchy are as follows
d
dt0

L
ψ+
ψ−
ϕ
 =

L˜′
ψ′+ +
1
2ϕψ+
ψ′− −
1
2ϕψ−
0
 , ddt0˜

L
ψ+
ψ−
ϕ
 =

0
−3ψ+
3ψ−
0
 , (8.9)
and
dL
dt1
=
1
4
L˜′′′ −
3
2
L˜L˜′ +
3
2
(
ψ+ψ
′′
− − ψ−ψ
′′
+
)
−
3
2
(ϕψ+ψ−)
′ ,
dψ±
dt1
= ψ′′′± ±
3
2
ϕψ′′± ±
1
2
ψ±ϕ
′′ ±
3
2
ϕ′ψ′± −
3
2
L˜ψ′± −
3
4
ψ±L˜
′
∓
3
4
ϕψ±L˜+
3
4
ϕ2ψ′± +
3
4
ψ±ϕϕ
′ ±
3
2
ψ±ψ+ψ− ±
1
8
ϕ3ψ± ,
dϕ
dt1
= 0 ,
dL
dt1˜
= 6 (ψ+ψ−)
′
,
dψ±
dt1˜
= ∓ 3ψ′′± ± 3Lψ± ∓ ϕ
2ψ± −
3
2
ψ±ϕ
′ − 3ϕψ′± ,
dϕ
dt1˜
= 0 .
(8.10)
We want to prove that, in this example, all the statements in Ansatz 7.3 hold.
By the Lenard-Magri recursive conditions (8.8) we have that
A1(∂)
δ˜gn−1
δ˜u
+B1(∂)
δgn−1
δϕ
= A0(∂)
δ˜gn
δ˜u
= (Pn)1 ,
−B∗1(∂)
δ˜gn−1
δ˜u
+D1(∂)
δgn−1
δϕ
= 0 ,
(8.11)
where, recalling the notation (4.6), δ˜
δ˜u
=
(
δ
δL
, δ
δψ+
, δ
δψ
−
)T
, and, as usual,
(Pn)1 ∈ W
3 is given by the first three components of Pn ∈ W
4. We can write
explicitly the second equation in (8.11) using the definitions (8.2) of B1(∂) and
D1(∂):
∂
(
ϕ
δgn−1
δL
)
+ 3ψ+
δgn−1
δψ+
− 3ψ−
δgn−1
δψ−
+ 6∂
δgn−1
δϕ
= 0 . (8.12)
It follows from equations (8.3) and (8.12) that
δ˜gn−1
δ˜u
= N(∂)F , (8.13)
where
F =

1
ψ2+
δgn−1
δL
1
3ψ+ψ−
∂
(
ϕ δgn−1
δL
)
+ 1
ψ
−
δgn−1
δψ+
1
ψ2
−
δgn−1
δϕ
 ∈ K3 . (8.14)
(K denotes the field of fractions of W .) On the other hand, by the definitions (8.2)
and (8.3) of the matrices B1(∂) and M(∂), we have
M(∂)F = B1(∂)
δgn−1
δϕ
. (8.15)
By the first equation in (8.11) and equation (8.15) we thus get(
A1(∂) ◦N(∂) +M(∂)
)
F = (Pn)1 . (8.16)
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Recalling the fractional decomposition (8.3) for AD1 (∂), equations (8.13) and (8.16)
exactly say that we have the association relations∫
gn−1
AD1←→ (Pn)1 in W˜ , (8.17)
for all n ∈ Z+. Namely, the first statement of Ansatz 7.3 holds.
Next, we go to the quotient algebra W/I = R(L,ψ+, ψ−). By equations (8.13),
(8.14) and (8.17) we have
δ˜gn−1
δ˜u
= N(∂)F ,
(
A1(∂) ◦N(∂) +M(∂)
)
F = (Pn)1 ,
where
F =

1
ψ2+
δgn−1
δL
1
ψ
−
δgn−1
δψ+
1
ψ2
−
δgn−1
δϕ
 ∈ (KD)3 ,
where KD is the field of fractions of WD = R(L,ψ+, ψ−). Hence, recalling the
fractional decomposition (8.6) of HD1 (∂), we conclude that∫
gn−1
HD1←→ (Pn)1 in W
D . (8.18)
On the other hand, by the block form (8.1) ofH0(∂) and the Lenard-Magri recursive
conditions (8.8), we have that
A0(∂)
δ˜gn
δ˜u
= (Pn)1 ,
and therefore, going to the quotient,∫
gn
HC0←→ (Pn)1
(
= HC0 (∂)
δ˜gn
δ˜u
)
in WD . (8.19)
The association relations (8.18) and (8.19) say that the Lenard-Magri scheme of
integrability still holds after Dirac reduction. Hence, as stated in Ansatz 7.3(b), we
have the integrable bi-Hamiltonian hierarchy du
dtn
= (Pn)1, n ∈ Z+, in W
D, with
constant densities gn ∈ W
D, n ∈ Z+. We argue similarly for n replaced by n˜.
The first few constant densities and equations of the hierarchy are obtained
taking the images of (8.7), (8.9) and (8.10):
g0 = L , g1 =
1
2
(ψ+∂ψ− − ψ−∂ψ+)−
1
4
L2 , g1˜ = 6(ψ+ψ−)
′ ,
d
dt0
 Lψ+
ψ−
 =
 Lψ+
ψ−
′ , d
dt0˜
 Lψ+
ψ−
 =
 0−3ψ+
3ψ−
 ,
and
d
dt1
 Lψ+
ψ−
 =
 14L′′′ − 32LL′ + 32 (ψ+ψ′′− − ψ−ψ′′+)ψ′′′+ − 32Lψ′+ − 34ψ+L′ + 32ψ2+ψ−
ψ′′′− −
3
2Lψ
′
− −
3
4ψ−L
′ − 32ψ+ψ
2
−
 , (8.20)
d
dt1˜
 Lψ+
ψ−
 =
 6 (ψ+ψ−)′−3ψ′′+ + 3Lψ+
3ψ′′− − 3Lψ−
 . (8.21)
In order to prove integrability of the bi-Hamiltonian hierarchy du
dtn
= (Pn)1,
du
dtn˜
= (Pn˜)1, n ∈ Z+, we prove linear independence of the elements (Pn)1 ∈ (W
D)3.
31
It is not difficult to show, using the recursive equation (8.8), that
(Pn)1 =
 −2−2nL(2n+1)ψ(2n+1)+
ψ
(2n+1)
−
+ terms of lower differential order .
In particular, the elements (Pn)1 are linearly independent. Thus, (8.20) and (8.21)
are the first non-trivial equations of an integrable hierarchy of bi-Hamiltonian equa-
tions with respect to the Poisson structures (8.4) and (8.5) and Hamiltonian func-
tionals
∫
gn,
∫
gn˜.
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