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Abstract
In this work, a consistent viscoplasticity formulation is derived from thermodynamical prin-
ciples and employing the concept of continuum elastic corrector rate. The proposed model
is developed based on the principle of maximum viscoplastic dissipation for determining the
flow direction. The model uses both the equivalent viscoplastic strain and its rate as state
variables. Power balance and energy balance give, respectively, separate evolution equations
for the equivalent viscoplastic strain rate and the viscoplastic strain, the former written in
terms of inviscid rates. Several key points distinguish our formulation from other propos-
als. First, the viscoplastic strain rate (instead of a yield function) consistently distinguishes
conservative from dissipative behaviours during reverse loading; and the discrete implicit
integration algorithm is an immediate implementation of the continuum theory based on
the mentioned principles. Second, the inviscid solution is recovered in a well-conditioned
manner by simply setting the viscosity to zero. Indeed, inviscid plasticity, viscoelasticity
and viscoplasticity are particular cases of our formulation and integration algorithm, and
are recovered just by setting the corresponding parameters to zero (viscosity or yield stress).
Third, the linear viscoplasticity solution is obtained in an exact manner for proportional load-
ing cases, independently of the time step employed. Four, general nonlinear models (Perzyna,
Norton, etc) may be immediately incorporated as particular cases both in the theory and the
computational implementation.
Keywords: Viscoplasticity, plasticity, viscoelasticity, consistency viscoplastic model,
Perzyna model, Duvaut-Lions model.
1. Introduction
The elastoplastic behavior of materials have a time-dependent component, meaning that
the speed at which plastic dissipation takes place affects the observed behavior. This time-
dependent effect is usually modelled through a viscoplastic constitutive relation. In many
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cases, when the rate of loading is very small and the time-dependent effect can be neglected,
the rate-independent elastoplasticity models can provide a good approximation to the ex-
perimental results [1, 2]. However, in the cases when such conditions are not met, the
rate-dependency is important, and must be taken into account in the constitutive model to
obtain accurate predictions. In a general purpose model, the importance of such effects can-
not be determined apriori, so a smooth transition in the simulations from rate-independent
to rate-dependent plasticity is desired. Viscoplasticity is the common type of model incor-
porating strain-rate dependent plastic flow. Furthermore, it is desirable to also incorporate
viscoelasticity in the same framework.
Many constitutive viscoplastic models have been presented, including their dedicated
computational treatments. In general, the viscoplasticity models can be classified into two
families. One is the so-called overstress models; the other family comprises the so-called
consistency models. The first family is based on the ideas proposed by Perzyna [3], in
which the current stress state can be outside the yield surface and the yield function may be
greater than zero (hence, the overstress name). In these cases, the Kuhn-Tucker conditions
typical of plasticity are not applicable. The rate of an equivalent (visco-)plastic strain γ˙
is obtained from a direct evolution equation in terms of the overstress and the viscosity η;
this rate is incrementally integrated to obtain the equivalent (visco-)plastic strain γ. The
Perzyna model [3] and the Duvaut-Lions model [4], among others, are the most popular
formulations in this first family. Both models are not only widely used in small strain problems
[5, 6, 7, 8, 9, 10, 11, 12, 13], but have also been extended to finite strain problems [14, 15,
16, 17] and are common also in crystal plasticity, often tailored and referred to as power-
laws [18, 19]. Nonetheless, despite the improvements and advances in their computational
treatments [5, 6, 7, 8, 9, 10, 11, 13], both models still present limitations. The major drawback
of the Perzyna model is that this model has an ill-conditioned inviscid limit [20] and because
of its inherent structure, it may not naturally converge to the inviscid solution when the
viscosity tends to zero for non-smooth multi-surface viscoplasticity [8, 21], a key aspect in
crystal plasticity. The Duvaut-Lions model has the advantage compared with the Perzyna
model in that it can be combined with a non-smooth yield surface, and the formulation
naturally incorporates the inviscid limit as part of the solution. In this model, the trial
and the inviscid solutions are computed first and then the viscous solution is determined
as a relaxation of the trial state to the inviscid solution, a relaxation which depends on
the characteristic (relaxation) time. However, the advantage is sometimes seen as a handicap
respect to Perzyna’s model, because it must be used in conjunction with a separate integration
algorithm for the inviscid elastoplastic rate equations, where the evolution rule is needed for
the yield surface, in case of hardening or softening plasticity [8]. But more importantly,
in principle the Duvaut-Lions model does not incorporate general relations of the Perzyna
type, being restricted to linear viscoplasticity, so it is seldom used when the rate-independent
solution is not important and the viscous contribution is expected to be relevant.
The second family of viscoplasticity models has been introduced by Wang et al. [22] and
then further explored by many authors [23, 24, 25, 26]. This approach includes the viscoplastic
behaviour by incorporating the time-dependency in a so-called rate-dependent yield surface;
the purpose being that the Kuhn-Tucker conditions, typical of rate independent plasticity,
remain valid. The viscoplastic multiplier is determined from a non-homogeneous differential
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equation derived from the consistency condition at the rate-dependent yield surface, so these
models are referred to as the “consistency models”. The elastic domain in the stress σ-space is
defined as Eσ = {σ ∈ S | f(σ, γ, γ˙) ≤ 0}, meaning that in the unloading case, the consistency
model always unloads elastically [25] and f(σ, γ, γ˙) = 0 is the viscoplastic yield function. This
implies that the rate-dependent yield surface remains fixed during the unloading phase; in
other words, the viscoplastic multiplier (γ˙) is not changed during unloading and is greater
than zero (see e.g. Secs. 2.2 and 3.2 of [25]). In essence, this type of models presents
the contradiction that at unloading detected by f(σ, γ, γ˙) ≤ 0, plastic flow stops suddenly
producing conservative behaviour with frozen γ˙ > 0, values which are inherent to a dissipative
process. Hence, these formulations seem just motivated by numerical difficulties, but result
in contradictory physical conditions.
In this paper, we introduce a novel thermodynamically motivated consistent viscoplastic
formulation which naturally includes a well-conditioned recovery of the inviscid solution by
simply setting the viscosity η = 0. The model avoids the limitations of the previous mod-
els, but incorporates their advantageous features, including general nonlinear viscosities and
hardening. Furthermore, our proposal is not just a numerical convenience, but it is motivated
in a proper implementation of physical principles. Indeed, our proposal is postulated from
the principle of maximum dissipation in a straightforward manner, from which a function
f(σ, γ, γ˙) is obtained as a consequence of power conservation (not from a postulate) to in-
clude the rate dependence. Power balance and energy balance give, respectively, separate
evolution equations for the viscoplastic strain rate and for the viscoplastic strain. This sep-
aration allows for the integration of plasticity, viscoplasticity, and viscoelasticity in a single
computational setting, because plastic strain evolution and its rate are different variables with
their own evolution equations, each one dominating the particular cases of inviscid plasticity
or viscoelasticity. Unlike the consistency model proposed by Wang et al. [22], in our model
the trial viscoplastic multiplier γ˙ is used consistently to check whether either dissipation or
conservative behavior occurs. As a result, dissipation can still be generated during the “un-
loading” phase (f(σ, γ, γ˙) < 0), until γ˙ vanishes, even when the trial state lies inside the
inviscid yield function. This viscoplastic rate is obtained from an evolution equation in rate
form in terms of inviscid rates. Whereas in the continuum theory we show that power balance
results in energy balance by integration, in the discrete general theory, both principles facili-
tate different equations to compute ∆γ˙ and ∆γ. The formulation may accommodate most of
the nonlinear uniaxial viscoplastic models such as Perzyna, Duvaut-Lions and Norton-type
power laws, etc.
An implicit integration algorithm derived immediately from the continuum theory, based
on the novel framework employing continuum elastic rate correctors, is also proposed in-
cluding general nonlinear viscoplasticity [27]. The exact solution, independent of the time
increment employed, is recovered for linear small strain J2–viscoplasticity under proportional
loading (as for the case of linear elastoplasticity). We compare results with some of the well-
known viscoplastic models such as the Perzyna, the Duvaut-Lions and the consistency models.
We focus on the ideas behind the proposal, so we employ in the presentation infinitesimal
strains. A large strains implementation using a framework with logarithmic strains, a multi-
plicative decomposition of the deformation gradient and the continuum elastic corrector rates
framework is simple, being the algorithmic difficulty just related to the kinematic mappings,
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see e.g. [28, 29, 30] for this type of formulations, and [31] for a simple large-strain plane-stress
implementation of this type of approach. Finally, finite element non-homogeneous numerical
examples are presented using our model to demonstrate its numerical implementation and
the computational efficiency of our proposal.
2. Derivation of the model from thermodynamic principles
2.1. Dissipation inequality
In this section we establish the basic equations of the consistency viscoplastic model based
on the rheological model shown in Figure 1. This rheological model is well-known as the
Bingham model, which motivates many viscoplastic formulations. Noteworthy, the Bingham
model recovers the Maxwell viscoelasticity rheological model if the yield stress vanishes, and
it recovers the Prandtl plasticity rheological model if the viscosity vanishes. Then, such cases
should be naturally recovered both by the continuum theory and by the integration algorithm
simply setting the respective constants to zero. Unfortunately, this is not the usual case in
the literature.
Figure 1: Rheological model for viscoplasticity.
The rheological model element considers two strain-like internal variables, εe as the elastic
strain governing the conservative behaviour through Ψint(εe) ≡ Ψ(εe) and εvp, as a viscoplas-
tic strain common to both the friction and the damper element and, hence, governing the
dissipative behaviour. It also considers an external strain variable ε, a result of the external
work. We focus on conservation principles, so we consider the explicit dependencies given by
εe (ε, εvp), which results, by straightforward use of the chain rule, in
ε˙e =
∂εe
∂ε
: ε˙+
∂εe
∂εvp
: ε˙vp =:
trε˙e +
ctε˙e (1)
where, note, trε˙e and
ctε˙e refer, respectively, to trial and corrector continuum rates of
the elastic strain, not to algorithmic ones. The infinitesimal strains in this presentation,
based on elastic corrector rates, facilitate an immediate extension to finite strains based
on the multiplicative decomposition preserving the additive structure; see [27, 28, 29]. If
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P = σ : ε˙ is the external power and Ψ˙ is the change rate of the stored energy, by definition,
the dissipation power is
Dp ≡ P − Ψ˙ = σ : ε˙− dΨ (εe)
dεe
: ε˙e (2)
= σ : ε˙− dΨ (εe)
dεe
:
(
trε˙e +
ctε˙e
) ≥ 0 (3)
where in Eq. (3) we used Eq. (1). Now, following the typical Coleman arguments [32], we
analyse the two different cases (namely, the conservative and dissipative components of the
power P = Ψ˙ +Dp):
• Conservative case: In the case of absence of dissipation, ε˙vp = 0 = − ctε˙e, and
Dp = σ : ε˙− dΨ (εe)
dεe
:
∂εe
∂ε
: ε˙ ≡ 0 (4)
which must hold for any arbitrary ε˙, so necessarily—note the abuse of notation in
keeping the same symbol for the functions regardless of their arguments
σ =
∂Ψ(ε, εvp)
∂ε
≡ dΨ (εe)
dεe
:
∂εe (ε, εvp)
∂ε
=
dΨ (εe)
dεe
=: σ|e (5)
where ∂εe (ε, εvp)/∂ε = Is, the fourth order fully symmetric identity tensor, is due to the
additive setting that governs infinitesimal strains. At large strains this identification
does not necessarily holds, but the concept of elastic corrector rate and its additive
structure using logarithmic strains do, maintaining unaltered the additive structure of
the infinitesimal theory and related algorithm at large strains [33, 34, 27]. Note also
that in this infinitesimal case, σ|e := dΨ/dεe equals the stress tensor σ obtained from
external power balance in σ : ε˙.
• Purely dissipative case: Using Eq. (5), the external power is frozen, i.e. ε˙ = 0, so we
have
Dp = −σ : ctε˙e (6)
Using the constraint of isochoric flow, the principle of maximum dissipation implies
that [30]
ctε˙e = −cγ˙nˆ (7)
where nˆ = σd/
∥∥σd∥∥ is the associated constrained flow direction, σd is the deviatoric
stress and
∥∥σd∥∥ is its norm, and cγ˙ is a multiplier. The constant c = √3/2 is the
scalar to account for uniaxial comparison so γ˙ takes the convenient uniaxial equivalence
meaning; i.e. during a uniaxial test in the x–direction(
ctε˙e
)
x
= −
√
2
3cγ˙ so we take c =
√
3
2 to get
(
ctε˙e
)
x
= −γ˙ (8)
For the classical infinitesimal case with isochoric flow, denoting the volumetric strain
by εv = tr(ε) = tr(εe) and the deviatoric elastic one by ε
d
e = εe − 13εvI, we consider
the stored energy function
Ψ(εe) =
1
22µε
d
e : ε
d
e +
1
2Kε
2
v (9)
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where µ is the shear modulus and K is the bulk modulus. Using dεde/dεe = Pd, the
deviatoric projector, and dεve/dεe = I, the identity tensor, the resulting trial stress rate
is
trσ˙ ≡ trσ˙|e := dσ
|e
dεe
: trε˙e =
d2Ψ(εe)
dεe ⊗ dεe :
trε˙e = 2µ
trε˙de︸ ︷︷ ︸
trσ˙d
+Kε˙vI (10)
and by Eq. (7), the corrector stress rate is
ctσ˙ ≡ ctσ˙|e := Ce : ctε˙e = 2µ ctε˙e = −2µcγ˙nˆ (11)
where Ce := d2Ψ(εe)/dεe⊗ dεe is the elastic tangent. Because of the deviatoric nature
of nˆ we have σ : nˆ = σd : nˆ. Note that despite that we include herein the familiar rate
forms for the infinitesimal case, the stresses are hyperelastic, i.e.
σ ≡ σ|e(εe) := dΨ(εe)
dεe
(12)
so stress rate forms bellow are included just to facilitate the reader comparisons with
other infinitesimal formulations. For the finite case, or for infinitesimal bi-modulus
materials [35], direct hyperelastic relations are more convenient.
2.2. Thermodynamic consistency
Let us consider the aforementioned Bingham-Maxwell-Prandtl model, where a spring
element, representing a stored energy, is in series with two dissipative elements in parallel
(one friction and one damper). In the absence of external power (which requires ε˙ = 0),
we must have the following relation from thermodynamic consistency (i.e. equivalence of the
dissipation, or that the dissipated power equals the decrease rate of the stored energy for the
case of frozen external power)
Dp ≡ −σ : ctε˙e = κ (γp) γ˙p + g (γ˙v) γ˙v ≥ 0 (13)
where γp is the uniaxial-equivalent plastic strain (the cumulative sliding in the friction ele-
ment) and γ˙v is the velocity of displacement in the damper. The functions κ(γp) and g(γ˙v) are
the, possibly nonlinear, scalar uniaxial-equivalent functions representing the energy-conjugate
stress-like internal variables in the friction and the damper elements, respectively. Further-
more, if both elements are in parallel, it is obvious that the kinematics imply that
γ˙p = γ˙v ≡ γ˙ = dγ
dt
(14)
Note that another implication of the description given by the rheological model is that the
dissipation can be decoupled in an additive manner as described in the previous equations,
separating the dependence on γ from that on γ˙. With the above definitions and assump-
tions motivated from the rehological model, the equal sign identifying both versions of the
dissipation in Eq. (13), states that
−σ : ctε˙e − κ (γ) γ˙ − g (γ˙) γ˙ = 0 (15)
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Then, using Eq. (7), the following two conditions must hold, the first one implying the first
principle of thermodynamics (conservation of power by the identity in Eq. (13)) and the
second one implying the non-negativity of dissipation from the second principle (the “≥”
sign in Eq. (13))
fγ˙ := [fp(εe, γ)− g(γ˙)]γ˙ := [c σ : nˆ− κ (γ)− g (γ˙)] γ˙ = 0 (first principle)
Dp := [κ (γ) + g (γ˙)] γ˙ ≥ 0 (second principle)
(16)
Note that from Eq. (12) we can write the dependencies either using the elastic strains as in
fp(εe, γ) or using the stress as in fp(σ, γ); recall that to avoid proliferation of symbols, we use
the same symbols for functions with a same physical meaning, regardless of the arguments
(if convenient, we will write the relevant ones in the discussion, explicitly).
We usually require that the dissipation in both dissipative elements must be positive by
themselves, i.e. κ (γ) γ˙ ≥ 0 and g (γ˙) γ˙ ≥ 0, which is guaranteed if κ (γ) ≥ 0 and g (γ˙) ≥ 0
and γ˙ ≥ 0. In fact, γ˙ ≥ 0 is usually considered a requirement by definition (i.e. γ is a
monotonically increasing variable). Then, from the first condition in Eq. (16), we have
• if γ˙ > 0, which corresponds to a dissipative case, the first principle implies
f (εe, γ, γ˙) ≡ fp(εe, γ)− g(γ˙) ≡ c σ(εe) : nˆ(εe)− κ (γ)− g (γ˙) = 0. (17)
• if γ˙ = 0, which corresponds to a conservative case, we may have f = 0, f > 0 or f < 0.
Now, we analyze the case that f > 0, from the fact that no dissipation is taken place
and the viscoplastic strain is frozen (γ˙p = γ˙v = 0). We assume that g(0) = 0; no stress
in the dashpot for γ˙v = 0. Then, the case f > 0 requires
f (εe, γ, γ˙) ≡ fp(εe, γ) := c σ(εe) : nˆ(εe)− κ(γ) > 0 (18)
However, by the definition in the rheological model, κ(γ) is the yield stress and by
definition of the nˆ symbol σ : nˆ > 0, so fp > 0 implies c ||σd|| > κ(γ). In turn
this implies by equilibrium in the friction element an increment in the plastic strain,
γ˙p > 0, which would be in contradiction with our original assumption for this case.
Consequently by the definition of κ(γ), the condition γ˙ = 0 requires f = fp ≤ 0 and
the condition f > 0 is not possible. Note that this condition is coincident with that of
the inviscid (purely plastic) case.
fp(εe, γ) in Eq. (18) is the classical plasticity (inviscid) criterion and f (εe, γ, γ˙) = 0 can
be interpreted as a “dynamic loading surface”, which changes during the deformation process
by work-hardening effects and by the influence of the strain-rate effect, as shown in Figure 2.
2.3. Continuum theory
The previous equation implies that during the continuum flow with γ˙ > 0 we must also
have f˙ = 0 regardless of the value of the other variables, so the requirement f = 0 is
7
Figure 2: Surfaces involved in the viscoplastic theory considering the Bingham model, and their relation with
the uniaxial loading curve and related quantities. Function f interpreted as a “dynamic loading function”.
Function fp is interpreted as the boundary of the elastic domain (yield surface). The viscoplastic strain
increment τˆ γ˙ during relaxation produces an extra hardening
maintained with, for example, changes in the stress (as long as the condition γ˙ > 0 still
holds). Then, considering any possible change in the variables:
f˙ (εe, γ, γ˙) =
∂f
∂εe
:
(
trε˙e +
ctε˙e
)
+
∂f
∂γ
γ˙ +
∂f
∂γ˙
γ¨ = 0 (19)
or
f˙ =
∂f
∂εe
: trε˙e︸ ︷︷ ︸
trf˙ ≡ f˙
∣∣∣
Dp=0
≡ f˙
∣∣∣
γ˙=0,γ¨=0
+
∂f
∂εe
: ctε˙e +
∂f
∂γ
γ˙ +
∂f
∂γ˙
γ¨︸ ︷︷ ︸
ctf˙ ≡ f˙
∣∣∣
P=0
≡ f˙
∣∣∣
ε˙=0
= 0 (20)
which in this case using ctε˙e = −cγ˙nˆ and trε˙e = ε˙, and denoting κ′ = dκ/dγ and g′ = dg/dγ˙,
is
f˙ = c
nˆ : σ˙︷ ︸︸ ︷
nˆ : Ce : ε˙︸ ︷︷ ︸
trf˙
−(c2nˆ : Ce : nˆ+ κ′)γ˙ − g′γ¨︸ ︷︷ ︸
ctf˙
= 0 (21)
with γ¨ = dγ˙/dt. The solution of this differential equation gives the value of γ˙ that maintains
the thermodynamic consistency, i.e. f = 0 regardless of the changes in stress. By defining
—note the definition for the hardened case
τˆ :=
g′(γ˙)
c2nˆ : Ce : nˆ+ κ′(γ)
(relaxation time) (22)
and
γ˙∞ :=
nˆ : Ce : cε˙
c2nˆ : Ce : nˆ+ κ′(γ)
(inviscid rate) (23)
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the previous Eq. (21) can be re-written as
γ¨ +
γ˙
τˆ
=
γ˙∞
τˆ
(24)
and taking Γ := γ˙ for now for notational convenience, the previous equation leads to a
first-order scalar differential equation in Γ:
Γ˙ +
Γ
τˆ
=
γ˙∞
τˆ
(25)
Depending on the material parameters, the above equation could be a linear differential
equation or a nonlinear differential equation. For developing the main ideas, we hereby
particularize to the quite typical case in which κ′ = H and g′ = η are constant (e.g. a linear
hardening and a constant viscosity η). Then, the solution of Eq. (25) can be determined as
follows, if we assume that also cnˆ : Ce : ε˙ is constant (constant speed test, the case relevant
for the incremental formulation below)
Γ ≡ γ˙ = γ˙∞ = cnˆ : Ce : ε˙
c2nˆ : Ce : nˆ+H
> 0 if η = 0
Γ ≡ γ˙ = γ˙∞ + C¯ exp
(
− t
τˆ
)
> 0 if η 6= 0
(26)
where C¯ is a constant determined by γ˙ (t = t0) =: γ˙0 as C¯ = [γ˙0 − γ˙∞] exp (t0/τˆ), so the
second Equation (26) is
γ˙ = γ˙∞︸︷︷︸
“equilibrated”
(i.e. at t→∞)
or inviscid
+
“non-equilibrium”
forcing rate︷ ︸︸ ︷
[γ˙0 − γ˙∞] exp
(
− t− t0
τˆ
)
︸ ︷︷ ︸
“non-equilibrium” rate
(viscous contribution)
(27)
in which we can interpret that γ˙neq := γ˙0−γ˙∞ is the non-equilibrated rate and γ˙∞ corresponds
to the elastoplastic (inviscid) rate solution, i.e. the solution with η → 0 or at t→∞. Another
physical interpretation typical of viscoelasticity is obtained rearranging terms
γ˙(t) = γ˙0 exp
(
− t− t0
τˆ
)
︸ ︷︷ ︸
I.C. vanishing term
+ γ˙∞
[
1− exp
(
− t− t0
τˆ
)]
︸ ︷︷ ︸
Steady-state accommodating term
≥ 0 (28)
i.e. the first addend is the influence of the initial condition γ˙0 vanishing in time, and the
second term is the steady-state term γ˙∞ being enforced in time. Substitute Eq. (27) in Eq.
(24) to get the speed at which this adaptation process takes place—namely the speed at
which γ˙neq is cancelled-out
γ¨(t) = − γ˙neq
τˆ
exp
(
− t− t0
τˆ
)
(29)
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Note that Eq. (29) is in essence similar to the Perzyna model but in second derivative and fully
written in kinematic quantities, in rate form(consider that at t = t0 we have γ¨ = −γ˙neq/τˆ).
Of course in the continuum theory, the incremental consistency parameter is obtained by
integration of Eq. (27) from t = t0 to a time t as
γ = γ0 +
∫ t
t=t0
[
γ˙∞ + γ˙neq exp
(
− t− t0
τˆ
)]
dt
= γ0 + γ˙∞ (t− t0) + τˆ (γ˙0 − γ˙∞)
[
1− exp
(
− t− t0
τˆ
)]
(30)
where∫ t
t0
exp
(
− t− t0
τˆ
)
dt = −τˆ exp
(
− t− t0
τˆ
)∣∣∣∣t
t0
= τˆ
[
1− exp
(
− t− t0
τˆ
)]
=: τˆ ξ (t− t0) (31)
is a result that we will use repeatedly below with ξ(t− t0) as compact notation. A relevant
case is when a sudden relaxation takes place. In this case, taking t0 = 0, γ0 6= 0, γ˙0 6= 0,
γ˙∞ = 0, t → ∞, we get the value at equilibrium, namely γ = γ0 + τˆ γ˙0 =: γr∞; i.e. the
equilibrium viscoplastic strain γr∞ is τˆ γ˙0 away from γ0.
In the viscoplastic case, we do not use any unloading/reloading condition as in plasticity.
However, there are two similar cases: conservative case and dissipative case. The condition
for conservative case is simply physically determined by γ˙ = 0, in which case we may have
f 6= 0 and f˙ 6= 0, but also f = 0. The condition for dissipative case simply requires γ˙ > 0,
which implies that f = f˙ = 0 by the first principle. The case γ˙ < 0 is not possible by
definition (would entail a negative dissipation, violating the second law of thermodynamics).
Both conservative and dissipative cases are distinguished by γ˙, not by f ; i.e. it is γ˙, computed
from its own evolution Equation (27) the quantity to check, and its numerical integration
must just guarantee that f ≯ 0. However, the start of viscoplastic loading from elastic one
is detected by fp > 0.
In order to obtain the continuous viscoplastic tangent moduli tensor, we can use the
constitutive equation in the rate form along Eq. (28)
σ˙ = C : ε˙ = Ce : ε˙e = Ce : ( trε˙e + ctε˙e) = Ce : (ε˙− cγ˙nˆ)
=
[
Ce − ξ(t− t0)(Ce : nˆ)⊗ (Ce : nˆ)
nˆ : Ce : nˆ+ κ′/c2
]
: ε˙− cγ˙0 exp
(
− t− t0
τˆ
)
Ce : nˆ (32)
If the initial condition is γ˙0 = 0, the last addend vanishes, so Eq. (32) is
σ˙ =
[
Ce − Ce : nˆ⊗ Ce : nˆ
nˆ : Ce : nˆ+ κ′/c2
ξ(t− t0)
]
︸ ︷︷ ︸
C
: ε˙ (33)
where C denotes the continuous viscoplastic tangent modulus tensor. Note that C is bounded
by the elastic tangent modulus tensor for the instantaneous response (t = t0 and ξ(t0) = 0),
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and by the elastoplastic tangent modulus tensor for the long term response (t → ∞ and
ξ(∞)→ 1), that is
C =
Ce for t→ t0 or η →∞Ce − Ce : nˆ⊗ Ce : nˆ
nˆ : Ce : nˆ+ κ′/c2
≡ Cep for t→∞ or η → 0 (34)
Obviously, in the cases in which the coefficients of the differential equation are not con-
stant, the solution depends on those functions, but the previous expressions may be considered
as an approximation if that nonlinearity is weak or the computational steps, small. A general
algorithmic solution, including nonlinear functions, is given below.
2.4. Proportional loading cases
Several monotonic, uniaxial cases are of interest to understand the behaviour of the model,
so they are briefly discussed here for the linear case.
2.4.1. Constant rate loading case
The first case is when ε˙ is a constant uniaxial loading (i.e. 1D). In this case, until fp > 0
at t > t0, the stress rate is σ˙ = Eε˙, where E is the Young modulus and σ˙ is the uniaxial
stress rate. Once fp > 0, if there is no hardening (κ
′ = H = 0), since γ˙0 = 0 at t0 (onset of
viscoplastic loading), the 1D version of Eq. (32) results in
σ˙ = Eε˙− Eε˙
[
1− exp
(
− t− t0
τˆ
)]
(35)
with τˆ = η/E. Note that for t = t0 we have the elastic σ˙ = Eε˙ and for t→∞ we have σ˙ = 0,
which is the rate of the perfect plasticity solution. The integral from t = t0 to t is
σ − κ0 =
∫ t
t0
σ˙dt = τˆEε˙ξ(t− t0) = ηγ˙∞ξ(t− t0) (36)
giving the limits σ = κ0 for t = t0 and σ = κ0 + ηγ˙∞ for t → ∞. This is shown in Fig. 3a.
The effect in this figure of increasing η is the same as increasing the rate ε˙ = γ˙∞.
For the case of simple shear, the shear stress σs is computed in terms of the tensorial
shear strain εs (half the engineering one) from the 3D solution, Eq. (32), as
σs − 1√3κ0 =
∫ t
t0
σ˙sdt = τˆ2µε˙sξ(t− t0) = η
c2
ε˙sξ(t− t0) (37)
where we used ε˙ = ε˙snˆ and Ce : nˆ = 2µnˆ and nˆ : Ce : nˆ = 2µ and γ˙∞ = c2µε˙s/
(
2µc2
)
= ε˙s/c
and τˆ = η/
(
2µc2
)
. Then σs = κ0/
√
3 +
(
η/c2
)
ε˙sξ(t− t0).
The case with linear hardening shown in Fig. 3b is similar. Recall the definition of the
relaxed viscoplastic strain γr∞ := γ + τˆ γ˙ where the first addend is the current viscoplastic
strain and the second one is its potential increment if a sudden relaxation process takes place.
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Figure 3: Uniaxial proportional loading. a) Monotonic loading at constant speed with no hardening. b)
Monotonic loading at constant speed with hardening. c) Change of speed during monotonic loading. d)
Viscous relaxation. e) Reverse loading/unloading. f) Stress versus time in relaxation and reverse-loading
cases.
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Define ηˆ := τˆE, so ηˆ = [E/ (E +H)] η, i.e. η = ηˆ if no hardening is present. Recall that
γ˙ = γ˙∞ξ (t− t0) with γ˙∞ = (Eε˙) / (E +H) for γ˙0 = 0. Then
σ − κ0 = Eep [ε (t)− ε0] + ηu−eq ε˙ξ (t− t0) (38)
= Eep [ε (t)− ε0] + ηˆγ˙∞ξ (t− t0)
= Hγr∞ + ηˆγ˙ (t) = Hγ + ηγ˙ (t) (39)
so σ = κ0 + Hγ
r∞ + ηˆγ˙ (t) = κ0 + Hγ + ηγ˙ (t), and where we defined an equivalent uniax-
ial viscosity for the hardening case as ηu−eq = ηE2/ (E +H)2 = ηˆE/ (E +H) and Eep =
HE/(E + H). In Eq. (39), the first identity is written in terms of yield stress at equilib-
rium (κ0 +Hγ
r∞), see Fig. 2, whereas the second one is written in terms of the current one
(κ0 +Hγ). Note that
dσ
dε
(t→∞) = Eep (40)
as expected from Eq. (34). The sketch in Fig. 3b is better interpreted in terms of the
quantities at equilibrium. Note that during relaxation with ε˙ = 0 we have γ → γr∞, and εe
decreases by (ηˆ/E) γ˙ = τˆ γ˙. Here ηˆ compensates for the hardening, because part of the stress
in the dashpot ηγ˙ will be absorbed by hardening. Then, the stress-strain curve is initially
the same as the elastic one E, until σ = κ0. Thereafter it will exponentially adapt to a line
with slope Eep, but shifted a constant ηˆγ˙∞ ≡ ηu−eq ε˙ from the elastoplastic one.
The case of simple shear may be obtained again directly from the 3D case taking ε˙ = ε˙snˆ
and Ce : nˆ = 2µnˆ and nˆ : Ce : nˆ = 2µ and τˆ = η/
(
2µc2 +H
)
. In this case
σs − 1√
3
κ0 =
∫ t
t0
σ˙sdt = 2µep [εs (t)− ε0s] + ηs−eq
c2
ε˙sξ (t− t0) (41)
where we defined ηs−eq := η (2µ)2 /
(
2µ+H/c2
)2
and 2µep := 2µH/(2µc
2 + H). Note that
for H = 0 we have ηs−eq = η, and that, also as expected from Eq. (34)
dσ
dεs
(t→∞) = 2µep (42)
Then, the shear stress versus shear strain (tensorial) has an initial (elastic) slope of 2µ until
σs = κ0/
√
3 and a limiting slope of 2µep for t→∞; and an offset from the hardened elasto-
plastic line of ηs−eq ε˙s enforced progressively through the exponential-type function ξ (t− t0).
2.4.2. Change of speed
If there is a change of speed, the stress path simply changes the horizontal asymptote, as
shown in Fig. 3c, because γ˙∞ also does.
2.4.3. Relaxation, unloading and reverse loading
In the case of sudden stop in strain loading, i.e. ε˙ = 0, a relaxation process occurs to the
inviscid as shown in Fig. 3d and in Fig. 3f in time. The unloading curve in this latter case is
σ = κ0 + ηγ˙ = κ0 + ηγ˙0 exp
(
− t− t0
τˆ
)
(43)
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where γ˙0 is the value at the beginning of the relaxation process and t0 is the instant at which
relaxation begun. The tangent of the relaxation in time is
dσ
dt
= −Eγ˙0 exp
(
− t− t0
τˆ
)
(44)
In the case of hardening σ = κ0 + Hγ + ηγ˙ until γ˙ = 0. Since ε˙ = 0 we have γ˙∞ = 0, so
γ˙(t) = γ˙0 exp [− (t− t0) /τˆ ] and γ = γ0 + τˆ γ˙0 − τˆ γ˙0 exp [− (t− t0) /τˆ ]. Then
σ = κ0 +H (γ0 + τˆ γ˙0 − τˆ γ˙0 exp [− (t− t0) /τˆ ]) + ηγ˙0 exp
(
− t− t0
τˆ
)
(45)
and for t→∞ we get σ = κ0 +H (γ0 + τˆ γ˙0), as it should be expected from Eq. (2.4.1).
A similar process occurs if there is a reverse loading or unloading, as shown in Fig. 3d
and in Fig. 3f in time. Consider a change from a positive (loading) ε˙ = ε˙l > 0 to a negative
(unloading) rate ε = ε˙u < 0. Then γ˙∞ (ε˙u) < 0. The stress is
σ = κ0 + ηγ˙∞︸ ︷︷ ︸
< κ0
+ η (γ˙0 − γ˙∞)︸ ︷︷ ︸
> 0
exp
(
− t− t0
τˆ
)
︸ ︷︷ ︸
1→ 0
(46)
The stress relaxes towards an horizontal asymptote at κ0 + ηγ˙∞ < κ0, with a speed in time
given by
dσ
dt
= −E (γ˙0 − γ˙∞) exp
(
− t− t0
τˆ
)
(47)
This viscous relaxation takes place until the inviscid yield surface fp = 0 is crossed (i.e. when
σ = κ0), which happens at time
t = t0 − τˆ log
(
γ˙∞
γ˙∞ − γ˙0
)
(48)
which obviously gives the limit t→ t0 +∞ for γ˙∞ → 0, corresponding to the relaxation case.
After fp = 0 is crossed, the unloading continues elastically, see Fig. 3d. Note that even in
the reverse loading case, γ continues to increase until the inviscid yield surface is crossed; i.e.
as long as fp > f = 0.
In Fig. 4 we show the behavior of the model under simple shear for different viscosities
and a softening modulus, where the previous effects may be observed.
3. Incremental theory of J2–viscoplasticity with linear isotropic hardening
We develop an incremental solution for a step to build the computational implicit algo-
rithm, first in this section with attention to the linear case. The solution of the step depends
on whether the step is fully elastic (which solution is trivial), fully viscoplastic, or mixed
elastic-to-viscoplastic or viscoplastic-to-elastic. We denote the time step by left-superindices
as in t(•), following the notation in e.g. [36, 1, 37].
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Figure 4: Influence of the loading rate or the viscosity parameter η on the predictions of the model. η = 0
corresponds to the inviscid solution. Note that a change of loading rate has the same influence as a change of
viscosity. Note also that the limiting elastoplastic tangent is reached in all cases, i.e. 2µeq = 2µH/(2µc
2+H) =
−1.45 MPa, and that the stress offset in the asymptote is given by ηs−eq ε˙s/c2. Loading rate of continuous
curves: ε˙ = 1/s. Dotted curve has sharp changes in loading rates, being those of ε˙s = 0.5/s, 1.0/s, −0.5/s,
1.0/s. Note that dissipative behaviour still takes place during reverse loading until the plastic yield function
(elastic domain) is reached.
3.1. All the step is dissipative
In the typical predictor-corrector algorithms, the two components trε˙e and
ctε˙e are inte-
grated in two successive sub-steps; indeed the −ctε˙e is identified as ε˙p in classical procedures,
an identification which only holds at small strains [27] and which allows for the identification
−∆ctεe ≡ ∆εp. The first of them (the trial part) is purely hyperelastic, conservative, i.e. dur-
ing the step trDp = 0, but changes the stored energy from tΨ := Ψ (tεe) to trΨ := Ψ (trεe).
Then, the error in the fulfillment of the first principle during a step comes only from the dissi-
pative part in a subsequent substep. Unfortunately, whereas this type of predictor-corrector
algorithms are well-suited for elastoplasticity, in viscoplasticity the predictor phase cannot be
easily isolated from the corrector phase because of the time-dependence (both effects occur
simultaneously). This is manifest by the comparison of both Equations (26). The first one
is independent of time so an increment may be applied to both hand sides and the result is
independent of the time in which the increments took place, e.g. ∆γ = γ˙∆t and ∆ε = ε˙∆t
so ∆t cancels out. However, in the second one, time cannot be eliminated because the speed
at which the increment takes place is important, since that speed changes the dissipated
energy through the dashpot; for example in a quasi-static deformation the dashpot does not
dissipate energy whatever the value of η is, but in a very fast process most dissipation comes
from the dashpot. Noteworthy, Eq. (26)1 is equivalent to establish
t+∆tfp = 0 integrated
with a backward-Euler method (i.e. the solution from the radial return algorithm of Wilkins
[38])
∆γ =
1
c
2µ
(
t+∆tnˆ : ∆ε
)
2µ+H/c2
≡ 1
c
2µ
(
trnˆ : ∆ε
)
2µ+H/c2
=: ∆γ∞ (49)
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Then, considering still the linear case with constant κ′ = H, g′ = η and (nˆ : ε˙) = (nˆ : ∆ε) /∆t
during the step (so τˆ and γ˙∞ are also constant), the exact integration of the equivalent
viscoplastic strain is (i.e. no error is introduced if nˆ is constant, which happens in proportional
loading)
∆γ =
∫ t+∆t
t
γ˙dt =
∫ t+∆t
t
{
γ˙∞ +
[
tγ˙ − γ˙∞
]
exp
(
− t¯− t
τˆ
)}
dt¯
= γ˙∞∆t+ τˆ
[
tγ˙ − t+∆tγ˙∞
] [
1− exp
(
−∆t
τˆ
)]
≮ 0 (50)
with the definition given in Eq. (49) and the definition during the current step (i.e. from t to
t+∆t) of t+∆tγ˙∞ ≡ trγ˙∞ ≡ γ˙∞ := ∆γ∞/∆t. For small steps we have
[(
2µc2 +H
)
/η
]
∆t =:
∆t/τˆ → 0, where the relaxation time in the present linear case is
τˆ =
η
2µc2 +H
=
η/c2
2µ+H/c2
(51)
Note that the expected limits are recovered, e.g. ∆t/τˆ small implies ∆γ ' tγ˙∆t and for
∆t/τˆ →∞ we have ∆γ → ∆γ∞+ τˆ tγ˙. If tγ˙ = 0 we obtain ∆γ = γ˙∞ [∆t− τˆ ξ(∆t)]. Consider
Eq. (27) at t+ ∆t where the step has a uniform external strain speed given by ε˙ = ∆ε/∆t
t+∆tγ˙ = t+∆tγ˙∞ +
[
tγ˙ − t+∆tγ˙∞
]
exp
(
−∆t
τˆ
)
≮ 0 (52)
so
∆γ˙ := t+∆tγ˙ − tγ˙ = ( t+∆tγ˙∞ − tγ˙) [1− exp(−∆t
τˆ
)]
= trγ˙neq ξ(∆t) (53)
where trγ˙neq :=
t+∆tγ˙∞ − tγ˙ is the trial non-equilibrated rate at t+ ∆t; i.e. the difference
between the “at infinite” (inviscid) rate during the step ∆γ∞/∆t and the actual one at the
beginning of the step tγ˙. The relaxation case is obtained when ε˙ = 0, i.e. ∆ε = 0. Then
∆γ∞ = γ˙∞ = 0 and ∆γ = tγ˙ τˆ ξ(∆t) and ∆γ˙ = − tγ˙ ξ(∆t). In such case, the zero rate
γ˙ = 0 is obtained with ∆γ˙ = − tγ˙
− tγ˙ = − tγ˙
[
1− exp
(
−∆t
τˆ
)]
⇒ ∆t
τˆ
→∞ (54)
at time ∆t→∞, where ∆γ = tγ˙ τˆ—c.f. again Eq. (2.4.1)
Consider the integration of the thermodynamical power balance (i.e. energy balance)
during the step using the previous relations∫ t+∆t
t
trf˙dt = ∆f |Dp=0 := trf − tf (55)
∫ t+∆t
t
ctf˙dt = − (2µc2 +H)∆γ − η ∆γ˙ (56)
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Noteworthy, if we require energy conservation, so during the step ∆f = 0 (as to obtain
t+∆tf = 0 if tf = 0), we have
t+∆tf − tf =
∫ t+∆t
t
trf˙dt+
∫ t+∆t
t
ctf˙dt
=
(
trf − tf)− (2µc2 +H)∆γ − η∆γ˙ = 0 (57)
so, using a backward Euler evaluation of the normal trf − tf = 2µc (trnˆ : ∆ε)—this can be
seen as the inverse of the relaxation case
∆γ =
(
trf − tf)− η∆γ˙
2µc2 +H
=
2µc
(
trnˆ : ∆ε
)
2µc2 +H
− η∆γ˙
2µc2 +H
(58)
= ∆γ∞ − τˆ∆γ˙ (59)
Using Eq. (53) into Eq. (58)
∆γ =
trf − tf
2µc2 +H
− η
2µc2 +H
[
2µc
(
trnˆ : ∆ε/∆t
)
2µc2 +H
− tγ˙
] [
1− exp
(
−2µc
2 +H
η
∆t
)]
= ∆γ∞︸ ︷︷ ︸
inviscid
−τˆ trγ˙neq
[
1− exp
(
−∆t
τˆ
)]
︸ ︷︷ ︸
viscous
(60)
so we recover Eq. (50), but now from t+∆tf = 0 instead of from integrating directly γ˙.
Summarizing, the solution for the linear viscoplastic problem is given by the system of
equations given by Eqs. (53) and (50). Note that this solution recovers automatically those
when η = 0 (inviscid plasticity) and when κ = H = 0 (viscoelasticity). Remarkably, the
solutions of ∆γ and ∆γ˙ in Eqs. (53) and (50) are the exact solutions that fulfill, during all the
step, the thermodynamic consistency given by f = 0 from t to t+ ∆t, with the requirements
that: (1) elasticity moduli µ, hardening H and viscosity η are constant, and (2) the rate
2µc (nˆ : ε˙) is constant during the step. In proportional loading in linear viscoplasticity,
these are fulfilled. Figure 5 shows that the same solution is obtained for different time step
increments. In other cases (nonlinear viscoelasticity or multiaxial non-proportional loading),
the present solution is only an approximation, and backward-Euler evaluations are employed
to recover the inviscid solution for ∆t→∞ or η = 0.
Once the values of t+∆tγ and t+∆tγ˙ are known, the elastic strain is computed from a
backward-Euler scheme as
t+∆tεe =
tεe + ∆ε︸ ︷︷ ︸
tεe + ∆
trεe
−∆γc t+∆tnˆ︸ ︷︷ ︸
+∆ctεe
(61)
and obviously from the hyperelastic relation with Ce = d2Ψ/dεe ⊗ dεe
t+∆tσ = Ce : t+∆tεe = Ktr
(
t+∆tεe
)
I + 2µ t+∆tεde (62)
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Figure 5: Loading-unloading-reloading with different time increments using the proposed algorithm. Note
that viscoplastic solutions are coincident at specific computational points (step ends) regardless of the time-
increment employed and of the lack of coincidence of step ends when crossing the yield surface or when loading
is reversed.
Consequently, the consistent tangent modulus tensor during the step fully viscoplastic can
be determined as
t+∆tC =
d t+∆tσ
d t+∆tε
= t+∆tCv + t+∆tCd = KI ⊗ I + d
t+∆tσd
d t+∆tε
(63)
From t+∆tεde =
trεde − c∆γ t+∆tnˆ,
d t+∆tεde
d t+∆tε
= Ps − c∆γ d
t+∆tnˆ
d t+∆tε
− c t+∆tnˆ⊗ d∆γ
d t+∆tε
(64)
with—recall that t+∆tnˆ ≡ trnˆ = trσd/||trσd||
N :=
d t+∆tnˆ
d t+∆tε
=
d trnˆ
d t+∆tε
=
2µ
||trσd||
[
Ps − trnˆ⊗ t+∆tnˆ] (65)
Using the conditions t+∆tf = 0 and t+∆tγ˙ from Eq. (52), after some straightforward algebra,
we arrive at
t+∆tCd :=
d t+∆tσd
d t+∆tε
= 2µ
[
1− 2µ
2µ+H/c2
(
1− τˆ
∆t
ξ(∆t)
)]
K−1 : Ps (66)
in which K is
K = IS + 2µcτˆ tγ˙ ξ(∆t) N (67)
Of course, for this linear case, the tangent developed below for the nonlinear case may
be equally used. Note that Cd is also bounded by the deviatoric elastic tangent modulus
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tensor Cde and by the deviatoric consistent inviscid elastoplastic tangent modulus tensor Cdep
as shown in the continuum theory. In fact,
Cd =
2µP
s ≡ Cde for ∆t→ 0, η →∞
2µH/c2
2µ+H/c2
Ps ≡ Cdep for ∆t→∞, η → 0
(68)
3.2. Crossing the elastic domain limit
An important algorithmic issue is when a step is crossing the limit of the elastic domain,
i.e. when it is initially elastic but ends being viscoplastic, or vice-versa (unloading). Assuming
that time step t has no instantaneous viscoplastic flow (i.e. the previous step ended elastic),
then tγ˙ = 0. If tγ˙ = 0, the step will be elastic unless trf ≡ trfp > 0, because the condition
t+∆tf > 0 is not possible. However, if tfp < 0, some part of the step is still elastic. In
contrast to perfect plasticity, since speed affects the solution, the step must be partitioned
to identify which part is dissipative if we want the exact solution for the linear proportional
loading case. Indeed, the predictions in Fig. 5 have been obtained using these partitions.
Then consider the following partition
∆t = total step = ∆tc + ∆t∗
∆tc = conservative part of the step
∆t∗ = dissipative part of the step
(69)
and apply the nomenclature to all variables, i.e. (•)c is for the conservative part of the step,
and (•)∗ is for the dissipative part of the step. Recall that ∆ε/∆t is constant during all the
step, so we can write
∆γ∞
∆t
=
2µc
(
trnˆ : ∆ε/∆t
)
2µc2 +H
=
2µc
(
trnˆ : ∆ε∗/∆t∗
)
2µc2 +H
=
∆γ∗∞
∆t∗
=
2µc
(
trnˆ : ∆εc/∆tc
)
2µc2 +H
=
∆γc∞
∆tc
(70)
i.e. γ˙∞ = γ˙c∞ = γ˙∗∞. The first part of the step is given by ∆tc such that t+∆t
c
f = 0, but
τf < 0, ∀τ ∈ (t, t+ ∆tc). The second sub-step, with ∆t∗ gives
∆γ∗ ≡ ∆γ = γ˙∞∆t∗ − γ˙∞τˆ ξ(∆t∗) (71)
and since tγ˙ = t+∆t
c
γ˙ = 0, Eq. (53) gives
t+∆tγ˙ = γ˙∞ ξ(∆t∗) (72)
where ∆t∗ is unknown, but can be obtained from t+∆tf = 0 with trσ = dΨ(trεe)/dtrεe i.e.
t+∆tf ≡
trf︷ ︸︸ ︷[
c trσ : trnˆ− κ0 −H tγ
]− (2µc2 +H)∆γ∗ − η t+∆tγ˙ = 0 (73)
so
t+∆tf ≡ trf − (2µc2 +H) [γ˙∞∆t∗ − γ˙∞τˆ∆t∗ ξ(∆t∗)]− ηγ˙∞ ξ(∆t∗) = 0 (74)
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Note that for the case τˆ = 0 we have ξ(∆t∗) = [1− exp (−∆t∗/τˆ)] = 0 and
t+∆tf ≡ trf − (2µc2 +H) γ˙∞∆t∗ = 0 ⇒ ∆t∗ = trf
(2µc2 +H) γ˙∞
=
trf
2µc (trnˆ : ∆ε/∆t)
(75)
which gives the correct partition of the step in the computation of the dissipative part and
conservative parts in inviscid elastoplasticity. In the more general case, Eq. (74) needs to be
solved for numerically, e.g. using a Newton-Raphson scheme, with tangent
dt+∆tf
d∆t∗
= −2µc (trnˆ : ∆ε/∆t) {1− τˆ [ξ(∆t∗) + ∆t∗ξ′∗)]− ηξ′∗)} (76)
where ξ(∆t∗) = 1 − exp(−∆t∗/τˆ) and ξ′∗ = −(1/τˆ) exp(−∆t∗/τˆ). Note that the case η =
τˆ = 0 is automatically recovered by the first iteration in a Newton-Raphson method, e.g. it
results in Eq. (75) if we depart from a first guess t+∆tf [0] = trf . Note also that if ∆t∗ = 0,
then ξ(∆t∗ = 0) = 0 and ξ′∗(∆t∗ = 0) = 1/τˆ , so
dt+∆tf
d∆t∗
= −2µc (trnˆ : ∆ε/∆t) {1− 2µc2 −H} (77)
which is the inviscid solution, because in such case γ˙ = 0.
3.3. Unloading case
In contrast to inviscid plasticity, trfp < 0 does not imply that the step ends up being
elastic. As aforementioned, instead of the classical Kuhn-Tucker condition, the unloading
case is detected by the computation of a resulting t+∆tγ˙ < 0 from a usual viscoplastic step,
namely
t+∆tγ˙ = γ˙∞︸︷︷︸
<0
+
(
tγ˙ − γ˙∞
)︸ ︷︷ ︸
>0
exp
(
−∆t
τˆ
)
< 0 (78)
Note that we may have γ˙∞ < 0 but a final t+∆tγ˙ < 0 is not a possible solution. Note that
after reversing loading, tγ˙neq = γ˙∞ − tγ˙  0, see Fig. 3f, where we seek to find the instant
at C ′. Then, for an accurate solution, we need to divide the step in a first sub-step ∆t∗ in
which dissipation takes place and a second sub-step ∆tc in which no dissipation takes place.
The size of the first sub-step is computed precisely from that condition using, for example,
the residual
rt := ∆t
∗ − τˆ0 log
( ∗γ˙∞ − tγ˙
∗γ˙∞
)
= 0 with ∆t∗ ∈ (0,∆t) (79)
where
∗γ˙∞ =
2µc (∗nˆ : ∆ε/∆t)
2µc2 +H
< 0 (80)
and ∗nˆ 6= trnˆ is the normal when crossing the plastic yield surface fp, i.e. when t+∆tγ˙ ≡ ∗γ˙ =
0 (end of the viscoplastic substep and start of the elastic unloading)
∗nˆ =
∗σd (∆t∗)
‖∗σd (∆t∗)‖ with
∗σd (∆t∗) = tσd +
∆t∗
∆t
2µ∆εd (81)
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The scalar nonlinear Equation (79) is solved iteratively using any suitable method, e.g. a
Newton-Raphson method, for which the tangent is
drt (∆t
∗)
d∆t∗
= 1−
tγ˙ τˆ0
∗γ˙∞ ( ∗γ˙∞ − tγ˙)
d ∗γ˙∞
d∆t∗
(82)
with
d ∗γ˙∞
d∆t∗
=
1
∆t
2µc
2µc2 +H
∆ε :
d ∗nˆ
d∆t∗
(83)
and
d ∗nˆ
d∆t∗
=
2µ
∆t
1
‖∗σd (∆t∗)‖(P
s − ∗nˆ⊗∗ nˆ) : ∆εd (84)
The iterations are
[∆t∗](j+1) = [∆t∗](j) −
[
dr∗ (∆t∗)
d∆t∗
](j)−1
r∗(j) (85)
and the first guess may be obtained using (∆t∗)0 = 0 and
∗γ˙(0)∞ :=
2µc
(
tnˆ : ∆ε/∆t
)
2µc2 +H
(86)
Thereafter
∆γ∗ ≡ ∆γ = ∆∗γ∞ + τˆ
(
tγ˙ − ∗γ˙∞
) [
1− exp
(
−∆t
∗
τˆ
)]
(87)
Then, the remaining part of the sub-step ∆tc = ∆t−∆t∗ is elastic, with a deviatoric strain
increment of
∆εd c =
∆tc
∆t
∆εd (88)
However, note that the elastic strains are computed from the trial ones directly as
t+∆tεe =
tεe + ∆ε︸ ︷︷ ︸
trεe
−∆γ∗ ∗nˆ (89)
3.4. Partitioned tangents
In the cases when the steps include sub-steps, we need a special, partitioned computation
of the tangent. The partition of the step is
∆ε = ∆εc + ∆ε∗ =
∆ε
∆t
∆tc +
∆ε
∆t
∆t∗ (90)
Then, if Cvp(∆t∗) is the viscoplastic tangent for a step of size ∆t∗
t+∆tC =
dt+∆tσ
dt+∆tε
=
d∆σ
d∆ε
=
d∆σ
d∆εc
:
d∆εc
d∆ε
+
d∆σ
d∆ε∗
:
d∆ε∗
d∆ε
(91)
= Ce :
d∆εc
d∆ε
+ Cvp(∆t∗) :
d∆ε∗
d∆ε
(92)
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where, using Eq. (90)
d∆εc
d∆ε
=
∂∆εc
∂∆ε
∣∣∣∣
∆tc=const
+
∂∆εc
∂∆tc
∣∣∣∣
∆ε=const
⊗ ∂∆t
c
∂∆ε
=
∆tc
∆t
IS +
∆ε
∆t
⊗ ∂∆t
c
∂∆ε
(93)
and
d∆ε∗
d∆ε
=
∂∆ε∗
∂∆ε
∣∣∣∣
∆t∗=const
+
∂∆ε∗
∂∆t∗
∣∣∣∣
∆ε=const
⊗ ∂∆t
∗
∂∆ε
=
∆t∗
∆t
IS +
∆ε
∆t
⊗ ∂∆t
∗
∂∆ε
(94)
where ∂∆tc/∂∆ε and ∂∆t∗/∂∆ε are obtained from the respective conditions of f = 0 and
γ˙ = 0 (depending on the condition governing the step partitioning), and once one condition
is obtained, the other one is given by the complementarity of the other substep step; for
example
∆t = ∆tc + ∆t∗ ⇒ ∂∆t
∂∆ε
=
∂∆tc
∂∆ε
+
∂∆t∗
∂∆ε
= 0 (95)
because ∆t is constant, independent of ∆ε, so
∂∆t∗
∂∆ε
= −∂∆t
c
∂∆ε
(96)
Here, we develop ∂∆t∗/∂∆ε for two cases: one starts initially elastic and ends being
viscoplastic (see Sec. 3.2), other starts initially viscoplastic but ends being elastic (see Sec.
3.3).
3.4.1. First case: crossing the elastic domain to the viscoplastic domain
In order to determine the ∆t∗, we need to solve the nonlinear Eq. (74), which analytical
closed-form solution is not easy to obtain, so a numerical one through the Newton-Raphson
method is obtained. Once the solution is converged, Eq. (74) is fulfilled and ∂∆t∗/∂∆ε can
be obtained by deriving Eq. (74) respect to ∆ε, which after some straightforward math gives
∂∆t∗
∂∆ε
=
1
ζ
∂ trf
∂∆ε
(97)
with
ζ = (2µc2 +H)γ˙∞
{
1− τˆ
[
ξ(∆t∗) +
∆t∗
τˆ
exp
(
−∆t
∗
τˆ
)]}
+
ηγ˙∞
τˆ
exp
(
−∆t
∗
τˆ
)
(98)
and
∂ trf
∂∆ε
= 2µc
(
∆ε : Pn : Ce + trnˆ
)
(99)
3.4.2. Second case: crossing the viscoplastic domain to the elastic domain
From the established relation in Eq. (79),
drt (∆ε,∆t
∗ (∆ε))
d∆ε
=
∂rt (∆t
∗)
∂∆t∗
∣∣∣∣
∆ε=const
∂∆t∗
∂∆ε
+
∂rt (∆t
∗)
∂∆ε
∣∣∣∣
∆t∗=const
= 0 (100)
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so
∂∆t∗
∂∆ε
= −
[
∂rt (∆t
∗)
∂∆t∗
∣∣∣∣
∆ε=const
]−1 ∂rt (∆t∗)
∂∆ε
∣∣∣∣
∆t∗=const
(101)
where
∂rt (∆t
∗)
∂∆ε
∣∣∣∣
∆t∗=const
= −
tγ˙ τˆ0
∗γ˙∞ ( ∗γ˙∞ − tγ˙)
∂ ∗γ˙∞
∂∆ε
∣∣∣∣
∆t∗=const
(102)
with
∂ ∗γ˙∞
∂∆ε
∣∣∣∣
∆t∗=const
=
1
∆t
2µc
2µc2 +H
∗nˆ+
1
∆t
2µc
2µc2 +H
∆ε :
∂ ∗nˆ
∂∆ε
∣∣∣∣
∆t∗=const
(103)
and
∂ ∗nˆ
∂∆ε
∣∣∣∣
∆t∗=const
=
2µ∆t∗/∆t
‖∗σd (∆t∗)‖(P
s − ∗nˆ⊗ ∗nˆ) (104)
4. Comparison with classical models
Frequently, different interpretations of the rheological model of Fig. 1 are considered as
different models or formulations in the literature, even though in practice they may correspond
to the same physics. However, equations are typically arranged in different ways so they
become more convenient for specific purposes, allowing different interpretations and specially
different algorithmic schemes, which are of most importance in finite element analysis.
4.1. Perzyna formulation
The model from Perzyna [3], with different variations, is probably the best known model
in computational viscoplasticity. The main asset of the model is the simplicity, because it
does not require the fulfillment of the so-called consistency condition. The main handicap
is the bad conditioning obtained as η → 0, because the model is given by simply stating
the rate as γ˙ = 〈fp〉 /η, where fp is the plasticity yield function (i.e. f for η = 0) and
〈•〉 is the Macaulay bracket. Hence, the inviscid solution cannot be recovered. A possible
time integration algorithm may be simply obtained by the formulae t+∆tγ˙ = 〈trfp〉/η and
∆γ = tγ+ t+∆tγ˙∆t. Perzyna’s model is also frequently written using a dimensionless viscosity
parameter η¯, an exponent N ≡ 1/ ≥ 1, and a nondimensional inviscid yield function fp/κ¯,
with κ¯ being the nondimensionalization factor. This is the so-called power model
γ˙ =
〈φ (fp)〉
η¯
with φ (fp) :=
(
fp
κ¯
)N
(105)
which is also undefined for η¯ = 0 (hence the source of numerical problems in some implemen-
tations). For simplicity in the comparison we use the (constant, initial) value κ¯ = 0κ (this
factor is included only in some formulations). In this case Eq. (105) may be re-written as
f := fp − κ¯η¯1/N γ˙1/N = 0 (106)
i.e. we can write the energy conservation principle as
f := fp − g (γ˙) = 0 with g (γ˙) = κ¯η¯1/N γ˙1/N = κ¯η¯γ˙ (107)
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so we recover our formulation as given in Eq. (17), and where the instantaneous viscosity
modulus of our formulation is
tη = g′ =
dtg
dtγ˙
=
1
N
κ¯η¯1/N γ˙(1/N−1) = κ¯η¯γ˙−1 (108)
For the linear case with N =  = 1
γ˙ =
fp
η
so g (γ˙) = ηγ˙ and g′ ≡ η = κ¯η¯ (109)
An issue highlighted by Peric [39], is that when → 0 for which one would assume to recover
an inviscid limit, the stress approaches the limit 2κ¯. This is apparent particularizing Eq.
(106) for this case, which brings f( → 0) → fp − κ¯ = 0 instead of fp = 0. However, for
the also inviscid limit η¯ → 0 the correct fp = 0 is obtained. A different proposal, given in
[39, 21] (and therein references) and in [19], to overcome the inconsistency in the sensitivity
parameter , is
γ˙ =
〈
φ¯ (fp)− 1
〉
η˜
with φ¯ (fp) :=
(
fp
κ¯
+ 1
)N˜
(110)
where κ¯ plays again the role of yield stress. In this case, following the rehological model, we
have
f := fp − g(γ˙) = fp − κ¯[(γ˙η˜ + 1)1/N˜ − 1]︸ ︷︷ ︸
g(γ˙)
= 0 (111)
which, note, recovers the inviscid limit for the cases γ˙ = 0, η˜ = 0 and 1/N˜ = 0, hence the
preference for this model in the computational mechanics literature. In the linear case, we
have the same solution as the Perzyna model, i.e. η˜ = η¯ = η/κ¯ and N˜ = N =  = 1.
In summary, the Perzyna-type models are just a particular case of our formulation, but
our algorithmic solution is well conditioned regardless of the value of the viscosity η (or
η¯). Finally, we note that the common setting in the materials science literature does not
normalize the yield function nor the viscosity parameter, so they have dimensions of stress.
4.2. Duvaut-Lions formulation
Another frequently used formulation in viscoplasticity is the Duvaut-Lions formulation.
Motivated on that framework, other models have also been presented, see e.g. [39]. The
algorithmic advantage of the Duvaut-Lions model respect to the Perzyna formulation is that
the inviscid case is automatically recovered because, in fact, the viscous solution is computed
as a regularization of the inviscid one, which is computed first. The model is frequently
presented as (see e.g. Eq. (2.7.13) in [20], adapted herein to our notation; for example the
tensorial γ˙ in [20] is cγ˙ here because our γ˙ is the uniaxial equivalent, and f in [20] is our
fp/c)
c˙γ =
1
2µτ¯
nˆ :
(
σd −
tκ
c
nˆ
)
if fp > 0; γ˙ = 0 otherwise (112)
Recall that nˆ = σd/
∥∥σd∥∥ and τ¯ is a relaxation time. Note that in Eq. (112) σ is the stress,
which may be outside the inviscid yield surface, and since σd has the direction nˆ, and tκ is
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the inviscid uniaxial yield stress, tκ/c nˆ is the projection of the stress onto the inviscid yield
surface. This equation may be written as
2µτ¯c2γ˙ = fp ⇐⇒ γ˙ = fp
2µc2τ¯
(
=
fp
η
, as seen below
)
(113)
or
f := fp − 2µc2τ¯ γ˙ = 0 (114)
so
f := fp − g (γ˙) = 0 with g (γ˙) = 2µc2τ¯ γ˙ = c2η˜γ˙ = ηγ˙ (115)
with τ¯ = η˜/2µ = η/2µc2 (c.f. Eq. (2.7.12) in Simo & Hughes [20], and note that τ¯ 6= τˆ and
η˜ 6= η). The relation between both characteristic relaxation times is given by the term ηγ˙,
as
τ¯ =
(2µ+H/c2)
2µ
τˆ (116)
which differ for the hardening case. Remarkably, with this identification, Eqs. (105) and
(112) are identical for N = 1, so are the models, which are also a particular case of our
continuum formulation.
However, the difference between both Perzyna and Duvaut-Lions models often refer to
the ideas behind the algorithmic setting. Indeed, the immediate implementation of Eq. (109)
is, integrating the expression during the step considering the trial overstress:
(a) Trial step: γ frozen and fp → trfp; (b) Corrector step: ∆γ =
trfp
η
∆t (117)
which gives immediately the increment in the equivalent viscoplastic strain γ upon knowledge
of the trial inviscid plastic yield function trfp, which is computed in the first “predictor” sub-
step keeping frozen γ as in inviscid plasticity (recall that we argued that this partition is
not consistent in the viscoplasticity case). Of course, at the end of the step t+∆tfp 6= 0. As
long as fp > 0, the step is viscoplastic. Equation (117) is very simple and attractive, but is
ill-conditioned for η → 0, so the inviscid case is not recovered by the algorithm, and numerical
difficulties have been reported [39, 20, 21], etc.
On the contrary, the approach given by Eq. (112) considering a relaxation of the inviscid
yield function, motivates a different implementation, taking the constant rate γ˙ = ∆γ/∆t
2µc2τ¯︸ ︷︷ ︸
η
∆γ
∆t
=
tfp + ∆
trfp︷︸︸︷
trfp
∆ctfp︷ ︸︸ ︷
−2µ∆γ −H∆γ︸ ︷︷ ︸
t+∆tfp
(118)
so factoring-out ∆γ —c.f. Eq. (3.7.5) in Simo and Hughes [20] and recall the conversions
explained before Eq. (112)
c∆γ =
trfp/2µc
τ¯
∆t
+ 1 +H/2µc2
(119)
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In contrast with the implementation in Eq. (117), this form is well conditioned for η → 0
and τ¯ → 0, cases in which the inviscid solution is recovered. However, note that Eq. (119)
is valid only for the specific Eqs. (112) or (109), but not for the more general case, often
more descriptive of experimental results, of Eq. (105) (the reason why the implementation
of Eq. (117) is preferred in most works in the literature), and even in the linear proportional
case, it does not bring the exact solution. Interestingly, note that the actual difference
between the Perzyna and the Duvaut-Lions model is just about the integration of the corrector
contribution and the related computational algorithm, not about any physical consideration,
so they are indeed the same “model”. Namely, Eqs. (117) and Eq. (118) just differ in
the implicit consideration of the inviscid terms in Eq. (118), which are neglected in the
integration in Eq. (117). This is the reason behind its ill-conditioning when η = 0, when the
inviscid terms become the only dissipative contribution in the step.
4.3. Consistency model
Another model developed to solve the previous issues is the so-called “consistency” model
[22, 24, 25]. In this model, using a formulation simplified to the case at hand to facilitate
comparisons, a viscoplastic yield condition is assumed fvp (σ, γ, v), where γ is the consistency
parameter and v is another variable, representing in many cases γ˙. Consider the present
case—c.f. Eq. (17)
fvp := c nˆ : σ − κ (γ)− g (v) (120)
e.g. using the linear relations κ (γ) = κ0 +Hγ and g (v) = ηv
fvp := c nˆ : σ − κ0 −Hγ − ηv (121)
The viscoplastic yield function fvp governs the loading/unloading criteria as if it were a
classical yield function in elastoplasticity, i.e. follow the Kuhn-Tucker loading/unloading
conditions
fvp ≤ 0, γ˙ > 0 and γ˙fvp = 0 (122)
and fvp < 0 implies purely elastic behavior, regardless of the value of γ˙, see Sec. 2.2 in Heeres
et al [25]. Indeed, it is required that during loading γ˙ = v, and upon unloading (fvp < 0), then
γ remains constant. However, after unloading, during the unloading and reloading process,
the value of v = γ˙u (subscript standing for onset of unloading) is frozen, so after the first
unloading, the elastic domain is enlarged by ηv ≡ ηγ˙u, so thereafter during elastic behavior
v 6= 0 whereas γ˙ = 0, being this the reason why the consistency model needs v and γ˙ (they may
take different values). Remarkably, this is the main theoretical (practical) difference between
our present proposal and the consistency model. We emphasize that we did not make the
assumption of the existence of a yield viscoplastic surface fvp. Our function f = 0 is just
a power balance which guarantees the fulfillment of the first principle of thermodynamics.
Then, our loading/unloading condition is simply given by the value of γ˙. As long as γ˙ > 0,
viscoplastic flow takes place; the absence of it (elastic loading) requires γ˙ = 0, and we do
not need the additional variable v. As a consequence, our model behaves as the Perzyna
model, whereas the consistency model reloads to the previous unloading stress-strain point,
as noted in Heeres et al [25], see therein Figures 1 and 3. Also noteworthy, the Perzyna and
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the consistency models give the same results if no unloading takes place, see Figs. 4 and 6
in Heeres et al [25]. We mention that the inclusion of the possibility of using η → 0 with
more general viscoplastic constitutive equations of the type Eq. (105) comes with the cost of
a more complex algorithm, e.g. Sec. 4.2 in Heeres et al [25].
4.4. Models without yield function. Nonlinear viscoelasticity
Many models, as the Norton-Odqvist law, do not employ a yield function (i.e. a yield
stress). This implies that the viscoplastic strain is given directly in terms of the stress, e.g.
Norton’s law is
γ˙ =
(
c
∥∥σd∥∥
η˘
)N
(123)
with
∥∥σd∥∥ ≡ nˆ : σ and
− ctε˙e = cγ˙nˆ (124)
Norton’s law can be written, taking κ (γ) = 0, as
f ≡ fp − g (γ˙) ≡ cnˆ : σ − η˘γ˙1/N = 0 (125)
Then, if we just take fp = cnˆ : σ and g (γ˙) = η˘γ˙
1/N , and g′ (γ˙) = 1N η˘γ˙
1/N−1, our formulation
and integration algorithm are unchanged and well-conditioned, being this just a particular
case. Indeed, the absence of yield stress is the case of viscoelasticity, so the present formulation
recovers naturally the viscoelasticity formulation as a particular case; see e.g. [34, 33]. Note
that all equations are valid just setting κ (γ) = 0, e.g. Eqs. (23), (26) and (27), and that the
evolution equation in Refs. [34, 33] is, for the linear isotropic case considered therein
− ctε˙e = c2η−1σd (126)
which is just a reformatting of Eqs. (123) and (124).
4.5. Models with kinematic hardening
The friction element in the rehological model has only isotropic hardening. However, the
formulation is essentially valid for kinematic hardening, including the nonlinear kinematic
hardening case (e.g. Ohno-Wang model). To this end, it only suffices to include a spring
in parallel to the Bingham model, and include in the formulation the corresponding stored
energy (note that kinematic hardening has energetic nature). This setting also holds in the
case of large strains employing the Kro¨ner-Lee multiplicative decomposition. For more details
on this type of formulation see Refs. [27, 28, 29, 31, 30]
5. Uniaxial numerical comparisons with classical models for linear viscoplasticiy
In this section we compare the results against other formulations (models and algorithms).
We consider in this case the homogeneous, proportional linear case under loading and reverse
loading to highlight similarities and differences, as often performed in the literature. A single
integration point is subjected to an infinitesimal shear load with a constant shear strain
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rate. For this comparison, the proposed model and other three well-known models (Perzyna,
Duvault-Lions and consistency model) are implemented. Different values of shear strain rate
and different values of the time increment are also applied in order to analyze the influence
on the viscoplastic response and on the accuracy. The constitutive material parameters are
given in Table 1. For the other models, the proper equivalence, presented in the previous
sections, are employed.
Table 1: Constitutive parameters for the viscoplastic model
E [kPa] ν η [kPa s] κ0 [kPa] H [kPa]
2.0E07 0.2 2.0E03 2.0E03 5.0E06
Figures 6 and 7 show the comparison including stress reversals for different shear strain
rate and different time increments. The stress reversals consist of an initial loading phase
(up to a shear strain of 3.0 × 10−4), then an unloading phase is applied until shear strain
of 1.5 × 10−4, and finally a reloading phase is followed to a shear strain of 6.0 × 10−4. It
can be observed that the significant difference in the viscoplastic behavior of different models
starts from the moment of crossing the limit of the elastic domain at κ0/
√
3 = 1, 154.7 kPa.
A noticeable difference can be seen during the unloading phase. Our proposed consistency
viscoplasticity model uses the viscoplastic multiplier rate (γ˙) to check whether dissipation
occurs. Therefore, dissipation, and hence viscoplastic deformation, is produced as long as
γ˙ > 0. Our model unloads elastically when γ˙ just vanishes. This behavior is similar to that of
both the Perzyna model and the Duvaut-Lions model due to the effect known as “overstress”.
On the contrary, the consistency model [22, 24, 25] always unloads elastically because the
dynamic loading surface is treated as a yield surface, enclosing an elastic domain. This
different unloading behavior also leads to a noticeable difference in the subsequent reloading
phase.
Also noticeable is that the Perzyna and Duvaut-Lions models related integration algo-
rithms give results close to those of our model for small strain rates, when an accurate
integration of the rate γ˙ (and hence of the dynamic contribution) is not so relevant (e.g.
the case for |ε˙xy| = 0.5/s ); in the loading phase a similar result is also observed with the
consistency model in [22, 24, 25]. However, as strain rate increases and the dynamic con-
tribution becomes more relevant, the difference between models is more noticeable. Indeed,
unlike other models, since our model gives the exact solution for this linear case, the strain
rate does not affect the accuracy of our predictions, and in turn, this accuracy is not affected
by the time increment of the step.
Another relevant difference is observed for the consistency model, which is apparent spe-
cially in Fig. 6a. During the reloading phase, the trial value of fvp governs the instant when
the step becomes fully viscoplastic (even if there is an initial fraction which would be elastic).
Then, because of this numerical inaccuracy, it regains viscoplastic behavior before reaching
the previous unloading stress point. Of course for small steps, this effect becomes negligible,
see Figs. 6b and 7.
The relaxation behavior of all models is also analysed. To this end, the shear strain is
increased employing a constant shear strain rate ε˙xy = 1.0/s to achieve a maximum shear
strain of 3.0×10−4, and thereafter is left constant. Figure 8 shows the results of this simulation
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Figure 6: Loading-unloading-reloading with different models for ∆t = 3.0× 10−5 s
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Figure 7: Loading-unloading-reloading with different models for ∆t = 5.0× 10−6 s
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for different time increments. Again, for small step sizes, the Perzyna model shows the same
response as our proposed model.
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Figure 8: Relaxation: shear stress decay at constant strain with different models
Furthermore, in order to check the accurate performance of our proposed consistency
viscoplasticity model we have performed a numerical testing for the case of η = 0.0, i.e.
totally elasto-plastic model. Figure 9 represents a comparison of results obtained by different
models. To avoid the ill-conditioning of the Perzyna model for η → 0, a small η and quadruple
(real*64 type) precision has been employed. It can be seen that all models give the same
solution for zero viscosity, except for the consistency model. Again, this difference is due to
the use of the trial fvp value to detect a viscoplastic step and consider it fully viscoplastic
(note that the initial error is just maintained during the rest of the simulation, and vanishes
when using small ∆t).
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Figure 9: Shear stress - strain curves for viscosity η = 0
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6. General discrete formulation: A simple backward-Euler integration algorithm
for non-constant material parameters
In this section we introduce a general formulation for the nonlinear viscoelasticity case,
which obviously recovers the aforediscussed linear formulation as a particular case.
6.1. Local Newton algorithm for the fully viscous step
We have shown in the previous examples that the linear model is capable of recovering
the exact solution in the proportional case. In most practical loading cases at a stress point
in a finite element simulation, the loading in a step is almost proportional (meaning that the
change in the direction of nˆ is small). Then, it seems reasonable to develop an integration
algorithm that recovers that exact solution for the linear proportional case. To this end, in
contrast with typical viscoplasticity algorithms, two independent variables are considered at
each step, namely tγ and tγ˙. Two conditions are enforced for the integration algorithm. The
first one is the preservation of energy for γ˙ 6= 0; i.e. Eq. (16)1 if t+∆tγ˙ 6= 0
t+∆trf
(
t+∆tγ, t+∆tγ˙
)
= c t+∆tσ : t+∆tnˆ− κ (t+∆tγ)− g (t+∆tγ˙) (127)
= c trσ : trnˆ− tκ− tg︸ ︷︷ ︸
trf
−c2∆γ Ce : trnˆ−∆κ−∆g︸ ︷︷ ︸
∆ctf
→ 0 (128)
with ∆ (·) = t+∆t (·)− t (·) and note that as in perfect plasticity, t+∆tnˆ = trnˆ = trσd/∥∥ trσd∥∥.
The second one gives the relation for the conservation during the step, which relates γ and
γ˙ through the solution of the corresponding differential Equation (24), starting at γ0 =
tγ
and ending at γ = t+∆tγ, with a constant ε˙ = ∆ε/∆t during the step—c.f. Eq. (53)
t+∆trγ˙
(
t+∆tγ, t+∆tγ˙
)
:= t+∆tγ˙ − t+∆tγ˙∞ −
[
tγ˙ − t+∆tγ˙∞
]
exp
(
− ∆t
t+∆tτˆ
)
→ 0 (129)
In the previous expressions
t+∆tτˆ
(
t+∆tγ˙,t+∆t γ
)
:= g′(t+∆tγ˙) / t+∆th(t+∆tγ)
t+∆tγ˙∞
(
∆ε,t+∆t γ
)
:=
[
c t+∆tnˆ : Ce : ∆ε/∆t
]
/ t+∆th(t+∆tγ)
t+∆th(t+∆tγ) := c2 t+∆tnˆ : Ce : t+∆tnˆ+ κ′(t+∆tγ)
t+∆tσ
(
t+∆tεe
(
∆ε,t+∆t γ
))
= Ce : t+∆tεe
(
∆ε,t+∆t γ,t+∆t γ˙
)
t+∆tnˆ (∆ε) = t+∆tσd/
∥∥ t+∆tσd∥∥ = trσd (∆ε) / ∥∥ trσd (∆ε)∥∥
(130)
where we declared explicitly the dependencies for further reference and note that t+∆tnˆ :
Ce : t+∆tnˆ = 2µ (constant). The two residues can be written in vector form as
R(E) =
{
rγ˙
rf
}
→ 0 with E =
{
t+∆tγ˙
t+∆tγ
}
(131)
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The residual vector equation is solved using the Newton-Raphson method, where the solution
is updated at iteration (j + 1) from the known values at iteration (j) by
E(j+1) = E(j) − [∇R(j)]−1R(j) (132)
until
||R(j+1)|| ≤ tol (133)
where (•)[j] indicates quantities for iteration [j] at time step t + ∆t. For the first iteration,
we take E
[0]
i = [
tγ˙, tγ]T and the trial value trσ = Ce :
(
tεe + ∆ε
)
. The Jacobian of the
residual vector respect to the variables is
∇R[j] =

∂t+∆tr
[j]
γ˙
∂t+∆tγ˙
∂t+∆tr
[j]
γ˙
∂t+∆tγ
∂t+∆tr
[j]
f
∂t+∆tγ˙
∂t+∆tr
[j]
f
∂t+∆tγ
 (134)
The first derivative is
∂t+∆trγ˙
∂t+∆tγ˙
= 1−
tγ˙ − t+∆tγ˙∞
t+∆tτˆ2
dt+∆tτˆ
∂t+∆tγ˙
exp
(
− ∆t
t+∆tτˆ
)
(135)
with
∂t+∆tτˆ
∂t+∆tγ˙
:=
g′′(t+∆tγ˙)
t+∆th
− g
′(t+∆tγ˙)
t+∆th2
∂t+∆th
∂t+∆tγ˙
(136)
so
∇R11 ≡ ∂
t+∆trγ˙
∂t+∆tγ˙
= 1−
tγ˙ − t+∆tγ˙∞
t+∆tτˆ2
g′′(t+∆tγ˙)
t+∆th
exp
(
− ∆t
t+∆tτˆ
)
(137)
where we used ∂ t+∆tnˆ/∂t+∆tγ˙ = 0, and ∂t+∆th/∂t+∆tγ˙ = 0 and ∂t+∆tγ˙∞/∂t+∆tγ˙ = 0
(because they only depend on t+∆tγ) The second derivative is
∂t+∆trγ˙
∂t+∆tγ
= −∂
t+∆tγ˙∞
∂t+∆tγ
[
1− exp
(
− ∆t
t+∆tτˆ
)]
−
tγ˙ − t+∆tγ˙∞
t+∆tτˆ2
dt+∆tτˆ
∂t+∆tγ
exp
(
− ∆t
t+∆tτˆ
)
(138)
with ∂t+∆th/∂t+∆tγ = κ′′(t+∆tγ) and
∂ t+∆tγ˙∞
∂t+∆tγ
= −c
t+∆tnˆ : Ce : ∆ε/∆t
t+∆th2
κ′′(t+∆tγ) (139)
and
dt+∆tτˆ
∂t+∆tγ
= −g
′(t+∆tγ˙)
t+∆th2
κ′′(t+∆tγ)
so
∇R12 ≡ ∂
t+∆trγ˙
∂t+∆tγ
= c t+∆tnˆ : Ce :
∆ε
∆t
κ′′(t+∆tγ)
t+∆th2
[
1− exp
(
− ∆t
t+∆tτˆ
)]
+
tγ˙ − t+∆tγ˙∞
t+∆tτˆ2
g′(t+∆tγ˙)
κ′′(t+∆tγ)
t+∆th2
exp
(
− ∆t
t+∆tτˆ
)
(140)
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and note that since ∆γ does not change the return direction (as previously anticipated) we
get (and have used this result in the previous equations) ∂ t+∆tnˆ/∂t+∆tγ = 0.
For the third derivative, note that trf does not depend on t+∆tγ˙ nor on t+∆tγ, so using
the previous results, is
∇R21 ≡ ∂
t+∆trf
∂t+∆tγ
= −c2 t+∆tnˆ : Ce : t+∆tnˆ− κ′
(
t+∆tγ
)
(141)
where we used
∂t+∆tσ
∂t+∆tγ
= Ce :
∂t+∆tεe
∂t+∆tγ
= −cCe : t+∆tnˆ (142)
Finally, the fourth derivative, taking again into account the previous results, is
∇R22 ≡ ∂
t+∆trf
∂t+∆tγ˙
= −g′ (t+∆tγ˙) (143)
Obviously, for the linear proportional case, we must recover the exact solution explained
in the previous sections. In this case
∇R11 ≡ ∂
t+∆trγ˙
∂t+∆tγ˙
= 1− g′′(t+∆tγ˙) (...) = 1
∇R12 ≡ ∂
t+∆trγ˙
∂t+∆tγ
= κ′′(t+∆tγ) (...) = 0
∇R21 ≡ ∂
t+∆trf
∂t+∆tγ
= −2µc2 −H
∇R22 ≡ ∂
t+∆trf
∂t+∆tγ˙
= −η
(144)
so inverting the matrix and solving for just an iteration (note that t+∆tγ˙∞ is explicitly known
at this point)
[
t+∆tγ˙
t+∆tγ
]
=
[
tγ˙
tγ
]
+
[
1 0
τ
(
2µc2 +H
)−1 ]
 (tγ˙ − t+∆tγ˙∞) [1− exp(−∆tτˆ
)]
trf
 (145)
we recover the solution for the linear case, in a well-conditioned manner (regardless of the
value of η), as expected, see Eqs. (52) and (60).
6.2. Tangent for global equilibrium iterations
In deriving the tangent, when changing the strain increment ∆ε we must guarantee that
the two conditions rγ˙ = 0 and rf = 0 still hold. This means that, upon local convergence{
dt+∆trf
(
∆ε,t+∆tγ (∆ε) , t+∆tγ˙ (∆ε)
)
/ d∆ε = 0
dt+∆trγ˙
(
∆ε,t+∆tγ (∆ε) , t+∆tγ˙ (∆ε)
)
/ d∆ε = 0
(146)
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The rates are
dt+∆trf
d∆ε
=
∂t+∆trf
∂∆ε
+
∂t+∆trf
∂t+∆tγ
∂t+∆tγ
∂∆ε
+
∂t+∆trf
∂t+∆tγ˙
∂t+∆tγ˙
∂∆ε
= c t+∆tnˆ : Ce + trσd : Pn : Ce︸ ︷︷ ︸
dtrf/d∆ε
+∇R22∂
t+∆tγ
∂∆ε
+∇R21∂
t+∆tγ˙
∂∆ε︸ ︷︷ ︸
d∆ctf/d∆ε
= 0 (147)
dt+∆trγ˙
d∆ε
=
∂t+∆trγ˙
∂∆ε
+
∂t+∆trγ˙
∂t+∆tγ
∂t+∆tγ
∂∆ε
+
∂t+∆trγ˙
∂t+∆tγ˙
∂t+∆tγ˙
∂∆ε
=
∂t+∆trγ˙
∂∆ε
+∇R12∂
t+∆tγ
∂∆ε
+∇R11∂
t+∆tγ˙
∂∆ε
= − ∂
t+∆tγ˙∞
∂∆ε
[
1− exp
(
− ∆t
t+∆tτˆ
)]
+∇R11∂
t+∆tγ
∂∆ε
+∇R12∂
t+∆tγ˙
∂∆ε
= 0 (148)
with
∂t+∆tγ˙∞
(
∆ε,t+∆t γ
)
∂∆ε
=
c
∆t t+∆th(t+∆tγ)
[
trnˆ : Ce +
∆εd
‖ trn‖ : Ce : Pn : Ce
]
=
c
∆t t+∆th(t+∆tγ)
[
2µ trnˆ+
(2µ)2
‖ trn‖Pn : ∆ε
d
]
(149)
Both conditions give immediately the quantities ∂t+∆tγ/ ∂∆ε and ∂t+∆tγ/ ∂∆ε by solving
the system of equations
[ ∇R11 ∇R12
∇R21 ∇R22
][ (
∂t+∆tγ˙/∂∆ε
)T(
∂t+∆tγ/∂∆ε
)T
]
= −
 − ( ∂t+∆tγ˙∞/ ∂∆ε)T
[
1− exp
(
− ∆t
t+∆tτˆ
)]
(
c t+∆tnˆ : Ce + trσd : Pn : Ce
)T

(150)
The stress tensor is given by
t+∆tσ
(
t+∆tεe
(
∆ε,t+∆t γ
))
= Ce : t+∆tεe = Ce :
[
tεe + ∆ε−
(
t+∆tγ − tγ) trnˆ] (151)
so
C :=
d t+∆tσ
(
t+∆tεe
(
∆ε,t+∆t γ (∆ε)
))
d∆ε
= Ce :
[
IS − trnˆ⊗∂
t+∆tγ
∂∆ε
− ∆γ‖ trn‖Pn : Ce
]
(152)
of which all quantities are known. We note that in contrast to that reported in [25] (see
Sec. 4.2 therein), our algorithmic tangent is symmetric, the same way as those of inviscid
plasticity and viscoelasticity.
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6.3. Inviscid to viscous case
In this case it is also possible to compute the ∆tc such that the inviscid plastic yield
surface is crossed. The procedure is similar to that developed for the linear case. However,
assuming that we are dealing with a nonlinear case in which the solution will be approximate,
a simpler acceptable procedure may be to just consider the step as fully viscoplastic (as e.g.
in [25]), in which initially tγ˙ = 0 and in which finally t+∆tf = 0. If the steps are small, the
error induced in this step will also be small. Note that in this case, the consistent tangent
for equilibrium iterations is the same as in the previous case.
6.4. Viscous to inviscid case
This case is detected by a result of a trial fully viscoplastic step in which t+∆tγ˙ < 0 and/or
t+∆tfp ≤ 0 (note that because of the approximations in the nonlinear case, it is possible
that both conditions are not met simultaneously). Then, for example, when the condition
t+∆tγ˙ < 0 is detected, the step may be considered elastic, by simply setting t+∆tγ˙ = 0 and
approximating ∆γ by (in small steps it can also be taken ∆γ ' 0)
∆γ '
tfp
th(tγ + τˆ tγ˙)
(153)
In this case, the consistent tangent for equilibrium iterations is the elastic one Ce.
7. Numerical examples
The purpose of this section is to show the numerical performance of the proposed al-
gorithm in a typical finite element simulation using a nonlinear viscoplasticity model. A
Perzyna-type nonlinear model for g (γ˙) is employed, see Eq. (106), so for the viscous contri-
bution, a viscosity η¯ and the rate sensitivity parameter N are used (apart from the adimen-
sionalyzing parameter κ¯ = κ0). For the inviscid part κ (γ), a Voce-type relation is employed.
The parameters of the model are given in Table 2. The numerical example consists in the
extension of a strip of thickness 1 mm with a central circular hole. It is presented to assess
accuracy and robustness of the proposed viscoplasticity model and of the adopted numeri-
cal scheme. The strip is subjected to a loading simulated via imposed displacement in the
vertical direction up to u/L = 0.32 mm /16 mm, where u is the prescribed displacement and
L is the length of the specimen, see Fig. 10. The considered loading rates u˙/L are 2.0/s,
1.0/s and 0.5/s. The analysis corresponds to only one quarter part of the plate, taking into
account its symmetries. Figure 10 shows the geometry and the finite element discretization.
High order mixed u/p fully integrated (3×3×3 Gauss integration) Q2/P1 - 27/4 brick finite
elements are used for this analysis.
The numerical solutions are obtained with our in-house finite element code Dulcinea.
Figure 11 gives a comparison of the force-displacement curve between results obtained by
changing the loading rate for two values of rate sensitivity N¯ = 1.0 (a linear viscoplastic
case) and N = 0.1 (nonlinear viscoplastic case). The major influence of the loading rate is
observed for the high rate-sensitive material as expected. For the low loading rate u˙/L = 0.5
and for low rate sensitivity N = 0.1, the obtained solution tends to the rate-independent
solution, as expected.
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Figure 10: Strip with circular hole: geometry and FE model
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Figure 11: Force vesus displacement curves for different loading rates
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Table 2: Material parameters for the plate hole simulation. Voce’s law is κ (γ) = κ0 + Hγ +
(κ∞ − κ0) exp (−δγ). Perzyna’s model employed is γ˙ = 〈fp/κ0〉N /η¯, so g (γ˙) = κ0η¯1/N γ˙1/N .
Young modulus E = 206.9 GPa
Poisson coef. ν = 0.29
Reference yield stress κ0 = 450.0 MPa
Limit stress parameter κ∞ = 550.0 MPa
Hardening modulus H = 200.0 MPa
Voce exponential parameter δ = 10
Viscosity parameter η¯ = 1 s
The von Mises stress contour at the final prescribed displacement is shown in Figure 12
for different loading rates. A higher von Mises stress level is observed for high loading rates
as expected and it is in concordance with the force-displacement curve presented in Figure
11. Both local and global convergence rates are asymptotically quadratic, and typical values
are given in Table 3 for different steps.
Figure 12: Stretching of the strip with circular hole: von Mises stress at final prescribed displacement for
different loading rate.
8. Conclusions
In this work we present a novel treatment of viscoplasticity, both from a theoretical side
and a computational one. One of our purposes has been to integrate exactly the linear pro-
portional case in a manner such that the viscous behavior is constructed from the inviscid
one in rate form, the latter recovered automatically for vanishing viscosities. However, we
pursued a formulation also valid for more general nonlinear viscoplasticity cases which, fur-
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Table 3: Extension of strip with circular hole. Convergence rates for global Newton-Raphson iterations (rnom=
residual in force; enorm= residual in energy; R(•)= error in local equations)
Global convergence
Iteration
Step 50 Step 200
rnorm enorm rnorm enorm
1 1.188E + 02 1.571E − 01 1.191E + 02 1.631E − 01
2 5.133E − 03 1.627E − 10 1.118E − 03 2.049E − 11
3 8.058E − 07 8.522E − 18 6.957E − 06 6.891E − 16
Local convergence
Iteration R(1) R(2)
1 1.323E + 01 3.924E + 01
2 9.691E − 03 3.017E − 02
3 4.425E − 10 4.133E − 09
4 1.013E − 14 1.319E − 13
thermore, recovers the viscoelastic formulation for vanishing yield surfaces. The formulation
unifies naturally the plasticity, viscoelasticity and viscoplasticity models and algorithms.
Essential to the developments has been the derivation of the evolution equations from
thermodynamics, considering separately the conservation of power from the conservation of
energy, the former yielding a constitutive equation for the equivalent viscoplastic strain rate,
and the second one giving an extra equation for the computation of the equivalent viscoplastic
strain. In the linear proportional case, the solution is exact for a given step. However, this
setting also allows for a simple incorporation of the general nonlinear viscoplasticity models.
We have presented and analyzed the model and integration procedure using a small strains
framework based on elastic corrector rates. As we have shown in previous works in anisotropic
elastoplasticity and viscoelasticity, this framework can be easily extended to large strains
employing classical multiplicative decompositions and logarithmic strains, still resulting in
the same additive structure, and reducing large strains to kinematic pre- and post-processors.
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