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Resumen
En la actualidad es muy común suministrar una ima­
gen a un buscador y esperar que este localice, imagenes 
parecidas a la provista. Escenarios como este requieren 
el desarrollo de aplicaciones capaces de manipular datos 
no convencionales como imagenes, audio, video, secuen­
cias de ADN, texto, huellas digitales, etc., almacenarlos y 
obtener información desde ellos, para responder eficien­
temente consultas que realicen los usuarios. Claramente, 
es necesario utilizar depositos especializados de datos y 
tecnicas de busquedas no exactas sobre ellos, porque las 
soluciones tradicionales no permiten hacer frente a tales 
requerimientos. En este ambito es muy raro comparar por 
igualdad exacta, siendo generalmente las consultas por 
objetos similares a uno dado. Por lo tanto, ademas de re­
querir una respuesta rapida y adecuada y un eficiente uso 
del espacio disponible, es necesario utilizar modelos ge­
nerales en los cuales se puedan utilizar estructuras de da­
tos especializadas que contemplen estos aspectos, como 
lo son las Bases de Datos Métricas y que si se consideran 
bases de datos masivas, dichas estructuras en particular 
sean, en particular, estructuras de datos con I/O eficien­
te. Otro aspecto importante son los lenguajes de consul­
ta, necesarios para la manipulacion de una base de datos, 
que no siempre poseen el poder expresivo necesario pa­
ra expresar las consultas consideradas de interes en este 
modelo. Así, nuestra investigacion pretende contribuir a 
la consolidacion de este nuevo modelo de bases de datos.
Palabras Claves: bases de datos no convencionales, len­
guajes de consulta, índices, expresividad.
Contexto
La actual presentacion se enmarca en el Proyec­
to Consolidado 330314, Tecnologías Avanzadas de 
Bases de Datos de la Universidad Nacional de San 
Luis, dentro del Programa de Incentivos a la In- 
vestigacion (Codigo 22/F414); particularmente en la 
línea Bases de Datos no Convencionales. Este pro­
yecto es una nueva presentacion en 2014, continua- 
cion de proyectos anteriores en la misma area. En­
tre las actividades centrales de esta línea situamos la 
investigacion de aspectos teoricos, empíricos y apli- 
cativos derivados de la administracion de bases de 
datos que manejan tipos no convencionales de datos, 
utiles en distintos campos de aplicacion: sistemas de 
informacion geográfica, computacion movil, diseño 
asistido por computadora, rebotica, vision artificial, 
motores de busqueda en internet, etc.. Tambien se 
explora la expresividad de los lenguajes de consulta, 
los operadores necesarios para responder demandas 
de interes, y las estructuras y operaciones para resol­
verlas eficientemente.
La participacion de nuestros integrantes en acti­
vidades de cooperacion internacional con: Universi­
dad de Chile, Universidad de Talca (Chile), Univer­
sidad Michoacana de San Nicolas de Hidalgo (Mexi­
co) y Centro de Investigacion Científica y de Educa- 
cion Superior de Ensenada (Mexico), permite nue­
vas perspectivas en nuestras investigaciones.
Introducción
Actualmente resulta muy común tratar de encon­
trar melodías similares a una dada en una base de 
datos de audio, como tambien ingresar una imagen 
a un buscador y esperar que este localice en la WEB 
imagenes parecidas a la provista. Esto da lugar al 
desarrollo de aplicaciones totalmente diferentes a las 
tradicionales, que deben ser capaces de operar con 
nuevos tipos de datos y una filosofía de busqueda di­
ferente: la búsqueda por similitud Algunos ejemplos 
de aplicaciones son reconocimiento de voz, recono­
cimiento de imagenes, reconocimiento facial, com­
paración de huellas digitales, bases de datos medi­
cas, recuperacion de texto, biología computacional, 
clasificacion y aprendizaje automatico, minería de 
datos, etc.
Todas estas aplicaciones tienen características co­
munes, englobadas en el modelo de espacio métrico. 
Un espacio metrico consiste de un universo de obje­
tos U y una funcion de distancia definida entre ellos 
d : U x U i— > R+ que mide la disimilitud entre los 
objetos. En este escenario las biusquedas exactas ca­
recen de sentido y es importante la eleccion de este 
modelo por las búsquedas por similitud, mas natura­
les sobre estos tipos de datos. En este caso se utilizan 
los Métodos de Acceso Métricos (MAMs).
La mayoría de estos mútodos no admiten dinamis­
mo, ni están disenadas para conjuntos masivos de 
datos u operaciones de busqueda complejas. Así, es 
posible analizar distintas maneras de optimizarlas. 
El trabajo con bases de datos masivas, o con aque­
llas que almacenan objetos muy grandes, da lugar 
tambien a líneas de investigacion que, consideran­
do el cambio del modelo de costo utilizado, disenan 
MAMs mas eficientes (en espacio, en I/O, etc,) para 
memorias jerárquicas. La obtencion de mayor expre­
sividad en los lenguajes de consulta utilizados, para 
expresar consultas y caracterizar la clase de consul­
tas computables, es otra area de investigacion.
Líneas de Investigación y Desarrollo
Lenguajes de Consulta
La relacion existente entre logica y teoría de bases 
de datos es muy estrecha y natural, ya que es posible 
pensar en una base de datos simplemente como una 
estructura finita, y utilizar las logicas para expresar 
consultas sobre estas. Esto les da una posicion cen­
tral como modelo computacional para el amlisis del 
poder expresivo de los lenguajes de consultas, sien­
do relevante como marco teorico para el estudio de 
las bases de datos.
La mayoría de los lenguajes de consulta sobre ba­
ses de datos es equivalente, en su poder expresivo, 
a FO (First-Order Logic). El principal problema es 
que la expresividad de FO no es lo suficientemente 
poderosa, por lo que no alcanza para reflejar ciertas 
consultas. Esto ha llevado a la busqueda de una ma­
yor expresividad por medio de diferentes mecanis­
mos de extension sobre FO, utilizados como herra­
mientas de construccion de logicas mas poderosas. 
Uno de estos mecanismos es incorporar cuantifica- 
dores que no pueden ser expresados en FO, como 
clausura transitiva y punto fijo, entre otros, los que 
han sido ampliamente estudiados. La idea de agre­
gar cuantificadores se generaliza mediante la nocion 
de cuantificadores generalizados de Lindstrom [6].
Aún así, estas logicas todavía resultan incomple­
tas, por lo que se analizan logicas de orden superior. 
SO (Second-Order Logic) y algunos de sus fragmen­
tos que han demostrado poseer propiedades intere­
santes sobre las estructuras finitas. Un resultado im­
portante de R. Fagin fue la caracterizacion del frag­
mento existencial SO3 [7]. Allí se establece que las 
propiedades de las estructuras finitas que son defi­
nidas por sentencias existenciales de segundo orden 
coinciden con las propiedades de la clase de comple­
jidad NP, lo cual fue extendido por Stockmeyer [18], 
estableciendo una relacion cercana entre la logica 
SO y la jerarquía de tiempo polinomial (PH).
Actualmente existen muchos resultados igua­
lando la expresividad logica a la complejidad 
computacional, pero requieren estructuras ordena­
das [9][8]. Estas relaciones entre la complejidad 
computacional (cantidad de recursos necesarios para 
resolver un problema sobre algun modelo de maqui­
na computacional) y la complejidad descriptiva (el 
orden de la logica que se necesita para describir el 
problema), han llevado a que los resultados obteni­
dos en alguno de estos campos sea transferido de 
manera inmediata al otro.
En uno de nuestros trabajos de investigacion defi­
nimos una nueva logica de tercer orden (TO), la cual 
hemos llamado TOW, con la idea principal de carac­
terizar y estudiar clases de complejidad relacionales 
(temporales) de logicas de orden superior. La logica 
TOW surge para continuar con la linea estudiada por 
Dawar en SOW que plantea una restriccion semantica 
a la logica de segundo orden, donde la valuacion de 
las variables relacionales para los cuantificadores de 
segundo orden son cerrados bajo = k . Una relacion
es cerrada bajo =k si todas las tupias (del dominio 
sobre el que trabaja) que tienen el mismo tipo están 
en la relación. Dos tuplas tienen el mismo tipo si sa­
tisfacen las mismas formulas de FOk.
Para poder asociar TOw a una clase de com­
plejidad temporal, definimos una variacion de una 
maquina relacional no deterministica, que denota­
mos como 3-NRM, donde permitimos relaciones 
de tercer orden en el relational store. En base a 
esta maquina definimos la clase de complejidad 
N E X PTIM E3;Í., como la clase de maquinas 3-NRM 
que trabajan en tiempo exponencial de acuerdo al ta- 
maüo de la entrada. Luego se demostró que el frag­
mento existencial de TOw caracteriza exactamente 
la clase de complejidad N E X PTIM E3 r . Estos tra­
bajos fueron presentados en [1].
Bases de D atos M étricas
Las bases de datos no convencionales se modeli- 
zarán mediante los espacios metricos. Aquí es ne­
cesario responder consultas por similitud eficiente­
mente haciendo uso de MAMs. En espacios metri- 
cos generales la complejidad usualmente se mide 
como el numero de calculos de distancias realiza­
dos. Por ello, se analizan aquellos MAMs que han 
mostrado buen desempeno en las busquedas, para 
optimizarlos mas, considerando la jerarquía de me­
morias. En general, dada una base de datos X  C U 
y una consulta q £  U las consultas son de dos ti­
pos: por rango o de k-vecinos mas cercanos, aunque 
existen otras operaciones de interes [16].
Métodos de Acceso Métricos
A partir del Árbol de Aproximación Espacial [10], 
un índice que mostró un muy buen desempeno en 
espacios de mediana a alta dimension, pero total­
mente estático, se desarrollo uno de los pocos índi­
ces completamente dinamicos: el Arbol de Aproxi- 
macion Espacial Dinamico (DSAT) [11] que permi­
te realizar inserciones y eliminaciones, conservando 
su buen desempeno en las busquedas. El DSAT par- 
ticiona el espacio considerando la proximidad espa­
cial; pero, si el arbol agrupara los elementos muy 
cercanos entre sí, lograría mejorar las busquedas, 
al evitar recorrerlo. Podemos pensar entonces que 
construimos un DSAT, en el que cada nodo represen­
ta un grupo de elementos cercanos (“clusters”) y los 
relacionamos por su proximidad en el espacio. Cada 
nodo mantiene el centro del cluster correspondien­
te, y almacena los k  elementos mas cercanos a el; 
cualquier elemento a mayor distancia del centro que 
los k  almacenados, forma parte de otro nodo en el
arbol [2]. Nuevas estrategias de optimizacion de fun­
ciones a traves de heurísticas bioinspiradas, que han 
mostrado ser utiles en deteccion de clusters, pueden 
servir para analizar cuan bueno es el agrupamiento 
o “clustering”que logra esta estructura.
Dado que una base de datos meítrica, ya sea por 
ser masiva o porque sus objetos son muy grandes, 
o porque el índice no quepa en memoria principal, 
o ambas cosas, no se almacene en memoria princi­
pal, surge la necesidad de hacer uso de la memoria 
secundaria. Esto requiere disenar índices especial­
mente para memoria secundaria. Así, en [12] se pre­
sentaron versiones preliminares del DSAT (DSAT+ 
y DSAT*), que solo admiten inserciones y busque­
das eficientes. Sin embargo, numerosas aplicacio­
nes necesitan total dinamismo; es decir, que tambieín 
puedan realizarse eliminaciones. Así, se ha disefiado 
un nuevo índice dinamico para memoria secundaria, 
basado en la Lista de Clusters [3], que tiene buen 
desempeno en espacios de alta dimension, es com­
pletamente dinamico, con buena ocupacion de pagi­
na y sus operaciones son eficientes tanto en caílculos 
de distancia como en operaciones de I/O [13].
Sin embargo, existen otras maneras posibles de 
lograr un índice totalmente dinamico a partir de la 
Lista de Clusters. Por ello, estamos actualmete di- 
senando un nuevo índice que, a traves de combinar 
con algoritmos de pivotes [3] y de considerar “clus­
ters” cuyo tamano se defina en funcion del tamano 
de pagina de disco, logre ser eficiente en busquedas, 
inserciones y eliminaciones.
En algunos casos, aunque la estructura sea efi­
ciente, con el fin de lograr una respuesta mas rápi­
da, se intercambia precision por velocidad en la res­
puesta. Es decir, se admite que ante una consulta se 
devuelvan solo algunos objetos relevantes, siempre 
que dicha respuesta se encuentre disponible mucho 
mas rapido. Estos tipos de busquedas se denominan 
aproximadas. Un algoritmo muy eficiente para es­
te tipo de consultas es el llamado algoritmo basado 
en permutaciones [4]. Por lo tanto, se esta disefian- 
do un nuevo índice que combine las ideas de [13], 
pero que agrupe por distancia entre las permutacio­
nes de los objetos, en lugar de por distancia entre 
objetos. Esto permitiría obtener un índice al que se 
le pueda indicar el numero maximo de calculos de 
distancia y/o el numero maximo de operaciones de 
I/O, que se esta dispuesto a utilizar, para obtener una 
respuesta rapida; a costa de admitir que algunos ob­
jetos relevantes a la consulta no sean informados en 
la respuesta.
Búsqueda Aproximada de los All-k -NN
El modelo de espacios métricos abarca aplicacio­
nes tales como la predicción de funciones: se desea 
buscar el comportamiento mas similar de una fun- 
cion en el pasado para predecir su comportamien­
to futuro probable; la clasificacion y aprendizaje au­
tomatico: un nuevo elemento debe ser clasificado de 
acuerdo a sus vecinos mas cercanos; la cuantifica- 
cion y compresion de imagenes: solo algunos vecto­
res pueden ser representados y aquellos que no pue­
den serlo, deben ser codificados como su punto re­
presentable mas cercano, entre otras.
Dado que, la evaluation de la funcion de distancia 
d se usa como medida de complejidad en la mayoría 
de los casos, debido a su costo, se desarrollaron va­
rias tecnicas para resolver el problema de consultas 
por similitud en un numero sublineal de calculos de 
distancia, basadas en el preprocesamiento de los da­
tos.
La recuperation de los k —vecinos mas cercanos 
es una de las primitivas basicos de las busquedas por 
similitud y puede definirse como: Sea X  un conjun­
to de elementos y d la funcion de distancia defini­
da entre ellos, los k-NN(u) son los k  elementos en 
X  — {u}  que tengan la menor distancia a u  de acuer­
do con la funcion d. Una variante menos estudiada 
de este problema, es la busqueda de los k —vecinos 
más cercanos de todos los elementos de X , All-k- 
NN. Sea \X\ =  n, obtener los All-k-NN es calcular 
los k-NN(u¿) para cada Ui en X , por supuesto reali­
zando menos de n 2 calculos de distancia. En el mar­
co de una etapa de investigacioán previa, se propusie­
ron y desarrollaron soluciones a este problema, en 
espacios metricos generales [15, 14], basadas en la 
construction del Grafo de los k-vecinos mas cerca­
nos (kNNG). liste indexa un espacio metrico, requi­
riendo una cantidad moderada de memoria, y luego 
se utiliza en la resolucioán de las consultas por si­
militud. El kNNG es un grafo dirigido ponderado 
que conecta cada elemento del espacio meátrico me­
diante un conjunto de arcos cuyos pesos se calcu­
lan de acuerdo a la meátrica del espacio en cuestioán. 
El desempeno en las busquedas por similitud de es­
ta propuesta es superior al obtenido utilizando las 
teácnicas claásicas basadas en pivotes.
Por otro lado, el compromiso de tratar de realizar 
la menor cantidad de caálculos de distancias posibles 
durante una busqueda, ha llevado a investigar un en­
foque aproximado eficiente para resolver estas con­
sultas por similitud. Este enfoque consiste en permi­
tir una relajacion en la precision de la respuesta a
fin de obtener una aceleración en la complejidad de 
la de consulta [17, 3, 19]. El objetivo de la búsque­
da por similitud aproximada es reducir significati­
vamente los tiempos de bUsqueda al permitir algu­
nos errores en el resultado de la consulta. Ademas 
de la consulta se especifica un parametro de preci­
sion e para controlar cuan lejos queremos el resul­
tado de la consulta del resultado correcto. Un com­
portamiento razonable para este tipo de algoritmos 
es acercarse asintoticamente a la respuesta correc­
ta como e se acerca a cero. Por lo tanto, el exito de 
una tecnica de aproximacion se basa en la resolucion 
del compromiso calidad/tiempo [5]. Esta alternativa 
a la busqueda por similitud “exacta”abarca algorit­
mos aproximados y probabilísticos.
Resultados y Objetivos
Uno de los objetivos planteados es considerar los 
distintos aspectos relacionados al diseno de estructu­
ras de datos que, conscientes de la jerarquía de me­
morias y de las características particulares de los da­
tos a ser indexados, logren ser eficientes en espacio 
y en tiempo.
Por ello, se busca que los índices se adapten mejor 
al nivel de la jerarquía de memorias donde se alma­
cenaran. Estos estudios, sobre espacios metricos y 
sobre algunas estructuras de datos particulares, per- 
mitiran no solo mejorar el desempeno de las mismas 
sino tambien aplicar, eventualmente, muchos de los 
resultados que se obtengan a otros MAMs.
Respecto de los lenguajes de consulta se conti­
nuara analizando la expresividad de distintas exten­
siones de FO y posibles restricciones de SO, para 
lograr caracterizar la clase de las consultas compu- 
tables sobre bases de datos no convencionales.
Actividades de Formación
Dentro de esta línea de investigacion se forman 
alumnos y docentes-investigadores de acuerdo al si­
guiente detalle:
Doctorado en Cs. de la Computación: un investi­
gador de la líinea desarrolla su tesis sobre bases de 
datos metricas, esperando finalizarla este ano. Otro 
integrante esta realizando su tesis sobre la expresivi­
dad de la logica como lenguaje de consulta. 
Maestría en Cs. de la Computacion: un investi­
gador de la línea desarrolla su tesis sobre busqueda 
por similitud aproximada, esperando finalizarla este 
abo.
Maestría en Informútica: un alumno de la Univer­
sidad Nacional de San Juan está desarrollando su te­
sis sobre un índice dinámico para búsquedas por si­
militud aproximadas en memoria secundaria. 
Trabajo Final de Ingeniería Civil en Compu­
tación: un alumno de la Universidad de Talca 
esta desarrollando su trabajo de fin de carrera sobre 
el diseno de un nuevo índice dinamico para memoria 
secundaria, basado en una combinación de tecnicas 
de pivotes y Lista de Clusters, esperando finalizarlo 
este ano.
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