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GENERAL STIELTJES MOMENT PROBLEMS FOR RAPIDLY
DECREASING SMOOTH FUNCTIONS
RICARDO ESTRADA AND JASSON VINDAS
Abstract. We give (necessary and sufficient) conditions over a sequence {fn}∞n=0
of functions under which every generalized Stieltjes moment problem∫ ∞
0
fn(x)φ(x)dx = an, n ∈ N,
has solutions φ ∈ S(R) with suppφ ⊆ [0,∞). Furthermore, we consider more general
problems of this kind for measure or distribution sequences {fn}∞n=0. We also study
vector moment problems with values in Fre´chet spaces and multidimensional moment
problems.
1. Introduction
The problem of moments, as its generalizations, is an important mathematical prob-
lem which has attracted much attention for more than a century. It was first raised and
solved by Stieltjes for non-negative measures [24, 25]. Boas [1] and Po´lya [21] showed
later that given an arbitrary sequence {an}∞n=0 there is always a function of bounded
variation F such that
(1.1)
∫ ∞
0
xndF (x) = an , n ∈ N .
A major improvement to this result was achieved by Dura´n, who was able to show
the existence of regular solutions to (1.1). He proved in [4] that every Stieltjes moment
problem
(1.2)
∫ ∞
0
xnφ(x) dx = an , n ∈ N ,
admits a solution φ ∈ S(0,∞), that is, a solution in the Schwartz class of rapidly de-
creasing smooth functions S(R) with suppφ ⊆ [0,∞). The corresponding generaliza-
tion for the strong moment problem has been given in [6]. Extensions of these results to
vector-valued Stieltjes moment problems are also well-known [5, 7, 14]. Chung, Chung,
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and Kim, and more recently, Lastra and Sanz have considered moment problems with
solutions in Gelfand-Shilov classes [3, 17, 18].
The problem that we are concerned with in this article is a general Stieltjes moment
problem in which we replace the sequence of monomials {xn}∞n=0 in (1.2) by a rather
general sequence of functions (or distributions) {fn}∞n=0. We are interested in conditions
over {fn}∞n=0 that ensure the existence of solutions φ ∈ S(0,∞) to every infinite system
of equations
(1.3)
∫ ∞
0
fn(x)φ(x) dx = an , n ∈ N ,
for a given arbitrary sequence {an}∞n=0. In particular, we shall show that the following
conditions on the asymptotic behavior of the primitives of the sequence suffice for the
solvability of every (1.3):
Theorem 1.1. Let {fn}∞n=0 be a sequence of locally integrable functions on [0,∞)
having at most polynomial growth at infinity. Then, every generalized moment problem
(1.3) has solutions φ in S(0,∞) if the sequence {fn}∞n=0 fulfills:
(i)
∫ x
0
fn(t)dt = o
(∫ x
0
fn+1(t)dt
)
as x→∞, n ∈ N.
(ii) For every α > 0 there are N = Nα and σ = σα > 1 such that
(1.4) inf
a∈[1,σ]
∣∣∣∣∫ ax
0
fN(t)dt
∣∣∣∣ = Ω(xα) as x→∞ .
Theorem 1.1 is a general version of Dura´n’s theorem quoted above. It also covers
the case fn(x) = x
αn or generalized moment problems such as
(1.5)
∫ ∞
0
xαn sin
(
1
xβ
)
φ(x)dx = an , n ∈ N (β > 0) ,
where −1 < <e α0 < <e α1 < · · · < <e αn →∞. The Ω in (1.4) stands for the Hardy-
Littlewood symbol, namely, the negation of Landau’s little o symbol: f(x) = Ω(g(x))
(as x → ∞) means that there is a constant C > 0 such that the inequality |f(x)| ≥
C|g(x)| holds infinitely often for arbitrarily large values of x.
The assumptions on the sequence {fn}∞n=0 from Theorem 1.1 can be greatly relaxed.
As we show, there is a corresponding result that applies for sequences of functions
that might not be even locally Lebesgue integrable. In fact, we study in Section 3 the
general moment problem for distribution sequences {fn}∞n=0. We provide in Theorem
3.1 a complete characterization of those distribution sequences for which all moment
problems an = 〈fn, φ〉, n ∈ N, have solutions φ ∈ S(0,∞). The notion of Cesa`ro
admissibility, introduced in Section 3, plays a key role in our criterion for the existence
of solutions in S(0,∞) to generalized moment problems. In Section 4, we specialize
our results to the case of function sequences.
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We consider in Section 5 measure weighted moment problems of the form
(1.6)
∫ ∞
0
xαnφ(x)dF (x) = an , n ∈ N ,
for a (fixed) non-negative measure dF and a sequence of real exponents {αn}∞n=0.
Theorem 5.2 below gives necessary and sufficient conditions for the solvability of every
(1.6) in S(0,∞). Interestingly, our general considerations apply to show the existence
of solutions to moment problems that could arise in quite different terms. For example,
if {αn}∞n=0 is an increasing sequence of real numbers tending to ∞, then, as follows
from our results, every discrete moment problem∑
p prime
pαnφ(p) = an , n ∈ N ,
admits solutions φ ∈ S(0,∞).
Section 7 is devoted to vector moment problems with values in a Fre´chet space. Our
analysis of the vector moment problem is based upon some results on the density of the
set of solutions to moment problems, which will be obtained in Section 6. We conclude
the article by studying moment problems in several variables in Section 8.
2. Preliminaries
We use the standard notation from distribution theory [2, 11, 28]. The space S ′+
denotes [28] the space of all tempered distributions with supports in the interval [0,∞).
It can be canonically identified with the dual space of S+, where
S+ =
{
ψ ∈ C∞[0,∞) : ψ = ϕ|[0,∞) , for some ϕ ∈ S(R)
}
.
Notice that S(0,∞) is a closed subspace of S+, where, as in the Introduction, S(0,∞)
consists of those ψ ∈ S+ such that ψ(m)(0) = 0 for every m ∈ N.
We denote as N0 the annihilator of S(0,∞) in S ′+. It is then clear that N0 consists
of delta sums at the origin, that is, finite linear combinations of the Dirac delta δ and
its derivatives.
We shall employ the notion of Cesa`ro behavior of distributions, introduced in [8]
(see also [11, 13, 20]). We start with primitives of distributions [28]. Given f ∈ S ′+
and m ∈ N, we denote as f (−m) the m-primitive of f that satisfies f (−m) ∈ S ′+. It can
be expressed as the convolution [28]
f (−m) = f ∗ x
m−1
+
(m− 1)! .
The Cesa`ro order growth symbols for distributions are defined as follows. Let α ∈
R \ {−1,−2, . . . } and m ∈ N, for f ∈ S ′+, we write
f(x) = O(xα) (C,m) , x→∞ ,
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if f (−m) is a regular distribution (locally Lebesgue integrable) for large arguments and
there is a polynomial P of degree at most m− 1 such that
(2.1) f (−m)(x) = P (x) +O(xα+m) as x→∞ .
Observe that if α > −1 the polynomial in (2.1) is then irrelevant. The little o symbol
is defined in a similar fashion. When f is locally Lebesgue integrable, the relation (2.1)
reads as
1
x
∫ x
0
f(t)
(
1− t
x
)m−1
dt =
Q(x)
xm
+O(xα) ,
for some polynomialQ of degree at mostm−1. We also introduce the Hardy-Littlewood
symbol Ω(xα) in the Cesa`ro sense. Thus, we define
f(x) = Ω(xα) (C,m) , x→∞ ,
as the negation of f(x) = o(xα) (C,m), x→∞; in particular, if α > −1 and f (−m)(x)
is a function for large x, it just means that f (−m)(x) = Ω (xα+m). Analogous definitions
apply as x→ 0+.
If we do not have to emphasize the role of m in a Cesa`ro order relation we simply
write (C), which stands for (C,m) for some m. The growth order symbols can be used
to define asymptotic relations and distributional evaluations in the Cesa`ro sense, see
[11] for details.
3. General moment problems for distribution sequences
We study in this section the following general moment problem. Let {fn}∞n=0 ⊂ S ′+ be
a sequence of distributions. We seek conditions over {fn}∞n=0 such that every generalized
moment problem, for a given arbitrary sequence {an}∞n=0,
(3.1) 〈fn, φ〉 = an , n ∈ N ,
admits a solution φ ∈ S(0,∞).
We start with a natural condition over {fn}∞n=0. First, notice that if (3.1) is solvable
for arbitrary sequences we must necessarily have
(P1’) the distibutions f0, f1, f2, . . . , fn, . . . are linearly independent.
Since we are interested in solutions to (3.1) in S(0,∞), one should assume that none of
the fn is a delta sum at the origin; therefore, we assume the following relation between
the sequence and the annihilator of S(0,∞):
(P1) No element of N0 is a linear combination of f0, f1, f2, . . . , fn, . . . .
Naturally (P1) implies (P1’) since one considers the zero distribution is a delta sum
with zero coefficients.
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A key property in our criterion for the existence of solutions to (3.1) is the notion
of Cesa`ro admissibility, defined as follows. We shall say that the sequence {fn}∞n=0
is Cesa`ro admissible or that it satisfies the property (P2) if: There is an increasing
sequence of integers {mj}∞j=0 such that for every j ∈ N and every α > 0 (α /∈ Z) there
exists ν = νj,α ∈ N such that if N ≥ ν
(P2)
N∑
n=0
bnfn(x) = O(x
α) (C,mj) , x→∞ ,(
N∑
n=0
bnf
(−mj)
n
)
|(0,∞)
∈ C(0,∞) , and
N∑
n=0
bnfn(x) = O(x
−α) (C,mj) , x→ 0+

=⇒ bν = bν+1 = · · · = bN = 0 .
Note that (P2) is equivalent to: For each m ∈ N and α ∈ R+\N there exits ν = να,m ∈
N such that if N ≥ ν and bN 6= 0, then
N∑
n=0
bnfn(x) = Ω(x
α) (C,m) , x→∞ , or
(
N∑
n=0
bnf
(−m)
n
)
|(0,∞)
/∈ C(0,∞) , or
N∑
n=0
bnfn(x) = Ω(x
−α) (C,m) , x→ 0+ ,
holds. For example, the sequence of monomials fn(x) = x
n is Cesa`ro admissible, but
so are fn(x) = Pf(x
−n) and fn(x) = δ(n)(x− 1), n ∈ N.
The ensuing theorem is the main result of this section.
Theorem 3.1. Every generalized moment problem (3.1) has a solution φ ∈ S(0,∞) if
and only if the distribution sequence {fn}∞n=0 satisfies the properties (P1) and (P2).
In the proof of Theorem 3.1, we shall employ a result of Silva.
Lemma 3.2 (Silva [23]). Let E be a Silva space, namely, E is the inductive limit
of an increasing sequence of Banach spaces {En}∞n=0 where each inclusion mapping
En → En+1 is compact. Then, a linear subspace X ⊂ E is closed if and only if X ∩En
is closed in each En.
We point out that the class of Silva spaces is precisely that of (DFS)-spaces (strong
duals of Fre´chet-Schwartz spaces).
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Proof of Theorem 3.1. Let C[[ξ]] be the space of formal power series in one indeter-
minate with the topology of convergence in each coefficient. Its dual is the space of
polynomials in one-variable, denoted here as P . That every generalized moment prob-
lem (3.1) has a solution φ ∈ S(0,∞) is equivalent to the surjectivity of the continuous
linear mapping
Λ : S(0,∞)→ C[[ξ]] ,
given by
Λ(ψ) =
∞∑
n=0
µn(ψ)ξ
n , where µn(ψ) = 〈fn, ψ〉 .
By the well-known criterion for surjectivity of continuous linear mappings between
Fre´chet spaces [26, Thm. 37.2, p. 382], the mapping Λ is surjective if and only if its
transpose
Λ> : P → S ′(0,∞) = S ′+/N0 ,
is injective and has weakly∗ closed range. Since S ′+/N0 is Montel, it is reflexive, and
there is therefore no distinction between weakly∗ closedness or strong closedness for its
linear subspaces. The transpose of Λ is easily seen to be given by
Λ>
(
N∑
n=0
bnξ
n
)
=
N∑
n=0
bnfn |S(0,∞) .
It is then obvious that Λ> is injective if and only if (P1) holds. Write pi for the quotient
mapping pi : S ′+ → S ′+/N0.
We first show the sufficience of (P1) and (P2) for Λ> to have closed range. Let
M be the linear span of the f0, f1, . . . , fn, . . . in S ′+. Furthermore, the range of Λ>
is pi(M). We now use the fact that S ′+ is a Silva space. For its defining inductive
sequence, we use the choice as in [28]. For each n ∈ N, let S+,n be the completion of
S+ in the norm
||ψ||n = sup
x∈[0,∞), j≤n
(1 + x2)n/2|ψ(j)(x)| .
Clearly, S+,n consists of those functions ψ ∈ Cn[0,∞) such that limx→∞ xnψ(j)(x) = 0
for 0 ≤ j ≤ n. Then, the injection S ′+,n → S ′+,n+1 is compact and S ′+ =
⋃∞
n=0 S ′+,n,
topologically. Moreover, denoting S ′0,n = pi(S ′+,n), we have that S ′(0,∞) =
⋃∞
n=0 S ′0,n
topologically and each S ′0,n → S ′0,n+1 is also compact. By Lemma 3.2, pi(M) is closed if
and only if pi(M)∩S ′0,n is closed in S ′0,n for each n. Since finite dimensional subspaces
are always closed, the latter will be a consequence of the following claim:
Claim 1. Cesa`ro admissibility implies that pi (M)∩S ′0,n is finite dimensional for each
n ∈ N.
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Indeed, for each k ∈ N, set
Xk =
{
k∑
n=0
bnfn : bn ∈ C
}
⊕N0 ⊂M⊕N0 .
Let {mj}∞j=0 be the sequence from (P2). We show that for p = mj − 2 > 0, there is
k = kj such that (M⊕N0)∩S ′+,p ⊆ Xk, whence the claim would follow. Suppose that
g =
∑N
n=0(bnfn + cnδ
(n)) ∈ S ′+,p. Find ν such that (P2) holds for j and α = 2p+ 3/2.
Observe that ϕx(u) = (x− u)p+1+ ∈ S+,p. Thus,
g(−mj)(x) = g(−p−2)(x) = g ∗ x
p+1
+
(p+ 1)!
=
1
(p+ 1)!
〈g(u), ϕx(u)〉
is a continuous function (on the whole [0,∞)) and
|g(−p−2)(x)| ≤ ||g||S
′
+,p
||ϕx||p
(p+ 1)!
= O
(
xp+1 sup
u∈[0,x),j≤p
(|u|p + 1) (1− u/x)p+1−j
)
= O(x2p+1) .
Hence,
∑N
n=0 bnfn(x) = O(x
α) (C,mj), x → ∞,
∑N
n=0 bnf
(−mj)
n (x) is continuous for
x ∈ (0,∞), and ∑Nn=0 bnfn(x) = O(x−α) (C,mj), x → 0+. We obtain from (P2) that
bn = 0 for n ≥ ν. Thus, g ∈ Xν−1. The claim has been established.
Conversely, assume that Λ> is injective and has weakly∗ closed range. As already
pointed out, the range Λ>(P) is thus strongly closed because S ′+/N0 is reflexive (in
fact a (DFS)-space). We have already noticed that (P1) must necessarily hold. To
show (P2), we first establish that Λ> is an isomorphism into its image. Pta´k’s theory
[16, 22] applies to show that Λ>P → Λ>(P) is open if we verify that P is fully complete
(B-complete in the sense of Pta´k) and that Λ>(P) is barreled. It is well known [22,
p. 123] that the strong dual of a reflexive Fre´chet space is fully complete, so P , as a
(DFS)-space, is fully complete. Now, a closed subspace of a (DFS)-space must itself
be a (DFS)-space. Since S ′+/N0 is a (DFS)-space, we obtain that Λ>(P) is also a
(DFS)-space and hence barreled.
Suppose now that (P2) were false. Then, there are j and α > 0 such that gn(x) =∑n
ν=0 bν,nfν(x) = O(x
α) (C, j), x→∞, gn(x) = O(x−α) (C, j), x→ 0+, and g(−j)n (x) ∈
C(0,∞), with bn,n 6= 0 for infinitely many indices n. If p ≥ max{α+j+2}, we conclude
that there is an increasing sequence of indices n0 < n1 < · · · < nk < . . . such that
{pi(gnk)}∞k=0 ⊂ S ′0,p. Let hnk =
∑nk
ν=0(bν,nk/‖pi(gnk)‖S′0,p)pi(fν) =
∑nk
ν=0 aν,nkpi(fν) with
ank,nk 6= 0. Then {hnk}∞k=0 is bounded in S ′0 because of the continuity of the inclusion
mapping S ′0,p → S ′(0,∞). We deduce then that {hnk}∞k=0 is a bounded set of ΛT (P)
and since Λ> is open, we should have that the set of polynomials {∑nkν=0 aν,nkξν}∞k=0 is
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bounded in P as well. But the latter can only hold if there is k0 such that aν,nk = 0
for all indices nk ≥ nk0 and ν ≥ nk0 , which produces a contradiction. This completes
the proof of the theorem. 
Let us discuss a simple example to illustrate Theorem 3.1.
Example 3.3 (The generalized Borel problem). Let {kn}∞n=0 be sequence of natural
numbers with kn → ∞ and let {xn}∞n=0 be a sequence of positive real numbers such
that all pairs (kn, xn) are distinct. The distribution sequence {fn}∞n=0 given by fn(x) =
δ(kn)(x− xn) satisfies (P1) and (P2). Consequently, Theorem 3.1 gives that
(3.2) φ(kn)(xn) = an, n ∈ N,
is always solvable in S(0,∞). If {xn}∞n=0 stays on a fixed compact subset of (0,∞),
multiplying by a cut-off function, we can in fact find solutions to (3.2) that belong to
D(0,∞). In particular, choosing xn = x0 to be constant and kn = n the sequence of
all natural numbers, we recover the well known fact that
(3.3) φ(n)(x0) = an , n ∈ N .
has solution φ ∈ D(R). Performing a translation, one easily sees that one may take
an arbitrary x0 ∈ R in (3.3), that is, every classical Borel problem has a solution
φ ∈ D(R).
Theorem 3.1 can be generalized to distribution two-sided sequences {fn}n∈Z. In fact,
consider
(3.4) 〈fn, φ〉 = an , n ∈ Z .
If we set for n ∈ N
cn =
{
an/2 if n is even
a−(n+1)/2 if n is odd
and gn =
{
fn/2 if n is even
f−(n+1)/2 if n is odd ,
then the moment problem (3.4) is equivalent to 〈gn, φ〉 = cn, n ∈ N, while that (P1)
and (P2) hold for {gn}∞n=0 translates into:
(P1*) no element of N0 is a linear combination of . . . , f−2, f−1, f0, f1, f2, . . . , and
(P2*) there is an increasing sequence of integers {mj}∞j=0 such that for each j ∈ N
and each α > 0 there exists ν = νj,α ∈ N such that if N ≥ ν:
∑N
n=−N bnfn(x) =
O(xα) (C,mj), x → ∞,
∑N
n=−N bnf
(−mj)
n (x) is continuous for x ∈ (0,∞) and∑N
n=−N bnfn(x) = O(x
−α) (C,mj), x→ 0+, imply bn = 0 for every |n| ≥ ν.
We thus obtain,
Corollary 3.4. Let {fn}n∈Z ⊂ S ′+. Every (3.4) admits a solution φ ∈ S(0,∞) if and
only if the conditions (P1*) and (P2*) are satisfied.
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We end this section with an example.
Example 3.5. The so called strong moment problem,
an =
∫ ∞
0
xnφ(x)dx, n ∈ Z ,
was studied and solved in [6] for φ ∈ S(0,∞). Using Corollary 3.4, we can strengthen
the main result of [6] as follows. Let {αn}n∈Z be a two-sided sequence. Then, every
strong moment problem
an =
∫ ∞
0
xαnφ(x)dx, n ∈ Z,
is solvable in S(0,∞) if and only if all elements of the sequence are distinct and
|<e αn| → ∞ as |n| → ∞.
Remark 3.6. The simple reduction explained above for moment problems with two-
sided sequences also applies to all results from the next sections, we will therefore omit
any comment concerning two-sided sequences in the sequel.
4. Moment problems with function sequences
We now focus our attention on function sequences. Throughout this section {fn}∞n=0 ⊂
S ′+ stands for a sequence such that each fn is a non-identically zero locally integrable1
function with continuous primitives2 on (0,∞). Note that we allow fn not being inte-
grable near x = 0. The distributional evaluation 〈fn, ϕ〉 for φ ∈ S(0,∞) can be always
written [27] as a Cesa`ro integral and thus we may rewrite in this case the moment
problem (3.1) as
(4.1)
∫ ∞
0
φ(x)fn(x)dx = an (C), n ∈ N ,
Naturally, if each fn has at most polynomial growth, then the Cesa`ro integrals in (4.1)
can be replaced by ordinary integrals.
Theorem 1.1 gives already a complete characterization of those {fn}∞n=0 for which
every moment problem is solvable in S(0,∞). Note that (P1’) for {fn}∞n=0 becomes
equivalent to (P1). On the other hand, (P2) forces the linear combinations of the
1All results from this section are valid for locally distributionally integrable functions in the sense
of the authors [12], and in particular for sequences of locally Denjoy-Perron-Henstock or Lebesgue
integrable functions on (0,∞).
2If fn is locally Denjoy-Perron-Henstock or Lebesgue integrable, its primitive is of course continuous.
The primitives of distributional integrable functions are  Lojasiewicz functions but in general they may
be discontinuous [12], whence this assumption.
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primitives of the sequence to have the ensuing growth property: For each m ∈ N and
α ∈ R+ \ N there exits ν = να,m ∈ N such that if N ≥ ν and bN 6= 0, then
(4.2)
N∑
n=0
bnf
(−m)
n (x) = Ω(x
α) as x→∞ or
N∑
n=0
bnf
(−m)
n (x) = Ω(x
−α) as x→ 0+ .
Since all primitives of fn are continuous on (0,∞), the latter property is actually
equivalent to condition (P2).
The next theorem tells that if for a fixed m one slightly strengthens these two
conditions, then one obtains, together with linear independence, a useful criterion for
the solvability of arbitrary moment problems (4.1).
Theorem 4.1. Let m ≥ 1. Suppose that {fn}∞n=0 satisfies (P1’) and has the following
property:
(P3) For any given α > 0 there is ν = να ∈ N such that if N ≥ ν and bN 6= 0, then
one can find σ = σN > 1 such that
inf
a∈[1,σ]
∣∣∣∣∣
N∑
n=0
bnf
(−m)
n (ax)
∣∣∣∣∣ = Ω(xα) as x→∞ ,(4.3)
or
inf
a∈[1,σ]
∣∣∣∣∣
N∑
n=0
bnf
(−m)
n (ax)
∣∣∣∣∣ = Ω(x−α) as x→ 0+ .
Then every generalized moment problem (4.1) is solvable in S(0,∞). If additionally
each fn is a Darboux function
3 (i.e., has the intermediate value property), then (4.3)
might be replaced by
inf
a∈[1,σ]
∣∣∣∣∣
N∑
n=0
bnfn(ax)
∣∣∣∣∣ = Ω(xα) as x→∞ ,(4.4)
or
inf
a∈[1,σ]
∣∣∣∣∣
N∑
n=0
bnfn(ax)
∣∣∣∣∣ = Ω(x−α) as x→ 0+ .
Proof. In view of Theorem 1.1, we only need to show that (P3) ensures the validity
of (P2). Suppose that (P3) is satisfied but (P2) does not hold. Then, one can find
α > j ≥ 1 (α /∈ N) and a sequence gk =
∑Nk
n=0 bn,Nkfn such that bNk,Nk 6= 0 and either
3Every continuous function is of course a Darboux function. More generally, if each fn is a
 Lojasiewicz function it must have the Darboux property [12, 19].
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g
(−j−m)
k (x) = o(x
α+j) as x→∞ or g(−j−m)k (x) = o(xj−α) as x→ 0+. The latter implies
that, for each φ ∈ S(0,∞),
(4.5) lim
λ→∞
1
λα
∫ ∞
0
g
(−m)
k (λx)φ(x)dx = 0 or lim
λ→0+
λα
∫ ∞
0
g
(−m)
k (λx)φ(x)dx = 0 .
Let ν be the integer corresponding to α in (P3). Fix k and σ > 1. Taking a
nonnegative test function φ with suppφ ⊂ [1, σ] and ∫ σ
1
φ(x)dx = 1 in (4.5) and
applying the mean-value theorem [12, Sect. 11], we obtain that for each λ one can find
aλ ∈ (1, σ) such that either
(4.6) lim
λ→∞
g
(−m)
k (λaλ)
λα
= 0 or lim
λ→∞
g
(−m)
k (aλ/λ)
λα
= 0 .
On the other hand, (P3) tells us that if Nk > ν there are σ > 1, a sequence λn →∞,
and C > 0 such that either |g(−m)k (λna)| ≥ Cλαn or |g(−m)k (a/λn)| ≥ Cλαn for all a ∈ [1, σ]
and n ∈ N, contradicting (4.6).
Note that integration by parts in (4.5) leads to
either lim
λ→∞
1
λα−m
∫ ∞
0
gk(λx)φ(x)dx = 0 or lim
λ→0+
λα+m
∫ ∞
0
gk(λx)φ(x)dx = 0 .
If we assume that each fn is a Darboux function, then so is each gk. The mean-value
theorem still applies4 to prove that assuming that (P2) fails is contradictory with (4.4).
The result has been established. 
It should be noticed that Theorem 1.1, stated in the Introduction, immediately
follows by taking m = 1 in Theorem 4.1.
Next, we are interested in weigthed moment problems of the form
(4.7)
∫ ∞
0
xαnf(x)φ(x)dx = an (C), n ∈ N,
where f ∈ S ′+ is a (non-identically zero) locally integrable function (with continuous
primitive) on (0,∞). We point out that (P1) holds if and only if {αn}∞n=0 consists of
distinct complex numbers. We will prove that (P2) forces the sequence {αn}∞n=0 to
stay off vertical strips except for finitely many terms.
Theorem 4.2. Let {αn}∞n=0 be a sequence of distinct complex numbers with the property
there is n0 such that <e αn 6= <e αm for all distinct n,m > n0. Then, every moment
problem (4.7) is solvable in S(0,∞) if and only if
(4.8) lim
n→∞
|<e αn| =∞
and
4See the proof of [12, Prop. 11.1].
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(I) if lim
n→∞
<e αn =∞, then for each m ∈ N the m-primitive of f satisfies
(4.9) −∞ < lim sup
x→∞
log |f (−m)(x)− P (x)|
log x
,
for each polynomial P of degree at most m− 1;
(II) if lim
n→∞
<e αn = −∞, then for each m ∈ N.
(4.10) ∞ < lim sup
x→0+
log |f (−m)(x)− P (x)|
| log x| ,
for each polynomial P of degree at most m− 1;
(III) if lim inf
n→∞
<e αn = −∞ and lim sup
n→∞
<e αn =∞, then for each m ∈ N both (4.9)
and (4.10) hold for each polynomial P of degree at most m− 1.
Proof. For each n, find fn ∈ S ′+ such that fn(x) = xαnf(x) for x ∈ (0,∞). It is clearly
that the sequence {fn}∞n=0 is linearly independent on (0,∞) and consequently N0 has
trivial intersection with the linear span of {fn}∞n=0.
Assume that every moment problem (4.7) is solvable in S(0,∞). Fix M > 0 and
set AM = {n ∈ N : −M ≤ <e αn ≤ M}. Since f ∈ S ′+, there is m ≥ 1 and θ > m
such that f (−m) ∈ C[0,∞), f (−m)(x) = O(xθ) as x → ∞, and f (−m)(x) = O(xM+1/2)
as x→ 0+. On the other hand (cf. [11, Eq. (6.53), p. 302] or [2, Lemma 1.3]),
(4.11) f (−m)n =
m∑
k=0
(−1)kk!
(
m
k
)(
αn
k
)
(xαn−kf (−m))(−k) + P on (0,∞).
where, P (x) is a polynomial of degree at most m − 1. So, if n ∈ AM , one has that
f
(−m)
n (x) = O(xθ+M) as x → ∞ and f (−m)n (x) = Q(x) + O(x1/2) as x → 0+ for some
polynomial Q of degree at most m− 1. In particular f (−m)n ∈ C(0,∞), fn(x) = O(xα)
(C,m), x→∞, and fn = O(x−α) (C,m), x→ 0+, for α ≥ max{θ+M −m,m− 1/2}.
The property (P2) implies that this cannot hold for infinitely many n, so that AM
must be finite.
Suppose that lim
n→∞
<e αn = ∞ but that (4.9) is false for some m, i.e., f (−m)(x) =
Q(x) + o(x−αn) as x → ∞, for every n > 0, where Q is a polynomial of degree less
than m. Since
0 =
m∑
k=0
(−1)kk!
(
m
k
)(
αn
k
)
(xαn−kQ)(m−k) on (0,∞),
the formula (4.10) then yields f
(−m)
n ∈ C(0,∞) and fn(x) = O(1) (C,m) as x→∞, for
each n. Furthermore, since <e αn is bounded from below, we also get fn(x) = O(x−α)
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(C,m), for some α (and a possibly enlarged m), whence we deduce that (4.2) (and
hence (P2)) cannot hold. The cases (II) and (III) can be treated in a similar fashion.
An analogous argument, with aid of the relation (cf. [2, Lemma 1.3])
f (−m) =
m∑
k=0
(−1)kk!
(
m
k
)(
g
(−m)
N
F
(k)
N
)(−k)
+Q ,
where FN(x) =
∑N
n=0 bnx
αn , gN(x) =
∑N
n=0 bnfn, and Q a certain polynomial (de-
pending on FN) of degree at most m − 1, shows that the conditions are sufficient for
(P2). 
Employing the same method as in proof of Theorem 4.1, one deduces:
Proposition 4.3. Let {αn}∞n=0 be a sequence of distinct complex numbers with the
property there is n0 such that <e αn 6= <e αm for all distinct n,m > n0. Suppose that
(4.8) holds and there are m ≥ 1 and σ > 1 such that
(I) if lim
n→∞
<e αn =∞, then
(4.12) −∞ < lim sup
x→∞
log inf
a∈[1,σ]
|f (−m)(ax)− P (ax)|
log x
,
for each polynomial P of degree at most m− 1;
(II) if lim
n→∞
<e αn = −∞, then
(4.13) lim inf
x→0+
log inf
a∈[1,σ]
|f (−m)(ax)− P (ax)|
| log x| <∞ ,
for each polynomial P of degree at most m− 1;
(III) if lim inf
n→∞
<e αn = −∞ and lim sup
n→∞
<e αn = ∞, then both (4.12) and (4.13))
hold for each polynomial P of degree at most m− 1.
Then every moment problem (4.7) has solutions φ ∈ S(0,∞). If f is a Darboux
function, one may take m = 0 (so that P = 0) in (4.12) and (4.13).
5. The measure weighted moment problem
We consider here the measure weighted moment problem
(5.1)
∫ ∞
0
xαnφ(x)dF (x) = an, n ∈ N ,
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where we assume that {αn}∞n=0 is sequence of real numbers and F is a function of local
bounded variation on (0,∞) that satisfies
(5.2)
∫ 1
0
xσ1|dF |(x) <∞
and
(5.3)
∫ ∞
1
x−σ1|dF |(x) <∞ ,
for some σ1 > 0, where |dF | is the total variation measure of dF . This ensures
dF ∈ S ′(0,∞).
We start with a necessary condition for the solvability of (5.1).
Proposition 5.1. Suppose that every moment problem (5.1) has solutions φ ∈ S(0,∞),
then the numbers αn are distinct, |αn| → ∞ and there is σ0 > 0 such that
(I) if lim
n→∞
αn =∞, then
(5.4)
∫ ∞
1
x−σ0|dF |(x) =∞ ;
(II) if lim
n→∞
αn = −∞, then
(5.5)
∫ 1
0
xσ0|dF |(x) =∞ ;
(III) if lim inf
n→∞
αn = −∞ and lim sup
n→∞
αn =∞, then both (5.4) and (5.5) hold.
Proof. Let fn be an extension of x
αndF (x) to S ′+. Since (P1) holds, the αn’s should
be distinct. If |αn| ≤M for all n ∈ N, using the assumptions (5.2) and (5.3), we would
have ∣∣∣∣∣
N∑
n=0
bn
∫ x
1
tαndF (t)
∣∣∣∣∣ = O(xM+σ1) as x→∞
and
(5.6)
∣∣∣∣∣
N∑
n=0
bn
∫ x
1
tαndF (t)
∣∣∣∣∣ = O(x−M−σ1) as x→ 0+ ,
contradicting (P2) for {fn}∞n=0. If αn → ∞, a bound (5.6) must hold because αn is
bounded from below. If (5.4) were not valid, then we would have
∫∞
1
tαn|dF |(t) < ∞
for all n ∈ N, leading to∣∣∣∣∣
N∑
n=0
bn
∫ x
1
tαndF (t)
∣∣∣∣∣ = O(1) , x ≥ 1 .
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This again contradicts (P2). The cases (II) and (III) can be treated similarly.

Note that either (5.4) or (5.5) always yields that the support of dF is an infinite
subset of (0,∞). If additionally the αn’s are distinct, the latter implies (P1) for any
distribution sequence {fn}∞n=0 of S ′+ that extends xαndF (x), that is, fn(x) = xαndF (x)
on (0,∞).
We give the converse of Proposition 5.1 for non-negative measures. In fact, the next
theorem gives a complete characterization of those non-negative measures dF for which
(5.1) is always solvable in S(0,∞).
Theorem 5.2. Let F be non-decreasing on (0,∞) satisfying (5.2) and (5.3), and let
{αn}∞n=0 be a sequence of distinct real numbers. Then, every moment problem (5.1) has
solutions φ ∈ S(0,∞) if and only if |αn| → ∞ and there is σ0 > 0 such that
(I) if lim
n→∞
αn =∞, then (5.4) holds;
(II) if lim
n→∞
αn = −∞, then (5.5) holds;
(III) if lim inf
n→∞
αn = −∞ and lim sup
n→∞
αn =∞, then both (5.4) and (5.5) hold.
Proof. We only need to show the converse. We assume lim
n→∞
<e αn = ∞, the proofs
in remaining two cases are analogous. We may rearrange the sequence in increasing
order α0 < α1 < · · · < αn → ∞. We prove that (5.4) implies (P2), for an extension
sequence of the xαndF (x) to S ′+, by contraposition. Note that the O-bound (5.6) holds
as x→ 0+ with −M = α0; so, if (P2) fails, there are m, α > 0, and an infinite sequence
of indices Nk such that∫ x
1
(
tαNk +
Nk−1∑
n=0
bn,kt
αn
)(
1− t
x
)m
dF (t) = O(xα), x ≥ 1 .
for some constants bn,k. We have
∑Nk−1
n=0 bn,kt
αn = o(tαNk ). Therefore,
G(t) =
∫ x
1
tαNkdF (t) ≤ 2m
∫ 2x
1
(
1− t
2x
)m
tαNkdF (t) = O(xα), x ≥ 1 .
Integrating by parts,∫ x
1
tαNk−α−1dF (t) =
G(x)
xα+1
+ (α + 1)
∫ x
1
G(t)
tα+2
dt = O(1) ,
which implies that (5.4) cannot hold because αNk →∞. 
If the measure dF vanishes on (0, λ0), then (5.5) cannot hold, which excludes the
cases (II) and (III) from Proposition 5.1 and Theorem 5.2. Also, the abscissa of absolute
convergence of the Mellin transform of
∫∞
0
x−sdF (x), denoted as σa, is the infimum of
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those σ1 for which (5.3) holds. Under our assumption (5.3), σa < ∞, but it may be
equal to −∞.
Corollary 5.3. Let F be a non-decreasing function of at most polynomial growth that
vanish on (−∞, λ) for some λ > 0, and let {αn}∞n=0 be a sequence of distinct real
numbers. Then, every moment problem (5.1) has solutions φ ∈ S(0,∞) if and only if
αn → ∞ and the abscissa of convergence of the Mellin transform of dF is finite, that
is, σa > −∞.
Example 5.4. Let {λk}∞k=1 be a non-decreasing sequence of positive real numbers and
let {ck}∞k=0 be a non-negative sequence. According to Corollary 5.3, every arbitrary
moment problem
an =
∞∑
k=1
ckλ
αn
k φ(k), n ∈ N.
has solutions φ ∈ S(0,∞) if and only if αn → ∞ and the Dirichlet series F (s) =∑∞
k=1 ckλ
−s has finite abscissa of convergence. In particular, if αn → ∞, moment
problems such as
an =
∞∑
k=1
φ(k)kαn , n ∈ N , and an =
∑
p prime
φ(p)pαn , n ∈ N ,
are always solvable in S(0,∞).
6. Density of the set of solutions of moment problems
In order to study vector valued moment problems, it is convenient to consider first
several results on the density of some linear manifolds in a general topological vector
space.
Let E be a locally convex topological vector space. It is well known that a linear
functional f : E −→ C is continuous if and only if the linear subspace ker f = {x ∈
E : f (x) = 0} is closed, or, equivalently, f is discontinuous if and only if ker f is
dense in E. We would like to consider the corresponding situation when not one but
several linear functionals are given. In the following we shall employ the notation
ker (f1, . . . , fn) =
⋂n
k=1 ker fk.
Definition 6.1. Let f1, . . . , fn be linear functionals on the locally convex topologi-
cal vector space E. We say that they are completely discontinuous if the only linear
combination
∑n
k=1 ckfk that is continuous is the one with ck = 0 for all k.
If we denote by pi the projection from the algebraic dual space E ′alg onto E
′
alg/E
′,
then f1, . . . , fn are completely discontinuous if and only if pi(f1), . . . , pi(fn) are linearly
independent.
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Proposition 6.2. Let f1, . . . , fn be n linearly independent linear functionals on the
locally convex topological vector space E. Let k be the dimension of the vector subspace
G of Cn formed by those vectors (c1, . . . , cn) such that
∑n
i=1 cifi is continuous. Then
codimE ker (f1, . . . , fn) = k .
In particular, ker (f1, . . . , fn) is dense in E if and only if f1, . . . , fn are completely
discontinuous.
Proof. Indeed, denote by m the codimension of ker (f1, . . . , fn) in E. We shall first show
that m ≥ k. This is obvious, of course, if k = 0, so let us suppose that k > 0. Then
if cj = (cj,i)
n
i=1 , 1 ≤ j ≤ k, are a basis of G, then the k functionals gj =
∑n
i=1 cj,ifi,
1 ≤ j ≤ k are continuous, and they are also linearly independent, because the fj’s are.
Since ker (f1, . . . , fn) ⊂ ker (g1, . . . , gk) , and the latter space is closed, we obtain that
ker (f1, . . . , fn) ⊂ ker (g1, . . . , gk) , and thus m ≥ k.
To show that m ≤ k we may assume that m > 0. Since ker (f1, . . . , fn) is a closed
subspace of codimension m, we can find m linearly independent continuous functionals
g1, . . . , gm such that ker (f1, . . . , fn) = ker (g1, . . . , gm) . The fact that ker (f1, . . . , fn) ⊂
ker gj for any j yields that gj is a linear combination of f1, . . . , fn, say gj =
∑n
i=1 cj,ifi;
then the vectors cj = (cj,i)
n
i=1 for 1 ≤ j ≤ m are linearly independent in G, and thus
m ≤ k. 
Observe, furthermore, that if f1, . . . , fn are linearly independent, then the dimension
of the vector space generated by pi(f1), . . . , pi(fn) is precisely n− k.
If f1, . . . , fn are linearly independent, then the map from E to Cn given by x 7→
(〈fj, x〉)nj=1 is surjective. Therefore we obtain the following result on finite moment
problems.
Corollary 6.3. If f1, . . . , fn are completely discontinuous, then for any vector (aj)
n
j=1
of Cn, the set of solutions of the moment problem
〈fj, x〉 = aj , 1 ≤ j ≤ n ,
is dense in E.
Sometimes it is necessary to employ the following simple result.
Lemma 6.4. Let E be a locally convex topological vector space and let F be a closed
subspace of finite codimension. Then the linear functionals f1, . . . , fn are completely
discontinuous in E if and only if their restrictions to F are.
In general the intersection of an infinite sequence of dense linear manifolds does not
have to be dense, so that the result of the Corollary 6.3 does not hold for infinite
moment problems. We shall show that when E = S (0,∞) and the linear functionals
are Cesa`ro admissible then the density of the set of solutions holds in many cases, but
before we do this we give an example when the set of solutions is not dense.
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Example 6.5. Let E be the normed space formed by the polynomials in one vari-
able, with norm ‖p‖ = max|t|≤1 p (t) . Consider the sequence of functionals {fk}∞k=1,
fk (t) = δ
(k) (t) . For each n, f1, . . . , fn are completely discontinuous, and as the corol-
lary predicts, the set Sn = {p ∈ E : 〈fj, p〉 = aj , 1 ≤ j ≤ n} is dense in E for any
constants a1, . . . , an. However, for many infinite sequences {ak}∞k=1 we have that the
set {p ∈ E : 〈fj, p〉 = aj , j ≥ 1} is empty, and when not empty, it is an affine subspace
of dimension 1. Thus
⋂∞
n=1 Sn is never dense in E.
Suppose now that E is a Fre´chet space whose topology is given by the basis of
increasing seminorms {pk}∞k=1 . Consider a family {fk}∞k=1 of continuous linear func-
tionals. We shall say that the sequence of blocks
{
{fj}Nk+1j=Nk
}∞
k=0
is strictly admissible
with respect to the sequence of seminorms {pk}∞k=1 if {Nk}∞k=0 is an increasing sequence
of integers with N0 = 1 such that the following two conditions are satisfied:
(1) {f1, . . . , fNk} are continuous with respect to pk;
(2) {fNk+1, fNk+2, . . .} are completely discontinuous with respect to pk.
We can then prove the density of the set of solutions of certain infinite moment
problems.
Proposition 6.6. Let
{
{fj}Nk+1j=Nk
}∞
k=0
be strictly admissible with respect to {pk}∞k=1 .
Let {ak}∞k=N1+1 be an arbitrary sequence of complex numbers. Then the set of solutions
of the moment problem
(6.1) 〈fj, x〉 = aj , j ≥ N1 + 1 ,
is dense in the seminormed space (E, p1) . Actually for any ε > 0 and any x0 ∈ E there
is a solution of (6.1) such that
p1 (x− x0) ≤ ε , 〈fj, x〉 = 〈fj, x0〉 , 1 ≤ j ≤ N1 .
Proof. Let {εk}∞k=1 be a sequence with εk > 0 for all k and with
∑∞
k=1 εk = ε. Con-
sidering the set fN1+1, . . . , fN2 , which is completely discontinuous with respect to p1,
the Corollary 6.3 and the Lemma 6.4 show the existence of x1 such that p1 (x1) < ε1,
〈fj, x1〉 = 0 for 1 ≤ j ≤ N1, while 〈fj, x1〉 = aj − 〈fj, x0〉 for N1 + 1 ≤ j ≤ N2.
Proceeding in a recursive fashion, for each k ≥ 2 we can find xk such that pk (xk) < εk,
〈fj, xk〉 = 0 for 1 ≤ j ≤ Nk, while 〈fj, xk〉 = aj −
∑k−1
i=0 〈fj, xi〉 for Nk + 1 ≤ j ≤ Nk+1.
The series
∑∞
k=0 xk converges in E since for any q we have
∞∑
k=0
pq (xk) ≤
q−1∑
k=0
pq (xk) +
∞∑
k=q
pq (xk) ≤
q−1∑
k=0
pq (xk) +
∞∑
k=q
εk <∞ .
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Let x =
∑∞
k=0 xk. Then
p1 (x− x0) ≤
∞∑
k=1
p1 (xk) ≤
∞∑
k=1
εk = ε ,
while by continuity 〈fj, x〉 =
∑∞
i=0 〈fj, xi〉 , which is actually a finite sum; this gives
gives 〈fj, x〉 = 〈fj, x0〉 , for 1 ≤ j ≤ N1 and if k ≥ 1,
〈fj, x〉 =
k∑
i=0
〈fj, xi〉 = 〈fj, xk〉+
k−1∑
i=0
〈fj, xi〉 = aj ,
for Nk + 1 ≤ j ≤ Nk+1, as required. 
Let us now go back to moment problems in the space E = S (0,∞) . If a sequence of
functionals {fk}∞k=0 is the restriction to (0,∞) of a sequence that is Cesa`ro admissible,
and {pk}∞k=1 is an increasing sequence of continuous seminorms of E that gives the
topology, in general it is not possible to arrange {fk}∞k=0 in blocks to obtain strict
admissibility. However, we can construct sequences {p˜k}∞k=1 , {gk}∞k=0, and {Nk}∞k=0
such that
(1) {p˜k}∞k=1 is also an increasing sequence of continuous seminorms that gives the
topology of E;
(2)
{
{gj}Nk+1j=Nk
}∞
k=0
is strictly admissible with respect to {p˜k}∞k=1 ;
(3) there is a linear bijective map T from CN to itself5 such that T
(
{fj}∞j=0
)
= {gj}∞j=0 . Actually there are increasing sequences m0 = 0 < m1 < m2 < · · · ,
such that the vector (gj)
mk+1
j=mk+1
is obtained by multiplying (fj)
mk+1
j=mk+1
by an
invertible matrix.
The construction is as follows. Naturally we put N0 = 1. Next, take p˜1 = p1. Since
{fk}∞k=0 is Cesa`ro admissible, we can find integers n1 and l1, with n1 ≤ l1 such that
f0, . . . , fn1 are continuous with respect to p˜1 while fl1+1, fl1+2, fl1+3, . . . are completely
discontinuous with respect to p˜1; we can take them so that n1 is the maximum while
l1 is the minimum with this property. If l1 = n1 we take N1 = n1. If l1 = n1 + q, q ≥ 1,
we can find linear combinations
gn1+j =
q∑
i=1
αj,ifn1+i +
m1∑
k=n1+q+1
βj,ifk ,
for 1 ≤ j ≤ q such that the matrix (αj,i)qj,i=1 is invertible, and for some N1, with
n1 < N1 ≤ l1 the functionals f0, . . . , fn1 , gn1+1, . . . gN1 are continuous with respect to
p˜1 while gN1+1, . . . , gl1 , fl1+1, fl1+2, fl1+3, . . . are completely discontinuous with respect
5The map T is actually bicontinuous with respect to the topology of pointwise convergence in CN.
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to p˜1. Put gj = fj for 0 ≤ j ≤ n1 and for l1 + 1 ≤ j ≤ m1. The vector (gj)m1j=1 is
obtained by multiplying (fj)
m1
j=1 by an invertible matrix.
We then find a seminorm p˜2 among the pk’s for k ≥ r1 such that g0, . . . , gm1 and
fm1+1, . . . , fn2 are continuous with respect to p˜2 while fl2+1, fl2+2, fl2+3, . . . are com-
pletely discontinuous with respect to p˜2 for some integers n2 and l2, with m1+1 ≤ n2 ≤
l2. Then we employ the same procedure to find N2 and m2 such that n2 ≤ N2 ≤ l2 ≤ m2
and linear combinations gj, m1 + 1 ≤ j ≤ m2 of the fk’s, m1 + 1 ≤ k ≤ m2, so that
(gj)
m2
j=m1+1
is obtained by multiplying (fj)
m2
j=m1+1
by an invertible matrix, g0, . . . gN2
are continuous with respect to p˜2 while gN2+1, gN2+2, gN2+3, . . . are completely discon-
tinuous with respect to p˜2.
We may then proceed inductively, constructing seminorms p˜k, integers nk, Nk, lk,
and mk with mk−1 + 1 ≤ nk ≤ Nk ≤ lk ≤ mk, define (gj)mkj=mk−1+1 by multiplying
(fj)
mk
j=mk−1+1
by an appropriate invertible matrix, so that g1, . . . gNk are continuous
with respect to p˜k while gNk+1, gNk+2, gNk+3, . . . are completely discontinuous with
respect to p˜k. The three conditions above are then clearly satisfied.
Notice that condition (3) in our construction implies that the moment problems
〈fj, φ〉 = aj , j ∈ N ,
have solution for all sequences {ak}∞k=0 if and only if the same is true of all the moment
problems
〈gj, φ〉 = bj , j ∈ N ,
for arbitrary sequences {bk}∞k=0. We can also use the density of the set of solutions of
one moment problem to obtain the corresponding density of the set of solutions of the
other, as we explain in precise terms in the next proposition.
Proposition 6.7. Let {fk}∞k=0 be a sequence of distributions of the space S+ that
satisfies conditions (P1) and (P2). Let p be any continuous seminorm in S (0,∞) .
Then there exists m ∈ N such that if {ak}∞k=m is an arbitrary sequence of complex
numbers, then the set of solutions of the moment problem
(6.2) 〈fj, φ〉 = aj , j ≥ m,
is dense in the seminormed space (S (0,∞) , p) . If the sequence {fk}∞k=0 is completely
discontinuous with respect to p then we can take m = 0.
Proof. Let {pk}∞k=1 be an increasing sequence of continuous seminorms of S (0,∞) that
gives the topology, with p1 = p. We can then construct the sequence {gj} so that
conditions (1), (2), and (3) are satisfied. Observe that for any k the set of solutions of
the moment problem 〈fj, φ〉 = 0, for j ≥ mk, is exactly the same as the set of solutions
of 〈gj, φ〉 = 0, for j ≥ mk, and since
{
{gj}Nk+1j=Nk
}∞
k=0
is strictly admissible with respect
to {p˜k}∞k=1 , Proposition 6.6 gives that such set of solutions is dense in S (0,∞) with
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the topology given by the seminorm p˜k. Hence, if we take m = m1 we obtain that the
set of solutions of 〈fj, φ〉 = 0 for j ≥ m is dense in (S (0,∞) , p) . Therefore, if {ak}∞k=m
is an arbitrary sequence of complex numbers, by translating by a particular solution of
(6.2) – particular solution that exists because (P1) and (P2) are satisfied – we obtain
that the set of solutions of (6.2) is likewise dense in (S (0,∞) , p) . That we can take
m = 0 if {fk}∞k=0 is completely discontinuous with respect to p should be clear from
our construction. 
The next related result, which will be needed in our analysis of the vector moment
problems, follows by the same arguments.
Proposition 6.8. Let {fk}∞k=0 be a sequence of distributions of the space S+ that
satisfies conditions (P1) and (P2). Let p be any continuous seminorm in S (0,∞) .
Then there exists m ∈ N such that if {ak}∞k=m is an arbitrary sequence of complex
numbers, then for each ε > 0 the moment problem
〈fj, φ〉 = aj , j ≥ m, 〈fj, φ〉 = 0 , 0 ≤ j < m ,
has a solution with p (φ) < ε.
7. Vector moment problems
We now consider some vector moment problems.
Let X be a Fre´chet space. Let ‖ ‖1 ≤ ‖ ‖2 ≤ ‖ ‖3 . . . be a sequence of seminorms of
X that generate its topology. Let {ak}∞k=0 be an arbitrary sequence of elements of X
and let {fj}∞j=0 be a sequence of distributions of the space S+. We wish to study the
problem of finding a rapidly decreasing smooth function φ : R → X with support in
[0,∞) such that
(7.1) 〈fj, φ〉 = aj , j = 0, 1, 2, 3, . . . .
Notice that asking φ to be a rapidly decreasing smooth function means that φ ∈
S(R,X ) ∼= S(R) ⊗̂ X . In general [26], ψ belongs to S(Rn,X ) if and only if for each
k,m ∈ Nn the set {xkDmψ(x) : x ∈ Rn} is bounded in X . For a Fre´chet space this
means that
(7.2) ‖Dmψ(x)‖q = O(|x|−k) , as |x| → ∞ ,
for each m ∈ Nn and q, k ∈ N. Notice also that S((0,∞),X ) ∼= S(0,∞) ⊗̂ X are the
elements of S(R,X ) with support in [0,∞).
If {fj}∞j=0 is a sequence of distributions of the space S+ that satisfies conditions (P1)
and (P2), then we can find functions ρk ∈ S(0,∞) such that
(7.3) 〈fj, ρk〉 = δj,k , j = 0, 1, 2, 3, . . . ,
where δj,k = 0, j 6= k, δk,k = 1, is the Kronecker delta. One is tempted to try to
solve (7.1) by setting φ(x) =
∑∞
k=0 ρk(x)ak. However, this series could be divergent
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and even if convergent the sum might not belong to S((0,∞),X ). However, as we shall
show, if we choose the ρk’s carefully then the series converges and gives an element of
S((0,∞),X ).
Theorem 7.1. Let X be a Fre´chet space and let {ak} be an arbitrary sequence of
elements of X . Let {fk}∞k=0 be a sequence of distributions of the space S+ that satisfies
conditions (P1) and (P2). Then the moment problem
(7.4) 〈fj, φ〉 = aj , j ∈ N .
has solutions φ ∈ S((0,∞),X ).
Proof. Let
(7.5) Qn = ‖an‖n ,
so that ‖aj‖n ≤ Qj if j ≥ n. Let us choose εn > 0 so that
∑∞
n=1 εnQn <∞. Let {pk}∞k=1
be an increasing sequence of continuous seminorms of S (0,∞) that gives the topology.
Employing Proposition 6.8 we can find a sequence of positive integers {mi}∞i=1 , which
we may suppose increasing, and for k ≥ mi solutions ρ{i}k of the moment problem (7.3)
with pi
(
ρ
{i}
k
)
≤ εk. If we now put ρk = ρ{i}k for mi ≤ k ≤ mi+1 − 1, and take any
solutions ρk for k < m1, then the series
∑∞
k=0 ρk(x)ak converges in S(0,∞) ⊗̂ X ∼=
S((0,∞),X ). Indeed, convergence of the series in the tensor product would follow [26]
if we show that for each N and M the series
∑∞
k=0 pN (ρk) ‖ak‖M converges. But by
taking K = max {M,mN} we obtain
∞∑
k=0
pN (ρk) ‖ak‖M ≤
K−1∑
k=0
pN (ρk) ‖ak‖M +
∞∑
k=K
pN (ρk) ‖ak‖M
≤
K−1∑
k=0
pN (ρk) ‖ak‖M +
∞∑
k=K
εkQk <∞ .
If we now put φ(x) =
∑∞
k=0 ρk(x)ak we obtain
〈fj, φ〉 =
∞∑
k=0
〈fj, ρk(x)〉 ak =
∞∑
k=0
δj,kak = aj ,
because of the convergence and the continuity of the fj’s. 
Needless to say, the conditions (P1) and (P2) are also necessary for the solvability
of the vector moment problem, as follows from Theorem 3.1.
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8. Moment problems in several variables
In this section we consider moment problems for functions of several variables. In-
deed, let V be an open cone with vertex at the origin in Rd, that is, V is an open set
such that λx ∈ V whenever λ > 0 and x ∈ V. Let X be a Fre´chet space. We denote
by S(V,X ) the space of elements of S(Rd,X ) with support contained in V . If {Fn}∞n=0
is a sequence of distributions of the space S ′(Rd) and {an}∞n=0 is a sequence of vectors
of X , we would like to study the existence of solutions of the vector moment problem
(8.1) 〈Fn (x) , φ (x)〉 = an , n ∈ N ,
in the space S(V,X ).
We shall denote by S the unit sphere of Rd, and if U is an open subset of S then
D(U) will denote the set of smooth functions defined in S whose support is contained
in U.
If F ∈ S ′(Rd) and ψ is a smooth function defined in S then we can define the
distribution f (r) = 〈F (rω) , ψ (ω)〉ω of the space S ′ (0,∞) by
〈f (r) , ρ (r)〉r =
〈
Fn (x) , |x|1−d ρ (|x|)ψ (x/ |x|)
〉
, ρ ∈ S (0,∞) .
In general this equation cannot be applied if ρ ∈ S+, so that f does not belong to S ′+,
but there are always extensions6 of f to S ′+.
Proposition 8.1. Let {Fn}∞n=0 be a sequence of distributions of the space S ′(Rd).
Suppose there exists a smooth function ψ ∈ D(V ∩S) such that the generalized functions
of one variable fn (r) = 〈Fn (rω) , ψ (ω)〉ω have extensions7 in S ′+ that satisfy (P1) and
(P2). Then for any arbitrary sequence of vectors {an}∞n=0 in a Fre´chet space X the
moment problem (8.1) has solutions in S(V,X ).
Proof. Indeed, the moment problem 〈fn (r) , ϕ (r)〉 = an has solutions ϕ ∈ S((0,∞) ,X ).
If we put
φ (x) = |x|1−d ϕ (|x|)ψ (x/ |x|) ,
then φ ∈ S(V,X ) and it satisfies the moment problem (8.1). 
Proposition 8.1 implies that if the Fn’s are radial distributions, that is, they depend
only on |x| , Fn (x) = fn (|x|) and the distributions8 fn satisfy (P1) and (P2), then
(8.1) has solutions in S(V,X ) for any cone V : we may just take ψ as any element of
S(V ∩ S) whose integral over V ∩ S does not vanish. Actually we can improve this
result:
6Interestingly [9], there are no continuous extension operators from S ′ (0,∞) to S ′+.
7These distributions belong to the spaces Rd introduced in [15].
8The distributions of one variable fn are not unique [10].
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Corollary 8.2. Let X be a Fre´chet space and let {ak} be an arbitrary sequence of
elements of X . Let {fn}∞n=0 be a sequence of distributions of S ′+ for which (P1) and
(P2) hold and let {gn}∞n=0 be a distribution sequence in D′(S). If {Fn}∞n=0 is any
sequence of distributions in S ′(Rd) such that
〈Fn(x), φ(x)〉 = 〈fn(r)⊗ gn(ω), rd−1φ(rω)〉 for each φ ∈ S(V ),
then (8.1) is solvable in S(V,X ) for any open cone V provided that there is an open
set U of S such that U ⊂ V ∩ S and gn 6= 0 on U .
Proof. In fact, using Proposition 8.1, it suffices to check that there is a smooth function
ψ with suppψ ⊆ U such that 〈gn(ω), ψ(ω)〉 6= 0 for all n ∈ N. To show this, consider
the Fre´chet space Y = {ψ ∈ C∞(S) : suppψ ⊆ U} and the sequence of closed
subspaces Yn = kerY gn = {ψ ∈ Y : 〈gn, ψ〉 = 0}. Since each gn is non-identically zero
on U , we have that Yn 6= Y is of the first category. The Baire theorem implies that
Y 6= ⋃∞n=0 Yn. 
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