Let A be a triangular algebra. The problem of describing the form of a bilinear map B : A × A → A satisfying B(x, x)x = xB(x, x) for all x ∈ A is considered. As an application, commutativity preserving maps and Lie isomorphisms of certain triangular algebras (e.g., upper triangular matrix algebras and nest algebras) are determined.  2004 Elsevier Inc. All rights reserved.
Introduction
Let A be an algebra over R, a commutative ring with unity. By Z(A) we denote the center of A. An R-linear map f : A → A is said to be commuting if it satisfies [f (x), x] = 0 for all x ∈ A (we denote xy − yx by [x, y] , the commutator of x and y). Each commuting R-linear map of the form f (x) = λx +µ(x), where λ is a central element in A and µ : A → Z(A) is an R-linear map, will be called proper. A trace of a bilinear map is a map of the form x → B(x, x), where B : A × A → A is some bilinear map. We say that a commuting trace q is proper if it can be written as q(x) = λx 2 + µ(x)x + ν(x) for some central element λ in A, an R-linear map µ : A → Z(A), and a trace ν : A → Z(A) of some bilinear map. Commuting maps which are not proper will be called improper. For an account on commuting maps we refer the reader to the forthcoming survey paper [20] .
At the beginning of the 90s Brešar described the form of commuting additive maps [17] , and also the form of commuting traces of biadditive maps [18] (see also [23] ) on prime rings. These results have initiated the theory of functional identities, which deals with maps of rings satisfying some identical relations. We refer the reader to [19] for the survey of the theory of functional identities. More recently Cheung [27] considered commuting linear maps on triangular algebras (e.g., on upper triangular matrix algebras and nest algebras). He determined the class of triangular algebras for which every commuting linear map is proper. Motivated by the results of Brešar and Cheung we consider commuting traces of bilinear maps on triangular algebras. The main purpose of this paper is to find a certain class of triangular algebras for which every commuting trace is proper (Theorem 3.1). Consequently, we will be able to consider commuting traces of bilinear maps of upper triangular matrix algebras and nest algebras. It should be mentioned that the form of commuting traces of multilinear maps of upper triangular matrix algebras has already been described by Beidar, Brešar, and Chebotar [3] .
Another important motivation for the present paper is the study of Lie isomorphisms. Let us mention that the first functional identity on prime rings which has turned out to be important because of its applications was the one concerning commuting traces of biadditive maps. Namely, in [18] the long-standing Herstein's conjecture on Lie isomorphisms of prime rings was settled using this identity. This initiated a series of papers on Lie homomorphisms, Lie derivations and some related maps [1, 6, 7, 9, [11] [12] [13] [14] 25, 26, 45] and so in [8] the final solutions to all Herstein's Lie map conjectures were obtained. Commuting traces of biadditive maps appear also in some linear preserver problems [5, 18, 21, 22] , automatic continuity problems [15, 16, 46] and some other Lie algebra problems [10] . Therefore we may expect that commuting traces of bilinear maps on triangular algebras shall also turn out to be useful. The results on Lie isomorphisms and commutativity preserving maps in the last two sections already indicate this.
A Lie isomorphism of an algebra A onto an algebra B is a linear bijective map θ which preserves commutators, i.e.,
θ [x, y] = θ(x), θ(y) for all x, y ∈ A.
Note that if ϕ is an isomorphism or the negative of an antiisomorphism from A onto B and τ is a linear map from A into the center of B, sending commutators to zero, then ϕ + τ is a Lie homomorphism. In [32] Hua proved that each Lie automorphism of the algebra of all n × n matrices, n 3, over a division ring is of such form. Somewhat later, in the series of papers [36, 38, 39] Martindale has extended Hua's theorem to more general rings. Let us also mention that similar result for von Neumann factors (i.e., prime von Neumann algebras) was obtained by Miers [40] . As we have already stated, it was Brešar [18] who solved the problem of describing the form of Lie isomorphisms between prime rings, using his own result on commuting traces. In 1994 Ðoković [31] showed that every Lie automorphism of upper triangular matrix algebras T n (R) over a commutative ring R with-out nontrivial idempotents has the standard form as well. A few years later Marcoux and Sourour [35] obtained a similar characterization for Lie isomorphisms between nest algebras. Using our main result (Theorem 3.1) we shall be able to describe the form of an arbitrary Lie isomorphism of a certain class of triangular algebras (Theorem 4.3). As corollaries to Theorem 4.3, characterizations of Lie isomorphisms of n × n upper triangular matrix algebras, and on nest algebras are obtained.
A commutativity preserving map is a map θ :
The obvious examples are maps of the form
where α is a nonzero central element in B, ϕ : A → B is an isomorphism or an antiisomorphism, and γ : A → Z(B) is a linear map. Clearly, each Lie isomorphism preserves commutativity. Commutativity preserving maps have been studied for almost 30 years.
The usual goal is to show that in certain cases maps of the form (1) are in fact the only examples of commutativity preserving maps. Probably the first result of this kind was obtained by Watkins [47] for the case where θ is a linear bijection and A = B is the algebra of all n × n matrices, n 4, over a field. Afterwards the series of papers [2, 24, 29, 43, 44] on commutativity preserving maps followed, refining Watkins's result in several ways. In particular, Choi, Jafarian, and Radjavi [29] also obtained some extensions of these results to the algebra of bounded linear operators on an infinite dimensional Hilbert space. Similar problems were solved for the algebra of all bounded linear operators of a nontrivial Banach space [42] and also for von Neumann factors [41] . Using his result on commuting traces, Brešar [18, Theorem 2] described the form of linear bijective commutativity preserving maps on a rather general class of prime algebras. Later Marcoux and Sourour [34] obtained the characterization of linear maps preserving commutativity in both directions (i.e., [x, y] = 0 if and only if [θ(x), θ(y)] = 0) on upper triangular matrix algebras T n (F ) over a field F . In the last section of the present paper we consider linear bijective maps θ satisfying
which is weaker than assuming that θ preserves commutativity. Applying our main result we describe the form of such maps on certain triangular algebras (see Theorem 5.2). Consequently, we are able to characterize linear bijective maps satisfying (2) of n × n upper triangular matrix algebras with n > 2, which has already been done in [3] . Using our main results we also obtain the characterization of linear bijective maps between nest algebras satisfying (2), which generalizes the above mentioned characterization of Lie isomorphisms [35] . Finally, it should be mentioned that there is a close connection between Lie derivations and Lie isomorphisms. Recall that a Lie derivation d on an algebra A is a linear map satis-
for all x, y ∈ A. In several cases it turns out that any Lie derivation is the sum of a derivation and a linear map whose image is central (see, e.g., [18, 28, 37] ). Using our main theorem and the same techniques as in the sequel we could obtain such result for a certain class of triangular algebras. However, since Cheung [28] has recently solved this problem for a rather general class of triangular algebras, using a more direct approach, we omit stating it.
Triangular algebras
Definition 2.1. Let A and B be algebras.
Obviously, each loyal (A, B)-bimodule M is faithful as a left A-module and also as a right B-module. Following [27] we state Definition 2.2. Let A and B be unital algebras over a commutative ring R, and let M be a unital (A, B)-bimodule, which is faithful as a left A-module and also as a right B-module. The R-algebra
under the usual matrix operations will be called a triangular algebra. By [27, Proposition 3] we know that the center Z(A) of A coincides with
, and there exists a unique algebra isomorphism τ :
Proof. Using f (m)n + g(n)m = 0 for all m, n ∈ M, we see that
Since M is loyal and B is noncommutative it follows that f = 0. Clearly, f = 0 yields g = 0. 
for all m ∈ M. This yields αM = 0 and so 
Proof. 
,
We close this section with the following two standard examples of triangular algebras, i.e., upper triangular matrix algebras and nest algebras.
Upper triangular matrix algebras
Let M l×m (R) denote the set of all l × m matrices and let T n (R) denote the algebra of all n × n upper triangular matrices over R. For n 2 and each 1 l n − 1 the algebra T n (R) can be represented as a triangular algebra of the form 
is noncommutative it follows by Lemma 2.7 that T n (R) does not satisfy the polynomial identity
Nest algebras
A nest is a chain N of closed subspaces of a complex Hilbert space H containing {0} and H which is closed under arbitrary intersections and closed linear span. The nest algebra associated to N is the algebra
The reader is referred to [30] for the general theory of nest algebras. We will make use of a standard result (see [27, Proposition 5] and [30, Chapter 2] ) which allows one to consider a nontrivial nest algebra as a triangular algebra. Namely, if N ∈ N \{0, H } and E is the orthonormal projection onto N , then
Proof. Suppose A ∈ T (N 1 ) and B ∈ T (N 2 ) are nonzero operators. Clearly, there exist u ∈ N and v ∈ N ⊥ such that Au = 0 and
Recall that the center of each nest algebra coincides with C1 [30, Corollary 19.5] . Using this the following assertion follows almost immediately.
Remark 2.12.
Let N be a nest on a Hilbert space H with dim C H > 1. Then T (N ) is noncommutative.
Remark 2.13. Let N be a nest on a Hilbert space H with dim
This can be easily deduced from the standard PI theory, and on the other hand one can easily check this directly. Now, assume that there is 
then each commuting trace q : A → A of a bilinear map is proper.
Proof. For convenience we set
We denote the unity of A 1 by 1 and the unity of A 2 by 1 . Suppose that q is a trace of a bilinear map B : A × A → A.
Hence there exist bilinear maps f ij :
where
Since q is commuting it follows that
Let us first consider the identity
Setting
Replacing a 1 by −a 1 and comparing both identities we obtain that 2[
It now follows from (3) that also f 23 maps into Z(A 1 ). Summarizing the above conclusions we see that
is a commuting trace,
Analogously, the identity
It remains to consider
Let
for all a 3 ∈ A 3 . Next, setting
Replacing a 2 by a 2 ± 1 we get
Comparing both identities we get 2(h 22 (a 2 , 1 )
Replacing a 1 by −a 1 and comparing both identities yields a 3 ). Our next aim is to prove that
for all a 2 ∈ A 2 , a 3 ∈ A 3 . Setting a 1 = 0 in (4) and using (5) we obtain
Replacing a 2 by −a 2 we get
and hence (6) follows. Now, using (6) together with (7) one gets
for all a 2 ∈ A 2 , a 3 ∈ A 3 . In a similar manner, taking a 2 = 0 in (4) and using (5), it follows that
for all a 1 ∈ A 1 , a 3 ∈ A 3 . Using (5), (6), (8), (9), (10) together with (4) we obtain
. Hence, replacing a 1 by a 1 + 1 implies that f 13 (1, a 3 ) ∈ Z(A 1 ) for each a 3 ∈ A 3 . Thus, using (ii) we see that the identity (10) yields
for all a 3 ∈ A 3 , where α(
for each a 3 ∈ A 3 . Namely, by the complete linearization of (5) we obtain
for all l, m, n ∈ A 3 , where
Obviously, the map β :
Replacing l by al in (14) and subtracting (14) multiplied by a we get (13) holds. Our next aim is to prove that a 1 , a 3 ) ).
Using (10) and (12) we get E(a 1 , a 3 )a 3 = 0, which further yields E(a 1 , a 3 )b 3 + E(a 1 , b 3 )a 3 = 0 for all a 1 ∈ A 1 and a 3 , b 3 ∈ A 3 . Using Lemma 2.3 we see that E = 0. Thus, f 13 is as in (15) . Analogously, using (8) one proves that g 23 has the desired form as well. Next, we consider maps f 12 and g 12 . By (i) we may assume that each commuting linear map on A 1 is proper. Since a 1 → f 12 (a 1 , a 2 ) is a commuting linear map on A 1 for each a 2 ∈ A 2 , there exist maps γ :
where δ is R-linear in the first argument. Let us show that γ is R-linear and δ is R-bilinear. Clearly
and so
and a 3 ∈ A 3 . Now, Lemma 2.4 yields that γ is R-linear. Consequently, δ is R-linear in the second argument. Let γ (a 1 ) = g 12 (a 1 , 1 ) − τ (δ(a 1 , 1 ) ) for all a 1 ∈ A 1 . Since τ is R-linear and since g 12 and δ are both R-bilinear, it follows that γ is R-linear as well. We claim that
for all a 1 ∈ A 1 , a 2 ∈ A 2 . Namely by (9) ,
Hence setting a 1 = 1 in (11) we get
for all a 2 ∈ A 2 and a 3 ∈ A 3 , where η = τ (f 11 (1, 1)) − g 11 (1, 1) . Similarly, using (6) and (11) we obtain
for all a 1 ∈ A 1 and a 3 ∈ A 3 , where (18) and (19) together with (11) imply
and so 
for all a 2 ∈ A 2 . Since A 3 is loyal it follows that
for all a 2 ∈ A 2 . Consequently, (20) implies
for all a 1 ∈ A 1 , a 2 ∈ A 2 , and so we see that (17) holds. Let ε = θ − γ (1 ) and ε = η − γ (1) . Hence using (18) and (19) together with (16) and (17) we obtain
for all a i ∈ A i , i = 1, 2, 3. Next, let us prove that
for all a 1 ∈ A 1 and a 2 ∈ A 2 . Using (9) together with (21) we get
for all a 1 ∈ A 1 and a 3 ∈ A 3 . Now, since A 3 is faithful as a left A 1 -module it follows that f 11 has the desired form. Analogously, we see that g 22 has the form described in (22) . Setting a 1 = 1, a 2 = 1 in (11) and using (16), (17) and (21) we see that εa 3 = a 3 ε for all a 3 ∈ A 3 . This means that ε ⊕ ε ∈ Z(A). We are now able to make the final step of the proof. Let us define λ = ε ⊕ ε and the map µ :
Obviously, µ is linear. Using all conclusions derived above we see that
Recall that an algebra A over a commutative ring R is said to be central over R if Z(A) = R1. We continue with a technical lemma, which will be used to cover some special situations where the theorem above does not work. Proof. We shall follow the proof of Theorem 3.1; therefore we will use the same notation. The proof is almost the same except at the following three places. The first one concerns the proof of (13):
Namely, by (5) we have (f 33 (a 3 , a 3 ) − τ −1 (g 33 (a 3 , a 3 ) ))a 3 = 0. Since f 33 (a 3 , a 3 ) − τ −1 (g 33 (a 3 , a 3 ) ) ∈ R1 it follows according to the assumption (ii) that f 33 (a 3 , a 3 ) = τ −1 (g 33 (a 3 , a 3 ) ) for all a 3 ∈ A 3 . The second place concerns the proof of (15):
for all a i ∈ A i , i = 1, 2, 3. Namely, by (10) , (8) and (12) we see that 
where ω is linear in the first argument. Let us prove that ψ is linear and ω is bilinear. Clearly,
for all a 3 , b 3 ∈ A 3 . Now (ii) yields that ψ is linear. Consequently, ω is linear in the second argument. Now, (23) can be rewritten as
for all a 2 ∈ A 2 and a 3 ∈ A 3 . Setting a 2 = b 0 and a 3 = m 0 we get
According to (iii) this implies that α(m
Replacing a 3 by a 3 + m 0 and a 2 by b 0 in (24) we obtain ψ(a 3 ) ) for all a 3 ∈ A 3 . Consequently, (24) can be rewritten as
which further implies that ω(a 2 , a 3 ) = τ (f 23 (a 2 , a 3 )) for all a 2 ∈ A 2 and a 3 ∈ A 3 . Thus, g 23 has the desired form as well.
The final place that must be changed is the one concerning the form of the maps f 12 and g 12 . Since a 2 → g 12 (a 1 , a 2 ) is a commuting R-linear map on A 2 there exist maps γ : A 1 → R1 and δ :
where γ is R-linear and δ is R-bilinear. Note that since τ : A 1 → A 2 is R-linear and A 1 = R1, we have rm = mr for all m ∈ A 3 and r ∈ R. We also point out that here each of the maps f ij takes values in R1. Now (25) , (18), (19) together with (11) yield
and hence
Since A 3 is faithful as a right A 2 -module the last identity yields
implies
Following the rest of the proof of Theorem 3.1 we obtain the conclusion of the lemma. Further, if n = 3 we may write
). Now Lemma 3.2 yields the desired conclusion. Since the assumptions (i) and (ii) of Lemma 3.2 obviously hold true, let us just verify (iii). Set
Then MB and M are linearly independent over R.
In the case n = 2 one can obtain the conclusion by a direct but tedious computation, so we omit details in this case. 2 Further, suppose that dim C H > 2. We consider the following three cases. 
Corollary 3.5. Let N be a nest of a Hilbert space H . Then each commuting trace q : T (N ) → T (N ) of a bilinear map is proper.

Proof. Note that the corollary trivially holds in the case dim
C H = 1. If dim C H = 2 we have either T (N ) ∼ = T 2 (C) or T (N ) ∼ = M 2 (C).
Proof. It is clear that θ satisfies
Since q is also the trace of a bilinear map B :
, and a trace ν 1 : A → Z(A ) of a bilinear map such that
for y ∈ A . Let µ = µ 1 θ and ν = ν 1 θ . Hence µ and ν are mappings of A into Z(A ) and µ is linear. Note that (27) can be rewritten as
for all x ∈ A. We claim that λ = 0. Assume λ = 0. Then by (28) we have θ(
According to our assumptions this contradicts Lemma 2.7. Thus, λ = 0. Next, we define ϕ : A → A by
According to (28) we have
while on the other hand
Comparing these two relations we get
for all x ∈ A. Linearizing (30) we obtain
for all x, y ∈ A, where x • y denotes xy + yx. By (29) we have
for all x, y ∈ A. Multiplying (31) by λ and comparing with (32) we get
for all x, y ∈ A. Consequently, the map
for all x, y ∈ A. Our aim is to show that ε = 0 and that either α = 0 or α = 1. According to (33) we have
On the other hand,
Comparing these two identities we obtain
for all x, y, z ∈ A. Replacing z by x 2 in (34) and using (30) we get
for all x, y ∈ A, which can be in view of (29) written as
for all x, y ∈ A. Commuting with arbitrary u ∈ A and then with [θ(x), u] we get
for all x, y ∈ A. We may assume that A is noncommutative. Pick a 1 , a 2 ∈ A such that a 1 
for all y ∈ A, which further yields that ε(A, x 2 0 ) = 0. We claim that ε is symmetric. Namely, setting z = x in (34) and using (29) we get
for all x, y ∈ A. If x = x 0 , then λ 2 ε(y, x 0 )θ (x 0 ) ∈ Z(A ) for all y ∈ A. Thus, similarly as above, we see that ε(A, x 0 ) = 0. Next, replacing x by x + x 0 in (38) we obtain
for all x, y ∈ A. This, however, implies that ε is symmetric. Replacing x by x 0 + y in (35) we obtain
On the other hand, replacing x by −x 0 + y in (35) we get
Comparing these two relations it follows that
for all y ∈ A, which can be in view of (29) written as
for all y ∈ A and u ∈ A . Similarly as above it follows that 2λ 3 ε(y, y) = 0 and so ε(y, y) = 0 for all y ∈ A. The linearization of ε(y, y) = 0 gives 0 = ε(x, y) + ε(y, x) = 2ε(x, y) for all x, y ∈ A. Whence it follows that ε = 0. Accordingly, (34) yields We also have to prove that ϕ is one-to-one. Suppose that ϕ(w) = 0 for some w ∈ A. Then θ(w) ∈ Z(A ) and hence w ∈ Z(A). Thus, ker(ϕ) ⊆ Z(A). However, by Lemma 2.6 our triangular algebra A does not contain nonzero central ideals. Hence, ker(ϕ) = 0.
It remains to prove that ϕ is onto in the case A is central over R. First, we show that ϕ(1) = 1 . Namely, since θ is a Lie isomorphism we have θ(1) ∈ Z(A ) and hence
Further, since ϕ is a homomorphism or the negative of an antihomomorphism we see that
Consequently, ϕ is onto, since θ is bijective. The proof of the lemma is thus completed. 2
Let us point out that the proof just given is in its first part only a modification of that of [18, Theorem 3] . By a careful inspection of this proof one could easily verify that the following result holds true. Proof. In the case n = 2 we refer to [31, Theorem 6] . Next, suppose n > 2. We may write Further, suppose that dim C H > 2. Obviously, each nest algebra is central over C. We claim that assumptions (i)-(iii) of Remark 4.2 hold in this case. Namely, (i) follows from Corollary 3.5, while (ii) and (iii) follow from Remark 2.13. Thus, we may apply Remark 4.2, which concludes the proof. 2
Proof. Note that the corollary trivially holds in case dim
As mentioned in the introduction, the last two corollaries are similar to the main results from [31] and [35] . 
Clearly, ϕ is linear. We claim that ϕ is a Jordan homomorphism. Namely, the same argument as in the proof of (x)1) , showing that ϕ is surjective. Finally, ϕ(x) = 0 implies θ(x) ∈ F 1 and hence x = β1 for some β ∈ F . Consequently, β1 = 0 and so β = 0 proving that ϕ is one-to-one. 2
It should be mentioned that the proof just given is actually a modification of the one of [18, Theorem 2] . However, the proof given here is somewhat shorter and also modified in such a way that the assumption char(F ) = 3 is not needed. This improved argument was suggested to us by our colleague Maja Fošner. Recall that any Jordan isomorphism on a triangular matrix algebra T n (F ) over a field F with char(F ) = 2 is either an isomorphism or an antiisomorphism [4] . Using Corollary 3.4 and Remark 2.10 together with Lemma 5.1 we may conclude We remark that Corollary 5.3 is almost identical to [3, Theorem 1.2] . Recently, Zhang [48] and also Lu [33] proved that any Jordan isomorphism between nest algebras is either an isomorphism or an antiisomorphism. Using Corollary 3.5 and Remark 2.13 together with Lemma 5.1 we may therefore conclude 
