There has recently been a surge of research efforts aimed at very early detection of disease outbreaks. An important strategy for improving the timeliness of outbreak detection is to identify signals that occur early in the epidemic process. We have developed a novel algorithm to identify aggregates of ''similar" over-the-counter products that have strong association with a given disease. This paper discusses the proposed algorithm and reports the results of an evaluation experiment. The experimental results show that this algorithm holds promise for discovering product aggregates with outbreak detection performance that is superior to that of predefined categories. We also found that the products extracted by the proposed algorithm were more strongly correlated with the disease data than the standard predefined product categories, while also being more strongly correlated with each other than the products in any predefined category.
Introduction
In recent years there has been a sharp increase in the research efforts on early detection of disease outbreaks. Disease outbreaks can sicken or kill people very quickly and spread rapidly. The window of opportunity to limit the damage of an outbreak can be as brief as a few days. Hence, the problem of improving the timeliness (earliness) of detection of an outbreak has emerged as an important problem in public health .
One of several proposed strategies for improving the timeliness of detection is to identify new signals to monitor . Of particular importance are the signals that occur early in the epidemic process. Sales of over-the-counter (OTC) healthcare products have potential as early indicators of disease outbreaks because symptomatic individuals often treat themselves with OTC products prior to (or even instead of) seeking medical assistance (Hogan and Wagner, 2006) . The development of nationwide systems that collect OTC sales data from retailers and make it available to organizations that conduct biosurveillance, such as NRDM , has significantly increased the availability of OTC sales data.
A fundamental research problem concerning the use of OTC sales in biosurveillance is to identify groups or categories of products that could be monitored for the detection of outbreaks of various diseases. The typical approach to this problem is to have human experts create aggregates using their domain knowledge. Several studies have looked into the problem of which expert-defined OTC categories can provide early warning of certain disease outbreaks. For example, Welliver et al. (1979) found that sales of cold remedies (but not antipyretics) can provide early warning of Influenza B outbreaks, while Hogan et al. (2003) found that sales of electrolytes can provide early warning of respiratory and diarrheal diseases in children.
More recent studies have begun to explore the use of data mining techniques for discovering new product categories that could lead to earlier outbreak detection. The motivation for employing data mining techniques to solve this problem stems from the belief that OTC sales data may contain various patterns-such as those due to marketing influences, product availability, and consumers' perception of which products are useful for certain symptoms and diseases-which may not have been taken into account in the domain knowledge-based construction of product categories. It is hoped that exploitation of such patterns could lead to discovery of new categories with superior outbreak detection performance relative to predefined categories. Ultimately, the product categories discovered through data mining techniques must also be understood from a domain perspective in order to be used effectively by biosurveillance consumers, primarily public health staff. Two previous studies have applied unsupervised clustering techniques to this problem. Magruder et al. (2004) first manually grouped OTC products into 61 low-level categories based on age group, dose form and indication. Then, they formed time series for each of the 61 low-level categories and applied hierarchical clustering to group them into 16 categories of similar products. Wallstrom and Hogan (2007) to uncover a clinically significant distinction between OTC products intended for the treatment of allergy and OTC products intended for the treatment of cough, cold, and influenza symptoms.
Researchers have developed methods for unsupervised clustering of time series for applications in other domains, principally genomic and proteomic data analysis. Many authors, for example, Eisen et al. (1998) have utilized correlation-based distance functions and hierarchical clustering methods to cluster gene expression profiles. Other authors, for example, Tseng (2007) have extended classical clustering methods for genomic and proteomic applications. Bayesian approaches include , which developed a Bayesian method for unsupervised clustering that represents each time series as a Markov chain and clusters similar Markov chains, , which developed a Bayesian method based on autoregressive models for clustering gene expression profiles, and Medvedovic et al. (2004) , which developed a Bayesian method based on mixture models.
These existing methods are not compelling for aggregating OTC products in biosurveillance for two reasons. First, all of the above methods are unsupervised, whereas disease data are often available for guiding the clustering process. Second, when OTC products are aggregated for biosurveillance, their total (summed) sales are monitored. This unique role of clusters suggests alternative methods. In this paper, we propose a new method for grouping OTC products into categories. This method employs data on the activity of a specific disease to find groupings of products that have a strong association with that disease. To emphasize our main target application, i.e., mining of product categories for syndromic surveillance, we describe the proposed algorithm in terms of OTC products and disease activity data. However, this algorithm could be used in any other domain.
Our algorithm takes two main kinds of inputs: (i) a disease activity time series; and (ii) a collection of OTC product sales time series (or more generally, any finely granular biosurveillance time series that may be aggregated to look for stronger outbreak signals). We assume that the disease time series contains data about a specific disease (e.g. influenza) and could be of several types, including hospital diagnoses, physician office or Emergency Department (ED) diagnoses, laboratory cultures and other laboratory tests. We also assume that the spatial and temporal resolution of the OTC sales and disease data match. In other words, these two kinds of data correspond to the same geographical area (e.g. a particular market) and have the same temporal granularity (e.g. both contain daily or weekly observations). Given these two inputs, our algorithm employs a novel application of linear regression to identify a group of products having a strong association with the disease time series. Our research hypothesis was that the product groups discovered by our algorithm could lead to earlier detection of disease outbreaks.
The remainder of the paper is structured as follows. Section 2 describes the proposed algorithm. Section 3 lays out the design of an evaluation experiment. Section 4 presents the experimental results. Section 5 discusses the findings of our study and outlines several directions for future work. Appendices A and B provide detailed descriptions of the algorithm.
Description of the aggregate-mining algorithm
Our main algorithm is called Iterative Regression Based Aggregation (IRBA) and is based on a repeated application of Regression Based Aggregation (RBA). Two concepts, namely time-series aggregation and product aggregation, play a key role in these algorithms. Here, the meaning of the term ''aggregate" when applied to time series differs from the meaning of this term when applied to products. An aggregate of products is a set of products. Aggregating a group of time series means adding them up to form another time series, called the aggregated time series of the corresponding group of products. The algorithms RBA and IRBA primarily deal with sets of product aggregates; the member aggregates of any such set will be pair-wise disjoint.
From these remarks, it is clear that the term ''aggregate" when applied to products has the same meaning as the widely used term ''cluster". We have opted in favor of using the former term in order to emphasize the fact that in our algorithm the aggregation of products (clustering) always occurs in parallel with the aggregation of their time series (summation).
Regression based aggregation
The algorithm RBA is based on a regression model specified as follows. Let D denote a disease time series and P ¼ fP 1 ; . . . ; P n g denote a collection of time series corresponding to OTC product sales. All time series must have the same length k. We denote a set of product aggregates by A ¼ fA 1 ; A 2 ; . . . ; A L g, where each aggregate A i contains the set of indices for the products in the aggregate. We denote the associated collection of aggregated time series by T ¼ fT 1 ; T 2 ; . . . ; T L g. Our model states that D follows a normal linear regression model with independent variables T 1 , T 2 , . . ., T L . That is, D t = a 0 +a 1 T 1,t + Á Á Á + a L T L,t + e t , for t = 1, . . ., k, where
and e 1,. . . ,e k are independent and normally distributed with mean zero and variance r 2 . The unknown model parameters include the set of aggregates A, the regression coefficients a 0 , . . ., a L , and the error variance r 2 . The algorithm RBA searches over the space of possible sets A and for each candidate A estimates the regression coefficients and the error variance using normal linear regression. Initially, the set of aggregated time series T is equal to the input set P and the set of aggregates A is formed by placing each OTC product in a distinct aggregate. At each step, algorithm RBA attempts to modify the sets A and T in two stages. In the first stage, RBA tests the statistical significance of three basic operations: (i) merge, which consists of merging two existing aggregates, (ii) split, which consists of splitting one product from an existing aggregate, and (ii) removal, which consists of removing an existing aggregate. Each basic operation corresponds to a simple change in the underlying regression model. For example, merging aggregates A 1 and A 2 in the above model is equivalent to changing the regression model
The significance of each basic operation is evaluated by computing the p-value for the associated model change. For the merge example, the p-value is computed for a null hypothesis that a 1 = a 2 (the merged model) against an alternative hypothesis that a 1 -a 2 (the original model). In the second stage, RBA selects one basic operation to carry out according to the following rule: if a split is determined to be significant (in terms of its p-value), then the best possible split is carried out; otherwise, if either a merge or a removal is determined to be significant, then the best one of these two operations is carried out. The algorithm RBA runs until no further significant modification of the set of aggregates A is found, or until it reaches a predefined maximum number of steps. RBA returns the final version of the set A.
Iterative regression based aggregation
The use of linear regression as a subroutine in RBA has an important implication: the number of OTC products that can be supplied to RBA is bounded from above by the number of data points in each time series. While the number of available OTC products is more than 7000, the number of data points in the disease and OTC sales time series available to us is a small constant times the number of weeks in a year, because the data points correspond to weekly observations over a small number (less than 5) of years.
To scale up, we devised another algorithm, called Iterative Regression Based Aggregation (IRBA), which uses RBA as a subroutine. IRBA takes as its main inputs a disease time series and a (large) set of OTC time series. Then, it repeatedly selects a random ''parent" subset of OTC products and applies the algorithm RBA to this subset and to the disease series to create a ''child" set of products. This ''child" set of products could be formed from the set of aggregates A in several ways. The most inclusive approach (and the one used in this paper) is to let the ''child" set be equal to the union of all aggregates returned by RBA. Other less inclusive approaches, such as letting the ''child" set equal the aggregate with the smallest p-value in the final linear regression model, may also be of interest.
Algorithm IRBA uses the parent/child pairs obtained after a suitably large number of repetitions to compute a measure of the strength of the association of each OTC product with the disease data. This measure, called the retention rate, is computed as follows. Let S 1 ¼ fS
reps g be the set of ''parent" sets corresponding to the runs 1, . . . ,reps for IRBA. Let S 2 ¼ fS
reps g be the set of ''child" sets corresponding to the runs 1, . . . ,reps. Then the retention rate rði; S 1 ; S 2 Þ of a product i with respect to S 1 and S 2 is defined as the ratio between the number of sets S 2 i containing i and the number of sets S 1 i containing i. Algorithm IRBA returns the set Top-b of products with retention rate greater than a threshold b. For convenience, we will occasionally assume that the output of the algorithm IRBA is the aggregated time series of the products in the set Top-b.
Pseudo-code descriptions of algorithms RBA, IRBA and their main sub-routines are given in Appendix A, while the techniques employed to set the values of the free parameters of these algorithms are discussed in Appendix B.
Design of the evaluation experiment
Our evaluation experiment applied the algorithm IRBA to a collection of time series containing weekly sales counts of more than four thousand OTC products and a time series of weekly laboratory data for influenza. In this section, we describe the datasets used in the evaluation experiment and define the metrics used to evaluate the performance of algorithm IRBA.
Datasets
The influenza dataset was provided by the Centers for Disease Control and Prevention. Through the National Respiratory and Enteric Virus Surveillance System (NREVSS) (http://www.cdc.gov/ ncidod/dvrd/revb/nrevss/), laboratories report weekly detections of respiratory and enteric viruses. Laboratories participate voluntarily, and include university and community hospital laboratories, state and county public health laboratories, and commercial laboratories. Data were provided by NREVSS from July 5, 2003 to December 2, 2006. A focused analysis restricted the data to a hospital in the city of Houston, TX. This restriction was needed to match the spatial resolution of the influenza activity and the OTC sales data available to us. The influenza dataset contained weekly test counts for two different test types (antigen detection and virus isolation) as well as the corresponding positive counts for four influenza strains (A-H1N1, A-H3N2, A-Unknown, and B). We aggregated the test and positive counts across both test types and the positive counts across all four influenza strains. After this aggregation, the final laboratory data consisted of the weekly percent positive (computed as the total number of positive tests times 100, divided by the total number of tests). The percent of positive tests is commonly preferred to the absolute number because the total number of tests varies considerably throughout the year. The influenza time series is shown in Fig 
Evaluation metrics
First, we used the detection algorithm method ) to compare the signal generated by IRBA with the time series obtained by aggregating over each AC Nielsen category. The detection algorithm method is used to compare the potential of two different signals for early outbreak detection. It is conducted by running an outbreak-detection algorithm on each signal and by evaluating the performance of the detection algorithm in each case through Activity Monitor Operating Characteristic (AMOC) analysis (Fawcett and Provost, 1999) . In this experiment, we used a CUSUM algorithm (Page, 1954) with an 8-week moving average as a detection algorithm. The CUSUM algorithm employs as the alarm statistic the cumulative sum of positive deviations from the forecasted values. In our case, the forecasted values are computed with an 8-week moving average. For each desired false alarm rate (1/year, 2/year, and so on), a threshold value of the alarm statistic is learned from a non-outbreak portion of influenza data. At each threshold we calculate the timeliness of the detection algorithm by computing the difference in weeks between the date when the alarm statistic first exceeds the threshold and the date when the outbreak begins. An AMOC curve graphs the timeliness of the detection algorithm against the false alarm rate. One signal would be considered superior to the other if the timeliness of the detection algorithm with respect to the first signal is smaller than the timeliness with respect to the other signal, at every false alarm rate. If the two AMOC curves intersect at some point, determining the superior algorithm is harder and will depend on other factors, such as the cost of the false alarm and the benefit of the early detection.
In addition to evaluating the outbreak detection performance of the signal produced by our algorithm through AMOC analysis, we also computed several diagnostic metrics. We computed the mean retention rate over each AC Nielsen category to measure the extent to which the output of algorithm IRBA agrees with the medical knowledge about influenza. Next, we computed the correlation of the signal produced by IRBA and of each signal obtained by aggregating over an AC Nielsen category with the disease time series. Finally, we computed the mean pair-wise correlation between the products generated by IRBA and between the products in each AC Nielsen category.
In order to simplify the presentation of our experimental results, we have identified six of the eighteen AC Nielsen categories-ANTA, BRON, DIAR, HYDR, PRAL, PRAR-which we would a priori expect to have little or no association with influenza. We refer to the products belonging to these six categories as ''NON-FLU" products. We would expect the products in the remaining twelve categories to be more correlated with influenza than the ''NON-FLU" products and we refer to them as ''FLU" products. By the design of our algorithm, we would expect the NON-FLU categories to have mean retention rates that are lower than the retention rates of the FLU categories. Likewise, we would expect the aggregated time series of the products with high retention rate in any OTC category to be more strongly correlated with the disease time series than the aggregated time series of the whole OTC category.
We emphasize that this specific division of the predefined categories into two groups is only used to make the presentation clearer and does not affect our conclusions.
Training and test data for the AMOC analysis
To apply the outbreak detection method to our input data, we first created two training sets: T 03À04 and T 04À05 . The first training set was obtained by removing from each input time series the data points corresponding to the 2003-2004 outbreak, whereas the second training set was obtained by removing from each input time series the data points corresponding to the 2004-2005 outbreak. In each of the two cases above, 37 data points were removed, resulting in the removal of approximately 9 weeks before and after each outbreak in addition to the removal of outbreak weeks. By supplying each of these two training sets to the algorithm IRBA, we obtained two different sets of ''top" products: Top-b 0304 and Top-b 0405 .
Then, we generated one set of AMOC curves by supplying to CU-SUM the aggregated time series of the products in the set Topb 03À04 and by using the 2003-2004 outbreak as the ''gold standard" for recognizing false alarms, and a second set of AMOC curves by supplying to CUSUM the aggregated time series of the products in the set Top-b 04À05 and by using the 2004-2005 outbreak as the ''gold standard" for recognizing false alarms. The 2005-2006 outbreak was not used analogously to obtain a third set of AMOC curves because some of the data points at the end of this outbreak were trimmed in order to align the clinical and OTC time series (as described in Section 3.1). outbreak, the performance of the signal produced by our algorithm is comparable to the performance of the signal obtained by aggregating over the category PRCL and superior to the performance of the remaining five signals.
Results

AMOC analysis
With respect to the 2004-2005 outbreak, the performance of the signal produced by our algorithm is comparable to the performance of the signal obtained by aggregating over the category THM and superior to the performance of the remaining five signals. Finally, we note that the performance of the signals obtained by aggregating over each of the twelve categories that are not shown in Fig. 3 , was clearly inferior to the performance of the signal extracted by IRBA. Table 1 gives the mean retention rate and a 95% confidence interval for each AC Nielsen category.
Mean retention rate
As expected, the FLU categories generally have higher mean retention rate than the NON-FLU categories: among the top seven categories, there are six FLU categories (PRCL, THM, CST, PRHE, CRC, CRA) and only one NON-FLU category (HYDR). Interestingly, the categories of Pain Remedies Children Liquids (PRCL) and Thermometers (THM) have mean retention rates which are much higher than the mean retention rates of the remaining categories (z-scores for the mean retention rates of PRCL and THM categories are 2.7 and 2.1, respectively, while the z-score for the third largest mean retention rate is 0.3). This finding becomes more interesting considering that a similar result was obtained in a previous application of our algorithm to a dataset that belonged to a different region (Southwestern Pennsylvania) and contained a different type of disease time series (emergency department visits for influenza-like illness) .
It was unexpected that the category of Hydrocortisones (HYDR)-which a priori would be expected to have no association with influenza-was ranked near the top (it has the fourth highest mean retention rate). By closely examining the input data and the heuristics used in our algorithm, we have derived a plausible explanation for this result (see Section 5). Table 2 shows the product count, the correlation with the disease time series and the mean pair-wise product correlation for the AC Nielsen categories THM, PRCL and for three sets of products generated with algorithm IRBA: Top-0.75 (the set of products with retention rate greater than or equal to 0.75), Top-0.85,and Top-0.95.
All three sets generated with our algorithm have, in aggregate, stronger correlation with the disease time series than the top two predefined categories THM and PRCL. In addition, the sets Top-0.85 and Top-0.95 exhibit a higher mean pair-wise correlation than categories THM and PRCL. Table 3 gives a more complete picture of the output of our algorithm.
This table shows, for each AC Nielsen category, the product count and the correlation with the disease time series of the whole category and three sub-categories: the sub-category Top-0.75 (consisting of the products in that category with retention rate greater than or equal to 0.75), the sub-category Top-0.85 and the sub-category Top-0.95. The results in Table 3 show that for each AC Nielsen category (except the category VAPO, which has the lowest product count) there is a significant increase in the correlation with the disease data going from the whole category to the Top-0.75 sub-category. In particular, the average increase in correlation over all FLU categories, going from the whole category to the Top-0.75 sub-category, is nearly 40%. This result agrees well with our expectation that the algorithm IRBA extracts from each category a group of products that are more strongly associated with the disease data than the whole category.
From Table 3 it can be seen that the output of algorithm IRBA contains a certain amount of noise: the sets Top-0.75, Top-0.85 and Top-0.95 contain about 18%, 16% and 11% NON-FLU products, respectively.
Discussion
We have proposed a novel aggregate-mining algorithm and have demonstrated that in terms of the outbreak detection performance, the product category found by this algorithm is comparable to categories PRCL, THM and superior to the remaining predefined categories. Further, the discovered product category compares favorably with the predefined product categories in terms of the correlation with the disease data and the mean pair-wise product correlation. In this section, we discuss the limitations of the proposed method and our experiment, propose ways of overcoming these limitations and outline several directions for future research.
Limitations of methods and datasets
The proposed algorithm conducts a greedy search over the huge space of possible product groupings. Hence, the output of this algorithm is not guaranteed to be optimal. Further, as reported in the previous section, the output of our algorithm contains a certain amount of noise (i.e. products that end up in the final set for rea- sons other than their strong association with the disease time series). Our investigation indicates that this noise arises due to a combination of two main factors: (i) an undesired increase in the correlation with the disease time series resulting from the aggregation of products with time-shifted seasonal patterns; (ii) inflated standard errors of the linear regression coefficients, due to the presence of multicollinearity among the OTC time series. Next, we elaborate on these two factors by re-visiting the unexpectedly high retention rate of the category of hydrocortisones. It is common medical knowledge that the occurrence of diseases for which HYDR products are used escalates during the summer months, whereas the flu seasons typically occur in winter with some overlap in late fall and early spring. Thus, a time lag between the seasonal periodicity of the HYDR and FLU time series is to be expected. As illustrated in Fig. 4 , our input data meets this expectation. Fig. 4 plots the (z-normalized) disease time series, the aggregated time series of the category HYDR and the aggregated time series of the category PRCL.
This observation coupled with the fact that time series aggregation in algorithm RBA is performed in parallel with the merging of product aggregates, implies that the insertion of a HYDR product into an aggregate that is mainly composed of FLU products, has the effect of ''flattening" the off-outbreak portions of that aggregate's time series. Since our disease time series is flat between the outbreaks (due to zero positive lab results), this ''flattening" should lead to an increased correlation between the time series of the aggregate and the disease time series. To verify this intuition, we selected at random 1000 aggregates, each belonging to the final aggregation of a different run of the algorithm RBA and containing at least one product from the HYDR category and at least one product from either PRCL or THM category. Then, for each selected aggregate, we measured the correlation between the disease time series and (a) the aggregated time series over the products remaining after the removal of HYDR products from the aggregate; (b) the time series of the whole aggregate. We found that the mean correlation in the first case was 0.659 (95% CI: 0.655-0.663), while in the second case it was 0.672 (95% CI: 0.669-0.675), which corroborates our prediction.
In our application, this ''flattening" is an undesired effect because the domain knowledge strongly suggests that hydrocortisones would not be taken to treat influenza, and hence public health should not monitor sales of hydrocortisones to detect influenza. A simple method for preventing such undesired effects would be to limit the set of input OTC time series by excluding certain categories known to have little or no association with the disease (such as NON-FLU products for the case of influenza).
The above discussion still does not explain the reason why FLU and NON-FLU products initially get mixed together. We believe that this mixing happens due to the presence of multicollinearity between OTC time series. Multicollinearity between explanatory variables is said to exist when these variables are correlated among themselves. Correlations among OTC time series arise primarily because of the seasonality component they contain. As discussed in depth in Appendix B, multicollinearity is more severe in the initial steps of algorithm RBA (when the number of explanatory variables is larger). It is well known that under severe multicollinearity, the linear regression coefficients are subject to inflated standard errors. This in turn causes algorithm RBA to perform (especially in its initial steps) some merges between dissimilar products (such as, FLU and NON-FLU ones).
One way of reducing multicollinearity among OTC time series would be to remove the seasonality component from each of them. To remove seasonality, we intend to explore the use of wavelet transforms, as done, for example, in Zhang et al. (2003) .
Several other characteristics of the data affect the performance of algorithm IRBA. This algorithm would benefit from input data that is more finely grained (e.g. if the data points represented daily rather than weekly observations) and contains a larger number of outbreaks. Improved performance could also result from disease data that is aggregated over several laboratories (and thus is less noisy). Aggregation of influenza data over two test types (antigen detection and virus isolation) in our present experiments may have reduced the strength of the disease signal. Hence, it would also be interesting to repeat the evaluation experiment by limiting the analysis only to the antigen detection test type, which is considered more sensitive than virus isolation and is more widely used.
Finally, we discuss a limitation in our AMOC analysis. As explained in Section 4.1, for each given false alarm rate, a threshold value of the alarm statistic was derived from influenza data. Deriving the thresholds corresponding to different false alarm rates requires the specification of a non-outbreak period. This, in turn, requires a method for determining the outbreak onset. For the case of influenza, determination of outbreak onset is a very difficult problem. All existing methods to solve this problem incorporate some form of subjective determination, typically done by public health staff. For our experiment, we used simple inspection of the influenza series to label each data point (week) as being an outbreak or a non-outbreak one. This method clearly introduces a subjective bias in the computation of the timeliness corresponding to each given false alarm rate (or, threshold). However, since the same labeling of influenza series was used for both signals being compared (e.g. THM vs. Top-0.75), we would expect that the comparison results are not significantly affected by the specific method we employed for determining the outbreak onset. This hypothesis can be rigorously answered by conducting a sensitivity analysis with respect to the method for determining the outbreak onset. We have left this sensitivity analysis as future work.
Applications of the aggregate-mining algorithm
The main target application of algorithm IRBA is mining of product categories for syndromic surveillance. The AMOC analysis in Section 4.1 indicates that our algorithm holds promise for discovering categories that could lead to early outbreak detection. It is natural to expect that the categories with the greatest potential for early detection would be discovered by taking into account lagged variables. The simplest way of applying IRBA with lagged variables would be to shift the disease time series to the left by a desired time lag before running the algorithm. Doing that for each of several time lags (e.g. 1, 2, . . ., 7 days) could result in the discovery of categories that lead the disease signal by that lag. It is likely, however, that different products may have different lags of week number maximal effect. Hence, this simple proposed lagging scheme may not be sufficient and other more elaborate schemes may be required. The time resolution of data becomes a critical issue for using our method with lagged variables. With weekly data, such as the one used in the our experiment, it is only possible to search for products groups leading the laboratory data by seven days. Although the existence of such products can not be excluded in advance (see Hogan and Wagner, 2006) , it is likely that the best ''early" product groups would lead laboratory data by fewer days (say, 2-3 days). Therefore, OTC and disease data with daily resolution become highly desirable for this application. While daily OTC sales data are available at national level (e.g. through NRDM Wagner et al., 2003) , acquisition of daily disease data is more challenging.
Our future work will explore the discussed ways of improving the performance of the aggregate-mining algorithm and will further investigate its application in discovering product categories for syndromic surveillance.
Algorithm RBA
The pseudo-code description of algorithm RBA and its main subroutines is given in Figs. 5-8 .
The two main inputs of RBA (Fig. 5) are the disease time series D and the set P containing the OTC sales time series. In the pseudocode in Fig. 5 it is assumed that the aggregation of time series (summation) is performed by calling the procedure AGGREGATE, whose pseudo-code has been omitted due to its simplicity. As described in the main text (Section 2.1), algorithm RBA iterates over a two-stage process, which consists of first selecting a basic operation (merge, split, or removal) and then carrying out this operation. To carry out the operation selected in each step, RBA calls one of the procedures DO-SPLIT, DO-MERGE, and DO-REMOVE. Due to the simplicity of these procedures, we have omitted their pseudo-code. Further, we have assumed the availability of the procedure FIT-LM, which fits a linear regression model and returns a data structure M that encapsulates all the fields provided by the linear regression routines in standard statistical packages (including the estimated regression coefficient vector a, the p-value vector p, the t-value vector t, the covariance matrix Cov, the residual standard error r, and the residual degrees of freedom df).
The procedure TRY-MERGE, shown in Fig. 6 , aims to find a pair of aggregates whose merging would lead to the greatest improvement in the linear model. To do so, TRY-MERGE tests for each pair of aggregates A i and A j the hypothesis H 0 : a i = a j , H 1 : a i -a j , where a i and a j are the coefficients of T i and T j , respectively, in the current linear model M. We call the p-value of this test the merge p-value associated with the operation of merging aggregates A i and A j .
Note that the larger the merge p-value, the weaker the evidence against the null hypothesis. Hence, a large merge p-value is considered by TRY-MERGE as evidence that the coefficients a i , a j are very close (although technically a large p-value could also arise due to the low power of the statistical test). TRY-MERGE returns to the calling procedure RBA the maximum merge p-value over all pairs of aggregates and a pair of aggregates that achieves this maximum.
In turn, RBA considers the merge to be significant if the maximum merge p-value is greater than the threshold p-cutoff.
The procedure TRY-REMOVAL, shown in Fig. 7 , aims to find an aggregate whose time series has the least association with the disease time series. To do so, for each aggregate A i , TRY-REMOVAL tests the hypothesis H 0 : a i = 0, H 1 : a i -0. We call the p-value of this test the removal p-value associated with the operation of removing aggregate A i . Note that the larger the removal p-value, the weaker the evidence against the null hypothesis. Hence, a large p-value is considered by TRY-REMOVAL as evidence that the time series of the aggregate A i has little association with the disease time series.
TRY-REMOVAL returns to the calling procedure RBA the maximum removal p-value over all aggregates and an aggregate that achieves this maximum. In turn, RBA considers the removal operation to be significant if the maximum removal p-value is greater than the threshold p-cutoff.
The procedure TRY-SPLIT, shown in pseudo-code in Fig. 8 , aims to find in each aggregate a product whose time series is most ''dissimilar" to the aggregated time series of the remaining products in that aggregate. To do so for an arbitrary aggregate A i , TRY-SPLIT temporarily removes from A i each product j and after each removal it adjusts the current version of the set T in two ways. First, it subtracts the time series of product j from the aggregated time series T i . Second, it inserts the time series of product j into the set T. After i and the time series of the product j, respectively. We call the p-value of this test the split p-value associated with the operation of splitting product j from the aggregate A i . Note that the smaller the split p-value, the stronger the evidence against the null hypothesis, i.e., the more dissimilar the product j is to the remaining products in the aggregate A i .
After computing the split p-value for each aggregate and each product in that aggregate, TRY-SPLIT returns to the calling procedure RBA the minimum split p-value over all aggregate/product pairs and an aggregate/product pair that achieves this minimum. In turn, RBA considers the split to be significant if the minimum split p-value is smaller than the threshold p-cutoff. Note that an exhaustive search for the minimum p-value over all possible ways of partitioning an aggregate into two subsets is not computationally feasible; this is the reason why TRY-SPLIT only tries splitting a single product from each aggregate.
Next, we take a close look at the relationship between RBA and the well-known method of hierarchical clustering (Jain et al., 1999) . Hierarchical clustering is an unsupervised clustering technique that can be performed in either agglomerative or divisive fashion. In the former case, each of the units to be clustered is initially placed in a distinct singleton cluster and each step merges clusters together, until a stopping criterion is satisfied. In the latter case, all units are initially placed together in a single cluster and each step performs cluster splitting until a stopping criterion is satisfied. The decision on how to perform the merging (splitting) is based on various similarity (dissimilarity) measures. The similarity between two units is typically computed as a distance measure (e.g. Euclidean distance) between the vectors representations of these two units. Different techniques can be employed to compute the distance between two clusters; in the centroid agglomeration method the distance between two clusters is equal to the distance between their centers.
From these remarks, it is clear that RBA is to some extent analogous to the Hierarchical Agglomerative Clustering (HAC) with centroid agglomeration. Indeed, RBA begins with each product in its own aggregate (or, cluster) and one of the possible operations performed in each step is the merging of ''similar" aggregates. Moreover, the time series of an aggregate of products differs from the center of the individual time series of those products only by a constant factor. However, RBA differs from HAC in that it alternates merging of products with two other basic operations (removal and splitting) and in that the similarity measures in RBA are based on the significance levels (p-values) of appropriate statistical tests rather than distances. The mixing of three basic operations in RBA raises the issue of how to choose one of them to perform in each step. Note that the operations of merge and removal are analogous in that both are considered statistically significant for large p-values. Hence, when choosing between these two operations, RBA simply picks the one with the largest p-value. The split operation is different from the other two in that it is considered significant for small p-values. Hence, comparing the significance of split with the significance of either merge or removal is not as simple as comparing the significance of merge and removal. However, encountering a step in which a split operation is statistically significant means that the algorithm has found new evidence that calls for the reversal of a previous action. Therefore, RBA considers splitting to have a higher priority than the other two operations and always carries it whenever the split p-value is smaller than the p-cutoff threshold. See Fig. 9 .
As discussed in the main text (Section 2.2), this algorithm was designed to scale the computation up to thousands of OTC time series. It repeatedly calls algorithm RBA with a randomly selected, small ''parent" set of products to produce a ''child" set of products. The parent/child pairs generated over a sufficiently large number of repetitions are used to compute the retention rate of each product. Algorithm IRBA returns the set of products with retention rate greater than or equal to a threshold b.
Appendix B. Setting the free parameters of the algorithm and implementation 2. Algorithm RBA The pseudo-code description of algorithm RBA and its main subroutines is given in Fig. 9. B.1. Choice of parameter ''p-cutoff" and ''max-steps"
The value of the parameter p-cutoff determines whether or not each of the three basic operations tested by the algorithm RBA is to be considered statistically significant. Clearly, this parameter must lie in the interval (0, 1). For our experiment we set p-cutoff at 0.1, a threshold value commonly used in hypothesis testing. We leave the full sensitivity analysis for this parameter as future work.
The value of the parameter max-steps is the maximum number of steps that will be tried by the algorithm RBA, unless it encounters a step in which none of the three basic operations is found to be significant. Note that if there were no splitting, it would suffice to set max-steps equal to the number of products supplied to RBA (parameter m), which must be smaller than the length of the time series (which is 147 in our experiment). This is the case because in each step of RBA the number of aggregates would be decremented either due to the merging of two aggregates or due to the removal of an aggregate. With the split operation present, the algorithm RBA may run for a number of steps which is greater than m. Our experiments indicate that with pval-cutoff fixed at 0.1, the split operation is chosen over merge/removal less than 10% of the time. Hence, the expected number of iterations until RBA stops should be smaller than (m + 0.2m), i.e., smaller than 200. We set the value of max-steps at 10,000-a value much larger than the expected number of iterations-to make it very unlikely for the algorithm RBA to stop because of reaching max-steps iterations. With max-steps set at 10,000, in our experiment the algorithm RBA always stopped due to encountering a step in which none of the basic operations was found significant.
B.2. Choice of parameter ''m"
The value of the parameter m determines the cardinality of the random ''parent" set supplied to the algorithm RBA during an iteration of the algorithm IRBA. As we explain next, choosing an optimal value for this parameter strongly depends on the characteristics of the OTC input data. We have examined several of these characteristics for the particular OTC input data used in our experiment. Below we explain how we arrived at a value m which is a compromise between two undesirable extremes.
First, the value of parameter m must be smaller than the number of data points in the input time series, because RBA uses linear regression as a sub-routine. The length of the time series used in our experiment (obtained after removing the data points of one outbreak) was 110. This value could be seen as an upper bound for m.
Second, we looked at how the choice of m affects the goodnessof-fit of a linear regression model that fits the disease time series against the time series of m OTC products. We used Bayes Information Criterion (BIC) (Schwarz, 1978) as the goodness-of-fit measure. We employed the definition of BIC implemented in the package R, which can be written as BIC ¼ À2 logðLÞ þ m logðkÞ;
where L denotes the likelihood function of the model evaluated at the maximum likelihood estimators of its parameter vector, m denotes the number of parameters and k denotes the number of observations. According to this definition, a smaller BIC score indicates a better fit of the model. Other slightly different definitions of BIC (e.g. multiplying the right-hand side of the expression above by À1) are sometimes used by other authors.
To estimate the BIC score for different values of m, we varied m from 2 to 110 in increments of 2 and for each fixed value of m we ran an iterative procedure to estimate the BIC score of a linear model with m independent variables. Each repetition of this estimating procedure samples (without replacement) a subset of m OTC products from the given set of 4483 products and computes the value of BIC for the selected sample. For a fixed m,the number of iterations in the BIC-estimation procedure was chosen large enough to ensure that each OTC product occurs in at least 100 samples. Fig. 10 shows the plot of BIC versus m. As highlighted in the inset of Fig. 10 , the BIC score is optimized at m = 10. This value could be viewed as a lower bound for the value of parameter m to be chosen for our experiment. Indeed, it would be desirable that the sequence of linear models obtained in each run of RBA is increasing with respect to the goodness-of-fit, i.e., the sequence of BIC scores corresponding to successive linear models tends toward the optimal value.
Next, we investigated how the choice of m affects the multicollinearity among the explanatory variables in the linear regression model fitted in the algorithm RBA, and the coefficient of determination R 2 of this model. Multicollinearity between explanatory variables is said to exist when these variables are correlated among themselves. In the case of OTC product sales, we would expect such correlations to arise due to seasonality effects. It is well-known that under severe multicollinearity the regression coefficients may be subject to large round-off errors as well as large sampling variances (Kutner et al., 2004) . Because the estimated linear regression coefficients play a key role in the algorithm RBA, and because RBA is a step-wise procedure, it is crucial that the value of m is small enough to ensure that the multicollinearity in the initial linear model is reasonably mild. Several metrics for detecting the presence of multicollinearity, such as the condition number, condition indexes, variance decomposition proportions, and variance inflation factors, have been proposed (Kutner et al., 2004 (Kutner et al., , 1980 . Variance inflation factors (VIF) measure how much the variances of the estimated coefficients are inflated as compared to when the explanatory variables are uncorrelated. A value of 1 means that there is no variance inflation due to multicollinearity; a value of 10 is often taken as evidence that multicollinearity may be unduly influencing the coefficient estimates (Kutner et al., 2004) . We used the mean variance inflation factor VIF (over all linear regression coefficients) as a measure of the multicollinearity among the sales time series of OTC products.
Another factor to be taken into account when choosing the value of parameter m is that the coefficient of determination R 2 (the proportion of the variance in the disease data explained by the m OTC explanatory variables) in the initial linear model should be reasonably large to ensure that the initial fitted model is not of very low quality. Again, this requirement is imposed by the stepwise nature of algorithm RBA.
We used simulation in a manner similar to the case of BIC described earlier, to estimate VIF and R 2 for m between 10 and 110
(the lower and upper bounds of m derived earlier). Our simulation showed that for m = 10, R 2 % 0.29 while VIF % 1:4, whereas for m = 110, R 2 % 0.9 while VIF % 11:4. Clearly, neither of these two extremes is a good choice of m for our algorithm. However, as shown in Fig. 11 , there is a range of m in which multicollinearity is reasonably mild while the coefficient of determination is reasonably large. Fig. 11 plots the normalized VIF (obtained by dividing each VIF value by the maximum value of VIFÞ and R 2 , versus m.
At this point, it would seem reasonable to attempt to define a risk function which is a linear combination of VIFðmÞ and (1 À R 2 (m)) and then to set m at the value that minimizes the risk.
However, in this approach it is hard to determine what the relative weights of VIF and (1-R 2 ) should be. For our evaluation experiment we set the parameter m at 50-a ''compromise" value which is far from the two undesirable extremes m = 10 and m = 110. For this choice of m, we have VIF % 2:5 (i.e. on average, in the initial linear model the variance of an estimated regression coefficient is inflated by a factor of 2.5) and R 2 % 0.7 (i.e. on average, in the initial linear model nearly 70% of the variance in the disease data is explained by the OTC products present in the model).
B.3. Choice of parameter ''reps"
Having fixed the value of parameter m, we determined the value of parameter reps-the number of repetitions in the algorithm IRBA-as follows.
Assume that the true retention rate of a product X (computed over all samples of m products containing X) is r (X) = p. To estimate the true retention rate of product X, algorithm IRBA draws s samples uniformly at random from the space of all samples that contain product X. For each such sample, algorithm IRBA calls algorithm RBA to determine whether or not X is to be retained. 
