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a b s t r a c t
A remarkable and elementary fact that a locally compact set F of Euclidean space is a
smooth manifold if (and only if) the lower and upper paratangent cones to F coincide at
every point, is proved. The celebrated von Neumann’s result (1929) that a locally compact
subgroup of the general linear group is a smoothmanifold, is a straightforward application.
© 2012 Elsevier Inc. All rights reserved.
0. Introduction
A primary aim of this paper is to prove the following theorem.
Theorem (Four-cones Coincidence). A non-empty subset F of Rn is a C1-manifold if (and only if) F is locally compact and the
lower and upper paratangent cones to F coincide at every point, i.e.,
pTan−(F , x) = pTan+(F , x) for every x ∈ F .
This theorem entails numerous other existing characterizations, as well as von Neumann’s theorem (1929) that a locally
compact subgroup of the general linear group is a smooth manifold.
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The upper paratangent cone pTan+(F , x) (introduced by Severi and Bouligand in 1928) and lower paratangent cone
pTan−(F , x) (introduced by Clarke in 1973) are defined respectively as the upper and lower limits of the homothetic relation
1
λ
(F − y)
as λ tends to 0+ and y tends to xwithin F . They are closely related to the upper tangent cone Tan+(F , x) and the lower tangent
cone Tan−(F , x), defined by Peano in 1887, as the upper and lower limits of 1
λ
(F − x) as λ tends to 0+. In general,
pTan−(F , x) ⊂ Tan−(F , x) ⊂ Tan+(F , x) ⊂ pTan+(F , x),
so that the condition of our theorem amounts to the coincidence of all four cones.
A secondary aim of this paper is to retrace historical information by direct references to mathematical papers where, to
the best of our knowledge, notions and properties first occurred. An accompanying paper [1] provides a historical account
as well as several geometrical characterizations of C1-manifolds by tangent cones; some of them implement conditions and
properties recovered from forgotten mathematical papers of Valiron [2,3] and Severi [4,5].
The paper is organized as follows.
Section 1 considers tangency and paratangency. Investigation of C1-manifolds involve four tangent cones, already men-
tioned. The upper and lower tangent cones were introduced by Peano to ground tangency on a firm basis and to establish
optimality necessary conditions; as is customary today, Peano defined upper and lower tangent cones as limits of sets. The
upper tangent cone, which was recovered 41 years later by Severi and Bouligand in 1928, is known as Bouligand’s contin-
gent cone. Both upper and lower tangent cones were used by von Neumann in 1929 to build the Infinitesimalgruppe (= Lie
algebra) of a closed subgroup of the general linear group (see Appendix for further details).
Section 2 compares tangency and paratangency with differentiability. Characterizations of both differentiability (called
today Fréchet differentiability) and strict differentiability of functions on arbitrary sets (not necessary open, as is usual
today) are stated and, with a pedagogical intent, proved. They are due essentially to Guareschi and Severi. The modern
definition of differentiability of vector functions (called Fréchet differentiability) is due to Grassmann [6], although there is
a slighter imperfection. A correct definition was first given by Peano in 1887 (for scalar functions) and in 1908 (for vector
functions). The notion of strict differentiability was introduced by Peano [7] for real functions of one real variable and by
Severi [5] for several variables.
Section 3 invokes Grassmann exterior algebra, limits of vector spaces and angles between vector spaces. Following Peano’s
Applicazioni geometriche (1887), limits of sets and exterior algebra of Grassmann are used to define convergence of vector
spaces. Exterior algebra of Grassmann is used to associate multi-vectors to vector spaces and, consequently, to define the
notion of angle between vector spaces of same dimension and, finally, to express convergence of vector spaces by their
angle. In 1888 Peano revisited exterior algebra of Grassmann in Calcolo Geometrico secondo l’Ausdehnungslehre of Grassmann
and here he introduced the terms of bi-vector, tri-vector and, more important, the modern notion of vector space (see [8]
for further historical details).
Section 4 states and proves local and global versions of the four-cones coincidence theorem. A straightforward application
yields the celebrated von Neumann’s result (1929) that a locally compact subgroup of the general linear group is a smooth
manifold. Moreover, some corollaries of the main theorem will provide efficacious tests for identification of C1-manifolds.
In Appendix we comment on von Neumann’s definition of Lie algebra in his famous paper [9] on matrix Lie groups, and
present alternative definitions of the lower tangent and lower paratangent cones for encompassing von Neumann’s tangent
vectors.
Remark. In the following sections, the symbolsR andNwill denote the real and natural numbers, respectively;Nk := {m ∈
N : m ≥ k} for k ∈ N, R+ := {x ∈ R : x ≥ 0}, R++ := {x ∈ R : x > 0}. If not otherwise specified, any set will be a subset
of some finite dimensional Euclidean space Rn. An open (resp. closed) ball of center x and radius ε will be denoted by Bε(x)
(resp. Bε(x)). P (Rn) denotes the set of all subsets of Rn. The set of all accumulation points of a given set A and its interior
are denoted by der(A) and int(A), respectively.
1. Tangency and paratangency
Let F be an arbitrary subset of Euclidean space Rn and let x ∈ Rn. We will consider four types of tangent cones to F at x:
the lower and upper tangent cones
Tan−(F , x), Tan+(F , x)
respectively, and the lower and upper paratangent cones
pTan−(F , x), pTan+(F , x)
respectively. All of them are closed cones1of Rn. They satisfy the following set of inclusions:
pTan−(F , x) ⊂ Tan−(F , x) ⊂ Tan+(F , x) ⊂ pTan+(F , x). (1.1)
1 In the sequel, a set A ⊂ Rn is said to be a cone, if λv ∈ A for every v ∈ A and λ ∈ R+ .
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The elements of pTan−(F , x) (resp. Tan−(F , x), Tan+(F , x), pTan+(F , x)) are referred to as lower paratangent (resp. lower
tangent, upper tangent, upper paratangent) vectors to F at x.
In order to define them as lower or upper limits of homothetic sets, let us introduce two types of limits of sets (the so-
called Kuratowski limits). Let Aλ be a subset of Rn for every real number λ > 0. The lower limit Liλ→0+Aλ and upper limit
Lsλ→0+Aλ are defined by2
Li
λ→0+
Aλ :=

v ∈ Rn : lim
λ→0+
dist(v, Aλ) = 0

, (1.2)
Ls
λ→0+
Aλ :=

v ∈ Rn : lim inf
λ→0+
dist(v, Aλ) = 0

, (1.3)
where dist(x, A) := inf{∥x− a∥ : a ∈ A} for every x ∈ Rn and A ⊂ Rn.
Obviously, Liλ→0+Aλ ⊂ Lsλ→0+Aλ. They can be characterized in terms of sequences:
v ∈ Li
λ→0+
Aλ ⇐⇒
∀{λm}m ⊂ R++ with λm → 0+, ∃ {am}m with
am ∈ Aλm eventually, such that limm am = v
(1.4)
v ∈ Ls
λ→0+
Aλ ⇐⇒
∃{λm}m ⊂ R++ with λm → 0+, ∃ {am}m with
am ∈ Aλm eventually, such that limm am = v.
(1.5)
The lower and upper tangent cones Tan−(F , x) and Tan+(F , x) are defined, respectively, by the following blow-up3
Tan−(F , x) := Li
λ→0+
1
λ
(F − x) , Tan+(F , x) := Ls
λ→0+
1
λ
(F − x) . (1.6)
Since dist

v, 1
λ
(F − x) = 1
λ
dist(x+ λv, F), it follows from (1.2) and (1.3) that
v ∈ Tan−(F , x) ⇐⇒ lim
λ→0+
1
λ
dist(x+ λv, F) = 0, (1.7)
v ∈ Tan+(F , x) ⇐⇒ lim inf
λ→0+
1
λ
dist(x+ λv, F) = 0. (1.8)
Therefore, in terms of sequences, from (1.4) and (1.5)4
v ∈ Tan−(F , x) ⇐⇒

∀{λm}m ⊂ R++ with λm → 0+,
∃{xm}m ⊂ F such that lim
m
xm − x
λm
= v, (1.9)
v ∈ Tan+(F , x) ⇐⇒

∃{λm}m ⊂ R++ with λm → 0+,
∃{xm}m ⊂ F such that lim
m
xm − x
λm
= v. (1.10)
Generally, the lower and upper tangent cones are denominated adjacent and (Bouligand) contingent cones, respectively.5
The lower and upper paratangent cones pTan−(F , x) and pTan+(F , x) are defined, respectively, by the following blow-up
pTan−(F , x) := Li
λ→0+
F∋y→x
1
λ
(F − y) , (1.11)
pTan+(F , x) := Ls
λ→0+
F∋y→x
1
λ
(F − y) . (1.12)
2 The limits of sets (1.2) and (1.3) were introduced by Peano: the lower limit in Applicazioni geometriche [10, p. 302] and the upper limit in Lezioni di
analisi infinitesimale [11, volume 2, p.187]; see [12] for further historical details.
3 The affine variants of the lower and upper tangent cones (1.6) were introduced by Peano: the lower tangent cone in Applicazioni geometriche [10, p. 305]
and the upper tangent cone in Applicazioni geometriche [10, n. 11 pp. 143–144] (implicitly) and in Formulario Mathematico [13, p. 296] (explicitly). See [12]
for further historical details.
4 A new sequential definition of the lower tangent cone was introduced in [12]; see Appendix.
5 See [14–16].
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According to (1.2) and (1.3), we have
v ∈ pTan−(F , x) ⇐⇒ lim
λ→0+
F∋y→x
1
λ
dist(y+ λv, F) = 0, (1.13)
v ∈ pTan+(F , x) ⇐⇒ lim inf
λ→0+
F∋y→x
1
λ
dist(y+ λv, F) = 0. (1.14)
Therefore, in terms of sequences, from (1.4) and (1.5)
v ∈ pTan−(F , x)⇐⇒

∀{λm}m ⊂ R++ with λm → 0+,
∀{ym}m ⊂ F with ym → x,
∃{xm}m ⊂ F such that lim
m
xm − ym
λm
= v,
(1.15)
v ∈ pTan+(F , x)⇐⇒

∃{λm}m ⊂ R++ with λm → 0+,
∃{ym}m ⊂ F with ym → x,
∃{xm}m ⊂ F such that lim
m
xm − ym
λm
= v.
(1.16)
Generally, the upper and lower paratangent cone are called paratingent cone6 and Clarke tangent cone, respectively.7
In the following proposition we collect well-known properties on tangent cones, which are used in subsequent proofs in
Section 4.
Proposition 1.1. Let S ⊂ Rn be non-empty and let xˆ ∈ S. Then the following properties hold.
(1.17) The upper paratangent cone is bilateral, i.e.,
pTan+(S, xˆ) = −pTan+(S, xˆ).
(1.18) (Bouligand [23, p. 75]) The upper paratangent cone is upper semicontinuous, i.e.,
Ls
S∋x→xˆ
pTan+(S, x) ⊂ pTan+(S, xˆ).
(1.19) (Clarke [19]) The lower paratangent cone is convex, i.e.,
pTan−(S, xˆ) is convex.
(1.20) (Cornet [24] for closed sets) If S is locally compact at xˆ,8 then
pTan−(S, xˆ) = Li
S∋x→xˆ
Tan+(S, x).
(1.21) (Rockafellar [25, p. 149] for closed sets) If S is locally compact at xˆ, then
xˆ ∈ int(S) ⇐⇒ pTan−(S, xˆ) = Rn.
(1.22) (Cassina [26]) The point xˆ is an accumulation point of S if and only if
Tan+(S, xˆ) contains non-null vectors.
(1.23) (Bouligand [17, p. 33], [23, pp. 76–79]) The orthogonal projection onto the linear hull of pTan+(S, xˆ) is injective on a
neighborhood of xˆ in S. More generally, if V andW are vector spaces such that V ∩pTan+(S, xˆ) = {0} andRn = V ⊕W,
then there is ε ∈ R++ such that the projection along V onto W is injective on S ∩ Bε(xˆ).
(1.24) (Bouligand [17, p. 33], [23, pp. 76–79]) Let p : Rn → Rn−1 be a projection given by p(x1, . . . , xn−1, xn) := (x1, . . . , xn−1).
If en := (0, . . . , 0, 1) ∉ pTan+(S, xˆ), then there exists an open ball Bε(xˆ) such that p is injective on S ∩ Bε(xˆ) and,
moreover, if we define ϕ : p(S ∩ Bε(xˆ))→ R by ϕ(x1, . . . , xn−1) := ‘‘the real number xn such that (x1, . . . , xn−1, xn) ∈
S ∩ Bε(xˆ)’’, the following property holds:
ϕ is Lipschitz and graph(ϕ) = S ∩ Bε(xˆ). 
6 The upper paratangent conewas introduced as a set of straight-lines by Severi [4, p. 149] and Bouligand in [17, pp. 29–30]; see [18] for further historical
details.
7 The lower paratangent conewas introduced in 1973 by Clarke [19] and redefined in terms of sequences by Thibault [20, p. 1303], andHiriart-Urruty [21,
p. 1381]; in Appendix a new sequential definition is given. The upper and lower paratangent cones were expressed by blow-up in [22].
8 S is said to be locally compact at xˆ, whenever there exists a compact neighborhood of xˆ in S.
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Fig. 1. F = {(x, y) : y3 = x2}.
A rich and unstable terminology deals with coincidence conditions: Tan−(S, xˆ) = Tan+(S, xˆ),9 pTan−(S, xˆ) =
Tan+(S, xˆ),10 pTan−(S, xˆ) = pTan+(S, xˆ).11 Below we present unidimensional examples of the various coincidence
conditions.
In the diagram above, the arc corresponding to an example embraces precisely those cones that coincide in this example.
Example 1.2. F := {0} ∪ {1/m! : m ∈ N1}. Here pTan−(F , 0) = Tan−(F , 0) = {0}, Tan+(F , 0) = R+, pTan+(F , 0) = R.
Example 1.3. F := R+. Here pTan−(F , 0) = Tan−(F , 0) = Tan+(F , 0) = R+, pTan+(F , 0) = R.
Example 1.4. F := {0}. Here pTan−(F , 0) = Tan−(F , 0) = Tan+(F , 0) = pTan+(F , 0) = {0}.
Example 1.5. F := {0} ∪ {1/m : m ∈ N1}. Here pTan−(F , 0) = {0}, Tan−(F , 0) = Tan+(F , 0) = R+, pTan+(F , 0) = R.
Example 1.6. F := {0} ∪ {1/m : m ∈ N1} ∪ {−1/m : m ∈ N1}. Here pTan−(F , 0) = {0}, Tan−(F , 0) = Tan+(F , 0) =
pTan+(F , 0) = R.
Example 1.7. F := {0}∪{1/m! : m ∈ N1}∪{−1/m : m ∈ N1}. Here pTan−(F , 0) = {0}, pTan−(F , 0) = −R+, Tan+(F , 0) =
pTan+(F , 0) = R.
2. Tangency and paratangency in traditional sense compared with differentiability
Traditionally, intrinsic notions of tangent straight line to a curve and that of tangent plane to a surface at a point can be
recaptured by the following general definition.
Definition 2.1. Let xˆ be an accumulation point of a subset F of Rn. A vector space H of Rn is said to be tangent in traditional
sense to F at xˆ if
lim
F∋x→xˆ
dist(x,H + xˆ)
dist

x, xˆ
 = 0. (2.1)
Since dist(x,H+xˆ)
dist(x,xˆ)
is the sinus of the angle between H and the vector x − xˆ, the geometric meaning of (2.1) is evident: the
half-line that passes through xˆ and x ∈ F and the affine space H + xˆ form an angle that tends to zero as x tends to xˆ.
The sets F of Figs. 1 and 2 admit everywhere tangent lines in traditional sense; in both cases the tangent lines vary
continuously.
Analytically, Definition 2.1 becomes the following.
9 When this equality holds, the set S is said to be ‘‘derivable at xˆ’’ in [14, p. 127], ‘‘geometrically derivable at xˆ’’ in [15, pp. 197–198]. If, in addition,
Tan+(S, xˆ) is a vector space, the set S is said to be ‘‘smooth at xˆ’’ in [27, p. 173].
10 When this equality holds, S is said to be ‘‘tangentially regular at xˆ’’ in [28, p. 1348] and in [14, p. 127], ‘‘regular at xˆ’’ in [15, p. 220], and ‘‘Clarke regular
at xˆ’’ in [16, p. 136].
11 When this equality holds, the set S is said to be ‘‘strictly smooth at xˆ’’ in [27, p. 173].
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Fig. 2. F = {(x, y) : (y− x2)(y− 2x2) = 0}.
Proposition 2.2. A vector space H of Rn is tangent in traditional sense to F at an accumulation point xˆ of F if and only if
Tan+(F , xˆ) ⊂ H.  (2.2)
According to (2.2), we take, as a definition, that every vector space ofRn is tangent in traditional sense to F at any isolated
point of F .
Following [2], [3, p. 47], a vector space H is said to be tangent in Valiron sense to F at xˆ, if H = Tan+(F , xˆ).
Generally, tangencywas regarded as an elementary, intuitive notion not needing a definition. However, when definitions
were written down, they were neither precise nor general; moreover, neither univocal nor consistent. For an illustration,
consider the following definitions of Lagrange and Fréchet.
(2.3) Lagrange [29, p. 259] writes:
Ainsi, de même qu’une ligne droite peut être tangente d’une courbe, un plan peut être tangent d’une surface, et l’on
déterminera le plan tangent par la condition qu’aucun autre plan ne puisse être mené par le point de contact entre
celui-là et la surface.
(2.4) Fréchet [30, p. 437], [31, p. 189] writes:
Précisons d’abord que nous entendons par plan tangent à [une surface] S au point (a, b, c) un plan qui soit le lieu des
tangentes aux courbes situées sur S et passant par ce point (s’entendant de celles de ces courbes qui ont effectivement
une tangente en ce point).
(2.5) Fréchet [31, p. 193] writes:
Un plane P passant par un point Q d’une surface S est, par définition, tangent à S en Q si,
(1◦) M étant un point quelconque de S, distinct de Q , l’angle aigu deM avec P tend vers zéro quandM tend vers Q ,
(2◦) La condition W ci-dessus [c’est-à-dire, si l’on projette S sur P , il y a au moins un voisinage de Q qui appartient
entièrement à cette projection] est satisfaite.12
Following [33, pp. 175–176], [34, pp. 131–132],13 the vector space generated by Tan+(F , xˆ) is called linear upper tangent
space of S at xˆ; it is denoted by LTan+(F , xˆ). Proposition 2.2 allows us to describe the linear upper tangent space as the
smallest vector space which is tangent in traditional sense.
In the case where F is the graph of a function f , the tangency in traditional sense becomes differentiability.
Proposition 2.3 (Guareschi [33, pp. 181, 183], [34, p. 132], Severi [5, pp. 183–185]). If A ⊂ Rd, f : A → Rn is a function,
L : Rd → Rn is a linear function and xˆ ∈ A ∩ der(A), then the following three properties are equivalent:
(2.7) L is a differential of f at xˆ, i.e.,
lim
A∋x→xˆ
f (x)− f (xˆ)− L(x− xˆ)x− xˆ = 0,
12 In virtue of (1.8), the definition (2.4) implies that Fréchet’s tangent plane to a surface is included in the corresponding upper tangent cone; while,
surprisingly, by Proposition 2.2 the condition (1◦) of the definition (2.5) demands the opposite set inclusion. Two examples: let f , g : R2 → R be defined
by
f (x, y) =
x if x ∈

1
m! : m ∈ N1

and y = 0
0 otherwise
, g(x, y) =

0 if x ≥ 0
1 otherwise. (2.6)
Observe that the plane z = 0 is tangent to the surface z = f (x, y) at (0, 0, 0) in the sense of the Fréchet’s definition (2.4), but does not fulfill the condition
(2◦) of Fréchet’s definition (2.5). Conversely, the plane z = 0 is tangent to the surface z = g(x, y) at (0, 0, 0) in the sense of Fréchet’s definition (2.5), but
does not fulfill Fréchet’s definition (2.4). A critical attitude towards the carelessness of Fréchet in defining and in using the notion of tangency is taken, for
example, by Valiron [2, pp. 191–192] and Cinquini [32].
13 Guareschi writes in [34, p. 131]: ‘‘Il concetto di semiretta tangente (o semitangente) ad un insieme puntuale in suo punto d’accumulazione [. . . ],
permette di strettamente collegare l’operazione analitica di differenziazione totale di una funzione di più variabili reali, in suo punto, al concetto sintetico
di spazio lineare di dimensione minima contenente l’insieme tangente alla grafica della funzione stessa nel suo punto corrispondente; e tale collegamento
porta a concludere che tanti sono i differenziali totali della funzione, quanti sono gli iperpiani passanti per quello spazio’’.
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(2.8) f is continuous at xˆ and graph(L) is tangent in traditional sense to graph(f ) at (xˆ, f (xˆ)),
(2.9) f is continuous at xˆ and Tan+(graph(f ),

xˆ, f

xˆ

) ⊂ graph(L).
There is no well established tradition for the notion of paratangency. Nevertheless, to manifest a logical correlation
between tangency and paratangency we introduce the following definition.
Definition 2.4. Let xˆbe an accumulationpoint of a subset F ofRn. A vector spaceH ofRn is said to be paratangent in traditional
sense to F at xˆ if
lim
F∋x,y→xˆ
y≠x
dist(x,H + y)
dist (x, y)
= 0. (2.10)
Since dist(x,H+y)dist(x,y) is the sinus of the angle between H and the vector x− y, the geometric meaning of (2.10) is evident: the
straight-lines passing through y and x in F and the affine space H + xˆ form an angle that tends to zero as x and y tend to xˆ.
The concepts of tangency and paratangency were either confused or improperly identified. Surprisingly, Lebesgue used
paratangency to define traditional tangency in Du choix des définitions [35, p. 6]:
L’idée de tangent provient de ce jugement: tout arc suffisement petit d’une courbe est rectiligne. [. . . ] Dire qu’un
élément de courbe et un élément de droite sont indiscernables, c’est dire que la droite est pratiquement confondue
avec toute corde de l’élément de courbe, d’où cette définition: (a) on dit qu’une courbe C a des tangentes si, quel que soit
le point M de C et de quelque manière qu’on fasse tendre les points M1 et M2 de C vers M, la corde M1M2 tend vers une
position limite déterminée par la donnée de M; on l’appelle tangente en M .
In Applicazioni geometriche [10, pp. 163, 181–184] Peano used paratangency to curves and surfaces to evaluate the infinites-
imal quotient of the length of an arc and its segment or its projection. The following proposition, due to Peano, makes
transparent the relation between paratangency and C1-smoothness.
Proposition 2.5 (Peano [10, teorema II, p. 59]). If γ is a continuously differentiable curve and γ ′(tˆ) ≠ 0, then its tangent straight
line at γ [tˆ] is the limit of the lines passing through γ [t] and γ [u] when t ≠ u and t, u tend to tˆ .
Analytically, Definition 2.4 becomes the following.
Proposition 2.6. A vector space H of Rn is paratangent in traditional sense to F at an accumulation point xˆ of F if and only if
pTan+(F , xˆ) ⊂ H. (2.11)
Proof. Necessity of (2.11). Let H be a vector space, paratangent in traditional sense to F at xˆ. Fix a non-null vector v ∈
pTan+(F , xˆ). There exist two sequences {xm}m, {ym}m ⊂ F and {λm}m ⊂ R++ such that limm λm = 0, limm ym =
limm xm = xˆ and limm xm−ymλm = v; hence limm xm−ym∥xm−ym∥ = v∥v∥ . Therefore by (2.10) we have 0 = limm dist(xm,H+ym)∥xm−ym∥ =
limm dist

xm−ym
∥xm−ym∥ ,H

= dist

v
∥v∥ ,H

. Then v ∈ H , since H is closed.
Sufficiency of (2.11). Suppose that (2.10) does not hold. Then there exist ε ∈ R++ and two sequences {xm}m, {ym}m ⊂ F
with limm xm = limm ym = xˆ and
dist

xm − ym
∥xm − ym∥ ,H

> ε for everym ∈ N. (∗)
By compactness, the sequence

xm−ym
∥xm−ym∥

m
has a subsequence

xmk−ymk
∥xmk−ymk∥

k
converging to a non-null vector v. Hence
v ∈ pTan+(F , xˆ) by (1.16). Therefore, by (2.11), v ∈ H; consequently limk→∞ dist

xmk−ymk
∥xmk−ymk∥ ,H

= dist(v,H) = 0,
contradicting (∗).14 
According to (2.11), we assume, as a definition, that every vector space of Rn is paratangent in traditional sense to F at
any isolated point of F .
Like the upper tangent cones, following Guareschi [36, p. 154], the linear hull of the upper paratangent cone of F at xˆ is
called linear upper paratangent space of F at xˆ; it is denoted by pLTan+(F , xˆ). By Proposition 2.6, the linear upper paratangent
space is the smallest vector space which is paratangent in traditional sense.
In the case where F is a graph of a function f , paratangency in traditional sense becomes strict differentiability.
14 ‘‘ (2.11)⇐⇒ (2.10)’’ also holds, ifH is a non-empty closed set. Hence, the upper paratangent cone is the smallest closed non-empty setH (not necessary,
vector spaces) verifying (2.10).
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Definition 2.7 (Peano in [7] for n = d = 1, Severi in [5, p. 185]). 15 Let A ⊂ Rd, let f : A → Rn be a function and let
xˆ ∈ A ∩ der(A). The function f is said to be strictly differentiable at xˆ, if there is a linear function L : Rd → Rn (called strict
differential of f at xˆ) such that
lim
A∋x,y→xˆ
y≠x
f (x)− f (y)− L(x− y)
∥x− y∥ = 0.
16
Proposition 2.8 (Severi [5, p. 189], Guareschi [36, p. 161]). If A ⊂ Rd, f : A → Rn is a function, L : Rd → Rn is a linear function
and xˆ ∈ A ∩ der(A), then the following three properties are equivalent:
(2.12) L is a strict differential of f at xˆ,
(2.13) f is continuous at xˆ and graph(L) is paratangent in traditional sense to graph(f ) at (xˆ, f (xˆ)),
(2.14) f is continuous at xˆ and pTan+(graph(f ),

xˆ, f

xˆ

) ⊂ graph(L).
In order to prove this Proposition 2.8 we use the following two lemmata.
Lemma 2.9 (Cyrenian Lemma for Strict Differentiability). Let f , L, A and xˆ be as in Proposition 2.8. Then L is a strict differential
of f at xˆ if and only if
(2.15) limm
f (xm)−f (ym)
λm
= L(v) for each v ∈ Rd and for all sequences {λm}m ⊂ R++, {xm}m , {ym}m ⊂ A such that limm λm = 0,
limm→∞ ym = xˆ and limm xm−ymλm = v.17 
Lemma 2.10. Let A be a subset of Rd and let xˆ ∈ A ∩ der(A). A function f : A → Rn is locally Lipschitz at xˆ if and only if f is
continuous at xˆ and pTan+(graph(f ), (xˆ, f (xˆ))) does not contain vertical lines.18 
Proof of Proposition 2.8. (2.13)⇐⇒ (2.14). It follows from Proposition 2.6.
(2.12) H⇒ (2.14). Let v ∈ pTan+graph(f ), (xˆ, f (xˆ)). Take v1 ∈ Rd and v2 ∈ Rn such that v = (v1, v2). By definition
of pTan+, there are {λm}m ⊂ R++, {xm}m, {ym}m ⊂ A such that limm λm = 0, limm ym = xˆ and limm xm−ymλm = v1 and
limm
f (xm)−f (ym)
λm
= v2. Hence, by Cyrenian Lemma 2.9 one has L(v1) = v2, that is v = (v1, v2) ∈ graph(L).
(2.14)H⇒ (2.12). By Lemma 2.10, condition (2.14) implies the existence ofM, ε ∈ R++ such that
∥f (x)− f (y)∥ ≤ M∥x− y∥ for every x, y ∈ Bε(xˆ). (∗)
To prove ‘‘(2.14) H⇒ (2.12)’’ by contradiction we assume that (2.12) does not hold. Then there are sequences
{xm}m, {ym}m ⊂ Awith xm ≠ ym form ∈ N such that limm→∞ ym = xˆ and
lim
m→∞
 f (xm)− f (ym)∥xm − ym∥ − L

xm − ym
∥xm − ym∥
 > 0. (∗∗)
By continuity, limm→∞ f (ym) = f (xˆ); moreover, by compactness and (∗), without loss of generality we assume that
limm
xm−ym
∥xm−ym∥ = v1 ∈ Rd and limm f (xm)−f (ym)∥xm−ym∥ = v2 ∈ Rd. Hence (v1, v2) ∈ pTan+(graph(f ),

xˆ, f

xˆ

). By (2.14) we have
that (v1, v2) ∈ graph(L), that is L(v1) = v2. Therefore limm
 f (xm)−f (ym)∥xm−ym∥ − L  xm−ym∥xm−ym∥ = ∥v2 − L(v1)∥ = 0, contradicting
(∗∗). 
Corollary 2.11 (Guareschi [38, p. 89]). Let A be a subset of Rd and let xˆ ∈ A ∩ der(A). A function ϕ : A → Rn is strictly
differentiable at xˆ if and only if ϕ is continuous at xˆ and pLTan(graph(ϕ), (xˆ, ϕ(xˆ))) does not contain vertical lines.
15 Peano in [7] notices that the strict differentiability
[. . . ] correspond à des définitions analogues généralement admises en mécanique et en physique mathématique.
As an example, Peano recalls the definition of linear density. Another remarkable example: in his Treatise on Electricity and Magnetism [37, p. 6] Maxwell
adopts strict differentiability:
[. . . ] we consider the differential coefficient of u with respect to x for the value x = x1 as the limit of the fraction u2−u0x2−x0 when x2 and x0 are both
made to approach x1 [. . . ].
16 As usual, ‘‘strictly differentiable function on a set X ’’ stands for ‘‘strictly differentiable function at every point belonging to X ’’.
17 An immediate consequence of Cyrenian Lemma 2.9 is the chain rule for strictly differentiable functions.
18 We will say that a cone B ⊂ Rd × Rn does not contain vertical lines, whenever there do not exist pairs (v,w) ∈ Rd × Rn such that (v,w) ∈ B, v = 0
andw ≠ 0.
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Proof. Necessity. Assume ϕ strictly differentiable at xˆ and denote by L a strict differential of ϕ at x. By Proposition 2.8 the
function ϕ is continuous at x and
pLTan+(graph(ϕ),

xˆ, ϕ

xˆ

) ⊂ graph(L). (∗)
Therefore, pLTan+(graph(ϕ),

xˆ, ϕ

xˆ

) does not contain verticals lines.
Sufficiency. Posit d′ := dim(pLTan+(graph(ϕ), xˆ, ϕ xˆ)), Rn := {(v,w) ∈ Rd × Rn : v = 0} and V := (Rn ⊕
pLTan+(graph(ϕ),

xˆ, ϕ

xˆ

))⊥ in Rd×Rn. Since pLTan+(graph(ϕ), xˆ, ϕ xˆ) does not contain verticals lines, the dimen-
sion of V is d− d′; so the vector space
Λ := V ⊕ pLTan+(graph(ϕ), xˆ, ϕ xˆ)
has dimension d and it does not contain verticals lines; hence, there exists a linear function L : Rd → Rn such that
graph(L) = Λ. Therefore, ϕ being continuous at xˆ, by Proposition 2.8 we have that L is a strict differential of ϕ at xˆ. 
3. Grassmann exterior algebra, limits of vector spaces and angles between vector spaces
LetΛ(Rn) denote the graded Grassmann exterior algebra on n-dimensional Euclidean space Rn:
Λ(Rn) := Λ0(Rn)⊕Λ1(Rn)⊕Λ2(Rn)⊕Λ3(Rn)⊕ · · · ⊕Λn(Rn), (3.1)
where Λ0(Rn) := R and Λk(Rn), k = 1, . . . , n, is the
 n
k

-dimensional vector space generated by linear combinations of
simple k-vectors ∧ki=1 vi, where {vi}ki=1 ⊂ Rn.
Euclidean inner product of Rn induces an inner product onΛ(Rn); on simple k-vectors it is described by
⟨∧ki=1 vi,∧ki=1wi⟩ := det
⟨vi, wj⟩ij. (3.2)
With respect to the associated norm on Λ(Rn), a simple k-vector ∧ki=1 vi has a non-null norm if and only if the k vectors
{vi}ki=1 are linearly independent.
LetG(Rn, d) denote the set of all d-dimensional vector (sub)spaces ofRn and defineG(Rn) :=0≤d≤n G(Rn, d). If d ≥ 1,
the angle between two (non oriented) d-dimensional vector spaces V and W is a real number denoted by ang(V ,W ) and
well defined by
ang(V ,W ) := arccos
 |⟨∧di=1vi,∧di=1wi⟩|
∥ ∧di=1 vi∥ ∥ ∧di=1 wi∥

. (3.3)
where {vi}di=1 and {wi}di=1 are arbitrary bases of V andW , respectively.
For every basis {vi}di=1 of a d-dimensional vector space V , one has:
(3.4) the norm ∥∧di=1 vi∥ is the d-dimensional elementary measure of d-parallelepiped P({vi}di=1) :=
d
i=1 αivi :
d
i=1
αi = 1 and 0 ≤ αi ≤ 1 for 1 ≤ i ≤ d

;
(3.5) dist(x, V ) = ∥(∧di=1 vi)∧x∥∥∧di=1 vi∥ for every x ∈ R
n.
Proposition 3.1 (See [10, Chapter 1, Section 1 pp. 29–41]). If Vm, V ∈ G(Rn, d) and d ≥ 1, then the following properties are
equivalent:
(3.6) V ⊂ Lim→∞Vm,
(3.7) limm→∞ ang(Vm, V ) = 0,
(3.8) dist(x, V ) = limm→∞ dist(x, Vm) for all x ∈ Rn,
(3.9) there are bases {vi}di=1 and {v(m)i }di=1 of V and Vm respectively, such that vi = limm→∞ v(m)i for 1 ≤ i ≤ d.
Proof. (3.6)H⇒ (3.9). Let {vi}di=1 be a basis of V . By (3.6), for every 1 ≤ i ≤ d there is a sequence {v(m)i }m such that v(m)i ∈ Vm
and limm v
(m)
i = vi. Hence, by continuity of the exterior product, one obtains that
lim
m
∧di=1vmi = ∧di=1 vi. (∗)
Since {vi}di=1 is a basis of V , one has ∥∧di=1 vi∥ ≠ 0; therefore, (∗) implies that {vmi }di=1 is a basis of Vm, since ∥∧di=1 v(m)i ∥ ≠ 0
eventually inm.
(3.9) H⇒ (3.7). Let {vi}di=1 and {v(m)i }di=1 as in (3.9). By continuity of the exterior product we have (∗). Therefore, from
definition (3.3) the required (3.7) follows.
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(3.7) H⇒ (3.8). Let {vi}di=1 be an orthonormal basis of V ; moreover, for every m ∈ N, let {v(m)i }di=1 be an orthonormal
basis of Vm such that ⟨∧di=1 v(m)i ,∧di=1 vi⟩ ≥ 0. From orthonormality it follows that ∥∧di=1 vi∥ = ∥∧di=1 vmi ∥ = 1; hence,
by condition (3.7), we have that limm→∞ ∧di=1 vmi = ∧di=1 vi. On the other hand, by continuity of the exterior product, one
obtains that
lim
m
dist(x, Vm) = lim
m
∥(∧di=1vmi ) ∧ x∥ = ∥(∧di=1vi) ∧ x∥ = dist(x, V )
for every x ∈ Rn.
(3.8)H⇒ (3.6). By (3.8), limm dist(x, Vm) = 0 for every x ∈ V . Therefore, by definition (1.2) of the lower limit Li, we have
V ⊂ LimVm, as required. 
Corollary 3.2. Let Vm, V be as in Proposition 3.1. The following equivalence holds:
V ⊂ Li
m→∞ Vm ⇐⇒ Lsm→∞ Vm ⊂ V . (3.10)
Proof. (3.10)H⇒: Since V ⊂ LimVm, by (3.8) we have that
lim
m
dist(x, Vm) = dist(x, V ) (∗)
for every x ∈ Rn. Now, for x ∈ LsmVm, definition (1.3) of upper limit Ls entails lim infm dist(x, Vm) = 0; therefore, by (∗)we
have dist(x, V ) = 0, i.e., x ∈ V .
(3.10)⇐H: Fix xˆ ∈ V and choose an orthonormal basis {v(m)i }di=1 of Vm. We argue by contradiction: we suppose xˆ ∉ LimVm, i.e.,
lim supm dist(xˆ, Vm) = α > 0. Then there exist {wi}di=1 ⊂ Rn and an infinite subsetN ofN such that limN∋m→∞ dist(xˆ, Vm) =
α and
lim
N∋m→∞ v
m
i = wi for 1 ≤ i ≤ d. (∗)
Now, let W denote the d-dimensional vector space generated by the orthonormal basis {wi}di=1. First, by the continuity of
the exterior product we have
lim
N∋m→∞ dist(xˆ, Vm) = limN∋m→∞ ∥(∧
d
i=1v
m
i ) ∧ xˆ∥ = ∥(∧di=1wi) ∧ xˆ∥ = dist(xˆ,W );
hence xˆ ∉ W , since limN∋m→∞ dist(xˆ, Vm) = α > 0. On the other hand, from (∗) and ‘‘(3.9)H⇒ (3.6)’’ of Proposition 3.1 it
follows thatW ⊂ LiN∋m→∞Vm; henceW ⊂ LiN∋m→∞Vm ⊂ Lsm→∞Vm ⊂ V ; therefore,W and V both being d-dimensional
vector spaces, we haveW = V , conflicting with xˆ ∈ V \W . 
Let us define continuity of set-valued functions. Let A ⊂ Rn and xˆ ∈ A; as usual, a set-valued function ϕ : A → P (Rn) is
said to be lower (resp. upper) semicontinuous at xˆ, whenever ϕ(xˆ) ⊂ LiA∋x→xˆϕ(x)19 (resp. LsA∋x→xˆϕ(x) ⊂ ϕ(xˆ))20; moreover,
ϕ is said to be continuous at xˆ, if ϕ is both lower and upper semicontinuous. The followingwell known elementary properties
are useful:
(3.11) ϕ is lower semicontinuous at xˆ if and only if
ϕ(xˆ) ⊂ Li
m→∞ϕ(xm) for every sequence {xm}m ⊂ A converging to xˆ;
(3.12) ϕ is upper semicontinuous at xˆ if and only if
Ls
m→∞ϕ(xm) ⊂ ϕ(xˆ) for every sequence {xm}m ⊂ A converging to xˆ;
(3.13) ϕ is continuous at xˆ if and only if
Ls
m→∞ϕ(xm) ⊂ ϕ(xˆ) ⊂ Lim→∞ϕ(xm) for every {xm}m ⊂ A converging to xˆ.
By (3.11)–(3.13), Proposition 3.1 and Corollary 3.2 can be restated in terms of continuity of vector-space-valued functions.
Theorem 3.3. Let A be a subset of Rn and let τ : A → G(Rn, d) be a vector-space-valued function with d ≥ 1. For every x ∈ A,
the following properties are equivalent:
(3.14) τ is lower semicontinuous at x,
(3.15) τ is upper semicontinuous at x,
(3.16) τ is continuous at x,
(3.17) limA∋y→x ang(τ (y), τ (x)) = 0. 
19 i.e., the set {x ∈ A : B ∩ ϕ(x) ≠ ∅} is open in A, for every open ball B.
20 i.e., the set {x ∈ A : B ∩ ϕ(x) ≠ ∅} is closed in A, for every closed ball B.
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4. Four-cones coincidence theorem: local and global version
The geometry of manifolds was originated by Riemann’s Habilitationsschrift (1854) Über die Hypothesen welche der
Geometrie zu Grunde liegen [39, pp. 272–287]. Today axiomatic formulation of manifolds by coordinate systems and regular
atlas was presented by Veblen and Whitehead in [40,41] and was elaborated in a series of celebrated works by Whitney
in the 1930s. There are various kinds of finite dimensional manifolds; all of them are topological, i.e., they are locally
homeomorphic to Euclidean spaces. In the sequel, we will consider (sub)manifolds of Euclidean spaces that are C1 smooth.
Definition 4.1. A non-empty subset S of Rn is said to be a C1-manifold of Rn at a point x ∈ S, if there are an open
neighborhood Ω of x in Rn, an affine subspace H of Rn and a C1-diffeomorphism ξ from Ω onto another open set of Rn
such that
ξ(S ∩Ω) = ξ(Ω) ∩ H. (4.1)
The dimension of H is said to be the dimension of S at x and it is denoted by dim(S, x).
A set S is said to be a C1-manifold of Rn, if it is a C1-manifold of Rn at every point. If the dimension d = dim(S, x) does
not depend on x ∈ S, then S is said to be a d-dimensional C1-manifold.21
Elementary and well known facts on arbitrary C1-manifolds are summarized in the following proposition.
Proposition 4.2. Let S be a C1-manifold of Rn. The following four properties hold:
(4.2) S is a topological manifold (hence, a locally compact set);
(4.3) Tan+(S, x) is a vector space and
dξ(x)

Tan+(S, x)
 = H − ξ(x) and dim(S, x) = dim(Tan+(S, x))
for every x ∈ S, where ξ and H are as in Definition 4.1 and dξ(x) denotes the differential of ξ at x;
(4.4) all four tangent cones coincide, i.e., for every x ∈ S
pTan+(S, x) = Tan+(S, x) = Tan−(S, x) = pTan−(S, x)22;
(4.5) the tangent vector space Tan+(S, ·) varies continuously, i.e., the map x → Tan+(S, x) is continuous on S, or, equivalently,
for every x ∈ S
Li
S∋y→x
Tan+(S, y) ⊂ Tan+(S, x) ⊂ Ls
S∋y→x
Tan+(S, y).
Proof. All the four discussed cones share the following three basic properties. Let Tan denote any one of the four tangent
cones Tan+, Tan−, pTan+ and pTan−, then
(4.6) they are local, i.e., for every x ∈ S
Tan(S ∩Ω, x) = Tan(S, x)
for every neighborhoodΩ of x in Rn;
(4.7) they are stable by diffeomorphisms, i.e., for every x ∈ S
Tan(ξ(S ∩Ω), ξ(x)) = dξ(x)(Tan(S ∩Ω, x))
for every open neighborhoodΩ of x and for every C1-diffeomorphism fromΩ to another open set of Rn23;
(4.8) they fix vector spaces, i.e.,
Tan(V , 0) = V
for every vector subspace V of Rn.
21 If S is a C1-manifold of Rn , then Si := {x ∈ S : dim(S, x) = i} is an i-dimensional C1-manifold (if non-empty), and, for 0 ≤ i ≠ j ≤ n, Si and Sj are
separated (i.e. Si ∩ Sj = Sj ∩ Si = ∅).
22 The relevant equality Tan+(S, x) = pTan−(S, x)was proved by [19, pp. 254–256] for C1-manifolds and convex sets.
23 The equality in (4.7) is a consequence of the description of Tan in terms of sequences (see (1.9), (1.10), and (1.15) and (1.16)), since ξ is C1-
diffeomorphism and, consequently, by Cyrenian Lemma 2.9 one has
lim
m→∞
xm − ym
λm
= v ⇐⇒ lim
m→∞
ξ(xm)− ξ(ym)
λm
= dξ(x)(v) (∗)
for λm → 0+, v ∈ Rn, {ym}m, {xm}m ⊂ S ∩Ω with ym → x.
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To prove both (4.3) and (4.4), fix x ∈ S and let (Ω,H, ξ) be as in Definition 4.1. The following equalities hold:
Tan(ξ(S ∩Ω), ξ(x)) = dξ(x)Tan(S ∩Ω, x) = dξ(x)Tan(S, x). (∗)
The first and the second equality of (∗) are due to (4.7) and (4.6), respectively. On the other hand
Tan(ξ(Ω) ∩ H, ξ(x)) = Tan(H, ξ(x)) = Tan(H − ξ(x), 0) = H − ξ(x), (∗∗)
where these equalities are due to (4.6), (4.7) and (4.8), respectively. Finally, combining (∗) and (∗∗)with (4.1), we have (4.3)
and (4.4). Besides, the tangent cone Tan+(S, x) is a vector subspace of Rn having the same dimension of S at x, because it is
the preimage of the vector space H − ξ(x) under the linear isomorphism dξ(x).
To verify (4.5), fix x ∈ S and let (Ω,H, ξ) be as in Definition 4.1. From (4.3) it follows that
dξ(y)

Tan+(S, y)
 = H − ξ(y) = H − ξ(x) for every y ∈ S ∩Ω. (∗ ∗ ∗)
1st case: dim(S, x) = 0. Obviously (4.5) holds, since x is an isolated point of S. 2nd case: d := dim(S, x) ≥ 1. Choose a basis
{wi}di=1 of the vector spaceW := H − ξ(x) and a sequence {ym}m ⊂ S converging to x. SinceΩ is an open neighborhood of
x, there is a natural number m¯ such that ym ∈ S ∩Ω for every natural numberm ≥ m¯. For every ym withm ≥ m¯, by (∗ ∗ ∗)
define a basis {v(m)i }di=1 of the d-dimensional vector space Tan+(S, ym) by
vmi :=

dξ(ym)
−1
(wi) for 1 ≤ i ≤ d
and, analogously, define a basis {vi}di=1 of the d-dimensional vector space Tan+(S, x) by
vi :=

dξ(x)
−1
(wi) for 1 ≤ i ≤ d.
Since ξ is C1-diffeomorphism, the map y → dξ(y)−1 is continuous. Hence
lim
m→∞ v
m
i = vi for 1 ≤ i ≤ d.
Therefore, by Proposition 3.1, Tan+(S, x) ⊂ Lim→∞Tan+(S, ym); consequently, by Corollary 3.2, Lim→∞Tan+(S, ym) ⊂
Tan+(S, x). Hence Theorem 3.3 entails (4.5). 
Lemma 4.3. Let F be a subset of Rn such that F ⊂ der(F) and
en := (0, . . . , 0, 1) ∉ pLTan+(F , x) for every x ∈ F . (4.9)
Let xˆ ∈ F . Then there exist ε ∈ R++, A ⊂ Rn−1 with A ⊂ der(A) and there exists a function ϕ : A → R strictly differentiable on
A such that
graph(ϕ) = F ∩ Bε(xˆ). (4.10)
Moreover, if F is locally compact at xˆ, then A is locally compact at tˆ , where tˆ is the element of A such that xˆ = (tˆ, ϕ(tˆ)).
Proof. By (1.24) there are ε ∈ R++, A ⊂ Rn−1 and ϕ : A → R such that
ϕ is continuous and graph(ϕ) = F ∩ Bε(xˆ). (∗1)
Since Bε(xˆ) is an open set, we have
pLTan+(graph(ϕ), (t, ϕ(t))) = pLTan+(F , (t, ϕ(t))) for every t ∈ A; (∗2)
therefore, by (4.9)
pLTan+(graph(ϕ), (t, ϕ(t))) does not contain vertical lines (∗3)
for every point t ∈ A. On the other hand, by F ⊂ der(F), graph(ϕ) has no isolated point; therefore A ⊂ der(A). Hence, by
Corollary 2.11 we have that ϕ is strictly differentiable on A, as required. Finally, if F is locally compact at xˆ, the set A is locally
compact at tˆ , since it is homeomorphic to graph(ϕ) = F ∩ Bε(xˆ). 
Lemma 4.4. Let A be a subset of Rd and let xˆ ∈ A ∩ der(A). If a function ϕ : A → Rn is strictly differentiable at xˆ, then the
following properties hold:
(4.11) pTan+

graph(ϕ), (xˆ, ϕ(xˆ))
 = {(v, L(v)) : v ∈ pTan+(A, xˆ)},
(4.12) pTan−

graph(ϕ), (xˆ, ϕ(xˆ))
 = {(v, L(v)) : v ∈ pTan−(A, xˆ)},
where L denotes a strict differential of ϕ at xˆ.
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Proof. We will prove only (4.11); a similar proof of (4.12) is left to the reader. 1st claim: pTan+

graph(ϕ), (xˆ, ϕ(xˆ))
 ⊂
{v, L(v) : v ∈ pTan+(A, xˆ)}. Let v ∈ Rd and r ∈ Rn such that (v, r) ∈ pTan+(graph(ϕ), (xˆ, ϕ(xˆ))). Then there exist
sequences {λm}m ⊂ R++ and {xm}m, {ym}m ⊂ A such that limm λm = 0, limm(xm, ϕ(xm)) = (xˆ, ϕ(xˆ)) and
lim
m→∞
(xm − ym, ϕ(xm)− ϕ(ym))
λm
= (v, r). (∗1)
By Cyrenian Lemma 2.9, we have limm
ϕ(xm)−ϕ(ym)
λm
= L(v), since limm xm−ymλm = v. Hence, v ∈ pTan+(A, xˆ) and (v, r) =
(v, L(v)), as required.
2nd claim: {(v, L(v)) : v ∈ pTan+(A, xˆ)} ⊂ pTan+graph(ϕ), (xˆ, ϕ(xˆ)). Let v ∈ pTan+(A, xˆ). Then there exist sequences
{λm}m ⊂ R++, {xm}m, {ym}m ⊂ A such that limm λm = 0, limm→∞ xm = x and
lim
m→∞
xm − ym
λm
= v. (∗2)
Since ϕ is strictly differentiable, property (∗2) and Cyrenian Lemma 2.9 imply
lim
m→∞
ϕ(xm)− ϕ(ym)
λm
= L(v). (∗3)
Since limm(xm, ϕ(xm)) = (xˆ, ϕ(xˆ)) and limm λm = 0, from (∗2) and (∗3) it follows that (v, L(v)) ∈
pTan+

graph(ϕ), (xˆ, ϕ(xˆ))

, as required. 
Lemma 4.5. Let A ⊂ Rn with A ⊂ der(A) and let ϕ : A → R be strictly differentiable on A. If A is a C1-manifold of Rn at a point
tˆ ∈ A, then graph(ϕ) is a C1-manifold of Rn+1 at (tˆ, ϕ(tˆ)).
Proof. 1st case: A is a non-empty open subset of some vector subspace V of Rn. Let V⊥ denote the orthogonal complement of
V . Moreover, let ν : (A + V⊥) × R → (A + V⊥) × R be the function such that ν(t + y, z) := (t + y, z − ϕ(t)) for every
(t, y, z) ∈ A× V⊥ × R. Since both domain and codomain of ν coincide with the open setΩ := (A+ V⊥)× R of Rn+1 and,
besides, ν is bijective and strictly differentiable, we have that ν is a C1-diffeomorphism fromΩ ontoΩ . On the other hand
we have
ν

graph(ϕ) ∩Ω = νgraph(ϕ) = A× {0} = Ω ∩ (V × {0}) = ν(Ω) ∩ (V × {0}). (∗1)
Therefore, by Definition 4.1, graph(ϕ) is a C1-manifold of Rn+1.
2nd case: A is an arbitrary non-empty subset of Rn. Since A is a C1-manifold at tˆ , there exist an open neighborhoodΩ of tˆ
in Rn, a vector subspace V of Rn and a C1-diffeomorphism ξ fromΩ to another open subset of Rn such that
ξ(A ∩Ω) = ξ(Ω) ∩ V . (∗2)
Now, let us define the strict differentiable function ψ : ξ(Ω) ∩ V → R by ψ(y) := ϕ(ξ−1(y)). Since the domain of ψ is
an open subset of the vector space V , by the first case we have graph(ψ) is a C1-manifold of Rn+1. On the other hand, let us
define the C1-diffeomorphism µ : Ω × R→ ξ(Ω)× R by µ(t, r) := (ξ(t), r). Clearly,
µ−1(graph(ψ)) = graph(ϕ) ∩ (A ∩Ω)× R = graph(ϕ) ∩ (Ω × R). (∗3)
Hence,
graph(ϕ) ∩ (Ω × R) is a C1-manifold of Rn+1, (∗4)
since it is the image of the C1-manifold graph(ψ) by the C1-diffeomorphism µ−1. Therefore graph(ϕ) is a C1-manifold at
(tˆ, ϕ(tˆ)), becauseΩ × R is an open neighborhood of (tˆ, ϕ(tˆ)). 
Theorem 4.6 (Four-cones Coincidence Theorem: Local Version). Let F ⊂ Rn and let xˆ ∈ F . Then F is a C1-manifold at xˆ if and
only if the following three properties hold:
(4.13) F is locally compact at xˆ,
(4.14) pTan−(F , xˆ) = pTan+(F , xˆ),
(4.15) there exists an open ball Bδ(xˆ) centered at xˆ such that pTan+(F , x) is a vector space (i.e. pTan+(F , x) = pLTan+(F , x)
for every x ∈ F ∩ Bδ(xˆ)).24
24 No one of these three conditions can be dropped, as the following three examples show: xˆ := (0, 0), F1 := Q × Q, F2 := (see Fig. 2), F3 := graphf ,
where f : R→ R is defined by f [0] := 0, f [1/m] := 1/m2 form ∈ N1 and linear otherwise (see [16, p. 19]).
158 F. Bigolin, G.H. Greco / J. Math. Anal. Appl. 396 (2012) 145–163
Proof. Necessity. Let F be a C1-manifold of Rn at xˆ. Clearly, F is locally compact at xˆ. The properties (4.3) and (4.4) of
Proposition 4.2 imply that the lower and upper paratangent cones are vector spaces and coincide, as required. Sufficiency.
Assume (4.13), (4.14) and (4.15) are true.
1st case: dim(pLTan+(F , xˆ)) = 0. Since Tan+(F , xˆ) ⊂ pLTan+(F , xˆ), we have Tan+(F , xˆ) = {0}. Hence, by (1.22), xˆ is an
isolated point of F . Therefore F is a C1-manifold of dimension zero at xˆ.
2nd case: dim(pLTan+(F , xˆ)) = n. By (4.14) and (4.15) we have pTan−(F , xˆ) = Rn. Hence, F being locally compact at xˆ,
property (1.21) implies xˆ ∈ int(F). Therefore F is a C1-manifold of dimension n at xˆ.
3rd case: 0 < dim(pLTan+(F , xˆ)) < n. Let δ be as in (4.15). Choose two non-null vectors v0, vn ∈ Rn such that
v0 ∈ pLTan+(F , xˆ) and vn ∉ pLTan+(F , xˆ). Without loss of generality, assume that vn = en := (0, . . . , 0, 1). By (1.20)
we have
pTan−(F , xˆ) = Li
F∋x→xˆ
Tan+(F , x). (∗1)
Moreover, by (4.14) and (4.15), the equality pTan−(F , xˆ) = pLTan+(F , xˆ) holds; hence (∗1) implies v0 ∈ LiF∋x→xˆTan+(F , x);
consequently, since v0 ≠ 0, there exists a positive real number δ1 ≤ δ such that Tan+(F , x){0} = ∅ for every x ∈ F ∩ Bδ1(xˆ).
Therefore, by (1.22),
F ∩ Bδ1(xˆ) ⊂ der(F ∩ Bδ1(xˆ)). (∗2)
Now, by (1.18) and (4.15) we have
Ls
F∋x→xˆ
pLTan+(F , x) ⊂ pLTan+(F , xˆ); (∗3)
consequently, en ∉ LsF∋x→xˆpLTan+(F , x). Therefore, there exists a positive real number δ2 ≤ δ1 such that
en ∉ pLTan+(F , x) for every x ∈ F ∩ Bδ2(xˆ). (∗4)
From (∗2), (∗4) and Lemma 4.3 there are a positive real number ε ≤ δ2, a subset A ofRn−1 with A ⊂ der(A) and there exists
a function ϕ : A → R strictly differentiable such that
graph(ϕ) = F ∩ Bε(xˆ). (∗5)
and
A is locally compact at tˆ, (∗6)
where tˆ ∈ A and (tˆ, ϕ(tˆ)) = xˆ. Bε(xˆ) being an open set, by (∗5) and (4.6) we have pTan−(graph(ϕ), (t, ϕ(t))) =
pTan−(F , (t, ϕ(t))) and pTan+(graph(ϕ), (t, ϕ(t))) = pTan+(F , (t, ϕ(t))) for every t ∈ A. Hence, by (4.14) and (4.15)
we obtain
pTan−(graph(ϕ), (tˆ, ϕ(tˆ))) = pTan+(graph(ϕ), (tˆ, ϕ(tˆ))) (∗7)
and
pTan+(graph(ϕ), (t, ϕ(t))) = pLTan+(graph(ϕ), (t, ϕ(t))) for every t ∈ A. (∗8)
Therefore, from Lemma 4.4 it follows that
pTan−(A, tˆ) = pTan+(A, tˆ) (∗7′)
and
pTan+(A, t) = pLTan+(A, t) for every t ∈ A. (∗8′)
Now, by induction, assume that this Theorem 4.6 holds for subsets of Rn−1. Then, by (∗6), (∗7′) and (∗8′), we have that
the subset A of Rn−1 is a C1-manifold at tˆ . Therefore, by Lemma 4.5, graph(ϕ) (i.e. F ∩ Bε(xˆ)) is a C1-manifold of Rn at xˆ, as
required. 
Theorem 4.7 (Four-cones Coincidence Theorem: Global Version). A non-empty subset F of Rn is a C1-manifold if and only if F
is locally compact and the lower and upper paratangent cones to F coincide at every point, i.e.,
pTan−(F , x) = pTan+(F , x) for every x ∈ F . (4.16)
Remark that, by (1.1) and (1.20), condition (4.16) amounts to the set inclusion
pTan+(F , x) ⊂ Li
F∋y→x Tan
+(F , y) for every x ∈ F . (4.17)
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Fig. 3. The angle between the straight-line xy and the tangent space to F at xˆ tends to zero as x, y → xˆ.
Proof. Necessity. Let F be a C1-manifold of Rn. Clearly, F is locally compact. On the other hand, property (4.4) of
Proposition 4.2 implies the coincidence of the lower and upper paratangent cones, as required. Sufficiency. Let F be locally
compact and let both lower and upper paratangent cones coincide at every point. Then (1.17) and (1.19) imply that the
upper paratangent cones to F are vector spaces, i.e.,
pTan+(F , x) = pLTan+(F , x) (∗1)
for every x ∈ F . Hence, Theorem 4.6 implies that F is C1-manifold of Rn at every point, as required. 
Let us denote with GLn(R) the general linear group, i.e. the multiplicative group of the n×n invertible matrices with real
entries. We denote with E the unit of GLn(R). LetMn(R) be the algebra of n×nmatrices, endowed with Euclidean topology.
Clearly every subgroup of GLn(R) which is a C1 manifold of Mn(R), is necessarily a locally compact set with respect to
Euclidean topology. Conversely, we will apply main Theorem 4.7 to prove the following theorem.
Corollary 4.8 (von Neumann’s theorem [9]). A locally compact subgroup G of GLn(R) is a C1-manifold of Mn(R).
Proof. By Theorem 4.7, it is enough to prove (4.17), that is
pTan+(G, A) ⊂ Li
G∋H→A Tan
+(G,H) (∗1)
for every A ∈ G. 1st case: Let A be the unit E. Let V ∈ pTan+(G, E); by definition there exist three sequences {λm}m ⊂ R++,
{Am}m ⊂ G, {Bm}m ⊂ G such that
lim
m
λm = 0+, lim
m
Am = E, lim
m
Am − Bm
λm
= V . (∗2)
In order to show that V ∈ LiH→ETan+(G,H), let {Hk}k ⊂ G be such that limk Hk = E. Define sequences of matrices {Hk,m}m
and {Vk}k by
Hk,m := Hk · Am · B−1m , Vk := Hk · V . (∗3)
Observe that
Vk ∈ Tan+(G,Hk) for every k ∈ N, (∗4)
since {Hk,m}m ⊂ G, limm Hk,m = Hk and limm Hk,m−Hkλm = limm
Hk·Am·B−1m −Hk
λm
= limm Hk · (Am−Bm)λm · B−1m = Hk · V · E = Vk. On
the other hand, limk Vk = V . Hence, because {Hk}k ⊂ G is an arbitrary sequence converging to E, from the definition of the
lower limit of sets it follows that V ∈ LiH→ETan+(G,H).
2nd case: A is an arbitrary element of G. Since Am−Bm
λm
= A A−1Am−A−1Bm
λm
for every Am, Bm,∈ G and λm ∈ R++, by the
definitions of tangent and upper paratangent cones we have
Tan+(G, A) = A · Tan+(G, E) and pTan+(G, A) = A · pTan+(G, E). (∗5)
Therefore, from the 1st case it follows that pTan+(G, A) = A · pTan+(G, E) ⊂ A · LiH→ETan+(G,H) = LiH→ATan+(G,H), as
required. 
Continuous variability of tangent spaces (in traditional sense) does not ensure that a set is a C1-manifold (for example,
see Figs. 1 and 2 of Section 2). In order to characterize C1-manifolds, in the following two corollaries simple conditions are
added to the continuous variability of tangent spaces.
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Fig. 4. The angle between the straight-line xy and the tangent space to F at x tends to zero as x, y → xˆ.
Corollary 4.9. A non-empty subset F of Rn is a C1-manifold if and only if F is locally compact and the following two properties
hold:
(4.18) the map x → Tan+(F , x) is lower semicontinuous on F ,
(4.19) lim F∋x,y→xˆ
y≠x
dist(y,x+Tan+(F ,xˆ))
∥y−x∥ = 0 for every xˆ ∈ der(F).
In the case where Tan+(F , xˆ) is a vector space, condition (4.19) means that the angle between the straight-line passing
through two distinct points y and x of F and the vector space Tan+(F , xˆ) tangent to F at xˆ, tends to zero as x and y tend to xˆ
(see Fig. 3).
Proof. By (1.20) the lower semicontinuity of x → Tan+(F , x) amounts to
Tan+(F , x) = pTan−(F , x) for every x ∈ F . (∗)
On the other hand, by footnote 14, condition (4.19) becomes
pTan+(F , xˆ) ⊂ Tan+(F , xˆ) for every xˆ ∈ F . (∗∗)
Hence, from conditions (4.18) and (4.19) it follows that ‘‘pTan+(F , x) ⊂ pTan−(F , x) for every x ∈ F ’’, and conversely.
Therefore Theorem 4.7 entails both necessity and sufficiency of the conditions (4.18) and (4.19). 
Corollary 4.10. A non-empty subset F of Rn is a C1-manifold if and only if F is locally compact and the following two properties
hold:
(4.20) the map x → Tan+(F , x) is continuous on F ,
(4.21) lim F∋x,y→xˆ
y≠x
dist(y,x+Tan+(F ,x))
∥y−x∥ = 0 for every xˆ ∈ der(F).
In the case where the upper tangent cones Tan+(F , x) are vector spaces, condition (4.21) means that the angle between
the straight-line passing through two distinct points y and x of F and the tangent vector space to F at x tends to zero as x
and y tend to xˆ (see Fig. 4).
Proof. Necessity. By (4.5), condition (4.20) holds. To show (4.21) we argue by contradiction. Assume that (4.21) does not
hold. Then there exist a positive real number ε and two sequences {xm}, {ym}m ⊂ F converging to xˆ such that
dist(ym, xm + Tan+(F , xm))
∥ym − xm∥ > ε for everym ∈ N. (∗)
Without loss of generality, we can suppose that the bounded sequence ym−xm∥ym−xm∥ converges to a vector v. By (1.16), v ∈
pTan+(F , xˆ); consequently, by (4.17) we have v ∈ Lix→xˆTan+(F , xˆ); therefore limx→xˆ dist(v, Tan+(F , xˆ)) = 0. Thus, from
the triangular inequality:
dist(ym, xm + Tan+(F , xm))
∥ym − xm∥ ≤
ym − xmym − xm − v
+ dist(v, Tan+(F , xm)),
it follows that limm→∞ dist(ym,xm+Tan
+(F ,xm))
∥ym−xm∥ = 0, contradicting (∗).
Sufficiency. In order to prove (4.17), it is enough to show that, for every xˆ ∈ der(F), the following set inclusion holds
pTan+(F , xˆ) ∩ {v ∈ Rn : ∥v∥ = 1} ⊂ Li
F∋y→xˆ
Tan+(F , y). (∗∗)
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To prove (∗∗) fix xˆ ∈ der(F) and v ∈ pTan+(F , xˆ) with ∥v∥ = 1. By (1.16) there exist two sequences {xm}, {ym}m ⊂ F
converging to xˆ such that limm→∞ ym−xm∥ym−xm∥ = v. By (4.21) and the following triangular inequality
dist(v, Tan+(F , xm)) ≤
v − ym − xmym − xm
+ dist(ym, xm + Tan+(F , xm))∥ym − xm∥ ,
we have that limm→∞ dist(v, Tan+(F , xm)) = 0; hence, v ∈ LsF∋x→xˆTan+(F , x). Thus, from (4.20) it follows that v ∈
LiF∋y→xˆTan+(F , y), as (∗∗) requires. 
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Appendix. Von Neumann and alternative definitions of the lower tangent cones
In [9] von Neumann showed that a closed matrix group G is a Lie group by describing the associated Lie algebra (called
Infinitesimalgruppe) as the set of all upper tangent vectors to G at unit E. The elements of G are non-singular real matrices
n× n; hence, G being a subset of Euclidean spaceMn(R) of all real matrices n× n, the upper tangent vectors are elements
ofMn(R).
More explicitly and clearly, von Neumann defines an Infinitesimalgruppe J of G as the set of all matrices V ∈ Mn(R) such
that there exist an infinitesimal sequence {εm}m ⊂ R++ and a sequence {Am}m∈N ⊂ G such that
lim
m→∞
Am − E
εm
= V . (A.1)
Moreover, to show that the InfinitesimalgruppeJ is a Lie algebra, vonNeumann proves that, for everymatrix V belonging
to the Infinitesimalgruppe J, there exists a family of matrices {Bλ}λ∈(0,1] ⊂ Mn(R) such that
lim
λ→0+
Bλ − E
λ
= V . (A.2)
It is known that vectors V verifying (A.2), constitute the lower tangent cone Tan−(G, E). Therefore, the definition (A.1) and
property (A.2) can be replaced by
J := Tan+(G, E) and Tan+(G, E) = Tan−(G, E). (A.3)
Crucial properties of general Lie groups (as ‘‘the infinitesimal group J is mapped into G by exp’’ or ‘‘some neighborhood
of E in G is mapped into the infinitesimal group J by log’’) are verified by von Neumann by the following immediate
consequence of (A.2): for every V ∈ J, there exists a sequence {Am}m∈N such that
lim
m→∞m(Am − E) = V . (A.4)
Tangent vectors in this sense are lower tangent, and conversely. In fact, we have the following proposition.
Proposition A.1. Let F be a subset of Rn and let x ∈ F . Then
Tan−(F , x) = Li
N∋m→∞m(F − x). (A.5)
In terms of sequences, v ∈ Tan−(F , x) if and only if there exists a sequence {xm}m∈N ⊂ F (converging to x) such that
lim
m→∞m(xm − x) = v. (A.6)
Analogously, with respect to the lower paratangent cones we have the following.
Proposition A.2. Let F be a subset of Rn and let x ∈ F . Then
pTan−(F , x) = Li
N∋m→∞
F∋y→x
m (F − y) . (A.7)
In terms of sequences, v ∈ pTan−(F , x) if and only if, for every sequence {ym}m∈N ⊂ F converging to x, there exists a
sequence {xm}m∈N ⊂ F (converging to x) such that
lim
m→∞m(ym − xm) = v.
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The proof of Propositions A.1 and A.2 is an immediate consequence of the following lemma.
Lemma A.3. Let F ⊂ Rn, x ∈ F andΦ : F → P (Rn). Then
Li
R∋λ→+∞
F∋y→x
λΦ(y) = Li
N∋m→∞
F∋y→x
mΦ(y). (A.8)
Proof. The set inclusion ⊂ is obvious. For proving the converse set inclusion, choose an arbitrary element v ∈
Li N∋m→∞
F∋y→x
mΦ(y). By the definition of the lower limit we have that
lim
N∋m→∞
F∋y→x
dist(v,mΦ(y)) = 0. (A.9)
As usual, for every real number λ let ⌊λ⌋ denote the greatest integer number less than or equal to λ. Observe that
limλ→+∞ λ⌊λ⌋ = 1, because |λ− ⌊λ⌋| ≤ 1. Therefore, by (A.9) and the following triangular inequality
dist(v, λΦ(y)) = λdist
v
λ
,Φ(y)

≤ λ
vλ − v⌊λ⌋
+ dist v⌊λ⌋ ,Φ(y)

≤ ∥v∥

1− λ⌊λ⌋

+ λ⌊λ⌋dist(v, ⌊λ⌋Φ(y)), (A.10)
we have
lim
R∋λ→+∞
F∋y→x
dist(v, λΦ(y)) = 0, (A.11)
that is v ∈ Li R∋λ→+∞
F∋y→x
λΦ(y), as required. 
Example A.4. Let {xm}m ⊂ R++ be an infinitesimal decreasing sequence. Posit S := {xm : m ∈ N}. Then
1 ∈ Tan−(S, 0) ⇐⇒ ∃{mk}k ⊂ N such that lim
k→∞
xmk
1/k
= 1; (A.12)
1 ∈ Tan−(S, 0) ⇐⇒ lim
m→∞
xm+1
xm
= 1. (A.13)
In particular, for xm := 1/m!, Tan−(S, 0) = {0}, while Tan−(S, 0) = R+ for xm := 1/f (m), where f is a polynomial of degree
≥ 1 with positive leading coefficient.25 
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