Correlation coefficient is an inference statistic that is often used to quantify a relationship between two continuous variables in many medical studies. It can range between -1 and +1; a positive correlation coefficient between the two variables implies that the two variables increase simultaneously in the same direction and a negative correlation coefficient implies that the two variables are related in an opposite direction. Two types of correlation coefficients are often used in medical research; Pearson's correlation coefficient is a parametric method that is used to quantify the degree of linearity between two continuous variables and Spearman's correlation coefficient is a non-parametric method to quantify the order of rankings between two continuous variables. Although correlation coefficient is very useful in many situations, its interpretation can be difficult and, at times, confusing. In this short editorial, I highlight some typical mistakes in using correlation coefficient and summarise my personal opinions on how we should use and interpret correlation coefficient, in a similar fashion to my previous report on interpretation of biomarker research published in this Journal 1 . Unless specified, almost all the following caveats apply to both Pearson and Spearman's correlation coefficient.
Each observation should be independent of another observation
Correlation coefficient is a member of the general linear model that also contains multiple regression, t-test and analysis of variance. One of the most important assumptions about the data from two continuous variables in hand is whether one observation is independent of another observation. For example, it will be inappropriate to use correlation coefficient to quantify the relationship between two continuous variables such as central venous pressure and pulse pressure variation by applying correlation coefficient for repeated observations of these haemodynamic variables from a small number of patients. To illustrate the importance of the assumption of independence between variables with an extreme example, there is always a significant correlation coefficient between a person's systolic and diastolic blood pressure if we measure these two blood pressure variables repeatedly over time. This caveat applies to both Pearson's and Spearman's correlation coefficient.
A scatter plot is essential to interpret correlation coefficient
A scatter plot of two continuous variables improves our understanding of the relationship between the two variables in a few ways that can assist our interpretation of correlation coefficient. First, a scatter plot is pivotal when Pearson's or Spearman's correlation coefficient is used because it allows us to visualise whether the relationship between the two variables is linear, bimodal U shape, sigmoidal or quadratic 2 . Pearson's product-moment correlation coefficient should be reserved for situations when assessment of the degree of linearity between two continuous variables is intended 3 . Other forms of regression may be more appropriate when the relationship between two variables is not linear 4 . Second, a scatter plot can inform us whether the data are normally distributed. If the data are normally distributed, we will expect to see a reasonably elliptical distribution of the data points. If an elliptical pattern of data points is not observed, a formal statistical testing (e.g. Shapiro-Wilk test) or a histogram of the data should be plotted to assess for normality 5 . Third, a scatter plot can illustrate whether there are significant outliers that may affect the interpretation of correlation coefficient.
Outliers and study population selection can substantially affect the absolute value of Pearson's correlation coefficient
Outliers can have a substantial effect on Pearson's correlation coefficient (Figure 1 ), because outliers can inflate the degree of linearity in the relationship between two variables 6 . A quick way to assess whether the outliers have inflated the Pearson's correlation coefficient is to analyse the data by a non-parametric method such as Spearman's rho correlation coefficient. Spearman's correlation coefficient assesses the ranking of the observations between the two variables and will not be affected by outliers as much as Pearson's correlation coefficient.
In the two hypothetical situations illustrated in Figure  1 , the Spearman's rho correlation coefficients with and without including the outlier are 0.40 and 0.36 respectively. Obviously, if normality assumption of the data is not valid (e.g. ordinal measurements), a non-parametric correlation coefficient such as Spearman's correlation coefficient is always preferred over Pearson's correlation coefficient. Using the same line of argument, but put in an opposite way, we will expect a smaller correlation coefficient if a study population or data range is highly restricted or selected.
4.
Correlation coefficient should not be used to assess the strength of relationship between an initial measurement and the change in the same measurement over time.
It is tempting to assess whether a certain baseline measurement (e.g. pain score) is related to the magnitude of a subsequent change in the same measurement (e.g. difference in pain scores) after an intervention. However, because the baseline measurement is already included in the estimation of the change in measurement, this will falsely create a strong correlation coefficient due to regression to the mean 5 .
Correlation coefficient and Bland-Altman plot
The Bland-Altman plot is now considered as the standard method to assess the degree of agreement between two methods of estimating the same parameter (e.g. comparing echocardiographic and thermodilution techniques in measuring cardiac output) when a gold standard does not exist 7 . A gold standard in measurement in medical research is rare, because the accuracy of measurements can be limited by many factors including interobserver variability, calibration, intrinsic error rate and equilibrium time of the device. Indeed, correlation coefficient is insensitive to detect any systemic bias between two methods of measuring the same parameter, if it exists, and whether this bias changes with the magnitude of the measurements (Figure 2 ). The situation of assessing the limit of agreement between differences in measurements by two methods under different clinical conditions is also similar; Bland-Altman plot is preferred over correlation coefficient 2 .
Confidence interval of correlation coefficient can be estimated even when it is not presented
Unfortunately, some commonly available statistical programs do not generate confidence interval for correlation coefficient and, as such, this data is often omitted in many reports 8 . A simple way to estimate confidence interval of a Pearson's correlation coefficient is described in the classic statistical textbook by Douglas Altman 5 and is reproduced here. This formula also applies to estimation of confidence interval of Spearman's correlation coefficient if the sample size is greater than 10.
Multiple correlation testings between different variables can be pricey
Multiple correlation coefficients between different variables are often presented in a study. As with any statistical testings, it would be a good practice to adjust the P value or inflation of alpha error by Bonferroni adjustment if multiple comparisons are made within the same study. 
Correlation coefficient suffers the same problem of other statistical tests
Sample size affects the power or ability of all statistical tests to detect a relationship between two variables when it truly exists. Correlation coefficient is no different and can give a false negative result if a sample size is inadequate. Hence, the smaller the correlation coefficient between two variables the investigators would like to detect in a study, the larger the sample size is required. A free online sample size calculator for any chosen Pearson's correlation coefficient is available (www.stattools.net/ SSizcorr_Pgm.php). Because Spearman's correlation coefficient is not as efficient as Pearson's coefficient, an extra 10% in sample size is needed to achieve the same statistical power if Spearman's correlation coefficient is the targeted outcome instead of Pearson's correlation coefficient.
Validation of correlation coefficient
As a general rule of thumb for all research studies, external validation is pivotal to confirm general applicability. This is particularly important when interpreting correlation coefficient, because both study population selection, as discussed above, and also measurement errors of the variables under investigation can have a substantial effect on correlation coefficient. The reason for the latter problem is that the total error in a correlation coefficient between two variables is multiplied by the presence of any inherent errors of the equip-ment or assays used in measuring both variables in the study.
Correlation coefficient and causality
Similar to the issue of confounding in epidemiology, a significant correlation coefficient between two variables may exist purely because both variables are related to a third variable. As such, although a strong correlation coefficient can support a dose-related association between two variables and hence possibly causality, other Hill's causality criteria should also be fulfilled before causality can be confirmed 9 .
In summary, Pearson and Spearman's correlation coefficients are useful inference statistics to quantify the degree of linearity and order of rankings between two continuous variables respectively. There are, however, many issues that can affect their accuracy and interpretation. By looking beyond the numerical value of 'r' of a correlation coefficient and its associated P value, perhaps we can all get more insight into the data of many research articles in anaesthesia and intensive care. 
