Atmospheric inputs of iron to the open ocean are hypothesized to modulate ocean biogeochemistry. This review presents an integration of available observations of atmospheric iron and iron deposition, and also covers bioavailable iron distributions. Methods for estimating temporal variability in ocean deposition over the recent past are reviewed. Desert dust iron is estimated to represent 95% of the global atmospheric iron cycle, and combustion sources of iron are responsible for the remaining 5%. Humans may be significantly perturbing desert dust (up to 50%). The sources of bioavailable iron are less well understood than those of iron, partly because we do not know what speciation of the iron is bioavailable. Bioavailable iron can derive from atmospheric processing of relatively insoluble desert dust iron or from direct emissions of soluble iron from combustion sources. These results imply that humans could be substantially impacting iron and bioavailable iron deposition to ocean regions, but there are large uncertainties in our understanding.
INTRODUCTION
The ocean is currently absorbing roughly one-third of the carbon dioxide emitted by human activity (e.g., Denman et al. 2007 ). Thus, understanding how ocean uptake of carbon dioxide will be modified in the upcoming century is an important issue for projecting future climate change. Iron is an essential micronutrient for ocean biota growth and the absence of iron has been linked to the existence of high-nutrient low-chlorophyll regions, as well as changes in the concentration of carbon dioxide on glacial-interglacial timescales (Martin 1990 , Ridgwell & Watson 2002 . Although controversial, nitrogen-fixing organisms in the ocean may have higher iron requirements than other phytoplankton (e.g., Falkowski et al. 1998 , Mills et al. 2004 , which would directly link iron and nitrogen biogeochemical cycles (e.g., Moore et al. 2004) . Although sedimentary sources of iron are important as well (Lam et al. 2006) , the atmospheric input plays a major role in open ocean regions (Fung et al. 2000) . Thus, understanding atmospheric deposition of iron to the oceans and how humans may be perturbing deposition is an important question and the focus of this review.
Most atmospheric iron is carried in mineral aerosols, and previous reviews have focused on these aerosols (e.g., Duce & Tindale 1991 ). Here we look specifically at iron concentration and deposition observations, as well as datasets that can be used to estimate interannual variability in iron deposition to ocean regions. We include studies of the impact of combustion sources of iron, as well as consider desert dust and the potential human impacts on that desert dust iron source. We focus on changes in the iron cycle that have occurred over the past 100 years and are expected to occur into the future. New data and modeling studies have highlighted the potential for human perturbation to soluble or bioavailable iron (Guieu et al. 2005 , Chuang et al. 2005 , Sedwick et al. 2007 , Luo et al. 2008 ). As we discuss below, large uncertainties remain in our understanding of the distribution, variability, and human impacts on iron and soluble iron deposition to the ocean.
IRON SOURCES AND DISTRIBUTION
Mineral aerosol sources of iron represent approximately 95% of the globally averaged atmospheric budget, with the remaining fraction attributed to industry, biofuels, and biomass burning (Luo et al. 2008) . Mineral aerosols or desert dust are soil particles suspended in the atmosphere by strong winds. Mineral aerosol entrainment requires dry, unvegetated, and easily erodible soils (e.g., review by Mahowald et al. 2005) . The largest source of iron comes from the North African deserts, and thus the largest deposition to the oceans occurs in the North Atlantic and Mediterranean downwind of the North African coast (e.g., Prospero 1996 , Guerzoni et al. 1997 . Varying amounts of iron can exist in soils and thus in mineral aerosols (Claquin et al. 1999 , Hand et al. 2004 , although data and models suggest that this variation leads to less than 50% of the differences in the amount of iron in the atmosphere or its deposition (Hand et al. 2004 , and thus it is less than other uncertainties in the iron deposition budget, as discussed below. Other sources of iron have also been postulated. Volcanic eruptions can provide important episodic sources of iron (Duggen et al. 2007 , Frogner et al. 2001 . Johnson (2001) postulated the importance of extraterrestrial sources of iron, but these deposition estimates are lower than estimates from atmospheric processing or direct combustion estimates (discussed below).
Mineral aerosols and iron can be transported in the troposphere downwind for long distances (e.g., Prospero 1999 , and are removed by both wet and dry deposition processes (Seinfeld & Pandis 1998) . Wet deposition occurs when aerosol particles are removed in precipitation events (entrained into the water drops either within or below the cloud). Dry deposition processes include turbulent deposition, in which random eddies force the particles to impact the ground, or gravitational settling, in which larger particles are removed owing to their density and size. Lifetimes of iron bearing aerosols are estimated to be between days (for large particles >2 μm) to weeks for smaller particles (e.g., Tegen & Fung 1994 , Ginoux et al. 2001 Luo et al. 2008) .
Global Distribution of Iron
The limited number of direct measurements of iron deposition (Supplemental Table 1 ; follow the Supplemental Material link from the Annual Reviews home page at http://www. annualreviews.org) makes it difficult to deduce iron distributions from iron deposition measurements. Others have reviewed the available mineral aerosol deposition datasets (e.g., Kohfeld & Harrison 2001 , Tegen et al. 2002 , Ginoux et al. 2001 (Figure 1a) . Direct measurement of deposition on land or in ice cores provides good constraints on total mineral aerosol deposition [e.g., the dataset compiled in Ginoux et al. (2001) or Mahowald et al. (1999) ], but deposition is measured directly at only a few sites. Observations of mineral aerosol deposition into the oceans in sediment traps or marine sediment cores (e.g., Kohfeld & Harrison 2001) are difficult to interpret. Sediment traps or marine sediment cores are influenced by the water column advection of the aerosols, and do not represent necessarily the deposition at the point of measurement (Siegel & Deuser 1997 , Bory et al. 2002 . Sediment trap fluxes are also variable in time and dependent on ocean productivity (Bory & Newton 2000) , and indeed the dust can act as a ballast to enhance downward ocean fluxes (Francois et al. 2002) . In addition, dust fluxes to sediment traps are often determined by differencing two large numbers (total fluxes from the biogenic organic components), which can lead to errors (e.g., Jickells et al. 1998) . Furthermore, marine sediment core measurements have additional errors in calculating current dust flux as a result of problems in retrieving the top of the core as well as from uncertainties in the age models (deMenocal et al. 2000 , Winckler et al. 2008 . Thus, we do not show the marine sediment cores compiled in the dust indicators and records of terrestrial and marine paleoenvironments (DIRTMAP) dataset (Kohfeld & Harrison 2001) in Figure 1a . In general Figure 1a demonstrates that more direct measurements of iron and/or dust deposition are much needed to improve our understanding of iron deposition.
Several high-quality datasets contain iron concentrations in aerosols less than 10 μm in size (total suspended particulate is shown for Tel-Shikmona, Erdemli, Meteor, and Aegaeo cruises). These data are compiled in Supplemental Table 2 is available for each point on the graph). We also include data from stations and cruises where dust concentration was determined, assuming dust contains 3.5% iron (Taylor & McLennan 1985) . Another valuable tool in development for understanding iron deposition is the measurement of ocean iron and aluminum (e.g., Measures & Brown 1996 , Dulac et al. 1996 , Gehlen et al. 2003 , Bergquist & Boyle 2006 , Chase et al. 2006 , Bonnet & Guieu 2006 , Han et al. 2008 . Unfortunately, iron is difficult to measure accurately at the low concentrations observed (e.g., Boyle et al. 2005 , Johnson et al. 2007 , but much more data should be available in the future because of largescale sampling programs (e.g., http://www.ldeo.columbia.edu/res/pi/geotraces/). Ocean iron concentrations will necessarily include ocean advection of incoming atmospheric iron, but for understanding ocean iron and the importance of atmospheric inputs, these new datasets will be vitally important.
Aerosol Modeling
Because of the limitations in the amount of data available on the distribution of iron or desert dust, we often use models to extrapolate the limited data both in space and time. Aerosol modeling contains substantial uncertainties, but several models of mineral aerosol entrainment, transport, and deposition exist. The literature contains reviews of dust models (e.g., Tegen 2003 ) and model intercomparisons (e.g., Textor et al. 2006) , as well as syntheses of available data (Miller et al. 2006) . Currently only one published study includes combustion sources of iron (Luo et al. 2008 ).
Here we briefly review dust modeling, including entrainment, transport, and deposition, especially describing a model that is used below to extrapolate available observations. Long-range transport of dust particles is usually in the range smaller than 12 μm (D'Almeida 1986, Reid et al. 2003) . Larger particles fall out of the atmosphere too quickly to be transported very far (e.g., Seinfeld & Pandis 1998) . However, the atmospheric transport of giant aeolian quartz grains (>62.5 μm) has been suggested to occur more often than previously thought, although the mechanisms that facilitate large-sized grain transport are not understood (Dulac et al. 1992 , Middleton et al. 2001 , Reid et al. 2003 . The emission of dust into the atmosphere shows a highly nonlinear relationship to changes in vegetation, soil moisture, soil size distribution, and atmospheric conditions. Any vegetation or surface soil moisture is likely to hold down the soil, making entrainment unlikely (e.g., Marticorena & Bergametti 1995) . The relationship between soil size distribution and dust entrainment is more complicated. Although the availability of small particles is required for long-range transport, small particles are not directly entrained by the wind because of the large cohesive forces that bind these particles. Larger particles (>60 μm) begin moving with the wind (saltation) and these particles entrain or break apart into smaller particles (e.g., Zender et al. 2003) . A small fraction of the particles, however, are entrained into the free atmosphere, and become dust aerosols (e.g., Marticorena & Bergametti 1995) . The source term for entrainment of dust into the atmosphere depends on wind speed at the surface (friction velocity), and increases Mahowald et al. (1999) ], the deposition compilation from Ginoux et al. (2001) is shown as triangles, and the sediment trap compilation in Tegen et al. (2002) is shown as plus symbols. New deposition data compiled for this study are shown as triangles and appear in Supplemental Table 1. rapidly with higher wind speeds (e.g., Marticorena & Bergametti 1995) . These higher surface winds need not be the mean winds in an area or front synoptic systems, but rather wind gusts because of strong surface heating (Miller et al. 2004 , Engelstaedter & Washington 2007 . Because of the highly nonlinear nature of dust sources, small regions possibly represent the source of most of the dust to the atmosphere (Gillette 1999 , Prospero et al. 2002 ).
As discussed above, dust is removed by dry or wet deposition, and both processes are parameterized in the models (e.g., Seinfeld & Pandis 1998 , Rasch et al. 2000 . Dust is transported with the mean large-scale winds as well as in vertical mixing from dry or moist convection. Models can provide us with daily averaged deposition (or higher resolution) at any location globally, and have been evaluated for mean distribution (e.g., Tegen & Fung 1994 , Ginoux et al. 2001 , interannual variability , Ginoux et al. 2004 , and daily variability (e.g., Mahowald et al. 2002 , Hand et al. 2004 . Dust models are able to accurately follow the transport of specific dust events for many days (e.g., Ginoux et al. 2001; Grousset et al. 2003 ).
Next we focus on one set of model studies used to extrapolate data (Luo et al. , 2008 Hand et al. 2004 ). Comparisons of modeled deposition to data (Figure 1b and c) show that the model is able to capture most of the ice core and direct iron deposition stations (circles, triangles and diamonds in Figure 1c , R = 0.62), but there is greater spread in the comparison when the marine sediment trap data are included (pluses in Figure 1c , R = 0.42). Annual averaged concentrations from a model of iron based on 3.5% iron in mineral aerosols and combustion sources of iron (Luo et al. 2008 ) are shown in Figure 2b and c compared with the available data. This demonstrates that over five orders of magnitude, model simulations can generally capture the distribution of iron in the atmosphere, with some exceptions [R = 0.78 at the long-term measuring stations (circles and triangles), R = 0.49 including cruise data]. Because dust events are episodic in nature, they tend to occur on a few days each year, and it is these few events that dominate the overall concentrations and deposition (Figure 3 and next section). Thus, because it is unlikely that any individual observation will be taken on the few days each year that have elevated dust, the comparison of annual averaged model concentrations and daily averaged observations should result in the model values being a factor of 50-1000% higher than daily averaged observations. Accordingly, we show the individual cruise observations as a separate symbol in Figure 2c , and do not always include them in the correlations. However, these results do suggest that the model overpredicts dust (and iron) in places with very low concentrations and depositions such as in the South Pacific (Wagener et al. 2008 ) and the eastern and western tropical Pacific (Prospero & Bonnati 1969 , Winckler et al. 2008 L. Shank & A. Johansen, personal communication) .
The particle size of iron and dust aerosols is important for calculating the transport and deposition patterns, because the size of the aerosols controls the atmospheric lifetime of the aerosols to dry deposition (e.g., Tegen & Fung 1994 , Foret et al. 2006 . Size-segregated data exist Model results showing percent of dust concentration annual average in top 5% of days using model described in (a) Luo et al. 2003 and (b) for deposition. The percent of the mean, which the median represents, is shown for (c) concentration and (d ) deposition from the same model.
for some of the locations shown in Figure 2 , but generally more information on size distributions would improve our ability to constrain the transport and deposition. For example, data from Hand et al. (2004) show that the model used in Figure 2b has too many small particles and too few coarse particles. Including particle size information in our estimates would slightly improve our ability to simulate the long-range transport to remote ocean regions, where the model overpredicts concentrations, but this is not the only problem with the simulation. Indeed, some recent data suggest that a greater proportion of iron is contained in the large size fraction (>10 um) and is carried longer distances than previously thought (e.g., Neff et al. 2008; L. Shank & A. Johansen, personal communication) .
Temporal Variability in Deposition
Because the temporal variability of iron has not been well studied, we focus in this section on the variability of the most predominant source of iron, namely the mineral aerosol. An important facet of long-range transport of pollution, especially of mineral aerosols, is that elevated concentrations occur very episodically with high temporal and spatial variability (e.g., Loye-Pilot & Martin 1986 , Kubilay et al. 2000 , Redemann et al. 2006 ). Model results that capture this highly episodic nature of dust (e.g., , Jones et al. 2003 show that 30-90% of the annually averaged dust deposition is seen on 5% of the days, those with highest deposition rates (Figure 3a) , especially on the fringes of the dust regions. In some places, concentration is slightly less episodic than deposition, according to the model (Figure 3b) . As an example, concentration and deposition data collected in Florida suggest that up to 90% of the deposition and most of the concentration can occur in just five days (Prospero et al. 1987) , consistent with this general picture of a few large events dominating variability, especially at this location in the model (Figure 3) . Therefore, the median represents 5-90% of the mean value in concentration, and 5-50% of the deposition (Figure 3c and d ). Interpreting individual dust concentration or deposition measurements in terms of their long-term variability requires large uncertainty estimates (up to a factor of 20). Not only do we want to know something about the global mean distribution of deposition of iron, but we often also want to know the deposition history at some particular site. There are several ways to infer this information, but this is directly measured in a very few places. Of course, long-term simulations of dust deposition using a consistent reanalysis (combination of model and observations) meteorology offer one tool for estimating interannual variability in dust and these have been evaluated against available observations . However, it is important to also include observational data in studies of temporal variability in iron deposition (e.g., Mahaffrey et al. 2003 , Patra et al. 2007 ). Here we discuss the advantages and disadvantages of available datasets.
We can obtain information about deposition spatial and temporal variability from measured aerosol optical depth (AOD). AOD is a measure of the amount of direct solar radiation scattered or absorbed in the atmospheric column. Many in situ (e.g., Holben et al. 2001 ) and satellite measurements of AOD are available (e.g., Husar et al. 1997 , Zhang & Christopher 2003 , Tanré et al. 1997 , Remer et al. 2005 . These data provide good information about aerosol distributions for calculating the climate effect of aerosols, especially over oceans (Figure 4 ), but are more problematic when used to estimate spatial or temporal variability in iron deposition or sources. The foremost problem is that iron or mineral aerosols are not the dominant aerosol fraction in these datasets (e.g., Tegen et al. 1997) , except very close to dust source regions ( Figure 5 ). We show in Figure 5 an estimate of the locations where mineral aerosols represent more than 50% of the AOD from the Rasch et al. (2001) aerosol model, which is qualitatively similar to previous estimates (Tegen et al. 1997 , Cakmur et al. 2001 . Other aerosols, such as sea salts over the oceans or anthropogenic aerosols near industrialized regions, are more important, and thus spatial and temporal variability in the aerosol optical depths do not represent variability in dust or iron. However, during specific dust outbreaks the plume of elevated AOD is a valuable tool for following events (e.g., Ginoux et al. 2001 . In addition, we need to remember that AOD variability is not identical to aerosol deposition variability, because what is seen by satellite is not equivalent to the aerosol deposited on the ground (e.g., Bory et al. 2002 , especially because the biogeochemically relevant size fraction is much larger than the optically relevant size fraction (Dulac et al. 1992) . Models are a good tool for estimating the relationship between some known quantity (e.g., satellite-derived AOD) and a desired quantity (deposition), keeping in mind that no model is perfect. In a model of dust the spatial correlation between deposition and AOD is 0.70, which means that if one knew perfectly the spatial distribution between dust AOD and deposition, we would be able to estimate 50% of the spatial variability in deposition . Similarly, the temporal variability of AOD (seasonal cycle or interannual variability) is well correlated with deposition only in certain locations (Figure 6a  and b) . Generally, surface concentrations are better correlated with deposition both spatially (R = 0.86) and temporally (Figure 6c and d ) . But in some locations deposition is temporally anticorrelated with both surface concentration and AOD (Figure 6) Fraction of aerosol optical depth from desert dust, as estimated from a model (Rasch et al. 2001) , and the location of Aerosol Robotic Network (AERONET) sites in dust-dominated regions (triangles) ) (http://aeronet.gsfc.nasa.gov/).
addition to satellite data, high-quality surface measurements of AOD are available from Aerosol Robotic Network (AERONET) sites, many of which are located in dust-dominated regions ) (http://aeronet.gsfc.nasa.gov/). AERONET-derived measurements provide information about AOD in a high temporal resolution that in some cases extends back into the 1990s. These data have been very useful in improving models and our understanding of dust (e.g., Ginoux et al. 2001 , Balkanski et al. 2007 ). As stated above, often higher temporal correlations exist in the model between surface concentrations and deposition. This finding implies that using the high-quality concentration data when available is also a good option for understanding temporal variability in deposition (highlighted in Figure 1 ). Concentration data can represent interannual variability in dust deposition on a regional scale in some cases (see for specific estimates); although expensive to acquire, these datasets represent our best quality datasets for understanding variability in specific species.
One can also look in the source regions to understand variability in dustiness and infer the impacts on the variability in depositions. To do this, one must estimate the aerial extent impacted by a particular dust source. There are several apportionment studies available from models , Tanaka & Chiba 2006 , Mahowald 2007 : Only Mahowald (2007) focuses on contribution to deposition, as opposed to column amount (Figure 7) . The model is able to generally capture the geochemical provenance data (e.g., see Grousset & Biscaye 2005 for review), with the important exception of Greenland, where the models dominance of North African dust, whereas the geochemical data suggest the dominance of Asian dust (e.g., Bory et al. 2003) . For looking in the dust source areas, the Total Ozone Mapping Spectrometer (TOMS) absorbing aerosol index (AAI) ) is often used because it is able to retrieve an aerosol index over land (Torres et al. 1998 , Prospero et al. 2002 . Figure 8 shows the distribution of dust source hotspots on the basis of the TOMS AAI, whereby hotspots are associated with local maxima in the long-term mean TOMS AAI (1984) (1985) (1986) (1987) (1988) (1989) (1990) (Engelstaedter & Washington 2007) . The TOMS AAI is most stable over the time period 1984-1990 (see TOMS web page at http://aeronet.gsfc.nasa.gov/). The TOMS AOD uses a combination of model output and TOMS AAI to infer an AOD , but in some dust regions problems exist with the seasonal cycle and variability derived using this tool (e.g., Bryant et al. 2007 .
Another dataset, based on meteorological station data (collected at airports globally), shows a different distribution of dustiness (Engelstaedter et al. 2003 (Figure 9) . Several different estimates of dustiness can be obtained from these records, and the ones that are best able to capture the variability in AOD seen at nearby AERONET stations are the fraction of visibility events (<5km) and the extinction (a function of 1/visibility) . These data are also available for , and thus represent a relatively long time record of dustiness in the source regions. Source apportionment study from Mahowald (2007) based on model used in Mahowald et al. (2006) . Colors show which regions dominate the deposition at a given grid box.
Decadal Variability in Dust
Long time series of in situ concentration measurements at Barbados (Prospero & Nees 1986 , Prospero & Lamb 2003 have shown a fourfold increase in dustiness between the 1960s and the 1980s. This variability in dust is correlated with a decrease in the Sahel precipitation, and the correlation becomes slightly higher if the previous year's precipitation is considered (Prospero & Lamb 2003) . Barbados is downwind from the North African source, and so these changes can 
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Figure 8
Long-term mean Total Ozone Mapping Spectrometer absorbing aerosol index (TOMS AAI) represent changes in source strength and/or changes in transport efficiency. Analyses of visibility data in North Africa show similarly large changes in dustiness in the source regions (Mbourou et al. 1997 , suggesting that much of this dust variability derives from the dust source. Despite high interannual variability, change in deposition in the northwestern Mediterranean Sea was on average an increase by a factor of 3-4 from the mid-1980s to the mid-1990s (Ridame et al. 1999) , although aerosol optical depths show a different signal (Moulin et al. 1997b ). This change in dust is likely to be strongly driven by the changes in precipitation, because wetter soils will inhibit dust emissions, as well as remove atmospheric dust. Humans may also play a role in modulating these changes. Precipitation changes in the Sahel are likely related to sea surface temperature changes in the North Atlantic and/or the Indian ocean (e.g., Giannini et al. 2003 , Hoerling et al. 2006 , some of which may be associated with global warming (Giannini et al. 2003) . Anthropogenic aerosols from industry may also be contributing to the drought (Rostayn & Lohman 2002) . The role of human degradation of the land surface may also be important (e.g., Charney et al. 1977 , Xue & Shukla 1993 . Dust may be responsible for up to 30% of the decrease in precipitation over the Sahel (Yoshioka et al. 2007 ). As discussed below, humans may have perturbed dust significantly in North Africa (e.g., Moulin & Chiapello 2006 , Yoshioka et al. 2007 , so this direct perturbation of dust could be contributing to the change observed at Barbados (Mahowald et al. 2002) . The poorly known change in human land use in the Sahel may have occurred at a similar rate as the observed change in dust (Mahowald et al. 2002) . In recent years, the Sahel drought has recovered to close to average values, but the dust in Barbados has not (Prospero 2006) , and the correlation between dust and precipitation no longer holds, suggesting more complicated mechanisms may be involved (Figure 10) .
Some studies have identified the correlation of climate indices with dust distributions (Moulin et al. 1997a . Figure 11 shows an estimate of modeled dust correlations with El Niño and the North Atlantic Oscillation (NAO) over the time period 1979-2006 (updated from . This model's ability to capture interannual variability has been shown to be good , which suggests that large regions of the oceans will 
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Figure 11
Correlation of modeled deposition (1979 ( -2006 ( from Mahowald et al. 2003 with El Niño (http://www.cpc.ncep.noaa.gov/products/ analysis monitoring/ensostuff/ensoyears.shtml) and North Atlantic Oscillation (NAO) (http://www.cgd.ucar.edu/cas/jhurrell/ indices.html) (Hurrell et al. 2001 ).
experience similarly high or low deposition during El Niño and NAO periods. This synchronicity in the changes could have important consequences for ocean biogeochemistry. There are no data showing El Niño dust relationships, perhaps because of the sparse longer time series in the impacted region (see for more discussion).
BIOAVAILABLE IRON
The bioavailable fraction of iron deposited onto the ocean's surface is not well known, but it is often assumed to be the fraction of iron in Fe(II) or the labile iron fraction (e.g., Zhu et al. 1997 , Jickells & Spokes 2001 , although Fe(III) may also be bioavailable (Barbeau et al. 2001) and Fe(II) is not always bioavailable (Visser et al. 2003) . Some researchers have argued that almost all incoming iron may be bioavailable, depending on the timescale and biological community (e.g., Weber et al. 2005 ). This lack of understanding is confounded by the speciation and complexation of oceanic iron by poorly characterized ligands (Parekh et al. 2004; Bergquist et al. 2007 ; T. Wagener, E. Pulido-Villena, C. Guieu, submitted manuscript). Both Fe(II) and labile iron are measured by some groups, and a compilation of data from several cruises is shown in Figure 12 (and in Supplemental Table 2 ). Notice that compared with total iron, substantially less data shows the distribution of soluble iron. Soluble iron deposition has been measured in a few studies. Iron in rainwater has solubilities ranging from 4% to 50% ( • E) after two years of soaking in acid at pH 1. Relatively high solubilities were measured in the equatorial Pacific, another remote region (L. Shank & A. Johansen, personal communication) (Figure 12 ). More measurements and consistent measurement techniques would assist in the assessment of iron solubility (e.g., Zhu et al. 1997 , Mackie et al. 2005 .
The source of soluble iron remains enigmatic. Several studies suggest that most of the soluble iron is derived from processing in the atmosphere (e.g., Jickells & Spokes 2001 , because soils have relatively low iron solubilities (∼0.1%) (Fung et al. 2000 , Hand et al. 2004 , whereas atmospheric iron has solubilities ranging from 0.01% to 80% (e.g., Siefert et al. 1999 , Johansen et al. 2000 , Baker et al. 2006a , Baker et al. 2006b (Figure 12 and Supplemental Table 2 ). This solubilization may be due to atmospheric acids (see Mahowald et al. 2005 for a review) such as sulfate and organic acids. Several studies have linked the natural sulfur and iron cycles, which might allow ocean biota to regulate the bioavailability of incoming iron ( Johansen & Key 2006 , Zhuang et al. 1992 . Meskhidze et al. (2003 and suggested a specific mechanism in the atmosphere for converting hematite iron to become more soluble in the presence of strong acid. Modeling of the atmospheric processing of iron showed that because of the limited observations, many different mechanisms are equally likely to match available observations (Hand et al. 2004 , Fan et al. 2006 .
However, more recent data have suggested that combustion sources of soluble iron may be important (Guieu et al. 2005 , Chuang et al. 2005 , Sedwick et al. 2007 ). Evidence suggests that combustion sources of iron have a high bioavailability, estimated to be between 2% and 19% (using inconsistent measures of bioavailability) (Bonnet & Guieu 2004 , Guieu et al. 2005 , Chuang et al. 2005 , Sedwick et al. 2007 ). In contrast, aerosols from desert regions are thought to be approximately 0.4% soluble (Chuang et al. 2005 , Sedwick et al. 2007 ). Subsequently, a modeling study suggested that the best match to available data included substantially higher solubilities of iron in combustion aerosols than in dust (4% versus 0.4%) (Luo et al. 2008) . Because combustion particles tend to be smaller, they have a longer lifetime, and would explain the higher solubilities farther downwind (Luo et al. 2008) . Indeed, some studies suggest no apparent change in the solubility of iron particles as they move downwind from the North African source, although there is a change in the phosphorus solubility in the same samples (Baker et al. 2006b ). Most of the data suggests smaller particles have higher solubilities (e.g., Siefert et al. 1999 
& Jickells 2006)
, which is consistent with smaller particles having a longer lifetime and thus experiencing more atmospheric processing (Hand et al. 2004 ) and larger surface area per mass, or with a combustion source of soluble iron (Luo et al. 2008) . Journet et al. (2008) show that the most bioavailable fraction of iron in dust is not the iron oxides (e.g., hematite), which have a high fraction of iron (50-80%), but rather the clay component, which accounts for more than 90% of the soluble iron. Because many of the existing models of atmospheric processing focus on the iron solubility of hematite (Meskhidze et al. 2003 , Meskhidze et al. 2005 , Fan et al. 2006 , this result requires us to revisit the issue of iron processing by acids in the atmosphere. Much of this atmospheric processing of iron would occur in clouds or at least in regions with high specific and relative humidity, consistent with relatively high solubilities of iron in precipitation (e.g., Saydam & Senyuva 2002) .
As an example, we show modeled soluble iron deposition from three different scenarios, taken from Luo et al. (2008) , in Figure 13 : Scenario I is only atmospheric processing, Scenario II is only direct emissions of soluble iron (combustion iron is soluble at 4%, whereas dust iron is soluble at 0.4%), and Scenario III combines Scenario I and II. The latter two scenarios are equally consistent with available observational data (shown in Luo et al. 2008) , whereas Scenario I (atmospheric processing only) cannot match observations at Cheju (Chuang et al. 2005 , Luo et al. 2008 . The scenarios that match the available data show increasing solubility of aerosols as they move farther from the source regions. Table 1 shows an estimate of the iron and soluble iron inputs to various oceans based on this model simulation (total iron inputs for various model and observational estimates are reviewed in Mahowald et al. 2005 ). In the current climate, the North Atlantic receives more total iron inputs, whereas the North Pacific receives more soluble iron according to these estimates because of changing emissions (based on Scenario III, both atmospheric processing and emissions). This is consistent with ocean iron observations that suggest similar concentrations in the Pacific and Atlantic (Boyle et al. 2005) . Notice that these model results suggest that estimates of high nitrogen fixation rates in the Pacific are still consistent with high atmospheric soluble iron inputs, in contrast to the arguments of Deutsch et al. (2007) .
HUMAN PERTURBATIONS TO DUST
There are many ways in which human activities can impact mineral aerosol entrainment into the atmosphere. Because mineral aerosols dominate the atmospheric iron budget, any changes in mineral aerosol budgets will be important. Human land use changes such as agriculture or pasturage remove the vegetative cover and perturb soil layers, making regions better sources of dust (e.g., Gillette 1988 , Neff et al. 2005 . Water use can convert lakes to dry lake beds, which then become additional sources for wind erosion [e.g., dry Lake Owens in California (Gill 1996 , Cahill et al. 1996 ]. In addition, human-induced climate change can alter precipitation patterns, which may affect the occurrence of drought conditions in many regions (Dai et al. 2004 ). Conversely, increases in carbon dioxide can make arid species more able to deal with water stress and increase the productivity of plants (Smith et al. 2000) . Here we discuss the state of research on human impacts on atmospheric desert dust emissions.
The importance of human land use to the modification of dust sources is not well understood. Some studies have argued that the majority of dust sources are natural topographic lows, based on analysis of the TOMS AAI (mean TOMS AAI shown in Figure 8 ) (Washington et al. 2003 , Prospero et al. 2002 . However, this dataset is biased toward the identification of sources with the highest vertical mixing, which tends to be during summer and in the center of desert regions (Mahowald & Dufresne 2004) . Furthermore, the TOMS AAI may be misleading in some regions as a result of a bias due to its sampling time of one measurement per day at approximately noon 60°S   30°S   0°3   0°N   60°N   90°N   90°S   90°W 60°W 30°W  0°30°E  60°E  90°E 120°E 150°E 180°1   80°150°W 120°W   60°S   30°S   0°3   0°N   60°N   90°N   90°S   90°W 60°W 30°W  0°30°E  60°E  90°E 120°E 150°E 180°1   80°150°W 120°W   60°S   30°S   0°3   0°N   60°N   90°N   90°S 90°W 60°W 30°W 0°30°E 60°E 90°E 120°E 150°E 180°5
Figure 13
Model predictions of soluble iron deposition using (a) Scenario I (atmospheric processing), (b) Scenario II (direct emissions of soluble iron), and (c) Scenario III (combination of Scenarios I and II). From Luo et al. (2008) . local time (orbiting satellite), and the multiple detection of locally stationary elevated dust (may stay elevated for up to three days in the same region), which may be misinterpreted as an active dust source (Schepanski et al. 2007 ). Other analyses of the TOMS AAI argue for large sources of anthropogenic dust from North Africa (Yoshioka et al. 2005 , Moulin & Chiapello 2006 . Part of the problem is that dust source characteristics and the processes that control emissions are not well understood. For instance, dust sources may be associated with the occurrence of surface features such as lake and fluvial deposits, dunes, or anthropogenically disturbed soils, which may act as sources for dust emission or may support dust generation and entrainment into the atmosphere (e.g., Warren et al. 2007) . Figure 14 shows an analysis of the dust hotspots from Engelstaedter & Washington (2007) (from Figure 8) , whereby the hotspots are classified according to the occurrence of four surface characteristics identified from cartographic material (Times Atlas of the World, 1999) and satellite imagery (Google Earth). Although this qualitative approach may be subject to errors due to poor quality of the source material and the poor ability to resolve sources, it shows that for the entire globe almost half (47%) of the 131 dust hotspots are associated with agriculture (Figure 14a) . This result does not mean that 47% of the atmospheric dust is the result of agricultural activities. The number of occurrences for salt/lake deposits (48%), fluvial deposits (62%), and dunes (45%) is of similar magnitude, indicating the occurrence of multiple surface features at many hotspots. The occurrence of multiple surface features in a source region may not be seen as a coincidence. For instance, in arid environments, agriculture is often found close to impermanent or dry rivers and lakes owing to the availability of close (ground) water and fertile soils. In these cases, quantifying the relative importance of each surface feature for dust emission is difficult. Although average TOMS AAI values associated with agriculture for the whole world are lower than for fluvial deposits and dunes (similar to salt/lake deposits), anthropogenically disturbed soils may play an important role on regional scales where values can be relatively high (e.g., Australia, North and South America and Asia) (Figure 14) . The high number of salt/lake and fluvial deposit-associated hotspots is in good agreement with previous studies that identified topographic lows as preferential source regions (e.g., Prospero et al. 2002) , whereas dunes may have a more important role than previously thought (Figure 14) . Modeling studies have highlighted the similarity in the distribution of dust from topographic lows and cultivation in arid regions (Mahowald et al. 2002 , which is why the dust distributions shown in Figure 1 and 2 do not include a land use source of dust.
Other datasets have also been used to isolate the impacts of human land use. There are two types of data in meteorological station records, frequency of dust storms or blowing dust 
Figure 14
Variability of long-term mean Total Ozone Mapping Spectrometer absorbing aerosol index (TOMS AAI) values (1984) (1985) (1986) (1987) (1988) (1989) (1990) derived from dust source hotspots as shown in Figure 8 (Engelstaedter et al. 2003) , classified by the occurrence of surface features for (a) the whole world and (b-h) specific geographic regions. Shown are the arithmetic mean (diamond ), the median (horizontal line through the box), the 25th percentile (lower edge of the box), and the 75th percentile (upper edge of the box); the horizontal lines below and above the box represent the minimum and maximum value. The percentage of the number of hotspot occurrences is given above each box. Box fill colors correspond to hotspot symbol colors in Figure 8 . Note that two different y-axis scales are used for plots a-c and d-h. (Engelstaedter et al. 2003) and measures of visibility (Mbourou et al. 1997 ). Using blowing dust datasets, different models, and slightly different methodologies, Tegen et al. (2004) constrain the dust from agriculture to less than 10%, whereas show that the dataset is consistent with between 0% and 50% agricultural dust. Thus, large uncertainties remain in the strength of the human land use source in the current climate. Regional studies are required to better constrain these numbers (Xuan & Sokolik 2002 , Yoshioka et al. 2005 , Moulin & Chiapello 2006 , although these studies also have uncertainties associated with their methodology.
The impact of water use on the global dust cycle has not been evaluated systematically. Although local studies show the importance of water use on the dry Lake Owens (e.g., Gill 1996 , Cahill et al. 1996 , this source is not thought to be important globally (e.g., Prospero et al. 2002) . The Aral Sea has undergone a substantial reduction in area over the past 50 years (Micklin, 1988) , but there is no observed trend in dustiness in the region .
The impact of climate and increases in carbon dioxide as we move into the future have been examined , Woodward et al. 2005 , Mahowald et al. 2006 , but only two studies have investigated preindustrial versus current climate , Mahowald et al. 2006 . These modeling studies predict relative small changes (+/-20%) ) to large decreases (-20% to -60%) to very large increases (+200%) (Woodward et al. 2005) ; in the latter the Amazon dries up in a coupled-carbon cycle study. Mahowald (2007) focused on the Intergovernmental Panel on Climate Change (IPCC) model simulations and conducted simulations of desert area changes using simulations from 17 models. In the mean the models predict an approximately 10% increase in desert area with time (from 1880s to 2100) due to increased aridity, but if carbon dioxide fertilization is included, the mean of the models predicts an approximately 4% decrease in desert area (Mahowald 2007) . However, individual models predicted increases and decreases of up to 50% in desert area, suggesting large uncertainties in our predictions (Mahowald 2007) . Mahowald (2007) also tried to identify desert regions that were likely to be most sensitive to climate change, but unfortunately the models do not agree on where changes in precipitation will occur.
Observational evidence of changes in atmospheric dust between the preindustrial and current climate have been difficult to use to determine trends, because most of these data are collected at long distances from the dust sources and are not regionally consistent . Recent studies provide tantalizing new evidence for large increases in dust since preindustrial times. McConnell et al. (2007) show a doubling of dust over the twentieth century based on ice core data from Antarctica, which they attribute to changes in South American dust. Neff et al. (2008) show dust levels recorded in a lake sediment in the southwestern United States to be elevated 500% during the nineteenth century, which they attribute to increased settlement during that time period. Figure 15 shows a compilation of current to preindustrial ratios of dust deposition from available ice and lake core records, but there are too few measurements to draw general conclusions (Donarummo et al. 2002; Mayewski et al. 1995; McConnell et al. 2007 ; Mosley- Thompson et al. 1990; Neff et al. 2008; Thompson et al. 1984 Thompson et al. , 1995 Thompson et al. , 2002 Zdanowicz et al. 1998 , Zielinski & Mershon 1997 .
Unfortunately, the relative importances of the different processes are not well known, and thus we do not know if humans have increased dust by 60% or reduced dust by 25% since preindustrial times , Mahowald 2007 .
HUMAN PERTURBATIONS TO IRON
Humans can also disturb both direct emissions of iron (through combustion sources primarily) and the bioavailability of iron by increasing the amount of acids in the atmosphere. As discussed above, evidence suggests that combustion sources of iron have a higher bioavailability and thus although iron from combustion is not important globally (<5%) combustion sources of soluble iron could represent 50% of the global iron budget (Luo et al. 2008) . Additionally, humans have drastically increased sulfur dioxide emissions over the past 100 years, increasing the acidity of atmospheric aerosols (Smith et al. 2004) .
Studies of atmospheric soluble iron have shown that many different hypotheses about the sources of atmospheric iron are equally consistent with available distributions of observations, largely because of the lack of data (Hand et al. 2004; Luo et al. 2005 Luo et al. , 2008 Fan et al. 2006 ), as discussed above. However, the more recent data that show higher solubility of combustion iron than dust iron suggest that the combustion source of soluble iron should be included in any study (Guieu et al. 2005 , Chuang et al. 2005 , Sedwick et al. 2007 . Figure 16 shows the ratio of estimates of current to preindustrial deposition for the three scenarios for soluble iron production, taken from Luo et al. (2008) and shown also in Figure 13 . Again, Scenario I is only atmospheric processing, Scenario II is only direct emissions of soluble iron (with combustion iron soluble at 4%, whereas dust iron is soluble at 0.4%) and Scenario III combines Scenario I and II. The latter two 0.0 G I S P N e w a l l * S i p l e * J a m e s R o s s Q u e l c c a y a * H u a s c a r a n * K i l i m a n j a r o * D a s u o p u * S a n J u a n M t s . P e n n y * 
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Figure 15
Current preindustrial dust ratios derived from ice core and lake sediment records. Ice core data represent mass or number concentrations (indicated by an asterisk). San Juan lake dust records are derived from Ca accumulation rates in lake sediments, and ratios here represent 1980-present/3000 BC-1850 (Neff et al. 2008) . The James Ross Island dust record is derived from aluminosilicate dust fluxes; the ratio here represents 1960 -1991 /1832 -1900 (McConnell et al. 2007 ). Locations of the ice and sediment cores sorted according to their latitudinal position from North to South are as follows: GISP (72 • N, 38 • W) (Donarummo et al. 2002 , Zielinski & Mershon 1997 (Thompson et al. 2000) , Kilimanjaro (3 • S, 37 • E) (Thompson et al. 2002) , Huascaran (9 • S, 77 • W) (Thompson et al. 1995) , Quelccaya (13 • S, 70 • W) (Thompson et al. 1984) , James Ross Island (64 • S, 58 • W), Siple Station (76 • S, 84 • W) (Mosley- Thompson et al. 1990) , and Newall Glacier (77 • S, 162 • E) (Mayewski et al. 1995). scenarios are equally consistent with available observational data (Luo et al. 2008) , and provide the first evidence for an impact of pollution on soluble iron concentrations. As an additional analysis from Luo et al. (2008) , we include changes in atmospheric processing due to changing sulfur emissions in Scenario I (Figure 16a) . Also shown in Table 1 are ocean basin averages of the soluble iron deposition changes between current and preindustrial times based on these model simulations.
These results suggest that soluble iron inputs to the oceans may have increased by 50-800% over much of the ocean during the preindustrial to current time period. This ignores any change in dust over this time period, which is likely to dominate the global budget. Future impacts of industrial growth on iron inputs to the ocean are not well known at this time.
The interactions between humans, carbon dioxide, climate and dust are shown schematically in Figure 17 , and highlight that there is a potential positive feedback loop between higher carbon dioxide, reducing desert dust area, reducing iron deposition to the oceans (which could contribute to lower ocean productivity), lower carbon dioxide uptake by the oceans, and thus higher carbon dioxide concentrations. In addition, ocean productivity may cause the emission of Schematic representing feedbacks between the natural ocean carbon cycle, carbon dioxide concentrations, and iron inputs; also shows how humans could be perturbing the iron deposition to the oceans.
other greenhouse gases (e.g., methane or nitrous oxide) or aerosols (sulfate or organic), thereby complicating this feedback (e.g., Jickells et al. 2005 ).
SUMMARY POINTS
1. Iron deposition to oceans is dominated by mineral aerosols, with 5% coming from combustion sources. Thus, the largest deposition of iron occurs downwind of the main deserts of the globe (North Africa and the Middle East).
2. The solubility of iron may be driven by both direct emissions of soluble combustion particles and atmospheric processing of insoluble iron in clouds.
3. Humans may be increasing or decreasing atmospheric dust owing to land use and climate change. Studies suggest large changes are possible (+/−50%).
4. Humans may be increasing soluble iron deposition to the oceans through increases in acidity of the atmosphere, which may increase atmospheric processing, or through increases in direct emissions of soluble iron in combustion. Studies suggest large changes are possible (+100%).
FUTURE ISSUES
1. The bioavailable iron speciation is not well known. It is unclear how biota extract iron from atmospheric deposition, and what fraction is bioavailable.
2. Assuming we know what portion of the iron is bioavailable, we need to measure that fraction in the atmosphere to better understand the sources and processes of bioavailable iron inputs to the oceans. We need a consistent measurement technique for the bioavailable fraction.
3. Iron and dust deposition are rarely measured directly and need to be measured more often.
4. Long-term measurements of iron, soluble iron, and dust concentration and deposition are required to understand the interannual and decadal variability of dust and iron and the weather and climate factors that may effect this variability.
5. We require more paleorecords of the changes in dust and iron transport over the past 200-1000 years to understand the natural variability of dust and to better quantify human impacts on dust mobilization.
6. We need to have a better understanding of the environmental characteristics of presentday dust sources and the factors that affect dust mobilization from these sources. It is especially important to focus on dust hotspots because they seem to be a major source of global-scale dust transports.
7. Research programs that focus on atmospheric dust should be more closely integrated with those that focus on ocean dust processes. Much of the present-day research in these fields is decoupled. Consequently, it is difficult to link the results of such studies in a meaningful way so as to bridge the ocean-atmosphere interface and yield a more quantitative understanding of the impact of global-scale dust processes on ocean biogeochemistry.
8. The performance of dust models needs to be further improved to reduce uncertainties in the estimates of dust and iron distributions, their response to humans, and their impacts. This is especially true for the soluble/bioavailable iron fraction.
