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SUMMARY 
This t h e s i s i s concerned with the study of the behavior of s e r i e s 
queueing systems where the mean s e r v i c e time a t each serv i ce s t a t i o n 
v a r i e s as a function of the s ize of the queue preceding tha t s t a t i o n . 
In th i s r e s e a r c h , the mean serv i ce r a t e (which i s the r e c i p r o c a l of 
the mean s e r v i c e time) i s assumed to increase with the number of uni t s 
waiting for s e r v i c e . Two d i f f erent functions are used to determine the 
s t a t e dependent s e r v i c e t imes . The var iab le s contro l l ed a r e : 
1 . The var iance of the serv ice time d i s t r i b u t i o n , 
2 . The var iance in the d i s t r i b u t i o n of i n t e r - a r r i v a l times a t 
the f i r s t s t a g e , 
3 . The pos i t ion of the server in the sequence, and 
4 . The parameters in the model r e l a t i n g the mean s e r v i c e time 
to the s ize of the queue awaiting s e r v i c e . 
The c h a r a c t e r i s t i c s observed as dependent var iab le s a r e : 
1 . The s t a t e probabi l i ty d i s t r i b u t i o n a t each s t a g e , 
2 . The mean waiting time a t each s t a g e , and 
3 . The i n t e r - d e p a r t u r e time d i s t r i b u t i o n a t each s t a g e . 
Monte-Carlo simulation methods, using GPSS I I , are employed for 
each f a c t o r l eve l combination ( s e t of values for the contro l l ed v a r i a b l e s ) . 
Results a r e analyzed to determine the re la t ionsh ips e x i s t i n g among the 
exogenous and endogenous v a r i a b l e s . An expression for the output d i s t r i ­
bution a t the f i r s t s tage when the a r r i v a l s are Poisson and the serv ices 
are exponential i s derived for a p a r t i c u l a r s t a t e dependency r e l a t i o n s h i p . 
CHAPTER I 
INTRODUCTION 
Queueing theory represents one of the main areas of operations 
r e s e a r c h , having as i t does in i t s exhaustive reper tory a t l e a s t 2000 
references ( 5 3 ) , I t i s a chief concern in system design, s ince i t o f fers 
an approach to the solut ion of problems of congest ion, t r a f f i c flow, in­
ventory systems, e t c . Waiting l ine theory (an a l t e r n a t e name for queuing 
theory) i s based upon the mathematical theory of p r o b a b i l i t i e s . 
An area of considerable i n t e r e s t in such c l a s s e s of problems as 
those embraced by the theory of waiting l ines i s the one tha t studies 
the c h a r a c t e r i s t i c s of s e r i e s queues by which i s meant a s erv i ce f a c i l i t y 
cons is t ing of several s erv ice s t a t i o n s through which each serviced unit 
must pass in a specif ied order,, Ready appl icat ions may be found in queue­
ing problems faced by department s t o r e s , co l lege r e g i s t r a t i o n s , c e r t a i n 
t r a f f i c flow problems, f a c t o r y assembly l i n e s , production systems, e t c . 
Consider a s e r i e s queueing system as shown in Figure 1 . The sym­
bol denotes the j th server (j= 1 , 2 , 3 , ,N) , and denotes the j t t h 
i n t e r s t a g e pos i t ion where a queue may form. This could be imagined to be 
an assembly l ine in which each unit must pass through severa l assembly 
operations before i t comes out of the assembly l ine as a f inished product . 
Such a network of s erv i ce c e n t e r s , a l l of which are t h e o r e t i c a l l y equally 
loaded, may experience very considerable short term v a r i a t i o n s in load 
that r e s u l t in serious system imbalance. The d i s p a r i t y in the s t a t e be-
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Figure 1 . A Tandem Queueing System 
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tween the d i f f erent centers becomes very l a r g e , with some queues becoming 
very large while other centers remain i d l e . While i t i s t rue that the 
work in process in an assembly l ine i s not uniformly d i s t r ibuted between 
the various work c e n t e r s , experience suggests that the d i s p a r i t y of the 
d i s t r i b u t i o n in an a c t u a l shop i s r a r e l y as great as that predicted by 
a queueing model which has invar iant serv ice time d i s t r i b u t i o n parameters . 
This ind ica tes that in an a c t u a l shop some kind of adjustments are made 
in order to improve the short- term balance between serv ice c e n t e r s . 
Conway and Maxwell (11) have l i s t e d three types of adjustments 
that can be made in a production shop in order to b e t t e r balance work­
loads . 
(A) E x t e r n a l . The sequence of jobs re leased t o the shop can be 
contro l led so as to balance the workloads of d i f ferent s erv i ce c e n t e r s . 
(B) Network D i sc ip l ine . The f l e x i b i l i t y of network d i s c ip l ine 
includes the sequence of jobs to c e n t e r s . P r i o r i t y can be given to jobs 
which move to the next center which needs work for t h e i r next operat ion . 
(C) Service Center . The serv ice center r e a c t s by a l t e r i n g the 
r a t e a t which i t provides s e r v i c e . When there i s a large backlog of 
work, the center operates "faster" than when the backlog i s small or non­
e x i s t e n t . An increase in serv ice r a t e could mean an increase in e f f o r t 
on the p a r t of the worker, compromise on the qual i ty of the product , use 
of i n d i r e c t labor to a s s i s t some work elements, e t c . 
This research i s concerned with the adjustment of type three given 
above where there i s no ex terna l contro l and the s erv i ce i s represented 
by a fixed s e r i e s of s e r v e r s . We assume that the increase in s erv i ce 
r a t e i s r e l a t e d t o the number of uni t s waiting in the queue before each 
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s e r v i c e s t a t i o n . 
In t h i s study, two models are considered to represent the v a r i a ­
t ion in the mean serv i ce r a t e a t each s t a g e . The system i s to be balanced, 
meaning tha t the base mean serv ice r a t e * denoted by uy w i l l be the same 
a t each s t a g e . At the f i r s t s t a g e , the base mean serv i ce r a t e i s equa­
ted to the base mean a r r i v a l r a t e , >, , where X i s the r e c i p r o c a l of the 
mean time between a r r i v a l s , , 
Since the departure from one stage represents the a r r i v a l to the 
next s t a g e , the in ter -depar ture time d i s t r ibut ion a t one stage represents 
the i n t e r - a r r i v a l time d i s t r i b u t i o n a t the nex t . 
Nature of the Present Inves t igat ion 
Objectives and Purposes 
The objec t ive of th i s research i s to study the behavior of s e r i e s 
or sequential queueing systems where the mean s e r v i c e times a t each stage 
v a r i e s as a function of the inter-sfiage queue length. In t h i s study, 
the behavior of a state-dependent s e r i e s queueing system i s charac ter i zed 
by: 
1 . The d i s t r i b u t i o n of the nature of formation of queues a t v a r ­
ious i n t e r - s t a g e pos i t ions (the s t a t e probabi l i ty d i s t r i b u t i o n a t each 
s t a g e ) , 
2 . The expected waiting times of any unit a t each s t a g e , and 
3 . The time-between-departure d i s t r i b u t i o n (output d i s t r i b u t i o n ) 
a t each s t a g e . 
The var iab le s contro l led a r e : 
*The base mean serv ice r a t e i s the mean r a t e a t which serv i ce i s 
provided when the server works a t a nominal r a t e c 
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1. The var iance of the s erv i ce time d i s t r i b u t i o n , 
2 . The var iance in the d i s t r i b u t i o n of i n t e r - a r r i v a l times a t 
the f i r s t s t a g e , 
3 . The pos i t ion of the s e r v i c e s t a t i o n in the sequence, and 
4 . The parameters in the model r e l a t i n g the mean s e r v i c e time 
to the s ize of the queue awaiting s e r v i c e a t each s t a t i o n . 
The purpose of th i s research i s , of course , to obtain r e s u l t s 
which are appl icable to r e a l world problems. System designers responsi­
ble for the design of s erv i ce or processing systems have been without 
much information to aid in the design of such f a c i l i t i e s . 
Method of Attack 
The experiment i s designed as a four f a c t o r f a c t o r i a l experiment. 
The four contro l l ed var iab l e s defined above are taken to be the f a c t o r s 
varied in the study. System simulation employing Monte-Carlo methods i s 
used for each combination of the f a c t o r s (each tftreatment"). 
Form of Results 
Chi-Square goodness of f i t t e s t i s used t o compare the r e s u l t s 
obtained from t h i s study with the hypothesized r e s u l t s . The c h a r a c t e r ­
i s t i c s observed as dependent var iab l e s are graphed against the input 
var iab le s t o show the estimated r e l a t i o n s h i p s . In addi t ion , tabular r e ­
s u l t s are a l so displayed. 
Scope, L i m i t a t i o n s a and Assumptions 
The simulation model developed i s not r e s t r i c t e d to any p a r t i c u ­
l a r d i s t r i b u t i o n for the a r r i v a l and s e r v i c e proces se s . The r e s u l t s ob­
tained by simulation are l imited only to the two models for s erv i ce time 
v a r i a t i o n studied. The a r r i v a l process for jobs into the system i s 
6 
assumed to be a s t a t i o n a r y random p r o c e s s . The serv ice times a t each 
s e r v i c e center are assumed to have a known probabi l i ty density funct ion. 
I n f i n i t e queues are allowed between s t a g e s . No server i s allowed to be 
id le i f there are units in i t s queue. A unit i s assumed to be ava i lab le 
a t a s erv i ce center for s erv i ce as soon as i t s preceding operation i s 
completed. The queue d i sc ip l ine i s f i r s t come f i r s t served. No balking, 
reneging, feedback or other complications are allowed. When the serv ice 
of a unit s t a r t s , i t s mean s e r v i c e r a t e i s ca l cu la ted as a function of 
the number of uni t s in the queue preceding t h a t s erv ice s t a g e . I t i s 
assumed that the r a t e of s erv ice does not increase i f more units jo in 
the queue when the s e r v i c e of the unit i s in progres s . 
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CHAPTER I I 
LITERATURE SURVEY 
The pert inent l i t e r a t u r e may be c l a s s i f i e d as that dealing with 
(1) the behavior of queues in s e r i e s queueing systems, and (2) with assem­
bly l ine balancing problems in p a r t i c u l a r . 
Most of the a n a l y t i c a l work on queues with a number of f a c i l i t i e s 
in s e r i e s has been r e s t r i c t e d to Poisson a r r i v a l s and exponential s e r ­
v i c e times with phase type s erv i c ing . Phase type serv ic ing r e f e r s to 
channels in s e r i e s without the provis ion for waiting before any serv i ce 
channel except the f i r s t one, A new item i s admitted into s erv i ce a f t e r 
the previous item completes a l l the phases. Study of the output of one 
channel has received considerable a t t e n t i o n beginning in 1956 , In the 
study of a tandem queue the output from one channel comprises the input 
into the subsequent channel. 
The s t e a d y - s t a t e departure process from a Poisson-Exponential s e r ­
v i ce stage has been studied by Burke ( 3 ) , Reich ( 4 9 , 50) Cohen ( 7 ) , and 
Finch (20)„ Burke proved that the steady s t a t e output of a s e r v i c e 
channel, with Poisson input: and negative exponential s erv i ce time i s 
i t s e l f Poisson, i . e . , the in ter -depar ture i n t e r v a l s are exponent ia l ly 
d i s t r ibuted and are independent random v a r i a b l e s . Working independently, 
Reich establ i shed that the flow times through Poisson-Exponential servers 
in tandem are independent. He a l so proved that for a s ingle channel 
queue, Poisson a r r i v a l s and departures imply an exponential s erv i ce time 
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d i s t r i b u t i o n or a step function a t zero . Finch establ ished t h a t Burke's 
Poisson departure r e s u l t holds only when an i n f i n i t e queue length i s 
allowed. He a l so determined that independent exponential s erv i ce times 
and unbounded queue length are necessary and suf f i c i ent conditions for 
independent i n t e r - d e p a r t u r e i n t e r v a l s and the independence of the queue 
length l e f t by a departing unit from the i n t e r v a l s ince the previous de­
p a r t u r e . 
Chang (6) gave a der ivat ion for determining the output of a s ingle 
channel s e r v i c e stage with general independent a r r i v a l i n t e r v a l s and gen­
e r a l independent s erv i ce t imes. Chang's work i s based on the Wiener-
Hopf i n t e g r a l equation for the waiting time d i s t r i b u t i o n of the system 
which was obtained by Lindley ( 3 3 ) • 
Good ( 2 3 ) , perhaps, was among the f i r s t to study the number of 
uni ts in a tandem queueing system. O'Brien (47) studied the case of 
two channels in s e r i e s with Poisson input and exponential s e r v i c e times 
and gave expected queue lengths and expected waiting t imes . R. R. P. 
Jackson ( 3 1 , 32) extended O'Brian's work in the study of tandem queues 
in the steady s t a t e with Poisson assumptions (with d i f ferent negat ive 
exponential s erv i ce d i s t r i b u t i o n s for each s tage ) and he gave the pro­
b a b i l i t y of various numbers of items a t the d i f ferent s t a g e s , and the 
waiting time d i s t r i b u t i o n in each phase. J . R. Jackson ( 2 9 , 30) studied 
a tandem queuing system wherein a unit a r r i v e s a t d i f f erent phases with 
d i f f erent p r o b a b i l i t i e s . 
The ergodic proper t i e s of two queues in s e r i e s have been studied 
by Akaike (1) and Sacks ( 5 4 ) . Nelson (45) assumdd d i f f erent exponential 
s e r v i c e time d i s t r i b u t i o n s a t each stage in a s e r i e s queueing system and 
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derived the probabi l i ty of waiting longer than a given time a t a l l chan­
n e l s . DeBaun and Katz (15) assumed Chi-square approximation to the sum 
of exponent ia ls , to simplify Nelson's computations. 
Hunt (27) studied the u t i l i z a t i o n for the queues with Poisson a r ­
r i v a l s and exponential s erv i ce times for severa l queue d i s c i p l i n e s : 
1 . An i n f i n i t e queue allowed between each channel, 
2 . F i n i t e queue a t the second and succeeding s t a g e s , 
3 . A zero queue except a t the f i r s t channel, and 
4 . A zero queue with no vacant f a c i l i t i e s (the e n t i r e l ine moves 
as one u n i t ) • 
Morris (43) t r e a t e d some m a t e r i a l s handling problems as queueing 
networks. Conolly ( 8 , 9 , 10) has examined simple queues using a d i f f e r ­
ence equation technique. 
Some more recent papers have t r e a t e d non-Poisson s e r i e s queues. 
Ghosal (22) has studied a two stage queue assuming a Poisson input and 
a Gamma serv i ce d i s t r i b u t i o n a t the f i r s t s tage and an exponential s e r ­
v i c e d i s t r i b u t i o n a t the second s t a g e . Suzuki (55) has deal t with two 
queues in s e r i e s with i n f i n i t e i n t e r - s t a g e queue allowed, and Chesbrough 
(5) has developed a theory of output behavior for the important app l i ca ­
t ion of queueing network a n a l y s i s . 
H i l l i e r and Boling (25) have considered a queueing system c o n s i s t ­
ing of N s e r v i c e channels in s e r i e s where each channel has an exponential 
or Erlang holding time and (except for the f i r s t channel) a f i n i t e queue, 
and where the input process i s such that the f i r s t queue i s never empty. 
The measures considered are the steady s t a t e mean output r a t e and the 
mean number of customers in the system (excluding the f i r s t queue)• 
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In sp i te of the large amount of l i t e r a t u r e that i s ava i lab le on 
tandem queues, very l i t t l e has been done to solve queueing problemswwhen 
the a r r i v a l and serv i ce d i s t r i b u t i o n s are s t a t e dependent, Jose 'de l a 
Cruz, Jamie Tolra and others (17) did a simulation study of a tandem 
queue with s t a t e dependent s e r v i c e t imes . They published the r e s u l t for 
s i x combinations of a r r i v a l and serv i ce d i s t r i b u t i o n s . In another paper, 
Conway and Maxwell (11) presented some r e s u l t s where: 
1 . The serv i ce r a t e i s dependent on the length of the queue pre -
ceeding that s erv ice s t a t i o n . 
2 . A r r i v a l r a t e i s s t a t e dependent, and 
3 . A r r i v a l s a t e and serv i ce r a t e are both s t a t e dependent. 
Nelson (46) has published the r e s u l t s of a s e r i e s of simulation 
experiments with a two server queueing network model, and Harris (25) 
has generalized the standard M/G/l queueing system so that the s e r v i c e 
time parameter becomes a s t o c h a s t i c process indexed on the length of the 
queue a t the moment s e r v i c e i s begun. 
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CHAPTER I I I 
DESIGN OF THE EXPERIMENT 
The three fundamental problems of i n t e r e s t in a sequential queue­
ing system a r e : 
1 , The s t r u c t u r e of formation of queues between the success ive 
s t a g e s , 
2 . The influence of the s erv i ce time d i s t r i b u t i o n a t each stage 
on the in ter -depar ture time d i s t r i b u t i o n (output d i s t r i b u t i o n ) from the 
corresponding s t a g e , and 
This research i s oriented towards studying the above three f a c t o r s 
against varying input parameters . 
This research i s designed as a f o u r - f a c t o r f a c t o r i a l experiment 
as follows: 
1 . The time between a r r i v a l s a t the f i r s t s tage of the s e r i e s 
queueing system follows the Erlang d i s t r i b u t i o n with parameter K^. I t s 
density function can be recognized as 
3 . The nature of the waiting time d i s t r i b u t i o n between s t a g e s . 
f ( t ) = 
O4-D 
(K X X t ) 
K-L-1 - K i X t . t > 0 (1) 
0 otherwise 
where x i- s t n e m ^an a r r i v a l r a t e so that 
E ( t ) = 1_ 
X (2 ) 
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V ( t ) = ^ ( - ^ ) 2 (3 ) 
1 
Std Dev ( t ) = - p r E ( t ) (4) 
J h 
As the parameter i s increased the f i r s t moment, E ( t ) , remains 
unchanged while the standard deviat ion decreases as the r e c i p r o c a l of 
T K ^ . The parameter i s one of the f a c t o r s varied in the study. 
2 . The number of s tages in the sequential process i s 15 (obviously 
the c h a r a c t e r i s t i c s of a system having any number of s tages l e s s than 15 
can be studied from these r e s u l t s ) . 
3 . The b a s e mean s e r v i c e r a t e , ju, i s t h e same a t e a c h s e r v i c e 
stage and i s equal to the mean a r r i v a l r a t e X . The s e r v i c e time d i s t r i ­
bution belongs to the Erlang family with parameter K ^ , and i s another 
f a c t o r varied in the study. 
4 . Adjustments a r e made to the mean serv i ce r a t e a t each stage 
depending on n, the number of uni ts preceding the p a r t i c u l a r s e r v i c e 
s t a t i o n . Each stage with the queue assoc ia ted with i t i s considered to 
represent a "system." Thus n is the sum of the number in queue preced­
ing a stage and the number in s e r v i c e a t that s t a g e . As i n f i n i t e queues 
are allowed t o form between s tages , n for each system may vary from 0 
to CO. I t should be pointed out that even though i n f i n i t e queue buildup 
i s a t a c i d assumption in the i n i t i a l s tages of study, t h i s assumption led 
to an evaluat ion of the optimum inventory space between stages that would 
make th i s assumption i r r e l e v a n t for the l a t e r stages of the study. 
I f the mean r a t e of s erv ice a t a stage i s equal to the mean r a t e 
of departures from the previous stage (f= ~ - =1) we know that the be-
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havior of such a l ine wi l l be unstable unless some influence i s e x e r c i s e d . 
Since in r e a l l i f e the space between two consecutive stages ( in-process 
inventory space) i s l imi ted , we should e i t h e r withdraw the excess uni ts 
between stages or allow the l ine to be "blocked" when the number of uni ts 
between two stages exceeds the maximum allowable space . In t h i s research 
i t i s assumed tha t the s erv i ce r a t e v a r i e s as a function of the number 
in the system so as to l imi t the maximum queue length. This mean s e r v i c e 
r a t e can be represented as 
I t was pointed out in the l i t e r a t u r e survey t h a t Jose 'de la Cruz, 
e t a l . , (17) have made a simulation study of a tandem queue with s t a t e 
dependent serv ice t imes. Their study i s l imited to a fewo-stage queue 
and to only one model for serv ice time v a r i a t i o n . Further they have 
assumed only one value of the parameter in the model in studying the 
system. In t h i s study, two models are presented in considering the v a r ­
i a t i o n a t each stage with varying values of the parameter in each model. 
n 
= x u , n r ' (5 ) 
where X i s a function of n. n 
The two models a r e : 
Model I . 
when u = X u 
> n n " 
1 
X (where X = u) (6) 
n 
we assume that f> v a r i e s exponential ly with n so that 




where A and B are such tha t A 4- B = 1 . 
Thus for n = 1 , ^n ~ A + B = 1 , and as n - * ° o , p^-^A. 
In Figure 2 the v a r i a t i o n of the " u t i l i z a t i o n c o e f f i c i e n t " p 
» n 
i s shown against the number in the system for varying values of A and B. 
Model I I . 
fV " X n H 
where X = n n 
The value of c can be contro l led to su i t the p a r t i c u l a r system. 
One may observe that when c = 0 the model represents a system with no 
s t a t e dependency r e l a t i o n s h i p . W h e n c = 1 , t h e s e r v i c e r a t e i s d i r e c t l y 
proport ional to the system s t a t e . One can a l so consider values of c l e s s 
than zero to imitate a system where the s e r v i c e center slows down as the 
work accumulates. A good example of the l a t t e r case i s when a c l e r k in 
an o f f i ce tends to work slower as the amount of paper work on his tab le 
p i l e s up. The values of are p lo t ted for th i s model against n in 
Figure 3 . 
The experimental design i s summarized in reference form in Figure 
4 . The input parameters and the experiment code symbols used in the 
tab le are explained below. 
The Erlang parameter in the a r r i v a l d i s t r i b u t i o n i s var ied as 
1 , 5 , 1 0 , and 2 0 . in the s e r v i c e d i s t r ibut ions i s given the values 
1 , 5 , 1 5 , 20 , and 25 r e s p e c t i v e l y . The values of A in model I are 0 . 9 , 
0 . 8 , 0 . 7 , 0 . 6 , and 0 . 5 . 
Parameter c in model I I takes the values 0 . 3 , 0 . 5 , and 1 . 0 . Ex­
periments are performed for a l l possible combinations of K^, K^, A and 
15 
Figure 2 . Variat ion of Against n f or 
Varying Values of A in Model I 
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Figure 3 . Var iat ion of f> Against n for 
Varying c in Model I I 
Model I Model I I 
P = Be" lri 
(n-1) * A 
P n = 
1 
K 2 in s e r v i c e time d i s t r ibut ion K 2 in s erv i ce time d i s t r i b u t i o n 
1 5 15 20 25 1 5 15 20 25 
io
n 1 AA1 AB1 AC1 AD1 AE1 Lo
n 
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L
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Figure 4 . Experimental Design 
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C o The f i r s t and second l e t t e r s in the experiment code symbol designates 
the combination of the a r r i v a l and serarice processes used for that ex­
periment as has been shown in Figure 4 . The th ird symbol in the exper­
iment code gives the number of the model used for the run. The values 
of the parameter in model I or model I I , and the i n t e r s t a g e pos i t ion can 
be combined with the experiment code symbol without much d i f f i c u l t y . 
For example 
AC^ - 0 .5 - . 1 2 represents the run AC^ with A = 0 .5 and ind icates 
that we are r e f e r r i n g to the 12th i n t e r s t a g e pos i t ion . 
Ana ly t i ca l Results 
Harris (25) has given the der ivat ion of the s t e a d y - s t a t e probab­
i l i t i e s of a s ingle channel queue with Poisson a r r i v a l s and exponential 
s erv i ce times where the s e r v i c e r a t e for a p a r t i c u l a r customer i s a func­
t ion of the number in the system at the moment the customer enters the 
serv ice channel. I t i s summarized as follows for model I I with c = 1 . 
We have p = n u (9) 
Thus the density function of the s erv i ce time when there are n in 
the system a t the s t a r t of s erv i ce to a p a r t i c u l a r customer i s 
g ( t ) == n u e " 1 1 ^ ; t > 0 (10) o x n n 
The d i s t r i b u t i o n function i s 
G ( t n ) = l - e " n ^ t n (11) 
Let . = P r £ i a r r i v a l s during serv i ce time | j in system when 
serv ice began.) 
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The departure process of such a system has an imbedded Markov 
chain the t r a n s i t i o n matr ix of which i s 
k o i k l l k 2 1 k 3 1 
k o i k l l k 2 1 k 3 1 
0 k 02 k 12 k 22 
0 0 k 03 k 13 
k 04 
Harris has proved that a s t a t e dependent queueing system with ex­
ponential i n t e r - a r r i v a l times and serv i ce s i s ergodic when = 1 and 
J ? N < 1 , n > 1 , independent of the form of u n « He has further shown that 
the system i s not ergodic when >7|i = f = fL >l • I f T = Pr ^ n customers 
in system a t an a r b i t r a r y point of departure in steady s t a t e j , | - T T J 
could be determined by i t e r a t i o n on 
T5 -^L + TZ^TTjk, . IT. k . 
- r j + i ^o, j+± 
(12) 
where 
- X * 
(13) 
From the above, 
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But o / 
And hence 
- f 7T0 Wr̂ r* f = f t = A/^ a™( x/c-nyu.) (14) 
The remaining TT̂  are obtained by i t e r a t i o n on ( 1 2 ) . 
Output Dis tr ibut ion 
The output d i s t r i b u t i o n for the above cage (when the a r r i v a l s 
follow a Poisson d i s t r i b u t i o n and s e r v i c e times follow an exponential 
d i s t r i b u t i o n , the parameter in the s erv i ce time d i s t r i b u t i o n being d i r ­
e c t l y proport ional to the number in the system a t the s t a r t of s e r v i c e ) 
i s derived as follows: 
I f a departure occurs a t time t = 0 , the next departure can occur 
in one of the following two mutually exc lus ive and c o l l e c t i v e l y exhaus­
t i v e ways: 
(A) The departing unit leaves an id le system behind. In th i s 
case the time for the next departure to occur , c o n s : L S t : s ° f t n e 
time t i l l next a r r i v a l and t . the serv ice time for the a r r i v a l a t a 
s |u 
r a t e u h ( t . , ) i s the d i s t r i b u t i o n of the sum of two random v a r i a b l e s r * o bd 
t ^ a and t g j ^ (which are exponential ly d i s tr ibuted with parameters A and 
u r e s p e c t i v e l y ) . 
Thus h (t . , ) i s the convolution of g(t , ) , the a r r i v a l d i s t r i b u -o bd ba 
t ion and v ( t . ,. ) , the serv ice d i s t r i b u t i o n , bd | u ' 
0 r > = S ( t b d ) * v ( t b d i p ) . < 1 5 ) 
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Using Laplace transforms, 
£ [ U ^ I - -h- • Jt-J s + A s-i-y-
Let 




and t h e r e f o r e , 
(18) 
Taking the inverse transform 
and i t i s noted that h ( t ^ ) occurs with a probabi l i ty % , the probab­
i l i t y of an id le system, 
(B) The departing unit leaves the system in s t a t e n, n > 0 . Thus 
the next unit which enters serv ice i s served a t a r a t e u^ = nu. 
The density function of the output d i s t r i b u t i o n when there are n 
in the system i s 
3-r , ("^»a) = -r\jx. e . ^ (21) 
g ( t , , ) occurs with probabi l i ty -jf • & n N bd' r J n 
The in ter -depar ture time d i s t r i b u t i o n from the system, g ( t ^ ^ ) , i s 
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T> = 1 
(22) 
For the spec ia l case where A= u = 1 equation (2) becomes 
jCtu) - TV-re* + 1 17; "n 
- n = l (23) 
S ince , 
L , w { ( - ^ ) [ e X - e ^ j ] = t e t (using ^ H o s p i t a l ' s 
r u l e ) . 
The in ter -depar ture events are shown diagramat ica l ly in Figure 5 . 
o (24) 
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I t i s general ly true that the analys i s of quite simple s t o c h a s t i c 
processes often leads to i n t r a c t a b l e mathematics. In such c ircumstances , 
i t i s nowadays customary to r e s o r t to d i g i t a l computer simulation. With 
the advent of computers and. with t h e i r increas ing a v a i l a b i l i t y , computer 
simulation i s becoming a widely used technique. The p r a c t i c e of simula­
t ion does, however, require great c a r e ; in p a r t i c u l a r i t i s necessary 
for the user to convince himself that h is computer program i s free from 
fau l t and that i t provides a va l id model. 
Monte-Carlo simulation sha l l be used to analyze the system devel­
oped in the previous chapter . The important proper t i e s of the system 
sha l l be derived and analyzed so that i t i s poss ible to experiment with 
a l t e r n a t e courses of a c t i o n . Simulation i s p a r t i c u l a r l y su i table for 
use in queueing theory . Since computer programs form the crux on which 
simulation has been b u i l t , great attempts have been made to develop new 
computer languages s p e c i f i c a l l y designed to meet the needs of var ious 
s i t u a t i o n s ; to quote Naylor (44) they have been designed with the follow­
ing objec t ive s in mind. 
1 . To produce a generalized s t r u c t u r e for designing simulation 
models• 
2 . To provide a rapid way of converting a simulation model into 
a computer program. 
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3 . To provide a rapid way of making changes in the simulation 
model that can be read i ly r e f l e c t e d in the machine program. 
4 . To provide a f l e x i b l e way of obtaining useful outputs for 
a n a l y s i s . 
The simulation of queueing systems belongs to a family of problems 
dealing with s i tua t ions which p r o f i t by the use of a d i s c r e t e time v a r ­
iant type of a language. Probably the best and the best known among 
such languages i s the GPSS, the General Purpose Systems Simulator ( 2 8 ) . 
The ease of computation and analys i s as well as the b u i l t - i n 
c h a r a c t e r i s t i c s of a language such as the gPSS are of immense use . Hence 
the bas is for s e l ec t ing GPSS as the language of descr ipt ion of the system. 
This language i s su i tab le for simulating waiting l ine type of s i t u a t i o n s , 
where i t i s required to compute the queue s t a t i s t i c s and d i f f erent out­
put d i s t r ibut ions of i n t e r e s t . 
The Simulator 
GPSS I I , which was developed by R. Efron and G. Gordon ( 2 8 ) , i s 
a "block diagram" oriented language; i . e . , each block belongs to a f ixed 
se t of block types . Each block represents some s p e c i f i c operation per­
formed in the simulation p r o c e s s . The block diagram for the s e r i e s 
queueing system being simulated i s shown in Figures 6a and 6b. The 
reader who i s not fami l iar with the GPSS I I terminology i s r e f e r r e d to 
Appendix A for a b r i e f resume on the block types used. 
The ORIGINATE block (block 1 , Figure 6a) c r e a t e s t r a n s a c t i o n s a t 
s t o c h a s t i c time i n t e r v a l s according to the function (FN1) with a mean 
r a t e of one t r a n s a c t i o n every 100 time u n i t s . These t r a n s a c t i o n s r e p r e -
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sent uni ts entering the system. Since the system being simulated con­
s i s t s of 15 sequential s erv ice s t a t i o n s , each t r a n s a c t i o n i s passed 
through a l l these stages in a specif ied order before i t i s removed from 
the system a t the TERMINATE block (block 7 7 ) . System s t a t i s t i c s are 
recorded a t each serv ice stage using the block types QUEUE, HOLD, and 
TABULATE. Blocks two to s i x simulate the f i r s t s tage of the sequential 
p r o c e s s . Block two ass igns a v a r i a t e of the function (FN2, which i s 
the s erv i ce time d i s t r i b u t i o n a t each stage of the system under cons i ­
derat ion , with a mean r a t e of u - - * = ( 1 / 1 0 0 ) to the parameter f i e ld one 
of the t r a n s a c t i o n entering the block. This s erv ice time has to be mod­
i f i ed using the function (FN3, which defines the re la t ionsh ip between 
the mean s e r v i c e time and the number in the queue) to give the a c t u a l 
s erv i ce time for the customer under cons iderat ion . The above modif ica­
t ion on the s e r v i c e time i s done a t the HOLD block (block f i v e ) where 
the customer a c t u a l l y gets s erv i ced . I f , however, the customer finds 
the f a c i l i t y occupied when he t r i e s t o enter i t , he waits in l ine (block 
four , the QUEUE block) for h is turn to get served. Af ter he i s served 
a t one s e r v i c e f a c i l i t y he enters the next s t a g e . The above process r e ­
peats a t each of the 15 s tages before the customer leaves the system. 
Blook s i x i s a TABULATE block. In t h i s case i t records the i n t e r - d e p a r ­
ture time d i s t r i b u t i o n from stage one of the sequential waiting l ine 
system. The queue number in block four, the f a c i l i t y number in block 
f ive , and the table number in block s i x are specif ied using the technique 
of i n d i r e c t s p e c i f i c a t i o n as shown. This i s achieved by assigning values 
one, two, t h r e e , 1 5 , to the parameter f i e ld two of the t r a n s a c t i o n 
a t the corresponding serv ice s t a g e . The functions of blocks seven to 76 
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a r e obvious. Figure 6b gives the block diagram for tabulat ing the s t a t e 
probabi l i ty d i s t r i b u t i o n a t each s t a g e . The queue length a t each stage 
of the system i s measured a t every 50 time uni ts and tabulated using 
block 9 3 . 
Val idat ion 
In ver i fy ing the v a l i d i t y of a model, what we do i s to prove (or 
to disprove) that the model does represent the system i t s imulates . The 
t h e o r e t i c a l r e s u l t s developed.in Chapter IV, for the f i r s t s tage of a 
s t a t e dependent s e r i e s queueing system, wi l l be used t o check the authen­
t i c i t y of the simulation model. 
The fourth column of Table 1 gives the expected frequency in 
s t a t e n^, while the f i f t h column gives the corresponding values observed 
from a simulation run. Measures have been taken to ensure tha t steady 
s t a t e was represented . The c a l c u l a t i o n s for a Chi-square goodness of 
f i t t e s t need no explanat ion. The deviat ion of observed values from 
those expected i s not s ign i f i cant using t h i s t e s t . The computer model 
was a l so checked for the case where there i s no s t a t e dependency r e l a ­
t ionship and where the input to the f i r s t s tage i s Poisson and the c 
serv ices a t each stage i s exponent ia l . From the theory of queueing the 
output from each stage of a s er i e s queueing system i s Poisson with the 
same parameter as the input d i s t r i b u t i o n . 
Based on the above observat ions , the simulation model i s accepted 
to represent the system under study. 
Figure 6b. Block Diagram for Obtaining the S ta te 
Probabi l i ty Dis tr ibut ion a t Each Stage 
Table 1 . Comparison Between Theory and 
Simulation of the S t a t e - P r o b a b i l i t i e s 
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j 6678.27 68311 3 . 4 9 
2 1 .2073 2506 .43 2462 0 .79 
3 2 .1229 1485 .29 1444 1.15 
4 3 .0624 754.25 736 0 .44 
5 4 .0291 351 .83 365 0 .49 
6 5 .0132 159 .08 152 0 .32 
7 6 ,0064 77 .31 69 0 .89 
8 7 .0032 38 .54 24 5 .49 
9 8 .0017 20 .86 21 0 .00 
10 9 .0010 12 .59 10 0 .53 
% (9 degrees of 
freedom) 
1 3 . 5 9 
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CHAPTER V 
ANALYSIS OF RESULTS 
Study of the Output Dis tr ibut ion a t Each Stage 
Two important measures of i n t e r e s t of most random var iab le s are 
the f i r s t moment about the or ig in (mean) and the square root of i t s 
second moment about the mean (standard d e v i a t i o n ) . 
From the r e s u l t s i t i s observed that the mean of the output d i s ­
t r i b u t i o n ( i n t e r - d e p a r t u r e t i m e d i s t r i b u t i o n ) f r o m a n y s tage i s e q u a l t o 
the mean input to that s t a g e . This r e s u l t i s expected of a system where 
the serv ice r a t e i s g r e a t e r than or equal to the a r r i v a l r a t e , which i s 
t rue in the system under study. F u r t h e r , s ince in a sequential queueing 
system the output from one stage c o n s t i t u t e s the input to the subsequent 
s t a g e , the mean of the i n t e r - d e p a r t u r e time d i s t r i b u t i o n from each stage 
i s found to be i d e n t i c a l l y equal to the mean input to the f i r s t s t a g e . 
However, the standard deviat ion (s tdndev. ) of the output d i s t r i b u t i o n 
v a r i e s from stage t o s tage depending upon the input parameters . F igures 
7 to 10 show the above v a r i a t i o n for d i f f erent input and serv i ce time 
d i s t r i b u t i o n s . Only one value of parameter A in model I (A = 0 . 9 ) and 
one value of c in model I I (c = 0 . 3 ) are considered in p l o t t i n g the 
curves . I t i s worth mentioning tha t though the curves are shown to be 
continuous, values should be read from the graphs only against d i s c r e t e 
s tage numbers. The standard deviat ion of the i n t e r - d e p a r t u r e time d i s ­
t r i b u t i o n a t the f i r s t s tage i s tabulated for a l l combinations of input 
32 
S t d . 
T i e v. 
1201 
110 
Model I (A=0.9) 
Model I I (C=0.3) 









2 3 5 6 8 9 10 11 12 13 14 15 
H - r i te - rs t ra -s f e 
Figure 7. Standard Deviation of the In ter -depar ture Time 
Dis tr ibut ion Shown Against the I n t e r - s t a g e 





Model I I (c = 0 . 3 ) 
Model I (A=0.9) 
loot 







30 K 1 = 15 
20 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 
I n t e r - s t a g e Pos i t ion 
'igure 8 . Standard Deviation of the In ter -depar ture Time 
Dis tr ibut ion Shown Against the I n t e r - s t a g e 





Model I (A = 0 . 9 ) 










2 3 4 5 6 7 8 9 10 11 12 13 14 15 
I n t e r - s t a g e Pos i t ion 
Figure 9 . Standard Deviation of the In ter -depar ture Time 
D i s t r ibut ion Shown Against the I n t e r - s t a g e 





10CL / / 
/ 
/ 
Model I (A = 0 . 9 ) 









R , = ax> 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 
I n t e r - s t a g e Pos i t ion 
Figure 1 0 . Standard Deviation of the In ter -depar ture Time 
Dis tr ibut ion Shown Against the I n t e r - s t a g e 
Pos i t ion - Erlangian A r r i v a l s (K = 20) 
36 
parameters in Table 2 . The corresponding tables a t s tages f i v e , t en , 
and 15 are shown in Appendix B . The following observations are made 
from the f igures shown: 
1 . The departure d i s t r i b u t i o n from any stage wi l l in general have 
a g r e a t e r v a r i a b i l i t y than the s erv i ce d i s t r i b u t i o n a t that s t a g e . This 
i s a consequence of the v a r i a t i o n in the mean serv ice r a t e and of a poss­
ib l e id le system. 
2 . When the a r r i v a l d i s t r i b u t i o n to the f i r s t s tage (with Erlang 
parameter K^) has a g r e a t e r v a r i a b i l i t y than the s e r v i c e time d i s t r i b u ­
t ion a t each stage (parameter K^) the standard deviat ion of the output 
d i s t r i b u t i o n decreases , within a l i m i t , from one stage to the next s t a g e . 
A f t e r th is l imit the standard deviat ion tends t o remain cons tant . F u r ­
ther the slope of the curve tends to zero , the slope decreasing from one 
s tage to the subsequent s t a g e . 
3 . When i s g r e a t e r than or equal to (when the a r r i v a l s to 
the f i r s t stage are more regular than, or as regu lar a s , the serv ices a t 
each s tage ) the standard deviat ion of the output d i s t r i b u t i o n increases 
with the i n t e r - s t a g e pos i t ion (with the slope of the curve decreas ing) 
up to a c e r t a i n extent a f t e r which i t approaches a constant va lue . 
The e f f ec t of changing the parameters in model I and model I I can 
be c l e a r l y seen from Table 2 . The v a r i a b i l i t y of the output d i s t r i b u t i o n 
a t any stage increases with parameter B in model I and with c in model I I . 
Another i n t e r e s t i n g c h a r a c t e r i s t i c i s observed when the output 
from a stage has a v a r i a b i l i t y not g r e a t e r than that of an exponential 
d i s t r i b u t i o n . In such a case the output can be approximated to an Erlang 
d i s t r i b u t i o n with parameter K~. K„ i s estimated using the re la t ionsh ip 
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Table 2 . Standard Deviation of the In ter -departure Time 
Di s t r ibut ion at the F i r s t Stage of a Sequential 
Waiting Line System. 
A AA1 BA1 FA1 DAI c AA2 BA2 FA2 DA2 
. 9 100 .82 9 7 . 1 8 9 7 . 2 8 98 .85 
. 8 101 .42 94 .59 93 .53 9 5 . 6 9 .3 109 .17 97 .93 9 6 . 6 0 9 4 . 0 8 
.7 1 0 3 . 8 8 9 5 . 9 1 9 5 . 6 8 9 8 . 6 4 . 5 109 .85 98 .74 98 .37 9 7 . 3 1 
. 6 106 .36 95 .35 95 .26 9 6 . 6 8 1 .0 1 1 8 . 6 0 101 .95 100 .54 1 0 0 . 0 9 
. 5 109 .22 9 9 . 0 0 96 .27 99 .49 
A AB1 BB1 FBI DB1 c AB2 BB2 FB2 DB2 
. 9 5 8 . 1 6 4 7 . 3 2 4 6 . 5 4 4 4 . 0 1 
. 8 6 1 . 4 6 4 9 . 6 1 4 6 . 5 0 4 5 . 1 6 .3 73 .37 50 .15 4 7 . 1 7 45.855 
.7 70 .04 4 9 . 8 1 4 8 . 3 9 4 4 . 5 6 . 5 79 .54 52 .27 5 0 . 3 5 4 7 . 2 1 
. 6 76 .41 5 1 . 5 9 4 7 . 2 7 4 7 . 6 7 1 .0 8 5 . 3 5 5 5 . 8 9 5 1 . 6 8 4 8 . 6 7 
. 5 8 1 . 0 6 5 2 . 8 6 50 .77 4 9 . 1 1 
A AC1 BC1 FC1 DC1 c AC 2 BC2 FC2 DC2 
. 9 4 9 . 0 6 29 .54 28 .64 2 8 . 5 9 .3 73 .53 3 3 . 5 5 3 1 . 0 0 28.92 
. 8 5 9 . 1 2 3 1 . 5 9 3 0 . 7 8 29 .43 .3 73 .53 3 3 . 5 5 3 1 . 0 0 28 .92 
.7 6 9 . 2 0 32 .25 3 0 . 5 6 2 9 . 1 8 . 5 76 .35 3 5 . 7 8 31 .97 3 1 . 1 8 
. 6 6 8 . 3 5 33 .82 3 2 . 0 3 3 0 . 7 9 1 .0 8 4 . 4 1 3 9 . 5 9 3 5 . 7 9 3 2 . 3 4 
. 5 75 .65 36 .87 3 3 . 6 1 3 1 . 6 2 
A AD1 BD1 FD1 DDI AD2 BD2 FD2 DD2 
.9 4 7 . 1 4 2 6 . 5 4 2 6 . 5 0 24 .73 
. 8 5 8 . 4 6 28 .43 27 .55 24 .99 .3 6 2 . 6 4 3 0 . 1 3 2 8 . 8 3 26 .96 
.7 6 2 . 2 3 2 9 . 9 8 27 .77 2 6 . 1 1 . 5 7 7 . 1 0 3 3 . 1 8 30 .22 2 7 . 2 8 
. 6 71 .41 32 .66 2 9 . 7 1 26 ,87 1 .0 76 .52 3 7 . 2 3 3 2 , 3 0 29 .35 
. 5 71 .90 3 3 . 6 9 3 0 . 5 6 27 .73 
A AE1 BE1 FE1 DEI AE2 BE2 FE2 DE2 
. 9 4 8 . 2 2 23 .54 23 .62 2 2 . 7 3 
. 8 5 7 . 3 5 27 .19 2 5 . 5 8 23 .27 .3 5 9 . 0 8 27 .57 26 .27 23 .87 
.7 5 9 . 6 3 29 .36 26 .03 24 .47 . 5 71 .55 3 1 . 8 3 27 .46 25 .34 
. 6 6 2 . 9 4 3 0 . 1 4 266655 2 5 . 2 8 1 .0 79 .24 3 4 . 9 8 3 0 . 0 8 2 7 . 1 1 
. 5 6 7 . 5 2 31 .57 2 8 . 1 5 25 .32 
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K = Mean of the output d i s t r i b u t i o n 
3 Variance of the output d i s t r i b u t i o n ' ' 
I f the value of thus estimated turns out to be a decimal num­
b e r , the next l a r g e r integer i s taken to be the value of K^. 
The output d i s t r i b u t i o n s a r e compared with the corresponding Erlang 
2 
d i s t r i b u t i o n using the ~X goodness of f i t t e s t . I t i s found t h a t the 
two d i s t r ibut ions do not d i f f e r from each other s i g n i f i c a n t l y . The d i f f ­
erence i s the l e a s t when the estimated value of i s l a r g e . 
Average Waiting Times a t Various Stages 
In the study of a tandem queueing system, the average waiting 
time of a unit a t each s tage (the mean of the waiting time d i s t r i b u t i o n 
a t that s tage ) c o n s t i t u t e s a good measure of e f f e c t i v e n e s s . In many 
cases the cos t of waiting may be assumed t o be d i r e c t l y proport ional to 
the mean waiting t ime. 
The expected waiting times a t the f i r s t s tage for various l eve l s 
of s e r v i c e are shown in Table 3 , and a r e p lo t ted for a t y p i c a l set of 
parameters in Figure 1 1 . I t i s i n t e r e s t i n g to note that the waiting 
times re su l t ing from the use of model I and model I I do not d i f f e r s ig­
n i f i c a n t l y when the parameter in the s e r v i c e time d i s t r i b u t i o n i s 
g r e a t e r than or equal to f i v e . This comparison i s made poss ible by 
s e l e c t i n g the same s c a l e for B and C along the abs i ssa of the f i g u r e . 
The expected waiting times a t s tages f i v e , 1 0 , and 15 are tabulated in 
Appendix B . 
The mean waiting times are a l so shown as dependent var iab l e s 
against the i n t e r - s t a g e p o s i t i o n . These are shown in Appendix B . An 
example of the above i s shown in Figure 1 2 . Here again the curves a r e 
39 
Table 3 . Mean Waiting Times a t the F i r s t Stage 
of a Ser ies Queueing System 
A AA1 BA1 FA1 DAI c AA2 BA2 FA 2 DA 2 
. 9 823 .05 4 6 4 . 9 9 4 3 9 . 5 0 4 3 0 . 5 0 
. 8 313 .13 242 .17 219 .45 2 1 2 . 2 0 .3 1 7 0 . 9 8 155 ,22 1 3 4 . 6 8 1 3 4 . 3 1 
.7 248 .57 1 7 3 . 3 1 160 .76 1 5 6 . 2 0 . 5 131.37 1 1 1 . 1 8 107 .80 1 0 5 . 2 1 
. 6 194 .43 134 .44 1 2 6 . 5 8 125 .15 1 .0 8 8 . 5 3 8 0 . 4 1 8 0 . 1 4 78 .52 
. 5 134 .50 1 1 9 . 6 8 101 .16 100 .37 
A AB1 BB1 FBI DB1 c AB2 BB2 FB2 DB2 
. 9 4 5 0 . 2 8 173 .32 166 .92 127 .64 
. 8 229 .43 1 1 8 . 1 8 96 .22 7 1 . 1 8 .3 130 .92 8 3 . 5 8 80 .67 6 4 . 6 5 
.7 151 .56 8 6 . 2 3 70 .26 6 9 . 8 0 . 5 91 .71 6 4 . 2 1 5 8 . 2 9 5 5 . 6 0 
. 6 109 .83 6 9 . 2 1 6 2 . 6 1 60 .19 1 .0 64 .35 4 8 . 3 4 4 8 . 0 3 4 4 . 0 5 
. 5 96 .91 6 2 . 8 3 6 1 . 0 0 5 6 . 5 2 
A AC1 BC1 FC1 DC1 c AC 2 BC2 FC2 DC 2 
. 9 3 4 9 . 0 0 142 .59 1 1 7 . 1 1 87 .36 
. 8 208 .23 9 0 . 2 8 76 .31 6 4 . 8 3 .3 1 2 1 . 0 8 67 .43 5 9 . 9 9 5 7 . 5 1 
.7 1 3 2 . 2 8 77.47 63 .22 6 0 . 6 1 . 5 84 .87 5 6 . 8 8 5 2 . 6 9 4 6 . 2 6 
. 6 97 .46 63 .27 5 6 . 2 8 4 9 . 8 8 1 .0 5 7 . 2 9 4 5 . 6 1 4 4 . 2 0 3 9 . 6 9 
. 5 8 6 . 9 0 5 2 . 9 3 4 7 . 8 8 4 6 . 7 2 
A AD1 BD1 FD1 DDI c AD2 BD2 FD2 DC3 
. 9 335 .92 141 .05 9 9 . 3 8 8 2 . 1 6 
. 8 198 .95 8 9 . 8 1 7 5 . 4 1 5 9 . 9 1 .3 122 .12 6 7 . 2 1 5 8 . 0 0 51 .77 
.7 1 3 0 . 0 8 73 .43 58 .47 5 4 . 9 0 . 5 84 .67 5 3 . 6 8 5 0 . 9 9 4 5 . 2 3 
. 6 96 .21 6 1 . 2 9 5 3 . 1 8 4 6 . 5 0 1 .0 5 8 . 2 1 4 3 . 8 1 4 3 . 1 2 4 3 . 1 1 
. 5 8 2 . 3 5 5 3 . 8 8 4 7 . 1 0 4 4 . 6 3 
A AE1 BE1 FE1 DEI c AE2 BE2 FE2 DC4 
..9 291 .92 140 .63 91 .12 79 .17 
. 8 167 .56 90 .36 74 .82 6 3 . 1 1 .3 121 .99 66 .87 5 6 . 3 9 5 1 . 8 1 
.7 123 .53 6 7 . 6 8 5 7 . 2 1 53 .02 . 5 83 .37 5 5 . 0 1 4 8 . 8 4 4 6 . 8 5 
. 6 95 .53 5 7 . 1 3 5 0 , 8 2 4 6 . 2 1 1 .0 5 8 . 0 4 4 5 . 3 9 4 3 . 1 6 4 2 , 3 0 
. 5 8 0 . 7 5 5 4 . 4 9 4 9 . 1 5 4 3 . 8 5 
480,-
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B in Model I and c in Model I I 
F igure 1 1 . Mean Waiting Times a t the F i r s t Stage Shown Against Various Levels of 
Serv ice - Erlangian A r r i v a l s (K, = 5) 
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shown to be continuous for convenience. I t i s found that the observations 
made on the standard deviat ion of the in ter -depar ture time d i s t r i b u t i o n , 
with regard to the nature of i t s behavior with the pos i t ion of the 
i n t e r - s t a g e , are a l so appl icable for the mean waiting t imes . I t i s 
found that the mean waiting times a t the f i r s t s t a g e , as the value of 
A in model I approaches uni ty , approximates that obtained when there i s 
no s t a t e dependency re la t ionsh ip with P _ p__X A • 
Dis tr ibut ion of the S ta te P r o b a b i l i t i e s 
Generally the word "s ta t e probabi l i ty" implies tha t the s t a t e of 
the s y s t e m , n, ( the n u m b e r in queue plus the n u m b e r in the s e r v i c e f a c i ­
l i t y ) and i t s as soc ia ted s t e a d y - s t a t e p r o b a b i l i t y , TT , are being cons i ­
dered. However, for purposes of th i s r e s e a r c h , n , the number in the 
queue, (a l so ca l l ed the s t a t e of the queue) i s taken in es tab l i sh ing the 
s t a t e probab i l i ty d i s t r i b u t i o n s . In a queueing problem, where the ob­
j e c t i v e of the designer i s to e s tab l i sh the queue capac i ty for a s e r v i c e 
s tage or between any two s t a g e s , the p r o b a b i l i t i e s in s t a t e n are of 
i n t e r e s t . The mean of the s t a t e probabi l i ty d i s t r i b u t i o n i s simply the 
average queue length (L ) • From the theory of queueing, the expected 
length of the queue i s the product of the mean waiting time and the 
e f f e c t i v e a r r i v a l r a t e . E f f e c t i v e a r r i v a l r a t e measures only those uni t s 
which jo in the system. Since in t h i s study, balking, reneging, and other 
complications are not allowed, a l l the incoming a r r i v a l s jo in the system 
and s tay in the system t i l l they get served. 
Thus, L = (Mean waiting time) ( X ) 
q (ztf; 
= Mean waiting time 
100 
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Hence the curves showing the v a r i a t i o n of the mean queue length 
with the pos i t ion of the i n t e r s t a g e are s imi lar to those given in Figure 
12 , and the conclusions drawn regarding the mean waiting times a l so hold 
for the means of the various s t a t e probabi l i ty d i s t r i b u t i o n s . The s t a t e 
probab i l i ty d i s t r i b u t i o n s a t the f i r s t s tage for various input parameters 
are given in Appendix B . One such d i s t r i b u t i o n for a p a r t i c u l a r combin­
at ion of parameters i s show in Figure 1 3 . As i t i s obvious, only an 
in teger value of n^ i s to be taken to obtain the corresponding probabi l ­
i t y from the f i g u r e . 
From a s t a t e probabi l i ty d i s t r i b u t i o n one can read i ly obtain the 
following: 
1 . The f r a c t i o n of time a unit gets served without delay . This 
i s simply the probabi l i ty of having none in the queue. I t i s a l so the 
sum of the probabi l i ty of an id le system and the probabi l i ty of having 
one in the system. 
2 . The probabi l i ty that the number i a queue.is l e s s than or equal 
to n . From th i s quantity the f r a c t i o n of time the number exceeds n 
q q 
can be computed (by subtract ing the former from one ) . 
3 . The probabi l i ty in s t a t e n^, which i s obtained from the 
following r e l a t i o n s h i p : 
P ( n ) = P ( N q < n ) - P ( N ^ n ) (29) 
4 . The maximum queue length. This i s the value of n for which 
P (N q > n q ) = 0 . 
The average u t i l i z a t i o n of the serv ice f a c i l i t y a t s tages one, 
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Figure 13 . The S t a t e Probabi l i ty Dis tr ibut ion a t the 
F i r s t Stage for Various K- and K ? - Model I I 
( c = 1 . 0 ) 1 1 
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f i v e , t e n , and 1 5 a r e g i v e n i n Appendix B from which t h e p r o b a b i l i t y o f 
an i d l e sys tem may be c a l c u l a t e d . I t i s n o t i c e d t h a t when I L ^ t h e 
a v e r a g e u t i l i z a t i o n t e n d s t o d e c r e a s e from one s t a g e t o the n e x t s t a g e . 
T h i s i s an agreement wi th t h e c o n c l u s i o n s drawn r e g a r d i n g t h e v a r i a b i l i t y 
o f t h e o u t p u t d i s t r i b u t i o n a t e a c h s t a g e . When K ^ K p t h e mean queue 
l e n g t h t ends t o i n c r e a s e from one s t a g e t o t h e n e x t s t a g e which w i l l 
c a u s e t h e c o r r e s p o n d i n g s e r v i c e f a c i l i t y t o work f a s t e r . When t h e 
s e r v i c e f a c i l i t y works f a s t e r i t i s bound t o f i n i s h t h e work e a r l y and 
be i d l e f o r a l o n g e r t i m e . Longer i d l e t ime i m p l i e s lower u t i l i z a t i o n 
which o c c u r s when t h e v a l u e of B o r c in t h e s e r v i c e d i s t r i b u t i o n i s i n ­
c r e a s e d . I t i s a l s o seen t h a t when t h e a r r i v a l s o r s e r v i c e t i m e s a t any 
s t a g e a r e more r e g u l a r , a s m a l l e r number o f u n i t s w a i t f o r s e r v i c e 
(P ( N q > n ^ ) i s sma l l er ) a and t h i s r e s u l t s i n a h i g h e r u t i l i z a t i o n o f t h e 
f a c i l i t y . F o l l o w i n g t h e c o n v e n t i o n s o f t h e e x p e r i m e n t a l c o d i n g deve loped 
i n C h a p t e r I I I , any run XY (when t h e E r l a n g p a r a m e t e r o f X i s l e s s 
t h a n t h e p a r a m e t e r of Y ) r e s u l t s i n a lower mean q u e u e l l e n g t h than t h e 
run YX. 
F i g u r e 14 i s g iven t o show t h e b e h a v i o r o f t h e s t a t e p r o b a b i l i t y 
d i s t r i b u t i o n a t t h e f i r s t s t a g e when t h e v a r i o u s p a r a m e t e r s a r e k e p t 
c o n s t a n t . S i m i l a r b e h a v i o r i s observed a t o t h e r s t a g e s o f t h e s e r i e s 
queue a s w e l l . Comparison o f F i g u r e s 13 and 1 4 a l e a d s t o t h e c o n c l u s i o n 
t h a t the s t a t e p r o b a b i l i t y d i s t r i b u t i o n a t any s t a g e i s l e s s s e n s i t i v e 
t o the p a r a m e t e r i n t h e a r r i v a l d i s t r i b u t i o n t h a n t o t h e p a r a m e t e r 
i n t h e s e r v i c e d i s t r i b u t i o n . F i g u r e 14b shows t h e e f f e c t o f v a r y i n g t h e 
v a l u e o f c i n model I I when both and K 2 have a r e l a t i v e l y h igh v a r ­
i a b i l i t y , w h i l e F i g u r e 1 4 c shows t h e e f f e c t when t h e a r r i v a l s and s e r v i c e s 
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Figure 1 4 . The S t a t e Probab i l i ty Di s tr ibut ion a t the F i r s t 
Stage when the Values of Various Parameters are 
Held Constant 
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a r e more r e g u l a r . Figure 14d shows the s t a t e probabi l i ty d i s t r ibut ions 
for d i f ferent values of parameter B in model I , when K_ = 20 and K 9 = 5 , 
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CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
The following conclusions are drawn from th i s r e search: 
1 . The assumption that the mean serv i ce time i s a function of 
the number of uni ts awaiting s erv i ce a t the moment the s erv i ce of any 
unit s t a r t s , r e s u l t s in a considerably higher probabi l i ty of waiting 
for s erv i ce than a case when the serv ice r a t e i s dependent upon the 
i n s t a n t a n e o u s s t a t e of the s y s t e m . 
2 . When the parameter A in model I tends to uni ty , the r e s u l t s 
obtained from the inves t iga t ion on a s t a t e dependent queueing system, 
where the a r r i v a l r a t e i s <|qual t o the base mean serv i ce r a t e , approaches 
those of a system where the a r r i v a l s and serv ices are independent of each 
other with the c o e f f i c i e n t of u t i l i z a t i o n equal to A. 
3 . When the serv ices a t each stage in a tandem queueing system 
follow quite regu lar Erlangian t imes, the output from any stage of a 
s t a t e dependent system can be reasonably approximated by an Erlang d i s ­
t r i b u t i o n . Eventually th i s leads to the conclusion that for a p a r t i c u ­
l a r set of parameters Erlangian a r r i v a l s and serv ices r e s u l t in Erlangian 
output with the same parameter as in the input d i s t r i b u t i o n . 
4 . The output of a s t a t e dependent queueing system, where the 
a r r i v a l s follow the Poisson d i s t r i b u t i o n and the s erv i ce s follow an 
exponential d i s t r i b u t i o n , i s not Poisson. 
There seems to be a l o t of scope for a fur ther inves t iga t ion of 
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the behavior of tandem queues. As i t was observed a mathematical approach 
to such a problem tends to be i n t r a c t a b l e , and a simulation approach 
seems to be i n e v i t a b l e . Further studies on tandem queues can be made by 
allowing only a l imited queue between s tages to study the e f f e c t of block­
ing a t each s t a g e . The steady s t a t e j o i n t probabi l i ty of having a spec i ­
f i c number of uni t s a t d i f ferent s tages may be studied to compute the 




RESUME OF GPSS 
GPSS (General Purpose Systems Simulator) was developed by Gordon 
a t IBM for use on the IBM 7090 computer. I t i saa simulation language 
designed s p e c i f i c a l l y for modeling queueing systems. The user c o n s t r u c t s 
a l o g i c a l model of the system using a block diagram cons i s t ing of spec i ­
f i c block types , in which each block type represents some bas i c system 
a c t i o n . Each block has a designated block time (ac t ion time) that in­
d i ca te s the number of time uni ts required for ac t ion represented by the 
block. The a c t i o n times may vary over a range of values in a random or 
non-random manner. Transact ions are bas i c units that move through the 
system. Parameters are i n t e g r a l p o s i t i v e quant i t i e s t h a t can be at tached 
to a t r a n s a c t i o n . F a c i l i t i e s a r e items of equipment that can handle one 
t r a n s a c t i o n a t a t ime. Stores are items of equipment that can handle 
many t r a n s a c t i o n s simultaneously. 
In the computer program which i s composed from a GPSS block d i a ­
gram, one statement corresponds to one block, and one statement i s punched 
on one c a r d . Each card i d e n t i f i e s the block i t represents by a number 
(block number) and the block type . Each punched card i s divided into 
eleven f i e l d s . The number of the block i s punched in the f i r s t f i e l d . 
The block type i s punched in the next f i e l d . The number of the block to 
which a departing unit attempts to enter i s speci f ied in the seventh 
f i e l d . The remaining f i e lds are used to represent the ac t ion t imes , 
l og i c of the flow of t r a n s a c t i o n s , e t c . 
I n d i r e c t s p e c i f i c a t i o n i saa technique used in GPSS to increase 
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the a b i l i t y of the program to represent systems. I t can a l so substan­
t i a l l y decrease the s ize of the block diagram and/or increase the ease 
of programming. An a s t e r i s k assoc ia ted with a parameter number (*5 , 
say) c o n s t i t u t e s i n d i r e c t s p e c i f i c a t i o n in GPSS. To c i t e an example, 
i f the f a c i l i t y number in a HOLD block i s speci f ied as * 5 3 t h e program 
takes the number in parameter f i e ld f ive of the t r a n s a c t i o n entering 
the HOLD block as the number of the f a c i l i t y . 
The following are the block types used in the simulation model. 
A b r i e f descr ipt ion of the block types i s a l so given. 
ORIGINATE c r e a t e s t r a n s a c t i o n s a t time i n t e r v a l s speci f ied in the 
block and enters them into the system being simulated. 
ASSIGN assigns a value to one of the e ight parameters of a t r a n s ­
a c t i o n . This block can e i t h e r add t o , subtrac t from or rep lace the 
previous value assigned to the parameter f i e ld of the t r a n s a c t i o n e n t e r ­
ing the block. 
QUEUE maintains various s t a t i s t i c s about queues. 
HOLD allows a t r a n s a c t i o n to engage the f a c i l i t y for as long as 
the t r a n s a c t i o n remains in the block. 
TABULATE records the s t a t i s t i c s speci f ied in the block re su l t ing 
in a p r i n t - o u t in histogram form. 
TERMINATE removes t r a n s a c t i o n s from the system the ins tant they 
enter the block. 
COMPARE g@HEt.Ols the flow of t r a n s a c t i o n s by comparing two d i f f ­
erent values speci f ied in the block. 
J O B 
* S I M U L A T I O N O F A S E Q U E N T I A L Q U E U E I N G S Y S T E M W I T H 
* S T A T E D E P E N D E N T MEAN S E R V I C E R A T E S 
* NUMBER O F S T A G E S OF T H E Q U E U E ( 1 5 
* D E F I N E T H E A R R I V A L D I S T R I B U T I O N 
1 F U N C T I O N RN 1 C 2 4 E X P O N E N T I A L M E A N ( 1 0 0 
0 0 . 1 1 0 . 4 0 . 2 2 2 . 2 0 . 3 3 5 . 5 0 . 4 5 0 . 9 0 . 5 6 9 
. 6 9 1 . 5 0 . 7 1 2 0 . 0 0 . 7 5 1 3 8 . 0 0 . 8 1 6 0 . 0 0 . 8 4 1 8 3 . 0 0 • 8 8 2 1 2 . 0 0 
. 9 2 3 0 . 0 0 . 9 2 2 5 2 . 0 0 . 9 4 2 8 1 . 0 0 . 9 5 2 9 9 . 0 0 . 9 6 3 2 0 . 0 0 . 9 7 3 5 0 . 0 0 
• 9 8 3 9 0 . 0 0 . 9 9 4 6 0 . 0 0 . 9 9 5 5 3 0 . 0 0 . 9 9 8 6 2 0 . 0 0 . 9 9 9 7 0 0 . 0 0 . 9 9 9 7 8 0 0 . 0 0 
D E F I N E T H E S E R V I C E T I M E D I S T R I B U T I ON 
2 F U N C T I O N RN 1 C 2 4 E X P O N E N T I A L M E A N { 1 0 0 
0 0 . 1 1 0 . 4 0 . 2 2 2 . 2 0 . 3 3 5 . 5 0 . 4 5 0 . 9 0 . 5 6 9 
o i . t ; n "7 
Y j. • ~T \J M T 
1 2 0 . 0 0 • 1 ~S U f l . n n . o l a p , . n n Q /•. 
A. ̂  W V 
_ A a 212 * 0 0 
. 9 2 3 0 . 0 0 . 9 2 2 5 2 . 0 0 . 9 4 2 8 1 . 0 0 . 9 5 2 9 9 . 0 0 . 9 6 3 2 0 . 0 0 . 9 7 3 5 0 . 0 0 
• 9 8 3 9 0 . 0 0 . 9 9 4 6 0 . 0 0 . 9 9 5 5 3 0 . 0 0 . 9 9 8 6 2 0 . 0 0 . 9 9 9 7 0 0 . 0 0 • 9 9 9 7 8 0 0 . 0 0 
D E F I N E T H E S T A T E D E P E N D E N C Y R E L A T I O N S H I P 
3 F U N C T I O N Q # 2 D 2 1 C = l 
0 1 1 . 5 0 0 2 . 3 3 3 3 . 2 5 0 4 . 2 0 0 5 . 1 6 7 
6 . 1 4 3 7 . 1 2 5 8 • 1 1 1 9 . 1 0 0 1 0 . 0 9 1 1 1 . 0 8 3 
1 2 . 0 7 7 1 3 . 0 7 1 4 1 4 . 0 6 6 7 1 5 . 0 6 2 5 1 6 . 0 5 8 8 1 7 . 0 5 5 5 
1 8 . 0 5 2 6 1 9 . 0 5 0 2 0 . 0 4 7 6 
1 O R I G I N A T E 2 . 1 FN 1 
2 A S S I G N 1 F N 2 3 
3 A S S I G N 2 K l 4 
4 Q U E U E * 2 5 
5 HOLD * 2 6 # 1 F N 3 . 
6 T A B U L A T E * 2 7 
7 
8 
A S S I G N 
A S S I G N 
1 
2 




9 Q U E U E * 2 1 0 
1 0 HOLD * 2 1 1 * 1 F N 3 
1 1 T A B U L A T E * 2 1 2 
1 2 A S S I G N 1 FN 2 1 3 
1 3 A S S I G N 2 K 3 1 4 
c o 
1 4 Q U E U E *2 1 5 
15 H O L D * 2 1 6 *1 F N 3 
1 6 T A B U L A T E * 2 1 7 
1 7 A S S I G N 1 F N 2 1 8 
1 8 A S S I G N 2 K 4 1 9 
19 Q U E U E * 2 2 0 
2 0 H O L D * 2 2 1 *1 F N 3 
2 1 T A B U L A T E *2 2 2 
2 2 A S S I G N 1 F N 2 2 3 
2 3 A S S I G N 2 K 5 2 4 
2 4 Q U E U E * 2 2 5 
2 5 H O L D * 2 2 6 *1 F N 3 
2 6 T A B U L A T E * 2 2 7 
2 7 A S S I G N 1 F N 2 2 8 
2 8 A S S I G N 2 K 6 2 9 
2 9 Q U E U E *2 ' 3 0 
3 0 H O L D * 2 3 1 F N 3 
3 1 T A B U L A T E * 2 3 2 
3 2 A S S I G N 1 F N 2 3 3 
3 3 A S S I G N 2 K 7 3 4 
3 4 Q U E U E *2 3 5 
3 5 H O L D * 2 3 6 *1 F N 3 
3 6 T A B U L A T E * 2 3 7 
3 7 A S S I G N 1 F N 2 3 8 
3 8 A S S I G N 2 K 8 3 9 
3 9 Q U E U E * 2 4 0 
4 0 H O L D * 2 4 1 *1 F N 3 
4 1 T A B U L A T E - 2 4 2 
4 2 A S S I G N 1 F N 2 4 3 
4 3 A S S I G N 2 K 9 4 4 
4 4 Q U E U E * 2 4 5 
4 5 H O L D * 2 4 6 *1 F N 3 
4 6 T A B U L A T E * 2 4 7 
4 7 A S S I G N 1 F N 2 4 8 
4 8 A S S I G N 2 K 1 0 4 9 
4 9 Q U E U E * 2 5 0 
5 0 HOLD * 2 5 1 * 1 FN 3 
5 1 T A B U L A T E * 2 5 2 
5 2 A S S I G N 1 F N 2 5 3 
5 3 A S S I G N 2 K l l 5 4 
5 4 Q U E U E * 2 5 5 
5 5 HOLD * 2 5 6 # 1 F N 3 
5 6 T A B U L A T E * 2 5 7 
5 7 A S S I G N 
i—
i F N 2 5 8 
5 8 A S S I G N 2 K 1 2 5 9 
5 9 Q U E U E * 2 6 0 
6 0 HOLD * 2 6 1 * 1 F N 3 
6 1 T A B U L A T E • * 2 6 2 
6 2 A S S I G N 1 F N 2 6 3 
6 3 A S S I G N 2 K 1 3 . . . . 6 4 
6 4 Q U E U E * 2 6 5 
6 5 HOLD * 2 6 6 * 1 F N 3 
6 6 T A B U L A T E * 2 6 7 
6 7 A S S I G N 1 F N 2 6 8 
6 8 A S S I G N 2 K 1 4 6 9 
6 9 Q U E U E * 2 7 0 
7 0 HOLD * 2 7 1 * 1 F N 3 
7 1 T A B U L A T E * 2 7 2 
7 2 A S S I G N 1 FN 2 7 3 
7 3 A S S I G N 2 K 1 5 7 4 
7 4 Q U E U E * 2 7 5 
7 5 HOLD * 2 7 6 * 1 F N 3 
7 6 T A B U L A T E * 2 7 7 
7 7 T E R M I N A T E R 
THE F O L L O W I N G T A B L E C A R D S G I V E T H E I N T E R D E P A R T U R E T I M E 
D I S T R I B U T I O N S . 
1 T A B L E I A 0 1 0 1 0 0 
2 TABLE • I A 0 1 0 1 0 0 
3 • TABLE I A 0 1 0 1 0 0 
4 TABLE I A 0 1 0 1 0 0 
5 TABLE I A 0 1 0 1 0 0 
6 TABLE IA 0 1 0 1 0 0 
7 TABLE I A 0 1 0 1 0 0 
8 TABLE I A 0 1 0 1 0 0 
9 TABLE I A 0 1 0 1 0 0 
1 0 TABLE I A 0 1 0 1 0 0 
1 1 TABLE I A 0 1 0 1 0 0 
1 2 TABLE I A 0 1 0 1 0 0 
1 3 TABLE I A 0 1 0 IOC 
1 4 TABLE I A 0 1 0 1 0 0 
1 5 TABLE IA 0 1 0 1 0 0 
THE FOLLOWING QTABLE CARDS G I V E THE 
OF QUEUES 1 THRU 1 5 
1 6 QTABLE 1 0 1 0 1 0 0 
1 7 QTABLE 2 0 1 0 1 0 0 
1 8 QTABLE 3 0 1 0 1 0 0 
1 9 QTABLE 4 0 1 0 1 0 0 
2 0 QTABLE 5 0 1 0 1 0 0 
2 1 QTABLE 6 0 1 0 1 0 0 
2 2 QTABLE 7 0 1 0 1 0 0 
2 3 QTABLE 8 0 1 0 1 0 0 
2 4 QTABLE 9 0 1 0 1 0 0 
2 5 QTABLE 1 0 0 1 0 1 0 0 
2 6 QTABLE 1 1 0 1 0 1 0 0 
2 7 QTABLE 1 2 0 1 0 1 0 0 
2 8 QTABLE 1 3 0 1 0 1 0 0 
2 9 QTABLE 1 4 0 1 0 1 0 0 
3 0 QTABLE 1 5 0 1 0 1 0 0 
PROGRAM FOR COMPUTING AND TABULATING 
W A I T I N G TIME D I S T R I B U T I O N S 
THE S T A T E P R O B A B I L I T Y 
D I S T R I B U T I O N S 
ON 
9 0 O R I G I N A T E 
1 V A R I A B L E P 8 0 K 3 0 
9 1 A S S I G N 8 0 K l 
9 2 A S S I G N 7 V I 
9 3 TABULATE * 7 BOTH 
9 4 COMPARE P8 GE K 1 5 
9 5 TERMINATE R 
3 1 TABLE 0 1 0 . I 7 0 
3 2 TABLE 0 2 0 1 7 0 
3 3 TABLE 0 3 0 1 7 0 
3 4 TABLE 0 4 0 1 7 0 
3 5 TABLE 0 5 0 1 7 0 
3 6 TABLE Q6 0 1 7 0 
3 7 TABLE Q7 0 1 7 0 
3 8 TABLE 0 8 0 1 7 0 
3 9 TABLE 0 9 0 1 7 0 
4 0 TABLE • 0 1 0 0 1 7 0 
4 1 TABLE O i l 0 1 7 0 
4 2 TABLE 0 1 2 0 1 7 0 
4 3 TABLE 0 1 3 0 1 7 0 
4 4 TABLE 0 1 4 0 1 . 7 0 
4 5 TABLE Q 1 5 0 
i—
» 7 0 
* S T A B I L I Z E THE S Y S T E M 
START 1 5 0 0 NP 
RESET 
* SAMPLE S I Z E 





Table 4 . Standard Deviation of the In ter -depar ture Time 
Dis tr ibut ion a t the F i f t h Stage of a Sequential 
Waiting Line System 
A AA1 BA1 FA1 DAI c AA2 BA2 FA 2 DA 2 
.9 101 .69 101 .04 99 .66 99 .74 
. 8 1 0 5 . 8 0 1 0 0 . 4 8 1 0 1 . 0 1 99.9S .3 113 .79 110 .60 1 0 6 . 1 1 1 1 1 . 7 6 
.7 106 .69 105.17 107 .43 104 .72 . 5 118 .46 114 .24 1 1 4 . 0 1 115 .08 
. 6 111 .39 1 0 9 . 9 1 107 .85 110 .29 1 .0 134 .09 128 .00 1 2 4 . 8 8 129 .42 
. 5 1 1 7 . 5 8 1 1 5 . 5 1 1 1 2 . 1 8 112 .24 
A AB1 BB1 FBI DB1 c AB2 BB2 FB2 DB2 
. 9 5 0 . 2 1 4 7 . 3 6 4 7 . 7 5 4 6 . 6 5 
. 8 5 3 . 2 4 4 9 . 7 2 3 0 . 9 1 4 7 . 2 4 . 3 6 2 . 1 6 5 1 . 4 1 5 1 . 5 8 4 8 . 8 5 
.7 5 6 . 7 5 52 .37 52 .82 4 9 . 1 5 . 5 6 6 . 0 0 56 .37 5 5 . 2 9 5 2 . 9 8 
. 6 65 .34 5 5 . 5 4 5 5 . 0 8 5 4 . 5 1 1 .0 74 .39 6 3 . 7 1 61 .97 59 .13 
. 5 6 7 . 1 8 5 6 . 5 9 5 5 . 8 9 5 4 . 5 8 
A AC1 BC1 FC1 DC1 c AC 2 BC2 FC2 DC2 
. 9 3 6 . 8 0 28 .97 2 8 . 7 1 29 .02 
. 8 4 2 . 7 3 3 0 . 1 3 3 0 . 5 3 3 0 . 9 0 . 3 51 .12 3 2 . 8 9 3 0 . 9 5 3 0 . 9 6 
.7 4 8 . 8 5 3 1 . 1 4 3 1 . 1 8 3 0 . 2 6 . 5 59 .92 35 .07 3 2 . 8 9 3 2 . 4 8 
. 6 51 .77 3 2 . 9 5 33 .06 3 3 . 2 0 1 .0 6 4 . 2 5 3 8 . 7 0 3 7 . 4 3 3 6 . 9 3 
. 5 5 6 . 6 4 3 4 . 1 1 3 5 . 0 8 3 2 . 9 0 
A AD1 BD1 FDl DDI c AD 2 BD2 FD2 DD2 
. 9 34 .97 2 4 . 9 1 25 .52 2 6 . 0 5 
. 8 3 9 . 8 8 2 6 . 9 1 25 .72 2 6 . 3 9 . 3 4 3 . 6 1 28 .26 2 8 . 0 4 2 6 . 7 8 
.7 4 4 . 2 5 28 .07 2 7 . 1 1 26 .82 . 5 5 6 . 8 5 29 .82 2 9 . 0 1 2 8 . 8 9 
. 6 4 9 . 5 4 29 .47 2 8 . 7 4 2 8 . 7 4 1 .0 5 8 . 9 4 3 4 . 8 4 3 2 . 4 0 3 2 . 1 9 
. 5 5 0 . 9 0 3 0 . 2 0 2 9 . 7 0 28 .63 
A AE1 BE1 FE1 DEI c AE2 BE2 FE2 DE2 
. 9 34 .82 2 2 . 1 9 2 2 . 4 8 23 .27 
. 8 4 0 . 2 1 2 3 . 3 0 2 3 . 4 9 2 3 . 5 6 . 3 38 .27 2 5 . 4 4 24 .47 2 4 . 3 4 
.7 4 2 . 7 4 2 5 . 9 9 2 4 . 4 1 24 .77 . 5 4 9 . 4 9 27 .49 2 6 . 4 0 2 5 . 7 6 
. 6 4 3 . 8 3 26 .66 2 5 . 0 9 2 4 . 9 4 1 .0 5 6 . 4 6 3 0 . 8 6 29 .62 2 8 . 8 5 
. 5 4 6 . 4 4 2 7 . 8 1 2 6 . 6 1 2 5 . 3 1 
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Table 5 . Standard Deviation of the In ter -depar ture Time 
Dis tr ibut ion a t the Tenth Stage of a Sequential 
Waiting Line System 
A AA1 BA1 FA1 DAI c AA2 BA2 FA2 DA2 
. 9 100 .66 99 .79 100 .35 102 .60 
.8 
104 .79 102 .12 1 0 7 . 3 9 100 .43 .3 112 .92 107 .39 109 .06 114 ,43 
.7 110 .89 106 .54 106 .66 107 .23 . 5 116 .96 115 .45 115 .39 115 .65 
. 6 115*53 107 .45 109 .49 113 .93 1 ,0 139 .35 137 .05 136 .81 1 4 0 . 1 1 
. 5 116 .85 1 1 3 . 3 9 ' 1 1 6 . 9 1 114 .25 
A AB1 BB1 FBI DB1 c AB2 BB2 FB2 DB2 
. 9 4 9 . 6 2 4 8 . 1 0 4 8 . 0 1 4 6 . 9 9 
. 8 5 1 . 3 8 5 1 . 2 0 4 9 . 7 2 4 8 . 5 3 . 3 5 8 , 2 5 5 4 . 6 6 52 .17 4 7 . 3 6 
.7 54 .27 5 2 . 3 8 5 1 . 3 4 4 9 . 5 5 . 5 65 .57 5 5 . 8 6 5 7 . 3 1 5 2 . 8 3 
. 6 6 3 . 7 6 54 .32 5 3 . 6 5 53 .42 1 .0 7 1 . 1 4 6 5 . 9 1 6 3 . 2 0 5 9 . 3 1 
. 5 6 5 . 0 5 5 5 . 6 5 5 6 . 1 8 5 6 . 8 2 
A AC1 BC1 FC1 DC1 c AC 2 BC2 FC2 DC2 
. 9 3 2 . 4 8 28 .57 28 .02 2 9 . 1 1 
08 
3 7 . 3 1 3 0 . 3 6 3 0 . 1 4 3 1 . 3 6 .3 4 2 . 4 2 3 1 . 4 3 3 1 , 0 5 3 1 . 8 4 
.7 4 3 . 2 7 3 0 . 5 6 31 .57 3 0 . 9 4 . 5 6 6 . 9 2 3 4 . 0 5 3 3 . 3 6 3 3 . 8 2 
. 6 4 4 . 4 5 3 3 . 6 5 3 2 . 8 4 3 3 . 3 6 1 .0 5 3 . 4 6 3 8 , 6 6 37.8-1 3 7 . 2 6 
. 5 4 9 . 5 8 3 5 . 1 2 3 4 . 5 4 3 3 . 5 4 
A AD1 BD1 FD1 DDI c AD2 BD2 FD2 DD2 
. 9 3 1 . 2 3 2 4 . 1 8 25 .16 24 .94 
. 8 33 ,82 2 6 . 5 9 26 .72 26 .67 .3 3 5 . 7 2 2 8 . 1 0 2 7 . 9 5 2 7 . 8 8 
.7 4 0 . 0 6 2 6 . 3 8 2 7 . 7 8 2 7 . 1 9 . 5 4 8 . 1 9 2 9 . 5 1 2 9 . 1 9 2 8 . 8 0 
. 6 4 0 . 5 3 2 8 . 9 9 27 .86 2 8 . 7 5 1 .0 4 4 . 3 1 3 4 . 2 0 31 .64 3 1 , 6 2 
. 5 4 5 . 5 3 3 0 . 2 8 2 9 . 0 3 2 9 . 9 5 
A AE1 BE1 FE1 DEI c AE2 BE2 FE2 DE2 
. 9 3 0 . 5 3 2 2 . 4 5 2 2 . 8 5 2 2 . 5 0 
. 8 3 6 . 5 1 2 3 . 2 1 2 3 . 6 0 23 .36 . 3 32 .27 2 4 . 4 9 24 .46 2 4 . 4 5 
.7 3 7 . 7 1 24 .74 24 .47 2 4 . 5 4 . 5 4 0 . 0 4 27 ,13 26 .05 2 5 . 6 5 
. 6 37 .46 26 .27 24 .14 2 4 . 5 8 1 .0 4 6 . 7 7 3 0 . 0 9 2 8 , 8 1 2 8 . 9 3 
. 5 3 7 . 9 8 2 6 . 3 8 26.4& 
25.£g 
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Table 6 . Standard Deviation of the In ter -depar ture Time 
Di s tr ibut ion a t the F i f t eenth Stage of a Sequential 
Waiting Line System 
A AA1 BA1 FA1 DAI c AA2 BA2 FA 2 DA 2 
. 9 1 0 2 . 3 8 1 0 2 . 7 8 104 .06 104 .99 
. 8 105 .16 1 0 3 . 0 8 104 .96 1 0 4 . 1 1 . 3 1 1 4 . 2 6 1 0 7 . 2 8 1 0 6 . 8 1 1 1 0 . 3 1 
.7 104 .81 108 .54 106 .97 102 .39 . 5 118 .17 120 .96 113 .77 118 .62 
. 6 112 .22 1 1 2 . 1 8 1 1 0 . 1 9 108 .70 1 .0 142 .52 138 .27 142 .86 140 .49 
. 5 117 .17 117 .12 1 1 6 . 5 9 121 .77 
A AB1 BB1 FBI DB1 c AB2 BB2 FB2 DB2 
. 9 4 8 . 5 6 4 7 . 5 2 4 8 . 0 8 4 5 . 6 5 
. 8 5 1 . 3 0 5 0 . 3 7 5 0 . 2 0 4 8 . 0 7 .3 5 8 . 7 0 53 .62 5 2 . 4 5 4 9 . 7 1 
.7 52 .87 5 2 . 6 5 53 .02 4 9 . 3 2 . 5 6 3 . 2 3 5 7 . 5 8 5 6 . 6 5 5 3 . 9 3 
. 6 60 .97 5 5 . 8 4 5 3 . 8 4 5 3 . 6 6 1 .0 7 0 . 8 8 64 .86 63 .44 5 0 . 2 3 
• 5 64 .23 5 4 . 6 4 56 .42 5 7 . 3 8 
A AC1 BC1 FC1 DC1 c AC 2 BC2 FC2 DC2 
. 9 3 1 . 0 6 2 8 . 4 1 28 .47 2 8 . 9 3 
. 8 3 7 . 7 3 29 .72 3 0 . 3 9 3 0 . 4 1 .3 3 9 . 6 0 3 1 . 7 5 31 .27 3 0 . 4 6 
• 7 4 1 . 1 0 3 0 . 7 5 3 2 . 3 0 3 0 . 8 7 . 5 4 4 . 0 8 3 4 . 1 9 3 3 . 0 5 3 3 . 4 8 
. 6 4 1 . 1 8 3 2 . 7 7 3 3 . 5 6 3 2 . 8 5 1 .0 50 ,13 3 8 . 6 1 3 7 . 6 6 3 7 . 1 4 
. 5 4 5 . 6 6 3 4 . 8 4 3 4 . 6 1 3 3 . 8 5 
A AD1 BD1 FD1 DDI c AD 2 BD2 FD2 DD2 
. 9 29 .77 2 4 . 2 1 2 5 . 1 6 2 5 . 4 8 
. 8 3 0 . 5 5 2 6 . 5 1 26 .07 2 6 . 4 8 . 3 33 .97 2 7 . 9 9 2 7 . 4 4 2 6 . 8 1 
• 7 3 6 . 8 6 2 7 . 5 1 26 .87 27 .12 . 5 4 4 . 2 6 2 9 . 0 4 28 .46 2 8 . 6 0 
. 6 3 7 . 5 6 28 .87 2 7 . 9 3 2 8 . 1 9 1 .0 4 0 . 5 5 3 4 . 5 4 32 .22 3 2 . 0 3 
. 5 4 2 . 4 6 2 9 . 3 8 229 .65 2 9 . 3 8 
A AE1 BE1 FE1 DEI c AE2 BE2 FE2 DE2 
. 9 2 8 . 0 0 2 1 . 5 9 2 2 . 3 3 22 .76 
. 8 3 3 . 0 0 2 2 . 9 9 2 3 . 4 9 2 3 . 5 5 . 3 2 8 . 6 5 2 4 . 8 8 2 4 . 0 1 24 .07 
. 7 3 3 . 9 3 2 4 . 9 5 2 3 . 8 0 2 4 . 2 9 . 5 3 6 . 1 0 26 .32 2 5 . 6 3 2 6 . 0 6 
. 6 3 3 . 5 0 26 .06 2 4 . 6 5 25 .36 1 .0 4 1 . 1 0 2 9 . 6 5 2 8 . 9 8 29 .12 
. 5 3 3 . 7 2 26 .29 25 .33 26 .07 
62 
Table 7. Mean Waiting Times of the F i f t h Stage 
of a Service Queueing System 
A AA1 BA1 FA1 DAI c AA2 BA2 FA2 DA2 
. 9 1227 .26 6 2 7 . 2 1 634 .77 6 4 4 . 6 0 
. 8 4 2 9 . 5 0 3 8 3 . 1 6 342 .62 4 0 7 . 9 0 .3 1 9 0 . 2 0 191 .35 1 9 0 . 1 8 1 7 7 . 0 3 
.7 231 ,86 227 .72 2 2 8 . 1 8 2 2 7 . 8 0 . 5 141 .43 130 .07 1 3 5 . 9 8 1 4 4 . 3 1 
, 6 191 .83 174 ,65 190 .72 191 .30 1 .0 98 .69 95 .13 91 .62 9 8 . 0 6 
. 5 1 5 9 , 1 0 144 .42 151 .52 1 4 3 . 4 0 
A AB1 BB1 FBI DB1 c AB2 BB2 FB2 DB2 
. 9 198 .37 1 9 9 . 7 0 208 .15 1 4 9 . 2 0 
. 8 1 4 2 . 9 8 125 .23 115 .76 98 .27 . 3 94 .19 90 .99 83 .77 76 .12 
i7 96 .73 84 .25 8 3 . 9 5 8 1 . 2 1 . 5 71 .67 68 .37 6 8 . 4 9 62 .23 . 6 86 .89 7 2 . 1 0 73 .84 75 .45 1 .0 5 5 . 5 5 5 1 . 0 2 5 3 . 0 1 5 0 . 2 3 
. 5 76 .29 70 .05 6 5 . 2 1 6 6 . 3 4 
A AC1 BC1 FC1 DC1 c AC 2 BC2 FC2 DC2 
. 9 131 .77 108 .05 1 0 5 . 6 1 103 .42 
• 8 99 .35 8 0 . 8 8 71 .94 65 .69 . 3 78 .72 64 .49 5 7 . 6 0 55 .97 
.7 72 .56 70 .53 6 2 . 8 0 6 3 . 2 1 . 5 6 0 . 5 8 5 3 . 3 1 5 4 . 1 5 5 1 . 7 5 
. 6 6 0 . 1 8 5 4 . 9 8 5 4 . 4 0 51 .53 1 .0 4 6 . 7 7 4 3 . 8 6 4 3 . 0 4 4 3 . 7 9 
. 5 6 0 . 5 1 5 3 . 0 1 4 9 . 4 0 5 1 . 3 9 
A AD1 BD1 FD1 DDI c AD2 BD2 FD2 DD2 
. 9 1 2 7 . 1 1 1 1 7 . 5 8 8 3 . 2 8 8 0 . 3 0 
, 8 8 9 . 3 9 78 .56 6 8 . 3 8 6 2 . 7 0 . 3 8 1 . 6 1 6 1 . 5 4 5 7 . 7 5 5 6 . 3 6 
.7 73 .46 63 .65 5 8 , 9 9 5 8 . 9 9 . 5 5 8 . 2 1 5 1 . 8 5 4 8 . 2 0 4 9 . 9 8 
. 6 61 .95 5 3 . 4 1 5 4 . 8 5 4 8 . 1 1 1 .0 4 7 . 6 2 4 2 . 7 2 4 5 , 0 4 4 2 . 7 2 
. 5 54 .52 5 1 . 3 1 4 9 . 2 0 4 9 . 5 2 
A AE1 BE1 FE1 DEI c AE2 BE2 FE2 DE2 
. 9 8 5 . 6 0 98 .83 70 .82 78 .46 
. 8 6 9 , 8 3 76 .13 70 .85 6 3 . 1 1 .3 77 .87 6 2 . 6 8 5 3 . 1 8 5 3 . 1 9 
.7 66 .97 6 1 . 3 9 55 .77 5 4 . 1 0 . 5 5 7 . 6 5 5 2 . 1 5 4 7 . 0 0 4 7 . 8 8 
. 6 6 6 . 5 2 5 3 . 5 1 4 9 . 9 0 5 1 . 2 3 1 .0 4 7 . 3 4 4 5 . 4 4 4 2 . 5 5 4 4 1 . 2 0 
. 5 6 0 . 9 8 51 .76 4 5 . 9 6 4 5 . 6 2 
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Table 8 . Mean Waiting Times a t the Tenth Stage of a 
Ser ies Queueing System 
A AA1 BA1 FA1 DAI c AA2 BA2 FA2 DA2 
. 9 961 .06 820 .52 6 1 9 . 8 0 5 8 4 . 1 0 
. 8 403 .17 389 .17 4 3 1 . 2 2 4 3 1 . 2 0 . 3 1 7 7 . 5 8 184 .95 1 9 1 . 4 8 202 .13 
.7 246 .96 2 5 2 . 9 8 255 .44 2 5 5 . 8 0 . 5 145 .06 138 .24 138 .46 1 3 2 . 1 6 
. 6 1 9 2 . 2 1 186 .53 186 .09 1 7 8 . 3 0 1 .0 9 6 . 8 8 9 8 . 2 8 95 .09 9 5 . 8 3 
. 5 153 .56 1 4 8 . 0 1 148 .13 151 .53 
A AB1 BB1 FBI DB1 c AB2 BB2 FB2 DB2 
• 9 240 .59 1 8 4 . 1 8 181 .64 1 6 8 . 3 0 
. 8 152 .46 111 .62 1 0 6 . 4 5 9 5 . 4 1 .3 9 2 . 1 5 83 .37 9 2 . 4 6 78 .02 
.7 96 .57 8 9 . 3 0 8 4 . 8 5 8 2 . 1 0 . 5 72 .03 67 .82 6 8 . 7 1 6 4 . 4 8 
, 6 8 0 . 6 4 73 .09 7 1 . 6 1 75 .57 1 .0 54 .13 5 3 . 1 6 5 5 . 4 2 5 0 . 3 5 
. 5 73 .33 71 .16 70 .17 6 9 . 1 0 
A AC1 BC1 FC1 DC1 c AC2 BC2 FC2 DC2 
. 9 118 .39 117 .37 1 1 2 . 5 8 100 .85 
. 8 8 6 . 8 9 7 7 . 8 0 7 0 . 3 9 6 6 . 6 4 .3 6o.77 6 4 . 2 1 63 .77 5 9 . 5 3 
.7 63 .52 74 .39 6 1 . 4 0 61 .73 . 5 76 .06 5 1 . 6 1 5 1 . 6 4 5 1 . 1 1 
. 6 5 9 . 0 4 5 8 . 4 3 5 6 . 4 3 5 2 . 2 3 1 .0 4 3 . 7 7 4 5 . 5 4 4 4 . 6 0 4 3 . 3 8 
• 5 5 5 . 8 1 50 .07 5 2 . 0 4 5 0 . 3 5 
A AD1 BD1 FD1 DDI c AD2 BD2 FD2 DD2 
. 9 1 0 9 . 1 0 107 .93 84 .93 91 .02 
08 
73.97 78 .05 6 6 . 9 0 6 2 . 1 1 .3 6 8 . 9 8 63 .36 6 1 . 1 3 5 4 . 3 8 
• 7 73 .82 5 9 . 4 0 5 8 . 4 8 5 5 . 9 0 . 5 5 3 . 7 0 4 9 . 6 8 50 .12 4 9 . 6 1 
. 6 5 5 . 4 4 5 1 . 6 8 5 4 . 5 0 § 9 . 1 1 1 .0 4 5 . 5 2 4 4 . 4 7 4 2 . 0 0 4 2 . 9 8 
. 5 5 0 . 1 0 5 2 . 0 3 5 0 . 0 1 4 9 . 3 8 
A AE1 BE1 FE1 DEI c AE2 BE2 FE2 DE2 
. 9 6 9 . 9 4 8 9 . 5 4 76 .12 7 7 . 5 8 
• 8 63 .17 72 .77 6 3 . 5 5 62 .56 .3 70 .16 6 0 . 2 6 5 4 . 4 8 5 3 . 3 0 
.7 6 1 . 7 5 5 7 . 0 9 56 .56 5 2 . 5 5 . 5 5 1 . 4 0 5 0 . 2 6 4 8 . 1 2 4 7 . 6 3 
. 6 57 .02 5 5 . 5 8 5 2 . 2 3 4 8 . 9 6 1 .0 4 5 . 9 5 4 3 . 6 8 4 1 . 5 3 4 2 . 0 2 
• 5 56 .32 5 0 . 4 8 4 5 . 8 4 4 7 . 7 8 
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Table 9 . Mean Waiting Times of the F i f teenth Stage 
of a Ser ies Queueing System 
A AA1 BA1 FA1 DAI c AA2 BA2 FA2 DA2 
. 9 871 .53 1144 .38 982 .67 1027 .50 
. 8 378 .23 3 7 4 . 3 4 3 6 0 . 0 9 4 6 4 . 4 2 .3 180 .95 8 9 . 5 9 1 9 9 . 7 0 181 .64 
.7 270 .62 254 .27 2 6 4 . 2 8 261 .76 . 5 138 .63 145 .84 140 .59 145 .53 
. 6 189 .15 183 ,93 1 7 1 . 8 1 197 .78 1 .0 9 5 . 2 0 103.87 1 0 2 . 6 1 197 .07 
. 5 161 .17 156 .03 157 .19 162 .83 
A AB1 BB1 FBI DB1 c AB2 BB2 FB2 DB2 
.9 243 .84 2 0 3 . 3 0 205 .12 157 .10 
. 8 155 .82 1 0 4 . 5 0 115 .79 9 8 . 7 4 .3 9 0 . 8 0 8 5 . 9 9 8 7 . 6 1 76 .47 
.7 9 1 . 1 0 9 0 . 4 4 8 6 . 9 6 79 .32 . 5 7 3 . 8 0 7 0 . 9 8 6 9 . 1 5 65 .52 
. 6 78 .55 7 7 . 1 0 71 .51 78 .99 1 .0 57 .62 5 2 . 5 5 5 2 . 9 4 5 0 . 7 8 
• 5 72 .63 68 .86 7 0 . 1 8 6 6 . 5 8 
A AC1 BC1 FC1 DC1 c AC 2 BC2 FC2 DC2 
• 9 108 .23 1 2 1 . 3 8 110 .04 101 .76 
. 8 82 .37 8 5 . 4 0 68 .53 6 4 . 9 1 .3 61 .62 6 3 . 7 5 6 2 . 5 0 61 .54 
• 7 6 0 . 8 5 73 .22 6 5 , 6 1 66 .57 . 5 5 1 . 6 8 5 5 . 2 4 54 .52 5 3 . 3 6 
. 6 54 .92 5 6 . 5 0 5 6 . 0 2 5 2 . 5 0 1 .0 4 4 . 5 4 4 7 . 0 8 4 5 . 8 4 4 1 . 7 5 
. 5 5 3 . 3 2 51 .52 5 1 . 4 0 5 1 . 4 1 
A AD1 BD1 FD1 DDI c AD2 BD2 FD2 DD2 
. 9 9 0 . 4 1 1 0 9 . 0 1 8 4 . 0 8 82 .36 
. 8 69 .87 73 .42 70 .16 6 4 . 1 1 .3 6 3 . 5 3 6 4 . 5 1 5 9 . 7 3 5 5 . 1 0 
.7 6 5 . 7 5 6 0 . 1 2 5 8 . 5 8 5 6 . 5 2 . 5 5 0 . 0 0 5 1 . 8 4 5 0 . 7 5 5 2 . 5 1 
. 6 5 4 . 2 4 55 .02 5 3 . 4 9 4 8 . 8 0 1 .0 4 3 . 9 6 4 4 . 0 5 4 5 . 8 5 4 2 . 5 4 
• 5 5 0 . 1 1 5 0 . 9 2 5 0 . 4 8 4 8 . 1 0 
A AE1 BE1 FE1 DEI c AE2 BE2 FE2 DE2 
. 9 68 .35 97 .26 8 3 . 7 8 7 9 . 4 4 
• 8 5 8 . 8 6 6 7 . 9 0 5 9 . 1 1 65 .13 .3 6 8 . 6 6 6 0 . 2 1 5 3 . 8 1 ' 5 3 . 6 5 
.7 5 7 . 1 8 5 6 . 2 0 5 7 . 1 8 5 5 . 6 1 . 5 4 8 , 0 5 5 0 . 8 5 4 5 . 5 9 4 7 . 8 1 
. 6 5 7 . 7 2 5 3 . 5 0 53 .67 4 9 . 3 9 1 .0 4 3 , 7 8 4 3 . 0 1 4 2 . 5 2 4 1 . 1 9 
. 5 5 2 . 8 4 5 4 . 6 8 4 8 . 6 9 4 6 . 9 2 
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Figure 1 5 . Mean Waiting Times Shown Against In ter -S tage 
Pos i t ion - Model I - Erlangian A r r i v a l s (K - 5 ) 
6 6 
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Figure 17 , Mean Waiting Times Shown Against the I n t e r - S t a g e 
Pos i t ion - Model I - Erlangian A r r i v a l s (K =20) 
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Figure 1 8 . Mean Waiting Times Shown Against the I n t e r - S t a g e 
Pos i t ion - Model I I - Poisson/ 5 Arrivals (K-=l) 
69 
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Figure 1 9 . Mean Waiting Time Against the I n t e r - S t a g e Pos i t i on -
Model I I - Erlangian A r r i v a l s (K^ = 5 ) 
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Figure 2 0 . Mean Waiting Times Shown Against the In ter -S tage 
Pos i t ion - Model I I - Erlangian A r r i v a l s ( K = 1 0 ) 
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Figure 2 1 , Mean Waiting Time Against the I n t e r - S t a g e Pos i t ion-
Model I I - Erlangian A r r i v a l s (K..=20) 

Figure 22 Continued 

Figure 23 Continued 
Poisson A r r i v a l s (K-=l) Erlangian A r r i v a l s ( K = 5 ) 
F igure 2 4 , The S ta te Probabi l i ty Distr ibut ions at the F i r s t Stage - Model I 
(A=0,7) (continued on next page) 

Figure 2 5 . The S t a t e Probabi l i ty Dis tr ibut ions a t the F i r s t Stage 
Model I - (A=0.6) (continued on next page) 
oo 
Figure 25 Continued 

Figure 26 Continued 
oo 
Figure 27 . The S ta te Probab i l i ty Distr ibutions of the F i r s t Stage -
Model I I ( c = 0 . 3 ) (continued on next page) 
t o 
Figure 27 Continued 
oo 

Erlangian A r r i v a l s (K^=10) Erlangian A r r i v a l s (K^=20) 
Figure 28 Continued 
oo 
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Table 1 0 , Average U t i l i z a t i o n of the F a c i l i t y 
irameter Parameter A=0.9 A=0.8 A=0.7 A=0.6 A=0.5 C=0.3 C=0.5 C=l.< 
K l K 2 B=0.1 B=0.2 B=0.3 B=0.4 B=0.5 
1 .93 .85 .84 .81 .76 .79 .77 .71 
5 .92 . 8 8 . 85 .81 .79 . 81 . 80 .77 
1 15 . 91 . 81 .82 . 81 .79 .82 .79 .75 
20 .92 .87 .85 .81 .79 .84 .79 . 7 8 
25 . 9 0 . 86 .84 .83 .82 .85 . 80 . 7 8 
1 . 9 1 .89 .87 .84 .83 .87 .83 . 80 
5 . 95 .92 .92 . 90 .889 . 91 . 90 .87 
5 15 .96 .95 . 94 . 94 .92 .93 .92 .91 
20 .97 .95 .94 . 93 .93 .94 .92 .92 
25 , 9 7 . 9 5 .94 .93 .93 .94 .93 .93 
1 . 94 . 9 0 . 8 8 . 85 . 84 . 86 .83 .81 
5 .96 .94 .92 .92 .92 .93 .92 .91 
10 15 .97 . 9 5 . 9 5 . 9 5 . 94 .95 . 95 .93 
20 .97 . 96 . 9 5 . 95 . 9 5 . 9 5 . 9 5 . 9 5 
25 .97 . 96 . 9 6 . . 9 6 . 9 5 . 9 5 . 9 5 . 9 5 
1 .93 . 91 . 90 .87 .84 .86 . 86 .82 
5 .96 .92 . 94 .93 .92 .93 .92 . 9 1 
20 15 .97 .96 . 96 . 9 5 . 9 5 .96 . 9 5 .95 
20 .97 .97 .97 . 9 6 .96 .96 .96 .96 
25 . 9 8 .97 .96 . 9 6 . 96 .97 .96 .96 
Stage 1 
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Table 1 1 . Average U t i l i z a t i o n of the F a c i l i t y 
Stage 5 
'arameter Parameter A=0.9 A=0.8 A=0.7 A=0.6 A=0.5 jg*0.3 C=0.5 C=l. 
K 2 B=0.1 B=0.2 B=0.3 B=0.4 B=0.5 
1 .92 . 86 .82 . 80 .75 . 7 8 . 75 .67 
5 .93 . 91 . 8 9 .85 . 8 5 . 8 6 .84 . 8 0 
1 15 .95 .92 . 8 8 . 8 8 .86 . 8 8 .87 .83 
20 . 9 5 .92 . 9 0 .89 .87 . 90 . 8 6 .87 
25 .93 . 90 . 9 0 . 9 1 . 90 .92 . 8 8 .87 
1 . 92 .87 .83 . 7 9 . 7 6 .81 . 7 5 . 6 8 
5 . 9 5 .92 .81 . 8 9 . 8 9 .91 . 8 8 .84 
5 15 .97 . 96 . 9 5 . 84 . 9 3 . . 95 .93 .92 
20 .97 . 96 .96 . 9 5 . 9 5 . 96 . 95 . 94 
25 . 98 .97 . 96 . 96 . 9 6 .97 .96 . 9 5 
1 .92 .87 .83 . 80 . 7 8 .82 . 76 .69 
5 . 9 5 .93 . 90 .89 . 8 8 .91 .89 . 8 5 
10 15 .97 . 9 5 . 9 5 .94 .93 . 9 5 .94 .93 
20 .97 .97 .96 . 9 5 . 9 5 . 96 . 9 5 . 9 5 
25 .97 .97 .97 .96 . . 9 5 .96 . 9 5 . 9 5 
1 .92 .87 .82 .82 . 7 8 . 81 . 7 6 . 6 9 
5 . 94 .92 . 91 . 9 0 . 8 8 .91 .89 .86 
20 15 .97 . 96 .94 . 9 5 . 9 5 .95 .93 
20 .97 .96 . 96 .94 .96 .96 . 95 . 95 
25 . 9 8 .97 .97 . 96 . 96 .97 .95 
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Table 1 2 . Average U t i l i z a t i o n of the F a c i l i t y 
Stage 1Q 
Parameter Parameter A=0.9 A=0.8 A=0.7 A=0.6 A=0.5 C=0.3 C=0.5 C=l.i 
K l K 2 B=0.1 B=0.2 B=0.3 B=0.4 B=0.5 
1 . 9 1 .87 .82 .79 .75 . 7 8 . 7 5 . 6 5 
5 .94 .91 . 9 0 . 86 . 8 5 . 8 8 . 85 . 81 
1 15 .94 .93 . 90 .89 . 8 8 . 90 .89 .86 
20 . 9 5 .94 .92 . 9 1 . 8 9 .92 . 8 8 . 90 
25 .94 . 91 .92 .92 .92 .94 . 9 0 . 90 
1 .92 . 8 8 .82 .79 .76 . 80 . 7 5 .66 
5 . 9 5 .92 . 9 0 . 8 9 .89 .90 . 8 8 .84 
5 15 .97 .96 . 96 .94 . 9 5 . 95 .94 .92 
20 . 9 8 .97 .96 . 9 5 . 96 . 96 . 9 5 .94 
25 . 98 .97 .96 .96 .97 .96 . 9 5 
1 .91 . 86 .83 . 7 9 . 7 6 . 8 0 . 7 5 . 6 5 
5 . 9 5 .92 . 90 . 8 9 . 8 8 . 91 . 8 8 . 8 5 
10 15 .97 . 96 . 95 .94 .93 .96 .94 .93 
20 .97 .97 .96 . 96 . 9 5 . 9 6 . 9 5 . 9 5 
25 .97 .97 .97 .96 . 96 .96 .96 . 95 
1 . 91 .87 .84 . 7 8 . 7 8 . 81 . 7 5 . 6 5 
5 .94 . 91 . 9 0 .89 .89 . 91 .89 .85 
20 15 .97 .95 .94 .94 . 9 5 .94 .93 
20 .97 .96 . 96 . 9 5 . 9 5 . 96 . 9 5 . 95 
25 . 9 8 .97 .97 . 96 . 96 .97 .96 
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Table 1 3 . Average U t i l i z a t i o n of the F a c i l i t y 
Stage 15 
Parameter Parameter A=0.9 A=0.8 A=0.7 A=0.6 A=0.5 C=0.3 C=0.5 C=1.0 
K-, K 0 B=0.1 B=0.2 B=0.3 B=0.4 B=0.5 I-l . 91 .87 . 81 . 7 8 . 75 . 7 8 . 75 .63 
5 .94 .92 . 9 0 . 86 . 85 . 8 8 . 86 . 81 
15 .95 .94 . 9 0 . 9 0 . 8 9 . 9 0 . 8 9 .87 
20 .95 . 95 .92 . 91 .89 .93 .89 . 91 
25 .94 .92 .92 .92 .93 . 9 5 .91 . 91 
1 .92 . 86 .82 . 7 9 .75 .81 . 7 5 .66 
5 . 95 .92 . 9 0 . 8 9 . 8 8 .89 . 8 8 .83 
15 .97 .97 . 96 . 94 . 9 3 . 9 5 .94 .93 
20 . 9 8 .97 . 9 6 .96 . 95 .96 . 9 5 .94 
25 . 9 8 . 9 8 .96 . 96 .97 .97 .96 . 95 
1 . 91 . 86 .83 .79 . 76 .82 .75 . 6 5 
5 . 9 5 .92 . 90 . 8 9 .87 . 91 . 8 8 . 85 
15 .97 .96 . 95 . 94 .93 .95 .94 . 93 
20 .97 .97 . 96 .96 .95 .96 . 95 . 95 
25 . 9 8 .97 .97 .97 . 96 .96 . 96 . 96 
1 . 9 1 .87 .82 . 81 .77 . 81 .75 . 65 
5 .94 . 91 . 90 .89 . 8 8 .91 .89 .85 
15 .97 . 9 5 .94 .94 . 9 5 .95 .92 
20 .97 .96 .96 . 95 . 9 5 .96 . 9 5 .95 
25 . 9 8 .97 .97 . 96 .96 .97 . 96 
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