Abstract. This paper investigates the location of 'trivial' zeros of some hypergeometric zeta functions. Analogous to Riemann's zeta function, we demonstrate that they possess a zero free region on a left-half complex plane, except for infinitely many zeros regularly spaced on the negative real axis.
INTRODUCTION
One of the outstanding problems in mathematics regards the location of the zeros the Riemann zeta function:
(1.1)
It is well known that ζ(s) is zero free outside of the critical strip {0 ≤ (s) ≤ 1}, except for trivial zeros located at negative even integers. In particular, Euler's product formula for the zeta function, then reveals that ζ(s) = 0 on the left-half plane { (s) < 0}, except at the aforementioned trivial zeros. Regarding the zeros inside the critical strip, it is conjectured that these nontrivial zeros all must be located on the critical line at (s) = 1/2. This conjecture is known as Riemann's Hypothesis. In this paper we will investigate the nature of 'trivial' zeros of hypergeometric zeta functions, defined by the integral formula Here N is a positive integer and T N (x) = 1+x+x 2 /2!+· · ·+x N /N !. A study of these functions were initiated in [2] as a natural generalization of the Riemann zeta function. Notice that for N = 1, (1.4) reproduces the well known integral representation of ζ(s). In this same paper we established some analytic properties of ζ N (s) where, among other things, we proved that for (s) < 0, ζ N (s) satisfies the following 'pre-functional' equation:
Here z k = x k + iy k = r k e iθ k are the nonzero roots of e z − T N −1 (z) = 0 in the upper-half complex plane arranged in increasing order of modulus. Observe that for N = 1, equation (1.5) simplifies to the classical functional equation given by (1.3) since in this case the zeros are elegantly located at z k = 2kπi. In particular, we will focus on the zeros of the second-order hypergeometric zeta function ζ 2 (s):
Unlike the situation with classical zeta, there is no product formula for ζ 2 (s) to take advantage of here in establishing a zero free region to the left. Therefore, we must resort solely on its pre-functional equation, which in this case takes the form
Using (1.7) and appropriate bounds on the roots z k , we intend to establish the following result for ζ 2 (s), analogous to that for Riemann's zeta: Theorem 1.1. ζ 2 (s) has no zeros in the left-half complex plane {s = σ + it|σ < σ 2 } (cf. Figure 1 ), except for infinitely many 'trivial' zeros on the negative real axis, one in each of the intervals
where m ≥ 2 is a positive integer and σ m = 1 − π π−θ1 m. A similar result will also be proven for ζ 3 (s) (cf. Theorems 2.3 and 2.4). Tables 1 and 2 appearing in Appendix II list the approximate values of the first ten trivial zeros of ζ 2 (s) and ζ 3 (s), respectively.
Numerical evidence from the roots of e x − T N −1 (x) = 0 suggests that statements similar to Theorem 1.1 should hold for ζ N (s) in general. We will have more to say on this in our concluding remarks. The more difficult problem of finding a functional equation or product representation of these functions remains open.
A Zero Free Region on the Left
In [7] , R. Spira established that the Hurwitz zeta function has a zero free region to the left of the complex plane by demonstrating that its functional equation is essentially dominated by the first term. We shall adopt his method to prove that ζ 2 (s) has no zeros in the left half plane { (s) < σ 2 }, except for infinitely many zeros on the negative real axis, one in each of the intervals S m for m ≥ 2 (cf. (1.8)). To this end, we use (1.7) to rewrite ζ 2 (s) as
The idea behind Spira's method is to demonstrate that |g(s)| < 1 inside a given domain (or respectively on its boundary). This essentially means that ζ 2 (s) is dominated by its first term, f (s). It follows that |ζ 2 (s)| = 0 (or respectively by Rouche's Theorem both ζ 2 (s) and f (s) must have the same number of zeros). To determine a suitable zero free domain, we observe that for σ = (s) < 0, the series
is increasing in σ. On the other hand, the modulus of the factor
is decreasing in |t|. This led us to consider a left half-plane as a zero-free region for ζ 2 (s) (excluding the negative real axis), since if we can bound (2.5) and (2.4) by constants P and Q with P Q < 1, then it will follow from (2.3) that |g(s)| < P Q < 1.
In order to obtain bounds on the series (2.4), we first recall (see [2] ) that the zeros
of e z − 1 − z = 0 can be arranged in increasing order of modulus along with their arguments. Thus both sequences {θ k } and {r k } are increasing with
The following lemma provides an estimate for (2.4) based on estimates for the roots {z k }.
Lemma 2.1. Suppose the even and odd roots {z k } of e x − T N −1 (x) = 0 are bounded in modulus:
where A and B are positive constants and M ≥ 2 a positive integer. Then for x > 1,
and ζ(x) is the Riemann zeta function.
Proof. The inequality above follows from rearrangement of the series (2.4) and the assumed bounds.
We are now ready to state and prove our first result. First define for each positive integer m, Proof. For N = 2, the roots of e z − 1 − z = 0 are known to be bounded as follows (cf. [2] ):
If |t| > 1, then it follows from (4.3) and Lemma 2.1 (with A = 4π, B = 3π, and M = 2) that
.29 where we have used the fact that r 1 ≈ 7.748360311 (cf. Table 1 ). Thus (2.13) implies that for σ < σ 2 ,
< (0.9716)(0.29) (2.15)
By the reverse triangle inequality it also follows that Proof. Let γ m be the rectangle with vertices σ m+1 ± i and σ m ± i. Let f (s) and g(s) be as in (2.2) and (2.3), respectively. We shall show that To prove (2.17), we first consider the right vertical side of γ m where σ = σ m and |t| ≤ 1. Using (4.4) we have
It then follows from (2.19), as in the proof of Thereom 2.1, that |g(s)| ≤ φ 2 (1 − σ) , where φ 2 (1 − σ) is again given by (2.9). Since φ 2 (1 − σ) < 1 for σ = σ m ≤ σ 2 , we conclude that |g(s)| < 1. A similar argument can be applied on the left vertical side of γ m where σ = σ m+1 and |t| ≤ 1.
Next we consider the top side of γ m where t = 1 and σ m+1 ≤ σ ≤ σ m . On this part we have
Since since σ m ≤ σ 2 , we once again have
The argument for the bottom side of γ m is exactly the same. This proves our theorem. Having now established a zero free region for ζ 2 (s), it becomes clear that this method applies to ζ N (s) in general as long as one can establish suitable bounds on the corresponding roots z k . We demonstrate this for ζ 3 (s). Proof. As in Theorem 2.1 we shall again use (1.5) but with N = 3. Let f (s) and g(s) be as in (2.2) and (2.3) respectively, where z k = r k e iθ k are roots of e z − 1 − z − z 2 /2 = 0. In [2] , these roots were shown to satisfy (2.6). Moreover, z k is bounded in modulus: r k > (2k + 1/2)π. Thus r 2m > 4mπ, (m = 1, 2, 3, · · · ) and r 2m−1 > 3.24mπ, (m = 2, 3, 4, · · · ).
Using the approximate values r 1 ≈ 9.2053499 , θ 1 ≈ 1.1406576364, and θ 2 ≈ 1.2568294158 (cf. Table 2), it follows from (4.3) that for |t| > 1,
On the other hand, for σ < σ 2 , we have from Lemma 2.1 (with A = 4π, B = 3π, and M = 2) that
As before, it follows that |g(s)| < 1 and hence ζ 3 (s) = 0. This completes the proof of the theorem.
Combining Theorem 2.3 and same arguments used in Theorem 2.2 (with the natural modifications), we obtain an analogous result for the case N = 3: 
Concluding Remarks
It is possible to enlarge the zero-free region { (s) < σ 2 } as illustrated in Figure 2 . Let us assume for N = 2 that |t| > t 0 > 0 and σ < σ 0 < 0. It follows from Lemmas 2.1 and 4.1 that
Since the region {s : | (s)| > t 0 , (s) < σ 0 } will be zero free when |g(s)| < 1, the boundary of the largest possible zero-free region in terms of t 0 and σ 0 is then defined by the constraining equation
This is the boundary drawn in Figure 2 .
As for zero-free regions of ζ N (s) where N ≥ 4, one needs to obtain bounds on the roots of e z −T N −1 (z) = 0 similar to those required by Lemma 2.1. While numerical evidence for the first several values of N suggest such bounds exists, we do not have a proof of this beyond N ≥ 4.
Lastly, we do not yet know if ζ 2 (s) has any nontrivial zeros on a right half-plane. We recall from [2] that ζ N (s) for (s) > 1 has 'Dirichlet series' type representation of the form
In the absence of a functional equation or Euler product for hypergeometric zeta, one needs a good understanding of the properties of the "coefficients" µ N (n, s) in order to investigate the existence of zeros to the right of the complex plane.
Appendix I
Lemma 4.1. Let {θ k } be a strictly increasing sequence of arguments satisfying (2.6). Then the following bounds hold true: (a) If s = σ + it and |t| ≥ t 0 > 0, then
(b) Let t be any real value. Then cosh (t(π − θ k )) cosh (t(π − θ 1 )) ≤ 1. 
This proves (4.3).
To prove (b), we merely observe that cosh x is increasing in |x| and if 0 < α ≤ β, then cosh(αt) cosh(βt) ≤ 1. As {θ k } is increasing in k towards π, we have π − θ k < π − θ 1 and thus (4.4) immediately follows. This completes the proof of the lemma. Tables 1 and 2 list the first ten non-trivial zeros of e z −1−z = 0 and e z −1−z −z 2 /2 = 0 corresponding to N = 2 and N = 3, respectively. Tables 3 and 4 list the first ten trivial zeros of ζ 2 (s) and ζ 3 (s), respectively. These values were computed using the pre-functional equation (1.5) and the software program Mathematica. 
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