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ON A CLASS OF CONVEX SETS WITH CONVEX IMAGES AND ITS APPLICATION
TO NONCONVEX OPTIMIZATION
A. UDERZO
Abstract. In the present paper, conditions under which the images of uniformly convex sets through C1,1
regular mappings between Banach spaces remain convex are established. These conditions are expressed by
a certain quantitative relation betweeen the modulus of convexity of a given set and the global regularity
behaviour of the mapping on it. Such a result enables one to extend to a wide subclass of convex sets
the Polyak’s convexity principle, which was originally concerned with images of small balls around points of
Hilbert spaces. In particular, the crucial phenomenon of the preservation of convexity under regular C1,1
transformations is shown to include the class of r-convex sets, where the value of r depends on the regularity
behaviour of the involved transformation. Two consequences related to nonconvex optimization are discussed:
the first one is a sufficient condition for the global solution existence for infinite-dimensional constrained
extremum problems; the second one provides a zero-order Lagrangian type characterization of optimality in
nonlinear mathematical programming.
1. Introduction
In mathematical programming, control theory and in other areas of applied mathematics there is a tremen-
dous need of convexity. In particular, convexity for sets is a geometric property without which entire ap-
proaches to important problems would be not conceivable, as well as a number of solution methods would be
not practicable. This explains the active interest uninterruptedly maintained on that notion, which has been
thereby subject to intensive investigations, from different viewpoints. Recognizing the irremediable lack of
convexity in various circumstances stimulated researchers to develop alternative tools of analysis and original
theories (nonconvex subdifferential/normal calculi, nonlinear separation techniques, extremal principles as a
variational counterpart of linear separation, generalized convexity, like for instance in [7, 18, 29]), which in
some cases contributed to deepen the knowledge about convexity itself.
Despite such an interest, not much is known so far about the preservation of convexity under transformations
of sets. Whereas it is evident that linear mappings carry convex sets to convex sets, the question becomes
subtler passing from the linear to the nonlinear case. In fact, simple counterexamples show that, already in
the Euclidean plane R2, general convexity of sets fails to be preserved through nonlinear (even second degree
polynomial) mappings. So one is led to seek for the preservation of convexity among classes of sets having
stronger properties. A direction in which to move in such a search seems to be indicated by the Polyak’s
convexity principle (see [24, 26]). This principle states that C1,1 mappings between Hilbert spaces, which are
regular at a given point, carry balls centered at the same point to convex sets, provided the radius of the balls
is sufficiently small. A perusal of the proof of the Polyak’s principle reveals that rotundity of a set seems to be
a crucial property in preserving its convexity under transformations. Instead, sets whose boundary contains
line segments seem to be more exposed to the loss of convexity. To a deeper view, the mentioned convexity
principle results from a proper interplay between rotundity of sets and regularity of smooth mappings.
A subclass of convex sets having good rotundity properties is that of uniformly convex sets. Roughly
speaking, their rotundity reproduces that of the balls in uniformly convex Banach spaces. Curiously enough,
such class of convex sets was introduced several decades ago by B.T. Polyak himself. Another class is that
of strongly convex sets. Such sets are generated by intersection of balls with fixed radius. The aim of the
present paper is to study conditions linking the rotundity property of sets in the aforementioned classes and
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the regularity of C1,1 mappings, in such a way to achieve a nonlocal version of the Polyak’s convexity principle.
A key concept in this study is a nonlocal form of metric regularity, called metric regularity on sets, and the
related modulus. This concept refers to a notion, which provides a quantitative description of the surjectivity
behaviour of a mapping on a whole set. It turns out that the constants that enable one to formulate sufficient
conditions for metric regularity on sets play a certain role in analyzing the phenomenon of the convexity
preservation. Based on these elements, the resulting conditions appear to be different from other nonlocal
versions of the Polyak’s convexity principle, which has been obtained recently in [6, 27, 28].
The material presented in the paper is organized according to the following scheme. In Section 2 the
notions of uniformly convex and strongly convex sets are introduced. Then properties which are relevant to
the subsequent analysis are briefly recalled. A characterization for finite-dimensional uniformly convex sets is
also obtained in terms of an extremality condition on their boundary. Section 3 is aimed at providing a sufficient
condition for metric regularity on sets adequate to C1,1 mappings between Banach spaces. This is obtained via
a coincidence point result in metric spaces that allows one to extend the Milyutin theorem to the context under
study. In Section 4 the main results of the paper, that is a nonlocal version of the Polyak’s convexity principle
both for uniformly convex and for strongly convex sets, are established and discussed. Its specialization
to quadratic transformations in Euclidean spaces is considered in detail. In Section 5 consequences of the
main results are investigated with reference to nonconvex optimization problems. The aim of this kind of
investigations is to try to restore in a nonlocal form some of the achievements of “local programming” (in
the sense of [25]). By this term the theory is meant which emerges in connection with a special class of
nonlinear optimization problems, exhibiting a local behaviour typical of convex optimization problems, even
in the absence of convexity assumptions on their data.
2. Uniformly convex and strongly convex sets
The basic notations in use throughout the paper are as follows. R denotes the real number set. Given a
metric space (X, d), an element x0 ∈ X and r ≥ 0, B (x0, r) = {x ∈ X : d(x, x0) ≤ r} denotes the (closed)
ball with center x0 and radius r. In particular, in a Banach space, the unit ball centered at the null vector
will be indicated by B, whereas the unit sphere by S. The distance of x0 ∈ X from a set S ⊆ X is denoted
by dist (x0, S). The diameter of a set S ⊆ X is defined as diamS = sup{d(x1, x2) : x1, x2 ∈ S}. By intS
and bdS the topological interior and the boundary of a set S are marked, respectively. If S is a subset of
a Banach space (X, ‖ · ‖), extS denotes the set of all extreme points of S, in the sense of convex analysis, 0
stands for the null element of X and [x1, x2] denotes the closed line segment with endpoints x1, x2 ∈ X. Given
a function h : X −→ Y between metric spaces and a set U ⊆ X , h is said to be Lipschitz continuous on U if
there exists a constant ℓ > 0 such that d(h(x1), h(x2)) ≤ ℓd(x1, x2), for every x1, x2 ∈ U . The infimum over
all values ℓ making the last inequality satisfied on U is called modulus of Lipschitz continuity of h on U and
is denoted by lip(h, U). The Banach space of all bounded linear operators between the Banach spaces X and
Y, equipped with the operator norm, is denoted by (L(X,Y), ‖ · ‖L). If, in particular, it is Y = R, the simpler
notation (X∗, ‖ · ‖∗) is used. Given a mapping f : Ω −→ Y, with Ω open subset of X, and x0 ∈ Ω, the Gateˆaux
derivative of f at x0 is denoted by Df(x0). If f is Gateˆaux differentiable at each point of Ω and mapping
Df : Ω −→ L(X,Y) is Lipschitz continuous on Ω, f is said to be of class C1,1(Ω).
Let (X, ‖ · ‖) be a real Banach space. The main result of the paper relates to a property of persistence of
convexity, which can be observed for a certain class of convex sets. This class was introduced in [22]. It can
be defined as follows.
Definition 2.1. (i) Let S ⊆ X be a nonempty, closed and convex subset of a real Banach space. The function
δS : [0, diamS) −→ [0,+∞) defined by
δS(ǫ) = sup
{
δ ≥ 0 : B
(
x1 + x2
2
, δ
)
⊆ S, ∀x1, x2 ∈ S : ‖x1 − x2‖ = ǫ
}
is called modulus of convexity of S. Whenever the value of diamS is attained at some pair x1, x2 ∈ S, the
function δS will be meant to be naturally extended to [0, diamS].
(ii) A nonempty, closed and convex set S ⊆ X, with S 6= X, is said to be uniformly convex provided that
δS(ǫ) > 0, ∀ǫ ∈
{
(0, diamS], if diamS is attained on S,
(0, diamS), otherwise.
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Remark 2.2. Since diamS vanishes if S is a singleton, Definition 2.1 (ii) does not exclude such kind of convex
sets. Nevertheless, as singletons are not of interest in connection with the problem at the issue, henceforth a
uniformly convex set will be always assumed to contain at least two distinct points.
Example 2.3. (i) Balls in a uniformly convex Banach space are a paradigma for the notion of uniform
convexity for sets. Let us recall that, after [8], a Banach space is said to be uniformly convex if
δX(ǫ) = inf
{
1−
∥∥∥∥x1 + x22
∥∥∥∥ : x1, x2 ∈ B, ‖x1 − x2‖ = ǫ} > 0, ∀ǫ ∈ (0, 2].
Function δX is called modulus of convexity of the space (X, ‖ · ‖). In fact it is possible to prove that
δB(ǫ) = δX(ǫ), ∀ǫ ∈ (0, 2].
Such Banach spaces as lp, Lp, and W pm, with 1 < p < ∞, are all examples of uniformly convex spaces. In
particular, every Hilbert space is uniformly convex. To the contrary, c0, L
1 and L∞ are not so. Exactly known
moduli of convexity for Banach spaces are, for instance,
δlp(ǫ) = δLp(ǫ) = δWpm(ǫ) = 1−
[
1−
( ǫ
2
)p]1/p
, ∀ǫ ∈ (0, 2],
provided that p ≥ 2. For more details on uniformly convex Banach spaces and properties of their moduli the
reader may refer to [8, 12, 17].
(ii) Uniformly convex sets can live also in Banach spaces that are not uniformly convex. Consider, for
instance, given r > 0, the set S = {x ∈ Rn : (∑ni=1 x2i )1/2 ≤ r} as a subset of the space Rn, here equipped
with the ∞-norm. The space (Rn, ‖ · ‖∞) is not uniformly convex but S is uniformly convex. Moreover, if
n = 2, by means of elementary geometric arguments, it is possible to determine the following expression for
the modulus of convexity of S
δS(ǫ) =
1√
2
(
r −
√
r2 −
( ǫ
2
)2)
, ∀ǫ ∈ (0, 2r].
Thus, it results in
δS(ǫ) ≥ ǫ
2
8
√
2r
, ∀ǫ ∈ (0, 2r].
Remark 2.4. (i) In [4] it has been established that every uniformly convex set is bounded. Directly from
the definition, it follows that every uniformly convex set has nonempty interior. This fact entails that, while
uniformly convex subsets of finite-dimensional spaces are compact, the same kind of sets can not be compact
in infinite-dimensional Banach spaces.
(ii) For every uniformly convex set S, a constant a > 0 can be proved to exist such that
δS(ǫ) ≤ aǫ2, ∀ǫ ∈ (0, diamS)
(see [4]). Thus, a quadratic growth behaviour for a modulus of convexity is a maximal one.
The next proposition provides a complete characterization of uniform convexity for subsets of the Euclidean
space Rn in terms of extremality of their boundary points.
Proposition 2.5. A convex compact subset S ⊆ Rn, with nonempty interior, is uniformly convex iff extS =
bdS.
Proof. Observe that by compactness of S, it is bdS 6= ∅. Actually, the Krein-Milman theorem ensures that
extS 6= ∅ also. Clearly, it is extS ⊆ bdS. To begin with, assume that S is uniformly convex. Take any
x¯ ∈ bdS. If it were x¯ 6∈ extS, then there would exist x1, x2 ∈ S, with x1 6= x2, such that x¯ = x1+x22 .
Consequently one would get B (x¯, δ) ⊆ S for some x1, x2 ∈ S only for δ = 0, thereby contradicting the fact
that, since S is uniformy convex, it must be δS(‖x1 − x2‖) > 0
Conversely, assume that the equality extS = bdS holds true. Fix an arbitrary ǫ ∈ (0, diamS] (under the
current hypotheses the value diamS is attained on S). Notice that, since S is compact, the set
S2ǫ = {(x1, x2) ∈ S × S : ‖x1 − x2‖ = ǫ}
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is still compact. Define the function ϑ : Rn × Rn −→ [0,+∞) by setting
ϑ(x1, x2) = dist
(
x1 + x2
2
,Rn\intS
)
.
Since such a function is continuous on Rn×Rn, it attains its global minimum over S2ǫ at some point (xˆ1, xˆ2) ∈
S2ǫ . If it were ϑ(xˆ1, xˆ2) = 0, then it would happen that
xˆ1 + xˆ2
2
∈ bdS.
The last inclusion contradicts the fact that xˆ1+xˆ22 is an extreme point of S (recall that x1 6= x2). Therefore,
it must be ϑ(xˆ1, xˆ2) > 0. As it is true that
δS(ǫ) = min
(x1,x2)∈S2ǫ
ϑ(x1, x2) > 0,
the requirement in Definition 2.1(ii) turns out to be satisfied. The arbitrariness of ǫ ∈ (0, diamS] completes
the proof. 
Remark 2.6. (i) It is worth noting that one of the assertions in Proposition 2.5 remains true also in general
Banach spaces. More precisely, if S is a uniformly convex subset of a Banach space, then each element of its
boundary is an extreme point of S. Of course, no compact convex subset of an infinite-dimensional Banach
space can be uniformly convex.
(ii) From Definition 2.1 it follows that if S is uniformly convex and its modulus of convexity satisfies the
quadratic growth condition
δS(ǫ) ≥ cǫ2, ∀ǫ ∈ (0, diamS],(2.1)
for some c > 0, then for every c˜ ∈ (0, c) one has
B
(
x1 + x2
2
, c˜‖x1 − x2‖2
)
⊆ S, ∀x1, x2 ∈ S.
Another relevant class of convex subsets of a Banach space, which emerges in connection with the problem
under study, can be obtained within the axiomatic approach to the notion of convexity (known as Φ-convexity).
This class was introduced in [19] and consists of all convex sets that are expressible as an intersection of balls
with arbitrary but fixed radius and with center varying in an arbitrary subset of the underlying space, as
formalized below.
Definition 2.7. Any subset S ⊆ X of the form
S =
⋂
x∈M
B (x, r) 6= ∅,
where r is a fixed positive real and M ⊆ X is an arbitrary subset, with M 6= X, is called r-convex or strongly
convex of radius r.
Strongly convex sets and their properties have been studied by several authors (see [4, 5, 13, 20, 21, 32]).
In the related literature the reader will find various characterizations of r-convexity. Some facts concerning
r-convexity that are relevant to the present investigations are recalled below.
Remark 2.8. (i) It is readily seen that, if a Banach space (X, ‖ · ‖) is uniformly convex with modulus δX,
then any strongly convex set S ⊆ X with radius r is uniformy convex and its modulus of convexity satisfies
the relation
δS(ǫ) ≥ rδX
( ǫ
r
)
, ∀ǫ ∈ (0, diamS].(2.2)
(ii) In [5] it has been established that the converse also is true, provided that (X, ‖ · ‖) is a Hilbert space. In
such setting, a subset S is uniformly convex iff it is strongly convex for some radius r > 0. Note that, in the
light of Proposition 2.5, a strongly convex subset of Rn (equipped with its Euclidean structure) is characterized
by the condition extS = bdS.
(iii) As a straightforward consequence of Definition 2.7, it follows that if S is r-convex, then diamS ≤ 2r.
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3. Metric regularity on sets
In the next definition, the notion of metric regularity on sets introduced in [10], which was originally
proposed for set-valued mappings, is adapted to the single-valued case. Let us start with considering this
notion with reference to a pair (X, d), (Y, d) of metric spaces.
Definition 3.1. Given two subsets U ⊆ X and V ⊆ Y , a mapping f : X −→ Y is said to be metrically
regular on U for V if there is constant κ > 0 such that
dist
(
x, f−1(y)
) ≤ κdist (y, f(x)) , ∀x ∈ U : f(x) ∈ V, ∀y ∈ V.(3.1)
The value
reg(f, U × V ) = inf{κ > 0 : inequality (3.1) holds}
is called modulus of metric regularity of f on U for V .
As it happens for its local version, metric regularity on sets formalizes a property of mappings that has to
do with a surjective behaviour of them. The next difinition recalls such alternative description of regularity,
in the case of interest.
Definition 3.2. Given two subsets U ⊆ X and V ⊆ Y , a mapping f : X −→ Y is said to be linearly open on
U for V if there is constant α > 0 such that
f(intB (x, r)) ⊇ [intB (f(x), αr)] ∩ V, ∀r > 0, ∀x ∈ U : f(x) ∈ V.(3.2)
The value
cov(f, U × V ) = sup{α > 0 : inclusion (3.2) holds}
is called modulus of linear openness of f on U for V .
The equivalence of these two notions is stated in the below proposition (see Proposition 1.5 in [10]).
Proposition 3.3. Let U and V be nonempty subsets of X and Y , respectively, and let f : X −→ Y be such
that
gph f ∩ (U × V ) 6= ∅.
Mapping f is metrically regular on U for V iff it is linearly open U for V and it holds
reg(f, U × V ) = 1/cov(f, U × V ).
Whenever it is V = Y in considering metric regularity/linear openness on sets, the following shortened
notation will be used
reg(f, U), cov(f, U)
in place of reg(f, U × Y ) and cov(f, U × Y ), respectively.
The rest of the present section is devoted to formulating adequate conditions for metric regularity on sets.
Following an approach introduced in [1] (see also [2, 3]), this task will be accomplished by making use of a
coincidence point theorem. Recall that, given g : X −→ Y and h : X −→ Y , an element x¯ ∈ X is said to be a
coincidence point of mappings g and h if
g(x¯) = h(x¯).
It is evident that such notion generalizes the notion of fixed point. In what follows, given a pair of nonempty
set U ⊆ X and V ⊆ Y , one will be concerned, in particular, with coincidence points in U having their images
in V , whose set is denoted by
Coin(g, h, U × V ) = {x ∈ U : g(x) = h(x) ∈ V }.
Theorem 3.4. Let g : X −→ Y and h : X −→ Y be mappings between metric spaces, and let U ⊆ X and
V ⊆ Y . Suppose that:
(i) U is metrically complete;
(ii) g is continuous and linearly open on U for V ;
(iii) h is Lipschitz on U , with lip(h, U) < cov(g, U × V );
(iv) g(U) ⊆ V and h(U) ⊆ V .
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Then Coin(g, h, U × V ) 6= ∅ and it holds
dist (x,Coin(g, h, U × V )) ≤ d(g(x), h(x))
cov(g, U × V )− lip(h, U) , ∀x ∈ U.
Proof. Fix an arbitrary x0 ∈ U . If g(x0) = h(x0), by hypothesis (iv) it is x0 ∈ Coin(g, h, U × V ), so that all
assertions in the thesis are verified at once.
Otherewise, define the functional ϕ : U −→ [0,+∞) as follows
ϕ(x) = d(g(x), h(x)).
Notice that, under the hypotheses assumed, ϕ is continuous and bounded from below on U , whereas U is
metrically complete. So, taken an arbitrary η ∈ (0, cov(g, U × V ) − lip(h, U)), by virtue of the Ekeland’s
variational principle, corresponding to
λ =
ϕ(x0)
cov(g, U × V )− lip(h, U)− η ,(3.3)
an element xλ ∈ U must exist such that
d(xλ, x0) ≤ λ(3.4)
and
ϕ(xλ) < ϕ(x) + [cov(g, U × V )− lip(h, U)− η]d(x, xλ), ∀x ∈ U\{xλ}.(3.5)
It is possible to prove that ϕ(xλ) = 0. Indeed, assume to the contrary that ϕ(xλ) > 0. Since h(xλ) belongs to
V , then, taken any ζ with
0 < ζ <
cov(g, U × V )
cov(g, U × V )− η − 1,(3.6)
it results in
h(xλ) ∈ intB (g(xλ), ϕ(xλ)(1 + ζ)) .
Consequently, by the linear openness of g at U for V , there exists u ∈ intB
(
xλ,
ϕ(xλ)(1 + ζ)
cov(g, U × V )
)
\{xλ} such
that
g(u) = h(xλ).
Thus, by the hypothesis (iii), the following estimate holds
ϕ(u) = d(g(u), h(u)) ≤ d(g(u), h(xλ)) + d(h(xλ), h(u)) ≤ lip(h, U)d(xλ, u).
By taking into account the last estimate, from inequalities (3.5) and (3.6) one obtains
ϕ(xλ) < ϕ(u) + [cov(g, U × V )− lip(h, U)− η]d(u, xλ) ≤ [cov(g, U × V )− η]d(u, xλ)
<
cov(g, U × V )− η
cov(g, U × V ) ϕ(xλ)(1 + ζ) < ϕ(xλ),
which is clearly inconsistent. This shows that ϕ(xλ) = 0 and hence xλ ∈ Coin(g, h, U × V ). Moreover, by
recalling inequality (3.4) and the value of λ, as choosen in (3.3), one finds
dist (x0,Coin(g, h, U × V )) ≤ d(x0, xλ) ≤ ϕ(x0)
cov(g, U × V )− lip(h, U)− η .
The arbitrariness of η ∈ (0, cov(g, U × V )− lip(h, U)) allows one to obtain the inequality to be proved, in the
case x = x0. Being x0 arbitrary, the proof is completely proved. 
Let us assume now (Y, d) to be a metric linear space, whose metric is invariant under translation. In such
a setting, Theorem 3.4 paves the way to extending to the metric regularity of sets the well-known Milyutin’s
theorem on the stability of linear openness in the presence of Lipschitz perturbations (see [1, 9, 10, 18]).
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Proposition 3.5. Let g : X −→ Y and l : X −→ Y be mappings between metric spaces, and let U ⊆ X and
V ⊆ Y be nonempty sets. Suppose that:
(i) U is metrically complete;
(ii) g is continuous and linearly open on U for V ;
(iii) l is Lipschitz on U , with lip(l, U) < cov(g, U × V );
(iv) g(U) ⊆ V and V − l(U) ⊆ V .
Then it holds
cov(g + l, U × V ) ≥ cov(g, U × V )− lip(l, U)
and hence also g + l is linearly open on U for V .
Proof. To prove the thesis, one has to show that for every α < cov(g, U × V )− lip(l, U), the following inclusion
holds true
(g + l)(intB (x, r)) ⊇ [intB (g(x) + l(x), αr)] ∩ V, ∀r > 0, ∀x ∈ U : g(x) + l(x) ∈ V.(3.7)
So, fix x0 ∈ U and r > 0, and take α ∈ (0, cov(g, U × V ) − lip(l, U)). Let us consider now an arbitrary
y ∈ [intB (g(x0) + l(x0), αr)] ∩ V . Define the mapping h : X −→ Y as h = y − l. By hypothesis (iv), one has
h(U) ⊆ y − l(U) ⊆ V − l(U) ⊆ V.
Besides, by the invariance under translation of the metric of Y , it is lip(h, U) = lip(l, U). It is then possible
to apply Theorem 3.4, according to which, correspondig to η such that d(y, g(x0) + l(x0))(1 + η) < αr, there
exists x¯ ∈ U with the properties
g(x¯) = y − l(x¯)
and
d(x¯, x0) ≤ d(g(x0), y − l(x0))
cov(g, U × V )− lip(h, U) (1 + η).
Thus it follows that
y = (g + l)(x¯)
and
d(x¯, x0) ≤ d(y, g(x0) + l(x0))
cov(g, U × V )− lip(h, U) (1 + η) <
αr
cov(g, U × V )− lip(h, U) < r.
The last inequality means that x¯ ∈ intB (x0, r), so inclusion (3.7) is proved to hold true. This completes the
proof. 
Henceforth (X, ‖ · ‖) and (Y, ‖ · ‖) will denote real Banach spaces. The persistence of metric regularity
on sets under perturbations can be exploited to establish sufficient conditions for detecting such property by
means of simple approximations of the original mapping. Here, as an approximation of a mapping, a slight
modification of the notion of strict estimator (see [11]) is considered, according to the below definition.
Definition 3.6. Let f : X −→ Y be a mapping, let U ⊆ X be a nonempty set, and let ǫ be a positive real. A
mapping g : X −→ Y is said to be a strict ǫ-variation of f on U if
lip(f − g, U) ≤ ǫ.
Below an example is proposed which will be useful in subsequent developments.
Example 3.7. Let f : X −→ Y , let U ⊆ X be a nonempty, closed and convex set, and let Ω ⊆ X be an
open subset such that Ω ⊇ U . Assume that f ∈ C1,1(Ω). Then, for any x¯ ∈ U , mapping Df(x¯) is a strict
ǫ-variation of f on U , for every ǫ ≥ lip(Df, U). Indeed, by applying the mean value theorem to the mapping
f −Df(x¯)[ · − x¯], one finds
‖f(x1)− f(x2)−Df(x¯)[x1 − x2]‖ ≤ sup
x∈[x1,x2]
‖Df(x)−Df(x¯)‖L‖x1 − x2‖
≤ lip(Df , U)‖x1 − x2‖, ∀x1, x2 ∈ U.
Thus lip(f −Df(x¯)[ · − x¯], U) ≤ lip(Df, U) ≤ ǫ.
In terms of strict ǫ-variations, the Milyutin’s theorem for regularity on sets can be coveniently reformulated
as follows.
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Proposition 3.8. Let f : X −→ Y and g : X −→ Y be mappings between Banach spaces, and let U ⊆ X be a
nonempty closed set. Suppose that:
(i) g is continuous and linearly open on U ;
(ii) g is a strict ǫ-variation of f on U , with ǫ < cov(g, U).
Then also f is linearly open on U and it holds
cov(f, U) ≥ cov(g, U)− ǫ.
Proof. In view of applying Proposition 3.5, define l = f − g. Observe that U is metrically complete, as a
closed subset of a Banach space. Since in this case V = Y, it is automatically true that
g(U) ⊆ Y and Y− l(U) ⊆ Y.
Moreover, by hypotheses (ii), it is lip(l, U) ≤ ǫ < cov(g, U). Then the thesis follows at once by Proposition
3.5, with
cov(f, U) = cov(g + f − g, U) ≥ cov(g, U)− lip(f − g, U) ≥ cov(g, U)− ǫ.

For the purposes of the present analysis, conditions for the metric regularity on sets of smooth mappings are
needed. In the case of strictly differentiable mappings between Banach spaces, the main criterion characterizing
the regularity around a point is the Lyusternik-Graves theorem (see [10, 11, 18]). In order to establish a similar
result for metric regularity on sets, it is useful to recall the notion of dual Banach constant of a linear operator.
By such term the quantity
b∗(h) = inf
v∗∈S
‖h∗[v∗]‖∗
is meant, where h∗ ∈ L(Y∗,X∗) stands for the adjoint operator to h ∈ L(X,Y). The dual Banach constant
appears in the quantitative formulation of the Banach-Schauder theorem, according to which h ∈ L(X,Y) is
linearly open on X (for Y) iff b∗(h) > 0. Actually, in such an event one has cov(h, U) = b∗(h), for every
U ⊆ X.
Given a mapping f : X −→ Y, with f ∈ C1,1(Ω) and a nonempty set U ⊆ Ω, define
b∗(Df , U) = sup
x∈U
b∗(Df(x)).
Corollary 3.9. Let f : X −→ Y , let U ⊆ X be a nonempty, closed and convex set, and let Ω ⊆ X be an open
set such that Ω ⊇ U . If f ∈ C1,1(Ω) and b∗(Df, U) > lip(Df , U), then f is linearly open/metrically regular
on U , and it results in
cov(f, U) ≥ b∗(Df, U)− lip(Df , U).
Proof. Let η be an arbitrary positive real in (0, b∗(Df, U) − lip(Df , U)). Correspondigly, by the definition
of b∗(Df, U) an element xη can be found in U such that b∗(Df(xη)) > b∗(Df, U) − η. Since, under the
current assumptions, f admits the mapping Df(xη) as a strict lip(Df, U)-variation on U (recall Example 3.7),
it suffices to apply Proposition 3.8 in order to get
cov(f, U) ≥ cov(Df(xη), U)− lip(Df, U) = b∗(Df(xη))− lip(Df, U) > b∗(Df , U)− lip(Df , U)− η,
wherefrom, by arbitrariness of η, the thesis follows. 
Because the sufficient condition coming up from Corollary 3.9 is interesting not only as a mere tool of
analysis, an example of a concrete circumstance, in which it can be employed, is proposed below.
Example 3.10. Let X = Y = R be equipped with its usual Euclidean structure. Consider the function
f : R −→ R defined by
f(t) = arctan t.
Clearly, it is f ∈ C∞(R) and, as it is well known, it results in
Df(t) =
1
1 + t2
, D2f(t) = − 2t
(1 + t2)2
,
where Dkf(t) denotes the k-order derivative of f at t. By considering the zeros and the sign of
D3f(t) = −2(1− 3t
2)
(1 + t2)3
,
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one sees that function t 7→ |D2f(t)| attains its (global) maximum value for t ∈
{
− 1√
3
, 1√
3
}
. Therefore, in the
case under consideration, one finds
b∗(Df,R) = sup
t∈R
b∗(Df(t)) = sup
t∈R
|Df(t)| = |Df(0)| = 1.
On the other hand, the mean value theorem allows one to get the following estimate
lip(Df,R) ≤ sup
t∈R
|D2f(t)| =
∣∣∣∣D2f (± 1√3
)∣∣∣∣ = 3
√
3
8
.
According to Corollary 3.9, since for each subset U containing 0 it is true that
b∗(Df , U) = 1 >
3
√
3
8
≥ lip(Df, U),
f turns out to be linearly open on each U and the following global estimate is then established
cov(f, U) ≥ 1− 3
√
3
8
.
Of course, the sufficient condition for metric regularity on sets provided by Corollary 3.9 is specific for C1,1
mappings. A more general and deeper treatment of this topic can be found in [16].
As a further tool of analysis, the below estimate will be crucially employed in proving the main result.
Lemma 3.11. Let f : X −→ Y be a mapping between Banach spaces, let U ⊆ X, let Ω ⊆ X be an open set
such that Ω ⊇ U , and let x1, x2 ∈ U , with [x1, x2] ⊆ U . If f ∈ C1,1(Ω), then it holds∥∥∥∥f(x1) + f(x2)2 − f
(
x1 + x2
2
)∥∥∥∥ ≤ lip(Df, U)8 ‖x1 − x2‖2.
Its proof can be found, for instance, in [30] (see Lemma 2.7).
4. Convexity of images through smooth regular mappings
The main result of the paper is the following sufficient condition for the convexity of the images of uniformly
convex sets through C1,1 mappings between general Banach spaces.
Theorem 4.1. Let f : X −→ Y be a mapping between Banach spaces, let S ⊆ X be a closed set and let Ω ⊆ X
be an open set such that Ω ⊇ S. Suppose that:
(i) S is uniformly convex with modulus fulfilling the quadratic growth condition (2.1), for a proper c > 0;
(ii) f ∈ C1,1(Ω) and b∗(Df , S) > lip(Df , S);
(iii) it holds
lip(Df, S)
8[b∗(Df, S)− lip(Df, S)] < c;(4.1)
(iv) f(S) is closed.
Then f(S) is convex.
Proof. Since f(S) is a closed set by hypothesis, it suffices to show that, for any arbitrary pair y1, y2 ∈ f(S),
it happens that
y¯ =
y1 + y2
2
∈ f(S).
Take x1, x2 ∈ S in such a way that
y1 = f(x1) and y2 = f(x2),
and define
x¯ =
x1 + x2
2
.
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Since it is x¯ ∈ S, if it happens that f(x¯) = y¯, one can immediately conclude that y¯ ∈ f(S). Otherwise, notice
that, by virtue of Corollary 3.9, under the above assumptions f turns out to be metrically regular on S, with
the following modulus of regularity
reg(f, S) ≤ 1
b∗(Df, S)− lip(Df , S)
(recall Proposition 3.3). This fact implies in particular that
dist
(
x¯, f−1(y¯)
) ≤ ‖y¯ − f(x¯)‖
b∗(Df, S)− lip(Df, S) .
By exploiting the estimate provided by Lemma 3.11, from the last inequality, taking any η with
0 < η <
8c[b∗(Df , S)− lip(Df , S)]
lip(Df, S)
− 1,
one gets the existence of xˆ ∈ f−1(y¯) such that
d(xˆ, x¯) ≤ ‖y¯ − f(x¯)‖
b∗(Df, S)− lip(Df, S) (1 + η) ≤
lip(Df, S)‖x1 − x2‖2
8[b∗(Df, S)− lip(Df, S)] (1 + η).
On account of hypothesis (iv), from the last inequality chain one obtains
d(xˆ, x¯) < c‖x1 − x2‖2.
Since by hypothesis S is uniformly convex and its modulus of convexity satisfies condition (2.1), then, according
to Remark 2.6 (ii), for any c˜ ∈ (0, c) it results in B (x¯, c˜‖x1 − x2‖2) ⊆ S. Thefore it follows that xˆ ∈ S and
hence y¯ ∈ f(S). This completes the proof. 
Remark 4.2. (i) Since as a consequence of hypothesis (ii) of Theorem 4.1 mapping f is continuous on S,
then in finite-dimensional spaces hypothesis (iv) is automatically satisfied.
(ii) A feature of Theorem 4.1 to be noticed is that it makes no direct assumption on the Banach space
(X, ‖ · ‖). The geometric requirement behind the result is made instead on the set S. In the light of Example
2.3 (ii), such a feature considerably enlarges the range of applicability of the original Polyak’s convexity
principle. In fact, an “at point formulation” is replaced with a non-local “on set formulation”.
In a certain subclass of uniformly convex Banach spaces it is possible to establish an analogous result for
the class of r-convex sets.
Theorem 4.3. Let f : X −→ Y be a mapping between Banach spaces, let S ⊆ X be a closed set and let Ω ⊆ X
be an open set such that Ω ⊇ S. Suppose that:
(i) (X, ‖ · ‖) is uniformly convex with a modulus of convexity δX satisfying the quadratic growth condition
δX(ǫ) ≥ κǫ2, ∀ǫ ∈ (0, 2];
(ii) f ∈ C1,1(Ω) and b∗(Df , S) > lip(Df , S);
(iii) S is strongly convex with a radius r such that
r <
8κ[b∗(Df , S)− lip(Df , S)]
lip(Df, S)
;(4.2)
(iv) f(S) is closed.
Then f(S) is convex.
Proof. In force of hypothesis (i), according to Remark 2.8 (i), the set S turns out to be uniformly convex with
modulus
δS(ǫ) ≥ rκ
( ǫ
r
)2
=
κ
r
ǫ2.
It remains to apply Theorem 4.1, with c = κ/r, where condition (4.1) becomes (4.2). 
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Remark 4.4. (i) Hypothesis (i) of Theorem 4.3 is known to be satisfied for all such Banach spaces as lp, Lp
and W pm, with 1 < p < 2 (see [12, 17]). Of course, it is also satisfied in a Hilbert space (remember Example
2.3 (i)).
(ii) It is useful to note that in a Hilbert space setting condition (4.2) takes the simpler form
r <
b∗(Df , S)
lip(Df , S)
− 1,(4.3)
in as much as in such case one can take κ = 1/8. Notice that Theorem 2.1 in [24] can not be directly
derived from the last result. This is due to the fact that the modulus of linear openness on S is given here by
b∗(Df , S)− lip(Df, S). Nonetheless if, for a given x0 ∈ Ω, Df(x0) is onto, then, by taking a ball around x0
with radius small enough, the Lyusternik-Graves theorem allows one to replace b∗(Df, S) − lip(Df , S) with
b∗(Df(x0))
Consequently, condition (4.2) becomes
rlip(Df,B (x0, r)) < b
∗(Df(x0))
and the positivity of the difference b∗(Df, S) − lip(Df , S) is no longer required. Thus, in order to recover
Theorem 2.1 in [24], it suffices to take r sufficiently small.
(iii) A result comparable with Theorem 4.3 has been recently presented in [28] (see, in particular, Proposition
IV.1). It states the convexity of images of r-convex sets through C1,1-diffeomorphisms between open subsets of
R
n. The key condition upon which this result has been achieved relates to the geometric behaviour of normals
to boundary points of the reference set.
To illustrate the above theory, let us consider its employment in dealing with (homogeneous) quadratic
transformations between finite-dimensional Euclidean spaces q : Rn −→ Rm, given by
q(x) =
 q1(x)...
qm(x)
 , x ∈ Rn,
where each qi(x) = x
⊤Qix, for i = 1, . . . ,m, is a quadratic form on Rn, represented by a symmetric n × n
matrix Qi with real entries (vectors of R
n are treated here as columns). If Rn is equipped with its usual
Euclidean space structure what noted in Remark 4.4 (ii) applies. Of course, it is q ∈ C2(Rn) and, through
trivial calculations, it is readily seen that
Dq(x) = 2
 x
⊤Q1
...
x⊤Qm
 , x ∈ Rn.
If denoting by (Mm×n(R), ‖ · ‖M) the space of m × n matrices with real entries, endowed with the 1-norm,
the mapping Dq : Rn −→Mm×n(R) turns out to be linear. As such, it is Lipschitz continuous on Rn and its
Lipschitz modulus amounts to
lip(Dq,Rn) = ‖Dq‖L = 2max
u∈S
∥∥∥∥∥∥∥
 u
⊤Q1
...
u⊤Qm

∥∥∥∥∥∥∥
M
.
Now, fix x ∈ Rn. Since each matrix Qi is symmetric and (Rn)∗ ∼= Rn, one has
b∗(Dq(x)) = 2min
v∈S
‖(Q1x, . . . , Qmx)v‖.
Given a set S ⊆ Rn, the reader should notice that, unlike lip(Dq, S), in the case under consideration b∗(Dq, S)
depends essentially on S. According to Theorem 4.3, whenever a strongly convex set S is such that
max
x∈S
min
v∈S
‖(Q1x, . . . , Qmx)v‖ > max
u∈S
∥∥∥∥∥∥∥
 u
⊤Q1
...
u⊤Qm

∥∥∥∥∥∥∥
M
,(4.4)
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the quadratic mapping q preserves the convexity of S, provided that the radius r of S fulfils the condition
r < max
x∈S
min
v∈S
‖(Q1x, . . . , Qmx)v‖ ·
max
u∈S
∥∥∥∥∥∥∥
 u
⊤Q1
...
u⊤Qm

∥∥∥∥∥∥∥
M

−1
− 1.(4.5)
Example 4.5. Letting n = m = 2, consider the quadratic transformation q : R2 −→ R2 defined by
q(x) =
(
x21 + x
2
2
x21 − x22
)
, x ∈ R2.
After trivial calculations, one finds
Dq(0) =
(
0 0
0 0
)
,
so that Dq(0) fails to be onto. On the base of the Lyusternik-Graves theorem this is necessary and sufficient
in order for q to be not metrically regular around 0. As a consequence, the Polyak’s convexity principle can
not be invoked, if taking 0 as a reference point. Nevertheless, by direct inspection one can observe that q
transforms balls centered at 0, with arbitrarily large radius, into convex sets. Indeed, if passing to the polar
coordinate system (t, ρ) ∈ [0, 2π)× [0,+∞), the above quadratic mapping takes the following form
q(t, ρ) =
(
ρ2
ρ2(cos2 t− sin2 t)
)
.
Thus, since setting y2(t) = cos
2 t− sin2 t it is y2([0, 2π)) = [−1, 1], it results in
q(B (0, r)) = {y = (y1, y2) ∈ R2 : y1 ∈ [0, r2], |y2| ≤ y1}.
So, for every r > 0 the image of B (0, r) through q is a convex set. As one expects, the Polyak’s convexity
principle is far removed from providing a necessary condition for the convexity of images.
Let us use this example to test the above theory. In the current case one has
Q1 =
(
1 0
0 1
)
and Q2 =
(
1 0
0 −1
)
.
Therefore, one obtains
max
u∈S
∥∥∥∥( u⊤Q1u⊤Q2
)∥∥∥∥
M
= max
t∈[0,2π)
∥∥∥∥( cos t sin tcos t − sin t
)∥∥∥∥
M
= max
t∈[0,2π)
2[| cos t|+ | sin t|] = 2
√
2.
On the other hand, for any x ∈ R2 it results in
min
v∈S
‖(Q1x,Q2x)v‖ = min
t∈[0,2π)
∥∥∥∥( x1(cos t+ sin t)x2(cos t− sin t)
)∥∥∥∥ = mint∈[0,2π) [x21(cos t+ sin t)2 + x22(cos t− sin t)2]1/2
≤ ‖x‖.
It follows that
max
x∈B(0,r)
min
v∈S
‖(Q1x,Q2x)v‖ ≤ r
and hence, for any r with 0 < r < 2
√
2, condition (4.4) happens here to be violated. However, the same
quadratic transformation allows one also to show a case in which, by changing reference set, conditions (4.4)
and (4.5) may be both fulfilled. This occurs, for instance, if a strongly convex subset of R2 meets the bisectrix
of the nonnegative orthant R2+ sufficiently away from the origin. In this way, it is possible to construct r-
convex sets preserving their convexity through the given mapping, with arbitrarily large radius. Indeed, if
xξ = (ξ, ξ)
⊤ ∈ S, with ξ > 0, one finds
min
v∈S
‖(Q1xξ, Q2xξ)v‖ = ξ
√
2.
Therefore, (4.4) and (4.5) are both fulfilled if ξ > 2 and r < ξ2 − 1.
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5. Convexity in nonconvex optimization
In the previous sections a geometric problem dealing with abstract sets and mappings has been considered
and discussed. The aim of this section is to expose some applications of the main results achieved to nonconvex
optimization problems. By the latter term, any constrained extremum problem is meant in which either the
feasible region or the objective functional (possibly both) is not necessarily convex. In handling this kind
of problems, the lack of such a fundamental property as convexity does not allow one to take profit from
basic principles of convex analysis. These are known to guarantee to optimization problems high desirable
features such as globality of solutions, zero-order Lagrangian type optimality conditions, the fact that necessary
conditions become often full characterizations of optimality. Yet, as the Polyak’s convexity reveals, a certain
amount of convexity may lie hidden even in nonconvex optimization problems. This convexity can emerge
when considering images of uniformly convex or strongly convex sets through C1,1 mappings associated with
the problems. This useful phenomenon is here exploited in two different contexts: solution existence and
optimality characterization.
The convex behaviour of some classes of nonlinear optimization problems has been observed and investigated
already in [23, 24, 25, 26, 30, 31]. In all such references, based on the Polyak’s convexity principle, such a
behaviour has been established to hold locally (whence the term “local programming”). The novelty of the
results here presented consists in establishing a convex behaviour in a nonlocal form.
5.1. Global solution existence in constrained optimization. A rich variety of infinite-dimensional con-
strained optimization problems can be formalized as
(P) min
x∈S
ϕ(x) subject to g(x) ∈ C,
where ϕ : X −→ R describes the object (or cost) functional, while the constraints are expressed in a mixed
form by a subset S ⊆ X (geometric constraint) and by an inclusion g(x) ∈ C (functional constraint), where
g : X −→ Y is a given mapping and C ⊆ Y is a nonempty closed set. In other terms, the feasible region of (P)
is
R = S ∩ g−1(C).
Throughout the present subsection R will be assumed to be nonempty. If assuming ϕ to be (at least) lower
semicontinuous on the Banach space (X, ‖ · ‖), a way to guarantee existence of global solution to (P) is to
introduce a compactness assumption on R or on its intersections with the sublevel sets of ϕ. Since such an
assumption is very demanding in infinite-dimensional spaces, (X, ‖ · ‖) is typically required to be reflexive. In
such a setting, weak compactness is characterized in terms of boundedness and weak closedness, so that, as for
existence questions, it becomes crucial to pass from norm closedness/continuity to weak closedness/continuity.
In the light of the well-known Mazur’s theorem, a key assumption allowing one to do so is convexity of the
feasible region and (quasi)convexity of the objective functional. Classical results for solution existence in
constrained optimization problems essentially stem from a similar scheme. Notice that, with reference to
problem (P), the convexity of R may be lost even though S is convex, owing to the presence of the functional
constraint, which may drastically change the geometry of R. Below an existence result is presented, which
gives up the convexity of R and the quasiconvexity of ϕ. To see how this can be obtained, fix any x0 ∈ R and
define the mapping IP,x0 : X −→ R× Y as
IP,x0(x) = (ϕ(x) − ϕ(x0), g(x))
and the set Q = (−∞, 0)×C ⊆ R×Y. Sets S, Q and mapping IP,x0 contain the essential informations needed
to analyze problem (P), according to a well-known approach to constrained optimization (see, for instance,
[9, 14, 15]). It is clear that x0 ∈ R is a global solution to (P) iff
IP,x0(S) ∩ Q = ∅.
Suppose now that ϕ, g ∈ C1,1(X). Then it is possible to associate with (P) the following two quantities
b∗P = b
∗(DIP,x0 , S) and lipP = lip(DIP,x0 , S).
Notice that both the above numbers depend on the problem data ϕ, g and S, whereas they are independent
of x0.
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Theorem 5.1. With reference to problem (P), suppose that:
(i) S is uniformly convex with modulus of convexity fulfilling condition (2.1), for some c > 0;
(ii) the Banach space (Y, ‖ · ‖) is reflexive;
(iii) C is closed and convex;
(iv) for some x0 ∈ R, set IP,x0(S) is closed and bounded;
(v) ϕ, g ∈ C1,1(X) and it holds
b∗P > lipP and
lipP
8(b∗P − lipP)
< c.
Then (P) admits a global solution.
Proof. Take an arbitrary x0 ∈ R and suppose that it is not a global solution to (P). As already remarked,
this fact is equivalent to
IP,x0(S) ∩ Q 6= ∅.(5.1)
Under the above hypotheses, it is possible to apply Theorem 4.1 to mapping IP,x0 , in such a way to obtain
that IP,x0(S) is a convex subset of R× Y. Now define
τ = inf{t : (t, y) ∈ IP,x0(S) ∩ Q}.
On account of (5.1), the above infimum is taken over a nonempty set and, as it can be readily seen, actually
one has
τ = inf{t : (t, y) ∈ IP,x0(S) ∩ ((−∞, 0]× C)}.(5.2)
Observe that the set IP,x0(S) ∩ ((−∞, 0]× C) is convex and closed, by virtue of the hypotheses (iii) and (iv)
(actually, each set IP,x(S), with x ∈ X, is closed, being a translation of IP,x0(S)). Thus, it turns out to be
weakly closed. Since it is also bounded, the reflexivity of (Y, ‖ · ‖) implies that IP,x0(S) ∩ ((−∞, 0] × C) is
weakly compact. On the other hand, the projection operator ΠR : R×Y −→ R is continuous and convex and
hence it is also weakly lower semicontinuous. This allows one to assert that the infimum appearing in (5.2) is
actually attained at some element of IP,x0(S) ∩ ((−∞, 0] × C), say (t¯, y¯). The existence of such an element
entails the existence of x¯ ∈ S such that
t¯ = τ = ϕ(x¯)− ϕ(x0) < 0, y¯ = g(x¯) ∈ C.
Let us show that x¯ is a global solution to (P). As it is true that x¯ ∈ S ∩ g−1(C), one has x¯ ∈ R. Now,
suppose that there is xˆ ∈ R such that
ϕ(xˆ) < ϕ(x¯) < ϕ(x0).
Consequently, one obtains
ϕ(xˆ)− ϕ(x0) = ϕ(xˆ)− ϕ(x¯) + ϕ(x¯)− ϕ(x0) < ϕ(x¯)− ϕ(x0) = τ.
Because (ϕ(xˆ)− ϕ(x0), g(xˆ)) belongs to IP,x0(S) ∩Q, the last inequality contradicts the definition of τ . This
completes the proof. 
5.2. A zero-order Lagrangian optimality condition. Consider the standard mathematical programming
problem with finitely many inequality and equality constraints, i.e.
(P˜) min
x∈S
ϕ(x) subject to gj(x) ≤ 0, j = 1, . . . ,m, gj(x) = 0, j = m+ 1, . . . , p,
where S ⊆ Rn, ϕ, gj : Rn −→ R, j = 1, . . . , p are given data. In what follows, its feasible region
R˜ = {x ∈ S : gj(x) ≤ 0, j = 1, . . . ,m, gj(x) = 0, j = m+ 1, . . . , p}
will be assumed to be nonempty. Even if S happens to be strongly convex, the fact that problem data ϕ
and gj are merely C
1,1(Ω), where Ω is an open subset of Rn containing S, very often does not allow one to
classify (P˜) within convex optimization. This occurs already in quadratic programming and even if all gj , with
j = 1, . . . , p, are convex functions, because of the presence of equality constraints. Nevertheless, under proper
assumptions linking the radius of S with the regularity of the problem data, problem (P˜) turns out to exhibit
a convex geometry. Such an unexpected feature can be exploited in formulating Lagrangian type optimality
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conditions. To see this, let us associate with (P˜) and with an element x¯ ∈ R˜ the mapping IP˜,x¯ : Rn −→ R1+p
defined by
IP˜,x¯(x) = (ϕ(x) − ϕ(x¯), g1(x), . . . , gp(x)).
Remark 5.2. Notice that (P˜) is a special case of (P). Whenever ϕ, gj ∈ C1,1(Ω) and S is strongly convex,
problem (P˜) admits global solutions. A global solution x¯ to (P˜) is characterized by the condition
IP˜,x¯(S) ∩ ((−∞, 0)× (−Rm+ )× {0}) = ∅.(5.3)
The following optimality condition involves the classic Lagrangian function associated with problem (P˜),
namely function L : Rn × R1+p −→ R defined by
L(x, λ) = λ0ϕ(x) +
p∑
j=1
λjgj(x).
Theorem 5.3. With reference to problem (P˜), suppose that:
(i) S is r-convex, for some r > 0;
(ii) ϕ, gj ∈ C1,1(Ω), with j = 1, . . . , p;
(iii) the following conditions are satisfied
b∗P˜ > lipP˜ and r <
b∗P˜
lipP˜
− 1;
If x¯ ∈ R˜ is a global solution to (P˜), then there exists λ¯ = (λ¯0, . . . , λ¯p) ∈ R1+p\{0} such that
λ¯j ≥ 0, j = 0, . . . ,m,(5.4)
λ¯jgj(x¯) = 0, j = 1, . . . ,m,(5.5)
and
L(x¯, λ¯) = min
x∈S
L(x, λ¯).(5.6)
If, in particular,
(iv) setting g = (g1, . . . , gp), one has
x¯ ∈ R˜ ∩ intS and b∗(Dg(x¯)) > 0,
then (5.6) holds with λ¯0 = 1. Conversely, if conditions (5.4), (5.5) and (5.6) hold true with λ¯0 > 0, then x¯ ∈ R˜
is a global solution to (P˜).
Proof. The sufficiency part of the above optimality condition set can be obtained in an obvious manner and
it is a well-known fact in mathematical programming.
Let us prove the necessary part. If x¯ ∈ R˜ is a global minimizer for (P˜) the condition in (5.3) must be in
force. Hypotheses (i), (ii) and (iii) enables one to apply Theorem 4.3, according to which IP˜,x¯(S) is a convex
subset of R1+p. If this is the situation, the geometric form of the Hahn-Banach theorem ensures the existence
of a hyperplane of R1+p separating the two sets IP˜,x¯(S) and (−∞, 0]× (−Rm+ ) × {0}. In other terms, there
exist a vector λ¯ = (λ¯0, . . . , λ¯p) ∈ R1+p\{0} and α ∈ R such that
(λ¯|w) ≤ α, ∀w ∈ (−∞, 0]× (−Rm+ )× {0}(5.7)
and
(λ¯|w) ≥ α, ∀w ∈ IP˜,x¯(S),(5.8)
where (·|·) denotes the inner product of an Euclidean space. As it is true that IP˜,x¯(x¯) = (0, g1(x¯), . . . , gp(x¯)) ∈
IP˜,x¯(S) ∩ ((−∞, 0]× (−Rm+ )× {0}), one obtains
p∑
j=1
λ¯jgj(x¯) = α.(5.9)
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Now, if it were α > 0, since it is 2IP˜,x¯(x¯) ∈ (−∞, 0]× (−Rm+ )× {0}, one would find by inequality (5.7)
p∑
j=1
λ¯jgj(x¯) ≤ α
2
,
which is inconsistent with equality (5.9). Analogously, if it were α < 0, since it is 12IP˜,x¯(x¯) ∈ (−∞, 0] ×
(−Rm+ )× {0}, one would get again by inequality (5.7)
p∑
j=1
λ¯jgj(x¯) ≤ 2α,
which is again inconsistent with equality (5.9). It remains to conclude that α = 0, so that (5.9) becomes
p∑
j=1
λ¯jgj(x¯) = 0.(5.10)
Standard arguments, relying on a proper choice of elements in (−∞, 0] × (−Rm+ ) × {0}, allow one to obtain
from the last equality conditions (5.4) and (5.5). By using inequality (5.8), one obtains
λ0(ϕ(x) − ϕ(x¯)) +
p∑
j=1
λ¯jgj(x) ≥ 0, ∀x ∈ S,
whence, by taking into account equality (5.10), conditions (5.6) immmediately follows.
Now, suppose the additional hypothesis (iv) to hold and assume, ab absurdo, that λ¯0 = 0. The Lyusternik-
Graves theorem guarantees the linear openness of g around the point x¯. This implies that there exist positive
η and ζ such that
g(intB (x¯, r)) ⊇ intB (g(x¯), ηr) , ∀r ∈ (0, ζ].
Since it is x¯ ∈ intS, for a proper r0 ∈ (0, ζ), one finds
g(x¯) + ηr0u ∈ g(intB (x¯, r0)), ∀u ∈ B ⊆ Rp,
with B (x¯, r0) ⊆ S. Thus, by recalling inequality (5.8), on account of equality (5.10) one obtains
((λ¯1, . . . , λ¯p)|g(x¯)) + ηr0((λ¯1, . . . , λ¯p)|u) = ηr0((λ¯1, . . . , λ¯p), u) ≥ 0, ∀u ∈ B,
which leads to an absurdum. Consequently, λ0 must be positive. By rescaling the value of λ¯j , with j = 1, . . . , p,
condition (5.6) is proved to be satisfied as required in the last part of the thesis. Thus, the proof is complete. 
Remark 5.4. It should be clear that, since in the present context Dg(x¯) is represented by the Jacobian matrix
of mapping g, calculated at x¯, the second condition in (iv) actually amounts to a full rank requirement.
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