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Explicit examples of probability distributions for the energy density in
two-dimensional conformal field theory
Matthew C. Anthony and Christopher J. Fewster∗
Department of Mathematics, University of York, Heslington, York YO10 5DD. U.K.
(Dated: August 1, 2019)
Measurements of a weighted energy density average taken in the vacuum state of a conformal
field theory in 1 + 1 dimensions are randomly distributed with vanishing expectation value. The
probability distribution is computed in closed form for two infinite families of averaging functions,
generalising previously known examples. These examples may be further generalised by restriction
to a half-line In all cases the distribution is that of a shifted Gamma distribution.
I. INTRODUCTION
Repeated measurements of a quantum observable pro-
duce results that are statistically distributed in a manner
determined by the observable and the state of the system.
For example, if the observable is a local weighted average
of the energy density of a quantum field, measured in the
vacuum state, then then the distribution has vanishing
expectation value, but there are nonzero probabilities for
both positive and negative measurement outcomes due
to quantum fluctuations. Knowledge of the distribution
therefore provides information about these fluctuations
and the extent to which they may outweigh thermal fluc-
tuations in certain cases, with potentially observable con-
sequences, see e.g., [1].
There has been recent progress in understanding the
probability distribution for measurements of local aver-
ages of the energy density or related quantities, such as
Wick squares of various operators [2–6] or the ‘full count-
ing statistics’ of energy transfers in nonequilibrium sit-
uations [7]. In particular, for conformal quantum field
theory (CFT) in 1 + 1 dimensions, it has been possible
to determine the distribution in closed form for various
averages of the stress energy tensor [2, 6] in the vacuum
and certain other states, including thermal and highest
weight states [6]. Two methods have been developed,
both of which rely on the solution to a nontrivial sub-
sidiary problem. The first calculates the moment gener-
ating function using the solution to a nonlinear integro-
differential equation based ultimately on the Ward identi-
ties [2, 6, 8]. The second computes the Fourier transform
of the probability distribution using the solution to a con-
formal welding problem [6]. The welding method of [6]
has been extended to the full counting statistics problem
in [7]; here, instead of welding two discs to produce a
Riemann sphere, as in [6], one must weld the boundaries
of an annulus to produce a torus.
Although both methods are general in scope, relatively
few closed form examples are yet known. The only exam-
ple treated in [2] was Gaussian averaging; this remained
∗
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the only known example until quite recently, when three
infinite families of examples were discovered [6]. In this
note we document some further examples in which closed
form results may be obtained using the moment gener-
ating function approach. To be precise, let T (u) be a
chiral component of the stress energy tensor of a unitary
positive energy CFT in 1 + 1 dimensions, with central
charge c. (Relevant background on CFT may be found
in [6, 9] and references therein.) Then we will determine
the probability distribution for measurements of the local
average
T (f) :=
∫ ∞
−∞
T (u)f(u) du (1)
made in the vacuum state, for test functions f belong-
ing to two infinite families. One family is based on the
Gaussian function
fa,b(u) = γu
2ae−bu
2
, a ∈ N0, b > 0, (2)
where γ is a normalisation factor, while the other is based
on the Lorentzian function
gn,a,b(u) =
Cu2a
(b2 + u2)n
, a, n ∈ N0, 0 ≤ a < n, b > 0,
(3)
where C is again a normalisation constant. The case
a = 0 of each family is known from previous work [2, 6].
We also study half-line variants of these test functions in
the cases a ≥ 1. Remarkably, in all these cases, the prob-
ability distribution takes the same general form, namely
a shifted Gamma distribution with the probability den-
sity function
P (ω) = Θ(ω + σ)
βα(ω + σ)α−1
Γ(α)
e−β(ω+σ), (4)
where Θ is the Heaviside function, and the parameters
α, β, σ are determined by the central charge and the pa-
rameters of the averaging function. Owing to the Heav-
iside function, the distribution is supported in [−σ,∞)
where −σ is known on general grounds [2] to equal the
optimal quantum energy inequality (QEI) bound [9] that
constrains the expectation value of T (f) in (precisely de-
lineated) general states,
〈T (f)〉ψ ≥ −σ = − c
12π
∫ (
d
du
√
f(u)
)2
du. (5)
2The other main features of the distribution function (4)
are the exponential tail and the power-law behaviour as
ω → −σ+, which is an integrable singularity if α ∈ (0, 1)
and regular for α ≥ 1.
We proceed as follows: in Section II we briefly describe
the method of [2], then turning to the families (2) and (3)
in Sections III and IV respectively. An indirect argument
is given in Section V to read off the distributions for half-
line variants.
Given the probability distribution for a single chiral
component of the stress-energy tensor, the distribution
for timelike and spacetime averages of the full stress-
energy tensor may be computed easily. We refer to [2, 10]
for discussion.
II. MOMENT GENERATING FUNCTIONS
We begin by briefly summarising the method of [2].
With T (f) as above, the n’th moment of T (f) in the
vacuum state is
Gn[f ] := 〈Ω|T (f)nΩ〉 , (6)
and the moment generating function is defined by
M [µf ] =
∞∑
n=0
µnGn[f ]
n!
, (7)
and the connected moment generating function is
W [µf ] = logM [µf ]. (8)
In any CFT one has G0[f ] = 1 and G1[f ] = 0. Values
of Gn[f ] for n ≥ 2 may be determined using the Ward
identities in CFT. In particular, one has
G2[f ] = c
8π2
∫
R2
f(u1)f(u2)
(u2 − u1 − i0)4 du1 du2
=
c
48π2
∫ ∞
0
ω3|fˆ(ω)|2dω,
(9)
where fˆ is the Fourier transform
fˆ(ω) =
∫ ∞
−∞
f(t)e−iωt dt. (10)
In [2] (see also [8]) it was shown that the Ward identi-
ties allow one to write the connected moment generating
function as
W [µf ] =
∫ µ
0
(µ− λ)G2[fλ]dλ, (11)
where fλ is a 1-parameter family of functions solving the
flow equation
dfλ
dλ
= fλ ⋆ fλ, f0 = f (12)
where
(f ⋆ f)(u) =
∫
f(w)f ′(u)− f ′(w)f(u)
2π(w − u) dw. (13)
Eq. (12) is a nonlinear integro-differential equation. The
only known closed form solutions require f0 to be a Gaus-
sian [2] or a member of one of two infinite families [6].
This paper will provide infinitely many further exact so-
lutions.
Once the moment generating function is found, the
probability density function is obtained as an inverse
Laplace transform, because
M [µf ] =
∫ ∞
−∞
P (ω)eµωdω. (14)
This may be performed by inspection in certain cases.
In particular, the shifted Gamma distribution (4) has
moment generating function
M(µ) =
(
1− µ
β
)−α
e−µσ, (15)
and connected moment generating function
W (µ) = α log
(
β
β − µ
)
− µσ. (16)
The moment generating function is of this form if and
only if
G2[fλ] = α
(β − λ)2 (17)
and σ = α/β.
It is important to note that the moments of a shifted
Gamma distribution grow sufficiently slowly that the mo-
ment generating function uniquely determines the prob-
ability distribution, as a consequence of the Hamburger
moment theorem. See [2] for discussion and references.
III. MODIFIED GAUSSIAN FUNCTIONS
We now apply the method described Sec. II to the mod-
ified Gaussian functions (2), fixing the normalisation pa-
rameter γ so that fa has unit integral,
γ =
ba+
1
2
Γ
(
a+ 12
) . (18)
For the most part of this section we fix a ∈ N0 and b > 0
and drop the subscripts from fa,b to lighten the notation.
Starting with the derivative
f ′(x) = 2γx2ae−bx
2
(
a− bx2
x
)
= 2
(
a− bx2
x
)
f(x),
(19)
3we calculate (f ⋆ f)(u), beginning with the integrand
f ′(u)f(w)− f ′(w)f(u)
2π(w − u) =
a+ buw
πuw
f(u)f(w). (20)
Noting that the term proportional to a is odd in w, inte-
gration over R yields
(f ⋆ f)(u) =
u2ae−bu
2
bγ2
π
∫ ∞
−∞
w2ae−bw
2
dw =
bf(u)
π
,
(21)
where we have used the definition of f and the fact that
it has unit integral. To solve the flow equation (12) we
now make the ansatz
fλ(u) = A(λ)f(u), (22)
as used in [2], whereupon the flow equation reduces to
the differential equation
dA(λ)
dλ
=
A(λ)2b
π
, A(0) = 1. (23)
Solving, we find
A(λ) =
π
π − bλ . (24)
Now that we have solved the flow equation,W [µf ] may
be calculated easily because G2[fλ] = A(λ)2G2[f ] has the
general form (17). Restoring the subscripts a, b, the mo-
ment generating function is a shifted Gamma distribution
with parameters
αa,b =
π2G2[fa,b]
b2
, βa,b =
π
b
, σa,b =
α
β
. (25)
It remains to compute G2[fa,b], for which we first com-
pute the Fourier transform
fˆa,b(ω) = (−1)a e
−ω2/(4b)√π
22aΓ
(
a+ 12
)H2a
(
ω
2
√
b
)
, (26)
using [11, §18.10.10] and the fact that the Hermite poly-
nomial H2a is even. With this we then obtain
G2[fa,b] =
c
∫∞
0
ω3e−
ω
2
2b H2a
(
ω
2
√
b
)2
dω
3 · 24(a+1)πΓ(a+ 12)2
. (27)
To evaluate this expression, we use a generating function
argument, using the formula
e−2z
2
∞∑
n=0
(x/2)n
n!
Hn(z)
2 =
e−2z
2/(1+x)
√
1− x2 , (28)
which follows from [12, §10.13(22)], and implies
∞∑
n=0
(x/2)n
n!
∫ ∞
0
ω3e−
ω
2
2b Hn
(
ω
2
√
b
)2
dω
=
2b2(1 + x)2√
1− x2
= 2b2
(
1 + 2x+ x2
) ∞∑
k=0
(2k − 1)!!
2kk!
x2k.
(29)
Comparing coefficients of x2a, we eventually reach the
final expression
G2[fa,b] = cb
2(4a− 1)
24π2(2a− 1) . (30)
Using (25), we conclude that the probability distribu-
tion of measurements of T (fa,b) in the vacuum state has
a shifted Gamma probability density function (4) with
parameters
αa,b =
c(4a− 1)
24(2a− 1) , βa,b =
π
b
, σa,b =
cb(4a− 1)
24π(2a− 1) .
(31)
As a consistency check, the value of σa,b, the lower bound
of the distribution, can then be compared against the
optimal QEI bound (5). Noting that
d
dv
√
fa,b(v) =
√
γva−1e−
b
2
v2(a− bv2), (32)
consistency requires that
σa,b =
cγ
6π
∫ ∞
0
v2a−2e−bv
2
(a− bv2)2dv, (33)
and a routine calculation with Gamma functions confirms
that this is indeed the case, as it should be on general
grounds [2]. A further consistency check is that the a = 0
special case reproduces the example given in [2].
IV. MODIFIED LORENTZIAN
Our second family of test functions is the modified
Lorentzian functions given in (3). Proceeding as before,
we suppress the subscripts a, b and n for the most part.
We also make an ansatz similar to that used in [6], defin-
ing gλ by replacing b by bλ in (3), with b0 = b, and leaving
C fixed. The derivative of this test function is
g′λ(u) =
2Cu2a−1
(b2λ + u
2)n+1
(
ab2λ + u
2(a− n)
)
(34)
and a calculation gives
g′λ(u)gλ(w)− g′λ(w)gλ(u)
w − u
=
2n(Cbλ)
2(uw)2a
(b2λ + u
2)n+1(b2λ + w
2)n+1
+ terms odd in w.
(35)
Integrating and dividing by (2π),
(gλ ⋆ gλ)(u) =
C˜nb
2(a−n)+1
λ gλ(u)
b2λ + u
2
, (36)
where
C˜ =
C
π
∫ ∞
−∞
x2a
(1 + x2)n+1
dx =
C
π
B
(
a+ 12 , n− a− 12
)
(37)
4on using identity [13, 3.251] for the beta function. The
same identity may be used to determine the value of C
so that g0 has unit integral, namely
C =
b2n−2a−10
B(a+ 12 , n− a− 12 )
, (38)
in which case
C˜ =
b
2(n−a)−1
0 (2(n− a)− 1)
2nπ
(39)
on simplifying the ratio of Beta functions.
On the other hand, the derivative with respect to λ is
dgλ(u)
dλ
= −2nbλgλ(u)
b2λ + u
2
dbλ
dλ
, (40)
so the flow equation reduces to
b
2(n−a)
λ
dbλ
dλ
= − C˜
2
= −b
2(n−a)−1
0 (2(n− a)− 1)
4nπ
, (41)
which has unique solution
bλ = b0
(
1− 4(n− a)
2 − 1
4nπb20
λ
) 1
2n−2a+1
, (42)
completing the solution of the flow equation.
The next step is to compute G2[gλ], facilitated by the
observation that
gλ(u) = (bλ/b0)
2(a−n)g0(ub0/bλ), (43)
giving
G2[gλ] = G2[g0](bλ/b0)4(a−n)−2
= G2[g0]
(
4nπb20
4nπb20 − (4(n− a)2 − 1)λ
)2
,
(44)
which is of the form (17).
Consequently, it is clear that the probability distribu-
tion will again be a shifted Gamma distribution. One
of the three parameters is already known, namely (on
reinstating the n, a, b subscripts)
βn,a,b =
4nπb2
4(n− a)2 − 1 (45)
while αn,a,b = G2[gn,a,b]β2 and σn,a,b = αn,a,b/βn,a,b.
Rather than computing G2[gn,a,b] directly, we obtain the
parameter σn,a,b from the optimal QEI bound. This
given by
σn,a,b =
cC
12π
∫ ∞
−∞
(
d
dv
√
gn,a(v)
)2
dv,
=
cC
12π
∫ ∞
0
va−
3
2 (av − nv + a)2(v + 1)−n−2dv,
=
c(1− 2n+ 2a)(4a2 − 4an− 4a+ n)
48π(2a− 1)(n+ 1)b2 .
(46)
Thus
αn,a,b =
cn(4a2 − 4an− 4a+ n)
12(2a− 2n− 1)(n+ 1)(2a− 1) . (47)
Equations (45), (46) and (47) give the three parameters
of the shifted Gamma distribution for this family of test
functions. Again, the special case a = 0 reduces to a
known example [6].
In passing we note that consistency between the two
formulae for σn,a,b (and then setting b = 1) indirectly
proves the identity,
∫ ∞
0
k3
(F [u2a/(1 + u2)n](k))2 dk
= − (4(n− a)
2 − 1)2(4a2 − 4an− 4a+ n)
4(2(n− a) + 1)n(n+ 1)(2a− 1)
×B (a+ 12 , n− a− 12)2 ,
(48)
where F denotes Fourier transformation and in this case
is (cf. [12, 7.12(27)] for the a = 0 case)
F [u2a/(1 + u2)n](k)
= (−1)a 2
√
π
(n− 1)!
d2a
dk2a
(k/2)n−1/2Kn−1/2(k),
(49)
whereKν denotes a modified Bessel function. We have no
independent proof for the identity (48), but have tested
it in a number of cases (all 0 ≤ a < n, 1 ≤ n ≤ 10). The
case a = 0 was implicitly established in [6] for arbitrary
n ≥ 1.
V. HALF-SIDED VARIANTS
When the parameter a is at least 1, both fa,b and gn,a,b
vanish to at least quadratic order at the origin. As we will
show, this is sufficient for the two halves of the real line
to decouple. Consequently we find a simple derivation for
the probability distribution of half-line versions of these
averaging functions.
Our argument is based on the Virasoro relations, which
imply that
−i[T (g), T (h)] = T (gh′ − g′h)
+
c
24π
∫ ∞
−∞
g′′′(u)h(u) du.
(50)
Let f be one of the test functions studied above, with
a ≥ 1, and define
g(u) = Θ(u)f(u), h(u) = Θ(−u)f(u). (51)
Then one may check that both gh′− g′h and g′′′h vanish
identically, so that T (f) may be expressed as the sum
of two commuting operators (see the end of this section
for a remark on the validity of this step). Therefore the
probability distribution associated with T (f) should be
5the convolution of the distributions associated with T (g)
and T (h). But as h is simply the reflection of g in the
origin, these distributions are the same. We conclude
that the probability density function for f is the convo-
lution square of the probability density function for g, or
conversely, that the probability density function for g is
a convolution square root of that for f . As the shifted
Gamma distribution is (infinitely) divisible, this implies
that the distribution for g is again a shifted Gamma dis-
tribution, with parameters α and σ divided by two and
β unchanged.
Summarising, we have argued that energy density av-
erage against the family
f˜a,b(u) = γΘ(u)u
2ae−bu
2
, a ∈ N>0, b > 0, (52)
where γ is the same normalisation factor as in Eq. (18) (so
f˜a,b has total integral
1
2 ) correspond to shifted Gamma
distributions with parameters
α˜a,b =
c(4a− 1)
48(2a− 1) , β˜a,b =
π
b
, σ˜a,b =
cb(4a− 1)
48π(2a− 1) .
(53)
Similarly, averages against the family
gn,a,b(u) =
CΘ(u)u2a
(b2 + u2)n
, a, n ∈ N, 1 ≤ a < n, b > 0,
(54)
with C as in Eq. (38), correspond to shifted Gamma dis-
tributions with parameters
α˜n,a,b =
cn(4a2 − 4an− 4a+ n)
24(2a− 2n− 1)(n+ 1)(2a− 1)
β˜n,a,b =
4nπb2
4(n− a)2 − 1
σ˜n,a,b =
c(1− 2n+ 2a)(4a2 − 4an− 4a+ n)
96π(2a− 1)(n+ 1)b2 .
(55)
It would be interesting to confirm these results by direct
solutions of the flow equation, but we do not pursue this
here.
To close we note that our argument depended on an
extension of the Virasoro relations (50) to non-smooth
test functions, so some care is needed. The argument is
rigorously valid for a ≥ 3 at least, because then g, h are
at least four times continuously differentiable (see [14] for
rigorous proofs; more recent work in a similar direction is
presented in [15, 16]). It is a reasonable conjecture that
the overall result holds for a = 2 (and perhaps even a = 1
as well) and this is supported by numerical evidence to
be reported elsewhere.
VI. CONCLUDING REMARKS
We have described four new infinite families of aver-
aging functions for which the probability distribution of
the vacuum CFT energy density may be computed in
closed form. In all these examples – like those previ-
ously obtained in [2, 6] by the moment generating func-
tion method – the result is a shifted Gamma distribution.
While it is known that this cannot be the distribution in
all cases, these results suggest that there is a large distin-
guished class of averaging functions for which this is the
case. Understanding this may help to cast light on the
problem of finding general solutions to the flow equation,
and related issues, such as the relationship between the
moment generating function method and the conformal
welding method, which is currently unclear.
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