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The purpose of this note is to demonstrate an equivalence between two
classes of objects: the stationary Schro¨dinger equation on the one hand, and
the “bicycle tracks” on the other. We begin with the description of the latter.
A (very) idealized model of a bicycle, shown in Figure 1, is a segment
RF of constant length which is allowed to move in the plane as follows:
the path of the “front” F is prescribed, while the velocity of the “rear” R is
constrained to the line RF : the “rear wheel” does not sideslip. If (X(t), Y (t))
Figure 1: An idealized bike. In this example F travels along an arc of a sine
curve.
is a parametric representation of the motion of F then the angle θ between
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RF and the x–axis in the plane satisfies the differential equation
θ˙ = Y˙ cos θ − X˙ sin θ, (1)
expressing the fact that infinitesimal displacement of R is aligned with the
direction eiθ of the segment.
Some examples of tracks are given in Figure 2.
Figure 2: The path traced out by the rear wheel as the front wheel repeatedly
traverses a closed curve.
A very brief history. The idealized “bike” of Figure 1 has been studied
since the second half of 19th century (see [5] and references therein), and
up to the present time ([5, 11]). It was observed that the “bike” arises as
an asymptotic limit of a system describing a particle in a rapidly oscillating
potential; it is interesting that the nonholonomic “bike” is a singular limit of
a holonomic system (the details can be found in [12], and in [10]).
Stationary Schro¨dinger’s equation
x¨+ p(t)x = 0 (2)
is a classical object of mathematical physics, arising in many settings in
mathematics, physics and engineering. This system has been studied for
nearly two centuries. Known also as Hill’s equation, it comes up in studying
the spectrum of hydrogen atom, in celestial mechanics [18], in particle ac-
celerators [23], in forced vibrations, in wave propagation, and in many more
problems. Hill’s operator deforms isospectrally when its potential evolves
under the Korteweg–de Vries(KdV) equation, thus providing an explanation
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of complete integrability of the latter [15], [8], [16]. The 1989 Nobel Prize
in physics was awarded to W. Paul for his invention of an electromagnetic
trap, now called the Paul trap, used to suspend charged particles. The math-
ematical substance of Paul’s discovery amounts to an observation on Hill’s
equation, as expained in Paul’s Nobel lecture [17]. Incidentally, [9] con-
tains a geometrical explanation, as an alternative to Paul’s analytical one,
of why the trap works. Stability of the famous Kapitsa pendulum [1, 7] is
also explained by the properties of Hill’s equation (Stephenson gave an ex-
perimental demonstration of stability of the so–called Kapitsa pendulum in
1908 [19], about half a century before Kapitsa’s paper). The long history of
Hill’s equation is reflected in the rich body of classical literature of the 18th
and 19th centuries on the eigenfunctions of special second order equations
(polynomials of Lagrange, Laguerre, Chebyshev, Airy’s function, etc.), to the
more recent work on inverse scattering and on geometry of “Arnold tongues”
[20, 6, 2, 13, 21, 22, 14, 16, 4, 3], [13], [2], [21, 22].
1 The main result
Theorem 1 Let a Schro¨dinger potential p(t) in (2) be given. We associate
with p the front wheel path (X(t), Y (t)) as follows: defining
ϕ(t) = t+
∫ t
0
p(s) ds, (3)
we set {
X(t) = −
∫ t
0
(1− p(τ)) sinϕ(τ) dτ
Y (t) =
∫ t
0
(1− p(τ)) cosϕ(τ) dτ.
(4)
If the potential p and the path (X, Y ) are thus related, then the two prob-
lems: the corresponding Schro¨dinger equation (2) and the bike problem (1)
are equivalent in the sense that
θ = 2 arg(x+ ix˙) + ϕ, (5)
where ϕ is given by (3).1
Figure 3 shows paths corresponding to various potentials.
1More precisely, if (5) holds for t = 0, then it holds for all t.
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Figure 3: Front wheel paths representing different potentials. The top left
corresponds to the solitary wave of the KdV. The remaining ones are gen-
erated by various trigonometric potentials. Alternatively, these paths are
trajectories of the particle subject to the “magnetic” force (7) with different
prescribed speeds v = v(t).
1.1 A reformulation of the main result.
The track (4) can be thought of as the path of a particle subject to a strange
magnetic–like force defined in the next paragraph.
A pseudo–magnetic force Let v = v(t) be a given function of time, and
consider a point mass m = 1 moving in the plane with speed v and subject
to normal acceleration due to the following magnetic–like force:
F = a⊥ = i (2− v)v (6)
acting normal to the velocity v. Note that the tangential velocity v is pre-
scribed (one can imagine a tangential force acting on the particle in addition
to the normal force (6)), and that the normal acceleration is slaved to v.
We allow v to change sign, so that v = ±|v|; if v changes sign, the particle
reverses the direction of motion, as illustrated in Figure 4.
The main result can now be reformulated as follows.
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Figure 4: Trajectory of a particle subject to force (6) with v prescribed. At
the cusp v changes sign.
Theorem 2 Consider the Schro¨dinger equation (2) with potential p(t). De-
fine
v(t) = 1− p(t), (7)
and let (X(t), Y (t)) be a path of the “magnetic” particle defined in the preced-
ing paragraph. Then the Schro¨dinger equation (2) and the bike problem (1)
are equivalent, i.e. they transform into one another via the transformation
θ = 2 arg(x+ ix˙) + ϕ, (8)
where ϕ = t+
∫ t
0
p(τ) dτ .
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2 Proofs.
Proof of Theorem 1. We begin by writing the Schro¨diner equation (2) as
a system {
x˙ = y
y˙ = −p(t)x
(9)
or in matrix form
z˙ = P (t)z, with P =
(
0 1
−p 0
)
. (10)
The main point of the proof is to observe that Schro¨diner equation (10) in
a rotating frame becomes equivalent to the Ricatti equation for the bicycle.
To make this precise, let
ψ = ψ(t) = −
1
2
(
t +
∫ t
0
p(τ)dτ
)
; (11)
note that x˙ψ is half the curl of the vector field in (10), i.e. the average
angular velocity of the vector field around the origin. Introduce the rotation
through angle ψ:
R = R(t) =
(
cosψ − sinψ
sinψ cosψ
)
. (12)
To rewrite the Schro¨dinger equation (10) in the rotating frame we intro-
duce the new variable w via
z = Rψw. (13)
We obtain a new system equivalent to (10):
w˙ = (R−1PR− R−1R˙)w. (14)
A computation confirms the expectation that coefficient matrix of this sys-
tem should be symmetric (since we cancelled angular velocity) and traceless
(since the transformation is area–preserving and since the original matrix
was traceless):
R−1PR− R−1R˙ =
(
r s
s −r
)
, (15)
where
r = 1
2
(1− p) sin 2ψ
s = 1
2
(1− p) cos 2ψ.
(16)
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According to (13), we have
arg(x+ iy) = argw + ψ, (17)
and we now show that θ = 2 argw satisfies the bicycle equation (1); this
would complete the proof. Indeed, then (17) would become
arg(x+ iy) =
1
2
θ + ψ, or θ = 2 arg z − 2ψ,
which indeed coincides with (5) since −2ψ = ϕ according to (11) and (3).
To derive the equation for argw the we write our system (14)-(15) for w
explicitly: {
u˙ = ru+ sv
v˙ = su− rv,
(18)
and let ŵ = argw = arg(u+ iv).2 Now
d
dt
ŵ =
v˙u− u˙v
u2 + v2
(18)
=
su2 − 2ruv − sv2
u2 + v2
,
so that
d
dt
ŵ = s cos2 ŵ − 2r cos ŵ sin ŵ − s sin2 ŵ
This can be rewritten in terms of double angle 2ŵ as follows:
d
dt
(2ŵ) = 2s cos 2ŵ − 2r sin 2ŵ. (19)
This ODE is identical to the the bicycle equation:
θ˙ = Y˙ cos θ − X˙ sin θ
provided we set
X˙ = 2r, Y˙ = 2s,
or, recalling the definition (16) of r and s, provided
X˙ = (1− p) sin 2ψ = −(1− p) sinϕ,
Y˙ = (1− p) cos 2ψ = (1− p) cosϕ.
(20)
2the wedge in ŵ reminds of the angle.
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We conclude that θ = 2ŵ in the sense that both angles satisfy the same
differential equation provided we define X, Y by (20) or (4). This completes
the proof. ♦
Proof of Theorem 2. Consider the motion (X(t), Y (t)) given by (4). The
velocity of this motion {
X˙ = −(1− p(t)) sinϕ
Y˙ = (1− p(t)) cosϕ
(21)
The speed v = 1 − p is in the direction ϕ + pi/2 if 1 − p > 0 and in the
opposite direction if 1− p < 0. The angular velocity of this motion is
ω = ϕ˙ = 1 + p,
and thus the normal acceleration
a⊥ = ωv.
But
ω = 1 + p
(7)
= 1 + (1− v) = 2− v,
so that a⊥ = v(2− v). ♦
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