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Abstract
The purpose of this paper is to investigate differential properties of a class of set-valued maps and gap functions involving Minty
vector variational inequalities. Relationships between their contingent derivatives are discussed. An explicit expression of the
contingent derivative for the class of set-valued maps is established. Optimality conditions of solutions for Minty vector variational
inequalities are obtained.
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1. Introduction
The vector variational inequality (for short, VVI) or the weak vector variational inequality (for short, WVVI), has
been of great interest in the academic and professional communities ever since the path-breaking paper [9] in the early
eighties. Enormous results on existences (see [2,5,11,16]) and stabilities (see [6,14]) have been obtained. There have
been some applications to be found in vector traffic equilibrium problems (see [4,7,10]).
It is well known that the concept of gap functions is very important for the study of VVI. Until now, there have
been two methods to be used for introducing gap functions for VVI. Yang and Yao [18] defined gap functions for VVI
problems as real-valued functions (also see [19]). From the vector optimization point of view, Chen et al. [3] defined
gap functions for VVI problems as set-valued maps (also see [12]). Furthermore, under some suitable coerciveness
conditions, Li et al. [15] discussed the differential and sensitivity properties of the set-valued gap functions defined in
[3] for VVI problems. They also obtained an explicit expression of the contingent derivative for a class of set-valued
maps, and some optimality conditions for VVI and WVVI by virtue of the gap functions.
Recently, there have been some results obtained for Minty vector variational inequality (for short, MVVI) and
Minty weak vector variational inequality (for short, MWVVI). In [8], Giannessi investigated some relationships be-
tween the solutions of (MWVVI) MVVI problems and the (weakly) efficient solutions of vector optimization problems
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MVVI problems and VVI problems under suitable regularity assumptions. Simultaneously, he introduced a real-
valued gap function for MVVI by virtue of positive linear continuous functionals.
Motivated by the work reported in [3,8,15], we introduce a Φ-contingent cone, which is a generalization of the
Bouligand contingent cone, and obtain an explicit expression of the contingent derivative for a class of set-valued maps
without any coerciveness condition. Following [3], we define gap functions for MVVI and MWVVI as set-valued
maps, respectively. Then we investigate sensitivity properties of the gap functions and obtain necessary optimality
conditions for MVVI and MWVVI without any coerciveness condition, respectively.
The rest of the paper is organized as follows. In Section 2, we first recall the contingent and adjacent derivatives
introduced in [1]. Then, we introduce Φ-contingent and Φ-adjacent cones, and discuss some properties of the two
cones. In Section 3, we obtain an explicit expression of the contingent derivative for a class of set-valued maps. In
Section 4, we first introduce gap functions for MVVI and MWVVI, respectively. Then, we discuss some relationships
between contingent derivatives of the class of set-valued maps and contingent derivatives of the gap functions. In
Section 5, we investigate optimality conditions for the solutions of MVVI and MWVVI, respectively.
2. Mathematical preliminaries
Throughout this paper, let L(Rn,Rm) be the set of all linear continuous operators from Rn to Rm. The symbol 0Rm
denotes the origin of Rm. For any l ∈ L(Rn,Rm), we introduce the norm
‖l‖L = sup
{∥∥l(x)∥∥ | ‖x‖ 1}.
Since Rm is finite dimensional, the Banach space L(Rn,Rm), equipped with the above norm, is also finite dimensional.
Definition 2.1. Let F :Rn → L(Rn,Rm) be a vector-valued function. F is said to be Fréchet differentiable at x0 if
and only if there exists a linear continuous operator Ψ :Rn → L(Rn,Rm), such that
lim
x→x0
‖F(x) − F(x0) −Ψ (x − x0)‖
‖x − x0‖ = 0. (1)
Obviously, Ψ is unique. We denote the derivative Ψ of F at x0 by ∇F(x0). If, for any x ∈ Rn, F is Fréchet differen-
tiable at x, F is said to be Fréchet differentiable on Rn. Therefore, ∇F(·) :Rn → L(Rn,L(Rn,Rm)) is a vector-valued
function, where L(Rn,L(Rn,Rm)) denotes the set of all linear continuous operators from Rn to L(Rn,Rm). F is said
to be continuously differentiable at x0, iff ∇F(·) is continuous at x0. Clearly, if F is continuously differentiable at x0,
then, in a neighborhood of x0, we have Taylor polynomial
F(x0 + x) = F(x0) + ∇F(x0)x + o(x),
where o(x) denotes the remainder term of Taylor polynomial with ‖o(x)‖L/‖x‖ → 0.
Definition 2.2. Let S be a cone with nonempty interior intS and A be a subset of Rm. MaxS(A) and MaxintS(A) are
said to be the set of the maximum points of A and the set of the weakly maximum points of A, respectively, iff
MaxS(A) :=
{
a ∈ A | a′ ∈ A s.t. a′ − a ∈ S\{0Rm}
}
and
MaxintS(A) :=
{
a ∈ A | a′ ∈ A s.t. a′ − a ∈ intS}.
Now, we recall the concepts of Bouligand contingent cone and adjacent cone, and the definitions of contingent
derivative and adjacent derivative of a set-valued map.
Definition 2.3. (See [1].) Let R+ = {x ∈ R | x  0}. Consider a nonempty subset C of Rn and xˆ ∈ C.
(i) The set T (C, xˆ) is called a contingent cone (also known as Bouligand contingent cone) to C at xˆ, iff, for any
x ∈ T (C, xˆ), there exist sequences {xn} ⊂ Rn and {hn} ⊂ R+\{0} such that xn → x, hn → 0, and for all n,
xˆ + hnxn ∈ C;
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such that hn → 0, there exists a sequence {xn} ⊂ Rn such that xn → x and for all n, xˆ + hnxn ∈ C;
(iii) C is derivable at xˆ iff T b(C, xˆ) = T (C, xˆ).
Definition 2.4. (See [1].) Consider a set-valued map G from Rn to Rm. Denote by graphG = {(x, y) ∈ Rn ×Rm | y ∈
G(x)} the graph of G. The set-valued maps DG(xˆ, yˆ) and DbG(xˆ, yˆ) from Rn to Rm defined by
graphDG(xˆ, yˆ) = T (graphG,(xˆ, yˆ))
and
graphDbG(xˆ, yˆ) = T b(graphG,(xˆ, yˆ))
are called the contingent derivative of G at (xˆ, yˆ) and the adjacent derivative of G at (xˆ, yˆ), respectively.
The following example shows that the contingent derivative DG(xˆ, yˆ) and the adjacent derivative DbG(xˆ, yˆ) may
be different.
Example 2.1. Denote byN the set of positive integers and let J := {− 1
n
| n ∈N }. Consider a set-valued map G :R →
2R defined by
G(x) =
{
x +R+ if x  0,
−x if x ∈ J,
∅ if x < 0 and x /∈ J.
Let (xˆ, yˆ) = (0,0) ∈ graphG. Then, we have
T
(
graphG,(xˆ, yˆ)
)= ⋃
x∈R+
(
(x, x + R+) ∪ (−x, x)
)
and
T b
(
graphG,(xˆ, yˆ)
)= ⋃
x∈R+
(x, x +R+).
Thus, by Definition 2.4, when x  0, DG(xˆ, yˆ)(x) = DbG(xˆ, yˆ)(x) = x+R+. However, when x < 0, DG(xˆ, yˆ)(x) =
−x but DbG(xˆ, yˆ)(x) = ∅.
Now, we introduce the following concept.
Definition 2.5. Let C be a nonempty subset of Rn and xˆ ∈ C. Consider a vector-valued map Φ :Rn → Rm.
(i) The set TΦ(C, xˆ) ⊂ Rm is called a Φ-contingent cone to C at xˆ, iff, for any y ∈ TΦ(C, xˆ), there exist sequences
{xn} ⊂ C and {hn} ⊂ R+\{0} such that xn → xˆ, hn → 0 and Φ(xn)−Φ(xˆ)hn → y;
(ii) The set T bΦ(C, xˆ) ⊂ Rm is called a Φ-adjacent cone to C at xˆ, iff, for any y ∈ T bΦ(C, xˆ) and any sequence
{hn} ⊂ R+\{0} such that hn → 0, there exists a sequence {xn} ⊂ C such that xn → xˆ and Φ(xn)−Φ(xˆ)hn → y;
(iii) C is Φ-derivable at xˆ iff T bΦ(C, xˆ) = TΦ(C, xˆ).
Remark 2.1. If Φ :Rn → Rn is an identical map, i.e., Φ(x) = x, ∀x ∈ Rn, then, the Φ-contingent cone to C at xˆ
coincides with the contingent cone to C at xˆ. Therefore, the Φ-contingent cone can be considered as a generalization of
the contingent cone defined in Definition 2.3. Similarly, the Φ-adjacent cone can also be considered as a generalization
of the adjacent cone defined in Definition 2.3.
Let Φ be continuously differentiable at xˆ. Then ∇Φ(xˆ)(T (C, xˆ)) ⊂ TΦ(C, xˆ). The converse, however, may not
hold. The following example explains the case.
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Φ :R2 → R such that Φ(x) = x2 − x21 . Then,
∇Φ(xˆ) = (0,1)
and
T (C, xˆ) = {x ∈ R2 | x2  0}.
Thus,
∇Φ(xˆ)(T (C, xˆ))= R+.
However, by directly calculating,
TΦ(C, xˆ) = R.
So,
TΦ(C, xˆ) ⊆ ∇Φ(xˆ)
(
T (C, xˆ)
)
.
By Null(∇Φ(xˆ)) we denote the null space of ∇Φ(xˆ), that is, for any x ∈ Null(∇Φ(xˆ)), ∇Φ(xˆ)(x) = 0Rm . We
have the following result.
Lemma 2.1. Let C be a nonempty subset of Rn and xˆ ∈ C. Consider a vector-valued map Φ :Rn → Rm, which is
continuously differentiable at xˆ. If
Null
(∇Φ(xˆ))∩ T (C, xˆ) = {0Rn}, (2)
then
∇Φ(xˆ)(T (C, xˆ))= TΦ(C, xˆ).
Proof. It is sufficient to prove TΦ(C, xˆ) ⊂ ∇Φ(xˆ)(T (C, xˆ)). Let y ∈ TΦ(C, xˆ). Then by the definition of
Φ-contingent cone, there exist sequences {xn} ⊂ C and {hn} ⊂ R+\{0} such that xn → xˆ, hn → 0 and Φ(xn)−Φ(xˆ)hn→ y. It follows from the differentiability of Φ at xˆ that
Φ(xn) −Φ(xˆ)
hn
= ∇Φ(xˆ)(xn − xˆ) + o(‖xn − xˆ‖)‖xn − xˆ‖
‖xn − xˆ‖
hn
. (3)
Without loss of generality, we can assume that xn−xˆ‖xn−xˆ‖ → y∗ ∈ T (C, xˆ)\{0Rn}. Suppose that there exists a subsequence
{ x′n−xˆ
h′n
} such that ‖x′n−xˆ‖
h′n
→ ∞. Then by (2) and (3), we have ‖Φ(x′n)−Φ(xˆ)‖
h′n
→ ∞, which causes a contradiction. Thus,
there exists M  0 such that for all n,
‖xn − xˆ‖
hn
M.
Without loss of generality, we can assume that xn−xˆ
hn
→ x ∈ T (C, xˆ). By (3), we have
Φ(xn) −Φ(xˆ)
hn
= ∇Φ(xˆ)(xn − xˆ)
hn
+ o(‖xn − xˆ‖)‖xn − xˆ‖
‖xn − xˆ‖
hn
→ ∇Φ(xˆ)(x).
Thus, y = ∇Φ(xˆ)(x) ∈ ∇Φ(xˆ)(T (C, xˆ)). This completes the proof. 
The following example illustrates Lemma 2.1.
Example 2.3. Let C = {x ∈ R2 | −1  x1  1, |x1|  x2  1} and xˆ = (0,0) ∈ C. Consider a vector-valued map
Φ :R2 → R such that Φ(x) = x2 − x21 . Then,
∇Φ(xˆ) = (0,1)
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T (C, xˆ) = {x ∈ R2 | x2  |x1|}.
Naturally, we have
Null
(∇Φ(xˆ))∩ T (C, xˆ) = {(0,0)}
and
TΦ(C, xˆ) = ∇Φ(xˆ)
(
T (C, xˆ)
)= R+.
Lemma 2.2. Assume that C is a nonempty compact subset of Rn and that Φ :Rn → Rm is a continuous vector-valued
map. Let xˆ ∈ C and Λ(xˆ) := {x ∈ C | Φ(x) = Φ(xˆ)}. Then
T
(
Φ(C),Φ(xˆ)
)= ⋃
x¯∈Λ(xˆ)
TΦ(C, x¯).
Proof. Clearly,
⋃
x¯∈Λ(xˆ) TΦ(C, x¯) ⊂ T (Φ(C),Φ(xˆ)). For any given y ∈ T (Φ(C),Φ(xˆ)), by the definition of the con-
tingent cone, there exist sequences {hn} ⊂ R+\{0} and {yn} ⊂ Φ(C) such that hn → 0, yn → Φ(xˆ), and yn−Φ(xˆ)hn → y.
Thus, there exists a sequence {xn} ⊂ C such that Φ(xn) = yn and
Φ(xn) −Φ(xˆ)
hn
→ y. (4)
Since hn → 0, we have Φ(xn) → Φ(xˆ). C being a compact set, without loss of generality, we can assume that xn →
x¯ ∈ C. By the continuity of Φ , we have Φ(x¯) = Φ(xˆ), that is x¯ ∈ Λ(xˆ). Therefore, by (4), we have Φ(xn)−Φ(x¯)
hn
→ y.
Thus, y ∈⋃x¯∈Λ(xˆ) TΦ(C, x¯). This completes the proof. 
3. Differential properties of set-valued maps
In remainder sections, let K be a compact subset of Rn, F :Rn → L(Rn,Rm) be continuous and
G(x) =
⋃
z∈K
〈
F(z), x − z〉.
In this section, we will discuss differential properties of G. Let xˆ ∈ Rn and Fˆ (x) = 〈F(x), xˆ − x〉. If (xˆ, yˆ) ∈
graphG, we can define a nonempty compact subset Ω(xˆ, yˆ) of K by
Ω(xˆ, yˆ) = {x ∈ K | Fˆ (x) = yˆ}.
Theorem 3.1. Let (xˆ, yˆ) ∈ graphG. Then, for x ∈ Dom(DG(xˆ, yˆ)),
DG(xˆ, yˆ)(x) =
⋃
x¯∈Ω(xˆ,yˆ)
(〈
F(x¯), x
〉+ T
Fˆ
(K, x¯)
)
, (5)
where Dom(DG(xˆ, yˆ)) = {x ∈ Rn | DG(xˆ, yˆ)(x) = ∅}, i.e., Dom(DG(xˆ, yˆ)) is the effective domain of the set-valued
map DG(xˆ, yˆ).
Proof. Suppose that x ∈ Dom(DG(xˆ, yˆ)) and y ∈ DG(xˆ, yˆ)(x). Then, there exist sequences {(xn, yn)} ⊂ Rn × Rm
and {hn} ⊂ R+\{0}, such that (xn, yn) → (x, y),hn → 0 and
yˆ + hnyn ∈ G(xˆ + hnxn) =
⋃
z∈K
〈
F(z), xˆ + hnxn − z
〉
.
Therefore, there exists x¯n ∈ K such that
yˆ + hnyn =
〈
F(x¯n), xˆ + hnxn − x¯n
〉
. (6)
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we have yˆ = 〈F(x¯), xˆ − x¯〉, that is x¯ ∈ Ω(xˆ, yˆ). Then it follows from (6) that
〈F(x¯n), xˆ − x¯n〉 − 〈F(x¯), xˆ − x¯〉
hn
= yn −
〈
F(x¯n), xn
〉
,
that is
Fˆ (x¯n) − Fˆ (x¯)
hn
= yn −
〈
F(x¯n), xn
〉
. (7)
Obviously,
lim
n→∞
(
yn −
〈
F(x¯n), xn
〉)= y − 〈F(x¯), x〉. (8)
Then, by (7), (8), and the definition of Fˆ -contingent cone,
y − 〈F(x¯), x〉 ∈ T
Fˆ
(K, x¯).
Thus, we have
y ∈
⋃
x¯∈Ω(xˆ,yˆ)
(〈
F(x¯), x
〉+ T
Fˆ
(K, x¯)
)
.
Conversely, suppose that y = 〈F(x¯), x〉 + y∗, x¯ ∈ Ω(xˆ, yˆ) and y∗ ∈ T
Fˆ
(K, x¯). Thus, there exist sequences {x¯n} ⊂
K and {hn} ⊂ R+\{0} such that x¯n → x¯, hn → 0 and Fˆ (x¯n)−Fˆ (x¯)hn → y∗. Take sequences {xn} ⊂ Rn and {yn} ⊂ Rm
such that xn → x and
yn =
〈
F(x¯n), xn
〉+ 〈F(x¯n), xˆ − x¯n〉 − 〈F(x¯), xˆ − x¯〉
hn
. (9)
It follows from (9) that
yn → y
and
yˆ + hnyn =
〈
F(x¯n), xˆ + hnxn − x¯n
〉 ∈ G(xˆ + hnxn).
Thus, we have
y ∈ DG(xˆ, yˆ)(x),
and this completes the proof. 
Now, we give the following example to illustrate Theorem 3.1.
Example 3.1. Let K = {x ∈ R | −1  x  1}, xˆ = −1 and yˆ = 0. Consider a vector-valued map F :R → R with
F(x) = x2. Then, for any x ∈ R
G(x) =
⋃
z∈K
z2(x − z) = [min{x − 1,0},max{x + 1,0}].
Obviously, (xˆ, yˆ) ∈ graphG and
T
(
graphG,(xˆ, yˆ)
)= ⋃
x∈R
(
x × (x+ − R+)
)
,
where x+ = max{0, x}. Thus, for any x ∈ Dom(DG(xˆ, yˆ)) = R,
DG(xˆ, yˆ)(x) = x+ −R+. (10)
On the other hand, we have
Fˆ (x) = 〈F(x), xˆ − x〉= −x2 − x3
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Ω(xˆ, yˆ) = {−1,0}.
Set x¯1 = −1 and x¯2 = 0. Since Null(∇Fˆ (x¯1)) ∩ T (K, x¯1) = {0}, it follows from Lemma 2.1 that
T
Fˆ
(K, x¯1) = ∇Fˆ (x¯1)
(
T (K, x¯1)
)= −R+.
By Definition 2.5 and directly calculating, we have
T
Fˆ
(K, x¯2) = −R+.
Then, for any x ∈ Dom(DG(xˆ, yˆ)),⋃
x¯∈Ω(xˆ,yˆ)
(〈
F(x¯), x
〉+ T
Fˆ
(K, x¯)
)= (〈F(x¯1), x〉+ TFˆ (K, x¯1))∪ (〈F(x¯2), x〉+ TFˆ (K, x¯2))
= (x −R+) ∪ (0 − R+) = x+ − R+. (11)
Thus, it follows from (10) and (11) that the formula (5) holds.
By Lemma 2.1, we have the following corollary.
Corollary 3.1. Let (xˆ, yˆ) ∈ graphG and F be continuously differentiable. If for any x¯ ∈ Ω(xˆ, yˆ), Null(∇Fˆ (x¯)) ∩
T (K, x¯) = {0Rn}, then for any x ∈ Dom(DG(xˆ, yˆ)),
DG(xˆ, yˆ)(x) =
⋃
x¯∈Ω(xˆ,yˆ)
(〈
F(x¯), x
〉+ ∇Fˆ (x¯)(T (K, x¯))).
Similarly to the proof of Theorem 3.1, we obtain the following theorem.
Theorem 3.2. Let (xˆ, yˆ) ∈ graphG. Then, for x ∈ Dom(DbG(xˆ, yˆ)),
DbG(xˆ, yˆ)(x) =
⋃
x¯∈Ω(xˆ,yˆ)
(〈
F(x¯), x
〉+ T b
Fˆ
(K, x¯)
)
.
Proposition 3.1. Let (xˆ, yˆ) ∈ graphG. If for any x¯ ∈ Ω(xˆ, yˆ), K is Fˆ -derivable at x¯, then, for x ∈ Dom(DG(xˆ, yˆ)),
DG(xˆ, yˆ)(x) = DbG(xˆ, yˆ)(x).
Proof. It follows directly from Theorems 3.1 and 3.2. 
4. Sensitivity properties of gap functions
In remainder sections, let the proper subset S of Rm be a closed cone with nonempty interior. Minty vector varia-
tional inequality (MVVI) is to find x∗ ∈ K such that〈
F(x), x∗ − x〉 /∈ S\{0Rm}, ∀x ∈ K,
and Minty weak vector variational inequality (MWVVI) is to find x∗ ∈ K such that〈
F(x), x∗ − x〉 /∈ intS, ∀x ∈ K.
Following [3], we define gap functions for MVVI and MWVVI as set-valued maps, respectively.
Definition 4.1. Consider two set-valued maps N and W defined from Rn to Rm.
(i) N is said to be a gap function for MVVI iff
(a) 0Rm ∈ N(xˆ) if and only if xˆ solves MVVI;
(b) N(x) ∩ (−S) = {0Rm},∀x ∈ K .
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(a) 0Rm ∈ W(xˆ) if and only if xˆ solves MWVVI;
(b) W(x) ∩ (− intS) = ∅,∀x ∈ K .
Consider set-valued map N :Rn → 2Rm defined by N(x) = MaxS G(x), and set-valued map W :Rn → 2Rm defined
by W(x) = MaxintS G(x). We have the following two theorems.
Theorem 4.1. The set valued map W is a gap function for MWVVI.
Proof. Let 0Rm ∈ W(xˆ), then by the definition of W , we have G(xˆ)∩ intS = ∅. That is, for any x ∈ K , 〈F(x), xˆ−x〉 /∈
intS. Thus, xˆ solves MWVVI. Conversely, if xˆ solves MWVVI, that is for any x ∈ K , 〈F(x), xˆ − x〉 /∈ intS, then
G(xˆ) ∩ intS = ∅. Since 0Rm ∈ G(xˆ), we have 0Rm ∈ W(xˆ).
Let x ∈ K . For any y ∈ W(x), by the definition of W , (y + intS) ∩ G(x) = ∅. Clearly, 0Rm ∈ G(x). Then, 0Rm /∈
y + intS and y /∈ − intS. Thus, we have W(x) ∩ (− intS) = ∅. This completes the proof. 
Theorem 4.2. The set valued map N is a gap function for MVVI.
Proof. Similarly to the proof of Theorem 4.1, this result holds. 
Remark 4.1. Let S = R+ and F :Rn → L(Rn,R1). Then, both MVVI and MWVVI reduce to Minty variational
inequality (for short, MVI) consisting of finding x∗ ∈ K such that〈
F(x), x∗ − x〉 0, ∀x ∈ K.
Thus, the gap functions N and W reduce to
N(x) = W(x) = max
y∈K
{〈
F(y), x − y〉},
which is a gap function for MVI and is also the dual gap function introduced by Marcotte and Zhu [20] for variational
inequality.
In the remainder of this section, we discuss the relationship between contingent derivative DN of N and contingent
derivative DG of G as well as between DW of W and DG of G.
Theorem 4.3. Let (xˆ, yˆ) ∈ graphW . Assume that for any x¯ ∈ Ω(xˆ, yˆ), K is Fˆ -derivable at x¯. Then, for x ∈
Dom(DW(xˆ, yˆ)),
DW(xˆ, yˆ)(x) ⊆ MaxintS DG(xˆ, yˆ)(x).
Proof. Let y ∈ DW(xˆ, yˆ)(x). Clearly, y ∈ DG(xˆ, yˆ)(x). If we assume that y /∈ MaxintS DG(xˆ, yˆ)(x), then, there
exists y¯ ∈ DG(xˆ, yˆ)(x), such that
y¯ − y ∈ intS. (12)
Since y ∈ DW(xˆ, yˆ)(x), there exist sequences {(xn, yn)} ⊂ Rn × Rm and {hn} ⊂ R+\{0} such that (xn, yn) →
(x, y), hn → 0 and
yˆ + hnyn ∈ W(xˆ + hnxn), ∀n. (13)
By Proposition 3.1, DG(xˆ, yˆ)(x) = DbG(xˆ, yˆ)(x), and hence y¯ ∈ DbG(xˆ, yˆ)(x). Then, for the above given sequence
{hn} ⊂ R+\{0}, there exists a sequence {(x¯n, y¯n)} ⊂ Rn × Rm such that (x¯n, y¯n) → (x, y¯) and for all n,
yˆ + hny¯n ∈ G(xˆ + hnx¯n), ∀n.
Thus, there exists x′n ∈ K such that
yˆ + hny¯n =
〈
F(x′n), xˆ + hnx¯n − x′n
〉
.
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yˆ + hn
(
y¯n −
〈
F(x′n), x¯n − xn
〉)= 〈F(x′n), xˆ + hnxn − x′n〉 ∈ G(xˆ + hnxn). (14)
Set
α(n) = 〈F(x′n), x¯n − xn〉.
Then, by (14), we have
yˆ + hn
(
y¯n − α(n)
) ∈ G(xˆ + hnxn).
By (13) and the definition of W , we have(
yˆ + hn
(
y¯n − α(n)
))− (yˆ + hnyn) /∈ intS,
and
y¯n − α(n) − yn /∈ intS.
Since (x¯n − xn) → 0Rn , we have α(n) → 0Rm . Then, we have
y¯ − y /∈ intS,
which contradicts (12) and this completes the proof. 
The following example illustrates Theorem 4.3.
Example 4.1. Let K,F, xˆ, yˆ be given in Example 3.1 and S = R+. Then for any x ∈ R,
W(x) = MaxintS G(x) = max{x + 1,0}.
Obviously, (xˆ, yˆ) ∈ graphW and for any x¯ ∈ Ω(xˆ, yˆ), K is Fˆ -derivable at x¯. By directly calculating, for any x ∈
Dom(DW(xˆ, yˆ)) = R, we have
DW(xˆ, yˆ)(x) = x+.
It follows from Example 3.1 that for any x ∈ R,
MaxintS DG(xˆ, yˆ)(x) = MaxintS(x+ − R+) = x+.
Thus, DW(xˆ, yˆ)(x) ⊆ MaxintS DG(xˆ, yˆ)(x) holds for any x ∈ Dom(DW(xˆ, yˆ)).
Theorem 4.4. Let (xˆ, yˆ) ∈ graphN . Assume that for any x¯ ∈ Ω(xˆ, yˆ), K is Fˆ -derivable at x¯. Then, for x ∈
Dom(DN(xˆ, yˆ)),
DN(xˆ, yˆ)(x) ⊆ MaxintS DG(xˆ, yˆ)(x).
Proof. Since for any x ∈ Rn,N(x) ⊆ W(x), we have
DN(xˆ, yˆ)(x) ⊆ DW(xˆ, yˆ)(x).
Thus, by Theorem 4.3, the conclusion follows readily. 
Let (G − S)(x) = G(x) − S and (N − S)(x) = N(x) − S. Similarly to the proof of Lemma 4.1 in [15], we obtain
the following lemma.
Lemma 4.1. Let (xˆ, yˆ) ∈ graphN . If
DG(xˆ, yˆ)(0Rn) ∩ S = {0Rm},
then for x ∈ Dom(DG(xˆ, yˆ)),
D(G − S)(xˆ, yˆ)(x) = DG(xˆ, yˆ)(x) − S,
and for x ∈ Dom(DN(xˆ, yˆ)),
D(N − S)(xˆ, yˆ)(x) = DN(xˆ, yˆ)(x) − S.
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Proposition 4.1. Let (xˆ, yˆ) ∈ graphN . If
DG(xˆ, yˆ)(0Rn) ∩ S = {0Rm},
then for x ∈ Dom(DG(xˆ, yˆ)),
MaxS D(G − S)(xˆ, yˆ)(x) = MaxS DG(xˆ, yˆ)(x),
and for x ∈ Dom(DN(xˆ, yˆ)),
MaxS D(N − S)(xˆ, yˆ)(x) = MaxS DN(xˆ, yˆ)(x).
Theorem 4.5. Let (xˆ, yˆ) ∈ graphN . Suppose that the following conditions are satisfied:
(i) DG(xˆ, yˆ)(0Rn) ∩ S = {0Rm};
(ii) for any x¯ ∈ Ω(xˆ, yˆ), K is Fˆ -derivable at x¯.
Then, for x ∈ Dom(DN(xˆ, yˆ)),
MaxS DG(xˆ, yˆ)(x) ⊆ DN(xˆ, yˆ)(x) ⊆ MaxintS DG(xˆ, yˆ)(x). (15)
Proof. By (i) and Proposition 4.1, for x ∈ Dom(DN(xˆ, yˆ)), we have
MaxS DG(xˆ, yˆ)(x) = MaxS D(G − S)(xˆ, yˆ)(x) (16)
and
MaxS DN(xˆ, yˆ)(x) = MaxS D(N − S)(xˆ, yˆ)(x). (17)
K being a compact set, G(x) is also a compact set for any x ∈ Rn. Thus, by Lemma 2.3 in [13], G(x)−S = N(x)−S.
Thus,
MaxS D(G − S)(xˆ, yˆ)(x) = MaxS D(N − S)(xˆ, yˆ)(x). (18)
Obviously,
MaxS DN(xˆ, yˆ)(x) ⊆ DN(xˆ, yˆ)(x),
then, by (16), (17) and (18), we have
MaxS DG(xˆ, yˆ)(x) ⊆ DN(xˆ, yˆ)(x).
On the other hand, by (ii) and Theorem 4.4, we have
DN(xˆ, yˆ)(x) ⊆ MaxintS DG(xˆ, yˆ)(x).
Thus, the result (15) holds and this completes the proof. 
Theorem 4.6. Let (xˆ, yˆ) ∈ graphN . Suppose that the following conditions are satisfied:
(i) there exists a nonempty closed cone S˜ such that S˜\{0Rm} ⊂ intS;
(ii) DG(xˆ, yˆ)(0Rn) ∩ intS = ∅;
(iii) for any x¯ ∈ Ω(xˆ, yˆ), K is Fˆ -derivable at x¯.
Then, for x ∈ Dom(DN(xˆ, yˆ)),
DN(xˆ, yˆ)(x) = DW(xˆ, yˆ)(x) = MaxintS DG(xˆ, yˆ)(x)
= MaxintS
( ⋃
x¯∈Ω(xˆ,yˆ)
(〈
F(x¯), x
〉+ T
Fˆ
(K, x¯)
))
. (19)
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MaxintS DG(xˆ, yˆ)(x) ⊆ DN(xˆ, yˆ)(x).
It follows from (i) and (ii) that
DG(xˆ, yˆ)(0Rn) ∩ S˜ = {0Rm}.
K being a compact set, G(x) is also a compact set for any x ∈ Rn. Thus, by Lemma 2.3 in [13], G(x)− S˜ = N(x)− S˜.
Then, from Proposition 4.1, for x ∈ Dom(DN(xˆ, yˆ)), we have that
Max
S˜
DN(xˆ, yˆ)(x) = Max
S˜
D(N − S˜)(xˆ, yˆ)(x)
= Max
S˜
D(G − S˜)(xˆ, yˆ)(x)
= Max
S˜
DG(xˆ, yˆ)(x).
Since S˜\{0Rm} ⊂ intS,
MaxintS DG(xˆ, yˆ)(x) ⊆ MaxS˜ DG(xˆ, yˆ)(x).
Therefore,
MaxintS DG(xˆ, yˆ)(x) ⊆ MaxS˜ DN(xˆ, yˆ)(x) ⊆ DN(xˆ, yˆ)(x),
and the result (19) holds. 
Remark 4.2. Let S := R+, K be a nonempty compact subset of Rn and F :Rn → L(Rn,R1) be continuous. It follows
from Remark 4.1 that the gap functions N and W are identical and
N(x) = W(x) = max
y∈K
〈
F(y), x − y〉.
Let xˆ ∈ Rn and yˆ = N(xˆ). Since F is continuous and K is a nonempty compact subset of Rn, we have that T
Fˆ
(K, x¯) =
T b
Fˆ
(K, x¯) = −R+,∀x¯ ∈ Ω(xˆ, yˆ). Then, by Theorem 3.1, we get
DG(xˆ, yˆ)(0Rn) = −R+
and
DG(xˆ, yˆ)(0Rn) ∩ intS = ∅.
It follows from Theorem 4.6 that for any d ∈ Dom(DN(xˆ, yˆ)) = Rn,
DN(xˆ, yˆ)(d) = max
x¯∈Ω(xˆ,yˆ)
〈
F(x¯), d
〉
.
On the other hand, since the gap function N is closed and convex on Rn, the directional derivative N ′(xˆ;d) of N at xˆ
in the direction d ∈ Rn exists and is identical with DN(xˆ, yˆ)(d), i.e.,
N ′(xˆ;d) = DN(xˆ, yˆ)(d) = max
x¯∈Ω(xˆ,yˆ)
〈
F(x¯), d
〉
.
Thus, Theorem 4.6 is a generalization of Corollary 3.6 in [21].
Corollary 4.1. Let (xˆ, yˆ) ∈ graphW . Suppose that the following conditions are satisfied:
(i) there exists a nonempty closed cone S˜ such that S˜\{0Rm} ⊂ intS;
(ii) DG(xˆ, yˆ)(0Rn) ∩ intS = ∅;
(iii) for any x¯ ∈ Ω(xˆ, yˆ), K is Fˆ -derivable at x¯.
Then, for x ∈ Dom(DW(xˆ, yˆ)),
DW(xˆ, yˆ)(x) = MaxintS
( ⋃
x¯∈Ω(xˆ,yˆ)
(〈
F(x¯), x
〉+ T
Fˆ
(K, x¯)
))
.
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easy to obtain the converse inclusion. 
5. Optimality conditions for MVVI and MWVVI
In this section, we consider optimality conditions for Minty vector variational inequalities.
Theorem 5.1. Let xˆ ∈ K . If xˆ is solution of MWVVI, then
DG(xˆ,0Rm)(0Rn) ∩ intS = ∅.
Proof. Since xˆ is solution of MWVVI, we have〈
F(x), xˆ − x〉 /∈ intS, ∀x ∈ K,
that is Fˆ (x) /∈ intS,∀x ∈ K . Clearly, Fˆ (xˆ) = 0Rm . Therefore, we have
T
(
Fˆ (K),0Rm
)∩ intS = ∅.
By Lemma 2.2,⋃
x¯∈Ω(xˆ,0Rm)
T
Fˆ
(K, x¯) = T (Fˆ (K),0Rm).
It follows from Theorem 3.1 that
DG(xˆ,0Rm)(0Rn) =
⋃
x¯∈Ω(xˆ,0Rm)
T
Fˆ
(K, x¯).
Thus, this conclusion follows readily. 
Theorem 5.2. Suppose that the following conditions are satisfied:
(i) xˆ is a solution of MWVVI;
(ii) there exists a nonempty closed cone S˜ such that S˜\{0Rm} ⊂ intS;
(iii) for any x¯ ∈ Ω(xˆ,0Rm), K is Fˆ -derivable at x¯.
Then for x ∈ Dom(DW(xˆ,0Rm)),
DW(xˆ,0Rm)(x) = MaxintS DG(xˆ,0Rm)(x) = MaxintS
( ⋃
x¯∈Ω(xˆ,0Rm)
(〈
F(x¯), x
〉+ T
Fˆ
(K, x¯)
))
.
Proof. Since xˆ is a solution of MWVVI, by Definition 4.1, we have 0Rm ∈ W(xˆ). It follows from Theorem 5.1 that
DG(xˆ,0Rm)(0Rn) ∩ intS = ∅.
Thus, by Corollary 4.1, this conclusion follows readily. 
The following example illustrates Theorem 5.2.
Example 5.1. Let K,F, xˆ, yˆ be given in Example 3.1 and S = R+. It is easy to obtain that xˆ is a solution of MWVVI.
Applying Theorem 5.2 and by Example 3.1, for any x ∈ Dom(DW(xˆ,0Rm)) = R, we have
DW(xˆ,0R1)(x) = MaxintS
( ⋃
x¯∈Ω(xˆ,0Rm)
(〈
F(x¯), x
〉+ T
Fˆ
(K, x¯)
))= x+.
Actually, this result has already been obtained in Example 4.1.
398 K.W. Meng, S.J. Li / J. Math. Anal. Appl. 337 (2008) 386–398Theorem 5.3. Suppose that the following conditions are satisfied:
(i) xˆ is a solution of MVVI;
(ii) there exists a nonempty closed cone S˜ such that S˜\{0Rm} ⊂ intS;
(iii) for any x¯ ∈ Ω(xˆ,0Rm), K is Fˆ -derivable at x¯.
Then for x ∈ Dom(DN(xˆ,0Rm)),
DN(xˆ,0Rm)(x) = DW(xˆ,0Rm)(x) = MaxintS DG(xˆ,0Rm)(x)
= MaxintS
( ⋃
x¯∈Ω(xˆ,0Rm)
(〈
F(x¯), x
〉+ T
Fˆ
(K, x¯)
))
.
Proof. Since xˆ is a solution of MVVI, by Definition 4.1, we have 0Rm ∈ N(xˆ). Clearly, xˆ is also a solution of
WMVVI, then it follows from Theorem 5.1 that
DG(xˆ,0Rm)(0Rn) ∩ intS = ∅.
Thus, by Theorem 4.6, this conclusion follows readily. 
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