ABSTRACT In this paper, in order to improve the tracking precision and convergence speed of singular systems with measurement noise in the limited interval, an iterative learning control algorithm with learning gain self-regulation is proposed under the condition of incompletely known model information of the singular systems. The proposed self-regulation learning gain is constructed by using the left multiplication of a diagonal matrix by constant learning gain. The diagonal matrix has consisted of nonlinear functions with self-regulation characteristic according to error amplitude. And, the contraction mapping method is used to prove that the proposed algorithm can make the tracking error converge to a bound as the iterations increase in the limited time interval. The bound is only related to both system parameter and external disturbance. When the external disturbance is completely eliminated and iterations converge to infinite, system output can track precisely the desired trajectory. At the same time, the sufficient condition of the algorithm is derived. Furthermore, the simulation results show the effectiveness of the proposed algorithm.
I. INTRODUCTION
The generalized system is also called the singular system or the differential algebraic equation system. The study on the singular system began in 1970s. Because the singular system can be used to describe a more practical system, recently many scholars in the field of control are interested in control problems of singular systems, and have achieved fruitful results [1] - [6] . From these existing research results, it is not difficult to see that the linear matrix inequality (LMI) method is widely used in the controller design of singular systems. The premise of the application of this method is the accurate model needs to be known in advance. However, there will be various uncertainties and nonlinear factors in real systems. At the same time, the real systems will be affected by various measurement noises. As a result, it is difficult to obtain the accurate model of singular systems. In addition, the LMI conditions for singular systems often
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contain equality constraints or semi-definite LMI, which will be inconvenient to solve LMI.
Iterative learning control (ILC) is suitable for the controlled object with the property of duplicate operating. The main idea of ILC is, under the condition of the unknown system model, to use the previous a cycle or several cycles of tracking error and control information to modify the current control input, and use repeated operations in a limited time interval to achieve the complete tracking of the expected trajectory. The iterative learning control does not need the precise modeling of the system model, while only need the input and output signals of the system. It can deal with high uncertainty and strong nonlinear dynamic system by iterative learning. And the structure of its controller is simple. Therefore, there have been fruitful results [8] - [12] on the iterative learning control, since it was put forward 30 years ago by Arimoto et al. [7] According to the principle of iterative learning control, the iterative learning control can suppress all kinds of repetitive interference signals, but cannot for non-repetitive interference. However, there will always be a variety of non-repetitive interference signals in the actual control system. So, as the iterative learning control is applied in the actual system, the first problem is to solve the robustness. Robustness of the iterative learning control is an important index to evaluate the design of the iterative learning controller. The main research contents in the robustness include non-repetitive desired trajectory [13] , non-repetitive initial conditions [14] , non-repeated uncertain delay [15] , [16] , nonrepetitive disturbances and measurement noises [17] , [18] , and son on. Because the measurement noise in the real system greatly affects the convergence of the iterative learning control algorithm, it has been deeply studied by the scholars in the field of control. For example, the forgetting factor is used to change the learning gain in [19] , which enhances the robustness of the P type iterative learning control algorithm to the measurement noise. In light of a class of continuoustime system with the measurement noise, an iterative learning control algorithm is proposed in [20] , which improves the ability to suppress the noise measurement system by the integral operation with respect to the errors occurred in all previous iterations. However, the algorithm is so complex that it loses the advantage of simpleness of the iterative learning control. A variable gain iterative learning control algorithm is proposed in [21] to improve the tracking accuracy of the nonaffine nonlinear system. The low-pass filter is used to modify the learning gain in [22] , which improves the robustness of the iterative learning control algorithm to the measurement noise. Further, the all-pass filter is used in [23] to correct the iterative learning gain, which can effectively suppress the measurement noise without reducing the convergence speed. However, the method in [23] uses integral and fractional derivative, which makes the design of iterative learning controller complicated. In order to reduce the effect of measurement noise on the tracking accuracy of the system, the iterative learning control algorithm based on the attenuation of the learning gain along the iteration axis is proposed in [24] , [25] , which effectively suppresses the non-repeated measurement noise. Although the two algorithms retain the advantage of simpleness of the iterative learning controller, none of them can adjust the size of the learning gain based on the tracking error. Both of them suppress measurement noise only by learning gain, thereby reducing the convergence speed.
From the above, it can be concluded that the above results are based on the design of the iterative learning controller for the normal system. In contrast, studies on the iterative learning control for singular systems are much inferior. The reason lies in the stability analysis of the singular system, which not only needs to consider its stability but also needs to consider its regularity and causality. And this problem does not appear in the normal system. At present, there are a few literatures on the iterative learning control algorithm for singular systems. For example, the papers in [26] , [27] are for the discrete-time linear singular systems. They use the openloop and closed-loop iterative learning control algorithms with fixed learning gain respectively to achieve the perfect tracking of the system output to the desired trajectory under the condition that the initial state of the system is consistent with the expected initial state. And the sufficient convergence conditions of the two algorithms are given. In [28] , the closedloop D-type iterative learning control algorithm with fixed learning gain is used to solve the output tracking problem of a class of nonlinear singular systems. However, the algorithm still requires the initial state of the system to be consistent with the expected initial state. In order to relax the limitations of initial conditions, the paper in [29] proposes a closed-loop iterative learning control algorithm for discrete-time singular systems with fixed initial migration. The algorithm uses a negative exponential matrix to eliminate the effect of fixed initial offsets, thus shortening the asymptotic tracking time of output to expected trajectory. The paper in [30] gives the convergence condition of the closed loop iterative learning control algorithm for a class of singular systems by using the Frobenius norm. In [31] , the convergence of P type iterative learning control algorithm for a class of singular systems is analyzed. A hybrid type iterative learning control algorithm is proposed in [32] to solve the state tracking problem of a class of discrete singular systems by non-singular transform which decomposes the singular system into normal state equations and algebraic equations. In addition, the paper in [33] proposes iterative learning control algorithm with exponential attenuation learning gain for distributed parameter singular systems and prove the convergence of the algorithm by the L 2 norm, realizing the tracking of actual output to the expected surface.
As it is known, iterative learning control is a data-driven control method. The measurement errors include not only the majority of the model information of the controlled system but also the random measurement noise. From the above literatures, it is known that the researches about the iterative learning control for the singular systems have no consideration of the measurement noise. As mentioned above, iterative learning control uses the tracking error generated by the actual output signal and the desired trajectory to enable the output gradually approach the desired trajectory by constantly correcting the control input. However, it is often disturbed by random measurement noise in the measurement of the output signal. If the tracking error contains this nonrepetitive interference signal, it will affect the convergence of the iterative learning control algorithm by using the tracking error to correct the control input. Especially for the fixed gain open-loop P type iterative control, the non-repetitive measurement noise in the system will be enlarged, which will affect the tracking accuracy of the system, and even the stability of the system. Therefore, in order to compensate for the shortcomings such that the open-loop fixed learning gain iterative learning control can not suppress the measurement noise and the tracking accuracy is low, the paper puts forward a novel iterative learning control algorithm with self-regulation learning gain for the singular systems with measurement noise under the condition of incompletely known model information.
In detail we design nonlinear functions based on error amplitude, and use the nonlinear functions to form a diagonal matrix, and thus learning gain with self regulation is constructed by left multiplication of the diagonal matrix and a constant matrix. What's more, the convergence of the proposed algorithm is proved based on the compression mapping method, and the sufficient conditions for the convergence of the algorithm are given. The proposed algorithm can effectively suppress the measurement noise and further improve the tracking accuracy.
II. PROBLEM DESCRIPTION
Considering the singular system with output measurement noise and which can repeat operating in the time interval
where t ∈ [0, T ] represents limited time of repeat operation, x(t) ∈ R n , u(t) ∈ R r , y(t) ∈ R m are the state vector, the control vector and the output vector, respectively. The system parameter matrix E ∈ R n×n is a singular matrix, i.e., rank(E) < n, A ∈ R n×n , B ∈ R n×r , C ∈ R m×n , D ∈ R m×r , where A,B,C and E are unknown, and D is a known parameter matrix and full row rank, i.e. rank(D) = r. The subscript k represents the number of iterative learning, and η k (t) is random measurement noise. , where v = ind(E) is a indicator of matrix E, i.e. there exists a minimal non-negative integer σ , leading to rank(E σ +1 ) = rank(E σ ). Assumption 3: For a given desired trajectory y d (t), there exists the only ideal control u d (t), satisfying
Assumption 4: The initial state of the system is same for each run, i.e., x k (0) = x 0 is satisfied for any k, where x 0 is any initial state.
Assumption 5: The random measurement noise η k (t) has a bound b η , i.e., η k (t) ≤ b η .
As mentioned above, iterative learning control uses the tracking error generated by the actual output signal and the desired trajectory to enable the output gradually approach the desired trajectory by constantly correcting the control input. However, it is often disturbed by random measurement noise in the measurement of the output signal. If the tracking error contains this non-repetitive interference signal, it will affect the convergence of the iterative learning control algorithm by using the tracking error to correct the control input. Especially for the fixed gain open-loop P type iterative control, the non-repetitive measurement noise in the system will be enlarged, which will affect the tracking accuracy of the system, and even the stability of the system. Therefore, in order to overcome the shortcomings of the fixed learning gain iterative learning control, an iterative learning control algorithm is designed based on the error amplitude
where L p is a constant learning gain matrix, e k (t) = y d (t) − y k (t) is a tracking error, and f (e) is a nonlinear function based on error amplitude adjustment, shown as follows
where ε can be chosen according to the actual requirements of tracking accuracy and convergence speed. As for the same tracking error, if ε is larger the learning gain will use 1 (1 + k) more often, and the tracking accuracy of the algorithm (3) will be higher. If ε is smaller the learning gain will use 1 more often, and the tracking accuracy of the algorithm (3) will be lower. As ε = 0, the algorithm (3) will be the iterative learning control algorithm with fixed learning gain.
After ε is chosen, the algorithm (3) uses the fixed learning gain to converge quickly as the error amplitude is large. As the error amplitude is small, in order to improve the tracking accuracy, the learning gain of the algorithm (3) is reduced by the number of iterations to achieve the purpose of reducing the measuring noise. Therefore, the algorithm (3) takes into account the two aspects of both the tracking accuracy and the convergence speed. Considering the system output with the random measurement noise η k (t), the singular system (1) and the learning algorithm (3) can be represented as the following dynamic system
The control objective is to make tracking error converge into a bound in the limited interval as iterations increase by using iterative learning control algorithm (3) and selecting adaptive learning gain L p (e k ) when satisfying the assumptions 1∼5 for the singular system (1) whose output has random measurement noise. The bound is only related to system parameters and external disturbance. When the external disturbance is completely eliminated and iterations converge to infinite, system output can track precisely the desired trajectory. At the same time, compared to the iterative learning control algorithms with constant learning gain and with attenuate learning VOLUME 7, 2019 gain respectively, the proposed algorithm can improve the tracking precision and convergence speed.
III. CONVERGENCE ANALYSIS
In order to analyze the convergence of the system (6), the definitions and lemmas used in this paper are given.
, then the norms of the vector x and the matrix G are defined as
Definition 2:
The λ norm of the vector function h :
The relevant conclusion of the λ norm of integral expression of x is directly cited as a lemma. Lemma 1 [34] :
Based on the above analyses, the main results are concluded as follows.
Theorem 1: For the system (6) satisfying assumptions 1∼5, if the learning gain matrix L p (e k ) satisfies
where ρ = (λ − b 1 ) λ, then the tracking error of the system will converge into a bound with the increase of iterations in
where
Proof: Consider the tracking error at (k + 1) th iteration
where x k (t) = x k+1 (t) − x k (t). Because the matrix pair (E, A) is regular and (λE − A) is reversible, the following comes into existence if (λE − A) −1 is used to take the left multiplication on the two sides of the first equation of the system (6).
. (10) Further, the following can be obtained to take left multiplication of (11) .
Based on the characteristic of Drazin,Ê
Based on (13), the following can be obtained
where t 0 represents the initial time of the iterative learning, here t 0 = 0. Hence, take left multiplication ofÊÊ D in the two sides of x k (t) = x k+1 (t) − x k (t), and the following can be obtained based on the Assumption 4.
Based on the characteristic of DrazinÊ
and Assumption 2, the following can be concluded.
Substitute (16) into (9), the following can be obtained.
. (17) Substitute (15) into (17), the following can be obtained.
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Take multiplication of e −λt , λ > 0 in the two sides of (19), the following can be obtained based on the definition of λ norm and Lemma 1.
It can be seen that as λ is large enough, 0 <ρ < 1 can be obtained based on the condition (7) of Theorem 1. So subtracting q 1−ρ from the two sides of (20) will have
After several iterations, the following can be obtained.
Hence
i.e.,
The proof of Theorem 1 ends. The proof shows that with the increase of the number of iterations, the tracking error converges to a bound. As the measurement noise is eliminated, i.e., b η = 0, and the number of iterations tends to be infinity, the tracking error will converge to 0.
Remark 1: In addition to the tracking precision, the convergence speed is an important indicator of iterative learning control. Seeing from the proof of Theorem 1 that, as for the matrix L p (e k ), the smaller I − DL p (e k ) , the faster the convergence speed. Hence, it is necessary to reduce the value of the norm in order to improve the convergence speed of the algorithm on the condition of satisfying the convergence (7) during the design of the matrix L p (e k ).
IV. NUMERICAL EXAMPLE
In order to verify the effectiveness of the proposed algorithm, a two-input two-output singular system with random measurement noise is considered
The parameter matrices of the system (25) are
is the white noises with the amplitude 0.05 (see Fig. 1 ). The excitation system (25) of the iterative learning control algorithm (3) The learning gain in algorithm (3) can be rewritten into the following form according to equations (3) and (4).
According to the proof process of Theorem 1, as for the matrix L p (e k ), the smaller I − DL p (e k ) , the faster the con- 
1+k isn't a constant matrix when |e k | < ε. And thus the algorithm (3) uses the fixed learning gain to converge quickly when the tracking error is large (|e k | ≥ ε); the algorithm (3) is replaced by the attenuation gain, and the measurement noise is attenuated to improve the tracking accuracy, when the tracking error is small (|e k | < ε).Therefore, the algorithm (3) has higher tracking accuracy than the iterative learning VOLUME 7, 2019 control using fixed gain alone, and the convergence speed is faster than the iterative learning control using the attenuation gain alone, and thus the algorithm (3) takes into account both tracking accuracy and convergence speed.
In summary, in terms of tracking accuracy and convergence speed, it can be realized by setting the size of ε according to actual engineering needs. When the tracking accuracy is required to be high, ε must be set larger. At this time, the algorithm (3) uses the attenuation learning gain more, thereby improving the tracking accuracy; when the convergence speed is required to be high, ε must be set smaller, thereby accelerating the convergence speed. To make simultaneous consideration of the tracking accuracy and convergence speed, ε = 0.1 is select.
In order to verify the effectiveness of the proposed algorithm, two simulation comparisons are made. First, the simulations are compared for algorithms (3) and (5) to reflect tracking accuracy. The algorithm (3) is proposed in the paper and (5) is u k+1 (t) = u k (t) + L p e k (t) which only uses fixed gain. Second, in order to reflect the convergence speed, the algorithm (3) is also compared to the algorithm with attenuation gain only, i.e., u k+1 (t) = u k (t) + L p It can be seen from Fig. 3 that the convergence speed of algorithm (3) is significantly faster than that of the iterative learning control algorithm with only the attenuation gain. its reason lies that the algorithm with only the attenuation gain can't adjust the learning gain according to the size of the tracking error but only attenuate the learning gain all the time to achieve the purpose of attenuating the measurement noise. Therefore, although the tracking accuracy is improved, the convergence speed is reduced. However, the algorithm (3) uses the fixed learning gain to maintain the fastest convergence speed when the error amplitude is large; it uses the learning gain to attenuate the measurement noise only when the error amplitude is small.
The self-regulation of the learning gain of the algorithm (3) at the third iteration is shown in Fig. 4 .
Furthermore, the tracking is simulated when measurement noise is zero (see Fig. 5 ). We know from Fig. 5 that the tracking error can converge to 0 when b η = 0, k → ∞.
V. CONCLUSIONS
Based on the singular system which contains a class of random measurement noise, this paper designed a kind of iterative learning control algorithm with self-regulating learning gain. The convergence of the algorithm is proved strictly and the convergence conditions of the algorithm are given. The results show that, under the condition that the information of the singular system model is not completely known, the proposed algorithm can make the tracking error of the system to converge to a bound within a limited time interval, and even converge to 0 when the measurement noise is completely eliminate. Because the learning gain of the algorithm can be adjusted according to the amplitude of the tracking error, the proposed algorithm can take into account both the tracking accuracy and the convergence speed. Moreover, the controller has a simple structure and is easy to be realized in engineering. 
