Abstract Diffuse attenuation coefficient (k d ) is a critical parameter for benthic habitat mapping using remotely sensed data. Then, Mumby and Edwards' method was employed as evidence to evaluate the accuracy of the results achieved from newly developed approach. Eventually, the maximum likelihood classifier was implemented during pre and post correction steps to examine the capability of the proposed approach. The final results proved to be consistent in the areas deeper than 2 m between estimated k d values using the proposed approach and the results obtained from Mumby and Edwards' method. On the other hand, the values estimated for extremely shallow areas seem to be overestimated. Furthermore, results demonstrated an increment of~16 % in the overall accuracy of the classification.
2012a). It seems it is necessary to employ other alternative approaches that can be economical, as well as applicable for remote areas. So far, several methods have been developed to cover this requirement such as Aerial photography (Cuevas-Jiménez et al. 2002) , airborne hyperspectral (Holden and Ledrew 1999; Karpouzli et al. 2004) , and Airborne LIDAR (LIght Detection And Ranging) sensing (Brock et al. 2006) .
In last decade, new generation of high spatial resolution multispectral satellite images were revealed such as IKONOS and QuickBird with 4 and 2.44 m spatial resolution, respectively and in 4 multispectral bands. Recently developed satellite images of WorldView-2, even have much better spatial (1.8 m) and spectral (8 band) resolutions. Subsequently, many attempts have been implemented to generate new methods or develop former methods for monitoring and mapping benthic habitats with particular attention to coral reefs by using these high precision images (Thanikachalam and Ramachandran 2003; Purkis and Pasterkamp 2004; Mishra et al. 2006) .
Since the sea water condition is dependent on time and location, it is unavoidable to consider its effects in all studies about mapping benthic habitats using satellite images. This means it is essential to estimate and eliminate effect of water column on reflectance values of substratum. Many studies revealed that the effect of water column on light is exponentially allied to wavelength and depth (Lyzenga 1978 (Lyzenga , 1981 . In a paper, Bierwirth et al. (1993) relates the bottom reflectance values to at-sensor reflectances. Purkis and Pasterkamp (2004) enhanced the Bierwirth's method with considering influence of the water surface and correction for refractive effect of a flat water/air boundary. Equation 1 shows the relationship between the remotely sensed reflectance values (R rs ) and real bottom reflectance values (R b ) (Bierwirth et al. 1993; Purkis and Pasterkamp 2004) .
In order to determine R b , in addition to R rs value, the depth value (z), the mean of reflectance values for a deep area (R w ), as well as the amount of attenuation coefficient value (k d ) in each pixel need to be known in advance. Contrary to R w , the estimation of k d and z values is more critical. Several methods have been developed to estimate depth values of satellite image pixels in shallow water areas (Lyzenga 1978 (Lyzenga , 1981 Stumpf et al. 2003; Nagamani et al. 2012) . Additionally, many studies have attempted to estimate k d values using high resolution multitemporal satellite images (Jupp 1988; Mishra et al. 2005 and Washington et al. 2012) . In most of these studies, it is assumed that the optical property of water in the studied area is homogenous which is only valid for smaller areas (Holden and LeDrew. 2008) .
This research attempted to employ Lyzenga (1981) ) for each pixel using remotely sensed reflectance values (R rs ). Given the results of the above mentioned procedures and considering k d 490 as diffuse attenuation coefficient values for blue band, the k d values for green and red bands were computed. Furthermore, Mumby and Edwards' method was employed as an evidence for evaluating the accuracy and consistency of the final results. Eventually, the maximum likelihood classifier was applied for pre-and post-correction steps, to assess the benefits of using the proposed approach.
Study Area
The coastal waters of Kish Island in the Persian Gulf were selected to implement and examine the approach (Fig. 1a) . The study area is chosen because several field observation data are exist for this area (Kabiri et al. 2012a, b) , as well as some other auxiliary data and information such as a precise topographic and bathymetric map (scale=1:2000) are accessible which is produced by deputy of civil in Kish Free Zone organization (Figs. 1b and 2a ). This Island is located in the northern parts of the Persian Gulf (26°32′ N; 53°58′ E), where the climate is very dry semiequatorial with low precipitation (~150 mm/Year) and high humidity (usually~60 % and not so much fluctuated). The weather temperature varied between 15°C in winters and 48°C in summer times, whereas the water temperature ranges between 22°C and 33°C during a year and in normal situations. Coral reef communities are happened in some areas around the Island where most significant community is located in south-eastern area called Simorgh (Fig. 1c) . The corals of this area are located in the depths between 3 and 8 m, while due to the tide the water level fluctuated~1.8 m during a day.
Materials and Methodology

Remotely Sensed Data
A QuickBird satellite image acquisitioned on September 11, 2005 (Fig. 2b ) was utilized to examine the proposed approach. Based on DigitalGlobe®, the cloud coverage of the image is~0 %. Regarding to the tide information of Kish Island (obtained from www.iranhydrography.org) the water level was 1.21 m upper than mean sea level (MSL) at the time of passing the satellite over the studied area. All preprocessing procedures such as geometric, radiometric, and atmospheric corrections were implemented on image prior to main processes. For the geometric corrections, ground control points (GCPs) were extracted from aforementioned vector map. Afterwards, radiometric correction was applied on raw image by utilizing ENVI 5.0 software. This step has led to convert raw digital numbers (DNs) to radiance values (μWcm −2 nm −1 sr −1 ). Then, atmospheric corrections were performed by applying FLAASH™ (Fast Line-of-Site Atmospheric Analysis of Spectral Hypercubes) module on ENVI to minimise effects of aerosols and hazes, hence the radiance values converted to reflectances (Kaufman et al. 1997 and Matthew et al. 2000) .
Determination of Diffuse Attenuation Coefficients
Lyzenga (1981) methodology was applied to determine the ratio values of k d in different bands of image. Lyzenga developed a method to estimate the ratio of k d values in different bands of a satellite image by using variance and co-variance values of radiances (L i ) for a homogenous substrate type at different depths. In the current research, a transect including the homogenous sandy area at different depths was considered to accomplish the mentioned method (Fig. 2c ). Based on this method it can be written as,
where, L si is radiance observed at deep water. Then we can compute the ratio of
) and band j (k d j ) by using Eq. 3,
In Eq. 3, σ i and σ j are variances and σ ij is the covariance of X values of band i and band j. In the next step, for computing the values of a, the variance-covariance (∑) matrix were produced (Eq. 4). 
Replacing values in Eq. 3, the following equation can be written;
Subsequently, it can be written as;
In equations of 5, BG index refers to blue to green bands.
Likewise Subsequently, the ratio values of attenuation coefficients in blue, green, and red bands of the QuickBird images were determined. It is necessary to know the absolute value of at least one of these coefficients to determine the exact values of the rest of them. To do this, an updated NASA-k d 490 algorithm was applied (http://oceancolor.gsfc.nasa.gov/ANALYSIS/kdv4/). This algorithm is developed to estimate k d 490 (the diffuse attenuation coefficient of seawater at 490 nm), and is an update of former algorithm (Mueller 2000) and utilized in situ data from NOMAD (NASA bio Optical Marine Algorithm Data-set) version 2 (Werdell and Bailey 2005) . These data are including a wide range of water types from coastal and offshore regions. It is notable that utilizing R rs values instead of nL w values (normalized water leaving radiance) and applying log-log polynomial expression instead of power-law, are two principle modifiers between this updated algorithm and the former algorithm of NASA (Mueller 2000) . However, based on the updated algorithm it is considered;
Then the k d 490 can be computed by using Eq. 8.
where, 0.0166 is the pure water diffuse attenuation coefficient at 490 nm (Pope and Fry 1997; Mueller 2000) . The values for a i parameters were estimated based on polynomial best fit that relates the logtransformed geophysical variable to a logtransformed ratio of remote sensing reflectances. Table 2 shows these values for six different types of sensors.
In this study, only SeaWiFS, MERIS, VIIRS, and OCTS coefficients were applied, because their central wavelength values of blue and green bands are almost equivalent to QuickBird (where these values for QuickBird are 485 and 560 for blue and green bands respectively). The weighted average values of a i values for these four sensors (Eq. 9) were utilized to estimate the a i values for QuickBird sensor.
It is considered that;
where CV B SW refers to the central value of the blue band of SeaWiFS sensor, CV G SW refers to the same value for green band, etc. Subsequently, P SW QB refers to the weight of the effect of a i values of SeaWiFS on a i values of QuickBird, etc. likewise; P values for MERIS, VIIRS, and OCTS were computed.
Finally, it is possible to compute a i values for QuickBird using the weighted mean values of these four sensors by applying Eq. 10. 
In Eq. 10, j refers to the four aforementioned sensors we employed in this study. Subsequently, a 0 =−0.8681, a 1 =−1.6975, a 2 =1.9786, a 3 =−2.4743, and a 4 =−1.0868 are obtained for QuickBird sensor. Figure 4 shows the graphs of a i values for all 6 sensors (including MODIS and CZCS which have not been employed in the analysis) and also the graph produced by using calculated values for QuickBird sensor.
Validation of the Results
In order to evaluate the precision and accuracy of the proposed approach, it is ideal to know the real and field observed k d values during the image acquisition time. However, these in situ data are not available for this study; hence another existed method was employed for this purpose. The method proposed by Mumby and Edwards (2000) was used to estimate the attenuation coefficients using depth of penetration zone (DOP) values. This method is a developed practical algorithm based on Jupp (1988) . According to this method, we have;
The L i deep-mean was determined based on the mean value of corrected reflectance values of the deepest areas on the image (Table 3) . Afterwards, the reflectance values were extracted from a transect (Fig. 2c) and then used to calculate L i min and L i max which are the minimum and maximum reflectance values for each DOP zone (Table 3 ). The DOP zone value of each band (Z) was acquired using the reflectance and depth values of the selected area. Subsequently a single k d value for each band was calculated (Table 3) .
Evaluation of Pre and Post Corrected Classified Image
To evaluate the benefits of above-mentioned approach, the QuickBird satellite image (Fig. 5a ) was classified pre-and post-correction steps within the coastal shallow waters (up to 10 m depth). In both classifications, to avoid from the unpleasant effects, the objects such as land area, jetties, and boats were masked and subsequently eliminated from the image. Afterwards, maximum likelihood classifier was employed to classify the image after applying atmospheric corrections and masking procedure. A total of 237 Green by applying proposed approach, (d) the image produces by using bottom reflectance values obtained by utilizing Eq. 1. In here, the land area is masked, e-f pre and post correction classifications of water body superimposed to FCC (421) image of land area numbers of training data as control points were used during the classifications. Then, the accuracy assessment was performed by using 213 test points which were different with the control points used during the classification steps.
In the second stage, prior to perform classification, the image was corrected based on earlier mentioned approach. This means, instead of using raw remotely sensed reflectance values (Fig. 5a) , the corrected bottom reflectance values were determined using estimated k d values (Fig. 5b-c ) and then applied in classification (Fig. 5d) . Subsequently, the image was classified based on these corrected reflectance values (Fig. 5f ).
Results and Discussion
The determined k d
Blue and k d Green values for the image using proposed approach showed the mean value equals to 0.135 and 0.18 respectively where they were fluctuated between 0.12 and 0.15 for blue band and 0.15 and 0.21 for green band (Fig. 5b-c) . Meanwhile, the constant values obtained from Mumby and Edwards' method equals to 0.133 and 0.169 for blue and green band respectively (Table 3) . This means the water of the studied area might be categorised as Jerlov oceanic water type III and coastal water type 1, demonstrating high turbidity and, consequently, high attenuation of light. The greatest inconsistency between the k d values obtained by using Mumby and Edwards' method and the values obtained from proposed approach happened in extremely shallow waters (depth<2 m) where the effects of bottom reflectances as well as multi-path scattering are significantly high (Boss and Zaneveld 2003; Werdell and Roesler 2003; Mishra et al. 2005; Washington et al. 2012) . In the rest of deeper areas the results were relatively more consistent. Since most of the coral reef communities of the studied area are located in the areas deeper than 3 m (Fig. 1) , hence this misestimating has not such a significant effect on the results. This is in contrast to other existing methods; i.e. we can compute different k d values for each pixel in each band by using the proposed approach. In case of the red band, the estimated values for two images have more variations in comparison with blue and green bands. However, because of less penetration of red light in the water bodies (Mishra et al. 2005) , and also low accuracy of the proposed approach in extremely shallow areas, it is concluded that the values estimated for this band are not reliable and accurate enough. Because in most of the benthic habitats mapping studies in shallow areas using remotely sensed data, only green and blue bands are utilized (Elvidge et al. 2004; Mishra et al. 2005) , and additionally most of significant benthic habitats such as coral reefs usually are located in the areas deeper than 2 m, it seems the drawbacks of this approach are subject to being negligible and it is applicable in these kinds of studies. Table 4 summarizes the accuracy assessments of the classified image for pre and post of applying correction steps. The results demonstrate~16 % improvement in overall accuracy after applying the corrections and utilizing estimated R b values instead of R rs which were obtained based on the determined k d
Blue and k d Green . Particularly, in the classes assigned to the coral reef Type I and Type II, this improvement was~20 % and~13 % respectively which evidently highlighted the profits of employing this approach on coral reef mapping using remotely sensed data. However, from the confusion matrices in the Table 1 , it is visible that most misclassification happened between the coral classes in pre correction phase. Subsequently, it can be concluded that applying the corrections has led to better differentiation between coral reef types. Furthermore, since the effect of water column is minimised in post correction classification phase, in contrary with pre correction classification step, it is not required to eliminate the deep areas in post correction classification step.
In a similar study, Holden and LeDrew (2002) did modelling of water column effects on hyperspectral reflectance in a coral reef environment. They concluded that the accuracy of the classification decreases from 78 % to 61 %, when the effects of the water column added to the spectra. In other words, they could increase the overall accuracies in classification of benthic habitats by~17 %, when they considered the effects of water column on substrates reflectance values. Nevertheless, it should be noted that hyperspectral imagery provides more data in several bands i.e. more spectral resolution in comparison with multispectral imagery such as QuickBird.
Conclusion
Diffuse attenuation coefficients are fundamental values and have to be estimated in all studies of benthic habitat mapping using multi spectral remotely sensed data. This research attempted to develop a new approach by combining Lyzenga's method and NASA-k d 490 algorithm to determine k d values in each of three bands of QuickBird satellite image. Moreover, in the absence of synchronized field measured data to satellite image, and to validate and evaluate the final results, Mumby and Edwards' methods were employed as an evidence for accuracy assessment of the estimated k d values. The obtained results showed more consistency in deeper areas and less in extremely shallow waters (less than 2 m depth). However, achieving different k d value for each pixel is the most significant result of the proposed approach in this paper. Unlike other methods, where it is necessary to assume a constant situation for whole the study area, here we will be able to consider variation in optical properties of water in bigger study areas.
Eventually, improvement of~16 % in post correction accuracy of classification illustrated the benefits of using proposed approach in benthic habitat mapping by using remotely sensed data.
