In this paper, we are transferring Davey's characterization of m-Stone bounded distributive lattices to commutator lattices, and obtain related results on prime, radical, complemented and compact elements, annihilators and congruences of commutator lattices.
Introduction
We shall refer to [4, Theorem 1] as Davey's Theorem. Given an arbitrary infinite cardinality m, Davey's Theorem provides a characterization for m-Stone bounded distributive lattices: those bounded distributive lattices with the property that the annihilators of their subsets of cardinality at most m are principal ideals generated by elements of their Boolean center. [8, Theorem 3.13] provides an analogue of Davey's Theorem for residuated lattices, obtained by transferring Davey's Theorem through the reticulation functor for residuated lattices. [9] provides a similar transfer to congruence lattices of semiprime algebras from semi-degenerate congruencemodular varieties, and then to commutative unitary rings; it turns out that all that is needed to transfer Davey's Theorem from bounded distributive lattices to those congruence lattices is a canonical surjection to an appropriately chosen quotient lattice.
In the present paper, we are generalizing the result on congruence lattices from [9] to commutator lattices: we are transferring Davey's Theorem to commutator lattices fulfilling certain restrictions; additionally, just as in the case of the congruence lattices from [9] , commmutative unitary rings and complete residuated lattices, it turns out that we can change m in the conditions from Davey's Theorem to any non-zero cardinality and obtain equivalent conditions that characterize Stone commutator lattices fulfilling those restrictions. If we relax the conditions from the definition of commutator lattices on completeness and complete distributivity of the commutator w.r.t. the join, then we get an analogue of Davey's Theorem, with restrictions on the values we can change the cardinalities to.
In Section 2 of our paper, we establish some notations and recall definitions from lattice theory. In Section 3, we recall Davey's Theorem, along with its variant for frames in [9] , and point out a version of it for bounded lattices which are closed w.r.t. the joins of all families of elements of cardinalities at most m and have the meet completely distributive w.r.t. the joins of families of cardinalities at most m, for some cardinality m, which we are using later in the paper to obtain the analogue of Davey's Theorem for the commutator lattices under their less restrictive definition.
All results in the following sections of this paper are new and original, excepting those we cite from other papers. In Section 4, we study the mechanism for transferring Davey's Theorem between bounded lattices and quotients of them; for this purpose, we obtain results on annihilators, complemented elements, and properties of congruences such that the conditions from Davey's Theorem can be transferred between bounded lattices and their quotients through such congruences.
In Section 5, we study the congruence of an arbitrary commutator lattice which we later use to transfer Davey's Theorem to the commutator lattice from its quotient through that congruence. On certain kinds of commutator lattices, this congruence can be given different equivalent constructions. Additionally, it turns out that, for any complete lattice M and any complete congruence θ of M , we can define a commutator operation [·, ·] on M such that θ is exactly the congruence associated, as above to the commutator lattice (M, [·, ·] ), and the prime elements of M w.r.t [·, ·] are exactly the meet-irreducible maxima of the classes of θ.
In Section 6, we are providing the transfer of Davey's Theorem to commutator lattices fulfilling certain conditions, and study prime, radical, complemented and compact elements of such commutator lattices, along with their annihilators; it turns out that commutator lattices with the property that their 0 is an intersection of prime elements are Stone exactly when all negations of their elements, defined through the residuum associated to their commutator, are complemented; additionally, the complemented ideals of Stone commutator lattices are, as expected, principal and generated by complemented elements, so they are exactly the annihilators of these commutator lattices.
Definitions and Notations
We shall denote by N the set of the natural numbers and by N * = N \ {0}. For any set S, |S| shall denote the cardinality of S and by |S| < ∞ we shall specify the fact that S is finite. Throughout this paper, all algebras shall be non-empty and, unless there is danger of confusion, they shall be designated by their underlying sets.
For any algebra A, (Con(A), ∨, ∩, ∆ A , ∇ A ) shall be the complete lattice of the congruences of A. Until mentioned otherwise, (L, ∨, ∧, 0, 1) shall be a bounded lattice, with partial order ≤. We shall denote by Cp(L) the set of the compact elements of L, by Mi(L) the set of the meet-irreducible elements of L and by Smi(L) the set of the strictly meet-irreducible elements of L:
successor of a in L. We shall denote by Max L the set of the maximal elements of the ordered set (L \ {1}, ≤). We shall abbreviate the ascending chain condition by ACC, and the descending chain condition by DCC.
(Filt(L), ∨, ∩, {1}, L) and (Id(L), ∨, ∩, {0}, L) shall be the complete lattices of the filters and ideals of L, respectively, and PCon(L), respectively PId(L) shall be the sets of the principal congruences, respectively the principal ideals of
shall be the principal ideal and the principal filter of L generated by a, respectively. ⌊a,
Following [9] , we shall denote by:
We shall denote by B(L) the set of the complemented elements of the bounded lattice L, which we shall call the Boolean center of L regardless of whether L is distributive. We shall call L a Stone lattice iff, for all a ∈ L, there exists an e ∈ B(L) such that Ann L (a) = (e] L . We shall call L a strongly Stone lattice iff, for all U ⊆ L, there exists an e ∈ B(L) such that Ann(U ) = (e] L . Trivially, if L is strongly Stone, then L is Stone, and the converse holds if B(L) is closed w.r.t. arbitrary joins (see also [9] ).
Recall that L is called a frame iff L is complete and the meet in L is completely distributive w.r.t. the join: for any x ∈ L and any family (y i ) i∈I ⊆ L: x ∧ ( i∈I y i ) = i∈I (x ∧ y i ).
The Theorem We Are Going to Transfer to Commutator Lattices
Throughout this section, L shall be a bounded lattice.
Following [9] , we shall use the following notations for these conditions on L, where κ is an arbitrary nonzero cardinality:
(
Remark 3.1. Clearly, for any cardinalities κ ≤ µ and any i ∈ 1, 5:
• (i) <∞,L is equivalent to (i) ν,L being valid for all finite cardinalities ν;
In most cases, we shall use the remarks in this paper without referencing them.
is a Boolean sublattice of L and, for any n ∈ N * and any
Lemma 3.4. If m is a cardinality such that L is closed w.r.t. the joins of all families of elements of cardinality at most m and has the meet distributive w.r.t. the joins of families of cardinalities at most m, then, for any
Proof. By Remark 3.3. (ii) If m is a cardinality such that L is closed w.r.t. the joins of all families of elements of cardinality at most m and has the meet distributive w.r.t. the joins of families of cardinalities at most m, then, for any i, j ∈ 1, 5 and any cardinality 0 = κ ≤ m, conditions (i) κ,L and (j) <∞,L are equivalent.
If L is a frame, then, for any h, i, j ∈ 1, 5 and any nonzero cardinality
Proof. (ii) By (i) and Lemma 3.4 .
is called a commutator lattice iff L is a complete lattice and, for all x, y ∈ L and any family (y i ) i∈I ⊆ L:
is commutative and smaller than its arguments);
is completely distributive w.r.t. the join). 
We shall denote by Spec L the set of the prime elements of L. For any x ∈ L, we shall denote by
We call ρ(x) the radical of x, and we call the elements of R(L) radical elements of L.
Example 3.9.
[1], [5] If V is a congruence-modular variety, A is a member of V and [·, ·] A is the (modular) commutator of A, then (Con(A), [·, ·] A ) is a commutator lattice. Recall that A is said to be semiprime iff, in this commutator lattice, the radical of ∆ A is ∆ A , that is ∆ A ∈ R(Con(A)). Note, also, that:
• if V is semi-degenerate (that is the one-element algebra in V is not a subalgebra of any algebra in V having at least two elements), then ∇ A ∈ Cp(Con(A)) and [θ,
• if V is congruence-distributive, then A is semiprime and [·, ·] A coincides to the intersection, thus [θ, 
Remark 4.4. Let N be a lattice, I ∈ Id(N ), F ∈ Filt(N ) and α ∈ Filt(N ). Then it is immediate that: I has a maximum iff I = (max(I)] N , while: F has a minimum iff F = [min(I)) N . It is well known that each class of α is a convex sublattice of N , thus it has a unique writing as an intersection between a filter and an ideal of N ; so, if x ∈ N such that x/α is an intersection between a principal filter and a principal ideal of N , then x/α = ⌊min(x/α), max(x/α)⌉ N . Note also that, if x ∈ N and x/α = F ∩ I, then: x/α has a minimum iff F has a minimum iff F is principal, while: x/α has a maximum iff I has a maximum iff I is principal.
Lemma 4.5. If e ∈ M is such that e = max(e/θ), then, for all x ∈ M : x/θ ≤ e/θ iff x ≤ e, otherwise written:
Proof. Since p : M → M/θ is a lattice morphism, x ≤ e implies x/θ ≤ e/θ. Now assume x/θ ≤ e/θ, so that (x ∨ e)/θ = x/θ ∨ e/θ = e/θ, thus x ∨ e ∈ e/θ, hence x ≤ x ∨ e ≤ max(e/θ) = e, thus x ≤ e. Lemma 4.6. If 0/θ = {0} and e ∈ M is such that either e = max(e/θ)
by the above.
Note that Theorem 3.5, (i), relies on the fact that B(Id(D)) = {(e] D | e ∈ B(D)} for any bounded distributive lattice D. Let us see that we can transfer this property from M/θ to M . We shall denote by ¬ the complementation in every Boolean algebra.
Proof. Let e ∈ B(M ) such that e = max(e/θ). Since M/θ is distributive, it follows that Lemma 4.3, (ii) , Lemmas 4.5 and 4.6 and Remark 4.4 .
is a Boolean sublattice of M , and e = max(e/θ) for all e ∈ B(M )), then:
Proof. (i) By Remark 6.14, for all e ∈ B(M ), (e] M ∈ B(Id(M )). Now let I ∈ B(Id(M )), so that, for some J ∈ Id(M ), I ∩ J = {0} and I ∨ J = M = (1] M , thus e ∨ f = 1 for some e ∈ I and f ∈ J, and hence e ∧ f ∈ I ∩ J = {0}, so that e ∧ f = 0, thus e, f ∈ B(M ) and f = ¬ e. Since e ∈ I, we have (e] M ⊆ I. For all x ∈ I and all u ∈ J, we have 
(vi) If 0/θ = {0}, 1/θ = {1} and e = max(e/θ) for all e ∈ B(M ), then: 
(ii) and (iii) Clear, using (i). (iv) Assume that 0/θ = {0} and 1/θ = {1}, and let x ∈ M such that x/θ ∈ B(M/θ). Then x/θ ∨ y/θ = 1/θ and x/θ ∧ y/θ = 0/θ for some y ∈ M , which means that (x ∨ y)/θ = 1/θ and (x ∧ y)/θ = 0/θ, so that x ∨ y ∈ 1/θ = {1} and x ∧ y ∈ 0/θ, thus x ∨ y = 1 and
ensures us that this Boolean morphism is also injective, so it is a Boolean isomorphism. Also, for all x ∈ M : by Remark 4.10, if x ∈ B(M ), then x/θ ∈ B(M/θ), while, by the proof above, if x/θ ∈ B(M/θ), then x ∈ B(M ). (v) Assume that e = max(e/θ) for all e ∈ B(M ). Then, by Lemma 4.5, we have, for all e, f ∈ B(M ): p(e) = p(f ) iff e/θ = f /θ iff e/θ ≤ f /θ and f /θ ≤ e/θ iff e ≤ f and f ≤ e. (vi) By (iv) , (v) and (iii) .
Following [6] , we say that θ has the Boolean Lifting Property (BLP) if B(M )/θ = B(M/θ).
Proposition 4.12. If 0/θ = {0}, then, for any cardinality κ:
(ii) By (i), we have the direct implication. For the converse, let U ⊆ M such that |U | ≤ κ, so that |U/θ| ≤ |U | ≤ κ, and thus, if (1) κ,M/θ is fulfilled, then, for some e ∈ M such that e/θ ∈ B(M/θ), so that e ∈ B(M ) by Lemma (i) if M is Stone, respectively strongly Stone, then M/θ is Stone, respectively strongly Stone;
(ii) if 1/θ = {1} and either e = max(e/θ) for all e ∈ B(M ) or {(e] M | e ∈ B(M )} ⊆ Ann(M ), then: M is Stone, respectively strongly Stone, iff M/θ is Stone, respectively strongly Stone.
Proof. By Proposition 4.12, applied for κ = 1, then applied to all cardinalities κ.
Proposition 4.14. If 0/θ = {0} and 1/θ = {1}, then, for any cardinality κ:
Proof. (i) By Corollary 4.13, (i), and Lemma 4.11, (iv) .
(ii) By Corollary 4.13, (ii), and Lemma 4.11, (vi) .
(ii) By Corollary 4.13, (ii), and Lemma 4.11, (iv) . (i) the maps P → P/θ from:
, and, if so, and the equivalent properties from (iv) hold, as well, then Ann(M ) and Ann(M/θ) are sublattices of Id(M ) and Id(M/θ), respectively, and the map
is a sublattice of Id(M/θ) such that the map y → Ann M/θ (y) is a lattice antimorphism from M/θ to PAnn(M/θ), and, if so, then the map P → P/θ from PAnn(M ) to PAnn(M/θ) is a lattice isomorphism;
is a lattice morphism from M/θ to P2Ann(M/θ), and, if so, then the map P → P/θ from P2Ann(M ) to P2Ann(M/θ) is a lattice isomorphism.
Proof. (i) By Lemma 4.3, (ii) , these maps are well defined and surjective; by Lemma 4.3, (iv) , they are also injective, hence they are bijective. By Lemma 4.3, (iii) , these maps, as well as their inverses, preserve inclusion. Therefore they are order isomorphisms.
(ii) From Lemma 4.3, (ii) , and the clear fact that I/θ ∈ Id(M/θ) for any I ∈ Id(M ), we get the direct implications. Now assume that Ann M/θ (U/θ) ∈ Id(M/θ), and let x, y, z ∈ M such that x, y ∈ Ann M (U ) and x ≥ z. Then x/θ ≥ z/θ and, by Lemma 4.3, (i) 
. By Lemma 4.3, (ii) , from this we also get: (ii) . By Lemma 4.3, (ii) , and the fact that the map I → I/θ is a lattice morphism from Id(M ) to Id(M/θ), we have:
θ). (v) and (vi) Similar to the proof of (iv). (vii) By (i), (ii) and Remark 4.15. (viii) By (i), (ii), (iii) and (v). (ix) By (i), (ii), (iii) and (vi).
Proposition 4.17. If 0/θ = {0}, then, for any cardinality κ, (3) κ,M is equivalent to (3) κ,M/θ . Proof. By Lemma 4.3, (ii), Lemma 4.16, (ix) , and the fact that the following diagram is commutative (with x ∈ M everywhere in the definitions of the maps): 
for some n, k ∈ N * and a 1 , . . . , a n , b 1 , . . . , b k ∈ M such that a 1 /θ, . . . , a n /θ ∈ Ann M/θ (U/θ) and b 1 /θ, . . . , b k /θ ∈ Ann M/θ (Ann M/θ (U/θ)). But then a 1 , . . . , a n ∈ Ann M (U ) and b 1 , . . . , b k ∈ Ann M (Ann M (U )) by Lemma 4.3, (i), and 1/θ = (a 1 ∨ . . . ∨ a n ∨ b 1 ∨ . . . ∨ b k )/θ, thus, since 1/θ = {1}, it follows that 1 = a 1 ∨ . . . (5) 
A Certain Congruence of a Commutator Lattice
Assume by absurdum that a x and b x, which means that a ∨ x = x and b ∨ x = x, hence a ∨ x > x and b ∨ x > x, so that
, otherwise we would have a p ∈ Spec L with two distinct successors, which would give us a contradiction to the definition of Spec L .
(ii) By the proof of [1, Proposition 1.2] , which holds in this general case, as well. (iii) Clearly, each x ∈ Max L is strictly meet-irreducible, with x + = 1. Now apply (i).
is a chain, and let t = c∈C c. We can not have t = 1, because then, since 1 ∈ Cp(L), there would exist an n ∈ N * and elements c 1 , . . . , c n ∈ C such that 1 =
is inductively ordered, therefore it has maximal elements by Zorn's Lemma, and clearly its maximal elements are also maximal elements of L \ {1}, that is they belong to Max L , and they are greater than x. (v) By (iii) and (iv) .
• for any family (a i ) i∈I ⊆ M , we have i∈I a i ∈ M ; the set M has a maximum;
• for any non-empty family (b j ) j∈J ⊆ N , we have j∈J b j ∈ N ; if the set N is non-empty, then it has a maximum.
Proof. ∅ = 0 ∈ M , thus M = ∅ and it contains the join of the empty family. Now let (a i ) i∈I ⊆ M be a non-empty family, so that [a i , x] ≤ y for all i ∈ I and thus [ 
• hence, if a ≤ r, then ρ(a) ≤ ρ(r) = r; hence a ≤ r iff ρ(a) ≤ r, otherwise written: a ≤ ρ(b) iff ρ(a) ≤ ρ(b);
• in particular, a ≤ p iff ρ(a) ≤ p; hence V (a) = V (ρ(a)), so, by the above:
Let us consider the following equivalence on the set L:
Remark 5.4. 1 ∈ 1/≡, thus, by Remark 5.3, it follows that the equality 1/≡ = {1} means that, for all a ∈ L:
Proof. By Proposition 5.1, (v), and Remark 5.4, if 1 ∈ Cp(L) and [1, 1] 
For any x ∈ L and any n ∈ N * , we shall denote:
and, for all a ∈ x/≡ and all n ∈ N with n ≥ n x , a n = min(x/≡).
. Therefore, by also using the equality above,
which, by the above, is equal to
(ii) By (i) and the fact that ρ(a
For each x ∈ L, ρ(x) ∈ x/≡ and each y ∈ x/≡ fulfills y ≤ ρ(y) = ρ(x), thus ρ(x) = max(x/≡). Therefore
We shall use the notations from (vi). By (iv) and Remark 4.4 
If a ∈ x/≡ and n ∈ N with n ≥ n x , then, by the above, a n ≡ a ≡ x, hence, by (v) and (vi) 
Recall that all elements of an algebraic lattice are meets of strictly meet-irreducible elements. Thus, if L is algebraic and
Recall that a complete congruence of a lattice is a congruence that preserves arbitrary joins and meets.
Remark 5.9. Let M be a complete lattice and θ ∈ Con(M ).
Then: θ preserves arbitrary meets iff each class of θ has a minimum. Indeed, if θ preserves arbitrary meets, then, for all x ∈ M , (x/θ) ∈ x/θ, thus (x/θ) = min(x/θ). Conversely, for all x ∈ M such that x/θ has a minimum and all (x i ) i∈I ∈ x/θ, we have: x i ≥ min(x/θ) for all i ∈ I, hence, for any k ∈ I, x k ≥ i∈I x i ≥ min(x/θ), thus i∈I x i ∈ x/θ by the convexity of x/θ. Dually, θ preserves arbitrary joins iff each class of θ has a maximum. Hence: θ is a complete congruence of M iff each class of θ has a minimum and a maximum, so that, for all x ∈ M , x/θ = ⌊min(x/θ), max(x/θ)⌉ M , according to Remark 4.4. Obviously, all congruences of a lattice of finite length are complete. Note, also, that a distributive lattice of finite length is a frame.
Lemma 5.10. Let M be a lattice and θ ∈ Con(M ). Then:
(i) for any x, y ∈ M such that x/θ, y/θ, (x ∨ y)/θ and (x ∧ y)/θ have minima and maxima: min((x ∨ y)/θ) = min(x/θ) ∨ min(y/θ), max((x ∧ y)/θ) = max(x/θ) ∧ max(y/θ) and:
(ii) if M is a complete lattice and θ is a complete congruence, then, for any non-empty family
Proof. (i) Obviously, the argument from (ii) holds, without further hypotheses, for the finite family {x, y}. Now, if x/θ ≤ y/θ, that is (x∨y)/θ = x/θ∨y/θ = y/θ, then min(y/θ) = min((x∨y)/θ) = min(x/θ)∨min(y/θ), hence min(x/θ) ≤ min(y/θ). Conversely, since (x, min(x/θ)), (y, min(y/θ)) ∈ θ, if min(x/θ) ≤ min(y/θ), then x/θ = min(x/θ)/θ ≤ min(y/θ)/θ = y/θ. Therefore: x/θ ≤ y/θ iff min(x/θ) ≤ min(y/θ). Similarly, x/θ ≤ y/θ iff max(x/θ) ≤ max(y/θ).
(ii) By Remark 5.9, all classes of θ have minima and maxima. For all i ∈ I, let a i = min(x i /θ), and let a = min(( i∈I x i )/θ) = min( i∈I x i /θ). Since θ is a complete congruence and a i ∈ x i /θ for all i ∈ I, we have
min(x i /θ). By duality, it follows that we also have max(
Proposition 5.11. If M is a complete lattice and θ ∈ Con(M ) is a complete congruence such that M/θ is a frame, then there exists
• (M, [·, ·] ) is a commutator lattice;
Proof. By Remark 5.9, for each x ∈ M , x/θ has a minimum and a maximum, so that x/θ = ⌊min(x/θ),
Trivially, [·, ·] distributes over ∅ = 0. Now let us consider a non-empty family (x i ) i∈I ⊆ M and and a ∈ M . From Lemma 5.10, (ii) , and the fact that M/θ is a frame, we get: [ Lemma 5.10, (i) .
[max(x/θ), max(x/θ)] = min((max(x/θ) ∧ max(x/θ))/θ) = min(max(x/θ)/θ) = min(x/θ) since (x, max(x/θ)) ∈ θ. Therefore (max(x/θ), min(x/θ)) = (max(x/θ), [max(x/θ), max(x/θ)]) ∈≈. Hence, for all y, z ∈ M such that (y, z) ∈ θ, we have min(y/θ) = min(z/θ) ≤ y, z ≤ max(y/θ) = max(z/θ), and (min(y/θ), max(y/θ)) ∈≈, hence (y, z) ∈≈, since ≈∈ Con(M ) and thus the classes of ≈ are convex. Thus θ ⊆≈. Therefore θ =∼=≈= Cg M ({(min(x/θ), max(x/θ)) | x ∈ M }) = Cg M ({(x, max(x/θ)) | x ∈ M }), since, as above, all inclusions hold.
By Proposition 5.1, (ii) ,
By Lemma 5.10, (ii) , the set {max(x/θ) | x ∈ M } is closed w.r.t. arbitrary meets, in particular all meets of prime elements of M belong to {max(
/θ}) by the above. Let x ∈ M such that x = max(x/θ), but x = 1 and x / ∈ Mi(M ), so that x / ∈ 1/θ and x = a ∧ b for some a, b ∈ M with x < a and x < b. Then, by Lemma 5.10, (i), x = max(x/θ) = max((a ∧ b)/θ) = max(a/θ) ∧ max(b/θ), so x is a meet of two elements of {max(y/θ) | y ∈ M }, both of which are strictly greater than x, so that none of them equals 1, thus none of them belongs to 1/θ. If the lattice M fulfills the ACC, it follows that x is a finite meet of elements of Mi(M ) ∩ {max(y/θ) | y ∈ M \ 1/θ} = Spec M , thus x ∈ R(M ). Therefore, if M fulfills the ACC, then
Let us denote, for any lattice M and any θ ∈ Con(M ) such that all classes of θ have minima, by [·, ·] θ the binary operation on Con(M ) defined as in the proof of Proposition 5.11: [x, y] θ = min((x∧y)/θ) for all x, y ∈ M , so that (M, [·, ·] θ ) is a commutator lattice in the case specified in Proposition 5.11. Then we have the pointwise equalities and inequalities in the following proposition.
Proposition 5.12. Let M be a lattice, ·, · be a binary operation on M , γ = Cg M ({(x ∧ y, x, y ) | x, y ∈ M }) and θ, ζ ∈ Con(M ) such that all classes of γ, θ and ζ have minima. Then: (ii) , or simply noticing that ζ ⊆ θ means that, for all x ∈ M , x/ζ ⊆ x/θ, so that min(x/ζ) ≥ min(x/θ), hence the inequality in the enunciation.
Recall that a lattice M with 0 is said to be 0-regular iff, for any θ, ζ ∈ Con(M ), 0/θ = 0/ζ iff θ = ζ.
Proof. (i) By Remark 5. 8 and Proposition 5.6, (v) 
, and L is algebraic, so that, by a well known result, for all x ∈ L, x = {y ∈ Smi(L) | x ≤ y}, thus x = ρ(x) by the above, hence
If L is 0-regular, then, by Remarks 5. 7 and 5.8 and (i) 
Remark 5.14. If θ ∈ Con(L) preserves arbitrary joins and [·, ·] and we define [·, ·] 
In particular, L/≡ is a commutator lattice, in which [·, ·] ≡ = ∧.
Transferring Davey's Theorem to Commutator Lattices and Related Results
Remark 6.1. For all a ∈ L, since a ≤ ρ(a), it follows that: ρ(a) = 0 implies a = 0.
Proof. (i) By Remark 5.7, ρ(0) = 0 iff 0/≡ = {0}, which in turn means that, for all a ∈ L, ρ(a) = ρ(0) iff a ≡ 0 iff a = 0. By Remark 6.1, the condition ρ(0) = 0 is equivalent to the fact that, for all a ∈ L: ρ(a) = 0 iff a = 0.
(ii) By (i) and Proposition 5.6, (iii) , if
(ii) for any family 
Ann L (U ). We also have the converse inclusion, because any x ∈ U fulfills [x, By Lemma 5.2,
(ii) By (i), Ann L (
(iii) By (ii) applied to I k = (a k ] L for each k ∈ K.
(iv) By (ii) and (i), Ann L (
(iv) By (i).
Let λ : L → L/≡ be the canonical surjection: λ(x) = x/≡ for all x ∈ L. Let us denote λ(0) = 0 and λ(1) = 1.
Remark 6.4. By Proposition 5.6, (iv), (L/≡, ∨, ∧, 0, 1) is a bounded lattice, with ∨ and ∧ defined canonically, and λ is a bounded lattice morphism; moreover, L/≡ is a complete lattice and λ preserves arbitrary joins and meets.
Proposition 6.5. L/≡ is a frame.
Proof. By Proposition 5.6, (iii) , for all x ∈ L and any family (y i ) i∈I ⊆ L, x/≡ ∧ ( This also followed from Remarks 3. 8 and 5 .14. • ∨ ρ(y) = ρ(ρ(x) ∨ ρ(y)). And, for any family
Remark 6.7. ≡ ∩ R(L) 2 = ∆ R(L) , because, for all x, y ∈ L, ρ(x) ≡ ρ(y) iff ρ(x) = ρ(ρ(x)) = ρ(ρ(y)) = ρ(y). 
