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ABSTRACT
In a climate change context, changes in extreme sea-levels rather than changes in the mean are of particular
interest from the coastal protection point of view. In this work, extreme sea-levels in the Baltic Sea are
investigated based on daily tide gauge records for the period 19162005 using the annual block maxima
approach. Extreme events are analysed based on the generalised extreme value distribution considering both
stationary and time-varying models. The likelihood ratio test is applied to select between stationary and non-
stationary models for the maxima and return values are estimated from the final model. As an independent and
complementary approach, quantile regression is applied for comparison with the results from the extreme value
approach. The rates of change in the uppermost quantiles are in general consistent and most pronounced for
the northernmost stations.
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1. Introduction
Sea-level is a key geophysical parameter integrating ocean-
ographic, atmospheric and geodetic effects. Sea-level rise is
associated with several socio-economic impacts, in particu-
lar coastal hazards and floods. In this context, changes in
extreme sea-levels, rather than changes in mean sea-level,
are of particular interest given their importance for coastal
protection.
The Baltic Sea is an area characterised by complex
atmospheric, oceanographic and geophysical phenomena.
The region experiences considerable land uplift associated
with glacial isostatic adjustment (GIA), which is reflected in
the relative sea-level measured by tide gauges (e.g. Ekman,
2009). The semi-closed geometry of the Baltic and its narrow
connection to the North Sea strongly influence mean and
extreme sea-level changes by constraining water exchange
and redistribution (e.g. Samuelsson and Stigebrandt, 1996).
Atmospheric circulation patterns such as the North Atlantic
Oscillation (NAO) also influence sea-level variability in
the Baltic Sea, particularly during the winter season (e.g.
Ekman, 1999; Jevrejeva et al., 2005).
Extreme sea-levels in the Baltic area have been previ-
ously examined from different perspectives. Johansson et al.
(2001) estimated changes in extreme sea-level by a linear
regression fit of annual block maxima and concluded that
maxima have increased significantly, particularly in the
central area outside the Gulf of Finland, and that these
changes were probably associated with large-scale meteor-
ological and hydrological phenomena rather than with local
storms. Suursaar et al. (2003) discussed low and high sea-
level events based on a 2D hydrodynamic numerical model.
Suursaar and Sooaar (2007) investigated extreme sea-levels
in the Baltic Sea along the Estonian coast fitting Gumbel
distributions to annual maxima and minima, and found
positive trends, particularly in maxima. Barbosa (2008) and
Donner et al. (2012) analysed trends in monthly sea-level
records from the Baltic using quantile regression and found
positive trends for the upper quantiles, particularly at the
northernmost stations. Mene ´ ndez and Woodworth (2010)
considered a large dataset of tide gauges around the globe,
including stations in the Baltic Sea, to perform a non-
stationary extreme value analysis of relative sea-level. Scotto
et al. (2011) adopted a clustering-based approach for repre-
senting the spatial distribution of extreme values result-
ing from a Bayesian r-largest extreme value analysis and
found the highest return values for the northern locations.
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(page number not for citation purpose)More recently, Gra ¨ we and Burchard (2012) discussed surge
levelscomparing three approaches:annual maxima, r-largest,
and peaks-over-threshold (POT), assuming in all cases a
stationary temporal behaviour of extreme sea-levels.
In this work, extreme sea-levels are analysed based on
extreme value theory (e.g. Coles, 2001) and considering
bothstationary(constant)andnon-stationary(time-varying)
sea-level maxima distributions. Most design procedures of
coastal structures and port facilities are based on stationary
extreme value distributions. However, a non-stationary per-
spective is more realistic in a climate change framework
(e.g. Mene ´ ndez and Woodworth, 2010; Mudersbach and
Jensen, 2010). Here, the likelihood ratio test is applied to
select between stationary and non-stationary models and
return values are estimated from the final model. Further-
more, quantile regression (e.g. Barbosa and Madsen, 2012;
Donner et al., 2012) is applied as an independent approach
and the resulting trends in the upper quantiles are compared
with the results from extreme value theory. It should be
noted that despite the apparent similarity in the designation,
the computation of trends by means of quantile regression
is methodologically very different from the computation
trends in annual percentiles (e.g. Dangendorf et al., 2013),
making quantile regression a very complementary approach
to the analysis of extremes. Furthermore, in this study a
similar analysis is performed on atmospheric reanalysis data
for the Baltic region to gain further insights on the inter-
pretation of the sea-level results.
2. Baltic data set
Daily records of relative sea-level from tide gauges in the
Baltic Sea are analysed. Only long records with at least
90 yr of continuous measurements, from January 1916
to December 2005 are selected (Table 1, Fig. 1). Daily data
for the Gedser and Hornbæk stations are obtained from
the Danish Meteorological Institute, DMI (Hansen, 2007).
Daily data for the Furuo ¨ grund, Kungsholmsfort, O ¨ lands
Norra Udde and Ratan stations are provided by the
Swedish Meteorological and Hydrological Institute, SMHI.
Daily data from Stockholm are obtained from the Uni-
versity of Hawaii Sea Level Center, UHSLC.
Tide gauge records of relative sea-level include both
sea-level change and vertical land movement signals. The
Baltic area experiences significant land uplift associated
with GIA (e.g. Ekman and Ma ¨ kinen, 1996). Since the
focus of the present study is on extreme levels rather than
changes in the mean, as a pre-processing step all tide gauge
records are linearly detrended, which removes both GIA
signals (assuming the influence of isostasy approximately
linear) and linear trends in mean sea-level. Furthermore,
seasonality (an annual cycle with minimum in spring, cf.
Hu ¨ nicke and Zorita, 2008) is removed by phase averaging
(Donner et al., 2008). Missing values (less than 5% for all
records, see Table 1) are retained for the quantile regression
analysis since it can be performed without interpolation
of missing observations. However, gaps in annual block
maxima series are linearly interpolated (see Section 4.1).
Daily atmospheric data including air temperature (air T),
sea level pressure (SLP) and zonal (u-wind) and meridional
(v-wind) wind components are obtained from the NCEP
reanalysis (Kalnay et al., 1996). Time series of the atmo-
spheric variables are extracted for the Baltic area (see
Fig. 1) from January 1948 to December 2005. A similar
pre-processingprocedureoflineardetrendinganddeseason-
ing as used for the tide gauge data is also applied to the
reanalysis time series.
Table 1. Analysed daily tide gauge records
Station name Lon.(8E) Lat.(8N)
Missing
values (%)
Gedser (GED) 11.93 54.57 4.09
Hornbæk (HOR) 12.47 56.10 3.90
Kungsholmsfort (KUN) 15.58 56.10 0.54
O ¨ lands Norra Udde (OLA) 17.01 57.36 4.01
Stockholm (STO) 18.80 59.31 1.11
Ratan (RAT) 20.92 64.00 0
Furuo ¨ grund (FUR) 21.23 64.92 0.22
Fig. 1. Map with the location of analyzed tide gauges () and
reanalysis gridpoints (w).
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3.1. Extreme value theory
Classical extreme value theory allows us to study the
asymptotic behaviour of Mn(X):max(X1,...,Xn), i.e. the
maximum order statistic of a sequence of independent and
identically distributed random variables X1,...,Xn. The limit
distribution of Mn(X), properly normalised, can be repre-
sented in a single parametric form, the generalised extreme
value (GEV) distribution (Katz et al., 2005), given by
Gðx;l;r;nÞ :¼ exp   1 þ n
x   l
r
       1=n ()
; (1)
for all x such that 1j(xm)/s 0, with location l 2 R,
scale s 0 and some shape parameter (also called tail index)
n 2 R. The GEV distribution has three possible forms
depending on j, namely the Weibull (jB0), Gumbel (j0,
read as expð e 
x l
r Þ for all x 2 R) and Fre ´ chet (j 0)
distributions. The Fre ´ chet domain of attraction embraces
heavy-tailed distributions with polynomially decaying tails,
whereas all distribution functions belonging to the Weibull
domain of attraction are light-tailed with finite right end-
point. The case j0 is of particular interest for the great
variety of distributions ranging from moderately heavy to
light-tailed having finite right endpoint or not. Extreme
value analysis is based on the fit of the GEV distribution
given in eq. (1) to the series Mn(X) of, for example, annual
maximum observations. The identification of the particular
case of a Gumbel distribution can be based on the log-
likelihood (e.g. Coles, 2001)
lðl;r;nÞ :¼ nlogr   1 þ
1
n
   X n
i¼1
log 1 þ n
xi   l
r
     
 
X n
i¼1
1 þ n
xi   l
r
    1
n
"#
;
(2)
provided that 1 þ nð
xi l
r Þ > 0 for each i1,...,n, the case
j0 being defined by continuity. From eq. (2), a statistical
test can be also performed for model selection. The like-
lihood ratio test allows us to test the hypothesis that a
reduced model with likelihood L0 is more adequate than
a nested model with additional k parameters and likelihood
L1. The test is based on the statistic Q:21n L0/L1 X2
k.
The GEV distribution in eq. (1) assumes a stationary
sequence of maxima. To accommodate features often ex-
hibited by extreme sea-levels such as trends, in this analysis
the location parameter m is allowed to vary in time (here
given in years) linearly, that is,
lðtÞ¼b0 þ b1t; (3)
where the parameter b1 corresponds to the rate of change
in annual maximum sea-level. The scale and shape para-
meters are assumed to be constant since a large number of
parameters hinder the model estimation and is not easily
physically interpretable, particularly in the case of the shape
parameter. Furthermore, Scotto et al. (2011) assumed for
the same dataset of daily tide gauge records a GEV model
with time-varying scale parameter but found the corre-
sponding changes in time insignificant, therefore favouring
a simpler, constant-scale, GEV model.
The occurrence of extreme sea-levels can be assessed in
terms of return levels and return periods. The return period
is defined by the inverse of the exceedance probability p of
an event and the associated return level zp is given by:
zp :¼ l   r
n 1    logð1   pÞ fg
 n
hi
; n 6¼ 0
l   rlog  logð1   pÞ fg ; n ¼ 0
(
: (4)
3.2. Quantile regression
Quantile regression was introduced by Koenker and Basset
(1978) as a method for estimating models of conditional
quantile functions, thereby extending the conditional mean
model of ordinary least squares regression. For a given
random variable Y, the classical linear regression model
yabxo is based on the conditional mean function
E[YNXx], i.e. the mean of the response variable Y
conditional on the value x of the independent variable X.
The model parameters a and b are then estimated by
minimising the residuals
X n
i¼1
e
2
i ¼
X n
i¼1
ðyi   E½YjX ¼ xi Þ
2: (5)
The linear quantile regression model
y ¼ as þ bsx þ e (6)
for a given quantile s :¼ PfY   QðsÞg, where QðsÞ is the
quantile function defined as the inverse of the distribu-
tion function FYðsÞ, is based on the conditional quantile
function QYjXðs;xÞ verifying PðY   QYjXjX ¼ xÞ¼s. The
corresponding model parameters are estimated by minimis-
ing the sum of asymmetrically weighted absolute residuals
X n
i¼1
qðsÞðyi   QYjXÞ; (7)
where r() is the tilted absolute value function (Koenker
and Hallock, 2001). An overview of the quantile regression
method and further details can be found in Koenker (2005).
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4.1. Sea-level maxima
Daily tide gauge records of relative sea-level heights are
aggregated in block sizes of one value per year by com-
puting the maximum sea-level for each year. For individual
years with more than 60 missing days, the annual maximum
is set as missing and replaced by linear interpolation of the
adjacent values. This procedure guarantees that the annual
maximum is computed from a sample of at least 300 d.
This arbitrary 60-d threshold was set after inspection of
the records, and the results are not sensitive to its exact
value since only a few records have a few, not very large,
gaps (see Table 1). It is however important to set such
a threshold in order to avoid having non-representative
annual maxima computed from only a few days of the
year in the case of records with large gaps. The resulting
sequence of annual maxima is shown for the Furuo ¨ grund
station in Fig. 2. Lowess smoothing (Cleveland, 1979)
with a smooth span of 2/3 (the proportion of points in the
plot which influence the smooth at each value) suggests an
apparent increasing trend in annual maxima since the 1950s.
The extreme value analysis is first performed by fitting
the GEV distribution, assuming constant location and scale
parameters to the sequence of annual maxima. The value of
the estimated shape parameter j is assessed from the 95%
confidence intervals computed from the corresponding log-
likelihood profile (not shown) and indicates for all stations
a stationary Gumbel model (j0).
Since a stationary behaviour can be unrealistic for sea-
level maxima, particularly in a climate change context,
a second model is considered for which m is represented
through the linear expression in eq. (3). The likelihood
ratio test is performed to assess the relevance of the shape
parameter j, i.e. whether a simpler model GEV(mt,s,0) is
more adequate than the more complex GEV(mt,s,j) model.
Similar results as for the stationary case are obtained (see
Table 2 and 1st column). For all stations except Ratan the
deviance statistic Q is below the quantile of the theoretical
Fig. 2. Sequence of annual maxima for Furuo ¨ grund (solid) and corresponding lowess smooth (dashed).
Table 2. Likelihood ratio test (Q) for the null hypothesis (H0)o fa
Gumbel non-stationary model (j0) and for a stationary model
(b10)
Station name Q(H0: j0) Q(H0: b10)
Gedser 3.56 0.18
Hornbæk 3.30 0.72
Kungsholmsfort 0.06 5.36
O ¨ lands Norra Udde 2.13 0.03
Stockholm  3.49
Ratan 4.12 4.94
Furuo ¨ grund 1.46 13.09
For a 95% confidence level, H0 is rejected if Q 3.84 (values in
bold).
Table 3. Maximum likelihood estimates for m, s and j of the selected models (standard errors in parentheses)
Station name m (mm) b0 (mm) b1 (mm) s (mm) j
Gedser 665.61 (15.66) 140.66 (10.91) 0
Hornbæk 696.69 (16.22) 145.46 (11.43) 0
Kungsholmsfort 428.61 (18.86) 0.87 (0.35) 91.61 (8.17) 0
O ¨ lands Norra Udde 485.07 (13.28) 119.20 (9.55) 0
Stockholm 384.74 (9.87) 89.09 (7.54) 0
Ratan 466.52 (37.38) 1.87 (0.76) 159.61 (13.20) 154.99 (70.64)
Furuo ¨ grund 467.10 (34.32) 2.56 (0.66) 154.42 (12.60) 0
4 A. RIBEIRO ET AL.distribution (in this case 3.84) for a 95% confidence level,
therefore there is no evidence to reject the null hypothesis
of j0. Note that, in the case of Ratan the test statistic is
only marginally above the 95% quantile. For Stockholm
a non-stationary GEV model with j"0 could not be fitted
due to a lack of convergence of the maximum likelihood
estimate. In order to assess the relevance of the trend in sea-
level maxima, the likelihood ratio test is applied to select
between a stationary (i.e. constant m) and a non-stationary
model (Table 2 and 2nd column). For Kungsholmsfort,
Furuo ¨ grund and Ratan the null hypothesis of a stationary
locationparameter isrejectedata95% confidencelevel.For
Stockholm the test statistic is only slightly below the critical
value of the theoretical distribution while for the remaining
stations the likelihood ratio test clearly favours the simpler
stationary model with constant location parameter.
Table 3 summarises the selected models for each station.
The adequacy of the estimated models is assessed by diag-
nostic quantilequantile plots as illustrated in Fig. 3 for the
Furuo ¨ grund station.
The risk associated with the occurrence of extreme sea-
levels can be assessed in terms of return levels for given
return periods. Table 4 presents the return values (eq. 4) for
10,25, 50 and100 yr. Someconsiderations of practical order
are required at this point for the calculation of the return
values of the non-stationary models (Kungsholmsfort, Ratan
and Furuo ¨ grund). For numerical purposes, it is preferable
to re-scale first the year variable so that it is centred. In
this case, t*(year tstarting year)/number of years, with
t2015, 2030, 2055 and 2105, corresponding to p0.1,
0.04, 0.01 and 0.01 in (eq. 4), was used. Hence, the return
values of the non-stationary models are calculated from
(eq. 4) with mm(t)b0b1t*.
4.2. Quantile trends
Quantile slopes bsof the linear quantile regression model
(eq. 7) are estimated from eq. (8) by numerical optimisation
Fig. 3. Diagnostics plots: probability plot (left) and quantile-quantile plot (right) for the Furuo ¨ grund model.
Table 4. Return levels (m) for 10, 25, 50 and 100 yr
Return levels (m)
Station 10 yr 25 yr 50 yr 100 yr
Gedser 0.98 1.12 1.21 1.31
Hornbæk 1.02 1.16 1.26 1.37
Kungsholmsfort 0.64 0.73 0.79 0.86
O ¨ lands Norra Udde 0.75 0.87 0.95 1.03
Stockholm 0.56 0.67 0.73 0.79
Ratan 0.77 0.87 0.94 1.00
Furuo ¨ grund 0.83 0.98 1.09 1.20
CHANGES IN EXTREME SEA-LEVELS IN THE BALTIC SEA 5(Koenker and D’Orey, 1987). Figure 4 shows the resulting
slopes for quantiles 0.5 (median) to 0.98 since the interest
for comparison with the annual maxima results is on the
upperquantiles.Table5displaysthe slope valuesforquantile
0.98 for all tide gauge records. Since uncertainty increases
away from the central part of the distribution, standard
errors are higher for the more extreme quantiles. The 0.98
quantile is therefore a trade-off between a high-enough
quantile and a still reasonably low uncertainty. As an
alternative approach to assess uncertainty, a bootstrap pro-
cedure that preserves the temporal dependence of the data
(Vinod and Lopez-de-Lacalle, 2009) is appliedas in Barbosa
Fig. 4. (Continued)
6 A. RIBEIRO ET AL.et al. (2011). Estimates of the quantile slope are described by
the median of the ensemble and the associated uncertainty
by the ensemble interquartile range (IQR). Since the boot-
strap uncertainty is lower (Table 5 and 2nd column), the
maximum likelihood uncertainty is used henceforth. Table 5
indicates a clear latitudinal dependence with larger sea-level
trends for the northernmost stations. Barbosa (2008) and
Donner et al. (2012) found statistically significant differ-
ences between the 0.90 and the median quantile slopes for
the Stockholm and Ratan stations, which are consistent
with the results of the present study. However, in these
studies monthly rather than daily data were examined, the
pre-processing of the records was distinct and a different
set of tide gauge records was considered. This explains
the quantitative disagreement with the quantile regression
results of the present study.
4.3. Atmospheric extremes
A similar extreme value analysis is performed for the
atmospheric time series from the NCEP reanalysis dataset.
Table 6 displays the results of the likelihood ratio test for
a stationary (b10) versus non-stationary (b1"0) GEV
model for the annual maxima series of atmospheric vari-
ables. For SLP, the maxima are stationary at all locations.
A stationary model is also favoured for all the atmospheric
variables at the two gridpoints closest to the Baltic entrance
(12.58E, 558N; 158E, 558N) and in the Bothnian Sea (208E,
608N; 208E, 62.58N). For the non-stationary GEV models,
the corresponding slopes of the annual maxima are shown
in Table 7. Air temperature maxima exhibit an increasing
trend for the series in the Baltic Proper. Both zonal and
meridional winds display an increasing trend in the Western
Baltic and at the northernmost reanalysis gridpoint in the
Fig. 4. Quantile slopes (points) and corresponding standard errors (vertical error bars). The horizontal dashed line denotes the mean
(0 mm/yr) trend.
CHANGES IN EXTREME SEA-LEVELS IN THE BALTIC SEA 7Bothnian Bay. Furthermore, a positive slope is found in the
Central Baltic for meridional wind maxima.
Quantile regression results for the atmospheric reanaly-
sis variables are displayed in Table 8 for quantile 0.98. Air
temperature exhibits an increasing trend at all the con-
sidered locations. In the case of atmospheric pressure, a
positive slope is found for the gridpoints below 608N. Zonal
winds increase at all locations except the two gridpoints in
the Central Baltic Proper while meridional winds increase in
the Western Baltic and also in the northernmost point in the
Bothnian Bay.
5. Discussion and conclusions
A GEV approach was applied for the analysis of extreme
events in the Baltic Sea, assuming both constant and time-
varying parameters. Arguably, the sea-level annual maxima
is well fitted through a Gumbel distribution, in agreement
withresultsobtainedforothertidegaugestationsintheBaltic,
specifically at the Estonian coast (Suursaar and Sooaar,
2007).
The results show a clear latitudinal dependence, with the
northernmost stations (Furuo ¨ grund, Ratan) exhibiting a
statistically significant trend in annual sea-level maxima
while for the remaining stations extremes can be adequately
represented by a stationary Gumbel model. The estimated
non-stationary model indicates that sea-level maxima are
increasing relative to the mean at a rate of 1.87 (90.76)
mm/yr and 2.56 (90.66) mm/yr at Ratan and Furuo ¨ grund,
respectively. Note that these trends in maxima were derived
from detrended time series, i.e. with no trend in the mean.
For the other tide gauges, the maxima can be considered
stationary over the analysed period, and the highest return
levels are obtained for the stations at the Baltic entrance,
Gedser and Hornbæk.
The derived quantile regression slopes are consistent with
the extreme value theory results, with also a clear latitu-
dinal effect and higher slopes for the stations further north.
The smallest quantile slopes are obtained for the stations
in the Baltic entrance, in agreement with the non-significant
slopes obtained with a non-stationary GEV distribution.
For the tide gauges at intermediate latitudes, the annual
maxima are stationary while the corresponding slopes for
the 98% quantile are statistically significant but relatively
small (11.5 mm/yr). For the northern stations, the quantile
slopes are slightly lower than the computed trends in annual
sea-level maxima from the extreme value model. Quantita-
tive differences between (non-stationary) extreme value and
quantile regression analysis are not surprising since beyond
the methodological differences of the two approaches trends
in the 98% quantile and in annual maxima are not expected
to be exactly the same.
The largest return levels are found for the stations at the
ends of the Baltic: the Danish stations (Gedser, Hornbæk)
andthestationsintheGulfofBothnia(Ratan,Furuo ¨ grund)
which are more affected by storm events than the sta-
tions in the central part of the Baltic (e.g. Andersson,
2002; Ekman, 2007). At the Baltic entrance, both sea-level
and atmospheric variables are characterised by stationary
Table 5. Quantile regression trends (standard errors in parentheses)
and corresponding bootstrap estimates (ensemble median and IQR)
for quantile 0.98
Station Slope (mm/yr) Ensemble median (mm/yr)
Gedser 0.40* (0.22) 0.40 (0.05)
Hornbæk 0.04 (0.18) 0.04 (0.02)
Kungsholmsfort 1.20* (0.14) 1.23 (0.06)
O ¨ lands NorraUdde 1.04* (0.13) 1.05 (0.07)
Stockholm 1.54* (0.15) 1.55 (0.07)
Ratan 1.70* (0.12) 1.74 (0.08)
Furuo ¨ grund 2.07* (0.14) 2.10 (0.08)
Statistically significant trends (95% confidence level) are denoted
by *.
Table 6. Likelihood ratio test (Q) for the null hypothesis (H0)o f
a stationary GEV model (b10) for the atmospheric data
Gridpoint Air T SLP u-wind v-wind
12.58E 55.08N 3.13 0.82 2.01 0.68
15.08E 55.08N 2.59 0.96 
17.58E 55.08N 4.20 1.22 20.54 12.65
20.08E 55.08N 2.33 1.49 16.33 11.87
17.58E 57.58N 4.92 0.83 0.17 2.8
20.08E 57.58N 2.27 1.08 0 5.76
20.08E 60.08N 1.74 0.30 0.07 0.16
20.08E 62.58N 1.78 0.44 1.61 0.29
22.58E 65.08N 0.83 0.98 15.75 5.70
For a 95% confidence level, H0 is rejected if Q 3.84 (values in
bold)
Table 7. Maximum likelihood estimates for the slope (b1) of the
non-stationary GEV models (standard errors in parentheses)
Air T u-wind v-wind
Gridpoint (8C/decade) (10
3ms
1/yr) (10
3ms
1/yr)
12.58E 55.08N  
15.08E 55.08N  
17.58E 55.08N 0.28 (0.13) 0.62 (0.0020) 0.31 (0.0021)
20.08E 55.08N  0.54 (0.0020) 0.32 (0.0036)
17.58E 57.58N 0.22 (0.10) 
20.08E 57.58N  0.31 (0.0020)
20.08E 60.08N  
20.08E 62.58N  
22.58E 65.08N  0.30 (0.0020) 0.21 (0.0045)
8 A. RIBEIRO ET AL.distributions. In contrast, the northernmost stations exhibit
a non-stationary behaviour in the form of a significant trend
in the annual maxima, suggesting that additional processes
other than storms are responsible for the observed beha-
viour of sea-level extremes. Return levels and trends are
lower in the Central Baltic area despite being the region with
higher trends in air temperature, which is consistent with a
stronger influence of winds rather than temperature on sea-
level changes. Persistent winds have a strong influence in
the variability of Baltic Sea-level (e.g. Samuelsson and
Stigebrandt, 1996), and large-scale processes such as the
NAO (e.g. Lehmann et al., 2002; Hu ¨ nicke and Zorita, 2006;
Bastos et al., 2013) affect the wind patterns over the Baltic
area. The reanalysis results show significant positive trends
in both meridional and zonal winds over the Western Baltic
andalsoattheendoftheBalticintheBothnianBay.Despite
the different period covered by the tide gauge and the
reanalysis data, such changes in wind speed identified over
the 20th century are a likely candidate for explaining the
increase in sea-level maxima in the northern Baltic.
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