Abstract. In the process of realizing the virtualization of cultural relics, it is of certain significance to improve the research on the authenticity of cultural relics. and the way to realize it is to make the model of the virtualization of cultural relics match the perception of the corresponding real material. To solve this problem, an image-based classification algorithm for cultural relics material information is proposed, in which the material information should include the material of great majority of the cultural relics surface. In this process, the main purpose is to judge the metallicity and the reflectivity of the cultural relics surface. Through these surface material information, relevant programs can restore the real appearance of cultural relics in a better way. These classifications can be realized by depth learning. After random selection of pictures, the model can finally converge to about 95% of the material accuracy.
Introduction
The virtualization of cultural relics is a problem that cultural relic museums and other institutions have been concerned about. For similar institutions, the research on them has important practical application value [1] . An important step to achieve this goal is to automatically analyze the surface materials of cultural relics without direct contact with them. Therefore, image analysis can be a good way to achieve it, and a lot of manpower cost can be saved when a large number of cultural relics are virtualized. The surface material information required in this paper is based on the required metallic properties, reflectivity, roughness and other parameters in the shader set by the google-filaments engine. Therefore, it is necessary to obtain the metallicity, reflectivity, roughness and other parameters of cultural relics in the image through image analysis.
For the setting of data set, it is preliminarily divided into 12 categories, including jade, pottery and tile, stone bone and tooth ware, bamboo and wood, copper, iron, gold, silver, lead, tin and other metal products, porcelain, lacquer, textile, paper, leather, murals and color painting. And where the metallic class includes jadeite, chinaware, metal products, lacquers, and the remaining determination is non-metallic. The main purpose of this step is to determine the base shader of the model. Reflectance includes metal, jade, porcelain, lacquer and some pottery. For pottery, we need to make a second judgment on the material. For roughness attribute, the default value is selected and can be adjusted according to the situation.
Deep Learning Model Structure

Convolutional Neural Network
Multiple processing layers constitute a convolutional neural network. Generally speaking, a typical convolutional neural network is composed of input layer, convolutional layer, excitation layer, pooling layer, full connection layer and output layer. In addition to input layer and output layer, the convolution layer, excitation layer and pooling layer in the middle can be called hidden layer [2] . The calculation flow mainly includes forward conduction and back propagation. Forward conduction predicted the calculation results and backward propagation adjusted the parameters of each layer.
Convolutional neural network is a multi-layer artificial neural network (as shown in figure 1 ), and each layer is composed of multiple two-dimensional planes.
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Output Layer Figure 1 . Schematic diagram of fully connected neural network structure.
As shown in figure 2 , the input image convolution operation through multiple convolution kernels, map with three characteristics, and then in the feature maps to four adjacent pixels sum for a set of calculating mean, again through the weighted value, and paranoia, is obtained by the activation function three features of the second map, the map again by different convolution kernels after convolution get the third layer, the layer after with the same action on the second floor for the fourth floor. Finally, the obtained pixel values are stretched and rasterized to obtain a one-dimensional vector input into the traditional neural network, and the output is obtained through classification [3] . 
The Activation Function
In a neuron, as shown in figure 3 , the input parameters are weighted and summed, and a function is needed to operate to produce results, which is the activation function. And the significance of using it is that, if the excitation function is not used, the output of each layer is a linear function of the input of the upper layer, and the output is a linear combination of the input no matter how many layers the neural network has. If used, the activation function introduces nonlinear factors to the neurons, so that the neural network can arbitrarily approximate any nonlinear function, so that the neural network can be applied to many nonlinear models. Step Function X 1 Figure 3 . Activation function diagram.
Some commonly used activation functions are shown below. It is the Sigmoid function, the TANH function, the PRELU function and the RELU function respectively.
) In the model implemented in this design, RELU activation function is used. The reason why this activation function is used is that, first of all, if sigmoid and other functions are used, the calculation of the activation function results is too heavy due to the need for exponential operation. When the error gradient is obtained by back propagation, the derivative involves division, which is also a huge computation. And the calculation amount of the whole process is saved much by adopting a RELU activation function [4] . Second, for deep networks, when sigmoid function propagates back, it is easy for gradient to disappear. When sigmoid is close to the saturation region, the transformation is too slow and the derivative tends to 0, which will result in loss of information and thus fail to complete the training of deep network. Finally, the RELU activation function will make the output of some neurons equal to 0, which results in the sparsity of the network, reduces the interdependence of parameters, and alleviates the overfitting problem, which is an important problem in the design of this model.
Implementation of Model Structure by Using TensorFlow Framework
For the selection of training sets, the picture dataset in this paper is collected from Chinese cultural relics net, which can be obtained by taking and giving different corresponding labels according to the category on this website. Since in the process of virtualization of cultural relics, it is not hard to control the quality of the picture of the cultural relics so as to ensure that a high-quality clear single foreground object picture can be used in the program for identification, the acquired cultural relic images need to be screened, and the cultural relic images with single and clear foreground object and fewer sundries should be selected as far as possible, which can improve the reliability and accuracy of the training model. As shown in figure 4 , the selected data set picture should be at least of similar quality to reduce interference from other factors.
After image recognition and cutting, the original data are taken as input of the convolutional neural network respectively, and the recognition results are obtained after the convolutional neural network processing [5] . Original artefacts are first unified adjust for 299*299*3 three-channel images. As shown in figure 5 , the convolutional core size of the first layer of the convolution layer is set to 18*18, the original picture is extracted by the convolution operation, the low-layer character of the 16 original picture is extracted, and the extracted low-layer character is sampled by the pool layer of the first layer 2*2. The convolution kernel size of the second layer of the convolution layer is 5*5 and the feature extraction is realized by the convolution operation with the first layer pool, and 32 sheets of high level features are obtained, and then the pool layer is 1*1. Finally, the mapping of the second convolution layer to the output layer is realized through the full connection layer.
The first convolution layer CONV1 is also the first layer of the model, the input picture is convoluted with the weight, plus the offset value, the picture weight of the input is defined as the output random value in the normal distribution of the deviation of 0.1 from the truncation. Offset value is a one dimensional vector for the initial value of 0.1, weight of tensor is [8, 8, 3, 16] , among them, the first and second dimensions are convolution kernels for 8*8 two-dimensional vector, the third dimension is the input channel number, because of the input is the original image so the channel number is 3, the fourth dimension is the output on the number of channels, namely the convolution operation later became 16 a map of characteristics, so the corresponding offset is 16.
The first pooler is POOL1, which is a special form of convolution. In this process, the parameters SAME and VALID of TensorFlow are different processing methods for the boundary of convolution. The SAME method USES 0 margin to ensure that the output and input images are of the SAME size, while the VALID has no 0 margin. Therefore, after pooling, the output images are smaller than the input ones [6] . In this section, the pooling is set to 2 in the horizontal and vertical direction. After the data is pooled and output, 16 characteristic graphs of 16*20 can be obtained. The second convolution layer CONV2 is similar to the first convolutional layer CONV1, the difference being only different weights and different offset shapes. Similar to the first layer, the convolution kernel size is a two dimensional vector of 5*5, the input channel becomes 32, the output channel is 32, the corresponding offset value also becomes 32, and the output obtained after the convolution operation of this layer is 32 features of 16*20 size. After the data is pooled and output, 16 characteristic graphs of 16*20 can be obtained.
In the second POOL2 layer, the size of the convolution kernel is set as [1, 1, 1, 1] , and the feature graph is sampled again to obtain 32 feature graphs of 16*20 size.
FC1, the full connection layer, is the fifth layer of the model. After the convolution of the first two layers and the pooling of the two layers, the size of the image has been reduced to 16*20. Then add the fifth layer which is the full connection layer to process the whole picture, adjust the feature graph output of POOL2 layer to the row vector with 512 neurons, then multiply with the weight matrix, add the offset value, and finally use the RELU activation function on it.
To avoid overfitting, Dropout should be added before output layer. Dropout means to make the output of some neurons to be 0 with a certain probability in the training process, but the current weight value remains unchanged, and its weight will be restored in the next training process. At the same time, the keep_prob parameter can be set in the program to define the probability that the output of neurons during training is 0.
The output layer FC2 classifies the picture using a regression linear model, which can also be applied to a number of multi-classification problems in order to solve the problem of classification between different objects.
In the end, the program defines the optimizer and the training OP, and by building a loss value function it calls the AdamOptimizer to optimize it and it's constantly adjusted to minimize the damage.
Results Analysis
In the following result diagram, the abscissa is the number of training rounds, and the ordinate is the precision, and several test running results were averaged. As shown in figure 6 (a), after the parameters were set properly, the accuracy of the training results would stabilize with the increase of the number of training rounds, and eventually converge to about 95%. However, after 300 rounds or so, the accuracy has become stable and the value of training again is not large enough to further improve the accuracy. As shown in figure 6(b), increasing training data can effectively improve the accuracy of training results. However, with the increase of the number of images in the training set, the growth gradually slows down and eventually tends to be stable. Deep learning can be said to be a data-driven discipline, while transfer learning can help achieve simple classification. Existing parameters of the trained model can often be transferred to other different data sets through simple adjustment and training, and satisfactory results can be obtained in a short period of time without a large amount of computing power. Therefore, it is meaningful to compare the transfer learning model with the trained model. And the Inception V3 model is adopted for this experiment.
The experimental results are shown in figure 7 . The Inception V3 model is trained on the basis of millions or more high-quality images. Therefore, the model can also converge to about 90% of the accuracy of cultural relic identification in images. At the same time, transfer learning model can save a lot of model training time. From these aspects, transfer learning is of great significance.
However, the self-designed deep learning model has better applicability than the transfer learning model and can achieve better results on specific problems by setting appropriate parameters and selecting appropriate and high-quality training sets. In the end, the self-designed deep learning model can converge to about 95% accuracy.
