We propose an alternative set of criteria for evaluating forecast rationality: the forecast and Ž . Ž . Ž . the actual series 1 have the same order of integration, 2 are cointegrated and 3 have a cointegrating vector consistent with long-run unitary elasticity of expectations. We denote forecasts that meet these criteria as 'consistent'. Forecasts generated from monetary models Ž . generally pass 1 . However, using the Johansen procedure, cointegration fails to hold the Ž . longer the horizon. Of the cointegrated pairs, 3 is not generally rejected. Using the Horvath᎐Watson procedure, imposing the unitary coefficient restriction, we find fewer instances of consistency, although a higher proportion of the cases of consistency are found at the longer horizons. ᮊ
Introduction
Numerous studies have compared the forecasting performance of various exchange rate models, structural and non-structural, against that of the random walk model. Results from these studies tend to corroborate the finding that it is extremely difficult to out-predict a random walk using structural or other time ( ) series models. This result has held up for a wide variety of forecast metrics, structural and time series models, estimation techniques and sample periods. 1 This study attempts to evaluate forecasts from structural models based on the time series properties of these forecasts. Instead of examining the commonly used measures of forecast accuracy, such as the mean squared error, mean absolute deviation and the serial correlation of the forecast errors, we explore some basic time series properties of forecasts. In particular, we examine whether forecasts Ž . from structural models and the spot exchange rate series 1 have the same order Ž . Ž . of integration, 2 are cointegrated and 3 have a cointegrating vector consistent with long run unitary elasticity of expectations.
The first property relates to the persistence of forecasts and spot exchange rates, as measured by the order of integration. The other two properties are related to how exchange rates and their respective forecasts are related in the long-run. While exchange rate forecasts may deviate from the observed exchange rates in the short-run, we expect a forecast of any practical relevance should have the above properties. We label the condition where these three properties hold as the 'consistency' of a forecast.
2 That is, a forecast is consistent if it has a one-to-one relationship with the spot exchange rate in the long-run. 3 This concept involves the behavior of the forecast relative to the actual, o¨er time and on a¨erage.
At this juncture, it may be worthwhile to discuss in detail several reasons why this notion of forecast consistency is useful and necessary, given the plethora of competing criteria. First, the notion of consistency focuses on the long-run property of forecasts, and hence is weaker than the one conventionally used in evaluating forecast rationality. It does not, for example, impose any further restrictions on the forecast errors, above and beyond the requirement that they be weakly covariance stationary. 4 In this approach we test whether this condition holds, rather than merely assuming it does, which is typically done when comparing, for instance, root Ž . mean squared errors RMSEs .
Second, in our approach, a forecast can meet the requirement of consistency and, at the same time, its errors need not be serially uncorrelated. This can happen, for example, when the correct model is used but the data on the fundamentals are contaminated by stationary measurement errors. Such a situation is¨ery likely to occur in the case of typical asset-based models which incorporate . structural models and long horizons . 2 The usage of 'consistency' here is different from that in econometrics, where it denotes convergence in probability, a concept that involves the property of the estimator when the sample size approaches Ž . infinity. It also differs from a recent definition attributable to Froot and Ito 1989 . 3 Ž . Ž . Fischer 1989 and Liu and Maddala 1992 apply the concepts of integration and cointegration to Ž . testing for relationships between the survey-based forecasts and the actual series. Fischer 1989 does so Ž . in the context of the US money stock, while Liu and Maddala 1992 address exchange rates. 4 In the literature, a forecast is said to be 'rational' if the forecast errors have a zero mean and zero serial correlation.
( )information on industrial production, money stocks and price indices. Thus, the consistency requirement represents a more realistic way to evaluate exchange rate forecasts from structural models.
Third, rejection of the unitary elasticity criterion may arise for reasons unrelated to irrationality. Consider the situation where the right-hand side variables used to forecast the exchange rate are measured with error. In this case, the unitary elasticity restriction might be violated even though the forecasts are in some sense optimal. An example of how measurement error can induce deviations from unitary elasticities in a purchasing power parity cointegrating vector is provided in Cheung Ž . and Lai 1993b . Although this definition of consistency is weaker than those typically employed in the forecast evaluation literature, we find that it is relatively difficult for the forecasts generated by the structural models to fulfill all three criteria in this sample. This outcome suggests that the condition proposed is useful in discriminating between different forecasts.
Exchange rate models: estimation and forecasting

Exchange rate models
This study examines the consistency property of forecasts from three monetary Ž . Ž . models: the Frenkel 1976 flexible price model; the Frankel 1979 sticky price Ž . model; and the Dornbusch 1976 tradables-non-tradables model. All these models start with conventional money demand functions for both the domestic and foreign economies, and impose the condition that expected depreciation equals the nominal interest differential plus an exogenous risk premium on domestic assets that may or may not be zero. These models can be written, respectively, as:
Ž where s, m, y and q are the logarithms of the exchange rate domestic currency . per unit of foreign currency , money supply, real income and the intercountry Ž T N . relative price of tradables to non-tradables p ᎐p , and i and are the levels of the nominal interest and inflation rates, respectively. An asterisk denotes a foreign variable.
Model 1 contains only the terms in monies, incomes and nominal interest rates, Ž . and relies on the assumption that purchasing power parity PPP holds continu-Ž . ously. This 'flexible price' monetary model subsumes the Lucas 1982 model since ( )the latter model contains monies and real incomes but no interest rate term. Ž Model 2, a 'sticky price' monetary model slow adjustment of goods prices at rate . and instantaneous adjustment of asset prices, thus yielding the well-known overshooting characteristic. Model 3 is motivated by the failure of PPP to hold for broad price indices, such as the consumer price index and GDP deflator. One approach is to make an explicit recognition of non-traded goods, and to posit that PPP only holds for tradable goods. If the aggregate price level index is represented by a Cobb᎐Douglas function of the individual non-traded and traded price indices Ž . with weight ␤ on non-tradables then model 3 is obtained.
Estimation
Since it is generally accepted that exchange rates and their fundamentals are well approximated by unit root processes, we will estimate all three of these models Ž . in first difference form, using OLS and two-stage least squares 2SLS procedures. An instrumental variable approach such as 2SLS is appropriate because the right hand side variables ᎏ such as interest rates and money stocks ᎏ can plausibly be interpreted as being jointly determined with the exchange rate.
5
In addition to the first-difference specification, we also implement the error Ž . correction version of these models. The error correction model ECM variants Ž . include the error correction term to be discussed below lagged once, and the first difference of fundamentals lagged once. Thus all regressors in the ECM models are predetermined, and 1 month ahead forecasts are true ex-ante forecasts.
Ž . The Chinn and Meese 1995 methodology is used to construct the error correction term that captures the long-run relationship between exchange rates Ž . Ž . and their fundamentals. We assume that log linear versions of Eqs. 1 ᎐ 3 are appropriate in the long run, and impose a set of coefficient restrictions for each of the models. For all models, the money supply and income elasticities are the same Ž . unity and 0.75, respectively . The coefficients on interest rates, inflation rates and relative prices vary by model, although the coefficients on the first two variables are functions of the interest rate semi-elasticity, which we assume is 4.5. The goods market speed of adjustment parameter is taken to be 0.5 on an annual basis; this corresponds to deviations from PPP damping at rates 0.94 for monthly data. The final parameter of interest is the share of non-tradables in the aggregate price index, ␤, which we take to be 0.5. These estimated models have explanatory power similar to, or greater than, those reported in the exchange rate forecasting literature. This method of imposing prior values on the error correction term reflects the consensus view that the post-Bretton Woods period is too short to obtain reliable estimates of the long-run coefficients. In fact, in-sample estimates have rarely correlated with out-of-sample Ž . success see Frankel and Rose, 1995 . 5 Assuming rational expectations, appropriate instrumental variables include elements in the information set such as lagged variables. We use lags 2᎐4 of the right hand side variables, since there is evidence of MA1 serial correlation in the first difference specifications. 
The forecasting exercise
We evaluate the out-of-sample explanatory power of our representative models over two forecast periods. Our choice of forecast periods is arbitrary; the first starts with the end of the recession in the US in 1982, and the second corresponds to the period after the Louvre Accord in April 1987.
In the experiments reported below, the original estimation period for the first Ž . sample is June 1973 through December 1982 115 observations . We then 'roll' through our sample ending in August 1993 to produce 128, 123 and 117 1-, 6-and 12-months ahead forecasts, respectively. Whenever necessary, forecasts use actual realized values of the right hand side variables. As we 'roll' through each forecast period, parameter estimates are updated with the addition of each new data point. The original estimation period for the second sample is June 1973 to June 1987 Ž . 169 observations . We then perform an analogous 'rolling regression' procedure, to produce 74, 69 and 63 1-, 6-and 12-month ahead forecasts.
Unit root test and cointegration analysis
Ä 4
For a time series y , t s 1,...,tЈ, the ADF unit root test is based on the
⌬is the differencing operator defined by ⌬ y ' y y y . The following procedure t t t y 1 is used to determine the lag order parameter k. First, the Akaike Information Ž . Criterion AIC are used to select the lag order among specifications k s 1,..., 13. Then, residuals from the selected specification are tested for serial correlation. If significant serial correlation is detected, the lag length is increased until the model passes the residual test.
Testing for cointegration proceeds in the following manner. Consider in general Ž . Ž . an m = 1 vector x of I 1 variables and its VAR p representation:
where ⌫ , ⌫ ,... ⌫ , ⌸ are m = m matrices of unknown parameters. ␣ and ␤ are 1 2 py1 m=r matrices, representing the rate of reversion and cointegrating parameters, Ž . respectively. See Johansen 1991 for a more detailed account of this cointegration methodology.
Johansen proposes two tests for inferring the number of cointegrating vectors. The trace statistic is used for testing the null hypothesis of at most r cointegrating ( )vectors against the alternative of m cointegrating vectors. The maximal eigenvalue statistic is used in testing the null hypothesis of r y 1 against r cointegrating vectors. According to our definition of 'consistency', forecasts should be cointegrated with the actual series. Failing this, forecasts could drift infinitely far away from the actual series.
A stronger requirement for the consistency of a forecast is that the coefficients Ž . Ž . in the cointegrating vector are 1y1 . Following Johansen and Juselius 1990 and Ž . Johansen 1991 , the hypothesis of a linear constraint on the cointegrating vector can be expressed as:
where G is a known m = r matrix of full rank r and B is a r = r matrix of
If r s r, the cointegrating space is fully 0 0 specified. If r s m, then no restriction is imposed on ␤. Note that G is the matrix 0 Ž . that defines the coefficient restriction. In terms of 6 , the unitary elasticity Ž . restriction is described by 1y1 Ј, so r s 1 in this case. In the following section, 0 Ž . the Johansen 1991 likelihood ratio test statistic will be used to evaluate H . 
Estimation results
The Japanese yen, German mark and Canadian dollar exchange rates against the US dollar are considered. Monthly data on exchange rates and the related fundamentals were obtained from the OECD Main Economic Indicators database. Details are provided in the Data Appendix.
Unit root test results
In accord with previous research, we find that we cannot reject the null of unit roots in all the actual nominal exchange rate series using the 5% marginal significance level. The unit root test results for the forecasts are presented in Table  1 . Detailed test results are not reported given space constraints; they can be found Ž . in Cheung and Chinn 1997 . We find that all the forecast series in the longer post-1982 sample also appear integrated. These results therefore fulfill the first condition of consistent forecasts ᎏ that the series share the same order of integration. However, for the shorter post-Louvre sample, several yenrdollar forecasts reject the unit root null. Since the outcome is a rejection of the null hypothesis, this result cannot be attributed to the low power of the unit root tests. Nor can the source of this result be located in the specific estimation technique ᎏ both OLS and two stage least squares specifications appear to be trend stationary Ž . Ž . at 1-month 6-month for OLS or all horizons 2SLS , across a variety of models.
Hence, it appears that the peculiarity is specific to the forecasts of the yenrdollar for this shorter forecasting period. 
Cointegration test results
The results of applying the Johansen cointegration maximal eigenvalue test to spot exchange rates and forecasts are reported in Table 2 . We applied the cointegration test only to those series that shared the same order of integration. The results based on the trace statistic are qualitatively similar, and are reported in Ž . Appendix 2 of Cheung and Chinn 1997 . For the post-1982 sample at the 1-month ahead horizon, all forecasts are cointegrated with the actual series, except the Canadian dollarrUS dollar error correction specification for model 2. At the 6-month ahead horizon, all but two pairs are cointegrated ᎏ OLS Model 3 for the markrdollar rate and the error correction specification of Model 1 for the Canadian dollarrUS dollar rate. For the 1-year ahead forecasts, a majority of the pairs fail to reject the null of no cointegration. Interestingly, all the 1-year ahead Canadian dollarrUS dollar forecasts are cointegrated with the actual exchange rate.
For the shorter post-Louvre sample involving 1-month ahead forecasts, we find Ž Ž . . all the pairs for which both series are I 1 appear cointegrated. For 6-month ahead forecasts, however, the null of no cointegration is not rejected for one ( )Canadian dollarrUS dollar exchange rate forecast. Moving to the 1-year horizon, a large number of series do not reject the no cointegration null ᎏ 19 out of 24 cases Ž . for which both series of the pair are I 1 . The five series which appear to be cointegrated are once again highly currency specific ᎏ in this case, to the Canadian dollarrUS dollar rate.
Overall, as the forecast horizon extends out to 12 months ahead, the proportion of cointegrated pairs usually drops drastically: 10 out of 27 in the post-1982 sample. This pattern holds with even greater force for the post-Louvre sample, with only five out of 24 fulfilling the requirement of cointegration.
These 12-month ahead results seem to be specific to currencies. Yenrdollar and markrdollar pairs seldom appear cointegrated. In fact, most of the cointegrated pairs are Canadian dollarrUS dollar. A somewhat disappointing result is that error correction models do not appear to be distinguishable from other specifications in terms of their cointegration characteristics. However, the 1-year ahead horizon is Ž . considerably shorter than the 3-year horizon for which Chinn and Meese 1995 found positive results. Indeed, in their study the ECMs did not systematically outperform other estimation methods for shorter horizons.
Elasticity of expectations
A requirement of forecast consistency is that not only do the forecast and actual series share the same stochastic trend, but also that the cointegrating vector be Ž . 1y 1 . The results of implementing this test are reported in Table 3 . Using the likelihood ratio test on the data from the post-1982 sample, at the 1-month horizon, most of the rejections of unitary elasticity come from forecasts derived from error correction models ᎏ seven out of the eight cases reject. The other six are distributed evenly over the OLS and 2SLS specifications. At the 6-month horizon, this pattern is repeated, with six out of eight error correction specifications rejecting unitary elasticities. The other two rejections are for 2SLS specifications. At the 1-year horizon, only one out of the 10 cases rejects ᎏ a 2SLS specification of Model 1 for the Canadian dollarrUS dollar rate.
Thus, at the 1-month ahead horizon, this restriction is rejected in one half of the cases at the 5% level. At the 6-month ahead horizon, only one-third reject. At the 1-year horizon, only one out of 10 series rejects. However, it is important to note that the number of cointegrated pairs at this horizon is substantially smaller than before. Hence, as the forecast horizon extends forward, the number of cointegrated pairs declines, but of those that are cointegrated, more pass the test of coefficient restrictions.
In the post-Louvre sample, the restriction on the cointegrating vector is only rejected three times, at the 1-month-ahead horizon. This outcome seems to reflect the lower power of the tests given the shorter span of data.
Discussion
It is important to note how the methodology adopted in this article fits into the 2 U cointegrating vector of y1 1 , which is distributed . A indicates rejection at the 5% MSL. 'ᎏ' indicates failure to find the same degree of integration between forecast and actual series, or a failure Ž . to find cointegration using the 5% MSL. See Appendix 3, Cheung and Chinn 1997 for detailed results. extant literature on ex post exchange rate forecasting, which uses the random walk as a benchmark. The random walk model will fulfill all three of the consistency criteria set forth, so implicitly it remains the benchmark forecast against which the structural models are compared.
Our results show that it is fairly easy for the generated forecasts to pass the ( )requirement of the same order of integration. The failure of the forecast and the exchange rate to have the same order of integration only accounts for 6% of the rejections. Most of the rejections are attributed to the absence of cointegrating relationship and the non-unitary elasticity of forecasts.
Ž . Approximately 26% of the I 1 pairs of forecasts and exchange rates are found to be not cointegrated. Cointegration fails to hold the farther out the forecasts extend. At the 12-month ahead horizon, most exchange rate series and their respective forecasts do not appear cointegrated. The observed pattern does not appear to be completely explained by the decrease in sample sizes and the consequence drop in the power. For the post-1982 sample, the sample size Ž decreases from 123 to 117 for the 6-month ahead and 12-month ahead forecasts, . respectively . On the other hand the rejection rate of the no-cointegration null drops from 25r27 to 10r27. In the case of post-Louvre sample, the observed rejection frequency declines to 5r24 from 22r23, as the number of observations shrinks to 63 from 69.
One possible explanation for this finding is that even though the actual and forecast series are cointegrated, the cointegrating error is so highly autocorrelated, or has such a large variance, that the two series do not appear to be cointegrated. Consistent with the observed pattern of results, the variance of the cointegrating error very likely increases with the forecast horizon, as noted by Clements and Ž . Hendry 1994 . Another way to interpret this statement is that the Johansen procedure has low power against alternatives where the cointegrating error contains a near unit root. The absence of cointegration between forecasts and spot Ž . exchange rates indicates some of the exchange rate models considered in our studies do not capture some salient features of exchange rate movements.
Among the cointegrated cases, 22% of them fail the unitary elasticity of forecasts condition. Specifically, the non-unitary elasticity results are found mostly among the 1-month ahead forecasts and those from the error correction specification in the post-1982 samples. Table 4 summarizes these results. In sum, 87 out of the total 162 cases satisfy the consistency requirement.
The pattern of consistency results appears to be currency specific. The Canadian dollarrUS dollar forecasts exhibit the strongest evidence of forecast consistency. 36 of 87 consistent forecast series are from Canadian dollarrUS dollar exchange rate models. Compared with the yenrdollar and markrdollar, it may be easier to explain Canadian dollarrUS dollar exchange rate movements because of the close linkages, both economic and geographic, between the US and Canada.
Regarding the estimation methodology, the error correction approach generates the least number of consistent forecast series. It accounts for 25% of the consistent cases. This seems to be at variance with results reported in Chinn and Meese Ž . 1995 . However, it is noted that the horizon considered by them is 3 years while the longest horizon considered in the current study is 1 year.
The choice of model specifications shows no distinguishable effect on the forecast consistency. Of the 87 consistent forecast series, 26 are generated from the flexible price monetary model, 29 from the sticky price model and the remaining are from the model that incorporates the relative price of tradables and non-trada- 
Notes: see notes of Table 1 . 'C' indicates forecasts that pass all three requirements for consistency.
bles. This pattern indicates that the inclusion of additional fundamental variables in the exchange rate equation does not detectably improve forecasting performance at these horizons, a result that corroborates the existing consensus regarding the difficulty in forecasting exchange rates. These last three observations regarding currency specificity, econometric and economic specifications also hold true for any given forecast horizon. Hence, one can conclude that the numerical tallies are not being driven by particular results that obtain at only the shortest, or longest, horizons. 
Horvath-Watson test results
In the previous portion of the article, we have adopted a sequential testing procedure, wherein the testing for cointegration and then testing a specific cointegrating vector, are conducted separately. An alternative procedure is to collapse Ž . these two steps into one. The Horvath and Watson 1995 methodology is well suited to this task, since it tests the null hypothesis of no cointegration against the Ž . alternative of in this case cointegration with a vector of known coefficients. Cheung and Chinn 1997 . The most striking aspect of the table is that there are many fewer cases of consistency: 42 out of 162, vs. the 87 out of 162 indicated by the Johansen procedure. Another feature of the results is that a higher proportion of the identified cases of consistency are at the longer horizons: 52% of the cases of consistency are at the 12-month horizon, while using the sequential method results in only 17% of consistent cases at this horizon.
Since the Horvath᎐Watson procedure is widely perceived as more powerful than the Johansen procedure, it is surprising that we obtain these results. We make the following comments. First, one should note that the Johansen procedure tests the null of no cointegration against the alternative of cointegration, with some cointegrating vector that is estimated. Then, the likelihood ratio test is applied to the Ž . identified cointegrating vector, where the null hypothesis is 1y1 coefficients and the alternative is a cointegrating vector with differing coefficients. In contrast, the Horvath᎐Watson procedure tests the null of no cointegration against an alternati¨e of cointegration with a specific cointegrating¨ector. Hence, the Horvath᎐Watson procedure is indeed more powerful against the null provided one has strong priors on the cointegrating vector. As mentioned in the introduction, for a variety of reasons, including measurement error in the variables used in generating forecasts, there is ample reason to believe that these priors are inappropriate. Hence, the choice of the method depends upon how informative one believes the macroeconomic data used to generate the forecasts are.
Once one makes this realization, it is not so surprising that one finds fewer instances of consistency using the Horvath᎐Watson procedure ᎏ in one case a sequential procedure with two differing sets of null hypotheses and corresponding alternative hypotheses is applied and in the other a single-step procedure is applied. The null and the alternative in the latter do not correspond to that found in the former.
Concluding remarks
In this study, we have applied a test of rationality looser than that imposed by the typical rational expectations methodology. Specifically, our definition of consis-Ž tency requires only that the forecast and the actual series be cointegrated and . hence necessarily of the same order of integration , with cointegrating vector Ž . 1y 1 . These criteria are more appropriate for evaluating forecasts generated from structural models which incorporate macroeconomic data. Such macroeconomic data usually impart serial correlation to the forecast series, which invalidates at least one of the standard criteria for rationality.
( )Forecasts evaluated are 1-month, 6-month and 12-month ahead forecasts for Canadian dollarrUS dollar, markrdollar and yenrdollar rates. These exchange rate forecasts are generated from three commonly used structural exchange rate models. Three different estimating methods and two forecasting periods are considered.
We find that it is fairly easy for the generated forecasts to pass the first requirement of consistency that the series be of the same order of integration. However, using the Johansen procedure cointegration fails to hold the farther out the forecasts extend. At the 12-month ahead horizon, most series and their respective forecasts do not appear cointegrated. Of the cointegrated pairs, the 1-month ahead forecasts and those from the error correction estimating method tend to reject the restriction of unitary elasticity of forecasts with respect to actual. Overall, 87 out of 162 cases satisfy the requirement of consistency. In terms of the model performance, our results show that approximately half of the forecasts generated by each of the three structural models are consistent; that is they have a one-to-one relationship with the actual exchange rates in the long-run.
Using a Horvath᎐Watson procedure which imposes a unitary coefficient restric-Ž . tion, we find fewer instances of consistency 42 vs. 87 , but a relatively higher proportion of the identified cases of consistency are found at the longer horizons Ž . 52% vs. 17% . Although we have forwarded reasons for some of these results, there is certainly call for further investigation. Obviously, neither of these sets of results constitute ideal performance. However, the results indicate these structural exchange rate models are capable of generating forecasts that are related to the actual series in the long-run.
It would be interesting to investigate further why it is so difficult for such forecasts to pass the weak conditions that comprise our concept of consistency. Some plausible candidates include time varying parameters and structural breaks. Further insights into our empirical results may be related to the treatment of trends in the cointegration analysis. However, assessment of these potential explanations is beyond the scope of this article, and is reserved for future research.
