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Abst rac t - -Mot ivated  by [1], we study the existence of periodic solutions of a perturbed continuous 
difference quation of first order without the assumptions ofone-periodicity. Moreover, we generalize 
our resu l ts  to  the  case of higher-order difference quations. We also give an algorithm to estimate the  
bound of the parameter for which periodic solutions exist. © 2001 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
In [1], the following continuous difference quation: 
x(t + 1) = f(x(t)) + eg(t, x(t), x(t + 1)), t E R+, (1.1) 
was considered, where f and g are given continuous functions, g is one-periodic in t, x : R+ --~ R 
is an unknown function assumed to be continuous on R+\Z+,  and c is a small parameter. In [1], 
the existence of n asymptotically stable piecewise continuous n-periodic solutions is proved for 
small c > 0 if f as a mapping on R has an attracting cycle. Actually, the discussion in [1] can 
be reduced to iteration of a nonlinear operator £~ because the function g is assumed to have 
one-periodicity in t and the period 1 happens to be the same as the difference of time. 
In this paper, we discuss the general case where the function g is m-periodic in t and m may 
not be equal to the period of the cycle of f .  We prove results similar to those in [1] and indicate 
that the periodic solutions are very close to the cycle of f when e sufficiently small, although the 
method of iteration of £~ in [1] cannot be used here. Moreover, we generalize our results to the 
case where 9 is periodic in t with a rational period, and to higher-order difference quations. We 
also give remarks to the case where f possesses a repelling cycle. Finally, we give an algorithm 
to est imate the bound of parameter e for which periodic solutions exist. 
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2. CONSTRUCTION OF  SOLUTIONS 
For 'e c c([o, 1], R), let 
y = &,~( ,e )  (2.2) 
be the solution of 
y(t) = ,f(~b(t)) + eg(t + k, ~/a(t), y(t) ), t E [0, 1], (2.3) 
where k E Z+ and e _> 0. Obviously, the operator £k,~ : C([0, 1], R)  --~ C([0, 1], R)  is well defined 
in some circumstances (as in Lemma 1) where the solution y(t) of (2.3) exists uniquely. 
Clearly, £k,~, k c Z+, may be different from each other but £k.0, k ¢ Z+, are the same and 
denoted by Z20 for simplicity, which is determined only by the function f ,  i.e., by the difference 
equation 
z(t + 1) = f (z(t)) ,  t c R+. (2.4) 
For a given initial function ~/~ E C([0, 1], R)  the corresponding solution of (1.1) can be expressed 
as  
x(t) = qS(t), t C [0, 1), 
(2.5) 
x(t) = Zk,e(¢) ( t -  k), t E [k,k. + l), k= 1 ,2 , . . . ,  
where 
z~k,e = 12k- l , c  0 12k-2,~ 0 . . .  0 £0,e ,  k = 1, 2, . . . ,  (2.6) 
and o means composit ion of operators. Without loss of generality, let Z0,c = I,  the identity. 
Obviously, if g is m-periodic in t, 
12t.+m,c = £t-,e and Z~+,n,e = Zk,e, k E Z+. (2.7) 
3. CYCLES OF  MAPP INGS 
Here we shall consider the dynamics of f .  The set 7 = {wl , . . . ,  wn} is called an n-cycle of f 
if wl, • • •, w,~ are 'n distinct points in R such that 
f('wi) - w.,.+l, i -- 1 , . . . ,n  - 1 and f (wn) = wl. 
The cycle 7 is said to be attracting if there is a neighborhood U~ of 7 such that  
.f(U,~) C U,~ and r ]  fi(u'r) = 7 .  (3.8) 
j>0  
The largest one of such neighborhoods, denoted by/3(7) ,  is referred to as the attract ing basin 
of 7. /3(7) consists of just n open intervals, each of which contains one and only one point of 7, 
as seen in [2]. Moreover, if f is differentiable, the multipl icator of % 
df(~) df(~,~) df(~,d - - . . . .  (3.9) 
#~ = dw dw dw 
is well defined. As in [2], 7 is attract ing if I#~'l < 1. In particular, if f is C 1, i.e., continuously 
differentiable, for each point wi of 7, i = 1 , . . . ,  n, there is a neighborhood Bi such that  
(i) f (B i )  C Bi+l( ..... l,~) strictly, (i.e., f (B i )  ¢ Bi+l(mod,O); 
df(C1) dr (c2)  4f(C, , )  I . .  , (ii) I &, &~, " " "  277 < 1 for (~1, • ,~n) E B1 X ' ' "  X Br~ ; 
(iii) f~ : B,i --* Bi is a contraction and w.i is its unique fixed point. 
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It  is clear that  for ew~ry attract ing cycle 7 of f ,  difference quation (2.4), namely (1.1) for c = 0, 
has n asymptot ical ly stable n-periodic solution 
Wi, 
pO(i )(t) = Wi+l(modn), 
Wi+n- l(mod n), 
t < [0,1), 
t < [1, 2), 
t•  [n - l ,n ) ,  
(3.10) 
where i = 1, 2 , . . . ,  n. If ¢ • B('y), then the solution z¢(t) of (2.4) with tile initial data ¢ tends 
to one of these periodic solutions, i.e., 
lira z¢(t) - p~i)(t) = 0, (3.11) 
t--++cxz 
if ¢([0, 1)) C B,; for a certain i = 1 ,2 , . . . ,n .  
4. MAIN  RESULTS 
We need the following basic assumptions: 
(H1) f has an attract ing cycle 7 = {Wl , . . . ,  w~,} and its multipl icator satisfies IP~l < 1; 
(H2) both .f and g are C 1 functions; 
(H3) g is m-periodic in t for m • Z+. 
It is worthy mentioning that in the last section Cl -smoothness of f is a basic requirement for 
Property  (ii), which is just the reason why we prefer (H2) to imposing Lipschitz condition on f,  g 
directly. Let [m,n] denote the least common multiple of m and 'n, i.e., [re, n] = mn/ (m,n)  
where (m, n) is the greatest common factor of m and n. 
THEOREM 1. Under Assumptions (H1) (H3), there is a constant c0 > 0 such that for ali pos- 
itive e < eo the difference quation (1.1) has [m, n] asymptotically stable piecewise continuous 
[m, 'n]-periodic solutions. Furthermore, these periodic solutions tend to P~i)' i = 1 ,  . . . , 'lZ, corre- 
spondingly as c --+ 0. 
Clearly, by taking m = 1 specially, this theorem implies results in [1] where g, of course, 
can be also regarded as a function n-periodic in t. It is a typical example in the general case 
when g(t, x, y) = xy cos(2rr t/l) where integer 1 _> 2. 
In what follows, we often write i instead of i (mod n) for abbreviation• 
LEMMA 1. Under Assumptions (H1),(H2), tbr any neighborhood U of w~ with the closure C7 D B~ 
strictly, i = 1, 2 , . . . ,~,  there is a constant s > 0 such ttmt £k .e (¢)  is Lipschitzian continuous 
in (¢,~) • C([0, 1], U) × [0, c0] i f¢•  C([0, H,B~_*). 
Pt~ooF. By (2.2) and (2.3), we consider £k,~(¢) to be the fixed point of the mapping 
:rv(t) = f (¢( t ) )  + cv(t + k, ¢(t), v(t)), t • [0,1], (4.12) 
in 2( = c([0,1],  (~). Clearly, t • [0, 1], ¢(t) • B~_I, and y(t) • [2. By continuity of g, we see 
M := . lax{ Ig ( t - [ -  ]g,x,y) l  : t E [0,1],2/2 c B i - I , y  e ~-/~} < @oo. (4.13) 
Of course, Af depends on k, Bi-1, B.i, and U but is independent of e. Note that  f (B i - l )  C Bi, so 
there is a small e0 > 0 such that  {z ± e0AJl : z c f (B i - l )}  C U. Thus, 7-y(t) E U for all t E [0, 1] 
if c _< Co, i.e., T maps X = C([0, 1], ~-) into itself. Furthermore, let 
L=max 9( t+k ,x ,  , ~g( t÷k ,x ,y )  : tE  [0 ,1 ] , zc /~ i_ l ,ye  C , (4.14) 
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by Cl-smoothness of g. Thus, for ¢ E C([0, 1], B~_I), Yl, y2 ~ X, 
[Tyl(t) - Ty2(t)] < eLFyl(t ) - y2(t)], t ~ [0, 1], (4.15) 
that is, T is a contraction on 2( and the corresponding £k.~(¢) E C([0, 1], 5) if c is small enough. 
For sl,c2 C [0, c0] and cbt,q52 E C([0,1],Bi_I), we know that the corresponding £k,~,(¢1), 
t21,:.e2(c,')2) c C([0,1], U). Let II" II denote the superior norm of continuous functions. Thus, 
for t e [0, 1], 
IC/,.Cl(Ol)(~,) -- &, ~(~0~)(t)l < df(O) . I1¢l - ¢~11 
- dw 
+ Cl Ig(t + I~, ¢1(t ) ,  t;A:,< (¢ l ) ( t ) )  - g(t + k, ¢2(t ) ,  Z;k,e~ (¢2)  (t))  I 
+ ]~1 - c2l" ]g(t + k, ¢2(t), t;k,~(¢2)(t))l 
df(O) 
<- dw ' 11~51 -4)211 4-ceL{II¢I- ¢211 
+ It;~, ~, (qs~)(t) - t ; k ,~(¢2) ( t ) l}  + Mle l  - e21, 
where 0 C B~_~. Note that M1 := max{l~ l  : w ~/),_~} < oc by Cl-smoothness of f. It 
follows ttmt 
(M1 + elL) M 
I I /~I, ' .e,((/51)--/~ke2(q52)l l  <( I1~1--~211 d - - - I£1 - -£2[ .  (4 .16)  
' - 1 - c1L  1 - elL 
This implies the required Lipschitzian continuity. | 
LICMMA 2. Under Assulnptiolls (H1),(H2), there are neighborhoods U1 . . . .  ,U~ with Ui D Bi, 
i - 1 , . . . ,  n and a constant co > 0 such that for all positive 5 <_ eo 
£,, t.~ (C  ([0, 1], U,~)) C C([0 ,  1], B1) ,  (4.17) 
£k-  1.c (C  ([0, 11, (if/v)) C C ([0, 1], ~7/k+l) , /~' = 1 ,2 ,  . . . ,,), -- 1. (4.18) 
P,~OOF. By the Cl-smoothness of f and Property (ii), which is guaranteed by the assumption 
that IP~'I < 1, there are small neighborhoods B~, i = 1, 2 . . . .  , n, containing the corresponding B i
strictly, such that 
dr((,) d,.f(<2) . ... df(<,~) < 1, V(<I, • • • ,  (n) ~ B ' I  × " ' "  × B:~. (4.19) 
dw dw dw 
Note that f (B~)  C Bt strictly, as Property (i) says. We can take arbitrarily a neighborhood V 
such that 
.y(B,~) C V C Bs (4.20) 
s~rictly. By continuity of £,~-1,~ in c in Lemma 1, when 0 < c < c0 is small enough, we can find 
~ neight)orhood U,, D B,, such that 
£~, ,,~ (C ([0, 1],/In)) C C([0, 11, V). (4.21) 
Of course, (4.21) also holds if we take U,, snmller (e.g., to be U,~ A B~) such that 
B,, • 0,~ C B.;~. (4.22) 
/ Simihtrly, since f (B  .... 1) C B~, C U~, there is a neighborhood U,~-I with B~_I C U~_~ C B,~_~ 
m~d for sufficiently small ~ < e0 
&_~,~ (C ([0, 11, U,,_~)) C C ([0, 1], O,d. (4.23) 
Successively, we will finally find a neighborhood U~ with B~ C ~-~ C B~ such that Z:o,~(C([0, 1], 
U~)) C C([0, 1], U2). The proof is complete. | 
By Lemma 2, for e <_ e0, which is taken to be the smallest one of finite (at most n) choices 
where constants M, L, and M~, related to k, B./-1, Bi, and Ui, are given for k, i = 1, 2 , . . . ,  n, we 
} I k/V( ~ 
e,,,.~ (C ([0, 1], (/~)) C C([0, 11, V) • C([0, I],B,) C C ([0, 11, U,). (4.24) 
Similarly we also have the following. 
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COROLLARY 1. Z~,~(C([0, 1], G) )  C C([0, 1], G),  i = 1, 2 , . . . ,  n, when e < Co. 
LEMMA 3. Under Assumptions (H1),(H2), there is a constant eo > 0 such that  the mapping Zn,~ 
is a contraction in C([0, 1], U1) uniformly with respect to all positive e <_ Co. 
PROOF. Clearly, 
Zk,e(O)(t) = f(Zk-l,s(@)(t)) + eg(t + k -- 1, Zk- l ,s(~)(t) ,  Zk,e(O)(t)), (4.25) 
where t • [0, 1]. For ¢1, ¢2 • C([0, 1], U1), 
df(Sk) 
IlZk,~(¢~)-Zk,~(¢2)ll _< dw IlZk-~,~(¢l)--Zk-~,e(¢2)ll 
+ eL(llZk-l,~(¢l) - z~-~,~(¢2)11 + I]Zk,~(¢l) - zk,~(¢=)ll), 
where " II denotes the supremum norm of continuous functions and 0k • Uk by the Mean Value 
Theorem. Here we note that  the constant L > 0 is given as in (4.14) by the C l -smoothness  of g- 
Thus, 
(I dI(°~) l eL)  
I lZ~,dC,)-zk,~(¢~)ll < ~1 dw I + - 1 - eL UZk-l,~(¢l) - Zk-~,dO2)ll. 
By induction, 
IlZn,d¢l) - Zn,~(¢2)] ]  < j= l  I'l dw I -[- 
(1 - eL) n [1¢1 - ¢~ll- 
Obviously, fl'om (4.19), 
i df(Oj) 
j=l dw < 1 
since Oj • (]j C B} as shown in (4.22) in the proof of Lemma 2. It implies that  
(4.26) 
(4.27) 
j= l  
(1 - eL) n < 1 (4.28) 
for sufficiently small E < e0. Therefore, Zn,~ is a contraction in C([0, 1],U1) uniformly with 
respect to all positive ~ _< e0. | 
Similarly, by Corol lary 1, we also have the following. 
COROLLARY 2. Zn, ~ is a contraction in C([0, 1], [~i), i = 1, 2, . . . ,  n, uniformly with respect to all 
positive e < eo, where eo > 0 is sufficiently small. 
PROOF OF THEOREM. First of all, we prove the theorem in a special case of m = n in detail. 
Note that  each C([0, 1], Ui), i = 1 , . . . ,  n, as a closed subset of the Banach space C([0, 1],R),  
is a complete metric space. By Corollary 2, Zn,e has exactly n fixed points ~b* • C([0, 1], U~), 
i = 1 ,2 , . . . ,  n, when e _< co. For each i = 1, 2 , . . . ,  n, define 
{ ¢;(t), 
p(i)(t) = Z~l,e(¢~)(t -- 1), 
Zn' l ,~  (~b;) (t - n + 1), 
t e [0,1), 
t • [1, 2), 
te [n - l ,n ) .  
(4.29) 
Clearly, Z~,~(¢~')(t - n) = ¢*(t - n), Vt  E [n,n + 1). By Assumption (H3) and (2.7), in the case 
of m = n we see Zkn,e(¢~)(t -- kn) = ~*(t -- kn), Vt  E [kn, kn + 1), for any k c Z+. Obviously 
all P(0 (t), i = 1, 2 , . . . ,  n, are n-periodic solutions of difference equation (1.1). 
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Next, for integer i = 1, 2 , . . . ,  n, and any initial function ¢ E C([0, 1], B,), let xe(t) denote the 
corresponding solution of equation (1.1). By (2.5), (4.29), and the contraction of Z~,¢ as in (4.27) 
we easily know that 
lim Ix¢(t) - p(0(t)l = 0, (4.30) t---*+oo 
i.e., the asymptotical behavior. Moreover, by Lemma 1 or (4.16), II~t - ~'~11 ~ 0 as e ~ o. It 
follows from (4.29) that  IIp( ) - p  )II - -  0 as e 0. 
Furthermore, we discuss the general case where m ¢ n. Obviously, we also have a similar result 
to Lemma 1 for continuity of £k,~, k = 1, 2, . . . ,  [m, n]. Of course, 
f[m'ni(wl) = wl and f[m'nl(B1) C B1 
(including strictly) by Properties (i) and (iii) given in Section 3. By the continuity of £k,~, repeat- 
ing l(n) = Ira, n]/n times the procedure in the proof of Lemma 2 we can obtain neighborhoods U.i, 
i = 1 ,2 , . . . , I ra ,  n], such that 
Bic~i (modn)  CB~, i = 1 ,2 , . . . ,n ,  
£i-l,e (C ([O, 1],Ui)) C C ([0, 1], 0i+1) , i = 1, 2 , . . .  [/R,'n,], 
/~[m,nl--l,e ((C[0, 1], U[m,n])) C C ([0, 1], U , ) .  
As in Lemma 3 or Corollary 2, for each i = 1 ,2 , . . . ,  [re, n] we can prove that 
Z[m,n],e: C ([0, 1], U,/) --~ C ([0, 1], Oi) 
(4.31) 
(4.32) 
(4.33) 
(4.34) 
and has a unique fixed point when c is small enough. Note that  g is also [m, hi-periodic in t 
since m { [m, n]. As previously, property (2.7) implies our claimed results. | 
5. FURTHER GENERAL IZAT IONS 
If we suppose instead of (H3) that 
(H3') g is r-periodic in t for the rational r = re~k, an irreducible fraction, where m, k E Z+, 
we can also obtain a similar result. 
THEOREM 2. Under Assumptions (H1), (H2), and (HY), there is a constant ~o > 0 such that 
for all positive ¢ <_ ¢o the difference quation (1.1) has [rnl, n] asymptotically stable pieeewise 
continuous [ml,n]-periodic solutions, where ml is such an integer that r = m/k  = rrq/kl for 
a certain kl E Z+ and milk1 is irreducible. Furthermore, these periodic solutions tend to P~i), 
i : 1 . . . .  , n, correspondingly as ~ ~ O. 
In fact, g(t + rnl, x, y) = g(t + klr, x, y) = g(t,x,y),  i.e., g is also ml-periodic in.  t. Thus, 
Theorem 1 implies the conclusions in Theorem 2 directly. 
More generally, we can consider the difference quation 
x(t + k) = f(x(t))  +  g(t, x(t), x(t + k)), t e R+, (5.35) 
with an integer k > 2, which is of higher-order difference. 
THEOREM 3. Under Assumptions (H1) (H3), there is a constant ~o > 0 such that for all posi- 
tive ¢ < So the difference quation (1.1) has [Tr~l, n] asymptotically stable piecewise continuous 
k[ml, n]-periodic solutions, where ml is such an integer that m/k  = rrq/kl fbr a certain kl E Z+ 
and *rq/kl is irreducible. Furthermore, these periodic solutions tend to P~i), i = 1 , . . . ,  n, corre- 
spondingly as ¢ ~ O. 
PROOF. Let 3- = t /k,  X(7)  = x(kT), G(r, x, Y) = 9( kT, x, g). Then equation (5.35) is equivalent 
to 
X(T + 1) = f (X ( r ) )  + ¢G(r, X(r ) ,  X ( r  + 1)), r C R+.  (5.36) 
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Note that  g is m-periodic in t, so 
( m ) G 7+~,x ,y  =g(kr+m,x ,y )=g(kr ,  x ,y )=G(r ,x ,y ) ,  
i.e., G is m/k-per iod ic  in r. By Theorem 2, equation (5.36) has [ml, n] asymptot ical ly stable 
piecewise continuous [ml, n]-periodic solutions, where ml  is defined in the Theorem 3. Clearly, 
these solutions correspond to k[ml,  n]-periodic solutions of equation (5.35). | 
Furthermore, if we suppose instead of (H1) that 
(H I ' )  f has an repelling cycle 7 = {wl , . . . , 'w~} such that its nmltipl icator satisfies I~1 > 1, 
we can also obtain similar results with converse stabil ity by considering 
x(t) = f - l (x ( t  + 1) - cg(t,x(t),x(t + 1))), (5.37) 
which should be equivalent to the original equation (1.1) neat' the cycle 7. In fact, ]lz, l > 1 
implies ~ f(wi) ~i 0 for all i = 1,.. ., n. Thus, in a small neighborhood of each w.i the inverse f -  1 
is well defined and 
f l  d(--~/wf-l('wi)<1. 
i=1 
6.  ALGORITHM TO BOUND THE PARAMETER 
Finally, we give an algorithm to est imate the bound ~0 roughly such that  equation (1.1) has 
periodic solutions when c _< c0. Here we need an extra condition that  #7 ¢ 0 and only discuss 
the case m = n for clearer statement.  
For bounded sets $1 C $2 in R, let 
f)(S2, $1) := inf{lb2 bl l :  b.e E OS2, b~ E OS1 }, (6.38) 
where OS,i denotes the boundary of S,;. Due to (4.19) and the extra condition, without loss of 
generality, we suppose 
Bk (~k,Vk), E (a i . , '  = = b~,), k = 1 ,2 , . . . ,n ,  
I are well chosen, where a~. < aa: < bk < b~., such that 
df(C1) df(G) d.f(GO < 1, 
0 < dw dw """ &---~- V((1 , . . . ,G~)  ~ B~ x . . .  x Bf~. (6.39) 
Let 
- !  
AJ.:  max max{Ig( t+k-1  x ,y ) l : t f f [O ,  1 ] ,XCB~,YCBk+l}  
k=l....n ~ 
L.  :=  max max g( t+k .x ,y )  g ( t+k ,x ,y )  : rE  [0 ,1 ] ,x~B~. ,yEB~+ 1 , 
k=l,...,r~ " 
Ak,=max - -d -ww- : (cBk  ' 
where k + 1 denotes (k + 1) (modn)  for short, i.e., n + 1 means 1. By (6.39), f maps each Bk 
homeomorphical ly  onto its image and f(OBk) = c)f(BA:). So does it for each B '  k" 
In (4.21) we take 
u~, = (un, v,~), u'~ - 2 ' v,~ = 2 ' (~.4o) 
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where ~,,, q,~ are given by (~,, tin) = ,f-l(/3~)V)B;z, i.e., 
~,,~ lrl&x {n l in  -1  - i  ! = {f  (a~),f  (b~)} ,a~},  
'}In ~ IIlill {l l laX -1  -1  {f  (a l ) , f  (bl)},b;~}. 
From (1.1) and (2.3), for (4.21) to hold it suffices to take 
where 
£ 0 < E1 .--  
p(B1, f(U~)) _ rain{a1 - al, bl - /31} 
5I, M, 
ct, = min{f(u,~), f(Vn)}, 
Sinlilarly, in (4.23) we take 
a n -  1 T {n-- i
Un-1  = ('u. ..... 1 ,Vn-1) ,  'Un_i -- 2 , 'Un--1 -- 
where (,~ , , , j , ,_,  a~'e given by (~,z-x,',J~-l) = f-'(U,d nB;~_x, i.e., 
~n-1  = max {min { f - l (u ,~) ,  f - l (yn)} ,  t in_ 1 }1 
~1,~ 1 = rain {max {.f-l(u,~), f - l (v~)} ,  b',~_ 1}. 
[~1 = max{f(un),  f(vn)}. 
bn_ 1 -}- 7]n_ 1 
(6.41) 
(6.42) 
Thus, %r (4.23) to hold it suffices to take 
co < E~ := p(U~,f(U~_I)) 
M, 
min{c~n - u,~, v,~ - /3n} 
]1/[. 
(6.43) 
where  
Cen = mi r l{ f (Un-1)~f (Vn- l )}~ ~n = n2ax{f (~n-1)~ f (Vn-1)} .  
Obviously, repeating n - 2 more times the same procedure as in (6.43) we can also obtain an- 
other n - 2 constants E~ 1, . . . ,  E2. Explicitly, (4.17) and (4.18) in Lemma 2 hold when E0 < 
min{E1, . . . ,E ,~}.  
Moreover, in the proof of Lemma 3 the requirement (4.28) is satisfied if we take c0 C (0, L ,  ~) 
such that 
f l (A  d + coL,) - (1 - e0L , )  '~ < 0. (6.44) 
j= l  
Here we note that (4.15) in the proof of Lemma 1 requires eoL ,< 1. Certainly, the polynomial 
inequality (6.44) must have a solution eo < E0 for a constant E0 E (0, L ;  -1) because of (4.19). 
Summarily, we obtain an estimate of the bound of c0. 
THEOREM 4. Suppose (H1) (H3) hold where m = n and #~ ¢ O. Let E l , . . . ,  E,~ be n constants 
obtained in (6.41), (6.43), and the likes and E0 be a solution of (6.44) in (0, L2t).  The results in 
Theorem 1 hold for m = n ire < co, ~q~ere Co < E := min{E0, E l , . . . ,  En}. 
The estimate is involved in a polynomial of degree n. When n = 2 we can solve inequality (6.44) 
easily by 
£0 < EO := 1 --  /~1/~2 (6.45) 
(2 + A~ + A2)L, '  
In 1)articular, when all At,. < 1 simply, it is easier to obtain 
1 - max Ak 
Eo = k=l ....... (6.46) 
2L. 
explicitly from a little stronger inequality than (6.44) even if n > 2. The estimate in the 
case m ¢ n, (:an be given similarly. 
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For a concrete xample, we consider the difference quation 
x( t  + 1) - x2(t) x(t) 
2 2 
- -  + 1 + cx( t )x ( t  + 1) cos(Trt), t E R+, (6.47) 
i.e., the equation (1.1) with 
x 2 x 
f (x )  - 2 2 + 1, g(t, x, y) = xy  cos( t). 
Obviously, f is a self-mapping on the interval [0, 1] and has an attracting 2-cycle 7 = {0, 1}. For 
simplicity we restrict our discussion on I = [0, 1]. It is reasonable to take 
[ 1 )  (@ 95 ] ' [ 8 )  ~ //119 1] B1 = 0, , B2= ,1 , B 1-- 0, , B 2= \ 27 , . 
As above, we can calculate 
1 5 3 
M,=~,  L ,= I ,  A I=~,  A2=~.  
In the procedure from (6.40) to (6.43) we can compute with Maple V.5 that 
U2= (0.962267424,1], U1 = [0,0.066497765) 
and 
E1 = 0.05290408, 
Moreover, inequality (6.44) is equivalent to 
E2 = 0.018181736. 
(5+c0)  (3+c0) - (1 -c0)2<0.  (6.48) 
It follows that 
33 1 <o. 
Thus Eo = 1/66 = 0.015151515-.. < 1. Hence, we obtain an estimate 
1 
E = rain{E0, El, E2} = ~-~, 
i.e., equation (6.47) has two asymptotically stable 2-periodic solutions when ~ < 1/66. 
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