We propose to model multivariate volatility processes based on the newly defined conditionally uncorrelated components (CUCs). This model represents a parsimonious representation for matrix-valued processes. It is flexible in the sense that we may fit each CUC with any appropriate univariate volatility model. Computationally it splits one high-dimensional optimization problem into several lower-dimensional subproblems. Consistency for the estimated CUCs has been established. A bootstrap test is proposed for testing the existence of CUCs.
Introduction
One of the most prolific areas of research in the financial econometrics literature in last two decades is to model time-varying volatility of financial returns. Many statistical models, most designed for univariate data, have been proposed for this purpose. From the practical point of view, there are at least two incentives to model several financial returns jointly. First, timevarying correlations among different securities are important and useful information for portfolio optimization, asset pricing and risk management. Secondly, modelling for single security may be improved by incorporating the relevant information in other securities. The quest for modelling multivariate processes, which are often represented by conditional covariance matrices, has motivated the attempts to extending univariate volatility models to multivariate cases, aiming for practical and/or statistical effectiveness. We list some of the endeavors below.
Let {X t } be a vector-valued (return) time series with E(X t |F t−1 ) = 0, Var(X t |F t−1 ) = Σ t ≡ σ t,ij , where F t is the σ-algebra generated by {X t , X t−1 , · · · }, and Σ t is an of Engle and Kroner 1995) , it suffers from the problems of overparametrization. Similar to multivariate ARMA models, not all parameters in model (1.1) are necessarily identifiable even when m = 1. Overparametrization will also lead to a flat likelihood function, making statistical inference intrinsically difficult and computationally troublesome. See, for example, Engle and Kroner (1995) , and Jerez, Casals and Sotoca (2001) .
To overcome the difficulties due to overparametrization, a dynamic conditional correlation (DCC) model (Engle 2002, Engle and Sheppard 2001) has been proposed. It is based on the decomposition
where D t = diag(σ 1/2 t,11 , · · · , σ 1/2 t,dd ), σ t,ii is the conditional variance of the i-th component of X t , and R t ≡ (ρ t,ij ) is the conditional correlation matrix. A simple way to facilitate such a model is to model each σ t,ii with a univariate volatility model and to model conditional correlation using a rolling exponential smoothing as follows , where ε ti = X ti /σ 1/2 t,ii . Even with such a simple specification, estimation typically involves solving a high-dimensional optimization problem as, for example, the Gaussian likelihood function cannot be factorized into several lower-dimensional functions. To overcome the computational difficulty, Engle (2002) proposes a two-step estimation procedure as follows: first fit each σ t,ii in (1.2) with a univariate GARCH(1,1) model using the observations on the i-th component of X t only, and then model the conditional correlation matrix R t by a simple GARCH(1,1) form
and ε t is a d × 1 vector of the standardized residuals obtained in the separate GARCH(1,1)
fittings for the d components of X t , and S is the sample correlation matrix of X t . Note there are only two unknown parameters θ 1 , θ 2 in the dynamical correlation model (1.3), so it can be easily implemented even for large or very large d. However it may not provide adequate fitting when the components of X t exhibit different dynamic correlation structures; see an example of three-dimensional data set in section 4 below. Furthermore in modelling the volatility for each component, no attempts are made to extract additional information from other components. Alexander (2001) proposes an orthogonal GARCH model which fits each principal component (PC) with a univariate GARCH model separately, and treats all PCs as conditionally uncorrelated random variables. Since PCs are only unconditionally uncorrelated, such a misspecification may lead to non-negligible errors in the fitting; see, for example, Figure 5 and related discussions in section 4 below.
Other multivariate volatility models include, for example, vectorized multivariate GARCH models of Bollerslev, Engle and Wooldridge (1988) , constant conditional correlation multivariate GARCH models of Bollerslev (1990) , a multivariate stochastic volatility model of Harvey, Ruiz and Shephard (1994) , a generalized orthogonal GARCH models of van der Weide (2002) , an easy-to-fit ad hoc approach of Wang and Yao (2005) ; see also a survey in Bauwens, Laurent and Rombouts (2003) and the references within.
While all the aforementioned models have their own merits, each of them has one or more of the three drawbacks; (i) overparametrization, (ii) computational complication, and (iii) too simple to catch some important dynamical structures.
In this paper, we propose a new modelling methodology which mitigates the above three drawbacks. The basic idea is to assume that X t is a linear combination of a set of conditionally uncorrelated components (CUCs); see section 2.1 below. One fundamental difference from the orthogonal GARCH model is that we use CUCs, instead of PCs, which are genuinely conditionally uncorrelated. The advantages of the new approach include: (i) the CUC decomposition leads to a parsimonious representation for multivariate volatility (matrix-valued) processes -there is no model identification problems, (ii) it has the flexibility to model each CUC with any appropriate univariate volatility models, (iii) computationally it splits a high-dimensional optimization problem into several lower-dimensional subproblems, and (iv) it allows the volatility model for one CUC to depend on the lagged value of the other CUCs.
The idea of using CUCs is similar to the so-called the independent component analysis (Hyvärinen, Karhunen and Oja 2001) . However instead of requiring all the component series are independent with each other, we only impose a weaker condition that the component series are conditionally uncorrelated; see (2.1) below. Of course the existence of CUCs is also not always guaranteed. We propose a bootstrap test to assess the feasibility of such an approach. Our empirical experience shows that for a large number of practical examples, there is no significant evidence to reject the hypothesis that the CUCs exist.
Literature on applying independent components analysis to financial and economic time series includes, for example, Back and Weigend (1997) , Kiviluoto and Oja (1998) , Mȃlȃroiu, Kiviluoto and Oja (2000) , and van der Weide (2002). Although our basic idea is somehow similar to van der Weide (2002), our approach is completely different.
The rest of the paper is organized as follows. Section 2 contains a detailed description of the proposed new methodology and the associated theoretical results. Simulation results are reported in section 3. Illustrations with real data examples are presented in section 4. Technical proofs are relegated in appendices.
Methodology

Basic setting
To simplify the matter concerned, we may assume Var(X t ) = I d -the d × d identity matrix. In practice, this amounts to replacing X t by S −1/2 X t , where S is the sample covariance matrix of X t . We assume that each component of X t is a linear combination of d conditionally uncorrelated components (CUCs) Z t1 , · · · , Z td which satisfy the conditions E(Z ti |F t−1 ) = 0, Var(Z ti ) = 1, and
The above setting implies that
i.e. σ 2 tj = Var(Z tj |F t−1 ). It is easy to see that once we have specified σ 2 tj -the volatility of the j-th CUC, for j = 1, · · · , d, volatilities for any portfolios can be deduced accordingly. For example, for any portfolios ξ t = b τ 1 X t and η t = b τ 2 X t it holds that
where for any π-class B t ⊂ F t−1 such that the σ-algebra generated by B t is equal to F t−1 (Theorem 7.1.1 of Chow and Teicher, 1997) . In practice, we use some simple B t for the sake of the tractability.
This leads to choosing an orthogonal matrix A = (a 1 , · · · , a d ) τ which minimizes
where B is a collection of subsets in R d , k 0 ≥ 1 is a prescribed integer. We denote by A = ( a 1 , · · · , a d ) τ the resulting estimator.
Since the order of a 1 , · · · , a d is arbitrary, we measure the estimation error by In practice, we may let B consist of balls with an appropriately selected radius (such that each ball contains sufficiently many data points) centered on a grid in the sample space of X t .
For example, we may use those observations X t as the centres of balls such as at least one of the components of X t is the 10th, the 20th, · · · the 90th sample percentile of the corresponding component observations.
To overcome the difficulties in handling the constraint A τ A = I d in solving the above optimization problem, we reparametrize A in terms of the decompositions:
where E ij (ϕ ij ) is obtained from the identity matrix I d with the following replacements: both the (i, i)-th and the (j, j)-th elements are replaced by cos ϕ ij , the (i, j)-th and the (j, i)-th elements are replaced, respectively, by sin ϕ ij and − sin ϕ ij (Vilenkin 1968 , van der Weide 2002 . Obviously
is an orthogonal matrix, so is A given in (2.7). Writing A in (2.2) in the form of (2.7), the constrained minimization of (2.5) over orthogonal A is transformed to an unconstrained minimization problem over a
This minimization problem is typically solved by iterative algorithms. We stop the iteration when
) is smaller than a prescribed small number, where A k denotes the value of A in the k-th iteration, and D is defined as in (2.6).
Remark 1. In practice, we may replace (2.5) by a weighted version
where ε 0 is a small constant guarding against zero denominator. This puts more emphasis on small sets B. Furthermore, the superemum over k in (2.5) may be replaced the summation over k.
Asymptotic properties
We first introduce two concepts: mixing which measures the decaying speed of the auto-dependence for a time series over an increasing time span, and the Vapnik-Cervonenkis (or VC) index which measures the complexity of a collection of sets.
Let F j i be the σ-algebra generated by {X t , i ≤ t ≤ j}. The β-mixing coefficients is defined as
(See §2.6.1 of Fan and Yao, 2003.) For an arbitrary set of n points {x 1 , · · · , x n }, there are 2 n possible subsets. Say that B picks out a certain subset from {x 1 , · · · , x n } if this can be formed as a set of the form B ∩ {x 1 , · · · , x n } for a set B in B. The collection B shatters {x 1 , · · · , x n } if each of its 2 n subsets can be picked out by B. The VC-index of B refers to the smallest n for which no set of size n is shattered by (1996) for further discussion on VC-classes.
Under the regularity conditions listed below, the estimator A is consistent; see Theorem 1.
Its proof is relegated in Appendix A.
(A1) The collection B of sets in R d is a VC-class.
(A2) The process {X t } is strictly stationary with E||X t || 2 < ∞, where ||·|| denotes the Euclidean norm. Furthermore, the β-mixing coefficients
Furthermore the minimum value of Ψ is obtained at an orthogonal matrix A if and only if D(A, A 0 ) = 0.
(A4). E X t 2p < ∞ for some p > 2 and the β-mixing coefficient in (A2) holds for
is smaller than a small but fixed constant, where a > 0 is a constant. 
When the CUCs exist, namely Ψ(A 0 ) = 0, A 0 corresponds to the transform for the CUCs.
When the CUC does not exist, Theorem 1 continues to hold. In this case, Ψ(A 0 ) = 0 and indeed A 0 can depend on the π-class B. In practice, we really do not know whether this condition holds or not. In that case, our aim becomes naturally to find an orthogonal transform such that the resulting components are as less conditionally correlated as possible. Observe that the conditional correlation criterion
Thus, a reasonable criterion is to find an orthogonal transform A to minimize Ψ(A). The following theorem shows that our estimation method possesses some degrees of robustness and is better than the principal component transform in terms of minimizing the conditional correlation criterion
Theorem 2. Let k 0 ≥ 1 be a fixed integer. Under conditions (A1), (A2), for any other orthogonal transform B, we have
Theorem 2 shows for any other orthogonal transform B, asymptotically, the transformed components have higher conditional correlation, in terms of Ψ(·), than those transformed by A.
Modelling volatilities for CUCs
Once the CUCs have been identified, we may fit each σ 2 tj with any appropriate univariate volatility model, for example, a GARCH model, a stochastic volatility model, or any nonparametric and semiparametric volatility models. As a simple illustration, we establish below an extended GARCH(1,1) model for each of σ 2 ti given in (2.3).
Extended GARCH(1,1) models
We assume, for the j-th CUC, j = 1, · · · , d,
where {ε tj , −∞ < t < ∞} is a sequence of i.i.d. random variables with mean 0 and variance 1, ε tj is independent of F t−1 , γ j > 0 and α j , α ji , β j ≥ 0. This model contains extra d − 1 terms i =j α ji Z 2 t−1,i from the standard GARCH(1,1) model, which incorporates the possible association between the j-th CUC and the other CUCs, while the conditional zero-correlation condition (2.1) still holds. Such a dependence is termed as that the i-th component (if α ji = 0) is causal in variance to the j-th component (Engle, Ito and Lin 1991) .
In practice, we expect that σ 2 tj may depend on Z 2 t−1,i only for a small number of i's, including i = j, i.e. many coefficients α ji (for i = j) may be 0. Section 2.3.3 below outlines a data-analytic approach for building such a component-dependent model.
Theorem 2 below gives a sufficient condition of the existence of stationary solution to model (2.8).
Theorem 3. (i) The extended GARCH(1,1) model (2.8) defines a unique d-dimensional strictly stationary process {Z t } with E||Z t || 2 < ∞ under the condition
where r = max 1≤j≤d d j , and d j is the number of non-vanishing coefficients among α j1 , · · · , α jd .
(ii) Under condition (2.10), E(Z 2 tj ) = 1 for all 1 ≤ j ≤ d if and only if
The proof of the above theorem is in Appendix B. When α ji = 0 for all i = j, i.e. each Z tj follows a standard GARCH(1,1) model, (2.10) reduces to α jj + β j < 1, which is the necessary and sufficient condition for the existence of unique strictly stationary solution with finite second moments for the corresponding GARCH(1,1) model; see Chen and An (1998) . In practice condition (2.10) may often be violated, indicating the likely inappropriateness of GARCH specification for σ 2 tj . However if we view the right hand side of (2.9) as an approximation for σ 2 tj , such an approximation process is strictly stationary under a weaker condition β j < 1. For further discussion of the approximation point of view, we refer to Penzer, Wang and Yao (2004) .
quasi-MLE
To facilitate a likelihood, let us assume hypothetically that ε tj in (2.8) has a density f (·), which can be the standard normal distribution, generalized Gaussian distribution and t-distribution.
The implied (negative) log-likelihood function for
for a given integer ν ≥ 1, where σ tj (θ j ) 2 = Var(Z j |F t−1 ) is given by (2.8). By (2.9) and (2.11),
This form of σ tj (θ j ) 2 ensures Var(Z tj ) = 1; see Theorem 2(ii). The quasi-maximum likelihood estimator θ j minimizes (2.12). In practice, we let Z ti ≡ 0 for all t ≤ 0 on the right hand side of (2.13).
Selection of casual components
To obtain a parsimonious representation for σ 2 tj , we may select only those significant Z t−1,i on the RHS of the second equation in (2.8). This is particularly important when the number of components d is large. It may be achieved by using the ideas for variable selection in regression analysis. Below we outline such an algorithm based on a combination of the stepwise addition method and the BIC criterion.
We start with the standard GARCH(1,1) model (i.e. α jj = 0 and α ji = 0 for j = i). We then add one more Z t−1,i each time which maximizes the (quasi-)likelihood. More precisely, suppose the model contains (k − 1) terms Z t−1,j 1 , · · · , Z t−1,j k−1 already. We choose an additional term Z t−1,ℓ among ℓ ∈ {j, j 1 , · · · , j k−1 } which maximizes the quasi-likelihood function. Note that this is a two-step maximization problem: For each given ℓ ∈ {j, j 1 , · · · , j k−1 }, we compute the qMLE
We then choose an ℓ ∈ {j,
, and denote by l j (k) the minimum value and the index of the selected variable j k . Put
We choose r j which minimizes BIC j (k) over 0 ≤ k ≤ d. Note that k = 0 corresponds the standard GARCH(1,1) fitting for Z tj .
LADE
If CUCs Z tj are known (i.e. a j are known), the asymptotic properties of qMLE may be derived in the similar manner as Hall and Yao (2003) . See also Mikosch and Straumann (2004) . For example, the estimator θ j would suffer from complicated asymptotic distributions and slow convergence rates if ε tj is heavy-tailed in the sense that E(|ε tj | 4 ) = ∞. On the other hand, a least absolute deviation estimator based on a log-transformation is always asymptotically normal with the standard root-n convergence rate; see Peng and Yao (2003) .
To construct the LADE with the constraint Var(Z tj ) = 1, we write ε tj = v 0 e tj in the first equation in (2.8), where the median of e 2 tj is equal to 1 and v 0 = 1/STD(e tj ). With σ tj (θ j ) 2 expressed in (2.13), parameters θ j and v 0 are (jointly) identifiable. Now
Since the median of log(e 2 tj ) is 0, the true values of the parameters minimise
Therefore we may estimate the parameters by minimizing
where σ tj (θ j ) 2 is given in (2.13), with the part of a ji = 0 for the non-casual component in the variance. So far θ j and v 0 are treated as free parameters. The estimators obtained are root-n consistent.
To make an explicit use of the condition that Var(ε tj ) = 1, we may estimate parameters θ j as follows. With the initial estimate θ j , we can minimize
We may update v 0 and iterate further until the estimated θ j converges. Note that we have used a weighted L 2 loss function to approximate the L 1 loss to expedite the computation.
Inference based on bootstrapping
A natural question for the proposed approach is if the CUCs Z t1 , · · · , Z td exist, although the minimiser { a j } of (2.5) always exists. To address this issue statistically, we may construct a test for the null hypothesis
where Note when Z ti and Z tj are not conditionally uncorrelated, the left hand side of (2.4) is equal to positive constant instead of 0. Therefore, the large values of Ψ n ( A) will indicate that the CUCs do not exist. We adopt a bootstrap method below to assess how large is large enough to reject H 0 .
If the null hypothesis H 0 could not be rejected, we may also construct confidence sets for the coefficients a j (i.e. the columns of A) of the CUCs, and the parameters θ j based on the same bootstrap scheme. Formally confidence sets for θ j could be constructed based on asymptotic distributions of, for example, the LADE θ j , which may be derived in the similar manner of Peng and Yao (2003) . However such an approach is based on the assumption that the CUCs are known (i.e. the vectors a j are known), and, therefore, fails to take into account of the errors due to the estimation for a j .
Let A = ( a 1 , · · · , a d ) be the estimator derived from minimizing (2.5). Let Z tj = a τ j X t . Let θ j be an estimator for θ j , such as the LADE defined in section 2.3.4.
The bootstrap sampling scheme consists of the three steps below.
(i) For j = 1, · · · , d, draw ε * tj , for −∞ < t ≤ n, by sampling randomly with replacement from the standardized residuals { ε ν+1,j , · · · , ε nj } which are obtained from standardizing the raw residuals
A test for the existence of the CUCs: Let Ψ * n (A) be defined as in (2.5) with {X t } replaced by {X * t }, and the bootstrap estimator A * = (a * 1 , · · · , a * d ) be computed in the same manner as A Confidence sets for A: A bootstrap approximation for an (1 − α) confidence set of the transformation matrix A can be constructed as 
Simulation
We conduct a Monte Carlo experiment to illustrate the proposed CUC-approach. In particular we check the accuracy of the estimation for the transformation matrix A in (2.2).
We consider a CUC-GARCH(1,1) model with d = 3 It is easy to see that A τ A = I 3 and γ i = 1 − α i − β i so that the variances of the CUCs are 1 [see (2.11)]. Since α 1 + β 1 = 0.98 is very close to 1, the volatility for the first CUC is highly persistence. On the contrary, the volatility persistence in the third component is less pronounced as α 3 + β 3 = 0.72 only.
For each of 200 samples with size n = 500 and 1000 respectively from the above model, we estimated the transformation matrix A by minimizing Ψ n (A) defined in (2.5), which was solved using the proprietary optimization routines in MATLAB. Note that as far as the estimation of A is concerned, two orthogonal matrices are treated as identical if the D-distance between them is 0; see (2.6). The coefficients α i , β i and γ i were estimated using quasi-MLE based on a Gaussian likelihood. The resulting estimates were summarized in Table 1 and Figure 1 . A is accurate. The coefficients in each CUC models were also estimated accurately. The errors in estimation decrease as the sample size increases from 500 to 1000.
Since biases reported in Table 1 are always negative; see also Figure 1 . This indicates that the coefficients in the GARCH(1, 1) models for CUCs were slightly underestimated. Also note that the estimation errors decrease when the volatility persistence (measured by α i + β i ) increases; see the upper panel of Figure 1 for the estimation with the sample size 1000. To make a comparison, the estimation errors of the GARCH coefficients when the true A is used are plotted in the lower panel. The differences are small.
Real data examples
In this section we illustrate the proposed method with two real data sets.
The first data set, denoted as SCI, consists of the 2275 daily log returns (in percentages) of S&P 500 index, stock price of Cisco System and stock price of Intel Corporation in 2 January 1991 -31 December 1999. This data set has been analyzed in Tsay (2001) . Figure 2 depicts the time series plots of the three series. Descriptive statistics are listed in Table 2 . Obviously, the unconditional distribution of all of these series exhibit excessive kurtosis; indicating significant departure from normal distributions.
The Ljung-Box Q statistics suggest some plausible autocorrelation in these series. But this may be due to the heteroscedasticity. Hence we compute the p-values of these Q tests based on a bootstrap procedure: for each of the mean-deleted component return series, we first fit a univariate GARCH(1,1) model
and denote the estimated parameters as α 0 , α 1 , β 1 , respectively, and the standardized residuals as ǫ t . Draw ǫ * t randomly with replacement from { ǫ t , t = 1, · · · , n} and draw Y * t from
Let Q * be a Q-statistic based on Y * t . The p-value of Q is now estimated by the relative frequency of the occurrence of the event that Q * is great than Q in a repeated bootstrap sampling for 1000 times. In Table 2 , those p-values are listed in parentheses below the values of the corresponding Q statistics. Based on those p-values, there is no significant evidence for the existence of autocorrelation in all the three component series. Accordingly there is no need to fit a VAR model for the conditional mean for this data set.
Let Y t be the mean-deleted returns of SCI. Let Σ = PΛP τ be the sample covariance matrix of Y t , where PP τ = I 3 and Λ is diagonal. Let
Then we may regard the (unconditional) covariance matrix of X t is I 3 . 
Note: Q(k) is referred to the Ljung-Box portmanteau test statistics. Figures in parentheses are their corresponding p-values based on 1000 bootstrap replications.
Based on data X t , an estimator A was obtained with Ψ n ( A) = 0.1732. Consequently a GARCH(1,1) model was fitted for each CUC. The estimated coefficients are listed in Table 3 which shows that the volatility of the first and third CUCs is highly persistent as α 1 + β 1 = 0.9925 Table 3 . The length of the confidence intervals increase as the volatility persistent measured by α i + β j decreases. This is consistent with the finding from the simulation study reported in section 3.
Based on the fitted conditional variances σ 2 ti for the CUCs, the conditional variance matrix for the original series Y t is equal to
where W = PΛ 1 2 A. Since the volatility processes of the first and third CUC are highly persistent, they can be modelled with Integrated GARCH models. If so, the volatility processes for original series and their covariance processes are virtually modelled by mixtures of IGARCH models and mean-reverting GARCH models, which is similar to the Component GARCH model used in Ding and Granger (1996) to capture the long memory properties for a univariate volatility process. (2001) and Ding and Engle (2001) . Note that orthogonal GARCH model effectively treats the principal components as conditional uncorrelated variables, which may overlook important conditional dependence structure in the original data. Note that the time varying patterns in the three processes in Figure 5 are similar, which is different from Figure 3 of CUC-GARCH(1,1) fitted. Especially the orthogonal GARCH fitting artificially inflates the volatility of S&P500 index in the middle period; see the original time plot of the series in Figure 2 . The inflation is due to treating the conditional correlated principal components as CUCs. As we stated above, the identity matrix is indeed not included in the confidence set for A.
Our second data set consists of the daily close returns of five Asian stock indices, namely, We fitted a CUC-extended GARCH(1,1) to the mean-deleted return series. The lagged valued from the other CUCs were selected using BIC together with a forward searching; see section 2.3.3.
The fitted extended GARCH(1,1) models, based on quasi-MLE with Gaussian likelihood, for the five CUCs are reported in Table 4 . According to the fitted models, the first CUC is causal in variance to the fifth CUC, the second CUC is causal in variance to the first and the third CUCs, and the fifth CUC is causal in variance to the first CUC. On the other hand, no additional variables were selected in the models for the second and fourth CUCs. Figure 7 displays the fitted volatility processes for the five original stock returns. As expected, the most volatile waves are observed at the early of 1998 with the onset of the Asian financial crisis, which are especially predominant in Hong Kong and Singapore markets. While the shock is still big, the impact of the crisis on Japan and Taiwan markets is less drastic. Furthermore, the effect to Shanghai market is on a much smaller scale. In Figure 8 , we present the fitted conditional correlation between Hong Kong and the other four markets. Obviously, the most correlated period is in accord with the epidemic of Asian financial crisis. After that, the correlations between Hong Kong and Singapore almost remain at a constant level except two downslides in the middle of 1999 and 2002, respectively. Likewise, the correlations between Hong Kong and Taiwan are almost at a constant level, although a little smaller than that with Singapore market. A upward trend can be seen in the correlation between Hong Kong and Japan markets in the last few years, which suggests that these two markets were becoming more closely integrated. On the contrary, the correlations between Hong Kong and Shanghai markets seems to have a downward to zero trend in the last few years. The implications of these observations to international diversification deserve a further investigation. 
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Finally we compared the fitting based on our CUC-based GARCH(1,1) with the orthogonal GARCH(1,1) models and Engle's dynamic conditional correction (DCC) model (1.2) and (1.3) in terms of a goodness-of-fit tests based on the Ljung-Box statistic (Tse and Tsui 1999) . Note the DCC-model for each component of Y t reduced to the standard univariate GARCH(1,1) fitting.
We define the standardized residual for the i-th series as u ti = Y ti / σ 1/2 t,ii , where σ t,ii is the (i, i)-th element of the fitted conditional variance of Y t . Define
where ρ t,ij = σ t,ij /( σ t,ii σ t,jj ) 1/2 is the estimated conditional correlation between Y ti and Y tj . If the model is correctly specified, there is no autocorrelation in {C t,ij , t ≥ 1} for any fixed i, j. Put
where r ij,k is the lag k sample autocorrelation of C t,ij . It is intuitively clear that the large values of Q(ij, M ) indicate the lack of fit for the conditional correlation between the i-th and j-th components Y t for i = j, and the lack of fit for the conditional variance of the i-th component for i = j. Although the distribution theory of Q(ij, M ) is unknown, empirical evidence suggests that χ 2 M provides a reasonable reference in practice; see Tse and Tsui (1999) . Table 5 lists the values of the Q-statistics with M = 10. The significant levels were gauged according to the χ 2 10 -distribution. The advantage of using the CUC-GARCH model over the Orthogonal GARCH model is obvious as the Q-values for the former tend to be smaller, or significantly smaller, than those for the latter. Furthermore, all the Q values for the fitted CUC-GARCH models are insignificant at the level of 10%, while the test rejects some Orthogonal GARCH fittings at the significance level 1%. For example, the p-values for testing the correlations between S&P 500 and Cisco stock, and S&P 500 and Intel stock is less than 1%; indicating significant autocorrelation. This may explain the incomprehensible jumps in the fitted volatility for S&P 500 by orthogonal GARCH model in Figure 5 . The same phenomena may also be observed in the fitting for the second data set. The orthogonal GARCH model failed to provide adequate fittings for Hang Seng index (HS), Singapore Straits Time index (ST) and Taiwan Weighted index (TW), as indicated by the large Q-values; see Table 5 .
Overall the DCC model provide a competitive performance to the CUC model for the Asian
Markets data. This is may due to a certain degree of homogeneity among the five Asian market indices. For SCI consisting of one market index and two stock prices, the gain of using CUC over DCC is more pronounced. First, the DCC-model seems to fail to catch the dynamic correlation between the returns of the S&P 500 index and the Cisco stock price. Furthermore, although Q-value for the CUC-model for S&P 500 is marginally larger than that of the DCC model, the Q-values for the CUC-models for both Intel and Cisco prices are substantially smaller than those for the DCC models; suggesting an improvement for the modelling volatility dynamics for the Intel or the Cisco price by incorporating the information from other series.
The Q-tests with different values of M lead to similar pattern as Table 5 , which, therefore, are omitted to save the space. Appendix A -Proof of Theorem 1
We introduce some notation first. Let
The lemma below shows that both Ψ(·) and Ψ n (·) are Lipschitz continuous on
where H D is the quotient space; see Remark 2.
Lemma 1. For any U, V ∈ H D , it holds that
and
almost surely, where c > 0 is a constant and tr(A) is the trace of a matrix A.
Proof. We only prove the lemma for Ψ(·). The result for Ψ n (·) may be shown in the same
We assume that the orders and the directions of u i and v j are arranged such that u τ i v i ∈ [0, 1] for all i, and
See (2.6). Put the spectral decomposition for C k (B) as
where 
By using the Cauchy-Schwartz's inequality, the above inequality is furthered bounded by
Note that for x = 0, it holds that |x + y| − |x| = y sgn(x) + 2(x + y){I(−y < x < 0) − I(0 < x < −y)}.
Hence,
where
On the set B 1 ∪ B 2 ,
This, combining with (5.2) and (5.4), implies that
Now the lemma follows from (5.5) and the inequality
, see also (5.1). This completes the proof.
Proof of Theorem 1. Since C n,k (B) − C k (B) is a real symmetric matrix, it holds for any unit vectors a and b that
where ||C n,k (B) − C k (B)|| denotes the sum of the absolute values of the eigenvalues of C n,k (B) − C k (B). This may be obtained by using the spectral decomposition of C n,k (B) − C k (B). Consequently it holds uniformly for any orthogonal matrix A that
where X ti denotes the i-th element of X t . Since E|X ti X tj | < ∞ and B is a VC-class, the covering number for the set of functions {X ti X tj I(X t−k ∈ B), B ∈ B} has a polynomial rate of growth for any underlying probability measure (Theorem 2.6.4, van der Vaart and Wellner 1996) . Hence, it is a Glivenko-Cantelli class. It follows now from Theorem 3.4 of Yu (1994) 
where λ max (B, k) and λ min (B, k) denote, respectively, the maximum and the minimum eigenvalues
a.s. Under the additional condition E|X ti X tj | 2p < ∞ and the mixing condition given in Condition (A4), Theorem 1 of Arcones and Yu (1994) implies that the set of functions {X ti X tj I(X t−k ∈ B), B ∈ B} is a Donsker class, and hence the process {∆ n,k (B), B ∈ B} indexed by B ∈ B converges weakly to a Gaussian process, where
The last equality in (5.7) follows from the fact that on B 3 ∪ B 4 ,
It follows from (5.7) and condition (A5) that
Now by substituting A by A, the left hand side of (5.8) must be non-negative by the definition of A. The right hand side of (5.8) would be negative unless
This completes the proof.
Appendix B -Proof of Theorem 2
From the proof of Theorem 1, we have
Since Ψ(A) is continuous on the compact quotient space H, there exists a minimizer A 0 . It follows
Using the fact Ψ n ( A) − Ψ n (A 0 ) ≤ 0, we conclude from (5.9) that
This completes the proof of Theorem 2.
Appendix C -Proof of Theorem 3
For each j, there are at most r non-zero α jk . Since β j < 1, it holds that
Now Theorem 2 follows from Lemma 2 below immediately by letting Y tj = X 2 tj and ρ tj = σ 2 tj .
Note that Lemma 2 may be proved in the similar manner to the proof of Theorem 1 of Giraitis at al (2000); see also section 2.7.1 of Fan and Yao (2003) . 
