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Abstract
In the analysis of the classical multivariate linear regression model, it is assumed that the
covariance matrix is nonsingular. This assumption of nonsingularity limits the number of char-
acteristics that may be included in the model. In this paper, we relax the condition of nonsingu-
larity and consider the case when the covariance matrix may be singular. Maximum likelihood
estimators and likelihood ratio tests for the general linear hypothesis are derived for the singu-
lar covariance matrix case. These results are extended to the growth curve model with a singu-
lar covariance matrix. We also indicate how to analyze data where several new aspects appear.
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1. Introduction
Consider the model
Y = BX + 1/2E, (1.1)
where Y : p × n, B : p × q  : q × k, X : k × n, the rank of  = 1/21/2 denoted
by r() = r  p and known, and the elements of E are i.i.d. N(0, 1). It is assumed
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that  and  are unknown, 1/2 is a positive semi-definite factorization of the covari-
ance matrix  and B and X are matrices of known constants. When the covariance
matrix  is known, some special cases of this model have been considered by Mitra
and Rao [6] and Rao and Mitra [11, p. 203–206]. However, when  is unknown, only
least squares estimators in the regression model and some ad hoc testing procedures
have been considered by Khatri [4].
When B = Ip and  : p × k, then, (1.1) becomes a model for the multivariate
regression. The general model (1.1) is known as the growth curve model in the litera-
ture, introduced and developed by Rao [8,9] and Potthoff and Roy [7]. The maximum
likelihood estimators of the parameters in the general case were given by Khatri
[3]. For a review of the model see [5,13,19]. In this paper we consider the growth
curve model (1.1) as well as the multivariate linear regression model when the co-
variance matrix  is singular. The case of a known covariance matrix  has been
considered by Khatri [4]. In this paper we obtain maximum likelihood estimators of
 and  and derive the likelihood ratio test (LRT) for the general linear hypthesis.
The distribution of the LRT is given. We show how to analyze a data set in which
we first determine the rank of the sample covariance matrix, something similar to
principal component analysis. Having determined the rank r, we present methods for
estimating the parameters and obtain the likelihood ratio tests. The organization of
the paper is as follows. In Section 2 we introduce the singular multivariate normal
distribution and give a version of its pdf. Results for one-sample and two-sample
inference problem are summarized in this section, the proofs of which can easily
be obtained for the general regression model discussed in Section 3. In this section
we obtain the MLE, derive the likelihood ratio test (LRT) and establish its exact
distribution. Then results are generalized to the growth curve model in Section 4.
An example is dicussed in Section 5. Throughout the report = now and then stands
for equality with probability 1. It will be clear from the content when equality holds
with probability 1. Nevertheless, sometimes we remind the reader that equality holds
with probability 1.
2. Singular multivariate normal distributions
Consider a p-dimensional random vector y which is normally distributed with
mean vector  and covaraince matrix, , denoted by Np(,). When  is positive
definite ( > 0), the probability density function (pdf) of y is uniquely defined except
on sets of probability zero. However, when the covariance matrix  is singular and
of rank r the density is restricted to an r-dimensional subspace, see [2, p. 290] and
[10, p. 527–528], and [18, p. 4], hereafter referred to as S & K. This pdf is not
uniquely defined as shown in S & K [18]. A version of such a pdf was first given by
Khatri [4], using a generalized inverse − of , where − is defined by − = .
Since  is of rank r, it has only r non-zero eigenvalues, say λ1  · · ·  λr > 0. The
corresponding p × r matrix of eigenvectors will be denoted by , and a generalized
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inverse is given by − = −1′, where  = diag(λ1, . . . , λr ) is an r × r diagonal
matrix with diagonal elements as λ1, . . . , λr . Indeed the given − is a Moore–Pen-
rose inverse and will be denoted +. Then from Khatri [4], a version of the pdf of y
is given by
(2)−(1/2)r ||−1/2 exp (− 12 (y − )′+(y − )), (2.1)
where |C| stands for the determinant of a square matrix C and with probability 1
o′ = o′y, (2.2)
for a p × (p − r) semi-orthogonal matrix o, orthogonal to , i.e.
o′o = Ip−r , o′ = 0. (2.3)
The likelihood function for a random sample of size n with observation matrix
Y = (y1 : . . . : yn) is given by
L(,,) = (2)−(1/2)rn||−(1/2)n
× etr{− 12−1(′Y − ′1′)(′Y − ′1′)′}, (2.4)
where etrA stands for the exponential of the trace of the matrix A and
o′1′ = o′Y (2.5)
with probability 1; here 1 is an n× 1 row vector of ones, i.e. 1′ = (1, . . . , 1). Since
1′( 1
n
1)1′ = 1′, 1
n
1 is a g-inverse of 1′. Let
P = I − 1
n
11′ and Pi = I − 1
n
1i1′i , (2.6)
where 1i is an ni × 1 column vector of ones. Then, from (2.5) we get G′YP = 0
giving
G′ = U(I − (YP)(YP)−) (2.7)
for any (p − r)× p matrix U such that G′G = Ip−r and since YP is a rank r,
(YP)(YP)− is a idempotent matrix of rank r putting some additional restrictions
on U but does not determine G uniquely. From (2.3) it is clear that the uniqueness
of G is not required. In fact, our analysis will not depend on the choice of G. It is
only assumed that G′ = 0, i.e. the space generated by the columns of G which are
orthogonal to  and it appears that we have complete knowledge of that space. The
likelihood function given in (2.4) will be used to obtain the maximum likelihood
estimates of , and the “non-fixed” part of . These are given in the following.
Theorem 2.1. Let Y ∼ Np,n(1′,, In), where  is of rank r() = r, and  =
′. For P defined in (2.6), let S = YPY′, and H be the p × r matrix of eigenvec-
tors corresponding to the r largest eigenvalues of S, denoted by L = diag(l1, . . . , lr ).
Then the MLE of ,, and  are respectively given by
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ˆ = y¯ = 1
n
n∑
i=1
yi ,
ˆ = 1
n
L,
ˆ = H,
ˆ = 1
n
HLH′.
The proof of this theorem will follow the general result on the regression model
given in Section 3. Similarly, the proofs of the following two theorems can also be
obtained from Section 3.
Theorem 2.2. Let Y ∼ Np,n(1′, , In), where r() = r . The LRT for testing the
hypothesis H : ′ = 0 against the alternative A : ′ /= 0 is based on the statistic
T 2r = ny¯′(ˆ
′Sˆ)−1ˆ′y¯,
where
f − r + 1
r
T 2r ∼ Fr,f−r+1, f = n− 1,
ˆ and S are defined in Theorem 2.1.
Theorem 2.3. Let Y1 ∼ Np,n1(1′,, In1) and Y2 ∼ Np,n2(21′,, In2), where
r() = r, be independently distributed. For Pi defined in (2.6) let S = Y1P1Y′1 +
Y2P2Y2 = HLH′. The likelihood ratio test for testing the hypothesis thatH : ′1 =
′2 against the alternative A : ′1 /= ′2 is based on the statistic
T 2r =
n1n2
n
(y¯1 − y¯2)′ˆ(ˆ′Sˆ)−1(y¯1 − y¯2),
where
f − r + 1
r
T 2r ∼ Fr,f−r+1, f = n1 + n2 − 2.
We shall now examine the test statistic of Theorem 2.2. For  of rank r, we have
ˆ
′Sˆ = L = diag(l1, . . . , lr ). Thus
T 2r = ny¯′ˆL−1ˆ
′
y¯ = n
n∑
i=1
z2i / li ,
where z = (z1, . . . , zr )′ = ˆ′y¯, the mean vector of the first r sample principal com-
ponents. For large samples, we know that (f − r + 1)T 2r is asymptotically chi-
square distributed with r degree of freedom. Theorem 2.2 gives the exact distribution.
The results of Theorems 2.1–2.3 are great improvements over the ones that might
have been used although none have been mentioned or used in the statistical literature
except in one case by Rao and Mitra [11, pp. 204–206] for the problem of classifi-
cation but that too when the covariance matrix  is known. Principal components,
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however, among others have been used for testing or assessing multivariate normality
of the data, see [14,17].
For practical applications of these results, there remains however, a problem of
how to determine the rank r of the covariance matrix . In real data analysis involv-
ing high-dimensional data, the sample covariance matrix f−1S, f = n− 1, may
never be exactly singular, and thus we may never know r. It is tempting to look for a
test for the rank of the covariance matrix , something similar to finding the number
of factors in factor analysis. But here there is no comparison group available. For
example, the simplest test that comes to mind from principal components analysis is
to use the test statistic based on
l1 + · · · + lr
l1 + · · · + lp ,
where the l′1s are the eigenvalues of S. But under the hypothesis, this statistic takes
the value 1 with probability 1. Thus, in practice we will have to follow the pragmatic
approach of principal components analysis to decide on the rank. It should also
be mentioned that the problem of determining the rank of  is quite different than
the problem of determining the rank of the regression matrix as considered by An-
derson [1].
3. Estimation in multivariate regression model
The multivariate regression model is given by
Y = X + 1/2E, (3.1)
where Y : p × n,X : k × n, r(X)  k,  : p × k,1/2 is a symmetric square root,
E = (eij) with eij i.i.d. N(0, 1), : p × p and r() = r  p. It is assumed that X
is a known matrix and  is the matrix of unknown mean parameters. We consider
the problem of estimating  when the unknown covariance matrix  is of rank
r() = r  p.
Consider an orthogonal matrix (,o), where  : p × r and o : p × (p − r)
are such that
 = ′, o′ = 0, ′o = 0, ′ = Ir , o′o = Ip−r
and  = diag(λ1, . . . , λr ) is the diagonal matrix of non-zero eigenvalues of . Then
(3.1) can be written as(
′
o
′
)
Y =
(
′
o
′
)
X +
(
′1/2E
0
)
. (3.2)
It follows from (3.2) that with probability 1
o
′
Y = o′X. (3.3)
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Thus, (3.3) may be regarded as a linear system of equations in . A general solution
of (3.3) is given by (see [11, p. 24])
 = oo′YX− +− oo′XX− (3.4)
with probability 1, where  : q × k is a matrix of parameters. In the above we have
used the fact that (o′)− = o, and o′YX−X = o′Y with probability 1. It may be
noted that if the k × n matrix X is of full rank k, then the k × k idempotent matrix
XX− is of rank k and hence must equal Ik . Thus with probability 1 (3.4) becomes
 = oo′YX− + ′. (3.5)
Thus, in either case whether we insert the solution (3.4) or (3.5) in the random part
of the model (3.2) we get
′Y =′X + ′1/2E
=′X + ′1/2E, (3.6)
since from (3.4) ′ = ′. Thus, the number of unknown mean parametes (pk)
remains the same except that now we should be working with  instead of .
3.1. Maximum likelihood estimators
For simplicity of presentation we shall assume that the rank of the k × n matrix
X is k. The likelihood function of , , and  is given by
L(,,) = c||−(1/2)netr{− 12−1(′Y−′X)(′Y−′X)′}, (3.7)
where c = (2)−(1/2)rn. Let
R = X′(XX′)−1X, P = I − R,
S = YPY′, (3.8)
′ˆ = ′YX′(XX′)−1.
Then,
tr−1(′Y − ′X)(′Y − ′X)′
= tr−1(′Y − ′ˆX)(′Y − ′ˆX)′
+ tr−1(′ˆX − ′X)(′ˆX − ′X)′
 tr−1′(Y − ˆX)(Y − ˆX)′,
where equality holds at
′ˆ = ′
since r(X) = k. Hence, from (3.4) and since o′YX− = o′YX′(XX′)−1 holds with
probability 1 it follows that
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ˆ= oo′YX− + ′ˆ
= oo′YX′(XX′)−1 + ′YX′(XX′)−1
= YX′(XX′)−1,
which is the same as when the covariance matrix  is nonsingular.
We now state a known lemma which is needed for obtaining MLEs of  and .
The column space of a matrix A is denoted C(A) and Ao is any matrix spanning
C(A)⊥.
Lemma 3.1. Let S ∼ Wp(, n). Then, with probability 1, C(S) ⊆ C() and if n 
r = r(),C(S) = C().
Proof. Since S is Wishart distributed it follows that S = ZZ′, where Z ∼ Np,n
(0,, I). Furthermore, Z = U where  =  ′,  : p × r and the elements in U :
r × n are i.i.d. N(0, 1). Thus C(S) = C(Z) ⊆ C() = C() and if n  r, r(U) = r
with probability 1 and then equality holds. 
In order to obtain a positive definite estimate of ′, we shall assume that n−
r(X)  r() = r and let
S = HLH′, (3.9)
where H : p × r is semiorthogonal, i.e. H′H = Ir , and L = (li) is a diagonal matrix
of positive eigenvalues of S. However, note that (3.9) holds with probability 1 and in
explicit calculations we have to consider a diagonal matrix L which consists of the r
largest eigenvalues of S. As previously  = ′. Then, from Lemma 3.1 it follows
with probability 1 that
C() = C() = C(S) = C(H).
Thus,
 = H
for some, : r × r of full rank. Furthermore, since ′ = I and H′H = I we have
that
I = ′ = ′H′H = ′. (3.10)
Since  is square and of full rank it follows from (3.10) that  is orthogonal.
The likelihood function (3.7) after maximizing with respect to  becomes
L(ˆ,,)= c||−(1/2)netr{− 12−1′S}
= c||−(1/2)netr{− 12−1′HLH′}
= c||−(1/2)netr{− 12−1′L}
 c
r∏
i=1
λ
−(1/2)n
i exp
{− 12 li/λi} (3.11)
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from [18, Theorem 1.10.2(ii)], where l1 > · · · > lr and λ1 > · · · > λr are now the
ordered values of the eigenvalues; this destinction will not be maintained in what
follows for the sake of simplicity of presentation.
The equality in (3.11) is obtained for  = I. From the proof of Theorem 1.10.4
in [18] we obtain
λ
−(1/2)n
i exp
{− 12 li/λi}  (li/n)−(1/2)n e−(1/2)n,
the equality is achieved at λˆi = li/n. Thus, we obtain the following.
Theorem 3.1. Assume r(X) = k and n− k  r() = r . The MLEs of the parame-
ters in (3.1) are given by
ˆ = 1
n
L,
ˆ = H,
ˆ = 1
n
HLH′,
ˆ = YX′(XX)−1,
where H is the matrix of eigenvectors which correspond to the r largest eigenvalues,
li , of S and L = diag(l1, . . . , lr ).
Remark. If X is not of full rank k, i.e. r(X) < k, then
ˆ = YX′(XX′)− + U(Ik − XX−),
for an arbitrary p × k matrix U; for proof, see [20].
3.2. Testing of hypothesis
In this section, we shall consider the problem of testing the hypothesis
H : C = 0, A : C /= 0 (3.12)
for a given k ×m matrix C of rank m. That is,
 = 1Co′,
where 1 : p × (k −m) is a matrix of new parameters and Co′ : (k −m)× k of rank
k −m. Thus, we have a model where the random part is given by
′Y = ′1Co′X + ′1/2E
and the maximum likelihood estimators of 1, , and  can be obtained from the
previous theorem. The result can be stated as follows.
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Theorem 3.2. Assume r(X) = k and n− k +m  r . Let
G1 = YX′(XX′)−1C(C′(XX′)−1C)−1C′(XX′)−1XY′, (3.13)
SH = S + G1, (3.14)
and HH be a matrix of eigenvectors corresponding to the r = r() largest eigen-
values of λHi of SH and H′HHH = Ir . Let LH = diag(λH1, . . . , λHr) be the di-
agonal matrix of the r largest eigenvalues of SH . Then, the maximum likelihood
estimators of the parameters under H, given by (3.12), equal
ˆ = 1
n
LH ,
ˆ = HH ,
ˆ = 1
n
HHLHH′H ,
ˆ
′
ˆ = ˆ′ˆ1 = ˆ′YX′Co(Co′XX′Co)−1,
ˆ = YX′(XX)−1 − ˆˆ′YX′(XX′)−1C(C′(XX′)−1C)−1C′(XX′)−1.
It follows from Theorems 3.1–3.2 and (3.7) that the likelihood ratio test for testing
H versus A is based on the statistic
λ−1 =
r∏
i=1
lHi/ li , (3.15)
where li > · · · > lr and lH1 > · · · > lHr are the r largest ordered roots of S and SH ,
respectively. Moreover,
λ−1 = |ˆ
′
HSH ˆH |
|ˆ′Sˆ|
= |ˆ
′
H (S + G1)ˆH |
|ˆ′Sˆ|
= |ˆ
′
HSˆH |
|ˆ′Sˆ|
|I + ˆH (ˆ′HSˆH )−1ˆ
′
HG1|.
Since, from Lemma 3.1
C(ˆ) = C() = C() = C(ˆH )
it follows that
ˆH (ˆ
′
HSˆH )−1ˆ
′
H = (′S)−1′
and there exists an orthogonal matrix  such that
ˆ = ˆH.
Hence,
|ˆ′HSˆH |
|ˆ′Sˆ|
= 1,
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with probability 1 and the LRT, with G1 defined in (3.13), is given by
λ−1= |I + (′S)−1′G1|
= |I+ (′S)−1′YX′(XX′)−C(C′(XX′)−C)−C′(XX′)−XY′|. (3.16)
Furthermore,
Y′(′S)−1′Y = Y′−1/2(−1/2′S−1/2)−1−1/2′Y
and
−1/2′S−1/2 ∼ Wr()(I, n− k),
−1/2′Y ∼ Nr(),n(−1/2′X, I, I).
Thus, the test statistics under H0 is independent of  and . Hence, we can use
standard results from multivariate regression models. In the subsequent
Up,q,n = |SSE||SSE + SS(T R)| ,
denotes the standard test statistic in multivariate analysis [16, p. 97] where SSE =
sums of squares due to error and SS(TR) = sums of squares due to hypothesis, p de-
notes that SSE and SS(TR) are of size p × p, q is the number of degrees of freedom
due to hypothesis and n is the number of degrees of freedom due to error.
Theorem 3.3. Let λ be given by (3.15). The LRT rejects H given by (3.11) if
λ = Ur,m,n−k < c,
where c is chosen according to the significance level.
In order to calculate a percentage point, i.e. to determine c, in the distribution of
λ = Ur,m,n−k , good approximating formulas are available [16, Theorem 4.2.1].
4. Growth curve model
The growth curve model is given in (1.1). Then, as in the multivariate regression
case, (
′
o
′
)
Y =
(
′
o
′
)
BX +
(
′1/2E
0
)
, (4.1)
where
′o = 0, o′ = 0, ′ = Ir ,  : p × r,  = ′,
where  = (λi) is a diagonal matrix of positive eigenvalues of  and o : p × (p −
r) such that o′o = Ip−r . We shall assume that the p × q matrix B is of rank q and
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that the k × n matrix X is of rank k. The results for the general case without these
restrictions are avilable in the techniqual report of Srivastava and von Rosen [20].
It follows from (4.1) that with probability 1
o
′
Y = o′BX. (4.2)
Thus, (4.2) may be regarded as a linear system of equations in . Equation (4.2) has
a solution if and only if (see [11, p. 24])
o
′
BX = o′B(o′B)−o′YX−X.
Since, with probability 1,
o
′
YX−X = o′BXX−X = o′BX = o′Y (4.3)
and
(o
′
B)(o
′
B)−o′Y = (o′B)(o′B)−o′BX = o′BX = o′Y,
the above condition is satisfied. Since X is of rank k the idempotent matrix XX− is
Ik and hence the genreal solution of (4.2) is given by
 = (o′B)−o′YX− +0 − (o′B)−o′B0XX−
= (o′B)−o′YX− + (I − (o′B)−o′B)0, (4.4)
where0 is an arbitrary q × k parameter matrix. Thus, the random part of the growth
curve model (4.1) is given by
′Y= ′BX + ′1/2E
= ′B{(o′B)−o′YX− +0 − (o′B)−o′B0}X + ′1/2E
= ′B(o′B)−o′YX−X + ′B{Iq − (o′B)−o′B}0X + ′1/2E
= ′B(o′B)−o′Y + ′B{Iq − (o′B)−o′B}0X + ′1/2E, (4.5)
since with probability 1 o′YX−X = o′Y as shown above. We note that the rank of
the matrix o′B, satisfies
r(o
′
B) = l  min(p − r, q).
Then, we need to consider the following three cases:
(a) l = r(o′B) = q  p − r ,
(b) l = r(o′B) = p − r < q,
(c) l = r(o′B) < min(q, p − r).
Remark. The condition in (a) is equivalent to C(B) ∩ C() = {0}. The condition
in (b) states that C(B) ∩ C() /= {0} but that C(B)+ C() spans the whole space
whereas (c) means that C(B) ∩ C() /= {0} and that C(B)+ C() does not span the
whole space. Furthermore, observe that C() = C().
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Let us consider the case (a) first. Since (o′B)−o′B is a q × q idempotent matrix
of rank q, it implies that
(o
′
B)−o′B = Iq .
Thus, in this case
′Y= ′B(o′B)−o′Y + ′1/2E
= ′BB− + Y′1/2E,
since (o′B)−o′ = B− as r(o′B) = q = r(B), see [18, p. 13]. Thus in this case
there are no unknown parameters .
We shall consider the case (b) in which r(o′B) = p − r < q. Since r(o′B) =
r(o
′
) it follows from [18, p. 13] that
B(o
′
B)− = (o′)− = o.
Hence, from (4.5)
′Y= ′oo′Y + ′(I − oo′)B0X + ′1/2E
= ′B0X + ′1/2E, (4.6)
where0 is a q × k matrix of parameters. For the case (c), we have the general result
given in (4.5). That is, by defining
Z = (Ip − B(o′B)−o′)Y
we can write (4.5) as
′Z = ′B(Iq − (o′B)−o′B)0X + ′1/2E.
Since o′B is a (p − r)× q matrix of rank l  p − r  q, we can write (see
[18, p. 11]),
I − (o′B)−o′B = VV−,
where C is a q × (q − l) matrix of rank q − l. Thus,
B(I − (o′B)−o′B)0 = BVV−0 ≡ A1,
and
′Z = ′A1X + ′1/2E, (4.7)
where A = BV : p × (q − l), r(A) = q − l, 1 = V−0 : (q − l)× k. Thus we
have to estimate 1 in this model.
Since there are no unknown mean parameters in case (a), we do not need to con-
sider this case by assuming that p − r  q. We next focus on case (b). Case (c) is
a straightforward extension but the calculations become more involved since Z is
a function of o and will not be treated in this paper. For details we refer to our
technical report [20].
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4.1. Maximum likelihood estimators when r(o′B) = p − r  q
In this subsection, we consider the case when the rank of the matrix o′B is (p −
r) is less than q. We shall further asume that q  r since otherwise it will be a
MANOVA model. From (4.7) the likelihood function for the random part is given by
L(0,,)=(2)−(1/2)rn||−(1/2)n
× etr{− 12−1(′Y − ′B0X)(′Y − ′B0X)′}.
Clearly for given  and 0 the MLE of  is given by diag{(′Y − ′B0X)
(′Y − ′B0X)′}. Since |diag(A)|  |A| for any matrix A, to obtain the MLE of
0 for a given , we need to minimize the determinant of (′Y − ′B0X)(′Y −
′B0X)′. From [18, Theorem 1.10.3, p. 24] it follows that the determinant is min-
imized at
′Bˆ0 = ′B(B′(′S)−1′B)−B′(′S)−1′YX′(XX′)−1, (4.8)
where S is given in (3.8). Since, r(′S) = r(S), it follows from [18, p. 13] that
(′S)−1′ = S−
which is independent of . From (3.9) and (3.8) it follows that  = H for some
orthogonal  which implies that the given S− is independent of . Indeed S− is the
Moore–Penrose inverse which will be denoted S+. Hence, the MLE of 0 satisfies
′Bˆ0 = ′B(B′S+B)−B′S+YX′(XX′)−1.
Note that
(′Y − ′Bˆ0X)(′Y − ′Bˆ0X)′
= ′(Y − Bˆ0X)(Y − Bˆ0X)′
= ′(Y − B(B′S+B)−B′S+YR)(Y − B(B′S+B)−B′S+YR)′
≡ ′T.
To obtain the MLE of , we need to minimize the determinant
|′T|
with respect to . Let M be the p × r matrix of eigenvectors corresponding to the
non-zero r eigenvectors of the matrix T. From Lemma 3.1, we know that
 = M
for an r × r orthoganal matrix . Hence
|′T| = |M′TM|.
Note that T can be simplified as
T = S + (I − GS+)YRY′(I − S+G),
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where
G = B(B′S+B)−B′, R = X′(XX′)−X.
Theorem 4.1. Let r = r() and M be a p × r matrix of eigenvectors corresponding
to the r largest eigenvalues di of the p × p matrix
T= S + (I − GS+)YRY′(I − S+G)
= (Y − Bˆ0X)(Y − Bˆ0X)′.
If n− k  r, and r(o′B) = p − r  q, then the MLE of , , and  are given by
ˆ = 1
n
diag(d1, . . . , dr ) ≡ 1
n
D,
ˆ = M,
ˆ = 1
n
MDM′
ˆ
′
Bˆ = ˆ′Bˆ0 = ˆ′GS+YX′(XX′)−1.
From (4.3) and the fact that B(o′B)− = (o′)− = o, we get
Bˆ= B(o′B)−o′YX′(XX′)−1 + B(I − (o′B)−o′B)ˆ0
= oo′YX′(XX′)−1 + ˆˆ′Bˆ0
= oo′YX′(XX′)−1 + ˆˆ′GS+YX′(XX′)−1
= (I − ˆˆ′)YX′(XX′)−1 + ˆˆ′GS+YX′(XX′)−1.
Next we consider the problem of estimating the parameters of the model (4.6)
with an additional restriction on the parameter matrix 0, namely
F0C = 0, (4.9)
where F : q1 × q, r(F) = q1 and C : k × k1, r(C) = k1. Since F0C = 0 is equiv-
alent to
(FF′)−1/2F0C(C′C)−1/2 = 0,
we may assume without any loss of generality that in (4.9) FF′ = Iq and C′C = Ik .
Let K′ = (Fo′ ,F′) : q × q and N = (Co,C) be orthogonal matrices of order q × q
and k × k, respectively. Then
B0X=BK′K0NN′X
= B˜
(
Fo0Co Fo0C
F0Co F0C
)
X˜
≡ B˜
(
1 2
3 4
)
X˜,
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where B˜ = BK′, X˜ = N′X, 1, 2, 3, and 4 are matrices of parameters. Since
4 = F0C, we need to find the MLEs of (′1, ′3)′, 2, , and  in the model (4.6),
with restrictions in (4.9), rewritten as
′Y=′B˜
(
1 2
3 0
)
X˜ + ′1/2E
=′B˜X˜ + ′B˜22X˜2 + ′1/2E,
where
 =
(
1
3
)
, X˜ = (X˜′1, X˜′2), B˜ = (B˜1, B˜′2).
Since the columns of B˜2 form a subset of the columns of B˜, it is a nested model
introduced by S & K [18, p. 197] and studied by von Rosen [12] and Srivastava [15],
among others. Let
R˜1 = X˜′1(X˜1X˜′1)−1X˜1, P˜1 = I − R˜1
S˜ = YP˜1(I − X˜′2(X˜2P˜1X˜′2)−1X˜2)P˜1Y′
S˜η = (Y − B˜2˜2X˜2)(Y − B˜2˜2X˜2)′.
Then, from [15] the MLE of 2 and  for fixed  are given by
′B˜2ˆ2=′B˜2(B˜′2(′S˜)−1′B˜2)−B˜′2(′S˜)−1′YP˜1X˜′2(X˜2P˜1X˜′2)−
=′B˜(B˜′2S˜ + B˜2)−B˜′2S˜ + YP˜1X˜′2(X˜2P˜1X˜′2)−
and
′B˜ˆ = ′B˜(B˜′S˜+ B˜2)−B˜′2S˜+ (Y − B˜2˜2X˜2)X˜′1(X˜1X˜′1)−1.
Let M˜ be the p × r matrix of eigenvectors corresponding to the r largest eigen-
values l˜i of the p × p matrix
T1 = (Y − B˜ˆX˜1 − B˜2ˆ2X˜2)(Y − B˜ˆX˜1 − B˜2ˆX˜2)′.
Then
ˆ = M˜
and
ˆH = diag(l˜1, . . . , l˜r ),
where ˆH is the MLE of  under the restriction (4.9). Thus the LRT for testing the
hypothesis F0C = 0 is based on the statistic
λ = |M
′TM|
|M˜′T1M˜|
= |
′T|
|′T1|
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with probability 1. The distribution of λ is thus Uq,k,n−k−r+q , where U is the statistic
defined earlier.
5. Applications
The presented results cannot be applied when working with real data. The
model states that Y ∈ C(B)+ C() and that dimC() = r  p. In Lemma 3.1
it was shown that if n− r(X)  r, C() = C(S) with probability 1. However,
small deviances from the model as well as events which occur with probability
0 will often give a non-singular S which contradicts the model assumption
r() = r .
How should we proceed when applying the results of the paper? One idea is to
construct the matrix S from data such that r(S) = r . This is easily carried out by
keeping the r largest eigenvalues, li , of S and then with the help of the corresponding
r eigenvectors, which are collected in H, construct a new S by putting
S = HLH′,
where L = (li) : r × r .
Moreover, we have to guarantee
Y ∈ C(B)+ C() = C(B)+ C(S)
which can be achieved by projecting Y on C(B)+ C(S) and then we can work with
the projected observations. However, if case (b) in Section 3 holds Y is always in
C(B)+ C() and thus no projection has to be performed.
In the next we are going to illustrate the results of Section 4 with the help of the
well known dental data set [7]. Data is presented in Table 1. We emphasize that the
purpose is just to illustrate our approach and to show the effect of various assump-
tions concerning the rank of . A principal component analysis based on S suggests
that r = 2.
Data is collected in Y : 4 × 27, where the ith column of Y consists of the four
measurements from the ith individual. Furthermore,
B′ =
(
1 1 1 1
8 10 12 14
)
and X =
(
1′11 ⊗
(
1
0
)
: 1′16 ⊗
(
0
1
))
,
where 1′s is a vector of sth ones. Under model (1.1), i.e.
Y = BX + 1/2E,
when it is supposed that  is of full rank, the maximum likelihood estimator for 
equals
ˆ = (B′S−1B)−1B′S−1YX′(XX′)−1 (5.1)
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Table 1
Data from 11 girls and 16 boys at ages 8, 10, 12 and 14
Individual 8 10 12 14
Girls
1 21 20 21.5 23
2 21 21.5 24 25.5
3 20.5 24 24.5 26
4 23.5 24.5 25 26.5
5 21.5 23 22.5 23.5
6 20 21 21 22.5
7 21.5 22.5 23 25
8 23 23 23.5 24
9 20 21 22 21.5
10 16.5 19 19 19.5
11 24.5 25 28 28
Boys
12 26 25 29 31
13 21.5 22.5 23 26.5
14 23 22.5 24 27.5
15 25.5 27.5 26.5 27
16 20 23.5 22.5 26
17 24.5 25.5 27 28.5
18 22 22 24.5 26.5
19 24 21.5 24.5 25.5
20 23 20.5 31 26
21 27.5 28 31 31.5
22 23 23 23.5 25
23 21.5 23.5 24 28
24 17 24.5 26 29.5
25 22.5 25.5 25.5 26
26 23 24.5 26 30
27 22 21.5 23.5 25
and using the data in Table 1 gives
ˆ =
(
17.42 15.84
0.476 0.827
)
.
Note that the first column in ˆ represents the girls and the second column the boys.
If instead of the maximum likelihood estimator an unweighted estimator is used, i.e.
an estimator which is independent of the covariance estimator we get
ˆ = (B′B)−1B′YX′(XX′)−1 (5.2)
and
ˆ =
(
17.37 16.34
0.480 0.784
)
.
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When r() = 4 the maximum likelihood estimator of  is given by
ˆ =


5.12 2.44 3.61 2.52
2.44 3.93 2.72 3.06
3.61 2.72 5.98 3.82
2.52 3.06 3.82 4.62

 .
Now we will apply the results of Section 4 and assume that r() = 3. Hence
we first modify S. The eigenvalues of S equal 382, 67, 54, 23. The corresponding
eigenvectors are given by
H =


0.48 −0.74 0.38 −0.28
0.42 0.38 0.61 0.55
0.59 −0.13 −0.69 0.41
0.50 0.54 −0.08 −0.67

 . (5.3)
Hence, the modified S of rank 3, which is based on the eigenvetors which correspond
to the three largest eigenvalues, equals
S = HLH′ =


134 71 100 63
71 98 68 91
100 68 158 110
63 91 110 114

 .
This S can be compared to the original S
S =


135 68 98 68
68 105 73 83
98 73 161 103
68 83 103 125

 .
In order to apply the results of Section 4 we have to decide if C(B) ∩ C() /= {0}
or C(B) ∩ C() = {0}, i.e. if case (a) in Section 4 applies. However, from (5.3) the
eigenvector which corresponds to the largest eigenvalue seems almost to be propor-
tional to (1, 1, 1, 1)′. Thus since C(S) = C() with probability 1 it follows that it
is reasonable to assume that C(B) ∩ C() /= {0}. According to our approach in the
next step we should project the observations Y on C(B)+ C(S) which in this case
will not affect Y sinceC(B)+ C(S) spans the whole space, even if it is supposed that
C(B) ∩ C() /= {0}, i.e. we are in case (b) of Section 4. Application of Theorem 4.1
gives, when r() = 3,
ˆ =
(
17.56 13.20
0.462 1.08
)
, ˆ =


5.59 2.53 3.45 1.83
2.53 3.65 2.57 3.47
3.45 2.57 5.95 4.28
1.83 3.47 4.28 4.67

 .
The reader is reminded that ˆ is not the MLE but an analogue of the full rank case.
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