The accurate simulation of excitonic energy transfer in molecular complexes with coupled electronic and vibrational degrees of freedom is essential for comparing excitonic system parameters obtained from ab initio methods with measured time-resolved spectra. Several exact methods for computing the exciton dynamics within a density-matrix formalism are known but are restricted to small systems with less than 10 sites due to their computational complexity. To study the excitonic energy transfer in larger systems, we adapt and extend the exact hierarchical equation of motion (HEOM) method to various high-performance many-core platforms using the Open Compute Language (OpenCL). For the light-harvesting complex II (LHC II) found in spinach, the HEOM results deviate from predictions of approximate theories and clarify the time scale of the transfer process. We investigate the impact of resonantly coupled vibrations on the relaxation and show that the transfer does not rely on a fine-tuning of specific modes.
INTRODUCTION
The excitonic energy transfer in light-harvesting complexes starts with the excitation of an electronic state. The excited system is out of thermal equilibrium with the molecular environment, which couples the electronic degrees of freedom to the vibrational modes. The excitons transverse the molecular network consisting of pigments such as (bacterio)chlorophylls toward the thermal equilibrium populations at the network sites. Understanding these processes requires the development of a coupled system-bath model, referred to as open quantum system. For light-harvesting complexes, usually these models are based on the Frenkel-exciton description. 1−3 With the availability of femtosecond laser sources for triggering the excitation, a detailed, quantitative experimental study of the transport sequence has been achieved with timeresolved two-dimensional (2D) echo spectra and transient absorption spectra. The recorded 2D echo spectra of the Fenna− Matthews−Olson (FMO) complex 4−6 and the light-harvesting complex II (LHC II) 7 contain a wealth of information and show the dissipative nature of the excitonic transport in form of the movement of peak intensity from the initially excited states along the diagonal of the 2D spectra toward lower-energy, off-diagonal locations. 4 On top of the relaxation process, oscillatory components prevail in 2D spectra, which contain signatures of electronic coherences and specific vibrational modes. 6,8−10 The coupling to the environment determines the transfer efficiency in LHCs 11, 12 through the bath-correlation time of the phonon bath, 13−15 the shape of the continuum part of the spectral density, 9, 16 and specific structures within the spectral density. 9, 17 For the FMO complex, the superohmic character of the spectral density results in long-lasting electronic coherences despite a strong coupling to the environment. 9 To investigate to what extent specific modes in the spectral density affect transfer time scales in larger light-harvesting networks calls for efficient methods to calculate the exciton dynamics for realistic spectral densities. Several accurate computational methods for obtaining the transfer dynamics have been developed, but their application to larger systems is either hindered by their long run-times, often exceeding days for a dimer system, or limited to structureless spectral densities. 18, 19 Here, we introduce the QMaster-tool for high-performance computations of open-system dynamics across a wide range of parallel accelerators, including large-memory devices. As shown previously, the hierarchical equation of motion (HEOM) method shows excellent scalability on graphics processing units (GPU) processors 15, 20 and has been the only tool employed to date to compute 2D spectra of the FMO complex for structured spectral densities. 9 The GPU-HEOM tool is publicly available as a ready-to-run cloud computing tool hosted on the nanohub platform. 21 For studying systems larger than the FMO complex, the GPU approach is limited by the available memory on the GPU device. The advantage of the QMaster-tool lies in the flexibility to run HEOM on different hardware architectures comprising multicore CPUs, GPUs, and the Intel XeonPhi accelerator. This flexibility allows one to choose the compute hardware according to the needs for the investigated system and to benefit from the high-compute throughput provided by GPUs as well as from the large memory found in multicore CPU workstations.
We deploy the QMaster-tool to accurately model the time scale of excitonic energy transfer in LHC II found in spinach, 22 which is part of the photo-and antenna-system of higher plants. 23−25 LHC II consists of three monomeric units with 14 chlorophylls (Chl), further divided into two types Chla/Chlb. Energy transfer in LHC II works by a transfer and relaxation process between both chlorophyll types. Besides the larger number of clorophylls (14 Chl per monomeric unit in LHC 2, compared to 7 bacteriochlorophylls in FMO), also the spectral density of LHC II is highly structured with more than 48 vibrational peaks revealed by fluorescence line narrowing spectroscopy. 26, 27 To investigate the impact of peaks in the spectral density on the transfer dynamics, we include several underdamped vibrational modes in the calculations. There is an ongoing debate if underdamped modes in LHCs are tuned to resonance to enhance the transfer efficiency. 28, 29 It has been suggested that nonclassical phenomena and vibration-assisted transfer through resonantly coupled underdamped modes enhances Chlb/Chla interband relaxation in LHC II. 29 For the Fenna−Matthews−Olson (FMO) complex and dimer models computations with HEOM and the quasi-adiabatic path integral (QUAPI) show that added underdamped modes act as additional dissipative channels, which do not alter the transfer efficiency appreciably. 16, 30, 31 However, 2D echo spectra are more susceptible to vibrational modes and reflect both electronic and vibrational effects. 10 Due to the lack of computational capabilities, energy transfer in LHC II had been previously calculated only with approximate methods 32−34 with nonconclusive results for the transfer time scales. The predictions for the relaxation time differ by more than 1 order of magnitude 27,32,35−37 from the results of Renger et al. 34 The site energies have been previously derived by modeling experimental data with different approximate theories and result in different sets of parameters for the LHC II system, 35, 38 see the Supporting Information (SI). The increased accuracy of the dynamical model with QMaster motivates future refinements of parameter sets to obtain a consistent model encompassing the various experimental data, including timeresolved, 2D echo spectra, and hole-burning data. 39 Approximate methods work best in specific limits of delocalized (Redfield type) or incoherent dynamics (Forster transfer), or alternatively try to interpolate between the two cases. Any interpolation and combination of Forster/Redfield methods requires the introduction of an empirical cutoff parameter, which depends on the precise system parameters (excitonic energies) as well as on the environment (temperature). The optimal value for the cutoff parameter is a priori unknown. In contrast to the approximate methods, HEOM does work across the full range of coupling strengths 40 and includes the effects of dynamic localization due to the reorganization process. 36 In section 2, we discuss the underlying design of the software stack for separating the performance-critical accelerated routines (kernels) from the high-level object-oriented framework, supporting sustainable software development 41 and paving the way for accurate simulations of larger light-harvesting systems. We demonstrate that with small modifications the same algorithm runs efficiently across different many-core devices and at the same time takes advantage of the specific device features.
The Frenkel exciton model is setup in section 3 to investigate the effects of structures in the spectral density on energy transfer times in LHC II (section 4). In section 5, we calculate the relaxation time scale in LHC II and discuss short-comings of previous approximative results. Finally, we outline future developments and give additional details of the algorithm and the implementation in the appendix.
ALGORITHM DESIGN FOR HIGH-PERFORMANCE ACCELERATORS
A significant component of the supercomputing infrastructure is currently transitioning to massively parallel many-core accelerators already built into single servers, rather than solely relying on network-linked CPU cores. Besides GPU accelerators, Intel released 2013 the first Many Integrated Core (Intel-MIC) device, the Xeon Phi. Existing programs and standard algorithms have been optimized over decades for conventional CPU systems and are not directly able to take advantage of new accelerator architectures. 42 For studying the dynamics in open quantum systems, two many-core enabled tools have been implemented and are publicly available for users: (i) GPU-HEOM for solving the hierarchical equations of motions on graphics processing units (GPU) 15, 21 and (ii) the parallel hierarchy integrator (phi-tool) for multicore CPU systems. 19 The phi-tool and GPU-HEOM follow different performance strategies and target different applications. The phi-tool makes use of the large system memory available in workstations to compute the exciton dynamics for instance in the light-harvesting complexes LH 2 (B850 ring) and LH 1 (B875 ring), a combined 50-sites system, which requires up to 108 GB of memory. 19 The phi-tool is tied to a structureless Drude-Lorentz shape of the spectral density and to the propagation of a density-matrix specified at the initial time. GPU-HEOM is more flexible in the calculation modes 21 and utilizes the high compute-throughput of modern GPUs for the efficient computation of numerically intense 2D echo spectra of the FMO complex. 9, 10 The application of GPU-HEOM is restricted by the amount of GPU device memory (6 GB or 12 GB on the current Nvidia K20/K40 GPU). Although the GPU memory steadily increases, Figure 1 shows that extending the Figure 1 . Scaling of the required device memory of GPU-HEOM/ QMaster simulations with increasing number of peaks in the spectral density for a 14-site LHC II-monomer and a 7-site FMO monomer. The hierarchy truncation level is set to N max = 3, a typical value required for treating structured spectral densities 9 at physiological temperatures. Increasing the truncation depth increases the memory consumption further. The gray area represents the device memory of the Nvidia K40 GPU platform. complexity of the spectral density (indicated by the number of peaks in the spectral density) quickly exhausts the available memory. Two strategies are available to overcome the memory bottleneck: (i) a multidevice method, which distributes memory across different devices, or (ii) a move to non-GPU accelerators with larger memory. The first approach introduces a considerable overhead to manage the distributed memory and the program flow. In addition one needs to reduce the time-consuming memory transfers across the connected computers by partly duplicating the memory contents ("halo technique" 43 ). The QMaster-tool follows the second strategy by using the Open Compute Language (OpenCL) to maintain a common-code basis over all supported accelerator devices, while still taking advantage of device specific features. The cross-platform performance of QMaster is shown in Figure 2a , which charts the compute time for one propagation step of the density matrix representing the monomeric unit of LHC II consisting of 14 chlorophylls (hierarchy truncation at N max = 3, spectral density J 3peaks ). In this case, the HEOM approach utilizes 105 995 auxiliary matrices which consume 1.9 GB of memory. The same code is run across different devices, including the Nvidia C2070, K20 and K40 GPUs, the Intel Xeon-Phi, and an AMD Opteron 6376 64-core CPU system. The best absolute performance is measured on the GPU systems. The advances in GPU technology are manifest in the steady performance gains seen by using newer GPU devices. From the release of the C2070 GPU at the end of 2010 to the K40 Kepler generation, one finds a 2.3-fold reduction in computation time per propagation step from 0.51 s (C2070) to 0.22 s (K40). Although the XeonPhi has a similar theoretical peak performance for double-precision floating point operations as the K40, the XeonPhi runs about 5 times slower. We attribute this to missing vectorization and optimization paths of the OpenCL compiler and note that similar effects are also seen in other benchmark calculations. 42 One important finding is the excellent performance of the OpenCL HEOM-kernels on the 64-core AMD Opteron 6376 processor. The AMD processor resides in a workstation with 252 GB main memory and is therefore suitable for computations with large memory requirements. To analyze the scaling of QMaster with the number of active CPU cores, we employ the device-fission extension of OpenCL and increase successively the number of active cores. Figure 2b shows the speedup of multicore runs compared to a single-core run. QMaster scales linearly up to 48 cores before the curve starts to saturate. By utilizing all 64 available cores, we obtain a 54-fold speedup. OpenCL reserves one core for instructions of the operating system, and there is no difference between using 63 and 64 cores.
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The modular QMaster-tool has been developed around the design principle of a single propagation thread executing on the host system, which delegates the execution to the attached many-core device. The propagation thread follows the time evolution of the quantum-mechanical systems interacting with the vibrational environment. Depending on the calculation mode, the user schedules different events on the propagation thread, for instance a sequence of pump−probe laser pulses. When a previously registered event is executed, the standard forward propagation on the accelerator is interrupted and for instance the dipole operator of the laser field is applied to the quantum system stored on the accelerator. After completing the event handling, the propagation thread resumes. Additional extensions of the standard Hamiltonian are optionally attached to the propagation thread, such as exciton trapping sites and general loss channels. The chosen setup ensures that the performance-critical kernels run most of the time uninterrupted and exclusively on the accelerator device.
MODELING EXCITON DYNAMICS IN LHC II
We use QMaster to accurately determine the time scale of energy relaxation from the high energy Chlb band to the low energy Chla band within one monomeric of LHC II. The model follows the standard Frenkel-exciton description of light-harvesting complexes within the single exciton manifold. 
The parameters for the N = 14 LHC II site energies and the intersite couplings J mn are given in the SI for two different models of the LHC II complex. 35, 38 At each site, the electronic state is coupled to molecular vibrations, which are characterized by a set of harmonic oscillators We assume a linear coupling of the exciton system to the vibrations and uncorrelated vibrations at different sites:
The reorganization energy
2 /2 is added to the site energy ϵ m 0 . The frequencydependent coupling strength is given by the spectral density
The form of the spectral density J(ω) for LHC II is modeled upon data from fluorescence line narrowing spectroscopy 
The background spectral density J R contributes about 40 cm Table S9 ∑ ω ων
with ℏv vib = 10 cm −1 . To apply HEOM computationally efficient, a decomposition of the spectral density into multiple hierarchies is required. 9, 46 To this end, we parametrize the spectral density as a sum over N shifted Drude−Lorentz peaks
Figure 3 details the spectral density of LHC II and various decompositions as sum of shifted Drude−Lorentz peaks, which reflect different levels of approximations to J LHC II .
QMaster solves the exciton dynamics on the basis of an extension of the hierarchical coupled equations of motion approach (HEOM) to structured spectral densities. 9, 47 The reduced density matrix is obtained by tracing out the vibrational degrees of freedom from the density matrix R(t) of the combined system and vibrational bath Hamiltonian
The HEOM method for obtaining ρ(t) is described in detail elsewhere. 14,47−49 Here, we focus on the performance critical parts of the algorithm and discuss strategies for achieving high performance across different accelerator devices, including GPUs. 15 For large systems and complex spectral densities, HEOM requires the integration of a system of up to several millions of auxiliary density matrices σ 
and the interlinked hierarchy is propagated by solving 
, ,
with operators
and
m m (12) The index n⃗ of the auxiliary matrix σ ⃗ n is defined as tuple
where n m,k,± ∈ N. The first index m = 1,...,N runs over sites, the second one k = 1,...,M covers the number of shifted Drude− Lorentz peaks, and the s = ± denotes the sign of the frequency shift ± Ω k . We further define n⃗ m,k,s ± = (n 1,k,+ ,..., n m,k,s ± 1,..., n N,M,− ). For computational efficiency, we split eq 10 into three parts, according to the alignment between the hierarchy members σ ⃗ n on the l.h.s. and the r.h.s. The evaluation of the
for all hierarchy members entails many matrix−matrix multiplications between a constant matrix representing ex and all hierarchy matrices. For this step, the memory locations of input and output hierarchy members are aligned, which increases the data throughput. The hierarchy members coupled in the next part of eq 10 are stored at two different locations σ ⃗ ± n , and this results in a partly noncontiguous memory-access pattern. To reduce the impact of unaligned operations, we store the elements of each hierarchy matrix contiguously and take advantage of data prefetching (Appendix A). The hierarchy converges for sufficiently large values Σ m,k,s n m,k,s and we terminate the hierarchy if the condition Σ m,k,s n m,k,s > N max is fulfilled. Convergence can be either tested by comparing deviations in the dynamics for different truncation levels or tested against the analytically known absorption spectra of a single chromophore, which is given in terms of integrals involving solely the bath-correlation function C(t).
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50−53 The HEOM method implements for computational efficiency a high-temperature approximation (HTA) for the real part of C(t), leading to slight deviations from the analytical results (Appendix B).
INFLUENCE OF THE VIBRATIONAL PEAKS ON THE
TRANSPORT IN LHC II The peaks contained in the spectral density of LHC II reflect underdamped vibrational modes, which are for specific disorder realizations of the exciton Hamiltonian close to resonance with the exciton eigenenergy differences (dashes in Figure 3 ).
It has been suggested that the vibrations might be tuned in resonance in order to improve interband energy transfer from the energetically higher-lying Chlb sites to the Chla band. 29 An experimental assessment of the impact of specific vibrational modes by 2D echo spectroscopy is complicated due to superposition of ground-state vibrations and excited-state absorption signals on top of the stimulated emission pathway, which for specific systems overshadow electronic coherences. 10, 54 For the FMO complex, added resonant modes hardly diminish or enhance transfer efficiencies. 16, 30 Previous works focus on dimer pairs as representatives for Chlb/Chla transfer-pathways in LHC II and suggest nonclassical phenomena and vibrationassisted transfer in the model system. 29 A typical dimer pair is given by Chlb 601 and Chla 602 with an energy splitting chosen close to resonance with the intramolecular vibration peak at Ω vib = 742 cm The simulation encompasses all 14 sites of the monomeric LHC II unit and adds up to six vibrational peaks on top of the background spectral density, including the resonant vibrational mode with frequency Ω = 745 cm −1 . To distinguish the influence of specific modes for LHC II, we consider distinct forms of the spectral density, denoted by J 7peaks , J 3peaks , and J DL , parameters given in Figure 3 . J 7peaks constitutes the most detailed spectral density model, while J 3peaks interpolates over fine-structure around 350 cm −1 . In addition, a single-peak, nonshifted Drude−Lorentz spectral density J DL is included in the comparison. All spectral densities cover the energy range spanned by the exciton energy differences ΔE ik = |E i −E k |, where E i denotes the exciton energies of the LHC II monomer. The values of ΔE ik are marked by the dashes on the energy axis in Figure 3 . As an initial condition, we consider an excitation of the highest exciton eigenstate, which is mainly localized at the Chlb 606 site (the nomenclature follows ref 22) . We first discuss the LHC II parameter set based on ref 35 (SI, Table 1 ) and track in Figure 4 the aggregated excitation of the Chlb sites (601, 605, 606, 607, 608, and 609). The relaxation proceeds in a very similar way for all investigated spectral densities J {3,7}peaks , and J DL at T = 300 K. Initially, there is a fast decay from the high energy Chlb's to the low energy Chla's. Around 0.2 ps the population of the Chlb's drops below 0.5. Afterward, a slow decay prevails, and then a steady thermal state is reached after 50 ps for J DL . The slower decay is caused by bottleneck effects discussed in sec 5. For simplicity and to demonstrate better the specific features of each spectral density, no average over static disorder is performed. The distinct peaks in the spectral densities J 3peaks and J 7peaks lead to small-amplitude oscillations in the population dynamics (Figure 4, inset) . The relaxation time scale is not affected by specific peaks in the spectral density and already the featureless spectral density J DL reproduces the relaxation dynamics seen with the structured models J {3,7}peaks .
The specific form of the continuum part of the spectral density in turn has a stronger impact on the transfer pathways and on the duration of electronic coherences. A careful measurement of the overall form of the spectral density is essential for the accurate modeling of light-harvesting complexes. 55, 56 A coarse-grained description of the transfer with a coupling to a continuum of phonon modes provides a good description of the transport provided that three criteria are fulfilled: (i) the reorganization energy is in the same order of magnitude as the spectral density of LHC II, (ii) the spectral density covers the energy range spanned by the differences of the exciton energies to provide dissipative channels. In addition, the slope of the spectral density toward zero frequency affects the transport through the pure-dephasing rate. 9, 16 In LHC II, the form of J DL fulfills these criteria and thus provides a useful coarse-grained representation of the spectral density to assess the transport dynamics. This finding mirrors the results found in the transport analysis of the FMO complex 9, 16 and demonstrates that no finetuning of specific vibrational modes is required to sustain robust and efficient environmentally assisted energy transfer. 11, 12, 57 5. CHLB/CHLA TRANSFER TIME SCALE IN LHC II Next, we compare various approximate methods to the QMaster results for the time scale of the exciton dynamics in LHC II. Approximate methods play an important role for deriving estimates for the transfer dynamics in photosynthetic networks comprising several hundred chlorophylls, which are out of reach for exact methods.
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LHC II has been extensively studied within the Redfield, Forster, and interpolating approximations. Without an exact solution of the open system dynamics obtained with QMaster, the error made by the approximate methods is undefined and it is not known which approximation works best for a specific system. Test calculations using HEOM for dimers show that the HEOM dynamics approaches the Redfield theory for small couplings between the chromophores and the vibrational bath, whereas for very large couplings, HEOM yields the expected Forster rates. 14 The ability of HEOM to accurately handle the intermediate parameter regime encountered in light-harvesting complexes establishes HEOM as a reference standard within the field of excitonic energy transfer in photosynthesis. 36 HEOM calculations show that in the photosynthetic system of purple bacteria, the intercomplex transfer between LH1 rings and the reaction center (RC) is well-described within the Forster picture. 18 This finding is tied to the LH1 system and does not carry over to the case of LHC II. Mainly, two approximate methods for calculating the exciton dynamics have been applied to LHC II, modified Redfield theory 32 and the combined Forster−Redfield approach, 34, 37 which interpolates between the two approximations. 58 The time scale for the Chlb/Chla transfer obtained by both methods differs by 1 order of magnitude. 27,32,34−37 The combined Forster−Redfield theory requires an empirical parameter M cr for separating the exciton Hamiltonian between a strongly coupled part ex strong with all off-diagonal elements set to zero except those |J mn | > M cr and the remaining weakly coupled sites. 59 Suggested values for LHC II are M cr = 20 cm
or smaller.
27,35 Figure 5 shows the relaxation process from the Chlb band to the Chla band computed with HEOM and different approximate methods. In all cases, the time evolution of the aggregated population at the Chlbs for an initial excitation of the highest exciton eigenstate of the LHC II monomeric unit is depicted. For the combined Forster−Redfield method the initial state is given by the highest eigenstate of ex strong and we corrected a misprint in ref 58 eqs (A3, A4) to comply with the correct eq (50) of ref 59 .
Modified Redfield theory predicts a too fast relaxation and approaches the thermal state already after 6 ps. This is about ten times faster than the HEOM result, which reaches a steady thermal-state after 50 ps. Within the HTA approximation (Appendix B) HEOM converges to 0.034 Chlb steady-state population for J DL , which differs from the thermal population 0.046. For J 7peaks and t > 4 ps HTA-HEOM has an offset compared to combined Forster−Redfield theory of about 0.04 aggregated Chlb population.
The dynamics predicted by the combined Forster−Redfield method depends on the choice of M cr , especially during the first two picoseconds. M cr = 30 cm −1 reproduces the initial fast decay of HEOM, while this decay is underestimated for the lower value M cr = 20 cm . Both choices for the empirical parameter M cr reproduce the much slower decay after 4 ps. Overall the combined Forster−Redfield method fits the HEOM results best, but the determination of M cr can only be verified in hindsight by a comparison with HEOM. None of the approximate methods reproduces the initially nonexponential decay for t < 0.1 ps seen with HEOM (inset Figure 5) . The delayed relaxation in LHC II is caused by strong bottleneck sites at Chlb 605 and Chla 604, where around 1−3 ps a transient population accumulates.
32,34 Figure 6 shows the detailed dynamics at these sites and demonstrates the failure of modified Redfield theory. HEOM predicts the largest population at site Chlb 605 (Chla 604) around 2.6 ps (0.6 ps) with a population exceeding 0.1 (0.5). Afterward a slow relaxation sets in and after 10 ps there is still a population about 0.07 (0.25) present at site Chlb 605 (Chla 604). The slow decay of the transient population is causing the delay in the aggregated population dynamics, Figure 5 . Modified Redfield theory qualitatively predicts some bottleneck effects at the two sites, but overestimates the energy relaxation. The combined Forster− Redfield method reproduced the bottleneck effects with much better agreement. The error of the combined method depends critically on the choice of M cr . For the present system parameters M cr = 30 cm −1 yields a better agreement with HEOM at the bottleneck site Chlb 605 than M cr = 20 cm
The HEOM result establishes a reliable interband relaxation time scale and shows that the relaxation dynamics proceeds not between the two approximate limits of Forster or Redfield theory but closer to the predictions of the combined Forster− Redfield method, albeit with a bigger than anticipated value of M cr . For the alternative parameter set of the LHC II monomer, 38 the dynamics proceeds faster, and the only bottleneck state is located at Chla 603 (see Figure 7) . As before, the best agreement with the combined Forster−Redfield method at the bottleneck state is obtained for M cr = 30 cm −1
. A direct comparison with low-temperature data of LHC II spectra is not possible within the HTA approximation. A subpicosecond decay seen in experimental 2D echo spectra 7 and modeled in ref 34 is supported by the QMaster computation based on the second parameter set. 38 The combined Forster−Redfield approach relies on rate equations for the projected density matrix operators in the energy-eigenbasis, which brings along several restrictions: (i) the method is limited to very specific initial conditions given in terms of eigenstate populations of ex strong ; (ii) it does not treat coherence between exciton states contained in the nonprojected density-matrix; and (iii) it neglects nonsecular and non-Markovian effects. The HEOM method is free of these restrictions and allows one to track the exciton dynamics also through a network with the excitation emanating from a localized site. This initial condition is important for gaining insight into the physical mechanism underlying efficient transfer 15, 60 and its relation to the spectral density. 16 
CONCLUSIONS
With the increasing number of atomistic structure models of photosynthetic complexes, first-principle computations of the excitonic system Hamiltonian become feasible and require accurate and scalable computational methods to compute the ensuing open system dynamics to identify the transport pathways and underlying physical principles. The QMaster tool harnesses the power of massively parallel processors to accurately simulate the energy transfer in larger light-harvesting complexes with the HEOM method. The modular and platform independent implementation of the OpenCL kernels makes QMaster a suitable choice for solving the dynamics of open quantum system on existing and emerging many-core processors. Built on top of the accelerated density-matrix dynamics, the easy-to-add functionality during a propagation thread enables the efficient computation of different calculation modes including tracking the population dynamics, computing linear absorption spectra, 2D echo spectra, broadband pump−probe signals, 39, 61, 62 or transfer efficiency. With a consistent theoretical method at hand, further refinements of parameters and direct comparisons with experimental data and parameter sets from first-principle computations become feasible.
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One important feature which sets QMaster apart from other tools is the handling of structured spectral densities. For LHC II specific vibrational modes induce small oscillations on top of the overall relaxation dynamics but do not accelerate the relaxation process. The HEOM results rather emphasizes the importance of interband Chlb/a relaxation due to the coupling to a continuum of phonon modes as opposed to a tuning to resonance of specific intramolecular vibrations.
The accurate modeling of the transfer dynamics with QMaster resolves the open question whether a Redfield or Forster description is adequate for studying LHC II. HEOM predicts a slow transfer time scale in contrast to the commonly used modified Redfield approximation which underestimates bottleneck effects at Chl 604 and Chl 605. This finding extends to the different parameter set proposed by Muḧ et al., 38 which shifts the bottleneck to Chl 603. The combined Forster−Redfield approach yields a reasonable agreement with the HEOM results provided that a larger empirical cutoff parameter M cr is used than anticipated from earlier works. The choice of M cr must be validated by QMaster in hindsight, depends on the specific realization of the system Hamiltonian and strongly affects the bottleneck states present in LHC II.
■ APPENDIX A. PERFORMANCE STRATEGIES ACROSS DIFFERENT OPENCL PLATFORMS
The QMaster-tool separates performance critical routines written in OpenCL from the general program flow coded in C++. OpenCL is supported on a wide range of processors spanning hand-held devices to GPUs and many-core CPUs. The underlying performance characteristics and best memory layout and thread-block sizes differ considerably and require choosing the best parameters for a specific device either at run time or beforehand. One important consideration is the number of threads launched simultaneously and the assignment of the thread to the hierarchy of N matrices density matrices of size N sites 2 . For GPUs the optimal strategy is to launch N matrices × N sites 2 threads in parallel and to employ local device memory for reusing data across warps. In this scheme, one thread handles one single matrix element. On the many-core CPU we achieve the best performance by launching N matrices threads, where each thread handles N sites 2 matrix elements and no local memory is used. These two different launch configurations do not require to change the underlying data layout in the device-memory, which stores in both cases an array of N matrices , with each array member holding N sites 2 matrix elements consecutively.
■ APPENDIX B. MONOMER ABSORPTION SPECTRA
The convergence and numerical accuracy of the HEOM method is conveniently tested by comparing the absorption spectra for a monomeric two-level system computed with HEOM to the analytically known result.
50, 51 The absorption spectra I(ω) of a monomer with excitation frequency ω eg is given by the Fourier transform of the line shape function For the structured spectral density eq 7, g(t) can be derived in terms of the hypergeometric function 2 F 1 . At the physiological temperature-range encountered in light-harvesting complexes, HEOM uses the high-temperature approximation (HTA) for g(t) to avoid a memory-consuming Matsubara expansion ∫ ∫ 
The HEOM system is terminated at a certain truncation depth N max , resulting in an implicit N max representation of g HTA N max (t), with g HTA ∞ (t) ≡ g HTA (t). As shown in Figure 8 , already at a truncation level of N max = 3 the, monomer line shapes are in good agreement with the HTA and exact expressions at T = 300 K. For the long-time evolution the HTA leads to a slight offset of the populations from the true thermal state, which overestimates the final Chla population.
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