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Let us consider a linear feasibility problem with a possibly innite number
of inequality constraints posed in an on-line setting: an algorithm suggests
a candidate solution, and the oracle either conrms its feasibility, or outputs
a violated constraint vector. This model can be solved by subgradient opti-
misation algorithms for non-smooth functions, also known as the perceptron
algorithms in the machine learning community, and its solvability depends
on the problem dimension and the radius of the constraint set.
The classical perceptron algorithm may have an exponential complexity in
the worst case when the radius is innitesimal [1]. To overcome this diculty,
the space dilation technique was exploited in the ellipsoid algorithm to make
its running time polynomial [3]. A special case of the space dilation, the
rescaling procedure is utilised in the perceptron rescaling algorithm [2] with
a probabilistic approach to choosing the direction of dilation.
A parametric version of the perceptron rescaling algorithm is the focus
of this work. It is demonstrated that some xed parameters of the latter
algorithm (the initial estimate of the radius and the relaxation parameter)
may be modied and adapted for particular problems. The generalised theo-
retical framework allows to determine convergence of the algorithm with any
chosen set of values of these parameters, and suggests a potential way of
decreasing the complexity of the algorithm which remains the subject of
current research.
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