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 Over the past few years, there has been a lot of progress being made in machine translation 
through deep learning networks. But there is relatively lesser progress made in using images to 
catalyze the translation tasks. In this study, we explore various models to incorporate the image 
features in the machine translation models. We start with a monomodal translation model which 
uses only textual features. We extend this model to develop the multimodal system which 
incorporates the visual features related to the source sentence. We also propose a multitask system 
which uses image captioning task to aid the translation task. Our models are tested on multiple 
datasets using the automatic evaluation metrics like METEOR and BLEU. The experiments show 
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CHAPTER 1: INTRODUCTION 
  
Neural machine translation has gained wide popularity due to its competitive performance 
(Sutskever et al., 2014; Bahdanau et al., 2014) and end-to-end training. Most efforts have been 
focused on monomodal translation which makes use of only one mode of data, the textual features. 
The aim of monomodal translation systems is to translate a sentence from a source language to a 
target language. Over the last two years, there has been rapid advancement towards making the 
machine translation systems multimodal. The goal is to aid the textual translation systems with the 
visual context obtained from image data to improve the translations. This can have wide 
applications in native-language image search, multilingual e-commerce and audio-described video 
for visually impaired viewers (Elliott et al., 2017).  
The Conference on Machine Translation (WMT) organized a shared task on Multimodal 
Machine Translation for 2016 (Specia et al., 2016) and 2017 (Elliott et al., 2017). The shared task 
for the 2017 Conference on Machine Translation consisted of two subtasks: 
Task 1: Multimodal Machine Translation Task 
 Given an image and its source language description (English), we are required to translate 
the description into a target language. The training data consists of parallel image descriptions and 
corresponding images. At the test time, an image and its English caption are provided, and a 
translation in a target language is expected. 




Task 2: Multilingual Image Description Task 
Given an image, we are required to generate a description in a target language (German). 
The training data consists of images and five descriptions in English and German. At the test time, 
only an image is provided. 
Figure 1.2 Multilingual Image Description Task (Task 2) 
 
The training for the above tasks is carried out on the Multi30K dataset (Elliot et al., 2016) 
which consists of 30000 images and their captions in multiple languages. The original English 
captions from the Flickr30k dataset (Young et al., 2014) are translated into German, French, and 
Czech. The evaluation is carried out on 1000 data samples in Multi30K test dataset. It is also tested 
on another dataset which specifically contains captions with ambiguous verbs, to test how well the 
visual features contribute to clearing the ambiguity of verbs. The predicted translations are 
preprocessed by lowercasing, normalizing punctuations and tokenizing. The evaluation is done 
through the MultEval (Clark et al., 2011) toolkit which provides METEOR (Denkowski et al., 
2014), BLEU (Papineni et al., 2002) and TER scores (Snover et al., 2006).  
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In this study, we explore various modifications of Neural Machine Translation models to 
incorporate the multimodal information (text data and image data). We propose three models for 
translation. The first model is a monomodal baseline for the translation task. The second model is 
a multimodal model which incorporates the image features along with the textual features. We also 
propose a multi-task model where the translation task and captioning task are trained 
simultaneously. All the three models outperform the baseline provided by WMT’16 and WMT’17 
and the winning system for Task 1 at WMT’16. The results of the multi-task model are also 
comparable to the winning system of WMT’17. 
Chapter 2 describes the datasets used in this study. Chapter 3 gives an overview of the work 
related to the shared tasks. Chapter 4 gives a brief overview of neural machine translation. Chapter 
5 explains the various models we have experimented with. The selection of various model 
hyperparameters is covered in Chapter 6. Chapter 7 summarizes the qualitative and quantitative 
results obtained for the proposed models. Finally, in Chapter 8, we conclude the study and briefly 
explain the future work planned for this task. 
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CHAPTER 2: DATASET 
 
The dataset primarily used in this study is the Multi30K dataset (Elliott et al., 2016). A 
secondary dataset is also used for evaluation which contains ambiguous verbs in English. In this 
chapter, we briefly describe the two datasets and the splits used for training, validation and 
evaluation.  
2.1 Multi30K 
Multi30K dataset is an extension of the Flickr30K dataset (Young et al., 2014), which 
consists of 31,000 images and their five corresponding English captions. Multi30K dataset is 
multi-aligned, i.e., English captions are translated into German, French, and Czech. The dataset 
consists of sentences of various lengths, and we can thus evaluate the performance of the model 
on long sentences and know how well the model retains the source side information in its memory.  




For Task 1, a single caption per image is provided in the source (English) and target 
language. One of the five English captions from Flickr30K was selected. The German translations 
for these captions were collected from professional translators, who were given access to the 
source segment only (training set), or the source segment and the image (validation and test sets). 
The French captions for the translation task were obtained via crowdsourcing. The Czech 
translations were obtained by crowdsourcing where translators had access to the source segment 
and the image. Data samples for Task 1 are shown in Figure 2.1 and 2.2. 
Figure 2.2 A training sample for Task 1 from Multi30K 
 
For Task 2, there are five captions per image in English and German. Unlike Task 1, image 
captions are not provided for the other two languages, French and Czech. The English and German 
captions provided for this task are not independent and are not necessarily the translations of each 
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other. The English captions are from the Flickr30K dataset. The German captions are independent 
of the English captions and are obtained by crowd-sourcing. A training sample for Task 2 is shown 
in Figure 2.3. 
Figure 2.3 A training sample for Task 2 from Multi30K dataset 
 
2.2 Ambiguous COCO 
Ambiguous COCO is provided as a secondary dataset for evaluation of Task 1. It is 
collected from the VerSe dataset (Gella et al., 2016), which contains a subset of the COCO (Lin et 
al., 2014) and TUHOI (Li et al., 2016) images. The evaluation dataset used in this study, 
Ambiguous COCO, contains images only from the COCO subset of the VerSe dataset. Ambiguous 
COCO contains a set of 461 image-caption pairs that potentially contain ambiguous verbs in 
English, like pull, serve, show, shake, reach, etc. This dataset is currently triple aligned, i.e., 
captions are provided in three languages (English, French, and German).  
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A test sample from the dataset is shown in Figure 2.4 where the ambiguous verb “pass” is 
used in two different contexts. The verb and its translations are highlighted in the image. The verb 
has the same translation in German for both contexts, while it has different translations in French. 
Figure 2.4 A test sample for Task 1 from Ambiguous COCO dataset 
 
2.3 Training and Evaluation 
Training for the two tasks is carried out on the Multi30K dataset. In addition to the image 
descriptions in multiple languages, two types of ResNet-50 visual features (He et al., 2016) are 
also provided for all the images. The two types of image features are ‘res4_relu’ convolutional 
features and the average pooled features. The training and validation data are provided separately. 





Table 2.1 Summary of training and validation data 
Multi30K dataset Training Set Validation Set 
Images Sentences Images Sentences 
Task 1 (Translation) 29000 29000 1014 1014 
Task 2 (Captioning) 29000 145000 1014 5070 
 
For Task 1, evaluation is carried out over multiple test datasets (Multi30K Test 2016, 
Multi30K Test 2017 and Ambiguous COCO Test 2017) for German and French. Czech is 
introduced as a new language for this task, and only one test dataset, Multi30K Test 2016, is 
currently available for this language. For Task 2, evaluation is carried out over multiple datasets 
for the German language. The summary of the test datasets is provided in Table 2.2. 
Table 2.2 Summary of evaluation data 
 Multi30K Test 2016 Multi30K Test 2017 Ambiguous COCO Test 
2017 
Images Sentences Images Sentences Images Sentences 
Task 1 
(Translation)  
1000 1000 1000 1000 461 461 
Task 2 
(Captioning)  





CHAPTER 3: RELATED WORK 
 
In this recent era of deep learning, Neural Machine Translation (NMT) (Kalchbrenner and 
Blunsom, 2013; Cho et al., 2014; Sutskever et al., 2014) consisting of an encoder-decoder 
architecture has become common for translation. The encoder in the seq2seq architecture encodes 
the entire source sentence into a vector, which is decoded into a target language by a decoder. 
Since the entire sentence is represented by one vector, the translation quality degrades with 
increasing sentence length. Bahdanau et al., 2014 and Luong et al., 2015 extended the architecture 
by introducing an attention mechanism over the encoder outputs, which has shown significant 
improvement in the translation quality for both long and short sentences. The attention mechanism 
quickly updated the state-of-the-art performance of machine translation.  
The Multimodal Shared Task of WMT’16 and WMT’17 encouraged researchers to explore 
multiple modes of data to generate translations. For the shared task of 2016, the focus was more 
on statistical machine translation. For the shared task of 2017, the focus shifted to neural machine 
translation due to the remarkable ability of the attention mechanism in encoder-decoder networks.  
 For the multimodal translation task, Huang et al., 2016 incorporated the image features 
using Region based Convolution Neural Network (RCNN) (Shaoqing et al., 2014). RCNN was 
used to obtain the features for the top five objects in the image. These regional features were fed 
at the head of the encoder by passing them sequentially in the hidden state of the decoder or by 
having five parallel LSTM threads for the encoder. Libovicky et al., 2016 proposed an attentive 
NMT model where the image features from the last layer of the VGG16 network (Simonyan et al., 
2015) were used to initialize the decoder, along with the final hidden state of the encoder. Calixto 
et al., 2016 proposed to attend over the source words and image features separately. The text and 
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image context vectors were merged and the resulting multimodal context vector was fed as input 
to the decoder GRU at every time-step along with the previous word.   
Caglayan et al., 2017 proposed an NMT system where global visual features were 
multiplicatively interacted with the word-embeddings, and an ensemble of models with multiple 
random seeds was taken. The ensemble gave a significant boost to the metric. Zhang et al., 2017 
used a text-only hierarchical phrase-based (HPB) translation system using Moses (Koehn et al., 
2007) with standard features. The n-best outputs from this system were then re-ranked with an 
attentional encoder-decoder model. They also suggested a multimodal approach using image 
retrieval to find target language descriptions of similar images. Translation selection was carried 
out between this additional description and the output of the Multimodal NMT system.  
Very few submissions were received for the multilingual image description task (Task 2) 
of WMT’17. The submitted systems could not beat the baseline provided by the shared task, which 
consisted of a normal caption generator trained on the German data. For Task 2, Helcl et al., 2017 
suggested a system where a caption generator was trained for the English data. The English caption 
was then translated into German using an NMT system.  
Recently, multi-task learning has been heavily explored in machine learning. Its 
applications range from computer vision (Donahue et al., 2014), to speech recognition (Heigold et 
al., 2013; Huang et al., 2013) and natural language processing (Liu et al., 2015). Multi-task 
learning involves sharing of parameters between multiple tasks to improve the generalization 
performance of the given task. Multi-task learning has been recently explored for sequence to 
sequence learning (Dong et al., 2015; Luong et al., 2016). Luong et al., 2016 explored three settings 
for multi-task learning in sequence to sequence models. It includes a one-to-many (shared 
encoder), many-to-one (shared decoder) and a many-to many setting (shared encoder and shared 
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decoder). They found that their multi-task setting could improve the English-German translation 
quality by 1.5 BLEU points as compared to the single-task baselines. Jaffe et al., 2017 submitted 
a multi-task learning system for image captioning. The model generates captions in both German 
and English. The final hidden state of the caption decoder was fed to an independent decoder with 
separate vocabulary. The goal was to train the model to keep the information about the image in 
the hidden state over the decoding process. At testing time, only the German captions were 
generated, and the English captions were ignored. 
Overall, various systems have been proposed for the multimodal translation task, but a 
strong multi-task learning system for multimodal translation task is yet to be explored, to the best 




CHAPTER 4: NEURAL MACHINE TRANSLATION 
 
In this section, we talk about language models based on recurrent neural networks (RNNs), 
which have the additional ability to capture long-distance dependencies in languages. 
4.1 Long-distance Dependencies 
 
 
Figure 4.1 An example of a long-distance dependency 
 Languages in general have long-distance dependencies and long-range grammatical 
constraints. One such example is shown in Figure 4.1, where the starting word ‘he’ or ‘she’ must 
match with the last word ‘himself’ or ‘herself’, respectively. Such dependencies cannot be 
modelled by models which maintain a limited history. Hence, we need a model which can maintain 
a longer history and learn such long-distance dependencies. 
4.2 Recurrent Neural Networks 
 Recurrent Neural Networks (Elman et al., 1990) are capable of modeling the long-distance 
dependencies. Consider a usual neural network, with input 𝑥"	and bias 𝑏%	. The hidden state ℎ"	 
would then be calculated using equation 4.1. 
ℎ"	 = 	
tanh 𝑊-%	𝑥"	 + 𝑏%	
0
						 𝑡 ≥ 1,𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                       (4.1) 
In a recurrent neural network (RNN), the idea is to have the current hidden state ℎ"	 in the neural 
network depend on the previous hidden state ℎ":;	at time t-1. Equation 4.2 captures the 
dependency between the hidden states. 
ℎ"	 =
tanh 𝑊-%	𝑥"	 + 𝑊%%	ℎ":;	 + 𝑏%	
0
						 𝑡 ≥ 1,𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒          (4.2) 
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Figure 4.2 A time-step in an RNN 
 
Figure 4.2(a) shows a simplistic view of a single RNN time-step. Figure 4.3 shows an 
unrolled version of the RNN to visualize the information flow between multiple time-steps. Similar 
to the feed-forward neural networks, we learn our parameters by performing a forward 
computation and backward propagation. The recurrent network starts with an initial hidden state 
ℎ<	which is usually initialized to zero and learned as a parameter.  
Figure 4.3 Visualizing a rolled and an unrolled RNN network 
 
 
RNNs have the ability to pass information over multiple time-steps and hence, RNNs can 
model the long-distance dependencies. However, they have the problem of vanishing gradient and 
exploding gradient. At the end of the last time-step, the network makes a prediction and the 
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computed loss is back-propagated. During the backpropagation, the gradient becomes smaller and 
smaller, and by the time it reaches the start of the network, the gradient becomes too minute to be 
able to effectively update the parameters. Unless the gradient at a given time-step is one, it will 
either tend to diminish or tend to amplify exponentially and cause inaccurate parameter updates. 
4.3 Long Short-term Memory 
 Long short-term memory (LSTM) (Sepp and Schmidhuber, 1997) is a neural network 
which does not suffer from the problem of vanishing gradient. The idea behind it is to have a 
memory cell 𝑐" along with the hidden state ℎ". The memory cell has a gradient which is exactly 
one, and hence it does not suffer from the problem of vanishing gradient and can better capture 
long-distance dependencies. The LSTMs have an update 𝑢"	similar to the RNN (Equation 4.3) 
𝑢"	 = 𝑡𝑎𝑛ℎ 𝑊-A	𝑥"	 + 𝑊%A	ℎ":;	 + 𝑏A	     (4.3) 
The LSTM architecture also has an input gate 𝑖"	and an output gate 𝑜"	, which allows either passing 
or blocking of the information. These gates perform an affine transformation followed by the 
sigmoid function s  which brings the input between zero and one. 
𝑖"	 = s 𝑊-B	𝑥"	 + 𝑊%B	ℎ":;	 + 𝑏B	      (4.4) 
𝑜"	 = s 𝑊-C	𝑥"	 + 𝑊%C	ℎ":;	 + 𝑏C	      (4.5) 
s 𝑥 = 	 ;
;DEFG	(:-)
      (4.6) 
Component wise multiplication (⨀) of the sigmoid output with any vector causes the gating effect, 
i.e., if the result of sigmoid is close to one the gate is open and if it is close to zero, then the gate 
is closed. This gating effect can be seen in the memory cell 𝑐" calculation shown in Equation 4.7. 
𝑐" = 𝑖"	⨀	𝑜"	 + 𝑐":;	     (4.7) 
ℎ" = 𝑜"	⨀	tanh	(𝑐"	)      (4.8) 
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The memory cell 𝑐" has a gradient equal to one. The hidden state ℎ" is calculated after scaling the 
memory cell value between -1 and 1 using the tanh function. This hidden state is used to calculate 
values like the language model probabilities. 
4.4 LSTM Modifications 
4.4.1 Stacked LSTMs 
 Multiple layers of LSTMs can be stacked on top of each other. For example, Figure 4.4 
shows a 2-layer stacked LSTM. The hidden state at the nth layer at time-step t will be: 
ℎ;," = 𝑓(𝑥", ℎ;,":;)      (4.9) 
ℎL," = 𝑓(ℎ;,", ℎL,":;)      (4.10) 
Here, 𝑓 is the update function used to calculate the hidden state in an LSTM. Stacking LSTMs can 
have the advantage of learning more features due to the non-linearities, but it can also suffer from 
the problem of vanishing gradient in the vertical direction. 






4.4.2 Bi-directional LSTMs 
 Normally, an LSTM or an RNN can run from left to right. But in a bi-directional LSTM, 
we run it from right to left also. This can capture dependencies in multiple directions. Hence, at 
every time-step we have one hidden state ℎ" in the forward direction and another hidden state ℎ"in 
the reverse direction. Figure 4.4 shows a simplistic depiction of a bi-directional LSTM.  
Figure 4.5 Visualizing a bidirectional LSTM 
 
4.5 Neural Machine Translation 
Neural Machine Translation (NMT) architecture basically consists of an encoder and a 
decoder (Kalchbrenner and Blunsom, 2013; Cho et al., 2014; Sutskever et al., 2014). The encoder 
neural network takes the source sentence as an input and converts into a vector of real numbers. 
The decoder neural network takes this vector as an input and generates a sentence in a target 
language. These encoders and decoders are made up of RNNs like LSTMs. Figure 4.6 shows an 
encoder-decoder architecture for machine translation. 
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Figure 4.6 Encoder-decoder architecture
 
At every time-step, we pass the embedding 𝑥"	of the current word as the input to the RNN. 
We start with an empty hidden vector ℎ<
MNO. At every time-step the encoder hidden state gets 
updated based on the RNN’s hidden state equation. 
ℎ"
MNO = 𝑓(𝑥"MNO, ℎ":;
MNO)    (4.11) 
At the end of the encoder, when the encoder has seen all the words, we obtain a final encoder 
hidden state ℎP. In case of a bi-directional RNN, the final hidden states of both the directions are 
concatenated to obtain ℎP. This final hidden state ℎP can be considered to have encoded all the 
information in the source sentence. 
 The decoder predicts the probability of word 𝑦" at each time-step. The decoder takes word 
embedding as an input, but unlike the encoder, the previous prediction 𝑦":;is used to condition the 
prediction of current word on the previous word. Another difference from encoder network is that 
the decoder hidden state 	ℎ<
RMO is initialized with the final state of the encoder ℎP. The probability 
of the word is calculated by taking softmax on the hidden state ℎ"
RMO. The encoder and decoder 
are jointly trained to minimize the loss function of the entire network. 
 The next chapter builds on the concepts of NMT and describes the various models we 
proposed for the shared task. 
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CHAPTER 5: MODEL DESCRIPTION 
  
We propose three models in this study which are based on Neural Machine Translation 
(NMT). Model 1 and 2 are primarily for Task 1. Model 3 is a multi-task learning system which 
uses image captioning to aid the translation task.  
5.1 Model 1: Monomodal Translation Model 
Various approaches have been proposed (Bahdanau et al., 2014; Luong et al., 2015) to 
attend over the selective parts of the source words and use the context vector hence formed to aid 
the translation process. The intuition is to attend to source words which are most relevant to the 
generation of the current word. Hence, with the attention model, the decoder at each time-step 
depends not only on the previous RNN hidden state but also on the context vector generated from 
the encoder.  
Monomodal translation model is an encoder-decoder framework with the ‘global’ attention 
model, as suggested in Luong et al., 2015. Global attention means that attention is placed on all 
the source positions. For every time-step t of the decoding phase, a variable length alignment 
vector at is computed. The alignment vector contains weights for all the hidden states of the 
encoder. 𝑎" depends on the current decoder hidden state ℎ"  and all the encoder hidden states ℎP as 
given Equation 5.1. 
𝑎" 𝑠 = 𝑎𝑙𝑖𝑔𝑛 ℎ", ℎP  
=	 EFG POCUM %V,%W
EFG POCUM %V,%WXWX
																																															(5.1)  
The scoring function used in calculating 𝑎" can be computed in multiple ways (Equation 5.2). 
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   (5.2) 
We use the ‘general’  scoring method for computing 𝑎" in our model. The general scoring method 
learns weights over the encoder hidden states, and the weighted encoder hidden states are 
multiplied with the decoder hidden state. A global context vector 𝑐" is calculated by taking the 
weighted average of all the source states (based on 𝑎"). This context vector captures the source 
side information relevant to the prediction of current word. The attentional hidden state of the 
decoder ℎ\""," is obtained through a concatenation layer over the decoder hidden state and the 
context vector. 
ℎ\""," = tanh	(𝑊O[𝑐"; ℎ"])     (5.3) 
A softmax layer over the attentional vector ℎ\""," is used to predict the output word at time t. 




The encoder used in this model is a bidirectional LSTM with two layers. The decoder is a 
unidirectional LSTM with two layers. The decoder also incorporates the input feeding approach, 
as suggested in Luong et al., 2015. According to the input feeding approach, attentional 
vectors	ℎ\""," for a given time-step are concatenated with the inputs at the next time-step. This 
helps in making the network aware of the previous alignment choices. The word embeddings 
which are used for the inputs are obtained by passing the one-hot word vector through an 
embedding layer, which is trained along with the model. 
5.2 Model 2: Multimodal Translation Model 
A convolutional neural network (Fukushima Kunihiko, 1988; LeCun et al., 1998) is 
capable of generating image features for a given image. These image features can provide extra 
information about the scene being described in the caption and help clarify the ambiguous verbs. 
We used the averaged pooled features, a 1-dimension vector of size 2048, obtained from ResNet-
50 (He et al., 2016). The averaged pooled features are used to initialize the encoder hidden state. 
Since there is a dimension mismatch between the image feature size and encoder hidden size, a 
linear transformation layer 𝑊Bb	is applied to reduce the image feature, 𝐼, to decoder’s hidden size. 
The encoder’s initial hidden state, ℎB, is thus computed using Equation 5.4. 
ℎB = 𝑊Bb𝐼      (5.4) 
The encoder-decoder network used for multimodal translation is same as that used in Model 1, the 
only difference being the initialization of encoder hidden state. Figure 5.2 shows the architecture 






Figure 5.2 Multimodal translation model 
 
5.3 Model 3: Multi-task Model 
We propose a multi-task training approach with a goal to improve the multimodal 
translation task by jointly training a decoder to generate sentences for the image captioning task 
also. The multi-task model extends the previously described multimodal translation model (Model 
2). The vocabulary used by the decoder is obtained by merging the vocabulary of the translation 
dataset and captioning dataset. It consists of 41536 words for German. The two tasks share a 
common vocabulary and a common embedding layer. The parameters of the decoder are shared, 
except the attention layer and the choice of input feed. More details are explained in section 5.3.1 
and 5.3.2. The encoding part of the architecture is different for the translation and captioning task. 
The details of the encoding architecture are described in section 5.3.1 and 5.3.2. Figure 5.3 gives 
an overview of the system we have implemented for multi-task learning. Image captioning task 
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training is mixed with the translation task training with a batch mixing ratio of 5:1, i.e., after 
training the model for 1 batch of translation data, it is trained for 5 batches of captioning data. This 
ratio was chosen since 29000 training samples are available for the translation task, while the 
captioning task has 145000 training samples. 
Figure 5.3 Overview of the multi-task model 
 
5.3.1 Multi-task Model During Translation Training  
The multimodal translation task has an encoder RNN for the source language (English). 
The encoder is a bidirectional LSTM with two layers. It is initialized with the image features as 
explained in Model 2.  For the translation task, the initial decoder state is initialized with the final 
encoder hidden state. Attentional hidden state ℎ\""," for the decoder is computed for computing the 
output words, as described in Model 2. The attentional hidden state is also concatenated with the 






Figure 5.4 Multi-task model during the translation training 
 
5.3.2 Multi-task Model During Image Captioning Training 
For the image captioning task, the averaged pooled features, a one-dimension vector of size 
2048, obtained from ResNet-50 are used. The image features, I, are converted to decoder hidden 
size using a linear layer. The decoder’s initial hidden state, ℎB, is thus computed as: 
ℎB = 𝑊Bb𝐼      (5.5) 
Unlike the translation training, there is no attentional hidden state computed for the 
decoder. The output word is obtained from the normal decoder hidden state at each time-step. Input 
feeding approach explained in Model 1 is also implemented for the image captioning task. The 
difference in the input feeding approach in image captioning training as compared to the translation 
training in section 5.3.1 is that in this case, the input word is concatenated with the decoder hidden 
state instead of the attentional hidden state (used in the translation training). Figure 5.5 shows the 
architecture of multi-task model used for training the captioning task.  
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Figure 5.5 Multi-task model during the captioning training 
 




CHAPTER 6: HYPERPARAMETER TUNING 
 
In deep learning, hyperparameter tuning is essential for training a model that generalizes 
well. There are a number of hyperparameters for a neural machine translation model which can 
significantly impact how the model will perform. They include the number of layers in the RNN, 
the size of the RNN hidden state, the dropout probability in a decoder-stack, the size of word-
embeddings, the optimizer being used, the learning rate of the optimizer, the batch size, the number 
of training epochs, etc.  
Using the validation split, we tested the monomodal translation model (Model 1) for 
various hyperparameters to understand their effect on the model and to tune it for optimal 
performance. The models were primarily evaluated for the German language. The results are 
summarized in Tables 6.1 – 6.7. The scores presented in Tables 6.1 – 6.7 are obtained from the 
MultEval toolkit with METEOR 1.5 after preprocessing, normalizing-punctuations, and 
tokenizing. 
6.1 Unidirectional vs Bidirectional Encoder  
A unidirectional LSTM preserves information only from one direction (left to right), while 
a bidirectional LSTM preserves information from two directions (left to right and right to left). 
Hence, we tested the monomodal translation model with unidirectional and bidirectional LSTM 
with two layers. Table 6.1 summarizes the results, and based on it, the bidirectional LSTM 
(METEOR score 55.8) was found to have a better performance than the unidirectional LSTM 





Table 6.1 Effect of using bi-LSTM and unidirectional LSTM as the encoder 
 Multi30K (En®De) 
Model METEOR 1.5 BLEU TER 
Unidirectional  51.4 27.6 51.6 
Bidirectional 55.8 37.8 41.9 
 
6.2 Number of Layers 
The depth of the deep learning architecture is generally related to the performance of the 
model. Stacked LSTM layers help the model in learning more accurately but a very deep stack can 
also cause the model to overfit the training data and also suffer from vanishing gradient. We tested 
stacks of two and three layers for the encoder and decoder. The encoder was selected to be 
bidirectional. Based on the METEOR and BLEU scores in Table 6.2, higher performance was 
obtained for a 2-layered stack (METEOR score 54.5). The 3-layered stack obtained a METEOR 
score of 53.4. 
Table 6.2 Effect of the number of layers in the NMT model  
 Multi30K (En®De) 
Model METEOR 1.5 BLEU TER 
2 layers 54.5 32.4 47.3 








Randomly zeroing some of the elements in the output vector with a dropout probability p, 
during the training phase, has been proven to effectively regularize and prevent the co-adaptation 
of neurons (Hinton et al., 2012). The monomodal translation model with two layers and a 
bidirectional encoder was tested for various dropout probabilities. The results obtained for various 
dropout probabilities are summarized in Table 6.3. A dropout of 0.3 was found to be optimal for 
the model (METEOR score of 55.7). Zero-dropout had a significantly lower METEOR score 
(52.7). 
Table 6.3 Effect of dropout in the decoder  
 Multi30K (En®De) 
Model METEOR 1.5 BLEU TER 
p = 0 52.7 35.6 45.6 
p = 0.3 55.7 37.8 41.9 
p = 0.4 55.4 38.1 42.0 
 
6.4 Vocabulary Threshold  
Word embeddings have become a valuable resource for a wide range of tasks in Natural 
Language Processing. To learn better word embeddings, it is important to consider the effect of 
low frequency and high-frequency words. A word occurring rarely in a dataset might not be learned 
well enough. Hence, the change in vocabulary size with a changing minimum frequency of the 
words was first studied. The effect of vocabulary threshold on the model performance was also 
studied. The results in Table 6.4 suggest that almost half the words occur only once. A higher score 
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is obtained when we set the word frequency threshold to two (METEOR score 55.7). For a 
threshold of 5, a very high number of words become out-of-vocabulary words, hence a drop in the 
performance is observed (METEOR score 54.8). 
Table 6.4 Summary of vocabulary size for various minimum word count 
 Vocabulary size 
Translation Task Captioning Task 
Minimum 
Word Count 
English German French Czech German 
1 
 
10212 18726 11223 22400 41536 
2  5919 7859 6482 10400 17801 
5 3261 3553 3452 4554 8495 
 
Table 6.5 Effect of word frequency threshold  
 Multi30K (En®De) 
Model METEOR 1.5 BLEU TER 
Threshold = 1 
 
55.8 37.7 42.1 
Threshold = 2  55.7 37.8 41.9 
Threshold = 5  54.8 37.0 43.0 
 
6.5 Word Embedding Size 
Since word embeddings play a vital role in the output words being generated, it is important 
to have a well-learned embedding layer. A minimum word frequency of two was first selected to 
form the vocabulary. After evaluating the performance for various embedding sizes (40, 64 and 
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128), an embedding size of 500 was found to be optimal (METEOR score 55.7). The results are 
summarized in Table 6.6. 
Table 6.6 Effect of word embedding dimension  
 Multi30K (En®De) 
Model METEOR 1.5 BLEU TER 
100 54.6 36.9 43.2 
200 53 35.7 44.9 
500 55.7 37.8 41.9 
 
6.6 Batch Size 
Mini-batch size has a significant effect not only on the training speed but also on reducing the 
variance of the stochastic gradient update. Hence, we experimented with multiple batch-sizes for 
training the model with SGD optimization and a learning rate of 1.0. A batch size of 64 was 
selected after experimenting with multiple batch sizes. The results in Table 6.7 summarize the 
effect. 
Table 6.7 Effect of batch size  
 Multi30K (En®De) 
Model METEOR 1.5 BLEU TER 
40 53.4 36.0 44.5 
64 55.7 37.8 41.9 




 After conducting multiple experiments with various hyperparameter values, a bidirectional 
LSTM was selected for the encoder with a 2-layered encoder-decoder stack. The dropout 
probability of 0.3 was selected. The minimum word frequency for the vocabulary was set to two 
and a word-embedding size of 200 was selected with a batch-size of 64. In the next chapter, we 
will discuss the results obtained for the various models. 
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CHAPTER 7: EXPERIMENTS AND RESULTS 
 
 In this chapter, we describe the experimental set up used for training and also evaluate the 
proposed models qualitatively and quantitatively. The results obtained are compared with the 
baseline provided by WMT and the winning systems of 2016 and 2017.  
7.1 Experimental Setup 
Hyperparameters for the model were tuned as explained in the previous section. All the 
models have text encoders comprising of bidirectional LSTMs with a stack of two layers. The 
decoders are unidirectional LSTMs with two layers. The hidden state size for both, encoder and 
decoder, was set to 500. The decoder has a dropout probability of 0.3. The word vocabulary is 
specific to the dataset. Word frequency threshold is set to two for source and target side both. The 
one-hot word representation is converted into an embedding of dimension 500, using an 
embedding layer trained with the model. For the multimodal translation task, the source side 
(English) had a vocabulary size is 5919 and the target side vocabulary size was 6842 for French, 
7859 for German, and 10400 for Czech. The merged vocabulary for the decoder in the multi-task 
training had a size of 18560. For generating the sentences using the decoder, beam search with a 
beam size of five was used. The models are trained using the OpenNMT-py (Klein et al., 2017) 
toolkit on NVIDIA GPUs (GeForce GTX 1080). 
The models were trained using SGD optimization and an initial learning rate of 1.0. The 
learning rate was set to decay by half after epoch eight and the training was set to continue till 13 
epochs. Batch size of 64 was chosen. Figures 7.1 and 7.2 show the change in training accuracy, 
validation perplexity and validating accuracy with the number of epochs for Model 1 and Model 
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3 respectively. These training statistics are calculated using the validation data provided for the 
multimodal translation task.  
Figure 7.1 Training statistics for monomodal translation model (Model 1) 
 




Figure 7.3 shows the comparison of the increasing validation accuracy (calculated over the 
validation set for the translation task) during the training for the monomodal (Model 1) and multi-
task model (Model 3). Model 3 involving multitask training reaches a higher accuracy much faster 
than Model 1. This could possibly be due to the extra training data (from image captioning) 
involved in the training for Model 3. 
Figure 7.3 Validation accuracy comparison for Model 1 and Model 3 
  
7.2 Preprocessing and Evaluation Metric 
The translations are evaluated under the official settings of WMT 2016 Multimodal 
Machine Translation challenge. All the translations and reference sentences are preprocessed using 
Moses script to lowercase, normalize-punctuations and tokenize.  
The model output is evaluated using the MultEval toolkit. The primary metric used by the 
task is METEOR 1.5, hence METEOR 1.4 from the MultEval toolkit was replaced with METEOR 




7.3 Results for Multimodal Translation Task 
To evaluate the models for the multimodal translation task, all the models were tested on 
Multi30K test datasets. For French and German, the test datasets include Multi30K Test 2016, 
Multi30K Test 2017 and Ambiguous COCO Test 2017. Czech is a new language introduced for 
the 2018 shared task. Hence, only Multi30K Test 2016 dataset is available for Czech currently. 
The various models are compared with the baselines provided by the shared tasks. For 
WMT’16 shared task on multimodal machine translation (Specia et al., 2016), the baseline was a 
text-only Moses phrase-based statistical machine translation (SMT) model (Koehn et al., 2007). 
For WMT’17 shared task on multimodal machine translation (Elliott et al., 2017), the baseline was 
a text-only neural machine translation system built with the Nematus toolkit (Sennrich et al., 2017).  
7.3.1 English – German 
English and German are very different in structure which may pose a problem for machine 
translation, especially with limited training data. The performance of all models was quite 
remarkable on these datasets, considering a training corpus of 29000 parallel sentences only.  The 
high performance of all our models and that of all the participating systems for this task indicate 
that the test data is simpler compared to the datasets in various other domains like news. Table 7.1 
shows the results of the two test datasets from Multi30K (Test 2016 and Test 2017). 
The use of visual features in the multimodal translation model or the multitask approach 
helps the quality of the translation. But the increase in the performance is not significant enough. 
There could be numerous reasons for this. The monomodal baseline itself has a very high 
performance, owing to the attentional model and the simpler test dataset. It would be interesting 
to test the multi-task model on a more difficult and diverse test dataset and compare the difference 
in the performance. Moreover, in the multimodal translation model, the image features being used 
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to initialize the encoder may get masked by the time it reaches the final encoder hidden state. For 
the multi-task model, the increase in the performance with the multitask training was not 
proportional to the amount of extra data. This could possibly be because the initial decoder state, 
when assigned with the image features, would be much different than that resulting from the 
encoder in the translation task. 
Table 7.1 Results for Multi30K for German Dataset 
  Multi30K Test 2016 (En®De) Multi30K Test 2017 (En®De) 
Model Description METEOR 
1.5 
BLEU TER METEOR 
1.5 
BLEU TER 
Model 1  Monomodal 55.2 37.5 42.8 48.5 30.0 52.2 
Model 2  Multimodal 55.4 37.6 42.5 48.6 30.1 53.0 
Model 3 Multi-task 56.0 38.3 41.8 49.0 30.4 51.5 
2016 baseline: SMT 
2017 baseline: NMT 
52.5 32.5 52.4 41.9 19.3 72.2 










Table 7.2 shows the results for Ambiguous COCO dataset containing 461 data samples. It 








Table 7.2 Results for Ambiguous COCO for German 
  Ambiguous COCO Test 2017 (En®De) 
Model Description METEOR 1.5 BLEU TER 
Model 1  Monomodal 44.6 26.6 56.5 
Model 2  Multimodal 44.0 27.0 58.0 
Model 3 Multi-task 44.3 25.8 57.1 
Baseline NMT 37.6 18.7 66.1 







Table 7.3 and Table 7.4 show some sample translations on source sentences of varying 
lengths from Multi30K test datasets.  The models perform well on long and short sentences both. 
Table 7.5 shows sample translations from Ambiguous COCO dataset. 
Table 7.3 Sample translations for short sentences in Multi30K Test 2016 German dataset 
Source A man in a white shirt and apron cuts up a bird 
Gold ein mann in einem weißen shirt und einer schürze zerlegt einen vogel . 
Model 1 ein mann in einem weißen hemd und schürze schneidet einen vogel . 
Model 3 ein mann in einem weißen hemd und mit schürze schneidet einen vogel . 
Source An older man is playing a video arcade game 
Gold (De) ein älterer mann spielt ein videospiel . 
Model 1 ein älterer mann spielt ein videospiel . 




Table 7.4 Sample translations for long sentences in Multi30K Test 2016 dataset for German 
Source 3 basketball players vying for the ball and one in red jersey trying to 
take ball from guy in white jersey 
Gold 3 basketballspieler kämpfen um den ball , einer in einem roten trikot 
versucht , einem in einem weißen trikot den ball wegzunehmen . 
Model 1 drei basketballspieler vying den ball , und der in einem roten trikot 
versucht den ball von einem typen in einem weißen trikot zu schlagen . 
Model 3 drei basketballspieler geben den ball und ein rot gekleideter mann 
versucht den ball von einem typen in einem weißen trikot zu schießen . 
Source  A small boy wearing baseball regalia holds a bat behind his head with 
a baseball mounted in front of him 
Gold ein kleiner junge in <unk> holt mit einem schläger hinter seinem kopf 
in richtung eines vor ihm montierten baseballs aus . 
Model 1 ein kleiner junge mit baseballkleidung hält einen schläger hinter seinen 
kopf mit einem baseball vor sich . 
Model 3 ein kleiner junge mit baseballmütze hält einen schläger hinter seinem 
kopf , vor ihm ist ein baseballfeld . 
 
Table 7.5 Sample translations for Ambiguous COCO Test 2016 dataset for German  
Source several people are on a beach with surf boards and two of the guys 
are pointing toward the water 
Gold mehrere menschen am strand mit surfbrettern und zwei der männer 
zeigen in richtung wasser . 
Model 1 mehrere personen befinden sich am strand mit brandung und zwei 
davon zeigt auf das wasser . 
Model 3 mehrere personen befinden sich am strand mit brandung und zwei 





7.3.2 English - French 
Table 7.6 shows the results of the two test datasets from Multi30K (Test 2016 and Test 
2017). English to French translation task seems easier than the English to German task (METEOR 
score 55.4), as reflected in the higher evaluation metric (METEOR score 74.0). For Test 2016 
dataset, a higher METEOR score of 73.22 was obtained as compared to 55.24 for the German 
language. A similar trend was also observed for the Ambiguous COCO dataset. The results for 
Ambiguous COCO dataset are summarized in Table 7.7. French was introduced in the WMT’17 
shared task, and hence there is no baseline or winning entry corresponding to this language for the 
Test 2016 dataset. Moreover, training data for image captioning task is not available for French. 
Hence, the multi-task model was not trained for the French language. Table 7.8 shows a sample 
translation of sentences from the Multi30K Test 2017 dataset. 
Table 7.6 Results for Multi30K for French Dataset 
  Multi30K Test 2016 
(En®Fr) 
Multi30K Test 2017 
(En®Fr) 
Model Description METEOR 
1.5 
BLEU TER METEOR 
1.5 
BLEU TER 
Model 1  Monomodal 73.2 58.3 27.1 67.0 50.6 33.4 
Model 2  Multimodal 74.0 58.5 27.0 67.0 51.0 34.0 
2017 baseline: NMT --- --- --- 63.1 43.6 40.5 






Table 7.7 Results for Ambiguous COCO for French Dataset 
  Ambiguous COCO Test 2017 (En®Fr) 
Model Description METEOR 1.5 BLEU TER 
Model 1  Monomodal 60.9 41.0 39.0 
Model 2  Multimodal 61.0 40.5 38.0 
Baseline NMT 55.8 35.1 45.8 
Winning system 65.9 45.9 34.2 
 
Table 7.8 Sample translation for Multi30K Test 2017 for French dataset 
Source A man and a woman walking in the city 
Gold un homme et une femme qui marchent en ville 
Model 1 un homme et une femme marchant dans la ville 
Model 2 un homme et une femme qui marchant la ville 
 
7.3.3 English - Czech 
Czech is a new language introduced for the WMT ’18 shared task. There is only one test 
dataset currently available for Czech, and there is no baseline available for this language. The 
scores obtained for this language pair are shown in Table 7.9. The sample translations for the 
language are also illustrated in Table 7.10. The model performs well on Czech dataset also 





Table 7.9 Results for Multi30K for Czech dataset 
  Multi30K Test 2016 (En®Cz) 
Model Description METEOR 1.5 BLEU TER 
Model 1  Monomodal 29.4 30.4 48.2 
Model 2  Multimodal 30.0 31.0 48.0 
 
Table 7.10 Sample translations for Multi30K Test 2016 for Czech dataset 
Source A man in an orange hat starring at something 
Gold muž v oranžovém klobouku na něco zírá . 
Model 1 muž v oranžové čepici něco pozoruje . 
Model 2 muž v oranžové čepici něco pozoruje . 
Source A large group of people of various afes and genders sit outside 
together 
Gold velká skupina lidí různého věku a genders sedí venku . 
Model 1 velká skupina lidí různého věku a pohlaví sedí venku pohromadě . 
Model 2 velká skupina lidí různého věku a pohlaví sedí venku pohromadě . 
 
In summary, multiple models were tested for three target languages (German, French and 
Czech). For German, monomodal, multimodal and multi-task model were tested. The multi-task 
model was found to perform better than the monomodal and multimodal translation models. We 
expect a similar trend if the multi-task model is trained on French or Czech language. All the three 
models outperform the winning entry of WMT’16 shared task, but do not beat the state-of-the-art 
of WMT’17 shared task. For French and Czech language, the monomodal and multimodal 
translation models were trained and evaluated, while the multi-task model could not be trained due 
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to lack of training data for image captioning. The monomodal and multimodal translation models 
were able to outperform the baseline and the winning system of 2016 but performed relatively 
poor than the winning system of 2017. As compared to German language, the models performed 
much better for the French language. Overall, the monomodal systems are found to demonstrate a 
strong performance. Multimodal systems show some increase on incorporating the image features, 
but it is not significant enough. A similar trend has also been witnessed in some systems submitted 
to this shared task. Taking an ensemble of models with random seeds, similar to the WMT’17 
winning system (Caglayan et al., 2017), can be expected to further improve the scores.  
The multi-task model was not evaluated for the multilingual captioning task since the 
primary focus of this study is the multimodal machine translation task.  
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CHAPTER 8: CONCLUSION AND FUTURE WORK 
 
The conventional encoder-decoder approach encodes the source sentence into a vector and 
then decodes the vector into a target sentence. Visual features have the potential to improve these 
translations. In this study, we proposed various models to incorporate the image features in the 
translation task. The proposed models outperform the baseline provided for the multimodal 
machine translation task and the winning system of WMT’16, but the results are slightly lower 
than the winning system of WMT’17. The higher score for the winning system could be explained 
by the ensemble taken over their models with multiple random seeds. We would also like to take 
an ensemble to be able to make a better comparison. The visual features were not found to 
significantly improve the metric for translation. A possible explanation for this is that the source 
sentence already contains almost all the information required for translation. The visual features 
could be useful in only a few specific cases where ambiguous verbs are present.  
There are some possible directions which we would like to explore with an aim to further 
improve the performance of our models. The dataset used to train the models is small. It would be 
useful to use a parallel corpus to train a model and then fine tune the model using the dataset used 
in this study. The embedding used in our models is specific to the dataset vocabulary and trained 
with the model. We would like to explore the effect of using pre-trained word embeddings. Huang 
et al., 2017 proposed an optimal beam search method for decoding, using which we could further 
improve the quality of the translations. Flickr30k entities (Plummer at al., 2015) provide grounding 
for the images used in the dataset. This could also be incorporated to obtain regional features and 
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