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Abstract 
Necessary conditions for IK(n, r), the complete multipartite graph with r parts of size n in 
which each edge has multiplicity 1, to have a P,-factorization are nr=O(mod k) and 
i(r-l)kn=O(mod2(k-1)). We show that when n=O(modk) or r=O(modk), these two conditions 
are also sufficient. (This implies that for all prime k the above two conditions are sufficient.) As 
corollaries, we also show that the necessary conditions are sufficient when r= 2 and r = 3. 
1. Introduction 
Let G be a multigraph. A Pk-factor in G is a spanning subgraph of G each 
component of which is a path of length k - 1 (Pk). If the edges of G can be partitioned 
into Pk-factors, then we say G has a Pk-factorization and we denote it by Pk 1 G. In this 
paper we will study Pk-factorizations of /ZK(n, r) (the complete r-partite graph in which 
each part has size n and each edge has multiplicity ,I). 
Necessary and sufficient conditions for the existence of a Pk-factorization of AK, 
have been studied by many authors. When k=2, it is well known that iK, has a l- 
factorization if and only if r = 0 (mod 2). Applying counting arguments to vertices and 
edges, it is not difficult to see that necessary conditions for the existence of a Pk- 
factorization of AK, are r -O(mod k) and A(r- 1) k=O(mod 2(k- 1)). Horton [4] 
showed that when k = 3 these conditions are sufficient. Bermond et al. [3] showed that 
these two conditions are also sufficient when k > 3. Combining these results, we have 
the following theorem. 
Theorem 1.1. The complete multigraph AK, has a Pk-factorization if and only if rz0 
(mod k) and A(r- l)k=O (mod2(k- 1)). 
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Thinking of iK, as a special case of DC(n, r) (X,r iK( 1, r)) leads us to ask for 
necessary and sufficient conditions under which AK (n, r) has a Pk-factorization. 
Necessary conditions for the existence of a P,-factorization of AK(n,r) are 
nr=O(mod k) (as each factor is a union of disjoint paths on k vertices) and 
i(r - 1)nk = 0 (mod 2(k - 1)) (as ( E( AK (n, r)) ( must be divisible by the number of edges 
in a P,-factor). We would like to show that these conditions are also sufficient. When 
k = 2, it is known that iK (n, r) has a 1 -factorization if and only if nr = 0 (mod 2). Ushio 
and Tsuruno I.51 proved that when k = 3 the necessary conditions are sufficient, and 
Bermond 123 later gave a short proof of this. In this paper, we extend the result to 
k> 3 and show that the two conditions are sufficient if n=O(mod k) or r=O(mod k). 
(This implies, for example, that they are sufficient if k is prime.) We will also show that 
they are sufficient when r=2 and r=3. In general, however, this problem remains 
unresolved. 
2. Lemmas and main results 
In this section we will introduce some definitions and prove some lemmas which 
will be used in the proof of the main theorem. We remark that in the remainder of the 
paper all arithmetic calculations are modulo k on the residues 1, 2, . . . , k and we 
denote by xq’ the edge joining vertices x and ~1. 
Definition 2.1. Let G be a k-partite graph with V(G)= Uf= I Xi. We call G compress- 
ible if for all i and j, 1 <i < j < k, 1 Xi I= 1 Xi 1, and the bipartite subgraph on vertex set 
XiuXj with bipartition (Xi,Xj) is t( {i, j})-regular, where f is a mapping from the set 
{ (i, j } : 1~ i fj < k) to the non-negative integers. 
Definition 2.2. Let G be a compressible graph. Then the quotient graph, Q(G), has 
V(Q(G))={1,2,...,k) and the edge g has multiplicity t((i,j}), where 1 <i#j< k. 
Remark. Suppose V(j.K(n,r))={(i,j): 1 <i<n, 1~ j<r) =UyZl H,=Ul=, Vj where 
Hi= ((i, j): 1 < j<r) and Vj= ((i, j): 1 <i<n). Let X be a subgraph of AK(n,r). If X is 
compressible with respect to the vertex-partition uz= i Vi, we denote the quotient of 
X by Q,,(X). If X is compressible with respect to the vertex-partition U I= ,Hi, then we 
denote the quotient by QH(X). 
A major tool in our construction is the quotient graph. The usefulness of quotient 
graphs is demonstrated by the following lemma. 
Lemma 2.3. Let T he an acyclic yraph. [f’G is a compressible multipartite graph and 
Q(G) has a TTfactorization, then G has u TYfactorization. 
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Proof. Let G be a multipartite graph with V(G)= Uf= 1 Hi. Since G is compressible, 
1 HiI = 1 H,I, 1 <i < j< k, and assume that the bipartite subgraph with vertex-set HiUHj 
is t( {i, j ) )-regular. Suppose that Q(G) has a T-factorization with factors T(l), 
T(2), . . . , T(x), where x=IE(Q(G))(/IE(T)I. Each T(i) yields a disjoint T-factor of G as 
follows. To each edge pq~E(T(i)), associate a l-factor F,, from the bipartite subgraph 
with vertex-set H,uH, so that the t({p,q}) l-factors associated with edges pq (with 
multiplicity t( {p, 4))) are all edge-disjoint. Clearly UPqEE(T(i)) F,, is a T-factor 
of G. 0 
Note that if Tis acyclic, and both AK,-G and Q(G) have T-factorizations, then ;IK, 
also has a T-factorization. 
Lemma 2.4. Let F be a l-factor of Kk,k, 
(a) if k is even, then Kk,k - F has a P,-factorization, 
(b) if k is odd, then 2K,.k - 2F has a P,-factorization. 
Proof. Let V(KI,)={1,2 ,..., k} and K,,,=XuY, where X={x1,x2 ,..., xk} and 
Y={Y,,Yz7..., yk}. (a) When k is even, Kk has a P,-factorization. Let P be a k-path in 
such a factorization. P defines the P,-factor {XiYj, xjyi: ij~E(p)} in Klr,k. Repeating for 
each path in the P,-factorization of Kt we obtain a P,-factorization of Klr,k - F, where 
F = {Xiyi: 1 d i < k}. It is not difficult to see that F can be chosen arbitrarily. As 2K, has 
a P,-factorization, (b) follows immediately by using the same method as in (a). 0 
Lemma 2.5. Let G be either: 
(a) a k-cycle with multiplicity k- 1, or, 
(b) a k-cycle, where k is even, in which edges alternatively have multiplicities k/2 and 
k/2- 1. 
Then G has a P,-factorization. 
Proof. Let V(G)=(1,2, . . . . k} and let the cycle be (1,2, . . . , k). In case (a) select the 
paths P(i)=[i,i+ l,i+2, . . . , i- 11, 1 didk, and in case (b) select the paths 
Q(i)=[2i,2i+l, . . . . 2i-11, where 1 <i<k/2. q 
Now we introduce one more definition. 
Definition 2.6. Let Kk,k have ordered bipartition (U, V), where U = ((1, u), 
(2,u) . . . . . (k,u)}andV={(l,v),(2,v) ,..., (k,v)}.Th e d’t IS ante of the edge e = (i, u) (j, v) is 
defined to be j- i(mod k). Observe that the set of edges with distance i forms a l-factor 
and we say that this l-factor has distance i. Let X = [x1, x2,. . . , x,,] be a p-path of Kk,k. 
The distance sequence ds(X)= (d, ,dz, . . . , d,_ 1) is the sequence of distances of the 
corresponding edges; that is, di is the distance of the edge XiXi+ 1. Note that X is 
uniquely determined by its first vertex and its distance sequence. So we can write 
X=[x,: (dlrd2, . . . , d,_,)]. 
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Let V(I?,OC,)={l,..., k} x(1 ,..., r}, Hi={(i,j): l<j<r}, where l<i<k, and 
Vj={(i,j): l<i<k},where l<jdrandanedge(u,u)(p,q)EE(K,@C,)ifandonlyif 
{u, q} = {i, i + 1) for some i. 
We begin with a technical lemma. 
Lemma 2.1. Let k he a positive integer, k 34, and r he odd. The graph Kk @ C, is the 
union of k P,-factors and a subgraph S such that QH(S) E C,. 
Proof. We will construct k Pk-factors of I?, @ C, so that on their deletion, the 
remaining subgraph is induced by one of the following two edge-sets: 
{(i,j)(i+l,j+l):l<iik,l,<j< } r or ((i,j)(i-1, j+ 1): 1 <i,<k, 1< j<r}. Denoting 
these induced graphs by G1 and G2, respectively, it is not difficult to see that 
QI,(G1)zQH(GZ)g Ck. We divide the proof into four cases. 
Case 1: k-O(mod 4). 
When k=4, for 06 j<3, let 
P(l,j)=[(1+j,2),(1+j,1),(2+j92), V+j,l)l, 
P(2, j) = [(2 +j, 31, (4 +j, 2), (4 +.A 31, (3 +A 2)1, 
P(2t+l, j)=[(2+j,2t+2), (l+j,2t+l), (3+j,2+2), (3+j,2t+1)19 
ldt<(r-1)/2, 
P(2t, j)=[(4+j,2t+l), (4+j,2t), (Z+j,2r+l), (1 +j,2t)l, 
2dt<(r-1)/2. 
Then uIEI P(i, j) is a P,-factor and E((K,OC,)-US=, Ur=, P(i,j))= 
{(i,j)(i-l,j+l): l<i64, ldj<r). (See Fig. 1.) 
Vl v2 v3 v4 v5 Vl 
Fig. I. 
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When k > 8, as in the case k = 4, we let P(i, j) be a path in the bipartite subgraph of 
Kk @ C, on vertex set (vi, vi+ 1). We will use the notation of Definition 2.6 and we will 
use the convention that the distance of the edge (s, i)(t, i+ 1) is t-s. 
For O<j,<k-I, put 
P(l,j)=[(l +j,2): (O,l, . . . , k-2)], 
P(2,j)=[(k/2+j,3): (k/2,k/2+1,..., k-2,0,1 ,..., k/2-1)], 
P(2t+l,j)=[(k/4+1+j,2t+i): (O,k/2+1,k/2+2,2,3,...,k/2,1,k/2+3, 
k/2+4, . . . . k-2)], l<t<(r-1)/2, 
P(2t,j)=[(3k/4+1 +j,2t+ 1): (0, I,2 ,..., k/2-2,k-2,k/2-1, 
k/2 ,..., k-3)], 26td(r-1)/2. 
(See Fig. 2 which illustrates the case k=8 and r=.5.) 
Case 2: k E 1 (mod 4). 
When k>5, for 06 j<k-1, let 
P(l,j)=[((k+3)/2+j,2): (O,k--&k-3, . . . . l)], 
P(2,j)=[(2+j,3): (2,3 ,..., k-2,0,1)], 
P(3, j)=[(l +j,4): (O,l, . . . , k-2)], 
P(2t,j)=[((k+3)/2+j,2t+l): (O,k-2,k-3,..., l)], 26t<(r-1)/2, 
P(2t+l, j)=[((k+7)/4+j,2t+2): ((k+3)/2,(k+5)/2 ,..., k-2,0,(k+1)/2, 
1,2 ,..., (k-1)/2)], 2<t,<(r-1)/2. 
Fig. 2 
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Case 3: k = 2 (mod 4). 
When k=6, for 06 jG5 let 
P(1, j)=[(l +j,2): (0,1,2,X4)1, 
P(2, j ) = C(6 + j, 3): < 2,1,0,4,3 > I, 
P(2t+l,j)=[(4+j,2t+2): (3,2,1,0,4)], ldtd(r-1)/Z 
P(2t, j)=[(6+j,2t+l): (1,0,4,2,3)], 2ftG(r-1)/2. 
When k>lO, for 06 jGk-1, let 
P(l, j)=[(l +j,2): (0,1,2, . . . , k-2)1, 
P(2,j)=[(k/2+1+j,3): (k/2+1,k/2+2,...,k-2,0,1,..., 
k/2-2,k/2- l,k/2)], 
P(2t+l, j)=[(2+j,2t+2): (k/2+2,k/2+3,...,k-2,k/2,k/2+19 
O,l,..., k/2-1)], lGtG(r-1)/2, 
P(2t,j)=[((3k+6)/4+j,2t+l): <1,2,...,k/2-1,O,k/2,k/2+l,...,k-2)], 
2<ttd(r-1)/2. 
Case 4: k E 3 (mod4). 
In this case the general pattern covers all cases. (Recall that k>4.) 
For OG j<k-1, let 
P(l,j)=[((k+1)/4+j,l): (1,2,...,(k-1)/2,O,(k+1)/2, 
(k+3)/2,..., k-2)], 
P(2, j)=[(3(k+ 1)/4+,j,2): (O,(k+ 1)/2,(k+3)/2,2,3, . . . . (k-1)/2, l,(k+5)/2, 
(k+7)/2, . . . . k-2)], 
P(3,j)=[(2+j,3): (k-2,k-3 ,..., l,O)], 
P(2t,j)=[((k+1)/4+j,2t): (1,2,...,(k-1)/2,O,(k+1)/2, 
(k+3)/2,...,k-2)], 26t~(r-1)/2, 
P(2t+l,j)=[((k+3)/2+j,2t+l): ((k-3)/2,(k-5)/2,..., l,O,(k+1)/2, 
(k-1)/2,k-2,k-3 ,..., (k+3)/2)], 2Gtt(r-1)/2. 0 
3. Main theorem 
We now state and prove the main theorem of this section. 
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Theorem 3.1. Zf Akn(r - 1) = 0 (mod 2(k - 1)) and r = 0 (mod k) or n E 0 (mod k), then 
Pk I AK@, 4. 
Proof. Let V(IK(n,r))={l,...,n}x{l,...,r},Hj={(i,j): l<jdr},where l<i<nand 
vj= {(i,j): 1 didn}, where 1 d j<r. Suppose r-0 (modk). It is easy to see that X(n,r) 
is compressible with respect to vertex-partition uy= 1 K and hence Q”(IK(n, r))= 
niK,. By Theorem 1.1 P,InAK, if and only if r-O(modk) and nik(r-l)= 
O(mod 2(k - 1)) and hence by Lemma 2.3 P,I AK(n, r). In this case, we are done. 
We now consider the case when Akn(r - 1) = 0 (mod 2(k - 1)) and n 3 0 (mod k). Let 
n= km. We first show that if PkIimK(k,r), then P,IAK(n,r). 
Let X,,, be a subset of V(AK(mk,r))={l,2 ,..., mk}x{l,2 ,..., r}, where 
X,,,={((u-l)m+l,v), ((u-l)m+2,u) ,..., (um,u)}, ldu<k and l<u<r. Let P(l), 
P(2), . . . , P(s) be the Pk-factors of a P,-factorization of AmK(k,r), where 
s = im(r - 1)k2/(2(k - 1)). Corresponding to each P(i), we construct a P,-factor P(i) of 
AK(mk, r) as follows: With each edge (u, u)(p,q)~E(P(i)), associate a l-factor 
P((u, r)(~,q)) from KX..~,~P,q. Clearly, the induced subgraph with edge-set {e: 
=P((u, u)(P, q)), where (u, r)(p,&E(P(i))} is a P,-factor of X(mk,r). Since 
AK x,,,,x,,, has a l-factorization with Am l-factors it is easy to see that this method 
does indeed give a P,-factorization of AK(n, r). 
To complete the proof it only remains to show that Pk)AmK(k,r). The proof is 
divided into two parts according to the parity of r. 
Case 1: r odd. 
The graph pK(k, r), where p =Am, can be decomposed into p(r- 1)/2 isomorphic 
copies of Kk @ C,. By Lemma 2.7 Kk @ C, is the union of k P,-factors and a subgraph 
with H-quotient Ck. Hence we can delete p(r - l)k/2 Pk-factors from pK(k, r) so that 
the remaining graph has H-quotient ((r- 1)~/2)C,, which by Lemma 2.5 and the fact 
that (r - 1)~/2 3 0 (mod k - 1) is P,-factorable. 
Case 2: r even. 
First consider k to be even. Let R= UIsi<jak Fij(~), where Fij(p) is the union of 
,LJ I-facors in K,, v,. (Notice that R is not uniquely determined.) 
We claim pK(n, r) - R has a P,-factorization. To see this, begin by observing that as 
r is even, the graph pK, has a l-factorization fi,fZ, . . . ,fpc,- 1i. In pK(n, r), each 
l-factor corresponds to r/2 vertex-disjoint copies of K,,,. By Lemma 2.4, K,,,- F, 
where F is a l-factor, has a P,-factorization. By chasing F appropriately we can delete 
kp(r - 1)/2 P,-factors from pK(n, r) so that the subgraph remaining is R. 
We now show that there exists such an R which is also P,-factorable. For each edge 
xyEE(fi), 1 <i<L p (r- 1)/2 1, let F,, be the l-factor of ,LLK~~,~~ defined by 
P,, = { (1, xW2, Y), (2, x)(1 ,Y), (3, $4, Y), (4, x)(3, Y), . . ,(k - 1, x)(k YL 
(kx)(k- 1,~)). 
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Otherwise, if L ~(r - 1)/2 ] + 1< i 6 ,u(r - l), let F,, = { (2, x)(3, y), (3, x)(Zy), (4, x)(5,y), 
(5, x)(4, Y), . . . > (l,x)(k,y), (k,x)(l,y)). Let R=U,,,F_,. Then Q”(R) is a k-cycle in 
which each edge has multiplicity ~(r- 1)/2 when ~(r- 1) is even, and a k-cycle in 
which edges alternately have multiplicities (~(r - 1) - 1)/2 and (p(r - 1) + 1)/2 when 
p(r - 1) is odd. Since p(r - l)k/2 = 0 (mod k - 1) we can apply Lemma 2.5 to show that 
in either case QH(R) is P,-factorable. 
When k is odd, Lemma 2.4 states that 2Kk,k - 2F, where F is an arbitrary l-factor of 
K k,k > has a Pk-factorization. Let R = u i ~~~~~~ 2Fij( c1/2), where Fij( ~/2) is the union of 
~12 l-factors of Kvz,v,. As before, we can show pK(n,r)-R has a P,-factorization. 
Then we will show that there exists such an R which also has a Pk-factorization. 
Observe that ~=3.m -O(mod 4) as k is odd and r is even. In this case, we let 
Fij(p/2)=(p/‘4)P, where P={(s,i)(s+ 1, j), (s+ l,i)(s, j): 1 <s<k}. It is not difficult to 
see that QH(R)z(p(r- 1)/2)Ck. Since p(r- l)k/2=O(mod k- l), by Lemma 2.5, QH(R) 
has a Pk-factorization. Therefore, the proof is complete. 0 
We now use Theorem 3.1 to prove two more results. But we first state a result due to 
Auerbach and Laskar [l]. 
Theorem 3.2 (Cl]). [f’(r- 1)n is even, then K(n, r) has a C,,-decomposition. 
Corollary 3.3. Pk ( AK (n, 2) if and on!y if 2n = 0 (mod k) and ink = 0 (mod 2(k - 1)). 
Proof. The necessity follows immediately from applying counting arguments on 
vertices and edges. For the sufficiency, we suppose that 2n=O(mod k) and 
Ank E 0 (mod 2(k - 1)). If k is odd, then n E 0 (mod k) and by Theorem 3.1 we are done. 
If k = 2m, then n = 0 (mod m) and the second condition becomes In = 0 (mod 2m - 1) 
which implies qi, = 0 (mod 2m- l), where n = mq. As in the proof of Theorem 3.1 we 
only need to show that qiK,,, has a Pk-factorization. Let V(ql K,, ,) = 
I 4,a2,...,%nj u{h,,h2, . . , h,). 
When m is even, K,,, has a Cz,-factorization (Theorem 3.1) and by Lemma 2.5, 
qlC2, has a P,,-factorization since qA E 0 (mod 2m - 1). 
When m is odd, K,, m - F has a C2,-factorization. We divide the remaining Aq 
l-factors into p groups with 2m - 1 in each (assuming Aq=p(2m- 1)). Fix a group 
made UP of, say, .fi, f2, . . . Ji,, 1, where .f; =f2=...=Jm=(uihi: i= 1,2, . . . , m} and 
f -...=f2m_l={uihi+,, m+1- i=1,2 ,..., m).Then.fiuf,+i-aihi+,,i=1,2 ,..., m-1,is 
a P,,-factor, as is f,u{ uihi + 1, i = 1~ . . . , m - 1 i. Hence, q/l K,, m has a Pk-factorization 
and so does AK (n, r). 0 
Corollary 3.4. Pk 1 AK (n, 3) if and on[y if 3n = 0 (mod k) and 3Ank = 0 (mod k - 1). 
Proof. The necessity follows immediately on applying counting argument to vertices 
and edges. For sufficiently, if k = 1 or 2 (mod 3) then n 3 0 (mod k) and by Theorem 3.1 
we are done. 
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When k =O(mod 3), we let n = kq and show that Pkl IqK(k, 3). By Theorem 3.2, 
Csk 1 K(k, 3). From the given conditions, 3kiq=3An=O(modk-1) or ;IqrO 
(mod k- 1). We only need to show AqC3L has a P,-factorization. Since (k- l)C,, has 
a P,-factorization with factors { [ (ik +j + l), (ik +j + 2) . . . , (ik +j + k - l), (ik +j + k)]: 
O<i62}, O<j< k- 1, then the result fo!tnws immediately. 0 
It is not difficult to see that by using the quotient technique, we can obtain many 
tree factorization results for X(n,r). We suspect that the necessary conditions 
(obtained by counting arguments) for the existence of a tree factorization of 1K(n, r) 
are sufficient. 
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