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Abstract
Networks that are organized as a hierarchy of modules have been the subject of much research, mainly focusing
on algorithms that can extract this community structure from data. The question of why modular hierarchical
organizations are so ubiquitous in nature, however, has received less attention. One hypothesis is that modular
hierarchical topologies may provide an optimal structure for certain dynamical processes. We revisit a modular
hierarchical network model that interpolates, using a single parameter, between two known network topologies:
from strong hierarchical modularity to an Erdős–Rényi random connectivity structure. We show that this model
displays a similar small–world effect as the Kleinberg model, where the connection probability between nodes
decays algebraically with distance. We find that there is an optimal structure, in both models, for which the
pair–averaged first passage time (FPT) and mean cover time of a discrete–time random walk are minimal, and
provide a heuristic explanation for this effect. Finally, we show that analytic predictions for the pair–averaged
FPT based on an effective medium approximation fail to reproduce these minima, which implies that their
presence is due to a network structure effect.
Keywords: modular hierarchical networks, Kleinberg networks, small–world networks, random walks, first
passage time, cover time, effective medium approximation
I. INTRODUCTION
In the last two decades, there has been much progress in the
study of networks that display community structures, also re-
ferred to asmodules [1–4]. Variousworks have also considered
the presence of hierarchies of these communities, describing
networks that contain further communities within communi-
ties [1, 5–8]. It is also widely known that a remarkable number
of natural and social systems can be described as a hierarchy of
modules [7, 9], such as brain networks [10–15], metabolic and
cell networks [6, 16, 17], human transport networks [5, 18],
ecological systems [6, 19, 20] and social networks [9, 14].
However, although a significant amount of research has fo-
cused on inferring the hierarchical structure contained in these
real-world networks [5–8, 14, 21], fewer efforts have addressed
the question ofwhy such hierarchical organization has emerged
and persisted in the first place [18, 19, 22]. One potential rea-
son could be that hierarchical networks provide an optimal
interaction topology, e.g. increase a system’s structural or dy-
namic stability and robustness [12, 19, 22, 23]. It was shown,
in particular, that certain classes of modular hierarchical (MH)
networks described in a model by Watts et al. [24, 25] provide
an optimal structure for reaching any specific node from any
other in a minimal number of steps, using only local informa-
tion. This has served as an insight for understanding the out-
come of Milgram’s famous “small–world” experiment [26].
While suggestive of the unique properties of MH networks,
∗ Corresponding author: bfmaier@physik.hu-berlin.de
this locally-informed search process does not necessarily re-
flect the underlying dynamics of many natural hierarchical
systems, which could follow more random, diffusion–like pro-
cesses.
In this paper we study the topological structure of and ran-
dom walk processes on a class of MH networks with different
levels of hierarchical modularity. This class corresponds to a
variant of Watts’ hierarchical model, in which all hierarchical
levels are statistically self–similar and where the amount of
hierarchical modularity can be varied using a single structural
control parameter, while keeping the mean degree fixed. We
will refer to thismodel as the self–similarmodular hierarchical
(SSMH) network model. In this model, the control parame-
ter determines the degree of topological non–locality of the
system, i.e. the fraction of connections that are made within
a module at each level of the hierarchy. We also analyze the
class of networks resulting from a variant of a one–dimensional
Kleinberg small–world model [27], in which all pairs of nodes
including nearest neighbors are linked with power–law proba-
bility on the distance between them. The mean degree is also
kept constant and the structural control parameter is defined
as the exponent of the power–law, thus controlling the level of
spatial non–locality in a one–dimensional embedding space.
We will refer to this model as the power–law small–world
(PLSW) network model. We will show that the SSMH and
PLSW models share many properties, although the latter does
not have an inherent modular structure.
The definition of the SSMH and PLSW models as statisti-
cally self–similar systems, each with a single structural control
parameter that determines the level of non–locality of the con-
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2nections, allows us to define different topological phases, rang-
ing from a network with only local connections to an Erdős–
Rényi network with fully random connections that span the
whole system, and to find analytical expressions for the criti-
cal parameter values that separate them. It will also allow us
to find an explicit relationship between both control parame-
ters and to derive several other analytical expressions, such as
the SSMH model’s degree variance, generating function, and
clustering, quantities that we explicitly derive in Appendix C.
We analyze the dynamics of discrete–time randomwalks on
SSMH and PLSW systems, for different values of their con-
trol parameters. We first compute the mean first passage time
(FPT) of a random walk between two nodes, averaged over all
possible pairs of nodes. This gives a measure of the charac-
teristic diffusion times on both types of networks and corre-
sponds to an upper bound for the averaged locally–informed
search times of general search processes in these networks,
which was computed in [28]. We also find the mean cover
time, the mean number of steps it takes for a random walker to
visit all the nodes in the network. This gives, in turn, an upper
bound for the time required for exhaustive search processes
in these networks. The main observation that results from
these computations is that both quantities display a minimum
at intermediate levels of their structural control parameters.
We note that these minimum times only emerge when com-
puted on actual network realizations, and not when using an
effective medium approximation. In this approximation, a link
between two nodes is replaced by a transition probability in an
effectively continuous medium that captures the topological
distances between nodes in the network [29, 30]. The emer-
gence of these minima must thus be the result of changes in
the network structure and cannot be explained using averaged
dynamics. Finally, we provide an argument to understand the
presence of these minima analytically, as the result of two op-
posing effects: a decrease in the local clustering and increase
in the inverse degree variance. We use this argument to derive
a heuristic expression for the lower bound of the pair–averaged
FPT in networks with non–zero local clustering.
The paper is organized as follows. In Section II, we in-
troduce the SSMH and PLSW network models and analyze
their structural properties for different levels of hierarchical
clustering. In Section III, we consider discrete–time random
walk dynamics, computing the pair–averaged FPT and mean
cover time of random walkers for different levels of hierarchi-
cal clustering. By performing numerical network realizations,
we find that these two characteristic times display a minimum
as a function of the structural control parameter for both net-
work models. We then show that these minima are lost if
we use an effective medium approximation to compute these
characteristic times analytically, since the pair–averaged FPT
and the mean cover time monotonically decrease as the net-
work is made more homogeneously random by increasing the
structural control parameter. The minima are instead heuris-
tically explained by a concurrent decrease of local cluster-
ing and increase of node degree heterogeneity. Finally, Sec-
tion IV presents our discussion and conclusions. In addition,
the Appendices provide detailed calculations on the properties
of SSMH and PLSW networks, as well as on our effective
medium and heuristic analyses. Appendix E includes a com-
parison to the original Watts–Strogatz small–world network
model, which also displays a minimum in the pair–averaged
FPT.
II. NETWORKMODELS
We begin by describing the two classes of models that we
will study in this paper. Although both are similar to network
generating algorithms that have previously been introduced in
the literature, their original purpose was different from the
study of diffusive dynamics on MH structures that is our focus
here. We thus introduce in this Section variants of thesemodels
that are fully self–similar, which result in simpler analytical
expressions that help us better understand the properties of the
resulting networks.
A. Self–similar modular hierarchical (SSMH) networks
We present first a stochastic block model that can generate
self–similar random networks with different degrees of hier-
archical modularity; the SSMH model. This is a variant of
a model introduced by Watts et al. [25] to describe search
approaches in social networks.
1. Structure
The model assumes that each node belongs to a peer group
(often referred to as a module or community) that is part of
a bigger community of modules, which is in turn part of a
yet larger community of modules of modules, etc., as depicted
in Figure 1a. This structure of communities and subcommu-
nities can be represented by an underlying hierarchical tree
(see Figure 1b), where we define the hierarchical distance `
between two nodes as the smallest number of levels that we
need to traverse up the tree to find a common ancestor. Note
that, in this picture, only the leaves represent actual nodes in
the generated network while the rest of the tree is only used
to define a MH connectivity structure. We thus define a net-
work where the probability of having a connection between
two nodes decreases as their distance ` increases. This allows
us to generate a network structure composed of a hierarchy of
modules, where each can be more connected internally than
externally.
For simplicity, we consider here self–similarMH structures,
where all modules have the same number of submodules. We
thus generate our SSMH networks starting from a B-ary tree
of height L, where B is the module size and L is the total
number of hierarchical layers. Then the final network consists
of N = BL nodes, which could potentially be connected to up
to
kmax` = B
` − B`−1 = B`−1(B − 1) (1)
other nodes of hierarchical distance `. Although this num-
ber of potential links to other nodes grows exponentially with
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FIG. 1. Different diagrams illustrating the hierarchical modular structures studied in this paper, using a case with number of modules per level
(base) B = 4 and total number of levels L = 3 as an example. Panels (a) and (b) represent the hierarchy of modules as embedded structures
and a hierarchical tree, respectively. The network nodes (white circles) are grouped into modules of B components at level 1 (orange), which
are in turn grouped into B-sized modules (containing B2 nodes) at level 2 (blue). Finally, these are grouped into a single level 3 structure (red)
that also contains B submodules, and thus B3 nodes in total. The nodes labeled a and b belong to the same level-1 module, those labeled a and
c are in the same level-2 module (but not the same level-1 moduls), and those labeled a and d, in the same level-3 module (but not the same
lower-level ones). A hierarchical modular network can then be built by linking with lower probability the nodes that belong to higher level
modules only. Panel (c) displays the structure of the resulting adjacency matrix, with darker shades of grey representing a higher probability
of having ’1’ entries that denote connections.
`, in order to generate MH structures we would like the ac-
tual number of connections to nodes in other modules to be
typically smaller than but of similar order as the number of
connections to nodes within the same module. We thus define
a connection probability p` that decreases exponentially with
increasing hierarchical distance, given by
p` ∝
(
ξ
B
)`−1
.
Here, 0 ≤ ξ ≤ B is defined as the MH structural control
parameter. By choosing different values of ξ, we can thus gen-
erate a class of networks with different degrees of hierarchical
modularity. Since the mean degree of a network strongly
affects its properties, we will keep it constant for all mem-
bers of the class, in order to properly compare them. To do
this, we first find the mean degree of each node with respect
to all other nodes at hierarchical distance `, which is given by
〈k`〉 = p`kmax` . We then compute the mean degree of all nodes
〈k〉 = ∑L`=1 〈k`〉 and use it to normalize the total number of
connections, obtaining
p` =
〈k〉
B − 1
(
1 − ξ
1 − ξL
) (
ξ
B
)`−1
. (2)
Note that if 〈k〉 > B − 1, the MH structural control parameter
ξ can only be chosen to be larger than or equal to ξmin > 0,
where (B − 1) (1 − ξLmin) = 〈k〉 (1 − ξmin), in order to have a
connection probability that satisfies p` ≤ 1 for all hierarchical
distances ` ≥ 1.
2. Hierarchy phases
We now describe the different topological phases of the
SSMH model as a function of the hierarchical modularity
structural control parameter ξ, while keeping B, L and 〈k〉
fixed.
If we select parameters for which ξmin = 0, in the ξ = 0
case the network consists of BL−1 densely connected graphs
of B nodes. As ξ is increased, links are redistributed from
the lowest hierarchical layer to higher ones, while keeping the
total number of links constant. The system thus goes through
the following phases, depicted in Figure 2.
• ξ & ξc : A large component of size O(BL) emerges.
• ξ ≤ ξSW : The network is in a phase with strong hi-
erarchical modularity, where an average node has more
links to nodes in its own lowest hierarchy module (level
` = 1) than to nodes in all other hierarchy layer groups
` > 1 combined, satisfying
〈k1〉 ≥ 〈k2〉 + · · · + 〈kL〉 . (3)
The value of ξSW is given by the solution to equation
0 = ξLSW − 2ξSW + 1 (with 1/2 ≤ ξSW ≤ 1), which
quickly approaches ξSW = 1/2 as L is increased.
• ξSW < ξ ≤ 1 : The network is in a phase with weak
hierarchical modularity, where the degree at each hier-
archical level is smaller than the degree at the next one,
that is
〈k1〉 ≥ 〈k2〉 ≥ · · · ≥ 〈kL〉 (4)
is satisfied, but the condition in Equation (3) is not.
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FIG. 2. Topological phases of the SSMH model as a function of the structural control parameter ξ that determines the degree of hierarchical
modularity of the network (see Section II A 2).
• 1 < ξ < B : In this phase, only the basic hierarchical
modularity probability condition
p1 > p2 > . . . > pL . (5)
is satisfied, as the network transitions to a homogeneous
random structure.
• ξ = B : The network is identical to an Erdős–Rényi
random network, since p` is constant for all layers `.
3. Self–similar modular hierarchical network generating algorithm
In order to efficiently generate SSMH topologies, we im-
plemented an O(〈m〉) algorithm (where 〈m〉 is the mean total
number of edges), which we briefly explain as follows. We
begin by constructing BL−1 Erdős–Rényi networks of size B
and with connection probability p1, using the algorithm de-
scribed in [31]. Those will be the base modules in layer 1.
Subsequently, for every layer ` > 1, we draw a number m` of
edges in this layer from a binomial distribution with param-
eters mmax
`
= BLB`−1(B − 1)/2 and p = p` . For every edge
appearing in the layer, we pick a random node u from the set
of all nodes, and a second node v from all B − 1 modules that
this node can reach in this layer. If there is not yet an edge
connecting u and v, the edge is assigned, otherwise a new
originating node u is picked.
We developed a custom Python/C++/Matlab package that
produces SSMH topologies in this manner publicly available
for download at [32].
B. Power–law small–world (PLSW) networks
Since modular hierarchical networks have been shown to
display small–world properties [24], it will be interesting to
compare their diffusive dynamics to those on a small–world
system. To this end, we will consider a variation of a model
established by Kleinberg [27], which we will use to generate
PLSW network topologies. In the original Kleinberg model,
N nodes are embedded in a low–dimensional space and con-
nected to their nearest neighbors. Additional long–range links
are then added, with a probability P that decays as a power–law
with the lattice distance n between the two nodes, following
P ∝ n−κ , with κ > 0. In this paper, we consider a variant
of this model where all nodes are linked with the same prob-
ability distribution, which decays as a power–law with their
one-dimensional distance in an embedding space, and neigh-
bors are not automatically connected. This PLSW model can
be described as follows. Given two distinct nodes u and v
with indices 0 ≤ iu ≤ N − 1 and 0 ≤ iv ≤ N − 1, we de-
fine the smallest distance between them in periodic boundary
conditions as
n(u, v) = min(|iv − iu |, N − |iv − iu |).
In our PLSW model, the connection probability between any
two nodes is then given by
cn(u,v) = p0 |n|µ−1.
Here, −∞ < µ ≤ 1 is our structural control parameter that
determines, in this case, the degree of non–locality in the con-
nections (larger µ values imply higher long–range connection
probability) and p0 is a normalization constant. With these
definitions, we can then establish a direct relationship between
5the probability of linking two nodes at a given distance in our
SSMH and PLSW models. As derived in Appendix A, this
leads us to the expression
µ = log ξ/log B,
which relates the structural control parameters, ξ and µ, of
these two models. Again, a constant node degree is important
for comparing the dynamics on this class of networks. We
therefore normalize cn by selecting p0 such that it sums to the
node degree imposed in Equation (A.2) of Appendix A.
We note that our definition of the PLSW model above will
produce a problem for large negative values of µ, for which
the connection probability between close neighbors will ex-
ceed unity. To avoid having probability values that are larger
than one, we redistribute the excess probability to the nearest
neighbors until we run out of excess probability, as illustrated
in Figure 3. This has the net effect of producing a 〈k〉-nearest
neighbor lattice for µ  0 (ξ → 0, respectively), similar to
that in the original Watts’ and Strogatz’s small–world model
[24]. We find the following approximate expression, that can
be used to compute the critical value µc at which the proba-
bility to connect to the nearest neighbor exceeds unity
1 ≈ 〈k〉
2
©­­«
N/2∫
1
dn
1
nµc−1
ª®®¬
−1
= 〈k〉 2µc − 4
4 − 2µcN2−µc . (6)
Figure 4 illustrates the different topological phases that can
be observed in the class of networks generated by the PLSW
model, in relation to the corresponding phases of the SSMH
model. In both cases, as the structural control parameter (ξ and
µ, respectively) is decreased, the topology changes from that
of a homogeneous Erdős–Rényi random graph to a network
with stronger local interactions. However, the type of local
structures that emerge in both cases is very different. Whereas
in the SSMH model the increase in local interactions leads to
a stronger hierarchy of modules, in the PLSW case it results
in chains of nearest neighbors. Therefore, for very low values
of the structural order parameters (ξ and µ) the SSMH model
produces dense, disconnected clusters while the PLSWmodel
produces chains that resemble nearest neighbor lattices.
III. DISCRETE–TIME RANDOMWALKS
In this section, we investigate discrete–time random walks
on the SSMH and the PLSW models. We will compute the
global mean first passage time (FPT) and the mean cover time
on different topologies. This will provide a measure of the
efficiency of diffusive dynamics as a model for random search
processes on these networks.
A. Theory
We begin by considering an undirected network with ad-
jacency matrix Avu , where Avu > 0 if nodes u and v are
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FIG. 3. Method for redistributing the probability mass function
of the PLSW network model defined in this paper (as a variation of
the Kleinberg small–world model) so that it does not exceed unity
in numerical calculations. The original connection probability (red
dashed line) is modified by redistributing the excess probability to its
nearest neighbors.
connected and Avu = 0 if not. On this network, a random
walk is a Markov process where a walker which resides on
node u at time t has transition probability Wvu = Avu/ku to
be on node v at time t + 1. It is thus governed by the master
equation
Pv(t + 1) =
N∑
u=1
WvuPu(t).
This process will approach the equilibrium distribution P?v =
kv/2m with m being the number of edges.
The first quantity that wewill study is themean FPT between
two nodes u and v, defined as the mean number of steps τvu it
takes for a random walker starting at a node u to visit a target
node v for the first time. In order to consider a first passage
measure that is independent from the starting node, we define
the global mean FPT of a target node v as the average first
passage timewhen starting from any other node in the network,
that is
τv =
1
N − 1
N∑
u=1,u,v
τvu .
Nodes with a small global mean FPT are thus typically visited
earlier andmore often than nodeswith a high global mean FPT.
Furthermore, in order to define a first passage measure that
estimates the typical relaxation timescale of a randomdiffusion
process throughout the whole network (independently of the
specific target node considered), we compute the global mean
FPT averaged over all target nodes in the network, given by
〈τ〉 = 1
N
N∑
v=1
τv .
This quantity is identical to the FPT averaged over all pairs,
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FIG. 4. Topological phases of the PLSW model as a function of the structural control parameter µ = log ξ/log B that determines the degree
of non–locality of the connections (see Section II B).
given by
〈τ〉 = 1
N(N − 1)
N∑
u=1
N∑
v,u
τvu .
In addition to this pair–averaged FPT, we will also investigate
the mean cover time 〈T〉, given by the mean number of steps it
takes for a single walker to visit all other nodes at least once,
averaged over all possible starting positions. This quantity can
be viewed as the typical time it takes for a randomly diffusing
process or signal to reach the whole network. This is an
important timescale since it captures the time it takes to locate
a target node in a network reliably.
B. Numerical results
Webegin by computing the pair–averaged FPT and themean
cover time numerically on actual network realizations. To this
end, we set B = 8, L = 3, and 〈k〉 ∈ {5, 6, 7, 8, 9, 10, 11}
and scan different values of the structural control parameter
0.25 < ξ ≤ B (or the corresponding µ parameter).
For each parameter set, we generated 2000 different SSMH
network realizations with N = BL nodes, using the algorithm
described in Section II A 3. Similarly, we generated 2000
PLSW network realizations with N = BL nodes, the same
mean degree 〈k〉 values, and the corresponding structural con-
trol parameter µ = log ξ/log B, using the algorithm described
in Section II B. After selecting the largest component of each
of the resulting networks, we measured the pair–averaged FPT
〈τ〉 using the eigenvalues and eigenvectors of the unnormalized
graph Laplacian, as described in [33]. To compute the mean
cover time 〈T〉, we simulated discrete–time random walks on
each network, starting with a single random walker placed on
each node of the network. For each walker, we obtained a
cover time as the number of steps it took to visit all nodes
at least once. Then, 〈T〉 was computed as the mean over all
walkers and over all network realizations. Simulations were
performed using a custom Python/C++ package publicly avail-
able for download [34].
Weobserve in Figure 5a that aminimum in the pair–averaged
FPT emerges in the ξ . 1 region for, both, the SSMH and the
PLSW networks. This corresponds to the weak hierarchical
clustering regime, where an average node has more connec-
tions to nodes in lower hierarchical layers than to nodes in
higher layers, but where both quantities are of similar order.
Figure 5b shows that themean cover time for SSMHand PLSW
numerical network realizations also displays aminimum. Here
the minimum is in the strong hierarchical clustering phase for
small 〈k〉 values and shifts towards the weak hierarchical clus-
tering regime as 〈k〉 is increased. We note that, for PLSW
networks with low mean degree 〈k〉 values, this minimum co-
incides with the critical structure parameter µc below which
the connection probability to a focal node’s nearest neighbors
would exceed one, and was therefore redistributed to other
nearby neighbors. This correspondence is lost for larger 〈k〉
values, however, showing that this minimum does not have
to be produced by this potentially spurious effect. We also
note that the fact that we observe a minimum in the strong hi-
erarchical clustering regime is surprising, since networks are
considerably more clustered in this regime than, for example,
in random networks. They are therefore rather lattice–like, so
we would expect to observe a relatively high cover time.
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FIG. 5. Characteristic diffusion time measures computed numerically for the self–similar modular hierarchical (SSMH) and the power–law
small world (PLSW) network models considered in this paper. (a) Pair–averaged FPT as a function of the structural control parameter ξ for
B = 8, L = 3, and 〈k〉 ∈ {6, 7, 8, 10} (top to bottom curves, respectively), averaged over 2000 SSMH and PLSW network realizations and
normalized by the lower bound of the pair–averaged FPT on Erdős–Rényi networks given in Equation (8). (b) Corresponding mean cover time
for networks with 〈k〉 ∈ {5, 6, 7, 8, 9, 10, 11} (top to bottom curves, respectively). For PLSW cases with small mean degree 〈k〉, the ξ value of
the minimum mean cover time coincides with the critical µc (marked by a short vertical line) obtained from Equation (6). This µc corresponds
to the structural control parameter value below which the connection probability to a focal node’s nearest neighbors exceeds one, and must
therefore be redistributed to other nearby neighbors. In this regime, the existence of the observed sharp minimum could thus be related to the
enhanced non–local connectivity that must be imposed for µ < µc . However, µc does not coincide with the observed minimum for larger 〈k〉
values, so its presence cannot be directly related to the link probability redistribution process in all regimes.
C. Effective medium approximation
In order to understand the origin of the minima observed
through numerical simulations in the pair–averaged FPT and
in the mean cover time, we will search here for these features
using an analytical approximation.
In the context of random walks on networks, an effective
mediumapproximation (EMA) [29, 30, 35] can be used to solve
diffusion problems by approximating the network topology by
an “average structure”. Here, this is done by connecting all
pairs of nodes, u and v, with a linkwithweight pvu , equal to the
probability of connecting both nodes in the original random
network. In order to do this, pvu has to be normalized so that,
from each node, the total probability to jump to any other node
in one time step is equal to one, that is,
∑
v pvu = 1. For
example, given an Erdős–Rényi network with N nodes, this
EMA would connect each node to every other node, except for
itself, through a link with weight pvu = p = 1/(N − 1) and
hence the mean FPT between any pair of nodes would be equal
to the mean FPT in a complete graph τvu = N − 1, a result
consistent with other EMAs [35].
To develop this EMA, we first build an approximate “effec-
tive” network where every node is connected to every other
node through links with weights given by p` = p˜`/〈k〉 . Here,
p˜` denotes the probability for two nodes to be connected in the
original SSMHmodel, as in Equation (2). On this network, we
can then investigate a discrete–time random walk with a sink
at an arbitrary node v. When a walker is positioned at a node
u, the probability to jump to a node v that is at hierarchical
distance d(u, v) ≡ d is hence
pd =
1
B − 1
(
1 − ξ
1 − ξL
) (
ξ
B
)d−1
.
As we derive in Appendix B, the transition matrix from a
walker being at hierarchical distance d > 0 to being at hierar-
chical distance d ′ from the sink is given by
P˜d′d =

Bd
′−1
Bd−1 ξ
d−1 1−ξ
1−ξL , d
′ < d
1−ξd−1
1−ξL +
1−ξ
1−ξL ξ
d−1 B−2
B−1, d
′ = d
1−ξ
1−ξL ξ
d′−1, d ′ > d.
The pair–averaged FPT given by an EMA is then found to be
τEL = 1T
[
1 − P˜]−1 b˜.
Here, 1T = (1, 1, ..., 1) and the vector b˜ contains the ratio of all
possible sources at layer d, with components given by
b˜d =
B − 1
BL − 1B
d−1, 1 ≤ d ≤ L.
For example, if we consider L = 2 hierarchical layers we have
τE2 =
(B − 1)B(ξ + 1) (B2ξ + Bξ + B − ξ)
(B + 1)ξ(Bξ + B − ξ) .
The results for 1 ≤ L ≤ 4 are explicitly given in Appendix B.
8If we assume that the random walk relaxes quickly [36]
(i.e., that it approaches the equilibrium distribution in a small
number of steps t  N), it is furthermore possible to find the
mean cover time of the random walk analytically as
TEL = τ
E
L
(
γ + ψ(BL)
)
. (7)
Here, γ is the Euler-Mascheroni constant and ψ(N) =
Γ′(N)/Γ(N), where Γ(N) is the Gamma function. We ex-
pect this assumption to lose validity for small ξ, where the
network becomes more lattice–like and hence cannot have a
quick relaxation time. Our simulations show that this is indeed
the case (see Figure 6).
We observe that, when using an EMA, both the pair–
averaged FPT and the mean cover time are monotonically de-
creasing functions of the structural control parameter ξ (or µ,
respectively). This would imply that the effectiveness of diffu-
sion processes must increase monotonically as the level of ho-
mogeneous randomness in the system is increased. However,
this contradicts our numerical results, which show minimal
diffusion times at intermediate levels of hierarchical modular-
ity (see Figure 5). The fact that the EMA does not capture
this minimum thus leads us to conclude that the detailed topo-
logical structure of SSMH and PLSW networks must play a
crucial role in generating this effect.
D. Heuristic approach
Given that the EMA approach described above fails to re-
produce the minimal diffusion time observed numerically at
intermediate levels of hierarchical modularity (see Figure 5),
we present here a heuristic approach that will help us under-
stand its origins. We begin by considering a recent study that
found that the global mean FPT of a target node v has a lower
bound for networks with short relaxation times and no degree
correlation [37]. This calculation is based on the assumptions
that the network is locally tree–like (i.e., that it has vanishing
clustering coefficient) and that the mean FPT for any target
node v is exponentially distributed as exp(−tβv), with
βv =
kv
N 〈k〉
(
1 − 1〈k〉
)
.
Since the mean FPT is only asymptotically exponentially dis-
tributed, by using this assumption we will obtain a lower
bound for the corresponding pair–averaged FPT. We thus have
〈τ〉 ≥ N−1 ∑v β−1v , which yields
〈τ〉 ≥ N 〈k〉
〈
1
k
〉
k>0
1
1 − 〈k〉−1 ,
where 〈·〉k>0 denotes the average over all nodes with non–
zero degree. This approximation is not fully valid in our case,
however, since the small clustering coefficient assumption be-
comes more and more incorrect as the level of hierarchical
clustering is increased. Instead, as shown in Appendix D,
a corrected expression for the pair–averaged FPT that does
not need to assume vanishing local clustering can be found
through a heuristic approach. In this approach, we replace
the neighbors of each focal node v by nodes with degree 〈k〉
and assume that the number of edges between these neighbors
is (1/2)C 〈k〉 (〈k〉 − 1), where C is the clustering coefficient.
Using this approximation, the derivation detailed in Appendix
D leads to a corrected approximate lower bound for the pair–
averaged FPT, which is found to be
〈τ˜〉 =
〈
1
k
〉
k>0
N 〈k〉
1 −
[
〈k〉 − C [ 〈k〉 − 1] ]−1 . (8)
This function is plotted in Figure 7a. Its shape as a function of
ξ results from two opposing effects (see Figure 7b): the growth
of the mean inverse degree and the decay of the clustering co-
efficient (as derived in Appendix C 3) for increasing ξ. The
mean inverse degree can be approximated by χ(ξ) ∝ 〈k2〉,
which grows monotonically with ξ, as shown in Appendix
C 1. This results from the fact that the shape of the degree
distribution is rather narrow for small ξ values, which leads
to a vanishing number of nodes with small degrees. At the
same time, this monotonic growth is countered by the cluster-
ing behavior because, as the structural control parameter ξ is
increased, the network loses its strong clustering and thus the
clustering contribution decreases. The combination of these
two curves leads to the appearance of a minimum in the pair–
averaged FPT at intermediate levels of hierarchical modularity,
as shown in Figure 7a. We note, however, that the position
of the minima given by Equation (8) differs from those in
Figure 5, due to the heuristic nature of this equation.
Finally, our heuristic argument above for the presence of
a minimum pair–averaged FPT as a function of ξ would im-
ply that this effect should be observed in a broader range of
systems, if the mean inverse degree grows while the cluster-
ing coefficient decays. To test this, we also computed the
pair–averaged FPT for a variant of the original Watts–Strogatz
small–world model and present these results in Appendix E.
We thus verified that a minimum pair–averaged FPT persists,
even in this case that does not have the modular hierarchical or-
ganization or the power–law connection probability that char-
acterize, respectively, our SSMH and PLSW network models.
IV. DISCUSSION AND CONCLUSIONS
In this paper we studied how modular hierarchical (MH)
network structures affect the characteristic timescales of the
dynamics of diffusive processes that evolve on these networks.
To this end, we first defined the SSMHnetwork class, which in-
terpolates between strongly hierarchically clustered networks
and Erdős–Rényi random networks with a single structural
control parameter, while keeping the mean degree constant.
These networks are similar to those introduced in [4], but were
designed to be self–similar at all scales to facilitate our analyti-
cal understanding. Given that previous studies had shown that
MH networks can display small–world properties for general
search processes, we also defined aPLSWnetwork class (based
on amodifiedKleinberg small–worldmodel [27]) where nodes
are embedded in one-dimensional space and are connected
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FIG. 6. Effective medium approximation results for the pair–averaged first passage time (a) and the mean cover time (b) on SSMH and PLSW
networks, as a function of the structural control parameter ξ. The circles and diamonds display numerical effective medium simulation results
and the dashed lines interpolate between them. Solid lines show the corresponding approximate theoretical results, obtained from Equation (7)
and from Equation (B.3) in Appendix B. Parameters are B = 8 and L = 3 for all presented results. For the PLSW curves, which depend on the
mean degree, we also set 〈k〉 = 7.
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FIG. 7. Heuristic result (a) for the pair–averaged FPT as a function of the structural control parameter ξ, as given by Equation (8) with
parameters B = 8, L = 3 and 〈k〉 = 7, and (b) the mean inverse degree and clustering coefficient contributions to this curve, showing how the
combination of these growing and decaying functions can result in the observed minimum.
with a probability that decays as a power law with distance.
This class interpolates between lattice–like nearest neighbor
networks and Erdős–Rényi random networks, also using a sin-
gle structural control parameter, i.e. the power law exponent,
while keeping a fixed mean degree. We then identified simi-
larities between the topological structures of both models. By
considering how the probability of non–local links changes
as a function of each structural control parameter, we found
a natural way to relate both parameters through an analytical
expression.
Next, we compared the dynamics of diffusive processes on
the SSMH and PLSW classes of network models, showing that
they present similar features. We focused, in particular, on the
pair–averaged FPT and the mean cover time, two quantities
that characterize the typical efficiency of random signaling or
distribution processes. One of our main results was to ob-
serve, through direct numerical simulations, the presence of a
minimum for the pair–averaged FPT and the mean cover time
on both classes of networks, as a function of their structural
control parameter. We showed that these optimal diffusion
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properties are also related to the small–world effects associ-
ated to MH structures, appearing to have the same origin as
the minimal search time that had been previously observed for
targeted localization algorithms in, both, MH [25] and small–
world [27] networks. This is an interesting extension of pre-
vious results, since it does not only apply to targeted searches
but also to random search processes that are known to play
a prominent role in biological, ecological, and technological
systems. In the SSMH case, these optimal diffusive properties
occur at intermediate levels of hierarchical modularity, where
the hierarchy of modules is well–established but there are still
enough connections between modules to allow for an effective
diffusion between modules.
In order to explore the origin of the minimal diffusion times
observed at intermediate levels of the structural control pa-
rameter, we first considered an EMA approach [28], finding
that in this approximation the minima are not observed. This
implies that the emergence of these minima is a network effect
that depends on the specific topological structure, and therefore
cannot be explained by replacing the network with an averaged
structure. It also implies that, in future investigations, a simple
analysis of the average structure of MH network models might
not suffice to predict the behavior of dynamical processes on
these types of systems. We then provided, instead, a heuristic
explanation showing why suchminima can be expected for any
network where the clustering coefficient decreases while the
degree variance and hence the mean inverse degree increases,
as a function of a structural control parameter.
In sum, we have sought to understand how the degree of hier-
archical modularity of a systemmay affect its random diffusion
properties, in order to explore a potential reason for modu-
lar hierarchical structures to be so common in self–organized
evolving systems. Although we found that MH systems are
not only beneficial for targeted search processes, but also for
random processes, these properties are not their only relevant
features for a living system. In future studies, we will thus an-
alyze the effect of MH structures on other classes of dynamic
processes, following comparison approaches similar to those
presented here. For example, since the pair–averaged FPT is
linked to the smallest eigenvalues of the unnormalized graph
Laplacian, we can expect MH optimal structures not only for
diffusion processes, but similarly for the synchronization of
coupled oscillators. By extending our results to other dynam-
ical processes, we will thus achieve a better understanding of
the origins and role of MH structures in nature.
ACKNOWLEDGMENT
This workwas supported by the “CONNECT-Programmder
Alexander von Humboldt-Stiftung”. D. B. would like to thank
Imbish Mortimer for inspiring discussions on the topic.
Appendix A: Relating the structural control parameters of
different network models
We will find here how the structural control parameters, ξ
and µ, of the two models discussed in the main text can be
related to each other. These two models are the self–similar
modular hierarchical (SSMH) network model and the power–
law small (PLSW) world network model, which corresponds
to a modified small–world Kleinberg model.
Let us first approximate the hierarchical distance from a
focal node at layer ` = 0 as a continuous function. We begin
by computing the connection probability in layer space, which
is given by
p(`) = ξ
`
B`
p0. (A.1)
The number of the focal node’s potential neighbors in layer
space is thus given as
dn =
dn
d`
d` = B` log B d`,
where we used the number of reachable nodes n(`) = B` . The
number of connections the focal node has to layer ` is therefore
dk = p(`) dn = ξ
`
B`
B`p0 log B d`
= ξ`p0 log B d`.
The connection density (connections per layer) in layer space
is defined as
dk =
dk
d`
d`,
so we obtain
dk
d`
= ξ`p0 log B ≡ c(`).
Now, with p(y) = dydx p(x) and `(n) = log n/log B we find
c(n) = 1
n log B
ξ`(n)p0 log B = p0n
log ξ
logB −1
= p0nµ−1
with µ = log ξ/log B which is Kleinberg’s distance–based
power–law connection probability in a one–dimensional lat-
tice. By considering periodic boundary conditions and treating
the focal node as centered with symmetric connection proba-
bility to the left and right, s.t. two nodes can only have lattice
distance −N/2 ≤ n ≤ N/2, and so
cn = p0 |n|µ−1.
We require here again that the mean degree is fixed, so the
normalizing constant evaluates to
p0 = 〈k〉
(
2
bN/2c∑
n=1
nµ−1 +mod(N, 2)(bN/2c + 1)µ−1
)−1
,
(A.2)
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FIG. A.1. Comparison of the probability mass functions associated
with SSMH networks and with standard one–dimensional Kleinberg
networks.
wheremod(N, 2) denotes the remainder of the integer division
N/2 and b·c is the floor function.
We can interpret these results as showing that the SSMH
connection probability mass function corresponds approxi-
mately to a discretized version of the power–law cn that is
associated to the PLSW connection probability, but where tar-
get nodes are grouped in exponentially growing batches (cf.
Figure A.1). In this approximation, however, the additional
embedded nature of the SSMH network structure is lost.
Appendix B: Effective medium approximation for random walks
on SSMH networks
In what follows, we show how to compute FPT statistics for
structurally averaged SSMH networks in an effective medium
approximation (EMA), in which the possible edges are re-
placed by the probability for those edges to exist.
Following Equation (2), we denote the probability of two
nodes to be connected as p˜` . In the context of this EMA,
this means that every node is connected to every other node
but edges are weighted with probability p` = p˜`/〈k〉 . On
this network, we investigate a random walk with a sink at
an arbitrary node v. When a walker is positioned at node
u, the probability to jump to node v at hierarchical distance
d(u, v) ≡ d is
pd =
1
B − 1
(
1 − ξ
1 − ξL
) (
ξ
B
)d−1
,
as reasoned above. In this context, the following scenarios
may happen.
1. The walker jumps to node v. This will happen with
probability
p1 = pd .
The new distance to node v will be d ′ = 0.
2. The walker jumps to a node in a lower layer ` < d.
The new distance will still be d ′ = d. In each layer
` < d, there will be B`−1(B − 1) possible target nodes
for the walker starting at node u. The probability for this
scenario to happen is
p2 =
d−1∑`
=1
p`B`−1(B − 1) = 1 − ξ
d−1
1 − ξL .
3. The walker jumps to a node in ` = d, but misses the
branch that v is in and the branch that u is in (because
this event is covered in scenario 2). The new distance is
still d ′ = d. There are Bd−1(B − 2) nodes for this event.
Consequently, it happens with probability
p3 = pdBd−1(B − 2).
4. The walker jumps to a node in ` = d, hits the branch
that v is in, but misses v. The new distance is d ′ < d,
for each d ′ with probability
p4 = pdBd
′−1(B − 1).
5. The walker jumps to a node in ` > d. Consequently,
the new distance is d ′ > d. The probability of this
happening is, for each d ′
p5 = pd′Bd
′−1(B − 1).
The transition matrix from a walker being at distance d from
the target to being at new distance 0 ≤ d ′ ≤ L from the target
is hence
Pd′d =

1
(B−1)
1−ξ
1−ξL
(
ξ
B
)d−1
, d ′ = 0 ∧ d > 0
Bd
′−1
Bd−1 ξ
d−1 1−ξ
1−ξL , d
′ < d ∧ d > 0
1−ξd−1
1−ξL +
1−ξ
1−ξL ξ
d−1 B−2
B−1, d
′ = d ∧ d > 0
1−ξ
1−ξL ξ
d′−1, d ′ > d ∧ d > 0
0, d = 0 ∧ d = 0
1, d ′ = 0 ∧ d = 0.
We define the vector p(dstart)(t) as the probability to find a single
walker at distance d when a random walker started at distance
dstart from the target. Hence, the vector has L + 1 entries,
ranging between 0 and L. Let a discrete–time random walk
begin with initial conditions given by the vector
p(dstart)
d
(0) = δddstart,
i.e. there is a single walker at distance dstart. The probability to
find the random walker at distance d when starting at distance
dstart after t time steps is
p(dstart)
d
(t) = (Pt )d,dstart .
Suppose, however, that we start with one random walker on
every node u , v. Then the total ratio of walkers that are
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absorbed up to a time t is
p0(t) = 1BL − 1
L∑
ds=1
Bds−1(B − 1)p(ds )0 (t) (B.1)
=
1
BL − 1
L∑
ds=1
Bds−1(B − 1) (Pt )0,ds .
Another way to write down the ratio of walkers absorbed into
the sink node at time t is
p(ds )0 (t) = 1 −
L∑
d=1
p(ds )
d
(t),
since the probability of the walker being at any distance 0 ≤
d ≤ L is equal to one and conserved at all times. We continue
by introducing a few new quantities. As described above, the
probability of being at distance d’ at time t is
pd′(t) =
L∑
d=0
Pd′dpd(t − 1).
However, for d ′ > 0, the column d = 0 does not contribute
anything to the sum (since it is filled with zeros). Hence, we
define a new vector p˜(dstart) which is the former probability
vector with the 0-th element removed and a new transition
matrix P˜, as the old transition matrix with the 0-th column and
row removed. We therefore have
p˜(dstart)
d
(t) = (P˜t )d,dstart ,
such that
p(ds )0 (t) = 1 −
L∑
d=1
(
P˜t
)
d,ds
.
In order to consider the contribution of all starting nodes, we
combine these results with Equation (B.1) to find
p0(t) = 1 − B − 1BL − 1
L∑
ds=1
Bds−1
L∑
d=1
(
P˜t
)
d,ds
.
This is the ratio of walkers that have been absorbed in to the
sink v up until time t. We further introduce the vector b˜
containing the fractions of all possible targets at layer d as
b˜d =
B − 1
BL − 1B
d−1, 1 ≤ d ≤ L,
as well as the vector 1T = (1, 1, ..., 1). Our observable then
reduces to
p0(t) = 1 − 1T P˜t b˜. (B.2)
We now focus on finding the global mean FPT for the focal
node. This quantity can be calculated as
τ =
∞∑
t=0
t
[
p0(t) − p0(t − 1)
]
=
∞∑
t=0
t
[
1T P˜t−1b˜ − 1T P˜t b˜]
= 1T
[
1 − P˜]−1 b˜.
Note that this quantity is equal to, both, the global mean FPT
and the pair–averaged FPT (that is, themean globalmeanFPT),
because in this EMA all nodes are equal. This result is similar
to the result for arbitrary networks, where instead of (1 −
P˜)−1 one uses the inverse of the reduced unnormalized graph
Laplacian. However, using the layer approach, we can reduce
the matrix size from BL − 1 to L, a significant reduction in
degrees of freedom. This makes it possible to obtain analytical
expressions for the global mean FPT. For examples, for L < 5
we have
13
L = 1, τ = B − 1
L = 2, τ =
(B − 1)B(ξ + 1) (B2ξ + Bξ + B − ξ)
(B + 1)ξ(Bξ + B − ξ)
L = 3, τ =
(B − 1)B2 (ξ2 + ξ + 1) (B4ξ2(ξ + 1) + B3ξ(ξ + 1) + B2(ξ + 1)2 − Bξ (2ξ2 + 3ξ + 2) + ξ2(ξ + 1))(
B2 + B + 1
)
ξ2(Bξ + B − ξ) (B (ξ2 + ξ + 1) − ξ(ξ + 1)) (B.3)
L = 4, τ = (B − 1)B3(ξ + 1)
(
ξ2 + 1
) [
B6ξ3
(
ξ3 + 2ξ2 + 2ξ + 1
)
− B5ξ2
(
ξ4 + ξ3 − 2ξ − 1
)
+
+ B4ξ(ξ + 1)2 + B3
(
ξ4 + 2ξ3 + 3ξ2 + 3ξ + 1
)
− B2ξ
(
2ξ5 + 6ξ4 + 10ξ3 + 11ξ2 + 8ξ + 3
)
+
+ Bξ2
(
3ξ4 + 7ξ3 + 9ξ2 + 7ξ + 3
)
− ξ3
(
ξ3 + 2ξ2 + 2ξ + 1
) ]
/ [ (
B3 + B2 + B + 1
)
ξ3(Bξ + B − ξ)
(
B
(
ξ2 + ξ + 1
)
− ξ(ξ + 1)
)
×
×
(
B
(
ξ3 + ξ2 + ξ + 1
)
− ξ
(
ξ2 + ξ + 1
)) ]
.
We note that for ξ → B the global mean FPT approaches
the Erdős–Rényi solution τ = BL − 1. In addition, the global
mean FPT diverges for ξ → 0, since the effective medium
then approaches a state where it consists of BL−1 complete
networks, each containing B nodes.
Appendix C: Properties of self–similar modular hierarchical
networks
We derive in this Appendix, three important quantities that
characterize self–similar modular hierarchical (SSMH) net-
works as a function of the structural control parameter ξ: the
degree variance, themoment generating function, and the clus-
tering coefficient as quantified by the transitivity.
1. Degree variance
The variance of the degree can be an important control pa-
rameter for certain dynamic processes on networks. It controls,
for example, the transition to an epidemic spreading processes
in complex networks [38]. We derive here the degree vari-
ance for SSMH networks, as a function of the mean degree
〈k〉, number of modules per level B, number of levels L, and
structural control parameter ξ.
We begin by computing the second moment of the degree
distribution, which is given by
〈
k2
〉
=
〈(
L∑`
=1
k`
)2〉
=
L∑`
=1
〈
k2`
〉
+ 2
L∑`
=2
`−1∑
m=1
〈k`km〉︸  ︷︷  ︸
=〈k` 〉 〈km 〉
.
Since the layer degrees are binomially distributed, the mo-
ments of each hierarchical layer are
〈k`〉 = B`−1(B − 1)p`〈
k2`
〉
= B`−1(B − 1)p`
(
1 + B`−1(B − 1)p` − p`
)
.
We therefore have
L∑`
=1
〈
k2`
〉
= 〈k〉 + 〈k〉2 (1 − ξ)(1 + ξ
L)
(1 + ξ)(1 − ξL)−
− 〈k〉
2
B − 1
(
1 − ξ
1 − ξL
)2 (1 − (ξ2/B)L
1 − ξ2/B
)
and
L∑`
=2
`−1∑
m=1
〈kl〉 〈km〉 = 〈k〉2
[
1
1 − ξL −
1 − ξ2L
(1 − ξL)2
1
1 + ξ
]
.
By combining these results, we obtain〈
k2
〉
= 〈k〉 + 〈k〉2
[
1 − 1
B − 1
(
1 − ξ
1 − ξL
)2 (1 − (ξ2/B)L
1 − ξ2/B
)]
,
(C.1)
from where the variance of the degree is found to be
Var(k) = 〈k〉 − 〈k〉
2
B − 1
(
1 − ξ
1 − ξL
)2 (1 − (ξ2/B)L
1 − ξ2/B
)
.
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2. Moment generating function
Higher moments of the SSMH network degree distribution
(beyond the mean and variance computed above) can be help-
ful to further analyze dynamical processes on these systems.
We thus derive here the associated moment generating func-
tion, from which all the SSMH network degree distribution
moments can be easily computed.
The mean degree of a node in layer ` is binomially dis-
tributed. The corresponding parameters are the number of
trials kmax
`
and the probability p` , given by Equations (1) and
(2), respectively. The moment generating function of layer `
must thus be given by the generating function of a binomial
distribution with the form
Gk` (x) = [1 − (1 − x)p`]B
`−1(B−1)
=
[
1 − (1 − x) 〈k〉
B − 1
(
1 − ξ
1 − ξL
) (
ξ
B
)`−1]B`−1(B−1)
.
Since the combined degree distribution of all layers k is given
by the convolution of all k` , the moment generating function
is found to be
Gk(x) =
L∏`
=1
Gk` (x)
=
L∏`
=1
[
1 − (1 − x) 〈k〉
B − 1
(
1 − ξ
1 − ξL
) (
ξ
B
)`−1]B`−1(B−1)
.
3. Clustering
We now compute the clustering coefficient as quantified by
the transitivity as a function of the structural control parameter
for SSMH networks. The clustering coefficient typically di-
rectly affects the relaxation of diffusion processes, with highly
clustered networks usually displaying a slow relaxation behav-
ior when compared to networks with low clustering. Subse-
quently, we compare the computed transitivity to the mean
local clustering coefficient numerically and find that both fol-
low similar qualitative behavior.
The mean transitivity is defined by the ensemble mean
〈C〉 =
〈
34
3 4 +∧
〉
.
Here, 4 is the number of unique triangles in a single network
and ∧ is the number of non–closed triads. The mean transi-
tivity is thus a measure for the presence of triadic closures.
Given the adjacency matrix A of a single network realization,
the transitivity can be calculated as
C = Tr
(
A3
) /
Tr
(
A2
)
.
In what follows, we approximate the ensemble mean as a
mean over triads such that
〈C〉 ≈ 〈34〉〈3 4 +∧〉 .
We replace the adjacencymatrix with the matrixΠ where each
entry Πi j is given by the probability that i and j are connected
as defined in Equation (2),
Πi j = p`(i, j).
Here, `(i, j) is the lowest layer in which i and j are part of the
same group. Because all nodes in the network defined by Π
can be considered as “equal”, it suffices to calculate the mean
transitivity as
〈C〉 ≈
(
Π3
)
ii
/ (
Π2
)
ii
where i is any node in the network. For simplicity and without
loss of generality we set i = 1. The numerator is then given by(
Π3
)
11
= 2
N−1∑
j>1
N∑
u> j
p`(1, j)p`(1,u)p`(j,u).
Hence, for every pair of nodes ( j, u) with j , u , 1, we
calculate the probability that node 1 is connected to node j,
node 1 is connected to node u, and node j is connected to node
u. Analogously, the denominator is the sum over all pairs
( j, u) of the probability that node 1 is connected to j and 1 is
connected to u (thus building a triad),(
Π2
)
11
= 2
N−1∑
j>1
N∑
u> j
p`(1, j)p`(1,u).
Instead of summing over all nodes, we want to sum over layers,
as this significantly reduces the complexity of the calculation.
We thus split both sums into two contributions
1
2
(
Π3
)
11
≡ pi(3) = pi(3)
S
+ pi
(3)
L
1
2
(
Π2
)
11
≡ pi(2) = pi(2)
S
+ pi
(2)
L
where subscripts represent (S)hort–range and (L)ong–range
contributions. We begin with the evaluation of the long range
contributions by considering the following scenario. The pair
(1, j) has hierarchical distance `1, whereas the pair (1, u) has
hierarchical distance `1 < `2. This means that nodes 1 and j
share a subgroup in layer `1 and thus, if the third node u has
distance `2 to node 1, so has node j distance `2 to node u. Since
the problem is symmetrical, the case `1 > `2 will contribute
the same amount and hence it suffices to look at `1 < `2. Now
there’s B`1 (B − 1) possible target nodes for node 1 in layer `1
and B`2 (B−1) possible target nodes in layer `2. Consequently,
the total number of potential pairs in layer combination `1, `2
is B`1 (B − 1) × B`2 (B − 1) and the total sum evaluates to
pi
(3)
L =
L−1∑`
1=1
L∑
`2=`1+1
(B − 1)2B`1B`2p`1p`2p`2
=
〈k〉3
B − 1
(
1 − ξ
1 − ξL
)3 1
1 − ξ2/B×
×
[(
ξ2
B
)
1 − (ξ3/B)L−1
1 − ξ3/B −
(
ξ2
B
)L (1 − ξL−1
1 − ξ
)]
.
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The short–range contributions stem from pairs of target
nodes ( j, u) where node 1 has the same distance ` to both
of them, hence they build a triad with probability p2` . We
make a distinction between two cases.
1. Both j and u have distance ` to node 1, and are part of
the same subgroup. This means that their distance is
`′ < ` and that they are connected with probability p`′ .
The total number of possible pairs of distance `′ < ` is
(1/2) × B`(B − 1) × B`′−1(B − 1). The additional factor
1/2 emerges to avoid double counting (with once j as
source and once u as source).
2. Both j and u have distance ` to node 1, but are not part
of the same subgroup in `′ ≤ `. This means that u is
at distance ` of node j but the number of submodules
that j can choose a neighbor from is reduced by two
(its own subgroup and the subgroup of node 1). Hence,
the total number of distinct pairs of this type is (1/2) ×
B`−1(B−2)B`−1(B−1). There are B`−1(B−1) nodes to
pick as first neighbor of 1 and B`−1(B− 2) nodes to pick
as second neighbor of 1. Again, there is an additional
factor 1/2 to avoid double counting.
Considering these cases, we can evaluate the short–range con-
tribution as follows, (note that we make use of the Kronecker
symbol δi j),
pi
(3)
S
=
1
2
L∑`
=1
p2`
∑``
′=1
B`−1(B − 1)B`′−1(B − 1 − δ``′)p`′
=
1
2
〈k〉3
(B − 1)2
(
1 − ξ
1 − ξL
)3
(B − 2)1 − (ξ
3/B)L
1 − ξ3/B +
+
B − 1
1 − ξ
(
1 − (ξ2/B)L
1 − ξ2/B −
1 − (ξ3/B)L
1 − ξ3/B
)
.
The contributions pi(2)L and pi
(2)
S
can be calculated with an anal-
ogous procedure as above by setting p`2 = 1 and p`′ = 1,
respectively. We thus find
pi
(2)
L =
〈k〉2 (1 − ξ)
(1 − ξL)3
[
ξ
1 − (ξ2)L−1
1 − ξ2 −
ξL − ξ2L−1
1 − ξ
]
pi
(2)
S
=
1
2
〈k〉2
B − 1
(
1 − ξ
1 − ξL
)2 [
(B − 1)1 − ξ
2L
1 − ξ2 −
1 − (ξ2/B)L
1 − ξ2/B
]
.
Hence, the mean transitivity can be approximated as
〈C〉 ≈ pi
(3)
S
+ pi
(3)
L
pi
(2)
S
+ pi
(2)
L
. (C.2)
As one can see in Figure C.1, the derived formula predicts the
SSMH transitivity well and also provides a good approxima-
tion for the PLSW network model for intermediate values of
the structural control parameter ξ (µ, respectively).
Another clustering measure that is often used is the local
clustering coefficient of a node i with degree ki . It is defined
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FIG. C.1. Degree of clustering as given by the mean transitivity
〈C〉 and the mean local clustering coefficient 〈Ci〉 for, both, the self–
similar modular hierarchical and the power–law small world network
models with B = 8, L = 3 and 〈k〉 = 7. The markers display averages
over 20 numerical realizations. The solid line shows theoretical
prediction of the mean transitivity, given by Equation (C.2).
as the ratio of existent triangles 4i of which i is part, compared
to the number of potential triangles it could be part of. That is
Ci =
{
0, ki ≤ 1
2 4i /(ki(ki − 1)), ki > 1.
Figure C.1 shows that the formula derived in Equation (C.2)
also approximates the mean local clustering coefficient rea-
sonably well for both the SSMH and PLSW network models.
Appendix D: Global mean FPT for locally clustered networks
In this Appendix, we show how to compute the global mean
FPT for a target sink node in networks that are not locally
tree–like.
An effective method to compute the global mean FPT of any
target node in a network was recently found by Lau, et al. [37].
Lau’s approach treats the time dependent walker concentration
Pu(t) on any node u at time t as composed of two separable
distributions
Pu(t) ≈ PuPtotal(t).
This accounts for a time–independent distribution Pu ofwalker
density on node u and for the total density of walkers Ptotal(t)
spread throughout the network. The total walker density leav-
ing the network to end up in sink i is proportional to the amount
of walkers leaving neighbors of i, which we will denote as
Nei(i). The outflux of walker density at time step t → t + 1 is
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hence
βi(t) =
∑
u∈Nei(i)
Pu(t)
ku
.
This means that the total walker density in the network is
changing as
Ptotal(t + 1) − Ptotal(t) = −βi(t)
= −Ptotal(t)
∑
u∈Nei(i)
Pu
ku
= −βiPtotal(t).
Therefore, by recursion we have
Ptotal(t) = Ptotal(0)(1 − βi)t βi1≈ Ptotal(0) exp(−βit).
In thePtotal(0) = 1 case, we coincidentally find the approximate
cumulative distribution function of the FPT at target node i as
p(t) = 1 − exp(βit). Note that the decay rate is then given by
βi =
∑
u∈Nei(i)
Pu
ku
.
In order to compute the decay rate βi , and hence the global
mean FPT given by τi = β−1i , we have to estimate the walker
concentration Pu on the neighbors of the sink. Lau et al.
propose that the second neighbors v of sink node i, with step
distance d(i, v) = 2, have an approximate equilibrium density
given by Pv = P?v = kv/N 〈k〉. Using this approximation, we
find
Pu =
∑
v∈Nei(u)\i
Pv
kv
=
1
N 〈k〉 (ku − 1). (D.1)
This includes the assumption that all walkers flowing into
neighbor node u originate from second neighbors v, which
implies that the neighbors of i are not connected and, hence,
that i has local clustering coefficient Ci = 0. The decay rate of
sink node i is thus given by
βi =
1
N 〈k〉
∑
u∈Nei(i)
ku − 1
ku
.
Replacing all neighbors u with ki average neighbors and using〈
k−1neigh
〉
= 〈k〉−1, which is valid for uncorrelated networks, we
find
βi =
ki
N 〈k〉
(
1 − 1〈k〉
)
.
This result, however, is based on the assumption of a vanish-
ing clustering coefficient, which is a crude approximation for
SSMH networks in the hierarchically clustered regime. We
therefore obtained a better approximation through the proce-
dure described below.
Consider sink node i with degree ki . On average, a neighbor
u of iwill have κi = Ci(ki−1) neighbors that are also neighbors
of i. The rest of its ku − 1 − κi neighbors each contribute an
influx of 1/N 〈k〉 walkers, such that
Pu =
1
N 〈k〉
[
ku − 1 − κi
]
+
∑
u′∈Nei(u)\i
Pu′
ku′
. (D.2)
We now replace every neighbor u with an average node of
degree 〈k〉. In addition, we assume every node i has the same
number of edges between neighbors, so κi ≡ κ = C(〈k〉 − 1).
This transforms Equation (D.2) into a self-consistent expres-
sion given by
Pu =
1
N 〈k〉 (〈k〉 − 1 − κ) + κ
Pu
〈k〉 ,
which is equivalent to
Pu =
1
N
(
1 − 1〈k〉 − C [ 〈k〉 − 1]
)
.
The decay rate is then
βi =
ki
N 〈k〉
(
1 − 1〈k〉 − C [ 〈k〉 − 1]
)
.
We therefore find that the global mean FPT of target node i is
τi =
N 〈k〉
ki
©­­«
1
1 −
[
〈k〉 − C [ 〈k〉 − 1] ]−1 ª®®¬ .
In order to compute the pair–averaged FPT (i.e. the mean
global mean FPT) 〈τ〉 = (1/N)∑i τi for SSMH networks we
need to compute the mean inverse degree
〈
k−1
〉
k>0, which can
be numerically intensive. We thus approximate this quantity
by its second order Taylor expansion around the mean 〈k〉,
such that〈
1
k
〉
k>0
≈ χ(ξ) = 1〈k〉 +
〈
k2
〉
〈k〉3 + ΦER
=
〈
k2
〉 − 〈k2〉
ER
〈k〉3 +
〈
1
k
〉
ER,k>0
. (D.3)
Here, we also used the expressions for the transitivity C in
Equation (C.2) and for the second moment of the degree
distribution in Equation (C.1). The constant ΦER contains
the error made by considering networks without nodes of
k = 0, which alters the degree distribution in comparison
to the second moment
〈
k2
〉
. We fix this issue by demanding
χ(ξ = B) = 〈k−1〉
ER
, which yields
ΦER =
〈
1
k
〉
ER,k>0
− 1〈k〉 −
〈
k2
〉
ER
〈k〉3 .
Appendix E: Standard Watts–Strogatz small–world networks
In this Appendix we describe how the SSMH and PLSW
network models discussed in the main text can be mapped to a
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standardWatts–Strogatz small–worldmodel, thus showing that
the emergence of a minimal pair–averaged FPT at intermediate
levels of a structural control parameter can be a generic feature
in networks with some type of long–range links.
In the original small–world network model by Watts and
Strogatz [24], the structural control parameter that interpolates
between a regular nearest–neighbor network and a randomized
structure is the rewiring probability pr . This is the probability
withwhich one end of each link is switched from a neighboring
node to any, randomly chosen, node in the network. For pr = 0,
the network is a k–regular nearest–neighbor lattice, with k an
even integer. For 0 < pr < 1, each of the k/2 edges connecting
every node i to its k/2 right–side neighbors is rewired with
probability pr to any other node j, chosen uniformly at random
while avoiding self–connecting and duplicate edges. At pr = 1
all edges have been rewired. The resulting network is not
structurally equivalent to a random graph model realization,
however, with one of the differences being that every node has
a degree greater or equal to k/2.
In order to obtain instead a variant of the Watts–Strogatz
model that truly interpolates between a k–regular nearest–
neighbor lattice and the random graph model, we define a con-
nection probability distribution from which edges are drawn
instead of rewired.
As in Section II B,we begin by defining the distance between
two nodes with integer indices i and j as n(i, j) = min(|i −
j |, N − |i − j |). Each pair of nodes within distance n ≤ k/2
is then connected with a short–range probability pS , while
each pair of nodes with distance n > k/2 is connected with a
long–range probability pL . We require the mean degree to be
constant, such that
kS + kL = pSk + pL(N − 1 − k) = k (E.1)
at all times. Since we are interested in having a controlled
redistribution of the probability (and, consequently, of the
edges) between short–range and long–range node pairs, we
introduce a parameter 0 ≤ β ≤ 1 and set
pS = p0
pL = βp0.
From here, using Equation (E.1) we find
p0 =
1
1 − β + β(N − 1)/k .
Note that for β = 0, we have pS = 1 and pL = 0, generating a
k-regular nearest-neighbor lattice while for β = 1we find pS =
pL = k/(N − 1) which reduces the model to the Erdős–Rényi
random graph model. In total, the connection probability is
p(i, j) =
{
1
1−β+β(N−1)/k , if n(i, j) ≤ k/2
β
1−β+β(N−1)/k , otherwise.
In order to make appropriate comparisons to the SSMHmodel
and the PLSW model, we map the redistribution parameter
β to the structural control parameters ξ and µ. We do so
by demanding that the expected short–range degree of the
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FIG. E.1. Pair–averaged first passage time for the SSMH, the
PLSW and the modified Watts–Strogatz model with B = 8, L = 3,
〈k〉 = 10, averaged over 10,000 realizations each. We observe that
the presence of a minimum at intermediate levels of the structural
control parameter ξ is a common feature in all three models.
Watts–Strogatz model kS = kpS is approximately equal to the
short–range degree of the power–law small world model. To
this end, we approximate the power–law small world connec-
tion probability as being asymmetrical to the right and only
approximately normed as
c(n) ≈ k n
µ−1
N−1∫
1
dn nµ−1
= µk
nµ−1
(N − 1)µ − 1 .
In order for both models to produce a short–range mean degree
of similar order, we then demand that
kpS =
k∫
1
dn c(n)
and hence
β˜ =
k
N − 1 − k
[ (N − 1)µ − 1
kµ − 1 − 1
]
.
Since this result was obtained using approximations, we intro-
duce a corrective factor and find
β =
k − 1
k
β˜ =
k − 1
N − 1 − k
[ (N − 1)µ − 1
kµ − 1 − 1
]
such that β = 1 for µ = 1 and β→ 0 for µ→∞. Note that in
a similar manner the limit µ→ 0 yields
β =
k − 1
N − 1 − k
log(N − 1) − log k
log k
.
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We compared our results for the pair–averaged FPT to both
models in the main text. For parameters B = 8, L = 3 (N = 83,
correspondingly), 〈k〉 = k = 10 and a varying SSMH struc-
tural control parameter ξ, we computed the corresponding
PLSW parameter µ and the Watts–Strogatz redistribution pa-
rameter β and generated 10,000 single realizations of SSMH
networks, PLSW and modified Watts–Strogatz networks. We
subsequently computed the pair–averaged FPT as described
in the main text and averaged over all realizations to obtain
the curves shown in Figure E.1. We observe that the min-
imum for the pair–averaged FPT emerges in all three cases.
We have thus shown that this effect persists for all the tested
network models where local clustering decreases while node
connection heterogeneity increases.
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