This is an expository paper on the regularity theory of maximal operators, when these act on Sobolev and BV functions, with a special focus on some of the current open problems in the topic. Overall, a list of fifteen research problems is presented.
Introduction
Maximal operators are classical objects in analysis. They usually arise as important tools to prove different sorts of pointwise convergence results, e.g. Lebesgue's differentiation theorem, Carleson's theorem on the pointwise convergence of Fourier series, pointwise convergence of solutions of PDEs to the initial datum, and so on. Despite being extensively studied for decades, maximal operators still conceal some of their secrets, and understanding the intrinsic mapping properties of these operators in different function spaces still remains an active topic of research.
Throughout this paper we focus on the most classical of these objects, the Hardy-Littlewood maximal operator, and some of its variants. As we shall see, it will be important for our discussion to consider the centered and uncentered versions of this operator, discrete analogues, fractional analogues and convolution- One may consider the action of the Hardy-Littlewood maximal operator in other function spaces and investigate whether it improves, preserves or destroys the a priori regularity of an initial datum f . This type of question is essentially the main driver of what we refer to here as regularity theory for maximal operators. Let us denote by W 1,p (R d ) the Sobolev space of functions f ∈ L p (R d ) that have a weak gradient ∇f ∈ L p (R d ), with norm given by
In 1997, J. Kinnunen wrote an enlightening paper [17] , establishing the boundedness of the operator M :
This marks the beginning of our story. After that, a number of interesting works have devoted their attention to the investigation of the action of maximal operators on Sobolev spaces and on the closely related space of functions of bounded variation. This survey paper is brief account of some of the developments in this topic over the last 20 years, with a special focus on a list of fifteen open problems that may guide new endeavors.
The choice of topics and problems presented here is obviously biased by the personal preferences of the author and is by no means exhaustive. We shall present just a couple of brief proofs of some of the earlier results to give a flavor to the reader of what is going on, for the main purpose of this expository paper is to provide a light and inviting reading on the topic, especially to newcomers. We refer the reader to the original papers for the proofs of the results mentioned here.
For simplicity, all functions considered in this paper are real-valued functions.
Kinnunen's seminal work
Let us start by revisiting the main result of [17] and its elegant proof. With this notation we plainly have
(see for instance [22, Theorem 6.17] ). Let us enumerate the positive rational numbers as {r 1 , r 2 , r 3 , . . .} and define h j := ϕ rj * |f |. Then h j ∈ W 1,p (R d ) and ∂ i h j = ϕ rj * ∂ i |f |.
Let N ≥ 1 be a natural number and define g N (x) := max 1≤j≤N h j (x). Note that g N ∈ W 1,p (R d ) with
and (see [22, Theorem 6 .18]) 3) is preserved almost everywhere up to the weak limit. The latter assertion leads to (2.1).
We call the attention of the reader for the use of the reflexivity of the space W 1,p (R d ), for 1 < p < ∞, in the conclusion of the proof above. This is one of the obstacles when one considers the endpoint case p = 1, as we shall see in the next section. The case p = ∞ can be dealt with directly. In fact, if f ∈ W 1,∞ (R d ) then f can be modified on a set of measure zero to become Lipschitz continuous, with Lipschitz constant L ≤ ∇f ∞ . With the notation of the proof above, for a fixed r, each average ϕ r * |f | is Lipschitz with constant at most L. The pointwise supremum of uniformly Lipschitz functions is still Lipschitz with (at most) the same constant. This shows that M :
If one is not necessarily interested in pointwise estimates for the derivative of the maximal function, there is a simpler argument using the characterization of Sobolev spaces via difference quotients [16, Theorem 1] . This covers the general situation of sublinear operators that commute with translations. Recall that an operator A : X → Y , acting between linear function spaces X and Y , is said to be sublinear if Af ≥ 0 a.e. for f ∈ X, and A(f + g) ≤ Af + Ag a.e. for f, g ∈ X. In what follows we let f y (x) := f (x + y) for x, y ∈ R d . Theorem 2.2 (Haj lasz and Onninen, 2004 -cf. [16] ). Assume that the operator A : L p (R d ) → L p (R d ), 1 < p < ∞, is bounded and sublinear. If A(f y ) = (Af ) y for all f ∈ L p (R d ) and all y ∈ R d , then A :
Proof. Let e i be the unit coordinate vector in the x i direction. For t > 0 we have
The last inequality above follows from [14, Lemma 7.23 ]. Since the difference quotients ((Af ) tei −Af )/t t>0 are uniformly bounded in L p (R d ), an application of [14, Lemma 7.24] guarantees that Af ∈ W 1,p (R d ) and
This concludes the proof.
In the scope of Theorem 2.2, one may consider the spherical maximal operator. Letting S d−1 (x, r) ⊂ R d be the (d − 1)-dimensional sphere of center x and radius r, this operator is defined as
4)
where σ is the canonical surface measure on S d−1 (x, r) and ω d−1 = σ S d−1 (0, 1) . A remarkable result of Stein [37] in dimension d ≥ 3, and Bourgain [5] in dimension d = 2, establishes that M S :
a bounded operator for p > d/(d − 1). It plainly follows from Theorem 2.2 that M S :
is also bounded for p > d/(d − 1) (the case p = ∞ is treated directly).
Theorem 2.1 has been extended in many different ways over the last years, and we now mention a few of such related results. Kinnunen and Lindqvist [18] extended Theorem 2.1 to a local version of the maximal operator. In this setting one considers a domain Ω ⊂ R d , functions f ∈ W 1,p (Ω), and the maximal operator is taken over balls entirely contained in the domain Ω. Extensions of Theorem 2.1 to a multilinear setting are considered in the work of the author and Moreira [11] and by Liu and Wu [24] , and a similar result in fractional Sobolev spaces is the subject of the work of Korry [20] . A fractional version of the Hardy-Littlewood maximal operator is considered in the paper [19] by Kinnunen and Saksman (we will return to this particular operator later on). An interesting variant of this result on Hardy-Sobolev spaces is considered in the recent work of Pérez, Picon, Saari and Sousa [33] .
The endpoint Sobolev space
With the philosophy that averaging is a smoothing process, we would like to understand if certain smoothing features are still preserved when we take a pointwise supremum over averages. Understanding the situation described in Theorem 2.1 at the endpoint case p = 1 is a subtle issue. Of course, if f ∈ L 1 (R d ) is non-identically zero, we already know that f / Naturally, this involves proving that M f is weakly differentiable, and establishing the bound
for some universal constant C = C(d). If the global estimate (3.1) holds for every f ∈ W 1,1 (R d ), a simple dilation argument implies that one should actually have
which reveals the true nature of the problem: if one can control the variation of the maximal function by the variation of the original function (the term variation here is used as the L 1 -norm of the gradient).
Several interesting papers addressed Question 1, which has been answered affirmatively in dimension d = 1, but remains vastly open in dimensions d ≥ 2. We now comment a bit on these results.
3.1. One-dimensional results. The achievements in dimension d = 1 started with the work of Tanaka [38] , for the uncentered maximal operator M . In this particular work, Tanaka showed that if f ∈ W 1,1 (R) then M f is weakly differentiable and
(see also [23] ). This result was later refined by Aldaz and Pérez Lázaro in [1, Theorem 2.5] . Letting Var (f ) denote the total variation of a function f : R → R, they proved the following very interesting result. [1] ). Let f : R → R be a function of bounded variation. Then M f is an absolutely continuous function and we have the inequality
We comment on the two main features of this theorem. Firstly, the regularizing effect of the operator M , that takes a mere function of bounded variation into an absolutely continuous function. The proof of this fact relies on the classical Banach-Zarecki theorem. This regularizing effect is not shared by the centered maximal operator M , as it can be seen by simply taking f to be the characteristic function of an interval. In this sense, the uncentered operator is more regular than the centered one, and in many instances in this theory it is a more tractable object. Secondly, the inequality (3.3) with constant C = 1 is sharp, as it can be seen again by taking f to be the characteristic function of an interval. Note, in particular, that (3.3) indeed refines (3.2), since any function f ∈ W 1,1 (R) can be modified on a set of measure zero to become absolutely continuous. The core of this argument comes from the fact that the maximal function does not have points of local maxima in the set where it disconnects from the original function (sometimes referred to here as detachment set).
Proving an inequality of the same spirit as (3.3) for the one-dimensional centered Hardy-Littlewood maximal operator is a harder task. In this situation, there may be local maxima of M f in the detachment set (one may see this for instance by considering f = δ −1 + δ 1 , where δ x0 denotes the Dirac delta function at the point x 0 ; in this case the point x = 0 is a local maximum for M f ; of course, technically one would have to smooth out this example to view the Dirac deltas as actual functions) and the previous argument of Aldaz and Pérez Lázaro cannot directly be adapted. In the work [21] , O. Kurka proved the following remarkable result.
Theorem 3.2 (Kurka, 2015 -cf. [21] ). Let f : R → R be a function of bounded variation. Then
The proof of this theorem relies on a beautiful, yet rather intricate, argument of induction on scales (from which one arrives at the particular constant C = 240004). Things seem to be tailor-made to the case of the Hardy-Littlewood maximal function, and it would be interesting to see if the argument can be adapted to treat other convolution kernels (discussed in the next section). The constant C = 240004 is certainly intriguing, but there seems to be no philosophical reason to justify this order of magnitude. This leaves the natural open question.
Or at least, can one substantially improve on Kurka's constant C = 240004 ?
Despite the innocence of the statement of Question 2, the reader should not underestimate its difficulty.
As a matter of fact, the reader is invited to think a little bit about this question to get acquainted with some of its obstacles. This is a beautiful example of an open question in this research topic. These usually have relatively simple statements and their solutions might only require "elementary" tools, but the difficulty lies in how to properly combine these tools.
Recently, J. P. Ramos [34] considered a hybrid version between M and M in dimension d = 1. For α ≥ 0, we may define the non-tangential maximal operator M α by
In this setting, we notice that M 0 = M and M 1 = M . Ramos shows that
if α ≥ β, and from Theorem 3.2 one readily sees that
for all α ≥ 0. From Theorem 3.1 we may take C = 1 if α ≥ 1. Ramos [34, Theorem 1] goes further and establishes the following result. 
Theorem 2] (again, one must smooth out this example, since the Dirac deltas are actually singular measures and not exactly functions of bounded variation -but this can be done with no harm). We conclude the one-dimensional discussion with the following question (which, by (3.5), would follow from an affirmative answer to Question 2). 
has x 0 as a density point. If this is the case, the vector L is unique determined and it is called the approximate differential of f at x 0 . This is a weaker notion than that of classical differentiability or weak differentiability. In fact, if a function f is differentiable at a point x 0 then it is approximately differentiable at x 0 and L = ∇f (x 0 ), and similarly, if f is weakly differentiable then it is approximately differentiable and its approximate differential is equal to the weak derivative a.e., see for instance [13, The recent interesting work of Luiro [28] answers Question 1 affirmatively in the case of the uncentered maximal function M and restricted to radial functions f . Theorem 3.5 (Luiro, 2017 -cf. [28] ).
This raises a natural question, another interesting particular case of Question 1. 
they act on smooth functions with compact support not meeting a certain singularity set.
Finally, let us briefly return to the spherical maximal operator M S defined in (2.4) . Recall that we have shown in the previous section that M S is bounded in W 1,p (R d ) for d ≥ 2 and p > d/(d − 1). We conclude this section with the following question, originally proposed in [16, Question 2] . 
Note that p = 1 is not actually part of Question 5. In this case, the operator f → |∇M S f | is not bounded
A counterexample is given in [16] .
Maximal operators of convolution type
Let ϕ : R d → R be a nonnegative and integrable function with
As before, for t > 0, we let ϕ t = t −d ϕ(x/t). We define here the maximal operator of convolution type associated to ϕ by
Recall that the centered Hardy-Littlewood maximal operator arises when the kernel ϕ is given by (2.2) . When ϕ admits a radial decreasing majorant in L 1 (R d ), a classical result of Stein [36, Chapter III, Theorem
is a bounded operator for 1 < p ≤ ∞, and at p = 1 we have a weak-(1, 1) estimate. Theorem 2.2 plainly implies that M ϕ :
(again, the case p = ∞ can be dealt with directly), and we may ask ourselves the same sort of questions as in the previous section, with respect to the regularity of this operator at the endpoint Sobolev space W 1,1 (R d ).
As it turns out, we may have some advantages in considering certain smooth kernels. This additional leverage may come, for instance, from partial differential equations naturally associated to the kernel ϕ. This is well exemplified in the work [12] , where two special kernels are considered: the Poisson kernel Remark: In [12, Theorems 1 and 2] it is also proved that, for every dimension d ≥ 1, if f ∈ W 1,2 (R d ), then we have (for ϕ given by (4.1) or (4.2)) When β = 0 we plainly recover (1.1). The uncentered fractional maximal function M β f is defined analogously, with the supremum of the fractional averages being taken over balls that simply contain the point
x, but are not necessarily centered at x. Such fractional maximal operators have connections to potential theory and partial differential equations. By comparison with an appropriate Riesz potential, one can show that if 1 < p < ∞, 0 < β < d/p and q = dp/(d − βp), then M β : L p (R d ) → L q (R d ) is bounded. When p = 1 we have again a weak-type bound (for details, see [36, Chapter V, Theorem 1]).
In [19] , Kinnunen and Saksman studied the regularity properties of such fractional maximal operators, arriving at the following interesting conclusions [19, Theorems 2.1 and 3.1].
Theorem 5.1 (Kinnunen and Saksman, 2003 -cf. [19] ). Let 1 < p < ∞.
(i) For 0 ≤ β < d/p and q = dp/(d − βp) the operator M β :
Then M β f is weakly differentiable and there exists
Part (i) of Theorem 5.1 extends the original result of Kinnunen (Theorem 2.1) to this fractional setting. One can prove it by using the characterization of the Sobolev spaces via the difference quotients as in the proof of Theorem 2.2. Part (ii) of Theorem 5.1 presents a beautiful regularization effect of this operator when the fractional parameter β is greater than or equal to 1.
In light of Theorem 5.1, it is then natural to ask ourselves what happens in the endpoint situation p = 1
, and hence f ∈ L r (R d ) for any 1 ≤ r ≤ p * . We may choose r with 1 < r < d such that 1 ≤ β < d/r. Using part (ii) of Theorem 5.1 we have that M β is weakly differentiable and
This shows that the map f → |∇M β f | is bounded from W 1,1 (R d ) to L q (R d ) in this case. We are thus left with the following endpoint question, first posed in [9] . |f
where the supremum is taken over all finite partitions P = {x 1 < x 2 < . . . < x N }. This is also known as the Riesz q-variation of f (see, for instance, the discussion in [2] for this object and its generalizations).
Naturally, when q = 1, this is the usual total variation of the function. A classical result of F. Riesz (see [ The constant C = 8 1/q in (5.2) arises naturally with the methods employed in [9] and it is not necessarily sharp (in fact, we have seen that, when β = 0 and q = 1, this inequality holds with constant C = 1). The problem of finding the sharp constant in this inequality is certainly an interesting one. The strategy of [9] to prove Theorem 5.2 in the pure fractional case β > 0 is very different from that of the proof of Theorem 3.1. While in the proof of Theorem 3.1 the essential idea is to prove that the maximal function does not have any local maxima in the set where it disconnects from the original function, in the fractional case β > 0, the mere notion of the disconnecting set is ill-posed, since one does not necessarily have M β (f )(x) ≥ |f (x)| a.e. anymore. To overcome this challenge, the author and Madrid in [9] adopt a suitable bootstrapping procedure to bound the q-variation of M β f on certain intervals by the variation of f in larger (but still somewhat comparable) intervals.
In the higher dimensional case, partial progress on Question 7 was obtained by Luiro and Madrid in the recent work [29] . They considered the uncentered fractional maximal operator M β acting on radial functions.
The following result is therefore the fractional analogue of Theorem 3.5. 
We can hence ask ourselves the follow up question, which is a particular case of Question 7. in Question 7. They consider the slightly different setting of maximal operators either associated to smooth convolution kernels or to a lacunary set of radii in dimensions d ≥ 2 (see [3, Theorem 1] ). In this work, they also show that the spherical maximal operator maps L p into a first order Sobolev spaces in dimensions d ≥ 5. One of the novelties in the approach of [3] is the use of Fourier analysis techniques.
Discrete analogues
The problems we have discussed so far can also be considered in a discrete setup. A point n ∈ Z d is a d-uple n = (n 1 , n 2 , . . . , n d ) with each n i ∈ Z. For a function f : Z d → R (or, in general, for a vector-valued function f : Z d → R m ) we define its ℓ p -norm as usual:
The gradient ∇f of a discrete function f : Z d → R is the vector
where
and e i = (0, 0, . . . , 1, . . . , 0) is the canonical i−th base vector. If f : Z → R is a given function, we define its total variation as
If f ∈ ℓ p (Z d ), observe by the triangle inequality that we have ∇f ∈ ℓ p (Z d ) as well. Therefore, if we were to copy and paste the definition of the Sobolev space W 1,p (R d ) to the discrete setting, we would simply find the space ℓ p (Z d ) with a norm equivalent to (6.1). Hence, in what follows, some of the questions that were formulated using the Sobolev spaces W 1,p (R d ) in the continuous setting will now be formulated within ℓ p (Z d ).
6.1. One-dimensional results. We may start by defining the discrete analogue of (1.1) in the onedimensional case. The interesting part of the story is that (6.2) is still not known. The BV-boundedness in the discrete centered case was proved by Temur [39] , adapting the circle of ideas developed by Kurka [21] for the continuous case. For f : Z → R and 1 ≤ q < ∞, the discrete analogue of (5.1) is the q-variation defined by
The discrete analogue of Theorem 5.2 was also established in [9] . This object is the "Ω-ball of center x and radius r" in our maximal operators below. For instance, to work with regular ℓ p −balls, one should consider Ω = {x ∈ R d ; x p < 1}, where x p = (|x 1 | p +|x 2 | p +. . .+|x d | p ) 1 p for x = (x 1 , x 2 , . . . , x d ) ∈ R d . These convex Ω-balls have roughly the same behavior as the regular Euclidean balls from the geometric and arithmetic points of view. For instance, we have the following asymptotics [25, Chapter VI §2, Theorem 2], for the number of lattice points N (x, r) of Ω(x, r),
as r → ∞, where C Ω = m(Ω) is the d-dimensional volume of Ω, and the constant implicit in the big O notation depends only on the dimension d and on the set Ω.
Given 0 ≤ β < d and f : Z d → R, we denote by M Ω,β the discrete centered fractional maximal operator associated to Ω, i.e.
M Ω,β f (n) = sup Here r is a nonnegative real parameter.
The ℓ p − ℓ q boundedness numerology for these discrete operators is the very same as the continuous fractional Hardy-Littlewood maximal operator (see [9] for a discussion), that is, if 1 < p < ∞, 0 < β < d/p and q = dp/(d − βp), then M Ω,β : ℓ p (Z d ) → ℓ q (Z d ) is bounded (same for M Ω,β ). Motivated by the endpoint philosophy in the continuous setting, a typical question here should be: let 0 ≤ β < d and q = d/(d − β); for a discrete function f :
M Ω,β ). As in the continuous case, this question admits a positive answer if 1 ≤ β < d. In the harder case 0 ≤ β < 1, the current state of affairs is that one has a family of estimates that approximate the conjectured bounds (but unfortunately blow up when one tries to get exactly there). This was established in [9, Theorem 3] and we quote below. Theorem 6.4 (Carneiro and Madrid, 2017 -cf. [9] ). . Then there exists a constant C = C(d, Ω, α, β, q) > 0 such that
Moreover, the operator f → ∇M Ω,β f is continuous from ℓ 1 (Z d ) to ℓ q (Z d ).
(ii) Let 1 ≤ β < d and 0 ≤ α < 1. Let
Then there exists a constant C = C(d, Ω, α, β) > 0 such that
The same results hold for the discrete uncentered fractional maximal operator M Ω,β .
Remark: Theorem 6.4 already brings some continuity statements. These shall be further discussed in the next section.
By a suitable dilation argument, in [9] it is shown that inequality (6.4) can only hold if
The argument to show (6.5) goes roughly as follows. Consider, for instance, the uncentered case where Ω = (−1, 1) d is the unit open cube. Let k ∈ N and consider the cube Q k = [−k, k] d and its characteristic
. One can see this last estimate by considering the region H = {n = (n 1 , n 2 , . . . , n d ) ∈ Z d ; n 1 ≥ 4dk ; |n i | ≤ k, for i = 2, 3, . . . , d} and showing that the maximal function at n ∈ H is realized by the cube of side n 1 + k that contains the cube Q k . Then we sum | M Ω,β f k (n+ e 1 )− M Ω,β f k (n)| q from n 1 = 4dk to ∞, and then sum these contributions over the ∼ k d−1 possibilities for (n 2 , . . . , n d ). Letting k → ∞ we obtain the necessary condition (6.5).
This leaves us the following open question.
Question 11. Let 0 ≤ β < 1 and q = d/(d − β). For a discrete function f :
More generally, does the inequality (6.4) hold for all α ≤ β and q = d/(d − β + α)? (Analogous questions for M Ω,β ).
Continuity
We now turn to the final chapter of our discussion, in which we consider the continuity properties of the mappings we have addressed so far. The classical Hardy-Littlewood maximal operator M is a sublinear
Having this property at hand, it is easy to see that the fact that M :
Same reasoning applies to its uncentered, fractional or discrete versions (all being sublinear operators).
At the level of the (weak) derivatives, these operators, in principle, are not necessarily sublinear anymore. In light of the boundedness of the operator M : [26] ). The operator M :
Remark: In the case p = ∞, the continuity of M : 
The proof of Luiro for Theorem 7.1 is very elegant. It provides an important qualitative study of the convergence properties of the sets of "good radii" (i.e. the radii that realize the supremum in the definition of the maximal function) and establishes an explicit formula for the derivative of the maximal function (in which one is able to move the derivative inside the integral over a ball of good radius). It also uses crucially the L p -boundedness of the maximal operator. A similar study of the continuity properties of the local maximal operator on subdomains of R d was also carried out by Luiro in [27] .
7.1. Endpoint study. As we have done many times before in this paper, we now turn our attention to the endpoint p = 1. So far, we have established several boundedness results at p = 1, and we now want to ask ourselves if such maps are continuous. For instance, the very first one of such boundedness results is Tanaka's inequality (3.2) 
This was settled affirmatively in [10, Theorem 1]. Theorem 7.2 (Carneiro, Madrid and Pierce, 2017 -cf. [10] ). The map f → M f ′ is continuous from
The proof of this result is quite subtle, and different from Luiro's approach to Theorem 7.1 since one does not have the L 1 -boundedness of the maximal operator. The authors in [10] 7.2. Fractional setting. We now move the endpoint discussion to the fractional setting as considered in Section 5. As in the classical setting considered above, we may think of the endpoint continuity questions assuming a (stronger) W 1,1 (R) convergence or a (weaker) BV (R) convergence on the source space. With respect to the first type, the corresponding continuity statement to Theorem 5.2 was established in [31] . With respect to the second type of continuity statement, in which one assumes the BV (R)-convergence on the source space, the interesting fact is that the fractional endpoint maps are not continuous. This was shown in [10, Theorems 3 and 4] and we quote the results below.
Theorem 7.4 (Carneiro, Madrid and Pierce, 2017 -cf. [10] ). Let 0 < β < 1 and q = 1/(1 − β).
Notice the slightly different wording in the items (i) and (ii) of the theorem above. 
where f (−∞) := lim n→−∞ f (n). Recall the discussion on the beginning of Section 6 in which we said that there is no actual space W 1,1 (Z), as this is simple ℓ 1 (Z) with a different norm. Then, in the instances where we assumed a W 1,1 (R)-convergence in the continuous setting, we will be assuming an ℓ 1 (Z)-convergence in the discrete setting. As a particular case of the general framework of Theorem 6.4 above (which is [9, Theorem 3]) we see that the maps f → (M β f ) ′ and f → ( M β f ) ′ are continuous from ℓ 1 (Z) to ℓ q (Z) for 0 ≤ β < 1 and q = 1/(1 − β) (the case β = 0 of these results had previously been obtained in [8] ). Therefore, we have an affirmative answer for the discrete analogues of Theorems 7.2 and 7.3 and Questions 12 and 15.
The BV (Z)-continuity is a much more interesting issue. For the classical discrete Hardy-Littlewood maximal operators, we can affirmatively answer the analogues of Questions 13 and 14. This was accomplished in [10, Theorem 2] for the uncentered case and in [31, Theorem 1.2] for the centered case. We collect these results below. (ii) (centered case) There is a sequence {f j } j≥1 ⊂ BV (Z) and a function f ∈ BV (Z) such that f j − f BV (Z) → 0 as j → ∞ but Var q M β f j − M β f 0 as j → ∞.
Note again the slight difference in the wording between parts (i) and (ii) of the statement above. This is due to the fact that the map f → (M β f ) ′ is not yet known to be bounded from BV (Z) to ℓ q (Z). Nevertheless, it is not continuous. 7.4. Summary. The table below collects the sixteen different situations in which we analyzed the endpoint continuity (all of them one-dimensional). These arise from the following pairs of possibilities: (i) centered vs. uncentered maximal operator; (ii) classical vs. fractional maximal operator; (iii) continuous vs. discrete setting; (iv) W 1,1 (or ℓ 1 ) vs. BV continuity. The word YES in a box below means that the continuity of the corresponding map has been established, whereas the word NO means that the continuity fails. The remaining boxes are marked as OPEN problems. 
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