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PUFFINI–VIDEV MODELS AND MANIFOLDS
P. GILKEY, E. PUFFINI, AND V. VIDEV1
Abstract. Let J (pi) be the higher order Jacobi operator. We study alge-
braic curvature tensors where J (pi)J (pi⊥) = J (pi⊥)J (pi). In the Riemannian
setting, we give a complete characterization of such tensors; in the pseudo-
Riemannian setting, partial results are available. We present non-trivial geo-
metric examples of Riemannian manifolds with this property.
1. Introduction
The study of commutativity and of spectral properties for natural operators
in differential geometry has received much attention in recent years. Probably the
seminal paper in the subject is due to Osserman [5] who proposed a characterization
of Riemannian rank 1-symmetric spaces in terms of the spectrum of the Jacobi
operator. There are, however, many other crucial works which should be cited –
papers by Ivanova and Stanilov [6], by Stanilov [7], by Stanilov and Videv [9], by
Szabo´ [10], and by Tsankov [8] are central. However, as the literature is a vast one,
we must limit ourselves and shall refer to the bibliographies in [2, 3] for further
information.
We shall work in both the geometric and in the algebraic contexts; the Jacobi
operator will form the focus of our study. We begin by introducing some notational
conventions. We say that M := (V, 〈·, ·〉, A) is a 0-model if 〈·, ·〉 is a non-degenerate
inner product of signature (p, q) on a finite dimensional vector space V of dimension
m = p+ q and if A ∈ ⊗4V ∗ is an algebraic curvature tensor, i.e. if A is a 4-tensor
which satisfies the symmetries of the Riemann curvature tensor:
A(v1, v2, v3, v4) = A(v3, v4, v1, v2) = −A(v2, v1, v3, v4),
A(v1, v2, v3, v4) +A(v2, v3, v1, v4) +A(v3, v1, v2, v4) = 0 .
The associated curvature operator A and Jacobi operator J are then characterized,
respectively, by the identities:
〈A(v1, v2)v3, v4〉 = A(v1, v2, v3, v4) and 〈J (v1)v2, v3) = A(v2, v1, v1, v3) .
The Jacobi operator J (v) is quadratic in v. It is convenient to polarize and to set
J (v1, v2) : v3 →
1
2
{A(v1, v2)v3 +A(v1, v3)v2} .
This operator was first introduced to study the geometry of the Jacobi operator
by Videv [12]. If ~v := (v1, ..., vk) is a basis for a non-degenerate k-plane π, let
ξij := 〈vi, vj〉 give the components of the metric restricted to π relative to the given
basis. If ξij denotes the inverse matrix, then one defines the higher order Jacobi
operator by setting:
(1.a) J (~v) :=
k∑
i=1
k∑
j=1
ξijJ (vi, vj).
Key words and phrases. 0-model, algebraic curvature tensor, Einstein manifold, Higher order
Jacobi operator, Jacobi operator, Ricci operator.
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Let π(~v) := Span{v1, ..., vk}. Then J (π) := J (π(~v)) is independent of the particu-
lar basis chosen for π; this operator was first introduced in this context by Stanilov
and Videv [8] in the Riemannian setting and latter extended by Gilkey, Stanilov,
and Videv to the pseudo Riemannian setting [4]. Note that ρ := J (V ) is the Ricci
operator;
ρ : y →
m∑
1=1
m∑
j=1
ξijA(y, ei)ej .
Thus the higher order Jacobi operator can also be thought of as a generalization of
the Ricci operator to lower dimensional subspaces.
Let Grr,s(V, 〈·, ·〉) be the Grassmannian of all non-degenerate linear subspaces of
V which have signature (r, s); the pair (r, s) is said to be admissible if and only if
Grr,s(V, 〈·, ·〉) is non-empty and does not consist of a single point or, equivalently,
if the inequalities 0 ≤ r ≤ p, 0 ≤ s ≤ q, and 1 ≤ r + s ≤ m − 1 are satisfied. Let
[A,B] := AB −BA denote the commutator of two linear maps. We shall establish
the following result in Section 2:
Theorem 1.1. Let M = (V, 〈·, ·〉, A) be a 0-model. The following assertions are
equivalent; if any is satisfied, then we shall say that M is a Puffini–Videv 0-model.1
(1) There exists (r0, s0) admissible so that
J (π)J (π⊥) = J (π⊥)J (π) for all π ∈ Grr0,s0(V, 〈·, ·〉).
(2) J (π)J (π⊥) = J (π⊥)J (π) for every non-degenerate subspace π.
(3) [J (π), ρ] = 0 for every non-degenerate subspace π.
We say that M = (V, 〈·, ·〉, A) is decomposible if there exists a non-trivial orthog-
onal decomposition V = V1 ⊕ V2 which decomposes A = A1 ⊕ A2; in this setting,
we shall write M = M1 ⊕M2 where Mi := (Vi, 〈·, ·〉|Vi , Ai). One says that M is
indecomposible if M is not decomposible. We say M is Einstein if the Ricci opera-
tor ρ is a scalar multiple of the identity. By Theorem 1.1, any Einstein 0-model is
Puffini–Videv. More generally, the direct sum of Einstein Puffini–Videv models is
again Puffini–Videv; the converse holds in the Riemannian setting:
Theorem 1.2. Let M = (V, 〈·, ·〉, A) be a Riemannian 0-model. Then M is Puffini–
Videv if and only if M = M1 ⊕ ...⊕Mk where the Mi are Einstein.
In the pseudo-Riemannian setting, a somewhat weaker result can be established.
One says that a 0-model is pseudo-Einstein either if the Ricci operator ρ has only
one real eigenvalue λ or if the Ricci operator ρ has two complex eigenvalues λ1, λ2
with λ¯1 = λ2. This does not imply that ρ is diagonalizable in the higher signature
setting and hence M need not be Einstein.
Theorem 1.3. Let M = (V, 〈·, ·〉, A) be a 0-model of arbitrary signature. If M is
Puffini–Videv, then we may decompose M = M1 ⊕ ... ⊕Mk as the direct sum of
pseudo-Einstein 0-models Mi.
We restrict to the Riemannian context henceforth. Theorem 1.2 yields the char-
acterization that indecomposible Riemannian 0-model is Einstein if and only if it
is Puffini–Videv. However, in passing to the geometric situation, things become a
bit more complicated. Let M = (M, g) be a Riemannian manifold of dimension
m ≥ 3; any Riemann surface is automatically Puffini–Videv by Theorem 1.1. Let
Mk(M, P ) = (TPM, 〈·, ·〉, RP ,∇RP , ...,∇
kRP ) be a purely algebraic object which
encodes the geometric information about M up to the (k + 2)th order jets of the
metric at a point P ; M(M, P ) = M0(M, P ). The notion of indecomposibility of a k-
model is defined as above. One says thatM is Puffini–Videv ifM(M, P ) is Puffini–
Videv at each point of the manifold. One says M is locally reducible at a point
1This notation was suggested by the first author
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P ∈M if there exists a neighborhood O of P so that (O, gM ) = (O1 ×O2, g1 ⊕ g2)
decomposes as a Cartesian product. We say M is locally irreducible at P if this
does not happen. Clearly if Mk(M, P ) is indecomposible for some k, then M is
locally irreducible at P . Let
τM =
∑
ijkl
gjkgilRijkl
be the scalar curvature ofM. One saysM exhibits scalar curvature blowup if there
is a geodesic inM defined on a finite interval (0, T ) so that limt→0 |τM(γ(t))| =∞.
Such a manifold is necessarily geodesically incomplete and can not be embedded
isometrically in a geodesically complete manifold.
One has the following examples as we shall discuss further in Section 3:
Theorem 1.4. Let N := (N, ds2N ) be a Riemann surface. Assume τN (P0) 6= 2 for
some P0 ∈ N . Let (t, x1, x2) be local coordinates on M := (0,∞)×N . Give M the
metric gM with non-zero components:
gM(∂t, ∂t) = 1 and gM(∂xi , ∂xj) = t
2gN (∂xi , ∂xj ) .
(1) M := (M, gM ) is a 3-dimensional Riemannian Puffini–Videv manifold.
(2) M1(M, P ) is indecomposible and M is locally irreducible at P = (t, P0).
(3) M exhibits scalar curvature blowup and is not Einstein.
Theorem 1.5. Let (x1, x2, x3, x4) be coordinates on M := (0,∞) × (0,∞) × R2.
Let β > 0. Give M the metric gβ whose non-zero components are:
gβ(∂x1 , ∂x1) = gβ(∂x2 , ∂x2) = 1, gβ(∂x3 , ∂x3) = x
2
1,
gβ(∂x4 , ∂x4) = x1(x1 + βx2) .
(1) Mβ := (M, gβ) is a 4-dimensional Riemannian Puffini–Videv manifold.
(2) M2(Mβ , P ) is indecomposible and M is locally ireducible for all P ∈M .
(3) Mβ is not locally isometric to Mγ for β 6= γ.
(4) Mβ exhibits scalar curvature blowup and is not Einstein.
2. Puffini–Videv 0-models
We begin our study in the algebraic context by establishing Theorem 1.1. Let ρ
be the Ricci operator. Since ρ = J (π) + J (π⊥), we have:
(2.a)
[ρ,J (π)] = {J (π) + J (π⊥)}J (π⊥)− J (π⊥){J (π) + J (π⊥)}
= J (π)J (π⊥) + J (π⊥)J (π⊥)− J (π⊥)J (π)− J (π⊥)J (π⊥)
= [J (π⊥),J (π)] .
This establishes the equivalence of Assertions (2) and (3) in Theorem 1.1. It is
immediate that Assertion (2) implies Assertion (1). We complete the proof of
Theorem 1.1 by showing Assertion (1) implies Assertion (2). Assume there exists
(r0, s0) admissible so that
(2.b) J (π)J (π⊥) = J (π⊥)J (π) ∀ π ∈ Grr0,s0(V, 〈·, ·〉) .
Let 1 ≤ κ := r0 + s0 < m := dim(V ). Let {e1, ..., eκ, eκ+1, ..., em} be an or-
thonormal basis for V where {e1, ..., eκ} spans a non-degenerate plane π of signature
(r0, s0). Let εi := 〈ei, ei〉. Then
J (π) :=
κ∑
i=1
εiJ (ei) .
We distinguish two cases. Suppose first that ε1 = εκ+1. Set
e1(θ) := cos(θ)e1 + sin(θ)eκ+1 .
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Then {e1(θ), e2, ..., eκ} is an orthonormal basis for a non-degenerate plane π(θ) of
signature (r0, s0). One has
0 = [ρ,J (π(θ)) − J (π)] = 0
= [ρ, (cos2 θ − 1)J (e1) + 2 sin θ cos θJ (e1, eκ+1) + sin
2 θJ (eκ+1)] .
This identity for all θ implies
[ρ,J (e1)− J (eκ+1)] = 0 if ε1 = εκ+1 .
Suppose next that ε1 = −εκ+1. Set e1(θ) := cosh(θ)e1 + sinh(θ)eκ+1. A similar
computation, after paying attention to the signs involved, yields:
0 = [ρ, (cosh2 θ − 1)J (e1)− 2 sinh θ cosh θJ (e1, eκ+1) + sinh
2 J (eκ+1)
which yields the identity
0 = [ρ,J (e1) + J (eκ+1)] .
We combine these two calculations to see that for all 1 ≤ i, j ≤ m we have that
(2.c) εi[ρ,J (ei)] = εj[ρ,J (ej)] .
We use Equation (2.c) to see that
0 = [ρ,J (π)] =
κ∑
i=1
εi[ρ,J (ei)] = κε1[ρ,J (e1)]
and thus [ρ,J (e1)] = 0. This shows that [ρ,J (v)] = 0 for every unit spacelike vector
if s0 > 0 and for every unit timelike vector if r0 > 0. We can rescale to conclude
[ρ,J (v)] = 0 on a non-empty open subset of V and hence, as this is a polynomial
identity, conclude [ρ,J (v)] = 0 for all v ∈ V . It then follows from Equation (1.a)
that [ρ,J (π)] = 0 for every non-degenerate k-plane π. This completes the proof of
Theorem 1.1. ⊓⊔
Let M be a Puffini–Videv 0-model. In the pseudo-Riemannian setting, the Ricci
operator need not be diagonalizable. However, we can take the Jordan decomposi-
tion to decompose:
V = ⊕λVλ and ρ = ⊕λρλ
where one restricts to λ with non-negative imaginary parts and where ρλ has only
the eigenvalue λ on Vλ if λ is real and the eigenvalues {λ, λ¯} on Vλ if λ is complex.
As [J (x), ρ] = 0,
J (x)Vλ ⊂ Vλ ∀ x, λ .
Let xi ∈ Vλi and let ξ be arbitrary. If λ1 6= λ4, then J (ξ)xi ∈ Vλ1 . Since
Vλ1 ⊥ Vλ4 , 〈J (ξ)x1, x4〉 = 0. Setting ξ = x2 + εx3 and letting ε vary then yields
〈J (x2, x3)x1, x4〉 = 0. Consequently
(2.d) A(x1, x2, x3, x4) = −A(x1, x3, x2, x4) if λ1 6= λ4 .
Suppose that λ1 6= λ4 and that λ2 6= λ4. We may then compute
A(x1, x2, x3, x4) = −A(x1, x3, x2, x4) (Equation (2.d) as λ1 6= λ4)
= A(x3, x2, x1, x4) +A(x2, x1, x3, x4) (the Bianchi identity)
= −A(x2, x3, x1, x4) +A(x2, x1, x3, x4) (curvature symmetries)
= A(x2, x1, x3, x4) +A(x2, x1, x3, x4) (Equation (2.d) as λ2 6= λ4)
= −2A(x1, x2, x3, x4) (curvature symmetries).
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This shows
(2.e) A(x1, x2, x3, x4) = 0 if λ1 6= λ4 and λ2 6= λ4 .
Suppose that A(x1, x2, x3, x4) 6= 0 and that λ2 6= λ4. Then we may use Equation
(2.e) to see that λ1 = λ4 and λ2 = λ3. Since λ2 6= λ4, we may apply Equation (2.d)
to see
A(x1, x2, x3, x4) = −A(x2, x1, x3, x4) = A(x2, x3, x1, x4) .
This vanishes by Equation (2.e) since λ2 6= λ4 and λ3 6= λ4 which is a contradiction.
Consequently A(x1, x2, x3, x4) 6= 0 implies λ1 = λ2 = λ3 = λ4. Thus we may
decompose
A = ⊕λAλ for Aλ ∈ ⊗
4V ∗λ .
This completes the proof of Theorem 1.3. If M is Riemannian, then necessarily
λ is real. Since ρ is self-adjoint with respect to a positive definite metric, ρ is
diagonalizable. This implies ρ is a scalar multiple of the identity and hence M is
Einstein. Theorem 1.2 now follows. ⊓⊔
3. Irreducible Riemannian Puffini–Videv non-Einstein manifolds
In the geometric setting, matters are a bit more complicated. The work of
Tsankov [11] can be used to construct examples of 3-dimensional manifolds which
are irreducible, which are Puffini–Videv, and which are not Einstein. This construc-
tion has been generalized by Brozos-Va´zquez et al. [1]. Let M be as in Theorem
1.4. Let (x1, x2) be local coordinates on N so the metrics take the form
ds2N = e
2α(dx21 + dx
2
2) and ds
2
M = dt
2 + t2e2α(dx21 + dx
2
2) .
The curvature tensor of N is then given by:
RN (∂x1 , ∂x2 , ∂x2 , ∂x1) = e
2α
(
∂2α
∂x21
+
∂2α
∂x22
)
and work of [1] shows the only non-zero component of the curvature tensor is:
RM(∂x1 , ∂x2 , ∂x2 , ∂x1) = −t
−2e2α
(
∂2α
∂x21
+
∂2α
∂x22
+ e2α
)
Let V1 := Span{∂x1 , ∂x2} and V2 := Span{∂t}. We then have an orthogonal direct
sum decomposition TM = V1 ⊕ V2. Furthermore, A = A1 ⊕A2 where A2 is trivial
and A1 is Einstein. Thus M is Puffini–Videv.
The scalar curvatures on M and on N are related by the identity:
τM = t
−2(τN − 2) .
The curves t→ (t, P0) are unit speed geodesics and clearly τM blows up as t → 0.
Furthermore M is not Einstein since τN − 2 does not vanish identically. The 1-
model is indecomposable since Range{RM} = Span{∂1, ∂2} and since τM exhibits
non-trivial dependence on t. This completes the proof of Theorem 1.4. ⊓⊔
The proof of Theorem 1.5 is similar. Again, the only non-vanishing curvature is
R(∂x3 , ∂x4 , ∂x4 , ∂x3). If we set V1 := Span{∂x1 , ∂x2} and V2 := Span{∂x3 , ∂x4}, then
TM = V1 ⊕ V2 is an orthogonal direct sum. We set A1 = 0 and let A2 = R|V2 . We
then have R = A1 ⊕A0 so M is Puffini-Videv. The scalar curvature of M is:
τM = x
−1
1 (x1 + βx2)
−1 .
From this it follows that τM exhibits blowup along the geodesic t → (t, 0, 0, 0) as
t ↓ 0. Let E := Range(R) = Span{∂x1 , ∂x2}. Then E
⊥ = Span{∂x1, ∂x2}. Let
Ψ := − ln |τM|. The Hessian of Ψ restricted to E⊥ takes the form:
H =
(
−x−21 + (x1 + βx2)
−2 β(x1 + βx2)
−2
β(x1 + βx2)
−2 β2(x1 + βx2)
−2
)
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It now follows that
det(H |E) =
1
4
βτ2M .
This shows that β is an isometry invariant; in particularMβ is not locally isometric
to Mγ if β 6= γ. Since det(H |E) has rank 2, it follows easily that the 2-model is
indecomposable. We refer to [1] for further information concerning the geometry of
these manifolds which were first discovered in a different context. ⊓⊔
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PUFFINI–VIDEV MODELS AND MANIFOLDS
P. GILKEY, E. PUFFINI, AND V. VIDEV1
Abstract. Let J (pi) be the higher order Jacobi operator. We study alge-
braic curvature tensors where J (pi)J (pi⊥) = J (pi⊥)J (pi). In the Riemannian
setting, we give a complete characterization of such tensors; in the pseudo-
Riemannian setting, partial results are available. We present non-trivial geo-
metric examples of Riemannian manifolds with this property.
1. Introduction
The study of commutativity and of spectral properties for natural operators
in differential geometry has received much attention in recent years. Probably the
seminal paper in the subject is due to Osserman [5] who proposed a characterization
of Riemannian rank 1-symmetric spaces in terms of the spectrum of the Jacobi
operator. There are, however, many other crucial works which should be cited –
papers by Ivanova and Stanilov [6], by Stanilov [7], by Stanilov and Videv [9], by
Szabo´ [10], and by Tsankov [8] are central. However, as the literature is a vast one,
we must limit ourselves and shall refer to the bibliographies in [2, 3] for further
information.
We shall work in both the geometric and in the algebraic contexts; the Jacobi
operator will form the focus of our study. We begin by introducing some notational
conventions. We say that M := (V, 〈·, ·〉, A) is a 0-model if 〈·, ·〉 is a non-degenerate
inner product of signature (p, q) on a finite dimensional vector space V of dimension
m = p+ q and if A ∈ ⊗4V ∗ is an algebraic curvature tensor, i.e. if A is a 4-tensor
which satisfies the symmetries of the Riemann curvature tensor:
A(v1, v2, v3, v4) = A(v3, v4, v1, v2) = −A(v2, v1, v3, v4),
A(v1, v2, v3, v4) +A(v2, v3, v1, v4) +A(v3, v1, v2, v4) = 0 .
The associated curvature operator A and Jacobi operator J are then characterized,
respectively, by the identities:
〈A(v1, v2)v3, v4〉 = A(v1, v2, v3, v4) and 〈J (v1)v2, v3) = A(v2, v1, v1, v3) .
The Jacobi operator J (v) is quadratic in v. It is convenient to polarize and to set
J (v1, v2) : v3 →
1
2
{A(v1, v2)v3 +A(v1, v3)v2} .
This operator was first introduced to study the geometry of the Jacobi operator
by Videv [12]. If ~v := (v1, ..., vk) is a basis for a non-degenerate k-plane π, let
ξij := 〈vi, vj〉 give the components of the metric restricted to π relative to the given
basis. If ξij denotes the inverse matrix, then one defines the higher order Jacobi
operator by setting:
(1.a) J (~v) :=
k∑
i=1
k∑
j=1
ξijJ (vi, vj).
Key words and phrases. 0-model, algebraic curvature tensor, Einstein manifold, Higher order
Jacobi operator, Jacobi operator, Ricci operator.
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Let π(~v) := Span{v1, ..., vk}. Then J (π) := J (π(~v)) is independent of the particu-
lar basis chosen for π; this operator was first introduced in this context by Stanilov
and Videv [8] in the Riemannian setting and latter extended by Gilkey, Stanilov,
and Videv to the pseudo Riemannian setting [4]. Note that ρ := J (V ) is the Ricci
operator;
ρ : y →
m∑
1=1
m∑
j=1
ξijA(y, ei)ej .
Thus the higher order Jacobi operator can also be thought of as a generalization of
the Ricci operator to lower dimensional subspaces.
Let Grr,s(V, 〈·, ·〉) be the Grassmannian of all non-degenerate linear subspaces of
V which have signature (r, s); the pair (r, s) is said to be admissible if and only if
Grr,s(V, 〈·, ·〉) is non-empty and does not consist of a single point or, equivalently,
if the inequalities 0 ≤ r ≤ p, 0 ≤ s ≤ q, and 1 ≤ r + s ≤ m − 1 are satisfied. Let
[A,B] := AB −BA denote the commutator of two linear maps. We shall establish
the following result in Section 2:
Theorem 1.1. Let M = (V, 〈·, ·〉, A) be a 0-model. The following assertions are
equivalent; if any is satisfied, then we shall say that M is a Puffini–Videv 0-model.1
(1) There exists (r0, s0) admissible so that
J (π)J (π⊥) = J (π⊥)J (π) for all π ∈ Grr0,s0(V, 〈·, ·〉).
(2) J (π)J (π⊥) = J (π⊥)J (π) for every non-degenerate subspace π.
(3) [J (π), ρ] = 0 for every non-degenerate subspace π.
We say that M = (V, 〈·, ·〉, A) is decomposible if there exists a non-trivial orthog-
onal decomposition V = V1 ⊕ V2 which decomposes A = A1 ⊕ A2; in this setting,
we shall write M = M1 ⊕ M2 where Mi := (Vi, 〈·, ·〉|Vi , Ai). One says that M is
indecomposible if M is not decomposible. We say M is Einstein if the Ricci opera-
tor ρ is a scalar multiple of the identity. By Theorem 1.1, any Einstein 0-model is
Puffini–Videv. More generally, the direct sum of Einstein Puffini–Videv models is
again Puffini–Videv; the converse holds in the Riemannian setting:
Theorem 1.2. Let M = (V, 〈·, ·〉, A) be a Riemannian 0-model. Then M is Puffini–
Videv if and only if M = M1 ⊕ ...⊕Mk where the Mi are Einstein.
In the pseudo-Riemannian setting, a somewhat weaker result can be established.
One says that a 0-model is pseudo-Einstein either if the Ricci operator ρ has only
one real eigenvalue λ or if the Ricci operator ρ has two complex eigenvalues λ1, λ2
with λ¯1 = λ2. This does not imply that ρ is diagonalizable in the higher signature
setting and hence M need not be Einstein.
Theorem 1.3. Let M = (V, 〈·, ·〉, A) be a 0-model of arbitrary signature. If M is
Puffini–Videv, then we may decompose M = M1 ⊕ ... ⊕ Mk as the direct sum of
pseudo-Einstein 0-models Mi.
We restrict to the Riemannian context henceforth. Theorem 1.2 yields the char-
acterization that indecomposible Riemannian 0-model is Einstein if and only if it
is Puffini–Videv. However, in passing to the geometric situation, things become a
bit more complicated. Let M = (M, g) be a Riemannian manifold of dimension
m ≥ 3; any Riemann surface is automatically Puffini–Videv by Theorem 1.1. Let
Mk(M, P ) = (TPM, 〈·, ·〉, RP ,∇RP , ...,∇kRP ) be a purely algebraic object which
encodes the geometric information aboutM up to the (k+2)th order jets of the met-
ric at a point P ; M(M, P ) = M0(M, P ). The notion of indecomposibility of a k-
model is defined as above. One says thatM is Puffini–Videv if M(M, P ) is Puffini–
Videv at each point of the manifold. One says M is locally reducible at a point
1This notation was suggested by the first author
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P ∈M if there exists a neighborhood O of P so that (O, gM ) = (O1 ×O2, g1⊕ g2)
decomposes as a Cartesian product. We say M is locally irreducible at P if this
does not happen. Clearly if Mk(M, P ) is indecomposible for some k, then M is
locally irreducible at P . Let
τM =
∑
ijkl
gjkgilRijkl
be the scalar curvature ofM. One saysM exhibits scalar curvature blowup if there
is a geodesic inM defined on a finite interval (0, T ) so that limt→0 |τM(γ(t))| =∞.
Such a manifold is necessarily geodesically incomplete and can not be embedded
isometrically in a geodesically complete manifold.
One has the following examples as we shall discuss further in Section 3:
Theorem 1.4. Let N := (N, ds2N ) be a Riemann surface. Assume τN (P0) 6= 2 for
some P0 ∈ N . Let (t, x1, x2) be local coordinates on M := (0,∞)×N . Give M the
metric gM with non-zero components:
gM(∂t, ∂t) = 1 and gM(∂xi , ∂xj) = t
2gN (∂xi , ∂xj ) .
(1) M := (M, gM ) is a 3-dimensional Riemannian Puffini–Videv manifold.
(2) M1(M, P ) is indecomposible and M is locally irreducible at P = (t, P0).
(3) M exhibits scalar curvature blowup and is not Einstein.
Theorem 1.5. Let (x1, x2, x3, x4) be coordinates on M := (0,∞) × (0,∞) × R2.
Let β > 0. Give M the metric gβ whose non-zero components are:
gβ(∂x1 , ∂x1) = gβ(∂x2 , ∂x2) = 1, gβ(∂x3 , ∂x3) = x
2
1,
gβ(∂x4 , ∂x4) = x1(x1 + βx2) .
(1) Mβ := (M, gβ) is a 4-dimensional Riemannian Puffini–Videv manifold.
(2) M2(Mβ, P ) is indecomposible and M is locally ireducible for all P ∈M .
(3) Mβ is not locally isometric to Mγ for β 6= γ.
(4) Mβ exhibits scalar curvature blowup and is not Einstein.
2. Puffini–Videv 0-models
We begin our study in the algebraic context by establishing Theorem 1.1. Let ρ
be the Ricci operator. Since ρ = J (π) + J (π⊥), we have:
(2.a)
[ρ,J (π)] = {J (π) + J (π⊥)}J (π⊥)− J (π⊥){J (π) + J (π⊥)}
= J (π)J (π⊥) + J (π⊥)J (π⊥)− J (π⊥)J (π)− J (π⊥)J (π⊥)
= [J (π⊥),J (π)] .
This establishes the equivalence of Assertions (2) and (3) in Theorem 1.1. It is
immediate that Assertion (2) implies Assertion (1). We complete the proof of
Theorem 1.1 by showing Assertion (1) implies Assertion (2). Assume there exists
(r0, s0) admissible so that
(2.b) J (π)J (π⊥) = J (π⊥)J (π) ∀ π ∈ Grr0,s0(V, 〈·, ·〉) .
Let 1 ≤ κ := r0 + s0 < m := dim(V ). Let {e1, ..., eκ, eκ+1, ..., em} be an or-
thonormal basis for V where {e1, ..., eκ} spans a non-degenerate plane π of signature
(r0, s0). Let εi := 〈ei, ei〉. Then
J (π) :=
κ∑
i=1
εiJ (ei) .
We distinguish two cases. Suppose first that ε1 = εκ+1. Set
e1(θ) := cos(θ)e1 + sin(θ)eκ+1 .
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Then {e1(θ), e2, ..., eκ} is an orthonormal basis for a non-degenerate plane π(θ) of
signature (r0, s0). One has
0 = [ρ,J (π(θ)) − J (π)] = 0
= [ρ, (cos2 θ − 1)J (e1) + 2 sin θ cos θJ (e1, eκ+1) + sin
2 θJ (eκ+1)] .
This identity for all θ implies
[ρ,J (e1)− J (eκ+1)] = 0 if ε1 = εκ+1 .
Suppose next that ε1 = −εκ+1. Set e1(θ) := cosh(θ)e1 + sinh(θ)eκ+1. A similar
computation, after paying attention to the signs involved, yields:
0 = [ρ, (cosh2 θ − 1)J (e1)− 2 sinh θ cosh θJ (e1, eκ+1) + sinh
2 J (eκ+1)
which yields the identity
0 = [ρ,J (e1) + J (eκ+1)] .
We combine these two calculations to see that for all 1 ≤ i, j ≤ m we have that
(2.c) εi[ρ,J (ei)] = εj[ρ,J (ej)] .
We use Equation (2.c) to see that
0 = [ρ,J (π)] =
κ∑
i=1
εi[ρ,J (ei)] = κε1[ρ,J (e1)]
and thus [ρ,J (e1)] = 0. This shows that [ρ,J (v)] = 0 for every unit spacelike vector
if s0 > 0 and for every unit timelike vector if r0 > 0. We can rescale to conclude
[ρ,J (v)] = 0 on a non-empty open subset of V and hence, as this is a polynomial
identity, conclude [ρ,J (v)] = 0 for all v ∈ V . It then follows from Equation (1.a)
that [ρ,J (π)] = 0 for every non-degenerate k-plane π. This completes the proof of
Theorem 1.1. ⊓⊔
Let M be a Puffini–Videv 0-model. In the pseudo-Riemannian setting, the Ricci
operator need not be diagonalizable. However, we can take the Jordan decomposi-
tion to decompose:
V = ⊕λVλ and ρ = ⊕λρλ
where one restricts to λ with non-negative imaginary parts and where ρλ has only
the eigenvalue λ on Vλ if λ is real and the eigenvalues {λ, λ¯} on Vλ if λ is complex.
As [J (x), ρ] = 0,
J (x)Vλ ⊂ Vλ ∀ x, λ .
Let xi ∈ Vλi and let ξ be arbitrary. If λ1 6= λ4, then J (ξ)xi ∈ Vλ1 . Since
Vλ1 ⊥ Vλ4 , 〈J (ξ)x1, x4〉 = 0. Setting ξ = x2 + εx3 and letting ε vary then yields
〈J (x2, x3)x1, x4〉 = 0. Consequently
(2.d) A(x1, x2, x3, x4) = −A(x1, x3, x2, x4) if λ1 6= λ4 .
Suppose that λ1 6= λ4 and that λ2 6= λ4. We may then compute
A(x1, x2, x3, x4) = −A(x1, x3, x2, x4) (Equation (2.d) as λ1 6= λ4)
= A(x3, x2, x1, x4) +A(x2, x1, x3, x4) (the Bianchi identity)
= −A(x2, x3, x1, x4) +A(x2, x1, x3, x4) (curvature symmetries)
= A(x2, x1, x3, x4) +A(x2, x1, x3, x4) (Equation (2.d) as λ2 6= λ4)
= −2A(x1, x2, x3, x4) (curvature symmetries).
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This shows
(2.e) A(x1, x2, x3, x4) = 0 if λ1 6= λ4 and λ2 6= λ4 .
Suppose that A(x1, x2, x3, x4) 6= 0 and that λ2 6= λ4. Then we may use Equation
(2.e) to see that λ1 = λ4 and λ2 = λ3. Since λ2 6= λ4, we may apply Equation (2.d)
to see
A(x1, x2, x3, x4) = −A(x2, x1, x3, x4) = A(x2, x3, x1, x4) .
This vanishes by Equation (2.e) since λ2 6= λ4 and λ3 6= λ4 which is a contradiction.
Consequently A(x1, x2, x3, x4) 6= 0 implies λ1 = λ2 = λ3 = λ4. Thus we may
decompose
A = ⊕λAλ for Aλ ∈ ⊗
4V ∗λ .
This completes the proof of Theorem 1.3. If M is Riemannian, then necessarily
λ is real. Since ρ is self-adjoint with respect to a positive definite metric, ρ is
diagonalizable. This implies ρ is a scalar multiple of the identity and hence M is
Einstein. Theorem 1.2 now follows. ⊓⊔
3. Irreducible Riemannian Puffini–Videv non-Einstein manifolds
In the geometric setting, matters are a bit more complicated. The work of
Tsankov [11] can be used to construct examples of 3-dimensional manifolds which
are irreducible, which are Puffini–Videv, and which are not Einstein. This construc-
tion has been generalized by Brozos-Va´zquez et al. [1]. Let M be as in Theorem
1.4. Let (x1, x2) be local coordinates on N so the metrics take the form
ds2N = e
2α(dx21 + dx
2
2) and ds
2
M = dt
2 + t2e2α(dx21 + dx
2
2) .
The curvature tensor of N is then given by:
RN (∂x1 , ∂x2 , ∂x2 , ∂x1) = e
2α
(
∂2α
∂x21
+
∂2α
∂x22
)
and work of [1] shows the only non-zero component of the curvature tensor is:
RM(∂x1 , ∂x2 , ∂x2 , ∂x1) = −t
−2e2α
(
∂2α
∂x21
+
∂2α
∂x22
+ e2α
)
Let V1 := Span{∂x1 , ∂x2} and V2 := Span{∂t}. We then have an orthogonal direct
sum decomposition TM = V1 ⊕ V2. Furthermore, A = A1 ⊕A2 where A2 is trivial
and A1 is Einstein. Thus M is Puffini–Videv.
The scalar curvatures on M and on N are related by the identity:
τM = t
−2(τN − 2) .
The curves t→ (t, P0) are unit speed geodesics and clearly τM blows up as t→ 0.
Furthermore M is not Einstein since τN − 2 does not vanish identically. The 1-
model is indecomposable since Range{RM} = Span{∂1, ∂2} and since τM exhibits
non-trivial dependence on t. This completes the proof of Theorem 1.4. ⊓⊔
The proof of Theorem 1.5 is similar. Again, the only non-vanishing curvature
is R(∂x3 , ∂x4 , ∂x4 , ∂x3). If we set V1 := Span{∂x1, ∂x2} and V2 := Span{∂x3 , ∂x4},
then TM = V1⊕V2 is an orthogonal direct sum. We set A1 = 0 and let A2 = R|V2 .
We then have R = A1 ⊕A0 so M is Puffini-Videv. The scalar curvature of M is:
τM = x
−1
1 (x1 + βx2)
−1 .
From this it follows that τM exhibits blowup along the geodesic t → (t, 0, 0, 0) as
t ↓ 0. Let E := Range(R) = Span{∂x1, ∂x2}. Then E
⊥ = Span{∂x1 , ∂x2}. Let
Ψ := − ln |τM|. The Hessian of Ψ restricted to E⊥ takes the form:
H =
(
−x−21 + (x1 + βx2)
−2 β(x1 + βx2)
−2
β(x1 + βx2)
−2 β2(x1 + βx2)
−2
)
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It now follows that
det(H |E) =
1
4
βτ2M .
This shows that β is an isometry invariant; in particularMβ is not locally isometric
to Mγ if β 6= γ. Since det(H |E) has rank 2, it follows easily that the 2-model is
indecomposable. We refer to [1] for further information concerning the geometry
of these manifolds which were first discovered in a different context. ⊓⊔
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