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Thickness Coexistence in 8CB Films
Abstract
Certain thermotropic liquid crystal films exhibit a strange phenomenon in which two different
thicknesses coexist side-by-side on a solid surface. For 5CB these two film thicknesses appear
to correspond to two different phases: nematic and isotropic. As the temperature is increased,
this coexistence persists for a temperature range which depends on the initial thickness of
the film. We have found that a similar phenomenon is present in films that have a smectic
A phase, such as 8CB. For these films we observe a coexistence region very similar to that
of 5CB just below the nematic-to-isotropic transition temperature TNI . We find that for
8CB films 47-70 nm thick there is an additional coexistence region near the smectic A to
nematic transition temperature TAN that is strikingly different from the one observed near
TNI . For 8CB films thinner than 47 nm these two coexistence behaviors merge and no
intermediate uniform phase between TAN and TNI is observed. In this MQP thesis, an
extensive phase diagram for 8CB films on silicon is presented along with the quantitative
analysis of each coexistence region. We conclude that within our experimental uncertainty
thin-thick coexistence regions satisfy a lever rule similar to other thermodynamic systems.
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1 Introduction
In everyday life three phases of matter are ordinarily observed: gas, liquid, and solid. Over
the years, scientists have analyzed in depth each phase to look for universal properties that
do not depend on the actual compound under consideration. Indeed, for solids we know that
they are characterized by a constant shape and volume and cannot flow; their morphological
structure can be either crystalloid or amorphous. Crystals exhibit many distinct lattice
configurations which can be probed through X-ray measurements. Liquids have a constant
volume, but unlike solids their shape is determined by the shape of the container. The
structure of liquids has been studied extensively as well. The analysis of the motion of
liquids has culminated with the Navier-Stokes’ equations which encompass a great deal of
information about the overall flow of liquids and their behavior in confined structures [1].
During the second half of the 19th century, scientists from different fields reported that
they had encountered an unusual behavior of some specific substances during the transition
from solid to liquid [2]. It had been observed that when these substances melted, they
initially formed a cloudy liquid which persisted for a certain range of temperatures; only
if the temperature was raised above a certain value the liquid would become clear. The
transition was sometimes accompanied with the brief appearance of blue regions in the
liquid which was an indication of the reordering of the molecules. At first, such behavior
was not considered fundamental and it attracted no attention, but the systematic work of
Friedrich Reinitzer in 1888 led to the identification of a new phase of matter: the liquid
crystal [3].
Liquid crystals are important for technological applications as well as scientific research.
The best known application is the liquid crystal display (LCD) which is found in endless
electronic devices today. Liquid crystals can also be used for temperature measurements,
especially for temperature maps, optical imaging, and other applications [2]. In academic re-
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search, liquid crystals have been very important in the theory of phase transitions, structural
analysis, and even wetting phenomena.
The liquid crystal (LC) phase is a phase of matter that appears between the crystal and
the liquid phase of certain materials; hence the term. Such a state of matter is characterized
by some of the properties that are encountered in both phases; the crystal and the liquid.
For example, a liquid crystal may flow like an ordinary liquid, but it has a crystal-like
structure in one or two dimensions; the molecules are positioned in 1-2D lattice points
and the flow is made possible by the motion of the layers on top of each other. Also, the
substance can be transparent to light in one direction, like a fluid, but block light if oriented
differently, like an amorphous crystal. This last phenomenon is similar to birefringence which
is characteristic of all liquid crystals: they have different optical properties when viewed from
different directions. A schematic diagram that compares the crystal, liquid crystal, and liquid
phase is shown in Figure 1.
Figure 1: Phase characteristics for a typical thermotropic liquid crystal (Figure from ref.
[11]). The crystal and the liquid crystal mesophases are anisotropic because they have
different optical properties in different directions. The liquid phase is isotropic because its
optical properties are directionally independent.
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A liquid crystal is a substance that has a liquid crystalline phase. Depending on the pro-
cess that causes a phase transition for the substance, liquid crystals are divided in two main
groups: thermotropic and lyotropic. The phase transition in thermotropic liquid crystals is
caused by a change in temperature, while for lyotropic LCs, the phase transition is caused by
a change in the concentration of the molecules. Further, depending on the orientation of the
molecules in the bulk, they are categorized in other phases: nematic, smectic, cholesteric,
and columnar [2]. Each of these phases has more divisions depending on more specific molec-
ular orientations. For example, in the smectic A phase the molecules are not only structured
in layers, with a definite spacing between them, but they are also oriented perpendicular to
the free surface of the liquid. However for the smectic C phase, the molecules are structured
in layers, but are not perpendicular to the free surface of the liquid; instead their orientation
is such that the molecules form a definite angle with the normal to the free surface as shown
in Figure 2.
Figure 2: Molecular models for two different phases. (Figure from ref. [11])
The theoretical analysis of the liquid crystalline phase is quite complicated. The math-
ematical concepts used in theory are very advanced, making the analysis of such systems
accessible mostly to specialists of the field. One of the main theoretical tools utilized in the
analysis of liquid crystal phases is the scalar order parameter, S. Such a concept is defined
in order to simplify the study of the orientational and structural order of a particular phase.
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To define the order parameter another quantity is needed, the director ~n. The director is a
vector which points in the direction of the average preferred orientation of the molecules in
a sample, as shown in Figure 3. Then, the scalar order parameter is defined as:
Figure 3: A liquid crystal phase and its director. (Figure from ref. [2])
S =
1
2
< 3 cos2 θ − 1 > (1)
where θ is the angle between the main axis of each molecule and the director, as shown in
Figure 4: Schematic diagram of director ~n, a single LC molecule, and the angle θ between
them. (Figure from ref. [2])
Figure 4, and the average is taken over all the molecules that make up the sample. As it
can be easily confirmed from the formula, the order parameter takes values from 0 to 1.
An order parameter of 1 is assigned to a perfect crystal; 0 is the order parameter for pure
liquids. For a liquid crystal the parameter ranges from 0.3 to 0.8 and for a specific sample
it changes with temperature or concentration [2].
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The study of liquid crystal films has shown that in the nanoscale there can be phenomena
that are not observed in the macroscale. Such films are viewed as 2D thermodynamic
systems, the study of which can be of immense importance in the understanding of structural
forces and molecular arrangements. For example, for thin films of nematic liquid crystals it
has been discovered that a phase coexistence is present just before the transition from nematic
to isotropic [4]. This phenomenon consists of the coexistence of thin isotropic regions and
thick nematic islands. A phase diagram was later constructed to help understand the nature
of the transition in such thin films, but no complete explanation has been given yet [4, 5].
Motivated by these results and previous theoretical and experimental research, for this Major
Qualifying Project thin films of the liquid crystal 8CB were studied in detail.
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2 Experimental System
In our laboratory we studied thin films of 4-n-octyl-4’-cyanobiphenyl (8CB), shown schemat-
ically in Figure 5. 8CB has two distinct phases in the liquid crystalline phase: smectic A
Figure 5: 8CB molecule. The cyano group makes the molecule slightly polar. (Figure from
ref. [11])
and nematic. The nematic phase is characterized by the orientation of the molecules along a
definite direction which is usually illustrated by the director vector; no further ordering ex-
ists. The smectic A phase is characterized by the arrangement of molecules in layers as well
as the orientation along the normal to the free surface of the liquid, as in the nematic phase.
A model of these two phases is shown in Figure 6. For this liquid crystal, the smectic A to
nematic transition for the bulk happens at TAN = 33.4
◦C, while the nematic to isotropic
transition happens at TNI = 40.5
◦C.
Figure 6: Molecular models for the smectic A and nematic phases. (Figure from ref. [11])
The films were prepared on approximately 2 x 2 cm, B-doped, (100), silicon wafers that
have a 2.0 nm thick layer of native oxide on the surface. Since the wetting of the surface by
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the films can be very sensitive to impurities on the substrate, we tried to minimize sample
handling. RCA cleaning procedures showed no effect on the phenomena observed. To reduce
sample contamination and dust accumulation, we avoided any other cleaning methods or
treatments of the wafers.
Each experiment was performed in a carefully-controlled environment where the impuri-
ties were minimized. The films were prepared inside a NUAIR (Model NU-301-630) laminar
Figure 7: Laurell spin-processor; model WS-400B-6NPP/LITE. Shown is the pipetor used
to deposit the 8CB-chloroform solution and the silicon wafer used as the substrate.
flow hood by spin coating from three different solutions. It was found that the final thickness
of the film was determined by two main factors: the concentration of the solution and the
angular acceleration of the spinner. The humidity, size of wafer, or final angluar speed had
no discernible effect on the thickness of the 8CB film. Solutions of three different concentra-
tions were used for the preparation of the film: 1:150, 1:230, and 1:460 by volume of 8CB
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to chloroform (the chloroform contained 1% ethanol as a stabilizer). A Laurell (Model WS-
400B-6NPP/LITE, Figure 7) spin-processor was used in our spin coating technique. The
programs, the angular accelerations, and the thickness of the films made using the different
solutions are given in Table 1.
Table 1: Programs and their respective angular acceleration. For each solution the thickness
was found using the appropriate mathematical relation given by Equation 3, 4, or 5.
PROGRAMS ACCL d [nm] d [nm] d [nm]
[RPM/s] (soln 1:150) (soln 1:230) (soln 1:460)
Program J 258 118 85 36
Program C 430 109 78 33
Program P 1290 89 64 27
Program Q 2236 79 57 23
Program R 3268 73 52 21
Program A 3698 70 50 20
Program S 4214 68 48 19
Program T 5246 64 46 18
Program B 6966 59 42 16
Program D 10062 52 37 14
Program O 11782 49 35 13
Program H 14190 46 33 12
Program E 20038 40 28 10
Program F 21930 38 27 9
The films were found to be extremely stable, remaining unchanged on the surface of
the substrate for up to 10 days in a minimally-controlled environment. This characteristic
makes the 8CB films very suitable for experimentation since the system appears to be in
stable thermodynamic equilibrium.
The thickness of our films was measured in Brookhaven National Laboratories at beamline
X-22B of the National Synchrotron Light Source during the summer of 2007. The X-ray
reflectivity data, gathered with a liquid surface diffractometer as shown in Figure 8, were
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used to calculate the thickness from the relation:
d =
2π
∆q
(2)
where ∆q is the change of the wavevector value in one period. For example, from the data
shown in Figure 8 we can extrapolate ∆q = 0.0952 nm−1 and from Equation 2 we can
determine:
d =
2π
0.0952
= 66 nm (3)
Our measurements revealed that the relation between the natural log of the angular
acceleration of the spinner and the thickness of the film was linear. This relationship was
Figure 8: X-ray reflectivity graph for a film initially 66 ±3 nm thick at 26.0, 33.3, 35.1
and 38.4 ◦C. The high peak at q = 2.0 nm−1 is an indication of smectic ordering at low
temperatures. The diminished Bragg peak at high temperatures indicates the diminished
smectic ordering in the film.
true for all three solutions, as shown in Figure 9. From the data, the following mathematical
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Figure 9: Thickness versus angular acceleration for the three different solutions used in
preparing the 8CB films.
relations were extrapolated:
Solution (1 : 150) =⇒ d = 218.7− 41.6 log(a) (4)
Solution (1 : 230) =⇒ d = 156.8− 29.9 log(a) (5)
Solution (1 : 460) =⇒ d = 70.1− 14.0 log(a) (6)
where d is the thickness in nanometers and a is the angular acceleration in RPM/s. From
the graphs in Figure 9, the error was estimated to be δd = 3 nm.
In conclusion, we were able to make stable liquid crystal films with a definite thickness
and use them as our experimental system.
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3 Experimental Setup
The properties of the films were studied using a temperature-controlled cell. The cell consists
of two hollow, aluminum cuboids, one inside the other. On the upper part, both cuboids
have indium-tin-oxide windows to enable the probing of the film with a light microscope.
The sample stands inside the inner cuboid in direct contact with an aluminum-coated silicon
wafer. The inner cuboid is not in contact with the outer one, apart from four Teflon legs
that are used to stabilize the structure. The outer cuboid is wrapped with heating tape
connected to a Lakeshore temperature controller (Model 340), which makes possible the
accurate control of the output current. Heat between the two cuboids is mostly transferred
through convection. Figure 10 shows two different pictures of the cell.
Figure 10: The left image shows the inner cuboid with a silicon wafer on it. The right image
shows the inner cubiod closed. Notice the microscope objective that appears on top of the
cell in both pictures.
There are two platinum thermometers in our cell. One is located in the inner part and is
used to measure the temperature of the sample under investigation. The other is attached
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to the outer part and is used for controlling the temperature of the whole aluminum cuboid.
The design of our cell allows for a very accurate control of the temperature of the inner
cuboid, and hence of our sample. Figure 11 shows a representative graph of the inner and
outer temperatures as a function of time. As it can be seen, the inner temperature reaches
the set-point fast and the value does not oscillate. The temperature of the cell was controlled
to within ±0.02 ◦C.
Figure 11: Inner and outer cuboid temperatures as a function of time for a typical experi-
mental run. The temperature difference between the inner and outer cuboid was on average
0.4 ◦C.
The sample was studied optically using a bright field microscope connected to a computer-
interfaced CCD camera. Pictures were taken periodically, with the period depending on the
sample under investigation; values ranged from 10 seconds to 2 minutes with the mode period
being 1 minute.
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4 Data Acquisition
The instruments used in our research were almost entirely controlled via a complex program
written in LabVIEW. A schematic diagram of our algorithm is given in Figure 12 and the
block diagram is listed in the appendix.
Figure 12: Schematic diagram of algorithm. Block diagram shown in appendix.
The inputs for the program were the temperature rate, time interval between pictures
of our sample, the beginning and end temperature of the whole experimental run, and the
directory where the data was saved. The time, temperature of inner and outer cubiod, and
the heat applied to the cell were saved in a text file, while the pictures were saved in a
folder. The pictures were titled automatically with the time and the temperature at which
the picture was taken. One experimental run usually lasted between 7 and 8 hours.
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5 Phase Diagram
The study of 8CB films reveals some astonishing phenomena. Films were prepared as de-
scribed above and were put immediately after preparation in our experimental cell. The
temperature of the cell was then increased linearly at a rate of approximately 0.025 ◦C/min,
(see Fig. 11) while the camera took pictures of the film every minute. Since the films
were extremely thin, the reflected color was a direct indication of thickness (Newton colors).
Starting from thick to thin, the color of the film was: blue, dark brown, brown, and light
brown. No quantitative estimate of the thickness was deduced from film color due to lack of
control over the illumation. However, the film color proved to be very useful for qualitative
and comparative analysis of different regions on the film. We used the presence of sharp
non-uniformity of color to determine the onset of coexistence. After many experiments we
were able to collect the data listed in Table 2 and construct the phase diagram shown in
Figure 13 that describes the behavior of our system. (The lines are inserted arbitrarily as a
guide to the eye.)
As it can be seen from the diagram, there are three regions in which the film has a
distinctly different behavior. For films initially thicker than 70 nm, as the temperature is
increased, the thickness remains constant until the lower line of the diagram is reached. At
that value we observe “dips” (light colored regions) that look like isolated islands on the
surface of the film, which appear to be in coexistence with the thickness around them. In
the coexistence region, as the temperature increases, the area of the lighter colored islands
also increases while the area of the regions around them decreases until the film becomes
uniform again. The thickness, after the coexistence region is passed, is the same as the initial
thickness at room temperature based on X-ray measurements as shown in Fig. 8.
For films thinner than 70 nm and thicker than 47 nm the behavior is different. In this
range, films undergo two coexistence regions: the first near the bulk smectic A to nematic
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Table 2: Beginning and end temperatures for both coexistences for different films measured
in our laboratory. Sm-N and NI refer to the coexistences respectively close to TAN and TNI .
Thickness Sm-N coex begins Sm-N coex ends NI coex begins NI coex ends
[nm] [◦C] [◦C] [◦C] [◦C]
69 39.069 39.34
43 32.219 39.561
69 39.647 39.886
55 32.127 34.809 38.645 39.901
58 39.26 39.914
54 38.538 39.917
53 38.893 39.866
62 39.409 39.925
43 31.018 39.557
47 31.345 36.066 37.467 39.782
54 38.516 39.399
43 31.212 35.933 36.919 39.46
49 38.629 39.717
53 38.865 39.49
42 31.895 39.618
44 31.871 39.435
45 31.653 33.451 38.218 39.688
41 31.983 39.31
47 32.041 33.373 38.761 39.767
40 31.809 39.24
38 32.374 39.178
33 32.761 38.889
28 32.779 38.332
44 30.516 33.922 38.249 39.582
44 31.521 35.339
30 32.916 38.47
33 32.609 38.68
transition temperature, and the second near the bulk nematic to isotropic transition temper-
ature. The first transition has a different mechanism from the second. As the temperature
is increased, near TAN , a few lighter colored islands appear on the surface and their area in-
creases as well. However, after a brief, seemingly static state, as the temperature is increased
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Figure 13: Phase diagram for 8CB thin films. CR indicates the coexistence region. DW is
the dewetting line above which 8CB does not wet the silicon wafer.
further, the area and the number of the islands remains unchanged. On the contrary, the area
of the existing islands decreases until they all disappear from the surface. The film becomes
uniform and has the thickness it had when it was prepared initially at room temperature.
Such coexistence is especially interesting since the transition from smectic A to nematic
is of second order. At higher temperatures, near TNI , we observe the same coexistence
phenomenon that we describe above for films thicker than 70 nm.
Due to the crescent shape of the 8CB phase diagram, films thinner than 47 nm exhibit
a behavior that is completely different from the other two regions. For such films, as the
temperature is increased, thick islands appear initially. This feature, which is in direct
contrast with the features described above, is natural if we look at the phase diagram; since
we enter the phase diagram from the left, we would expect thicker islands to appear initially.
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Figure 14: Micrographs of 38, 60, and 89 nm thick films as a function of T . The micrograph
of the 89 nm film at 38.6 ◦C is actually taken at 39.5 ◦C, but is shown along with the other
films for comparison.
Furthermore, as the temperature is increased, the area of these islands increases until a
steady state is reached where there is no relative change in the areas of the separate regions.
At even higher temperatures, the opposite mechanism is observed; the area of the thick
islands becomes smaller while the area of the thin ones increases, until the film becomes
uniform again. Figure 14 shows a schematic diagram of typical micrographs of the films in
different regions of the phase diagram. We have conducted experiments for films as thin as
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20 nm and all of them are consistent with our phase diagram. No data has been collected
for films thinner than 20 nm therefore nothing can be said for the coexistence in these cases.
The upper line (DW) in the phase diagram describes a property that seems to be universal
for all films no matter what the initial thickness is. Every film, when a sufficiently high
temperature is reached, given by the values in the (DW) line in the phase diagram, dewets
the surface in a matter of minutes and the liquid collects in small random droplets on the
substrate, as shown in Figure 15. At these high temperatures 8CB does not wet silicon. Such
result is quite unexpected, since it has been shown that all substances, at sufficiently high
temperatures should wet a surface even if they do not wet at low temperatures [7, 8, 9, 10].
The coexistence phenomena are partially reversible. Upon cooling of the sample, 8CB
spreads on the surface but does not form a uniform film again. For high temperature unifrom
films, upon cooling, the coexistence region happens in a similar fashion as described above.
However, the films do not become uniform at low temperatures. Instead the surface appears
as “frozen” in the coexistence region. Nevertheless, such behavior is expected for liquid
crystals and it is due to the “surface memory effect” previously observed by other research
groups [6].
Figure 15: 8CB films at high temperatures. Figure (a) shows the film during the dewetting
transition. Figure (b) shows the random distribution of droplets after the film has dewetted
the surface entirely.
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6 Coexistence Region Analysis
The coexistence region of 5CB was also studied in our laboratory and we confirmed the
phase diagram presented by Van Effenterre [5]. However, first it has to be noted that 5CB
films are not stable and dewet from the surface of the wafer in a matter of 1-2 days. The film
thickness was found to be somewhat sensitive to the ambient humidity and dust particles on
the wafer. Therefore, the film does not appear to be in thermodynamic equilibrium and the
coexistence observed could potentially be kinetic in nature. To date, there is no accepted
explanation for the 5CB phase diagram and more experiments are needed to reach a good
understanding of the phenomenon. Since 8CB films appear to be thermodynamically stable,
our experiments showing a similar coexistence phenomenon provide very valuable results.
Our phase diagram and our data were analyzed in detail to bring to light more properties of
the thickness-coexistence phenomenon for 8CB on silicon.
The relative surface coverage of the islands in the three different regions of the phase
diagram was examined: for films thicker than 70 nm, for films thicker than 47 nm and thinner
than 70 nm, and for films thinner than 47 nm. In complete analogy with the coexistence of
vapor and liquid observed for ordinary substances (e.g. water) where the presence of each
phase is determined by a lever rule, we determined that the area of the islands and their
surroundings also satisfy such a rule.
The surface coverage by the islands was determined through the analysis of the pictures
taken at different temperatures. Slightly different MATLAB programs were written in order
to analyze the various pictures. In each of our MATLAB programs the input was the picture
to be analyzed and a background picture; then the programs subtracted the background,
converted the result to a gray-scale image, equalized the image intensity in different ways,
converted the gray-scale image to a black-and-white image using a cut-off intensity value,
and finally determined the percentage of the area covered by the islands. Figure 16 shows a
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representative image before and after it has been processed with one of our programs. This
Figure 16: Image before (left) and after (right) it has been processed with one of our MAT-
LAB programs. The edges of the images could not be analyzed very accurately because of
the uneven distribution of intensities.
analysis was possible because of the color, hence thickness, difference between the islands
and their surroundings. Unfortunately, becuase of the microscope illumination, the intensity
changed from picture to picture and from experiment to experiment, making it impossible
to analyze all images with the same program. Furthermore, since the cut-off intensity was
different for different pictures, sometimes we had to change the value to make the contrast
more accurate. Another version of the program, first converted the picture to be analyzed and
the background picture to gray-scale images, then subtracted them, and finally it followed
the same routine as above. For some pictures the color difference between the islands and
the surroundings was so small that none of the MATLAB programs could give an accurate
answer. Such images were analyzed individually by defining the boundaries of the islands by
hand, changing the color of the islands, and then determining the area covered by them. The
MATLAB programs are shown in the appendix. The error that results from the use of these
programs was estimated to be δ = 5 %. The estimation was made from a printed image by
manually cutting out the islands, weighing them, and taking the ratio of their mass to the
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total mass of the paper. This technique gave us a rough estimate for the error of the percent
area which was then compared to the percent area found using the MATLAB programs.
From the analysis of the images taken at different temperatures, we were able to construct
the diagrams shown in Figure 17. For each graph the percent area of the islands was plotted
Figure 17: Percent area covered by islands as a function of temperature. For the 60 nm films
two diagrams are shown to describe both coexistence regions (smA-N and N-I). For this film,
the percent area was re-calculated (dashed line in dome-shaped graph) after the line in the
phase diagram was moved to match better the experimental points.
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as a function of temperture. The top graph shows this dependence for a film thinner than
47 nm for which one coexistence region is observed from TAN to TNI . The two graphs
in the middle are for a film between 47 and 70 nm for which we observe two coexistence
regions. Finally, the bottom graph shows the percent area as a function of temperature
for the coexistence region below TNI . For each graph, the solid points reflect the direct
measurement of the percent area covered by the islands using our MATLAB programs. The
solid line is the calculated percentage of islands using the phase diagram. This calculation
was made assuming that the boundaries of the coexistence region (CR), drawn as a guide
to the eye, were correct. Then, since the total film thickness is constant, the average surface
coverage at any temperature could be calculated using the lever rule:
d¯ = xdH + (1− x)dL (7)
where d¯ is the average film thickness at room temperature, x is the percent area covered by
the thick islands of thickness dH (given by the right boundary of CR), and dL is the thickness
of the surrounding of the islands (given by the left boundary of CR). We can thus determine
the percent area by solving for x:
xcalculated =
(
d¯− dL
dH − dL
)
∗ 100 (8)
and in this case the error δx is calculated using the quadrature rule:
δxcalculated = 100 ∗
√(
∂x
∂d¯
δd¯
)2
+
(
∂x
∂dH
δdH
)2
+
(
∂x
∂dL
δdL
)2
(9)
where δd¯ = 3 nm was found from the data shown in Figure 9. The errors δdH and δdL
were found using the phase diagram. For each experimental point the distance from the
boundaries of the phase diagram was measured as shown in Figure 18. Then the error was
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taken to be the average of the distance of the points from the line:
δd(H or L) =
∑
|dexp − dgraph|
N
(10)
where the sum is taken over all points N that are shown in the phase diagram. In this way,
it was found that δdL = 9 nm and δdH = 7 nm.
Figure 18: δdL and δdH were determined from the average of the distances of the experimental
points from the boundaries of the phase diagram.
As shown in Figure 19, for a given temperature Tx, from the boundaries of the phase
diagram we can determine dL and dH and use this information to calculate the percent area
for a film that has a given average thickness at room temperature. For example, for the case
shown in Figure 19, Tx = 35
◦C, dL = 23 nm, and dH = 53 nm. Therefore, for a film that
at room temperature has a thickness d¯ = 38 nm the calculated percent area is:
xcalculated =
(
d¯− dL
dH − dL
)
∗ 100 =
(
38− 23
53− 23
)
∗ 100 = 50.0 % (11)
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and the error is found by:
δxcalculated = 100 ∗
√(
1
dH − dL
δd¯
)2
+
(
dL − d¯
(dH − dL)2
δdH
)2
+
(
d¯− dH
(dH − dL)2
δdL
)2
(12)
= 100 ∗
√√√√(( 3
30
)2
+
(
15 ∗ 7
302
)2
+
(
15 ∗ 9
302
)2)
(13)
= 21.5 % (14)
This procedure can be followed for many temperatures and a calculated percent area
can be found as a function of temperature. The percent area calculated as shown above
along with the percent area measured using our MATLAB programs was then plotted for
comparison as shown in Figure 17. The bell-shaped graphs are a good indication that the
relative areas of the coexistence regions satisfy a lever rule.
Figure 19: dL and dH can be determined from the boundaries of the phase diagram as shown
here. Therefore, for a given average film thickness the percent area can be calculated using
Equation 8.
Further, we used our percentage measurements and the assumption that the left boundary
of the diagram is accurate, to calculate the right boundary of the phase diagram and compare
it with the actual experimental measurements. Since the scatter on the left part of the phase
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diagram is very small, we have a reason to believe that these data are much closer to the
true values than the data on the right. Using this assumption, and the belief that the
phenomenon is governed by a lever rule, we calculated the values on the right of the CR
boundary. At any temperature, the film splits in two thicknesses and the percent area of
the coexisting regions satisfies Equation 7. Therefore, we used the percent area (xmeasured)
measured from the analysis of the images using our MATLAB programs, and dL found from
the left boundary of the CR, to calculate dH :
dH =
d¯− (1− xmeasured)dL
xmeasured
(15)
and the error δdH , again is found using the quadrature rule:
δdH =
√(
∂dH
∂d¯
δd¯
)2
+
(
∂dH
∂dL
δdL
)2
+
(
∂dH
∂x
δx
)2
(16)
As explained above δd¯ = 3 nm, δdL = 9 nm, and δx = 5 %. For example, for a film initially
prepared at d¯ = 38 nm, from the phase diagram we can determine that at T = 36 ◦C we
have dL = 23 nm and the measured percent area is xmeasured = 78 %. Therefore,
dH =
d¯− (1− xmeasured)dL
xmeasured
=
38− (1− 0.78) ∗ 23
0.78
= 42.2 nm (17)
and using Equation 16:
δdH =
√(
1
x
δd¯
)2
+
(
x− 1
x
δdL
)2
+
(
dL − d¯
x2
δx
)2
(18)
=
√(
3
0.78
)2
+
(
0.78− 1
0.78
∗ 9
)2
+
(
23− 38
0.782
∗ 0.05
)2
(19)
= 4.7 nm (20)
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Taking into account the experimental and calculated error, the calculations of dH obtained
in this way, agree with the shape of our phase diagram, as it can be seen in Figure 20.
The calculated and measured dH are not significanlty different and within our experimental
Figure 20: Calculated and drawn right-boundary of the coexistence region. The experimental
points that define the shape of the right boundary are shown; the other points are ommited
for clarity. Solid line is drawn as a guide to the eye. Solid circles represent the calculations
from the measured area and the left doundary of the CR.
uncertainty these results agree.
There are many ways to account for the observed shift in the calculation of our points.
One of the errors results from the fact that the view area on the film is limited, and potentially
there are islands that appear outside the view area. In fact, such a suggestion would be in
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perfect agreement with the fact that the biggest error is at the beginning and end of the
coexistence region, where the number of the islands is the smallest. Another source of error
could come from the calculation of the percent area using the MATLAB programs. In fact,
the programs were not very accurate in the calculation of the area of the islands near the
edges of the pictures, where the intensity of the light was very low. Hence, the programs
tend to calculate a smaller value than the exact one.
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7 Conclusions and Suggestions
The phenomenon of thickness coexistence was observed for thin films of 8CB on silicon.
Depending on the temperature of the system, thick regions coexist with thin regions on
the same substrate. We constructed a phase diagram that describes the behavior of a wide
range of films. From the phase diagram we can distinguish three different cases: for films
initially thicker than 70 nm we observe only one coexistence region as we approach TNI , for
films initially thinner than 70 nm and thicker than 47 nm we observe one coexistence as we
approach TNA and another coexistence as we approach TNI . Finally, for the case of films
less than 47 nm we observe a coexistence almost over the whole range from TNA to TNI .
Within the experimental error, the area coverage inside the coexistence regions appears to
be governed by a lever rule in complete analogy with other thermodynamic systems (e.g.
liquid-vapor coexistence).
There is still more work to be done in order to fully understand the thickness-coexistence
phenomenon. As for 5CB, the phase of the islands and of the surroundings needs to be
determined. Based on the work of Van Effenterre et. al. [5], we have some reason to
believe that the coexisting thicknesses are in different phases. As it is shown in Figure
8, the low temperature film has a prominent Bragg peak at the high wavevector transfer
value q = 2.0 nm−1, while for high temperature films, the Bragg peak disappears. It is
known that such a peak at high q, is an indication of smectic ordering throughout the film,
while the absence of the peak indicates non-smectic ordering. However, the phase of the
islands in 8CB remains to be determined through careful and detailed X-ray reflectivity
measurements or through polarization studies. Such work would be of immense importance
for the understanding of the phenomenon.
Another valuable project would be the study of the effect of impurities on the sample. Our
work at Brookhaven National Laboratory suggested that the impurities could measurably
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shift the phase diagram of 8CB on silicon. However, the thickness-coexistence phenomenon
was unchanged and all the regions could be easily observed.
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8 Appendix
MATLAB Programs Explained in Section 6 (Coexistence Region Analysis)
%****************************************************************
Calculates the percentage area covered by the islands in the
coexistence region of 8CB.
%****************************************************************
function [IslandPerc]= PercArea(im,backgrd)
I=imread(im);
J=imread(backgrd);
I2=rgb2gray(I);
J2=rgb2gray(J);
A=imsubtract(I2,J2); %% Subtract grayscale images
A2=imadjust(A);
level=graythresh(A2);
A3=im2bw(A2,level);
B=bwareaopen(A3,5);
B1=~B;
B2=bwareaopen(B1,1000);
B3=~B2;
IslandArea=sum(sum(B3))
%Calculates the view area.
C=im2bw(J2,0);
ViewArea=sum(sum(C))
IslandPerc=(IslandArea/ViewArea)*100
figure,imshow(I)
figure,imshow(B2)
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%****************************************************************
Calculates the percentage area covered by the islands in the
coexistence region of 8CB.
%****************************************************************
function [IslandPerc]= PercArea1(im,backgrd)
I=imread(im);
J=imread(backgrd);
J2=rgb2gray(J);
A=imsubtract(I,J); %%Subtract truecolor images
A1=rgb2gray(A);
A2=imadjust(A1);
level=graythresh(A2);
A3=im2bw(A2,level);
B=bwareaopen(A3,5);
B1=~B;
B2=bwareaopen(B1,100000);
B3=~B2;
IslandArea=sum(sum(B3))
%Calculates the view area.
C=im2bw(J2,0);
ViewArea=sum(sum(C))
IslandPerc=(IslandArea/ViewArea)*100
figure,imshow(I)
figure,imshow(B2)
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%****************************************************************
Calculates the percentage area covered by the islands in the
coexistence region of 8CB.
%****************************************************************
function [IslandPerc]= PercArea2(im,backgrd)
I=imread(im);
J=imread(backgrd);
J2=rgb2gray(J);
A=imsubtract(I,J); %%Subtract truecolor images
A1=rgb2gray(A);
A4=imadjust(A1);
A2= imfill(A4);
level=graythresh(A2);
A3=im2bw(A2,level);
B=bwareaopen(A3,5);
B1=~B;
B2=bwareaopen(B1,10000);
B3=~B2;
IslandArea=sum(sum(B3))
%Calculates the view area.
C=im2bw(J2,0);
ViewArea=sum(sum(C))
IslandPerc=(IslandArea/ViewArea)*100
figure,imshow(I)
figure,imshow(B2)
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%****************************************************************
Calculates the percentage area covered by the islands in the
coexistence region of 8CB.
%****************************************************************
function [IslandPerc]= PercArea3(im,backgrd)
I=imread(im);
J=imread(backgrd);
J2=rgb2gray(J);
A=imsubtract(I,J); %%Subtract truecolor images
A1=rgb2gray(A);
A3=imadjust(A1);
A2= imfill(A3);
level=graythresh(A2);
A3=im2bw(A2,level);
A4 = imfill(A3,’holes’);
B=bwareaopen(A4,5);
B1=~B;
B2=bwareaopen(B1,100000);
B3=~B2;
B4 = imfill(B3,’holes’);
IslandArea=sum(sum(B4))
%Calculates the view area.
C=im2bw(J2,0);
ViewArea=sum(sum(C))
IslandPerc=(IslandArea/ViewArea)*100
figure,imshow(I)
figure,imshow(B2)
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%****************************************************************
Calculates the percentage area covered by the islands in the
coexistence region of 8CB.
%****************************************************************
function [IslandPerc]= PercArea4(im,backgrd)
I=imread(im);
J=imread(backgrd);
J2=rgb2gray(J);
A=imsubtract(I,J); %%Subtract truecolor images
A1=rgb2gray(A);
A3=imadjust(A1);
A2= imfill(A3);
level=graythresh(A2);
A3=im2bw(A2,level);
A4 = imfill(A3,’holes’);
A5 = bwmorph(A4,’fill’,Inf);
B=bwareaopen(A5,5);
B1=~B;
B50 = bwmorph(B1,’fill’,Inf);
B3=bwareaopen(B50,100000);
B4=~B3;
B5 = imfill(B4,’holes’);
B6 = bwmorph(B5,’fill’,Inf);
IslandArea=sum(sum(B6))
%Calculates the view area.
C=im2bw(J2,0);
ViewArea=sum(sum(C))
IslandPerc=(IslandArea/ViewArea)*100
figure,imshow(I)
figure,imshow(~B6)
%****************************************************************
Use when islands --> white
%****************************************************************
function [percarea]=PercArea10(im,im1)
I=imread(im);
J=imread(im1);
I2=im2bw(I,0.1);
J2=rgb2gray(J);
J3=im2bw(J2,0);
ViewArea=sum(sum(J3));
IslandArea=sum(sum(I2));
percarea=IslandArea*100/ViewArea
figure, imshow(J)
figure, imshow(I2)
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%****************************************************************
Use when islands --> black
%****************************************************************
function [percarea]=PercArea11(im,im1)
I=imread(im);
J=imread(im1);
I2=im2bw(I,0.1);
J2=rgb2gray(J);
J3=im2bw(J2,0);
ViewArea=sum(sum(J3));
IslandArea=sum(sum(I2));
percarea=100-IslandArea*100/ViewArea
figure, imshow(J)
figure, imshow(I2)
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LabVIEW Program Explained in Section 4 (Data Acquisition)
Figure 21: Block diagram of LabVIEW program used for data acquisition.
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