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Abstract
If G is the projective automorphism group of a nonsingular quartic surface in
P
3(k), then |G| = 2a3b5c7d with c, d ≤ 1. All Zp-invariant nonsingular quartic
surfaces in P3(k) are obtained for any prime p ≥ 5, up to projective equivalence.
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1 Introduction
Let k be an algebraically closed field of characteristic zero, and d, n ≥ 2 integers. De-
note by Formn,d the set of all homogeneous polynomials of degree d in k[x1, ..., xn], on
which GLn(k) acts as Af = fA, where A ∈ GLn(k) with A−1 = [αij ], f ∈ k[x1, ..., xn],
and fA(x1, ..., xn) = f(
∑n
j1=1
α1j1xj1, ...,
∑n
jn=1
αnjnxjn). Two linear subspaces U, V of
k[x1, ..., xn] are conjugate if there exists an A ∈ GLn(k) such that U = VA. Let (A)
be the projective transformation defined by A ∈ GLn(k). For an f ∈ Formn,d we call
Paut(f) = {(A) ∈ PGLn(k) : fA−1 ∼ f} the projective automorphism group of the form
f . The form f 6= 0 is called nonsingular if the projective algebraic set Vp(f) in the pro-
jective space Pn−1(k) is nonsingular. A linear subspace U of Formn,d is called nonsingular
if U contains a nonsingular element. The group Paut(f) for a nonsingular f ∈ Formn,d is
a finite subgroup of PGLn(k) [18] if d ≥ 3.
In this paper we will discuss the groups Paut(f) for nonsingular f ∈ Form4,d. There
exists a finite constant B4,d such that |Paut(f)| ≤ B4,d for any nonsingular f ∈ Form4,d
(Corollary 8.7). For d = 4, W. Burnside conjectured that |Paut(f)| ≤ |Paut(M)|, where
M(x, y, z, t) = x4 + y4 + z4 + t4 + 12xyzt and |Paut(M)| = 1920 [2, §272]. Decomposing
the order |Paut(f)| into prime factors as Πpνf (p), for d = 4 we have proved νf (5) ≤ 1,
νf(7) ≤ 1, and νf (p) = 0 (p ≥ 11) (Proposition 3.2, Proposition 4.3, Proposition 5.5).
∗This research was supported in part by Ministry for Education, University and Research of Italy
(MIUR) and by the Italian National Group for Algebraic and Geometric Structures and their Applications
(GNSAGA - INdAM).
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Before describing nonsingular Z5-invariant or Z7-invariant forms in Form4,4 we define
an eigenspace in Formn,d. Let G be a group. An f ∈ Formn,d is said to be G-invariant if
there is an injective group homomorphism ϕ : G→ PGLn(k) such that Paut(f) contains
ϕ(G), provided G is not a subgroup of either GLn(k) or PGLn(k). When G is a subgroup
of GLn(k) (resp. subgroup of PGLn(k)), an f ∈ Formn,d is G-invariant if πn(G) ⊂
Paut(f) (resp. G ⊂ Paut(f)). Here πn : GLn(k) → PGLn(k) stands for the natural
projection. Let G be a finite subgroup of PGLn(k). We will denote the integer set
{1, . . . , m} by [1, m]. A generating section Gsec(G) of G is a finite set {Ai ∈ GLn(k) :
i ∈ [1, m]} such that G = 〈(A1), ..., (Am)〉 and di = ord(Ai) < ∞. Denoting the cyclic
group {a ∈ k∗ : ad = 1} of order d by Cd, let E(Gsec(G)) = Πmi=1Cdi , whose element
[ρ1, ..., ρm] will be identified with a map ρ : Gsec(G) → k∗ such that ρ(Ai) = ρi. Let
Formn,d(Gsec(G), ρ) = {f ∈ Formn,d : fg−1 = ρ(g)f (g ∈ Gsec(G))}. According as
Formn,d(Gsec(G), ρ) 6= {0} or Formn,d(Gsec(G), ρ) contains a nonsingular f , it will be
called an eigenspace or nonsingular eigenspace of G in Formn,d with respect to Gsec(G).
It is clear that a non-zero (resp. nonsingular) f ∈ Formn,d is G-invariant if and only if f
belongs to an eigenspace (resp. nonsingular eigenspace) of G in Formn,d.
Let G5 be a subgroup of PGL4(k) isomorphic to Z5, A5 = diag[ε
4, ε3, ε2, ε] with
ord(ε) = 5. Then the nonsingular eigenspace of 〈(A5)〉 in Form4,4 ⊂ k[x, y, z, t] is
Form4,4(A5; 1) = 〈x3y, y3z, z3t, t3x, x2z2, y2t2, xyzt〉, which contains a four-dimensional
nonsingular subspace 〈x3y + y3z + z3t + t3x, x2z2, y2t2, xyzt〉. In general G5 has a non-
singular eigenspace in Form4,4 if and only if G5 is conjugate to 〈(A5)〉. A nonsingular
f ∈ Form4,4 is Z5-invariant if and only if f is projectively equivalent to
fµ,ν,λ = x3y + y3z + z3t+ t3x+ µx2z2 + νy2t2 + λxyzt,
where [µ, ν, λ] does not belong to the affine algebraic set Va(R) (Theorem 3.1, Theorem
3.7). Here R ∈ k[u, v, w] takes the form
{(27u2 + 27v2 + 6uv − w2)− 36(u+ v)uvw + (u+ v)w3 +
(−16u3v3 + 8u2v2w2 − uvw4)}2 − {16− 18(u+ v)w + 48u2v2 + 20uvw2}2.
Let G7 be a subgroup of PGL4(k) isomorphic to Z7, A7 = diag[ε
4, ε2, ε, 1] with
ord(ε) = 7. Then the nonsingular eigenspace of 〈(A7)〉 in Form4,4 ⊂ k[x, y, z, t] is
Form4,4(A7; 1) = 〈x3y, y3z, z3x, t4, xyzt〉, which contains a two-dimensional nonsingular
subspace 〈x3y + y3z + z3x+ t4, xyzt〉. In general G7 has a nonsingular eigenspace if and
only if G7 is conjugate to 〈(A7)〉. A nonsingular f ∈ Form4,4 is Z7-invariant if and only if
f is projectively equivalent to
fλ = x3y + y3z + z3x+ t4 + λxyzt,
where λ4 66= 44 (Theorem 4.2).
Z5 is a Sylow 5-subgroup of A5 and S5, and each group has two kinds of faithful rep-
resentations ψ′i and ϕ
′
i which have a nonsingular eigenspace in Form4,4 [4] (i ∈ [1, 2]).
In §3 we will describe the faithful representations ϕ′i of S5 such that ϕ′i((12345)) =
(diag[ε4, ε3, ε2, ε]) with ord(ε) = 5. The representation ψ′i is just the restriction ϕ
′
i|A5.
The nonsingular eigenspace of ψ′1(A5), which is two-dimensional [15], admits bases of the
form fµ,ν,λ, while the nonsingular eigenspace of ψ′2(A5), which is two-dimensional [15],
does not (Theorem 3.10, 3.13). Z5 is also a Sylow 5-subgroup of Paut(M), and the non-
singular eigenspace of Paut(M) is one-dimensional. Hence there exists an S ∈ PGL4(k)
such that MS−1 takes the form f
µ,ν,λ (Theorem 7.6). Smooth quartic surfaces admitting
a group of projective automorphisms isomorphic to A5 or S5 have been independently
studied by I.V. Dolgachev [4].
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Z7 is a Sylow 7-subgroup of PSL2(F7), which has a nonsingular eigenspace in Form4,4
[5]. In §4 we will describe all faithful representations ϕ0,1 and ϕ√2,1 of PSL2(F7) in
PGL4(k), and the bases of the form f
λ of nonsingular eigenspaces of PSL2(F7) in Form4,4
(Proposition 4.5, 4.8, 4.9).
In connection with Burnside’s conjecture Paut(f) is specified for f = f 0 and f = f 0,0,0
(Proposition 4.12, Theorem 6.1).
The authors express their sincere thanks to Professor Igor V. Dolgachev for his valuable
suggestions.
2 Preliminaries
The symmetric group Sn acts on the additive monoid N
n as [i1, ..., in]τ = [iτ(1), ..., iτ(n)].
Identifying [i1, ..., in] with the monomial x
i1
1 · · ·xinn , we see that Sn acts on the k-algebra
k[x1, ..., xn] as
(
∑
ci1...inΠℓx
iℓ
ℓ )τ =
∑
ci1...inΠℓxℓ
iτ(ℓ) =
∑
ci1...inΠjx
ij
τ−1(j)
= τ−1(
∑
ci1...inΠℓx
iℓ
ℓ ).
Let En = [e1, ..., en], the unit matrix in Mn(k). S5 acts on the set {e1, ..., en}, hence
on kn as τ(
∑n
i=1 xiei) =
∑n
i=1 xieτ(i). Denote by τˆ the matrix [eτ(1), ..., eτ(n)], associated
with the linear isomorphism τ of the column vector space kn with respect to the basis ei
(i ∈ [1, n]). Thus σˆτ = σˆτˆ . Since the i-th column of the matrix σˆdiag[a1, ..., an]τˆ is equal
to aτ(i)eστ(i), the equality τˆ
−1diag[a1, ..., an]τˆ = diag[aτ(1), ..., aτ(n)] holds.
Lemma 2.1. Let ai ∈ k (i ∈ [1, n]) be distinct, and [b1, ..., bn] ∈ kn. Then there exists an
A ∈ GLn(k) such that diag[a1, ..., an] ∼ A−1diag[b1, ..., bn]A, if and only if there exists a
τ ∈ Sn such that [a1, ..., an] ∼ [bτ(1), ..., bτ(n)].
Proof. Assume the existence of τ . Then diag[a1, ..., an] ∼ τˆ−1diag[b1, ..., bn]τˆ . Conversely,
let A = [α1, ..., αn], B = λdiag[b1, ..., bn], and assume BA = Adiag[a1, ..., an]. Then
Bαi = aiαi, namely {a1, ..., an} is the set of eigenvalues of B. Clearly {λb1, ..., λbn} is the
set of all eigenvalues of B. Thus there exists a τ ∈ Sn, as desired.
For integers n ≥ 3 and d ≥ 2 Formn,d stands for the set of all forms of degree d in the
k-algebra k[x1, ..., xn]. The usual group homomorphism of GLn(k) into the automorphism
group of k[x1, ..., xn] will be denoted by σ., i.e., σT (f)(x1, ..., xn) = f(
∑n
i=1 τ1ixi, ...,
∑n
i=1 τnixi)
for T ∈ GLn(k) with T−1 = [τij ] and f ∈ k[x1, ..., xn]. Writing σA(f) as fA, we have
fAB = (fB)A. An f ∈ Formn,d\{0} is nonsingular if the projective algebraic set Vp(f) in
the projective space Pn−1(k) is nonsingular. Formn,d,nons stands for the set of all nonsin-
gular forms in Formn,d. Introducing a polynomial F (ξ, x) =
∑
i1+...+in=d
ξi1...inx
i1
1 · · ·xinn ,
any element f =
∑
i1+···+in=d ai1...inx
i1
1 · · ·xinn ∈ Formn,d can be written as F (a, x), where
a = [ai1...in ]. As is known, there exists a polynomial discn,d[ξ], called the discriminant, such
that an f ∈ Formn,d\{0} is nonsingular if and only if discn,d(a) 6= 0 [20, Definition 5.20.].
We write also discn,d(f) for discn,d(a). Consequently, any linear subspace L of Formn,d
such that L ∩ Formn,d,nons 6= ∅ admits a basis consisting of elements in Formn,d,nons. In
fact let fi (i ∈ [1, ℓ]) form a basis of L, and define a polynomial dL(λ1, ..., λℓ) in inde-
terminates λi by dL(λ1, ..., λℓ) = discn,d(
∑ℓ
i=1 λifi), which is a non-zero polynomial, for∑ℓ
i=1 αifi ∈ Formn,d,nons for some [α1, ..., αℓ] ∈ kℓ. So we can find ℓ linearly independent
elements αi = [αi1, ..., αiℓ] ∈ kℓ outside of the affine algebraic set Va(dL), and obtain a
basis gi =
∑ℓ
j=1 αijfj of L.
Let S be a subset of GLn(k). An f ∈ Formn,d is S-invariant if fA ∼ f , i.e., fA = λAf
for some λA ∈ k∗, for any A ∈ S. Note that fA ∼ f is equivalent to fA−1 ∼ f . Let
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FormSn,d = {f ∈ Formn,d : f is S−invariant}, and FormSn,d,nons = FormSn,d ∩ Formn,d,nons.
We assume that S is doubly finitely generated, i.e., there exists a finite subset G of S such
that 1) S ⊂ 〈G〉 and 2) ord(g) <∞ for any g ∈ G. Clearly Form〈G〉n,d = FormSn,d = FormGn,d,
hence Form
〈G〉
n,d,nons = Form
S
n,d,nons = Form
G
n,d,nons as well. We shall define an eigenspace
and nonsingular eigenspace of FormGn,d, hence of Form
S
n,d, as well. For a positive integer
m, Cm stands for the cyclic group {z ∈ k∗ : zm = 1} of order m. Let E(G) = Πg∈GCord(g),
Formn,d(G, ρ) = {f ∈ Formn,d : fg−1 = ρ(g)f (g ∈ G)},
Formn,d,nons(G, ρ) = Formn,d(G, ρ) ∩ Formn,d,nons,
E(G)∗ = {ρ ∈ E(G) : dimk Formn,d(G, ρ) > 0},
E(G)∗nons = {ρ ∈ E(G)∗ : Formn,d(G, ρ) contains a nonsingular element}.
Lemma 2.2.
(1) FormGn,d = ∪ρ∈E(G)∗Formn,d(G, ρ), and FormGn,d,nons = ∪ρ∈E(G)∗nonsFormn,d,nons(G, ρ).
(2) 〈FormGn,d〉 =
⊕
ρ∈E(G)∗ Formn,d(G, ρ). 〈FormGn,d,nons〉 =
⊕
ρ∈E(G)∗nons Formn,d(G, ρ).
In particular Formn,d(G, ρ) ∩ Formn,d(G, ρ′) = {0} for distinct ρ, ρ′ ∈ E(G)∗.
Proof. (1) If f ∈ FormGn,d\{0}, then fg−1 = λgf for some λg ∈ k∗ for each g ∈ G, hence
λ
ord(g)
g = 1 , for gord(g) = En. Thus Form
G
n,d = ∪ρ∈E(G)∗Formn,d(G, ρ). (2) Assume that
E(G)∗ consists of ρj (j ∈ [1, ℓ]). Assuming f =
∑
j=1 αjfj = 0 for some αj ∈ k and
fj ∈ Formn,d(G, ρ)\{0}, we must show that αj = 0. If ℓ = 1, clearly α1 = 0. Assume
ℓ = 2. Choose g ∈ G such that ρ1(g) 6= ρ2(g). Then two conditions f = fg = 0 imply
a1 = α2 = 0. Suppose ℓ > 2. There exists gℓ ∈ G such that ρ1(gℓ) 6= ρℓ(gℓ), hence
the conditions f = fg−1
ℓ
= 0 implies that
∑ℓ−1
j=1 αj(ρℓ(gℓ) − ρj(gℓ))fj = 0. Repeating this
argument we arrive at α′1f1 = 0, where α
′
1 = α1(ρℓ(gℓ)− ρ1(gℓ)) · · · (ρ2(g2)− ρ1(g2)) with
ρj(gj) 6= ρ1(gj) (j ∈ [2, ℓ]). Thus α1 = 0. Similarly α2 = ... = αℓ = 0. As remarked
after the introduction of discn,d, Formn,d(G, ρ) (ρ ∈ E(G)∗nons) has a basis consisting
of nonsingular elements. Since FormGn,d,nons = ∪ρ∈E(G)∗nonsFormn,d,nons(G, ρ), the second
equality follows from (1).
Lemma 2.3. Suppose that both G and G′ generate S doubly finitely. Then E(G)∗ = ∅
if and only if E(G′)∗ = ∅. E(G)∗nons = ∅ if and only if E(G′)∗nons = ∅. There exists
a bijection ϕ : E(G)∗ → E(G′)∗ such that Formn,d(G, ρ) = Formn,d(G′, ϕ(ρ)), and that
ϕ(E(G)∗nons) = E(G
′)∗nons.
Proof. Assume that G consists of Ai (i ∈ [1, p]) and that G′ consists of Bj (j ∈ [1, q]).
Since G′ ⊂ 〈G〉, there exist a positive integer r and sequences nℓ(j) ∈ [1, p],mℓ(j) ∈ Z (ℓ ∈
[1, r]) such that Bj = A
m1(j)
n1(j)
· · ·Amr(j)nr(j) . If f ∈ Formn,d(G, ρ)\{0}, then fB−1j = ρ′(Bj)f ,
where ρ′(Bj) = Πrℓ=1ρ(Anℓ(j))
mℓ(j), so that f ∈ Formn,d(G′, ρ′) and ρ′ ∈ E(G′)∗. The
mapping ϕ(ρ) = ρ′ satisfies Formn,d(G, ρ) ⊂ Formn,d(G′, ϕ(ρ)). Since FormGn,d = FormG
′
n,d,
the mapping ϕ is surjective by Lemma 2.1. Similarly we have a surjective mapping
ϕ′ : E(G′)∗ → E(G) such that Formn,d(G′, ρ′) ⊂ Formn,d(G,ϕ′(ρ′)). Hence ϕ is injective
by Lemma 2.1.
Suppose S ′ is conjugate to S, which is doubly finitely generated by G, i.e. S ′ = T−1ST
for some T ∈ GLn(k). Let G′ = T−1GT . Then the map θT : E(G) → E(G′) defined by
(θT (ρ))(g
′) = ρ(Tg′T−1) is a bijection, and θ−1T = θT−1 .
Lemma 2.4. Let the notations be as above. Then σT−1(Formn,d(G, ρ)) = Formn,d(G
′, θT (ρ)).
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Definition 2.5. We call Formn,d(G, ρ) for ρ ∈ E(G)∗ (resp. for ρ ∈ E(G)∗nons) an
eigenspace (resp. a nonsingular eigenspace) of S ⊂ GLn(k) in Formn,d with respect to the
generator G and ρ ∈ E(G). If G = {Ai : i ∈ [1, q]} with ord(Ai) = ri, then we write
Formn,d(A1, ..., Aq; δ
j1
1 , ..., δ
jr
q ) for Formn,d(G, ρ) such that ρ(Ai) = δ
ji
i , where δi ∈ k∗ with
ord(δi) = ri.
Next assume that S is a subset of PGLn(k). Let πn : GLn(k) → PGLn(k) =
GLn(k)/k
∗En be the canonical projection, and write (A) for πn(A) (A ∈ GLn(k)). An
element f ∈ Formn,d is S-invariant if fA−1 ∼ f for every (A) ∈ S, and the set of all
S-invariant forms in Formn,d will be denoted by Form
S
n,d. Consequently, if S˜ ⊂ GLn(k),
then FormS˜n,d = Form
πn(S˜)
n,d . Let Form
S
n,d,nons = Form
S
n,d ∩ Formn,d,nons. Let Paut(f) =
{(A) ∈ PGLn(k) : fA−1 ∼ f} for an f ∈ Formn,d. If f ∈ Formn,d,nons (d ≥ 3), Paut(f) is
a finite group [18]. Paut(f) will be called the projective automorphism group of the form
f . We further assume that S is doubly finitely generated by G, i.e., G is a finite subset of
S such that 〈G〉 ⊃ S and ord(g) <∞ (g ∈ G). Obviously FormSn,d = Form〈G〉n,d = FormGn,d.
Let η be a finite section on G of πn, namely, η is a map of G into GLn(k) such that
πn ◦ η = idG with ord(η(g)) = ord(g) for every g ∈ G. Denote by S(G) the set of
finite sections on G of πn. If η ∈ S(G), then S(G) = {ρη : ρ ∈ E(G)}, where an el-
ement ρ ∈ E(G) = Πg∈GCord(g) is a map of G into k∗ such that ρ(g) ∈ Cord(g). Let
Formn,d(G, η, ρ) = {f ∈ Formn,d : fη(g)−1 = ρ(g)f} for η ∈ S(G) and ρ ∈ E(G). It is clear
that FormSn,d = Form
G
n,d = Form
η(G)
n,d , and that Formn,d(G, η, ρ) = Formn,d(η(G), ρ ◦ πn).
Moreover, if η′ = λη (λ ∈ E(G)), then Formn,d(G, η, ρ) = Formn,d(G, η′, λdρ). Define
E(G, η)∗ = {ρ ∈ E(G) : Formn,d(G, η, ρ) 6= {0}},
E(G, η)∗nons = {ρ ∈ E(G) : Formn,d(G, η, ρ) ∩ Formn,d,nons 6= ∅}.
Definition 2.6. We call Formn,d(G, η, ρ) for ρ ∈ E(G, η)∗ (resp. ρ ∈ E(G, η)∗nons)
eigenspace (resp. nonsingular eigenspace ) of S in Formn,d with respect to the gener-
ator G, η ∈ S(G) and ρ ∈ E(G).
We note that 〈FormSn,d〉 (resp. 〈FormSn,d,nons〉 ) is a direct sum of eigenspaces (resp.
nonsingular eigenspaces) of S in Formn,d.
Assume that S ′ = (T−1)S(T ) and that S ⊂ PGLn(n) is doubly finitely generated by
a subset G. Then S ′ is doubly finitely generated by (T−1)G(T ), and we have bijections
sT : S(G)→ S(G′) and θT : E(G)→ E(G′) such that
(sT (η))(g
′) = T−1η((T )g′(T−1))T (η ∈ S(G), g′ ∈ G′),
(θT (ρ))(g
′) = ρ((T )g′(T−1)) (ρ ∈ E(G), g′ ∈ G′).
It is immediate that s−1T = sT−1 and θ
−1
T = θT−1 . If f ∈ Formn,d(G, η, ρ), η′ = sT (η), and
g′ = (T )−1g(T ) (g ∈ G), then
(fT−1)η′(g′)−1 = (fT−1)T−1η(g)−1T = fT−1η(g)−1 = ρ(g)fT−1 = (θT (ρ))(g
′)fT−1.
So we have
Lemma 2.7. σT−1(Formn,d(G, η, ρ)) = Formn,d(G
′, sT (η), θT (ρ)).
For a representation ψ of a group H in GLn(k) or PGLn(k), Form
ψ
n,d stands for
Form
ψ(H)
n,d . The next proposition is concerned with the tangent cone [22, chapter 2, §1.5].
5
Proposition 2.8. Let d, e be positive integers such that d > e, and A = [aij ] ∈ GLn(k)
such that A−1 = [αij ] with αℓn = 1 for some ℓ ∈ [1, n]. For an f ∈ Formn,d of the
form
∑d−e
r=0 fd−r(x1, ..., xn−1)x
r
n (fj ∈ Formn−1,j) with fe 6= 0 define g to be fA−1. Then
P = (0, ..., 0, 1) ∈ Vp(f) and Q = (A)−1P = (α1n, ..., αnn) ∈ Vp(g), and the tangent cone
Va(f
′) to Vp(f) at P and the tangent cone Va(g′) to Vp(g) at Q are isomorphic in the sense
that there exists an A′ ∈ GLn−1(k) such that g′ = f ′A′.
Proof. Since f(y1, ..., yn−1, 1) = fe(y1, ..., yn−1) + · · · + fd(y1, ..., yn−1), we see Va(f ′) =
Va(fe). Let Xi =
∑n
j=1 aijxj . If xℓ = 1 = αℓn and xj = yj + αjn (j 6= ℓ), then for any
i ∈ [1, n]
Xi =
∑
j 6=ℓ
aij(yj + αjn) + aiℓαℓn = δi,n +
∑
j 6=ℓ
aijyj = δi,n + Yi
so that g(y1 + α1n, ..., yℓ−1 + αℓ−1n, 1, yℓ+1 + αℓ+1n, ..., yn + αnn) can be written as
fe(Y1, ..., Yn−1)(1 + Yn)d−e + · · ·+ fd(Y1, ..., Yn−1) = fe(Y1, ..., Yn−1) +
d∑
j=e+1
gj(yˇ),
where gj ∈ Formn−1,j and yˇ = [y1, ..., yℓ−1, yℓ+1, ..., yn]. Therefore, writing the polynomial
fe(Y1, ..., Yn−1) in yˇ as f ′e, we have Va(g
′) = Va(f ′e). Note that linear forms Y1, ..., Yn−1 in
yˇ are linearly independent, for the coefficients aij of yj (j 6= ℓ) in Yi (i ∈ [1, n − 1]) and
anℓ determine the [ℓ, n] component of the adjugate matrix Aˆ = (detA)A
−1 of A.
Let d, n− 1, r ≥ 1 be integers and δ ∈ k∗ with ord(δ) = r. If A ∈ GLn(k) is diagonal
and of order r, it takes the form diag[δi1, . . . , δin ] for some integers i1, . . . , in ∈ [0, r − 1],
so that MA−1 = δ
jM for any monomial M ∈ k[x] with certain j ∈ [0, r − 1]. Therefore
the set Md of all monomials of degree d is the disjoint union of Md(j) = {M ∈ Md :
MA−1 = δ
jM} (j ∈ [0, r − 1]). By Lemma 2.1 we have
Lemma 2.9. Let A andMd(j) be as above. Then an f ∈ Formn,d\{0} satisfies fA−1 ∼ f ,
if and only if f is a non-zero linear combination of monomials in Md(j) for some j such
that Md(j) 6= ∅.
Let A be as in Lemma 2.9 and MA−1 = δ
jM , where M is a monomial in k[x1, . . . , xn]
and j ∈ [0, r − 1]. We call j, which is considered to belong to Z/rZ, the index of M for
A. Monomials xix
d−1
j (i, j ∈ [1, n]) are called singularity-checking monomials of d-forms
in k[x1, ..., xn]. If d ≥ 3, there exist n2 such monomials. Obviously any (d − 1)-form
not containing xj
d−1 vanishes at e′j , where e
′
j stands for the j-th row of the unit matrix
En ∈ GLn(k). Let d ≥ 2, and i, j ∈ [1, n]. A monomial M ∈ k[x1, ..., xn] satisfies both
Mxi ∼ xd−1j and Mxi 6= 0 if and only if M = xixd−1j . Therefore the following lemma holds.
Lemma 2.10. Let d ≥ 2, and assume that a non-zero d-form f ∈ k[x1, ..., xn] contains
none of n forms xix
d−1
j (i ∈ [1, n]) for some j ∈ [1, n], then fxi(e′j) = 0 for any i, namely
the projective algebraic set Vp(f) is singular at (e
′
j).
Corollary 2.11. Let d ≥ 3 and f ∈ Formn,d\{0}. If f contains at most n−1 singularity-
checking monomials of degree d, then the projective algebraic set Vp(f) is singular at
(e′ℓ) ∈ Pn−1(k) for some ℓ ∈ [1, n].
Proof. Let X = [xij ] ∈ Mn,n(k[x1, ..., xn]) such that xij = xixd−1j (i, j ∈ [1, n]). Then the
matrix components of X are distinct. By the assumption f contains no elements of a
certain column of X , the ℓ-th column say. Thus Vp(f) is singular at (e
′
ℓ).
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Let p be a prime, a a positive integer, q = pa, ε ∈ k∗ with ord(ε) = q. A subgroup
G of PGL4(k) isomorphic to Zq, i.e. the additive group of the ring Z/qZ. G has a
generator (A), where A ∈ GL4(k) is of order q. We may assume A = diag[εi, εj, εℓ, εm]
with gcd(i, j, ℓ,m, q) = 1 (i, j, ℓ,m ∈ [0, q − 1]). Since (A) = (diag[1, ε(j−i), ε(ℓ−i), ε(m−i)])
in PGL4(k), we may assume A = diag[1, ε
i1, εi2 , εi3] with 0 ≤ i1 ≤ i2 ≤ i3 < q and
gcd(i1, i2, i3, q) = 1, i.e., gcd(im, p) = 1 for some m ∈ [1, 3]. There exists uniquely
t ∈ [1, 3] such that it > 0 and it−1 = 0. Note that we may assume it = 1, for we may
replace ε by εim . If t = 3, then G is conjugate to 〈(D0)〉, where D0 = diag[1, 1, ε, 1]. If
t = 2, and i2 = i3, then G is conjugate to 〈(D1)〉, where D1 = diag[1, 1, ε, ε]. If t = 2
and i2 < i3 = ℓ, hence q ≥ 3 , then G is conjugate to 〈(Dℓ)〉, where Dℓ = diag[1, ε, εℓ]
(ℓ ∈ [2, q − 1]). Suppose t = 1, and let i1 = i, i2 = j, i3 = ℓ and I = {i, j, ℓ}. If |I| = 1,
then i = j = ℓ = 1, hence G is conjugate to 〈(D0)〉. If |I| = 2, hence q ≥ 3, then
A = diag[1, ε, ε, εℓ] or A = diag[1, ε, εℓ, εℓ] (ℓ ∈ [2, q − 1]). In the first case G is conjugate
to 〈(Dℓ)〉 for some ℓ ∈ [2, q − 1]. In the second case, if gcd(ℓ, p) = 1, G is conjugate to
〈(Dℓ)〉 for some ℓ ∈ [2, q − 1] (replace ε by ε−ℓ), while if gcd(ℓ, p) = p, hence a ≥ 2, G is
conjugate to 〈(Bj)〉, wherer Bj = diag[1, ε, εj, εj] for some j ∈ [2, q − 1] which is divisible
by p. Finally suppose |I| = 3, hence q ≥ 4. Then G is conjugate to 〈(Dj,ℓ)〉, where
Dj,ℓ = diag[1, ε, ε
j, εℓ] with 1 < j < ℓ < q. Thus we have shown
Lemma 2.12. Let a be a positive integer, p a prime, q = pa ≥ 4, and G a subgroup of
PGL4(k) isomorphic to Zq, and let Dℓ (0 ≤ ℓ < q), Dj,ℓ (1 < j < ℓ < q) and Bj be
as above. Then G is conjugate to one of the cyclic groups 〈(Dℓ)〉 (ℓ ∈ [0, q − 1]), 〈(Bj)〉
(j ∈ p[1, pa−1 − 1]) and 〈(Dj,ℓ)〉 (1 < j < ℓ < q).
Assume p = 5. Since D22 = diag[1, 1, ε
2, ε], 〈(D2)〉 and 〈(D3)〉 are conjugate in
PGL4(k), namely 〈(D2)〉 ∼= 〈(D3)〉. The equalities
D23,4 = diag[1, ε
2, ε, ε3], and D2,4 = ε
4diag[ε, ε2, ε3, 1]
imply 〈(D3,4)〉 ∼= 〈(D2,3)〉 and 〈(D2,4)〉 ∼= 〈(D2,3)〉, respectively. Therefore we have
Lemma 2.13. A subgroup of PGL4(k) isomorphic to Z5 is conjugate to one of the five
cyclic subgroups 〈(D0)〉, 〈(D1)〉, 〈(D2)〉, 〈(D4)〉 and 〈(D2,3)〉.
Finally assume p = 7. The equalities D42 = diag[1, 1, ε
4, ε] and D53 = diag[1, 1, ε
5, ε]
imply 〈(D4)〉 ∼= 〈(D2)〉 and 〈(D5)〉 ∼= 〈(D3)〉, respectively. Since D52,4 = ε5diag[ε2, 1, ε5, ε]
and D2,6 = ε
6diag[ε, ε2, ε3, 1], we have 〈(D2,5)〉 ∼= 〈(D2,4)〉 and 〈(D2,6)〉 ∼= 〈(D2,3)〉. More-
over, the equalities
D23,4 = diag[1, ε
2, ε6, ε], D33,5 = diag[1, ε
3, ε2, ε], D53,6 = diag[1, ε
5, ε, ε2],
D24,5 = diag[1, ε
2, ε, ε3], D24,6 = diag[1, ε
2, ε, ε5]
imply, respectively,
〈(D3,4)〉 ∼= 〈(D2,3)〉, 〈(D3,5)〉 ∼= 〈(D2,3)〉, 〈(D3,6)〉 ∼= 〈(D2,5)〉,
〈(D4,5)〉 ∼= 〈(D2,3)〉, 〈(D4,6)〉 ∼= 〈(D2,5)〉.
Since D35,6 = diag[1, ε
3, ε, ε4], we also have 〈(D5,6) ∼= 〈(D3,4)〉 ∼= 〈(D2,6)〉. Thus we arrive
at
Lemma 2.14. A subgroup of PGL4(k) isomorphic to Z7 is conjugate to one of the seven
cyclic groups 〈(D0)〉, 〈(D1)〉, 〈(D2)〉, 〈(D3)〉, 〈(D6)〉, 〈(D2,3)〉 and 〈(D2,4)〉.
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3 Z5-invariant nonsingular quartic forms
We shall describe Z5-invariant nonsingular quartic forms in k[x, y, z, t]. Let ε ∈ k∗ be of
order 5, the diagonal matrices Dj and Dj,ℓ be as in the previous section, and A0 = D0,
A1 = D1, A2 = D2, A3 = D4 and A4 = D2,3. Let f
[i,j] ∈ Form4,4(Ai; εj), i.e., f [i,j]A−1i = ε
jf [i,j]
(i, j ∈ [0, 4]). Computing indices of the singularity-checking quartic monomials for Ai, we
obtain the following table.
x4 x3y x3z x3t y3x y4 y3z y3t z3x z3y z4 z3t t3x t3y t3z t4
D0 0 0 1 0 0 0 1 0 3 3 4 3 0 0 1 0
D1 0 0 1 1 0 0 1 1 3 3 4 4 3 3 4 4
D2 0 0 1 2 0 0 1 2 3 3 4 0 1 1 2 3
D4 0 0 1 4 0 0 1 4 3 3 4 3 2 2 3 1
D2,3 0 1 2 3 3 4 0 1 1 2 3 4 4 0 1 2
Consequently f [i,j] is singular unless [i, j] = [4, 1]. Since Form4,4(A4; ε) contains a nonsin-
gular element x3y+ y3t+ t3z + z3x, Form4,4(A4, ε) is the only one nonsingular eigenspace
for A4 in Form4,4. Let T = [e1, e2, e4, e3], where ei is the i-th column vector of the unit
matrix E4 ∈ GL4(k). Now σT−1(Form4,4(A4; ε)) = Form4,4(A′4; ε) = Form4,4(D; 1), where
A′4 = diag[1, ε, ε
3, ε2], and D = εA′4, which is equal to 〈x3y, y3z, z3t, t3x, x2z2.y2t2, xyzt〉,
and contains the four-dimensional subspace 〈g0, g1, g2, g3〉, where g0 = x3y+y3z+z3t+t3x,
g1 = x
2z2, g2 = y
2t2 and g3 = xyzt. We denote the quartic form g0 + µg1 + νg2 + λg3
by fµ,ν,λ. Note that for any nonsingular quartic form f ∈ Form4,4(D; 1) there exists a
diagonal matrix T ∈ GL4(k) such that fT−1 = fµ,ν,λ for some [µ, ν, λ] ∈ k3, that is, f is
projectively equivalent to fµ,ν,λ.
Theorem 3.1. For a nonsingular quartic form f(x, y, z, t) |Paut(f)| is divisible by 5 if
and only if f is projectively equivalent to fµ,ν,λ for some [µ, ν, λ] ∈ k3.
Proof. Let D = diag[ε, ε2, ε4, ε3]. First assume 5| |Paut(f)|. Then Paut(f) contains
a cyclic group C5 of order 5 that is conjugate with 〈(D)〉, hence there exists a T ∈
GL4(k) such that (TDT
−1) ∈ C5. Since f(TDT−1)−1 ∼ f , g = fT−1 is nonsingular and
satisfies gD−1 = fT−1(TD−1T−1) ∼ fT−1 = g so that g ∈ Form4,4(D; 1). Conversely, assume
fT−1 = f
µ,ν,λ for some [µ, ν, λ] ∈ k3 and T ∈ GL4(k). Then (fT−1)D−1 = fT−1 so that
f(TDT−1)−1 = fTD−1T−1 = (fD−1T−1)T = f . Thus (TDT
−1) ∈ Paut(f).
Proposition 3.2. Let G be the projective automorphism group of a nonsingular quartic
form. In the decomposition Πpν(p) of |G| into prime factors it holds that ν(5) ≤ 1.
Proof. As is known, the projective automorphism group of a nonsingular d-form is a
finite group [18] if d ≥ 3. Let G = Paut(f), p = 5 and c = ν(p). Suppose c > 1.
Then G contains an abelian subgroup H of order p2. We may assume f = fµ,ν,λ for
some µ, ν, λ ∈ k, hence (A) ∈ H , where A = diag[1, ε, ε3, ε2]. We can directly see
that any X ∈ GL4(k) such that AX ∼ XA, namely (A)(X) = (X)(A) in PGL4(k), is
diagonal. Consequently, if (B) ∈ H , then B = diag[1, β, γ, δ] and fB−1 ∼ f , in particular,
β = β3γ = γ3δ = δ3, hence B = diag[1, β, β−2, β7] with β20 = 1. Thus |H| ≤ 20 < p2, a
contradiction.
We shall find a condition for the quartic form f = fµ,ν,λ ∈ Form4,4 to be singular.
Note that if every partial derivative fxi(x1, ..., x4) vanishes at [x, y, z, t] ∈ k4\{0}, then
xyzt 6= 0. To verify this, suppose t = 0. Then if xz = 0, then x = y = z = 0. If xz 6= 0,
then the equalities fx1 = fx3 = 0 imply y
3z = 3x3, hence 3fx2 = 10y
2z, i.e., y = 0, so
that fx2 = x
3 = 0, contradiction. Since fA−1 = f
ν,µ,λ for A = [e4, e1, e2, e3], it has been
shown that if every partial derivative fxi vanishes at [x, y, z, t] ∈ k4 with xyzt = 0, then
x = y = z = t = 0. Now suppose that (x, y, z, t) ∈ P3 is a singular point of Vp(f), hence
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xyzt 6= 0. We may assume t = 1. We write fx, fy, fz, and ft for fxi(x, y, z, 1) (i ∈ [1, 4]),
respectively. Clearly fx = fy = fz = ft = 0 if and only if gj = 0 (j = [1, 4]), where
g1 = xfx − ft, g1 = yfy − ft, g3 = zfz − ft, g4 = ft.
Since (3g1 + g2 − 3g3) = 10(x3y − z3) vanishes, g2 = 3(y3z − x) = 0, hence y10 = 1. Now
that y10 = 1 and x = y3z, we have g1 = g3 = 2y
6h1, g4 = h2 and g2 = 0, where
h1 = µz
4 + y4z3 − y7z − νy6, h2 = z3 + λy4z2 + 3y3z + 2νy2.
Vp(f) is singular at (x, y, z, 1) ∈ P3 if and only if y10 = 1, x = y3z 6= 0, h1 = h2 = 0. Let
h3 = 2µz
3 + 3y4z2 + λy8z + y7 so that 2y6h1 + h2 = y
6zh3.
We discuss first the case µνλ = 0.
Lemma 3.3.
(1) The quartic form fµ,0,0 is singular if and only if µ4 = 3−644.
(2) The quartic form f 0,ν,0 is singular if and only if ν4 = 3−644.
Proof. It suffices to prove (1). We write f for fµ,0,0. Since h1 = z(µz
3 + y4z2 − y7) and
h2 = z(z
2 + 3y3), (x, y, z, 1) ∈ P3 is a singular point of Vp(f) if and only if there exists
z ∈ k∗ such that µz3 + y4z2 − y7 = 0 and z2 + 3y3 = 0, equivalently 3µz + 4y4 = 0 and
z2+3y3 = 0, for some y ∈ k satisfying y10 = 1. There exists z ∈ k∗ satisfying this condition
if and only if there exists z ∈ k∗ such that (4yz− 9µ)z = 4y(z2+3y3)− 3(3µz+4y4) = 0
and 3µz + 4y4 = 0 for some y satisfying y10 = 1. Thus Vp(f) is singular if and only if
27µ2 + 16y5 = 0 for some y satisfying y10 = 1, namely if and only if µ4 = 3−444.
Lemma 3.4. The quartic form f 0,0,λ is singular if and only if λ4 = 44.
Proof. We write f for f 0,0,λ. Since h1 = y
4z(z2 − y3) and h2 = z(z2 + λy4z + 3y3),
(x, y, z, 1) ∈ P3 is a singular point of Vp(f) if and only if there exists z ∈ k∗ such that
z2 − y3 = 0 and z2 + λy4z + 3y3 = 0, equivalently z2 − y3 = 0 and λy4z + 4y3 =
(z2 + λy4z + 3y3) − (z2 − y3) = 0 for some y satisfying y10 = 1. There exists z ∈ k∗
satisfying this condition if and only if there exists z ∈ k∗ such that λy4z + 4y3 = 0 and
z(4z + λy4) = (λy4z + 4y3) + 4(z2 − y3) = 0 for some y satisfying y10 = 1. Thus Vp(f) is
singular if and only if −λy8 + 42y3 = 0 for some y satisfying y10 = 1, namely if and only
if λ4 = 44.
Lemma 3.5.
(1) The quartic form fµ,0,λ is singular if and only if (16−18µλ)2−(27µ2−λ2+µλ3)2 = 0.
(2) The quartic form f 0,ν,λ is singular if and only if (16−18νλ)2− (27ν2−λ2+νλ3)2 = 0.
Proof. It suffices to prove (1), for fµ,0,λA−1 = f
0,µ,λ, where A = [e4, e1, e2, e3]. If µλ = 0,
we are done by Lemma 3.3 and Lemma 3.4. Assume µλ 6= 0. We write f for fµ,0,λ.
Vp(f) is singular at (x, y, z, 1), if and only if there exists z ∈ k∗ such that h1 = zh′1 = 0
and h2 = zh
′
2 = 0 for some y satisfying y
10 = 1. Let h′3 = 3µz
2 + 4y4z + λy8 and
h′4 = (4 − 3µλ)z + λy4 − 9µy9 so that 3h′1 + y4h′2 = zh′3 and h′3 − 3µh′2 = y4h′4, and
write h′2 and h
′
4 as z
2 + az + b and αz + β, respectively. Now Vp(f) has a singular point,
if and only if there exists z ∈ k∗ such that h′2 = 0 and h′4 = 0 for some y satisfying
y10 = 1, i.e., r = (−β)2 + aα(−β) + bα2 = 0 for some y satisfying y10 = 1. Since
r = 3y8{27µ2−λ2+µλ3+y5(16−18µλ)}, f is singular if and only if (27µ2−λ2+µλ3)2−
(16− 18µλ)2 = 0.
Lemma 3.6. The quartic form fµ,ν,0 is singular if and only if 256(1+ 3µ2ν2)2− (27µ2+
6µν + 27ν2 − 16µ3ν3)2 = 0.
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Proof. If µν = 0, we are done by Lemma 3.3. We write f for fµ,ν,0. Assume µν 6= 0.
Vp(f) is singular at (x, y, z, 1) if and only if there exists z ∈ k∗ such that h1 = h2 = 0 for
some y satisfying y10 = 1. Let
h3 = z
2− 2µy9z+ 1
3
y3(1− 4µνδ), h4 = y{4+ (6µ2+2µν)δ}z−µ+3ν +4µ2νδ (δ = y5)
so that 2y6h1 + h2 = z(2µy
6h2 + 3h3) and h2 = (z + 2µy
9)h3 +
2
3
y2h4. Thus, Vp(f) has
a singular point if and only if there exists z ∈ k∗ such that h3 = h4 = 0 for some y
satisfying y10 = 1. Write h3 = z
2 + az + b and h4 = αz + β. Then there exists z ∈ k
such that h3 = h4 = 0 for some y satisfying y
10 = 1 if and only if r = β2 − αβa + α2b
vanishes for some y satisfying y10 = 1. Since 3r = r0+y
5r1, where r0 = 16(1+3µ
2ν2) and
r1 = 27µ
2+27ν2+6µν, f is singular if and only if r20−r21 = 0. Indeed, if f is singular, then
r20 = r
2
1. Conversely assume r
2
0 = r
2
1. If r1 6= 0, then there exists y satisfying y10 = 1 and
r0+ y
5r1 = 0, for −r0/r1 = ±1. Now that 3r = r0+ y5r1 = 0, there exists z ∈ k such that
h3 = h4 = 0. Moreover z ∈ k∗. In fact this is clear if b 6= 0. If b = 0, then h4 = αz+3ν = 0
so that z 6= 0, for ν 6= 0. If r1 = 0, then let y = 1. Since 3r = r0 + y5r1 = 0, there exists
z ∈ k such that h3 = h4 = 0. As in the case r1 6= 0, we see z 6= 0. Thus if r20 = r21,
then there exists z ∈ k∗ such that h3 = h4 = 0 for some y satisfying y10 = 1, hence f is
singular.
Let R = R20 − R21 ∈ k[u, v, w], where
R0 = 16− 18(u+ v)w + 48u2v2 + 20uvw2,
R1 = 27(u
2 + v2) + 6uv − w2 − 36(u+ v)uvw + (u+ v)w3 − 16u3v3 + 8u2v2w2 − uvw4.
Theorem 3.7. Let the polynomial R be as above. The quartic form fµ,ν,λ is singular if
and only if R(µ, ν, λ) = 0.
Proof. Due to Lemma 3.5 and Lemma 3.6 it suffices to prove the theorem under the
condition µνλ 6= 0. We write f for fµ,ν,λ. Vp(f) is singular at (x, y, z, 1) if and only if there
exists y, z ∈ k∗ such that y10 = 1, h1 = h2 = 0 and x = y3z. Since 2y6h1 + h2 = y6zh3,
where h3 = 2µz
3 + 3y4z2 + λy8z + y7, there exists z ∈ k∗ such that h2 = h3 = 0 for some
y satisfying y10 = 1 if and only if there exists z ∈ k such that h2 = h3 = 0 for some y
satisfying y10 = 1. As is well known [13, p.203], there exists z ∈ k such that h2 = h3 = 0
for given y ∈ k if and only if detS = 0, where
S =


1 λy4 3y3 2νy2 0 0
0 1 λy4 3y3 2νy2 0
0 0 1 λy4 3y3 2νy2
2µ 3y4 λy8 y7 0 0
0 2µ 3y4 λy8 y7 0
0 0 2µ 3y4 λy8 y7


.
Let δ = y5. Expanding detS according to the first column, we have detS = detS1 −
2µ detS2, where
S1 =


1 λy4 3y3 2νy2 0
0 1 λy4 3y3 2νy2
3y4 λy8 y7 0 0
2µ 3y4 δλy3 δy2 0
0 2µ 3y4 δλy3 δy2

 , S2 =


λy4 3y3 2νy2 0 0
1 λy4 3y3 2νy2 0
0 1 λy4 3y3 2νy2
2µ 3y4 δλy3 δy2 0
0 2µ 3y4 δλy3 δy2

 .
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Denote by si the i-th row of S1. Replacing s3, s4 and s2 by s3 − 3y4s1, s4 − 2µs1 and
s2 − 2δνs5, respectively, we see that 12 detS1 is equal to
δy
∣∣∣∣∣∣
δ(1− 4δµν)y5 (λ− 6δν)y4 (3− 2νλ)y3
−λy8 −4y7 −3νy6
(3− 2µλ)y4 (δλ− 6µ)y3 (δ − 4µν)y2
∣∣∣∣∣∣ = y
∣∣∣∣∣∣
δ − 4µν λ− 6δν 3− 2νλ
−λ −4 −3ν
3− 2µλ δλ− 6µ δ − 4µν
∣∣∣∣∣∣ =
2y[16 + (−3µ− 18ν)λ+ (4µ2ν2 + 3µνλ2) + δ{(7µν + 27ν2 − λ2) + (−12µν2λ+ νλ3)}].
Computing similarly, we see that 1
2
detS2 is equal to
y[15λ− 44µν2 − 17νλ2 + δ{−27µ+ ν + 36µνλ+ 24ν2λ− λ3 + 16ν2µ3 − 8µν2λ2 + νλ4}].
Thus 1
4y
detS is equal to
δ{(27µ2 + 6µν + 27ν2 − λ2)− 36(µ2ν + µν2)λ+ (µ+ ν)λ3 − 16µ3ν3 + 8µ2ν2λ2 − µνλ4}
+16− 18(µ+ ν)λ+ 48µ2ν2 + 20µνλ2.
Consequently if there exists z ∈ k such that h2 = h3 = 0 for some y ∈ k with y10 = 1,
then R(µ, ν, λ) = 0. Conversely suppose R(µ, ν, λ) = 0 with µνλ 6= 0. If R1(µ, ν, λ) 6= 0,
then for y such that R0(µ, ν, λ) + y
5R1(µ, ν, λ) = 0 there exists z such that h2 = h3 = 0.
Even if R1(µ, ν, λ) = 0, hence R2(µ, ν, λ) = 0, then for y = 1 there exists z such that
h2 = h3 = 0. Therefore f with µνλ 6= 0 is singular if and only if R(µ, ν, λ) = 0.
We shall describe A5-invariant and S5-invariant nonsingular quartic forms. Let
s1 = (123), s2 = (12)(34), s3 = (12)(45), t1 = (12).
Note that s1s2s3 = (12345), A5 = 〈s1, s2, s3〉 = 〈s1, s1s2s3〉 and S5 = 〈t1, s1s2s3〉. It is
known that there are two faithful representations ϕ of S5 in PGL4(k), such that ϕ(S5) has
a nonsingular eigenspace, and that their restrictions toA5 are the only faithful representa-
tion ofA5 such that ϕ(A5) has a nonsingular eigenspace [4][15]. Let R11 = diag[1, 1, ω, ω
2],
with ord(ω) = 3, and R1j (j ∈ [2, 4]) be as follows;
R12 =


1 0 0 0
0 −1
3
2
3
2
3
0 2
3
−1
3
2
3
0 2
3
2
3
−1
3

 , R13 =


−1
4
√
15
4
0 0√
15
4
1
4
0 0
0 0 0 1
0 01 0

 , R14 =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 .
By Moore’s theorem there exists uniquely an injective group homomorphism φ of S5 into
GL4(k), which can be seen to be equivalent to the following representation ρV of S5 by
showing that their characters are equal. H. Maschke obtained a faithful representation
ψ1 = πn ◦φ (resp. ϕ1 = πn◦φ) of A5 (resp. S5) in PGL4(k). The ψ1(A5) and ϕ1(S5) have
only one nonsingular eigenspace Form4,4(R11, R12, R13, R14; 1, 1, 1, 1) = 〈h0, h1〉, where
h0 = −x4 + 2
√
15(y3 + z3 + t3)x+ 10(z3 + t3)y + 13x2y2 + 5z2t2
+(26x2 − 6
√
15xy + 20y2)zt, h1 = x
4 + y4 + 2x2y2 + 4z2t2 + 4(x2 + y2)zt.
Note that φ(S5) and ψ1(S5) have the same eigenspaces in Form4,d. The standard repre-
sentation of the symmetric group S5 is the restriction ρV of the following representation
ρ of S5 in k
5 such that ρ(τ)ei = eτ−1(i), where ei (i ∈ [1, 5]) stands for the i-th column
vector of the unit matrix E5, to the invariant subspace V = {x ∈ k5 : x1 + · · ·+ x5 = 0}
[7]. With respect to the basis fj = ej − e5 (j ∈ [1, 4]) we have for t1, s1 and s1s2s3 in S5
ρV (t1)) =


0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

 , ρV (s1) =


0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1

 , ρV (s1s2s3) =


−1 −1 −1 −1
1 0 0 0
0 1 0 0
0 0 1 0

 .
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Note that unless τ = id, ρV (τ) 6∈ k∗E4. In particular (ρV (τ)) = (E4) if and only if
τ = id. It is immediate that det(ρV (s1s2s3) − λE4) = λ4 + λ3 + λ2 + λ + 1 and that
(ρV (s1s2s3) − λE4)(λ−1, λ−2, λ−3, λ−4)t = 0 provided λ5 = 1 and λ 6= 1. Let ε ∈ k∗ with
ord(ε) = 5. Then T = [tij ] ∈M4(k) with tij = ε−ij is nonsingular, for we have
Lemma 3.8. Assume that p = ord(δ) is a prime (δ ∈ k∗).
(1) The square matrix A = [aij] ∈Mp−1(k) with aij = δij (i, j ∈ [1, p− 1]) is nonsingular,
and A−1 = p−1(B − C), where B = [bij ], C = [cij ] ∈Mp−1(k) with bij = δ−ij and cij = 1.
(2) The square matrix A = [aij ] ∈Mp(k) with aij = δ(i−1)(j−1) (i, j ∈ [1, p]) is nonsingular,
and A−1 = [αij ] where αij = p−1δ−(i−1)(j−1).
Proof. (1) Clearly
∑p−1
j=1 δ
j = −1. Note that for any integer h, ord(δh) = p unless p
divides h. Thus AC = −C and AB = pE − C, so that A(B − C) = pE, where E stands
for the unit matrix in Mp−1(k). (2) It is immediate that
∑p
i=1 aiℓαℓj = δij .
U = [uij] ∈ M4(k) with uij = εij satisfies (U − I)T = 5E4, where each component of
I ∈ M4(k) is equal to one.
Let S = Tdiag[ε4, ε3, ε2, ε][e1, e2, e4, e3], where E4 = [e1, e2, e3, e4] is the unit matrix.
We easily verify that S−1ρV (s1s2s3)S = diag[ε, ε2, ε4, ε3] which will be denoted by τ12345
and
S−1ρV (t1)S =


η 2η − 1 −η + 1 −2η + 1
2η − 1 −η + 1 −2η + 1 η
−η + 1 −2η + 1 η 2η − 1
−2η + 1 η 2η − 1 −η + 1

 , (η = (3 + ε+ ε4)/5)
which will be denoted by τ12.
Lemma 3.9. Let F0(x, y, z, t) = x
3y+y3z+z3t+t3x+3xyzt and F1 = x
2z2+y2t2+2xyzt.
Then Fi,τ−1 = Fi for i ∈ [0, 1] and τ ∈ {τ12, τ12345}.
Proof. Any monomial M ∈ {x3y, y3z, z3t, t3x, x2z2, y2t2, xyzt} satisfies Mτ12345 = M .
So we may assume τ = τ12. Since ε
2 + ε3 = (5η − 3)2 − 2 and ∑4i=1 εi = −1, it follows
that η2 − η = −1/5, hence (xz + yt)τ−1 = xz + yt so that F1,τ−1 = F1. Denoting the
first row of the matrix τ12 by [α, β, γ, δ], we have Fτ−1(x, y, z, t) = G(x, y, z, t, α, β, γ, δ).
Let aj , xj (j ∈ [1, 4]) be algebraically independent indeterminates, F (x1, x2, x3, x4) =
F0(x1, x2, x3, x4), yj =
∑4
i=1 aσj−1(i)xi, where σ = (1234) ∈ S4, and
F0(y1, y2, y3, y4) = G(x1, ..., x4, a1, ..., a4) =
∑
i1+···+i4=4
gi1i2i3i4(a1, ..., a4)x
i1
1 x
i2
2 x
i3
3 x
i4
4 .
Regarding G as a polynomial in x or a, we have
(σG)(x1, ..., x4, a) = G(xσ(1), ..., xσ(4), a) = F (y4, y1, y2, y3) = F (y1, y2, y3, y4),
(σG)(x, a1, ..., a4) = G(x, aσ(1), ..., aσ(4)) = F (y2, y3, y4, y1) = F (y1, y2, y3, y4).
Consequently, gi1···i4 = gj1···j4 if [j1, ..., j4] = [i1, ..., i4]σ
ℓ for some ℓ ∈ [0, 3], and σgi1...i4 =
g[i1...i4]σ. Let Form4,4,1 = {xi11 xi22 xi33 xi44 ∈ Form4,4 : i1 ≥ i2, i3, i3}. Namely,
Form4,4,1 = {x41, x31x2, x31x3, x31x4, x21x22, x21x23, x21x24, x21x2x3, x21x2x4, x21x3x4, x1x2x3x4}.
Evidently Form4,4 = ∪3i=0σiForm4,4,1. In order to describe polynomials gi1···i4 ∈ Form4,4,
we introduce polynomials in indeterminates a, b, c, d as follows.
f1 = a
4 + b4 + c4 + d4, f2 = a
3b+ b3c+ c3d+ d3a, f3 = da
3 + ab3 + bc3 + cd3,
f4 = a
3c+ b3d+ c3a+ d3b, f5 = a
2b2 + b2c2 + c2d2 + d2a2, f6 = a
2c2 + b2d2,
f7 = a
2bc+ b2cd+ c2da+ d2ab, f8 = da
2b+ ab2c+ bc2d+ cd2a,
f9 = cda
2 + dab2 + abc2 + bcd2, f10 = abcd.
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Then gi1···i4 = gi1···i4(a, b, c, d) turn out to satisfy g4000 = f2 + 3f10, and
g3100 = f4 + 3f5 + 3f7, g3010 = f3 + 3f7 + 3f8, g3001 = f1 + 3f8 + 3f9,
g2200 = 3(f3 + f6 + f7 + f8), g2020 = 3(f5 + 2f9 + 2f10), g2002 = 3(f3 + f6 + f7 + f8),
g2110 = 3(f2 + 2f6 + 3f8 + 2f9), g2101 = 3(f2 + f4 + f5 + 3f9 + 4f10),
g2011 = 3(f3 + f4 + f5 + 2f7 + 8f10), g1111 = 3(f1 + 2f6 + 8f7 + 4f8).
By use of equalities η(−η+1) = (2η−1)2 = 1/5, η2+(−η+1)2 = 3/5 and η3−(−η+1)3 =
(2η − 1){η2 + η(−η + 1) + (−η + 1)2}, we can evaluate ζi = fi(α, β, γ, δ) as follows;
ζ1 = 9/25, ζ2 = 3/25, ζ3 = −3/25, ζ4 = 1/25, ζ5 = 6/25,
ζ6 = 2/25, ζ7 = 2/25, ζ8 = −1/25, ζ9 = −2/25, ζ10 = −1/25.
Now hi1···i4 = gi1···i4(α, β, γ, δ) turns out to be
h4000 = 0, h3100 = 1, h3010 = 0, h3001 = 0, h2200 = 0, h2020 = 0, h2002 = 0,
h2110 = 0, h2101 = 0, h2011 = 0, h1111 = 3.
Consequently F0,τ−112 (x, y, z, t) = G(x, y, z, t, α, β, γ, δ) = F0(x, y, z, t).
Since the representations ρV and φ of S5 are equivalent, there exists a T ∈ GL4(k)
such that ρV = T
−1φT , hence (TS)−1φTS = S−1ρV S. Define a faithful representation
ψ′1 (resp. ϕ
′
1) of A5 (resp. S5) in PGL4(k) by (TS)
−1ψ1(TS) (resp. (TS)ϕ′1(TS)), i.e.,
ψ′1(τ) = (TS)
−1ψ1(τ)(TS) for every τ ∈ A5. Now Lemma 3.9 implies
Theorem 3.10. The nonsingular eigenspace of ϕ′1(S5) and ψ
′
1(A5) in Form4,4 is 〈F0, F1〉.
Let R21 = diag[1, 1, ω, ω
2] (ω2 + ω + 1 = 0), and R2j ∈ GL4(k) (j ∈ [2, 4]) be as follows;
R22 =


1√
3
0 0
√
2√
3
0 − 1√
3
√
2√
3
0
0
√
2√
3
1√
3
0√
2√
3
0 0 − 1√
3

 , R23 =


√
3
2
1
2
0 0
1
2
−
√
3
2
0 0
0 0 0 1
0 0 1 0

 , R24 =


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 .
The map ψ2 of {s1, s2, s3} into PGL4(k) such that ψ2(sj) = (R2j) (j ∈ [1, 3]) can be
extended to an injective group homomorphism of A5 into PGL4(k), and the map ϕ2 of
{s1, s2, s3, t1} into PGL4(k) such that ϕ2(sj) = (R2j) (j ∈ [1, 3]) and ϕ2(t1) = (R24)
can be extended to an injective group homomorphism of S5 into PGL4(k) [17]. The
nonsingular eigenspace of ψ2(A5) in Form4,4 is Form4,4(R21, R22, R23; 1, 1, 1) = 〈f0, f1〉,
while the nonsingular eigenspaces of ϕ2(S5) are Form4,4(R21, R22, R23, R24; 1, 1, 1, 1) = 〈f0〉
and Form4,4(R21, R22, R23, R24; 1, 1, 1,−1) = 〈f1〉, where f0(x, y, z, t) and f1(x, y, z, t) take
the following forms [15];
x4 + y4 + 2
√
3(−x3y + y3x) + 2
√
2
√
3(z3x+ t3y) + 2
√
2(−z3y + t3x) + 6(x2y2 + z2t2)
+6
√
3(−x2 + y2)zt− 12xyzt,
x4 − y4 + 2√
3
(x3y + y3x) +
2
√
2√
3
(z3x− t3y) + 2
√
2(z3y + t3x) + 2
√
3(x2 + y2)zt.
Let U = R21R22R23. Then U
5 = −E4. Indeed, there exists an S ∈ GL4(k) such that
S−1US = diag[−ε,−ε2,−ε3,−ε4], where ord(ε) = 5. In fact, writing √6 for √2√3, we
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have
U =


1
2
√
3
6
√
6
3
0
−
√
3
6
1
2
0
√
6
3√
6
6
ω −
√
2
2
ω 0
√
3
3
ω√
2
2
ω2 −
√
6
6
ω2 −
√
3
3
ω2 0

 ,
so that det(U − λE4) = λ4 − λ3 + λ2 − λ+ 1. Denote the transpose of the following row
vector e′λin k[λ]
4 by eλ:
[
√
6(1 + ωλ− 2ωλ2),
√
2(−3 + (2 + ω)λ), 2((1− ω)λ+ 3ωλ2 − 3ωλ3), 2
√
3(1− 2λ+ λ2)].
One can verify that the transpose of (U−λE4)eλ is equal to [0, 0, 6ω(λ4−λ3+λ2−λ+1), 0].
Note that ωiεj (i ∈ [0, 1], j ∈ [0, 3]) is a basis of the field Q(ω, ε) over Q. ¿From now
on we assume λ4 − λ3 + λ2 − λ + 1 = 0, hence eλ is a nonzero eigenvector of U for the
eigenvalue λ. Let S = [e−ε, e−ε2, e−ε3, e−ε4]. Then S−1US = diag[−ε,−ε2,−ε3,−ε4]. In
order to calculate S−1 we introduce matrices Ω and Σ:
Ω =


−1 − ω −1− 2ω −1 −1
1− ω 3 3 3
−1 + ω 3ω 3ω 0
1 0 −1 −1

 , Σ =


ε ε2 ε3 ε4
ε2 ε4 ε ε3
ε3 ε ε4 ε2
ε4 ε3 ε2 ε

 .
Since 1 = λ− λ2 + λ3 − λ4,
eλ = diag[
√
6,
√
2, 2, 2
√
3] Ω diag[1,−1, 1,−1]


λ
λ2
λ3
λ4

 .
Consequently S = diag[
√
6,
√
2, 2, 2
√
3] Ω Σ. By Lemma 3.7 Σ−1 is known. Thus
Ω−1 =


ω2
2
1−ω
6
0 1
5+4ω
6
1+2ω
6
0 −1+ω
3
−1+ω2
3
ω2
3
ω2
3
−ω+ω2
3
1−ω
6
2−ω2
6
−ω2
3
ω−ω2
3

 , 5Σ−1 =


ε4 ε3 ε2 ε
ε3 ε ε4 ε2
ε2 ε4 ε ε3
ε ε2 ε3 ε4

−


1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1

 .
Putting V = [vij ] = S
−1R21S and W = [wij] = S−1R24S, we obtain V and W as
follows.
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Lemma 3.11.
5v11 = −2ε− ε3 − 2ε4
5v12 = −9ε− 5ε3 − 6ε4 + ω(−3− 3ε− 4ε3)
5v13 = −3− 5ε2 − 2ε4 + ω(4 + 4ε+ 7ε3)
5v14 = 1− ε3 + ω(1 + ε− 2ε3)
5v21 = −3− 2ε3 − 5ε4 + ω(4 + 7ε+ 4ε2)
5v22 = −ε− 2ε2 − 2ε3
5v23 = 1− ε+ ω(1− 2ε+ ε2)
5v24 = −5ε− 9ε2 − 6ε3 + ω(−3− 4ε− 3ε2)
5v31 = −6ε2 − 9ε3 − 5ε4 + ω(−3− 3ε3 − 4ε4)
5v32 = 1− ε4 + ω(1 + ε3 − 2ε4)
5v33 = −2ε2 − 2ε3 − ε4
5v34 = −3− 5ε− 2ε2 + ω(4 + 4ε3 + 7ε4)
5v41 = 1− ε2 + ω(1− 2ε2 + ε4)
5v42 = −3− 2ε− 5ε3 + ω(4 + 7ε2 + 4ε4)
5v43 = −6ε− 5ε2 − 9ε4 + ω(−3− 4ε2 − 3ε4)
5v44 = −2ε− ε2 − 2ε4.
5
√
3w11 = 3ε
2 − 3ε3
5
√
3w12 = 1− ε+ 2ε2 − 2ε3 + ω(2ε+ 2ε2 + ε4)
5
√
3w13 = 2− 7ε+ 6ε2 − 6ε3 + ω(11ε2 − 7ε3 + 11ε4)
5
√
3w14 = 3− 3ε+ ω(6 + 3ε2 + 6ε4)
5
√
3w21 = 2− 6ε− 7ε2 + 6ε4 + ω(−7ε+ 11ε3 + 11ε4)
5
√
3w22 = −3ε+ 3ε4
5
√
3w23 = 3− 3ε2 + ω(6 + 6ε3 + 3ε4)
5
√
3w24 = 1− 2ε− ε2 + 2ε4 + ω(2ε2 + ε3 + 2ε4)
5
√
3w31 = 1 + 2ε− ε3 − 2ε4 + ω(2ε+ ε2 + 2ε3)
5
√
3w32 = 3− 3ε3 + ω(6 + 3ε+ 6ε2)
5
√
3w33 = 3ε− 3ε4
5
√
3w34 = 2 + 6ε− 7ε3 − 6ε4 + ω(11ε+ 11ε2 − 7ε4)
5
√
3w41 = 3− 3ε4 + ω(6 + 6ε+ 3ε3)
5
√
3w42 = 2− 6ε2 + 6ε3 − 7ε4 + ω(11ε− 7ε2 + 11ε3)
5
√
3w43 = 1− 2ε2 + 2ε3 − ε4 + ω(ε+ 2ε3 + 2ε4)
5
√
3w44 = −3ε2 + 3ε3.
Put
5
√
3W =


3(ε2 − ε3) u v w
x 3(−ε+ ε4) ℓ m
y p 3(ε− ε4) n
z q r 3(−ε2 + ε3)

 .
Then we can easily verify
Lemma 3.12. (1) xu = −9 + 12(ε2 + ε3) = rn, yv = −9 + 12(ε+ ε4) = qm,
zw = 9(ε− ε4), pℓ = 9(ε2 − ε3).
(2) −9 + 12(ε2 + ε3) = {√3(1 + 2ε+ 2ε2)}2 and −9 + 12(ε+ ε4) = {√3(1 + 2ε2 + 2ε4)}2.
15
Define α, β, γ ∈ k∗ by αz = α−1w = 3(ε − ε4), βq = β−1m = √3(1 + 2ε2 + 2ε4), and
γr = γ−1n =
√
3(1 + 2ε + 2ε2), respectively. Keeping in mind that (a + ωb)(a′ + ωb′) =
aa′ − bb′ + ω(ab′ + a′b− bb′) (a, a′, b, b′ ∈ Q(ε)), we obtain
α = ε2 + ε4 + ω(−1 + ε4), α−1 = −(ε+ ε3) + ω(1− ε),
β =
1√
3
{3 + 2ε− ε2 − 2ε3 + ω(2 + ε3 + 2ε4)},
β−1 =
1√
3
{4ε+ 2ε3 + 3ε4 + ω(−3 + 2ε− 2ε3 + 3ε4)},
γ =
1√
3
{−2ε− 4ε2 − 3ε3 + ω(3 + 2ε− 2ε2 − 3ε3)},
γ−1 =
1√
3
{−4 + ε− 3ε2 − ε3 + ω(−2− ε− 2ε3)},
so that
αβ−1 =
1√
3
{−1 + 3ε+ 2ε2 + 4ε4 + ω(2ε+ 2ε3 + ε4)},
α−1β =
1√
3
{−3ε2 − 4ε3 − 2ε4 + ω(1− 2ε− 5ε2 − 4ε3)},
αγ−1 =
1√
3
{−3ε− 2ε2 − 4ε4 + ω(5− ε+ 4ε2 + 2ε3)},
α−1γ =
1√
3
{−1 + 2ε+ 4ε2 + 3ε3 + ω(−2− 2ε− ε2)},
βγ−1 = ε3 + ε4 + ω(−1 + ε3), β−1γ = −(ε + ε2) + ω(1− ε2).
Let T = diag[α, β, γ, 1]. Then 5(ST )−1R4ST is equal to

√
3(ε2 − ε3) 1 + 2ε3 + 2ε4 1 + 2ε2 + 2ε4 √3(ε− ε4)
1 + 2ε3 + 2ε4
√
3(−ε + ε4) √3(ε2 − ε3) 1 + 2ε2 + 2ε4
1 + 2ε2 + 2ε4
√
3(ε2 − ε3) √3(ε− ε4) 1 + 2ε+ 2ε2√
3(ε− ε4) 1 + 2ε2 + 2ε4 1 + 2ε+ 2ε2 √3(−ε2 + ε3)

 .
By use of computer we obtain
f0 (ST )−1 = c0(x
3y − y3t + t3z + z3x−
√
3
2
x2t2 −
√
3
2
y2z2),
f1 (ST )−1 = c1(x
3y + y3t+ t3z − z3x+
√
3x2t2 −
√
3y2z2 + 3
√
3xyzt),
where
c0 = −27 · 320
√
3{10 + 21ε+ 18ε2 + 6ε3 + ω(6 + 18ε+ 21ε2 + 10ε3)},
c1 = 9 · 320
√
3{−7ε− 10ε2 − 2ε3 + ω(2 + 10ε+ 7ε2)}.
We summarize these computations. Let S ′ = STR14, where R14 = [e1, e2, e4, e3]. Then
S ′−1R21R22R23S ′ = −diag[ε, ε2, ε4, ε3], and
R′24 = S
′−1R4S
′ =
1
5


√
3(ε2 − ε3) 1 + 2ε3 + 2ε4 √3(ε− ε4) 1 + 2ε2 + 2ε4
1 + 2ε3 + 2ε4
√
3(−ε+ ε4) 1 + 2ε2 + 2ε4 √3(ε2 − ε3)√
3(ε− ε4) 1 + 2ε2 + 2ε4 √3(−ε2 + ε3) 1 + 2ε+ 2ε2
1 + 2ε2 + 2ε4
√
3(ε2 − ε3) 1 + 2ε+ 2ε2 √3(ε− ε4)

 ,
f ′0(x, y, z, t) = x
3y − y3z + z3t+ t3x−
√
3
2
x2z2 −
√
3
2
y2t2,
f ′1(x, y, z, t) = x
3y + y3z + z3t− t3x+
√
3x2z2 −
√
3y2t2 + 3
√
3xyzt.
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Then ϕ′2 = (S
′)−1ϕ2(S ′) (resp. ψ′2 = (S
′)−1ψ2(S ′)) is an injective group homomorphism of
S5 (resp. A5) into PGL4(k) such that ϕ
′
2(s1s2s3) = (diag[ε, ε
2, ε4, ε3]) and ϕ′2(t1) = (R
′
4).
Theorem 3.13. The nonsingular eigenspaces of ϕ′2(S5) in Form4,4 are 〈f ′0〉 and 〈f ′1〉. The
nonsingular eigenspace of ψ′2(A5) in Form4,4 is 〈f ′0, f ′1〉.
Proof. It is known that the dimension of the nonsingular eigenspace of ψ′2(A5) is equal
to two [15].
Let T0 = diag[α, α
−3, α9,−α−27] and T1 = T0diag[1, 1, 1,−1] with α80 = −1. Then
f ′
0 T−10
= x3y + y3z + z3t + t3x+
√
3
2
θ(x2z2 − y2t2) (θ = α20, hence θ4 = −1),
f ′
1 T−11
= x3y + y3z + z3t + t3x+
√
3θ(x2z2 + y2t2)− 3
√
3θ3xyzt.
4 Z7-invariant nonsingular quartic forms
We shall describe Z7-invariant nonsingular quartic forms in k[x, y, z, t]. Let p = 7 , ε ∈ k∗
with ord(ε) = 7, and let diagonal matrices Dj and Dj,ℓ be as in the section 1. Put
A0 = D0, A1 = D1, A2 = D2, A3 = D3, A4 = D6, A5 = D2,3, A6 = D2,4.
A subgroup of PGL4(k) isomorphic to Zp is conjugate to one of these seven cyclic groups
〈(Ai)〉 by Lemma 2.12. Assume f [i,j] ∈ Form4,4(Ai; εj) (i, j ∈ [0, 6]). Calculating indices
of singularity-checking quartic monomials for Ai, we obtain the following table.
x4 x3y x3z x3t y3x y4 y3z y3t z3x z3y z4 z3t t3x t3y t3z t4
D0 0 0 1 0 0 0 1 0 3 3 4 3 0 0 1 0
D1 0 0 1 1 0 0 1 1 3 3 4 4 3 3 4 4
D2 0 0 1 2 0 0 1 2 3 3 4 5 6 6 0 1
D3 0 0 1 3 0 0 1 3 3 3 4 6 2 2 3 5
D6 0 0 1 6 0 0 1 6 3 3 4 2 4 4 5 3
D2,3 0 1 2 3 3 4 5 6 6 0 1 2 2 3 4 5
D2,4 0 1 2 4 3 4 5 0 6 0 1 3 5 6 0 2
We see easily that Vp(f
[i,j]) is singular at some (e′ℓ) (ℓ ∈ [1, 4]) unless [i, j] = [4, 3]
or [i, j] = [6, 0]. Every f ∈ Form4,4(A4; ε3)\{0} is singular. Indeed, f takes the form
a1x
3t+a2y
3t+a3z
3x+a4z
3y+a5t
3z+b1x
2yt+b2y
2xt, so we may assume a1a2 6= 0, otherwise,
Vp(f) is singular at (e
′
1) or (e
′
2). Thus we may assume f = x
3t+y3t+az3x+ bz3y+ ct3z+
dx2yt+ey2xt, and x3+y3+dx2y+exy2 = (x−α1y)(x−α2y)(x−α3y) (αi ∈ k∗). So Vp(f)
is singular at (α1, 1, 0, 0). On the contrary Form4,4(A6; 1) contains a nonsingular element
x4 + y3t + t3z + z3y. Any nonsingular form f in Form4,4(A6; 1) = 〈x4, y3t, t3z, z3y, xyzt〉
takes the form ax4+by3t+t3z+z 3y+exyzt with abcd 6= 0. We can easily find a nonsingular
diagonal matrix D = diag[α, β, γ, δ] such that f = f
[6,0]
D−1 = x
4 + y3t + t3z + z3y + λxyzt.
It is immediate that gλ = fT−1 = x
3y + y3z + z3x+ t4 + λxyzt for T = [e4, e3, e2, e1] and
that gλA−1 = g
λ for A = T−1A6T = diag[ε4, ε2, ε, 1].
Lemma 4.1. The quartic form gλ is singular if and only if (λ/4)4 = 1.
Proof. To begin with, for D = diag[1, 1, 1,
√−1] we have gλD−1 = g
√−1λ, and
gλx = 3x
2y + z3 + λyzt, gλy = x
3 + 3y2z + λxzt,
gλz = y
3 + 3z2x+ λxyt, gλt = 4t
3 + λxyz.
Assume that the above four derivatives vanish at [x, y, z, t] ∈ k4\{0}. The equalities
xgλx = yg
λ
y = zg
λ
z = 0 imply x
3y = y3z = z3x = −(λxyzt)/4. Now we see that g0 is
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nonsingular. Assume λ 6= 0. If xyz = 0, then t = 0, hence 3x2y + z3 = x3 + 3y2z =
y3 + 3z2x = 0 so that x = y = z = 0, namely [x, y, z, t] = 0, a contradiction. Thus
xyzt 6= 0, for t = 0 implies xyzt = 0. Now, since tgλt = 0, namely t4 = −(λxyzt)/4,
we have (xyzyt)4 = (xyzt)4(−λ/4)4 , i.e., (λ/4)4 = 1. Conversely, Vp(g−4) is singular at
(1, 1, 1, 1).
Theorem 4.2. For a nonsingular quartic form f(x, y, z, t) |Paut(f)| is divisible by 7 if
and only if f is projectively equivalent to gλ for some λ ∈ k such that λ4 6= 44.
Proof. We can argue as in the proof of Theorem 3.1.
Proposition 4.3. Let G be the projective automorphism group of a nonsingular quartic
form. In the decomposition Πpν(p) of |G| into prime factors it holds that ν(7) ≤ 1.
Proof. Let c = ν(7) and p = 7. Assume G = Paut(f), where f is a nonsingular quartic
form. It suffices to show that c < 2 under the assumption c ≥ 1. We may assume f = g
for some λ ∈ k, hence (A) ∈ G, where A = diag[ε4, ε2, ε, 1]. Suppose c ≥ 2. By Sylow
theorem [9] there exists a subgroup H of G such that (A) ∈ H and |H| = p2. We can
directly show that any X ∈ GL4(k) satisfying (A)(X) = (X)(A) is diagonal. Besides,
H is abelian. Thus, if (B) ∈ H , we may assume B = diag[α, β, γ, 1], and it follows
that α3β = β3γ = γ3α = 1, hence B = diag[γ−3, γ9, γ, 1] with γ28 = 1. Consequently
|H| ≤ 28 < p2, a contradiction.
We shall describe all faithful representations i.e., injective group homomorphisms of
PSL2(F7) into PGL4(k), up to equivalence. We denote the group PSL2(F7) by G in this
section. A system of defining relations with respect to three generators x, y and z of G
[23, §6 in chapter 2] is
x7 = y3 = z2 = 1, y−1xy = x2, z−1yz = y−1, zxz = x−1zx−1.
For x, y and z we may take (a), (b) and (c), where
a =
[
1 1
0 1
]
, b =
[
5 0
0 3
]
, c =
[
0 −1
1 0
]
.
If there exists a faithful representation ϕ : G → PGL4(k), then (A) = ϕ((a)), (B) =
ϕ((b)) and (C) = ϕ((c)) in PGL4(k) are distinct and they satisfy
ord((A)) = 7, ord((B)) = 3, ord((C)) = 2, (B)−1(A)(B) = (A)2,
(C)−1(B)(C) = (B)−1, (C)(A)(C) = (A)−1(C)(A)−1.
Conversely, if there exist distinct (A), (B) and (C) in PGL4(k) satisfying above conditions,
there exists a faithful representation ϕ : G → PGL4(k) such that (A) = ϕ((a)), (B) =
ϕ((b)) and (C) = ϕ((c)). Let ord(ε) = 7, where ε ∈ k∗. A subgroup of PGL4(k)
isomorphic to Z7 is conjugate to one of cyclic groups 〈(Aj)〉 (j ∈ [0, 6]), where
A0 = diag[1, 1, ε, 1], A1 = diag[1, 1, ε, ε], A2 = diag[1, 1, ε, ε
2], A3 = diag[1, 1, ε, ε
3],
A4 = diag[1, 1, ε, ε
6], A5 = diag[1, ε, ε
2, ε3], A6 = diag[1, ε, ε
2, ε4].
Note that diag[εi, εj, εℓ, εm]n = diag[δi, δj, δℓ, δm], where δ = εn. We must find X , Y and
Z in GL4(k) with ord(X) = 7, ord(Y ) = 3 and ord(Z) = 2 for A, B and C. Since 〈(X)〉
is conjugate to 〈(Aj)〉 for some j, we may assume X = Aij for some i ∈ [1, 6], hence
X = Aj , replacing ε
i by ε. One can easily see that there exists nonsingular Y such that
XY ∼ Y X2 only if j = 6. Therefore we may assume X = diag[ε4, ε2, ε, 1] and Y =
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diag[α, β, γ, 1][e3, e1, e2, e4] with αβγ = 1, for ord(Y ) = 3. Since D
−1Y D = [e3, e1, e2, e4]
for D = diag[1, βγ, γ, 1], we may assume Y = [e3, e1, e2, e4].
It remains to fix Z such that ord((Z)) = 2, Y Z ∼ ZY −1 and ZXZ ∼ X−1ZX−1. The
condition Y Z = λZY −1 for some λ ∈ k∗ implies
Z =


α β γ µ
β γ α µλ
γ α β µλ2
ν ν ν δ

 diag[1, λ2, λ, 1],
where λ3 = 1 and δ = δλ. Since the (4, 4) components of ZXZ and X−1ZX−1 are
(ε + ε2 + ε4)µν + δ2 and δ respectively, δ 6= 0, for δ = 0 implies that Z is singular.
Thus λ = 1, and we may assume δ = 1. If µ = 0, then ν = 0. Indeed, µ = 0 implies
ZXZ = X−1ZX−1, hence if ν 6= 0, the components (4, j) (j ∈ [1, 3]) give
ε4α + ε2β + εγ + 1 = ε3, ε4β + ε2γ + εα+ 1 = ε5, ε4γ + ε2α + εβ + 1 = ε6,
therefore (ε4+ ε2+ ε)(α+β+ γ) = ε3+ ε5+ ε6− 3. On the other hand, (4, 1) component
of Z2 ∼ E4 yields α + β + γ + 1 = 0, a contradiction. Similarly, if ν = 0, then µ = 0. If
µν 6= 0, then there exists η 6= 0 such that diag[η, η, η, 1]−1 Z diag[η, η, η, 1] is a symmetric
matrix whose (4, j) components (j ∈ [1, 3]) are equal to τ . Thus we must find Z with the
form
Z =


α β γ τ
β γ α τ
γ α β τ
τ τ τ 1


such that Z2 ∼ E4 and ZXZ ∼ X−1ZX−1. We have
Z2 =


ζ1 ζ2 ζ2 ζ3
ζ2 ζ1 ζ2 ζ3
ζ2 ζ2 ζ1 ζ3
ζ3 ζ3 ζ3 ζ4

 , where


ζ1
ζ2
ζ3
ζ4

 =


α2 + β2 + γ2 + τ 2
αβ + βγ + γα+ τ 2
(α + β + γ + 1)τ
3τ 2 + 1

 ,
X−1ZX−1 =


ε6α εβ ε2γ ε3τ
εβ ε3γ ε4α ε5τ
ε2γ ε4α ε5β ε6τ
ε3τ ε5τ ε6τ 1

 , ZXZ =


ε1 ε4 ε5 η1
ε4 ε2 ε6 η2
ε5 ε6 ε3 η3
η1 η2 η3 η4

 with


ε1
ε2
ε3
ε4
ε5
ε6


=


ε4α2 + ε2β2 + εγ2 + τ 2
ε4β2 + ε2γ2 + εα2 + τ 2
ε4γ2 + ε2α2 + εβ2 + τ 2
ε4αβ + ε2βγ + εγα+ τ 2
ε4γα+ ε2αβ + εβγ + τ 2
ε4βγ + ε2γα + εαβ + τ 2


,


η1
η2
η3
η4

 =


(ε4α+ ε2β + εγ + 1)τ
(ε4β + ε2γ + εα+ 1)τ
(ε4γ + ε2α + εβ + 1)τ
(ε4 + ε2 + ε)τ 2 + 1

 .
Lemma 4.4. Z = Z(τ, α, β, γ) satisfies Z2 ∼ E4 and ZXZ ∼ X−1ZX−1 if and only if


τ
α
β
γ

 =


±√2
ε+ ε6
ε2 + ε5
ε3 + ε4

 or


τ
α
β
γ

 =


0
1
7
(−2− ε+ 2ε2 + 2ε5 − ε6)
1
7
(−2− ε2 + 2ε3 + 2ε4 − ε5)
1
7
(−2 + 2ε− ε3 − ε4 + 2ε6)

 .
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Proof. First assume τ 6= 0. Since the (1,4) component of Z2 vanishes, α + β + γ =
−1. In addition the condition ZXZ ∼ X−1ZX−1 implies ε2(ZXZ)14 = (ZXZ)24 and
ε3(ZXZ)14 = (ZXZ)34, namely
ε2(ε4α+ ε2β+ εγ+1) = ε4β+ ε2γ+ εα+1, ε3(ε4α+ ε2β+ εγ+1) = ε4γ+ ε2α+ εβ +1.
Therefore 
 1 1 1ε6 − ε 0 ε3 − ε2
1− ε2 ε5 − ε 0



 αβ
γ

 =

 −11− ε2
1− ε3

 ,
hence, 
 αβ
γ

 = 1
d

 −2− ε
2 + 3ε3 − ε4 + 2ε5 − ε6
−1ε+ 3ε2 − 2ε3 − ε4 + 2ε6
3 + 2ε− 2ε2 − ε3 − ε4 − ε5

 =

 ε+ ε
6
ε2 + ε5
ε3 + ε4

 ,
where d = −ε+3ε4− ε5− ε6 so that d−1 = (1+ 4ε3+ ε4+ ε5)/14. Since Z2 ∼ E4 implies
α2 + β2 + γ2 + τ 2 = 3τ 2 + 1, we have τ 2 = 2. Now Z2 = 7E4, for α
2 + β2 + β2 = 5.
Using equalities αβγ = 1, αβ = γ + α, βγ = α + β and γα = β + γ, one can verify
(ZXZ)ij/(X
−1ZX−1)ij = 1 + 2(ε + ε2 + ε4) for [i, j] such that 1 ≥ i ≥ j ≥ 4, namely
ZXZ = (1 + 2ε+ 2ε2 + 2ε4)X−1ZX−1.
Next assume τ = 0. Clearly Z2 ∼ E4 if and only if α2 + β2 + γ2 = 1 and αβ +
βγ + γα = 0, namely (α + β + γ)2 = 1 and αβ + βγ + γα = 0, hence Z2 = E4 . Let
θ = α+β+γ ∈ {−1, 1}. Meanwhile ZXZ ∼ X−1ZX−1 if and only if ZXZ = X−1ZX−1,
namely
T

 α
2
β2
γ2

 =

 ε
6α
ε3γ
ε5β

 , T

 αββγ
γα

 =

 εβε4α
ε2γ

 , where T =

 ε
4 ε2 ε
ε ε4 ε2
ε2 ε ε4

 .
Denoting the adjugate matrix of T by T˜ , we have
det T

 α
2
β2
γ2

 = T˜

 ε
6α
ε3γ
ε5β

 , det T

 αββγ
γα

 = T˜

 εβε4α
ε2γ

 , where
T˜ =

 ε− ε
3 ε2 − ε6 ε4 − ε5
ε4 − ε5 ε− ε3 ε2 − ε6
ε2 − ε6 ε4 − ε5 ε− ε3

 .
Since α2 + β2 + γ2 = 1, αβ + βγ + γα = 0, γ = θ−α− β, and det T = −3 + ε3 + ε5+ ε6,
we have [
2ε+ ε3 − 2ε4 − 2ε5 + ε6 2ε2 − ε3 − 2ε4 − ε5 + 2ε6
2ε− ε2 − 2ε3 − ε4 + 2ε5 ε+ ε2 − 2ε4 + 2ε5 − 2ε6
] [
α
β
]
=
[
θ(−1 + ε+ ε2 − ε4 − ε5 + ε6)− 3 + ε3 + ε5 + ε6
θ(1 + ε− ε3 − ε4 + ε5 − ε6)
]
.
Hence, denoting the determinant of the coefficient matrix of α, β by δ which equals to
7(−3 + ε+ ε2 + ε4), we have
δ
[
α
β
]
=
[
ε+ ε2 − 2ε4 + 2ε5 − 2ε6 −2ε2 + ε3 + 2ε4 + ε5 − 2ε6
−2ε+ ε2 + 2ε3 + ε4 − 2ε5 2ε+ ε3 − 2ε4 − 2ε5 + ε6
]
×
[
θ(−1 + ε+ ε2 − ε4 − ε5 + ε6)− 3 + ε3 + ε5 + ε6
θ(1 + ε− ε3 − ε4 + ε5 − ε6)
]
.
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Consequently 
 δαδβ
δγ

 = 7

 θ(−1 + ε
4)− ε2 + ε4 − ε5 + ε6
θ(−1 + ε) + ε− ε3 − ε4 + ε5
θ(−1 + ε2)− ε+ ε2 + ε3 − ε6

 .
If θ = 1, then one can show that δ2(X−1ZX−1)11 = δ2ε6α and δ2(ZXZ)11 = δ2(ε4α2 +
ε2β2+εγ2) are distinct, hence X−1ZX−1 = ZXZ does not hold. Therefore θ 6= 1. Assume
θ = −1. Since δ−1 = −(4 + ε+ ε2 + ε4)/98, it follows that
 αβ
γ

 =

 α0β0
γ0

 = 1
7

 −2− ε+ 2ε
2 + 2ε5 − ε6
−2− ε2 + 2ε3 + 2ε4 − ε5
−2 + 2ε− ε3 − ε4 + 2ε6

 ,

 α
2
β2
γ2

 = 1
7

 2− ε
2 − ε5
2− ε3 − ε4
2− ε− ε6

 ,

 αββγ
γα

 = 1
7

 ε− ε
3 − ε4 + ε6
−ε+ ε2 + ε5 − ε6
−ε2 + ε3 + ε4 − ε5

 .
Now one can see easily that Z2 = E4 and X
−1ZX−1 = ZXZ.
We are now in a position to describe all faithful representations of PSL2(F7) up to
equivalence. Let A = diag[ε4, ε2, ε, 1], B = [e3, e1, e2, e4] where ei stands for the i-th
column vector of the unit matrix E4. Denote by C±√2 and C0 the matrices Z(τ, α, β, γ)
for [τ, α, β, γ] = [±√2, ε + ε6, ε2 + ε5, ε3 + ε4] and [τ, α, β, γ] = [0, α0, β0, γ0] respectively.
There exist faithful representations ϕ±√2 of PSL2(F7) in PGL4(k) such that ϕ±√2((a)) =
(A), ϕ±√2((b)) = (B) and ϕ±((c)) = (C±√2). There exists a faithful representation
ϕ0 of PSL4(F7) in PGL4(k) such that ϕ0((a)) = (A), ϕ0((b)) = (B) and ϕ0((c)) =
(C0). Moreover, any faithful representation ϕ of PSL2(F7) in PGL4(k) is equivalent
to one of ϕ±√2 and ϕ0, i.e., there exists an inner automorphism σ of PGL4(k) such
that σ ◦ ϕ is equal to ϕ±√2 or ϕ0. Note that ϕ√2 and ϕ−√2 are equivalent, for ϕ−√2 =
(diag[−1,−1,−1, 1])ϕ√2(diag[−1,−1,−1, 1]). However ϕ√2 and ϕ0 are not equivalent, for
G√2 = Im ϕ√2 does not fix a point in P
3(k), while G0 = Im ϕ0 fixes the point (0, 0, 0, 1)
in P 3(k). Replacing ε by εi (i ∈ [1, 6]), we obtain faithful representations ϕ√2,i and ϕ0,i
of PSL2(F7). Obviously ϕ√2 = ϕ√2,1 and ϕ0 = ϕ0,1.
Proposition 4.5. Let the representations ϕ√2, ϕ√2,i, ϕ0 and ϕ0,i of PSL2(F7) in PGL4(k)
be as above, and I1 = {1, 2, 4}, I2 = {3, 5, 6}. Denote the automorphism of PGL4(k) send-
ing (A) to (A′−1) by τ , where A′ stands for the transposed of A ∈ GL4(k).
(1) The representations ϕ√2,i (i ∈ I1) are equivalent. The representations ϕ√2,i (i ∈ I2) are
equivalent. The representations ϕ√2,1 and ϕ√2,6 are not equivalent, but ϕ√2,6 = τ ◦ ϕ√2,1
and Im ϕ√2,1 = Im ϕ√2,6.
(2) The representations ϕ0,i (i ∈ I1) are equivalent. The representations ϕ0,i (i ∈ I2) are
equivalent. The representations ϕ0,1 and ϕ0,6 are not equivalent, but ϕ0,6 = τ ◦ ϕ0,1 and
Im ϕ0,1 = Im ϕ0,6.
(3) Any faithful representation of PSL2(F7) ind PGL4(k) is equivalent to one of ϕ√2,1,
ϕ√2,6, ϕ0,1 and ϕ0,6.
(4) A subgroup of PGL4(k) isomorphic to PSL2(F7) is conjugate to Im ϕ√2 or Im ϕ0.
Proof. (1) Let σ = (123) ∈ S4, so that B−1 = σˆ. Substituting εi for ε defining A or C√2,
we obtain matrices Ai and C√2,i as follows.
A1 = diag[ε
4, ε2, ε, 1], A2 = diag[ε, ε
4, ε2, 1], A3 = diag[ε
5, ε6, ε3, 1],
A4 = diag[ε
2, ε, ε4, 1], A5 = diag[ε
6, ε3, ε5, 1], A6 = diag[ε
3, ε5, ε6, 1],
C√2,1 = C(
√
2, α, β, γ), C√2,2 = C(
√
2, β, γ, α, ), C√2,3 = C(
√
2, γ, α, β),
C√2,4 = C(
√
2, γ, α, β), C√2,5 = C(
√
2, β, γ, α, ), C√2,6 = C(
√
2, α, β, γ).
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Therefore, B−iBBi = B for any integer i, and
B−1A1B = A2, B−1C√2,1B = C√2,2, B
−2A1B2 = A4, B−2C√2,1B
2 = C√2,4,
B−1A6B = A5, B−1C√2,6B = C√2,5, B
−2A6B2 = A3, B−2C√2,6B
2 = C√2,3.
In addition τ((A1)) = (A6) = (A1)
6, τ((B)) = (B), and τ((C√2,1)) = (C√2,1) = (C√2,6),
so that ϕ√2,6 = τ ◦ϕ√2,1. In particular, τ((A1)), τ((B)) and τ((C√2,1)) belong to Im ϕ√2,1,
hence the finite group Im ϕ√2,1 is τ -invariant. Let [a1, ..., a4] = [ε
4, ε2, ε, 1] and [b1, ..., b4] =
[ε3, ε5, ε6, 1]. Then there exists a σ ∈ S4 such that [a1, ..., a4] ∼ [bσ(1), ..., bσ(4)] if and only
if {a1, ..., a4} = bi/bj : i ∈ [1, 4] for some j ∈ [1, 4]. The last equality is impossible, for
[b1, ..., b4] = [ε
3, ε5, ε6, 1] ∼ [ε4, ε6, 1, ε] ∼ [ε5, 1, ε, ε2] ∼ [1, ε2, ε3, ε4].
Consequently no T ∈ GL4(k) satisfies (A1) = (T−1)(A6)(T ) by Lemma 2.1. Hence ϕ√2,1
and ϕ√2,6 are not equivalent. One can show (2) similarly. Now (3) and (4) follow, for
ϕ√2 = ϕ√2,1 and ϕ0 = ϕ0,1.
Remark 4.6. Edge describes a representation of PSL2(F7) in PGL4(k) equivalent to
ϕ√2 [5, p.166]. The representation ϕ0 is essentially the representation of PSL2(F7) in
PGL3(k) [14, p.54].
Let δ = −ε− ε2 − ε4 + ε3 + ε5 + ε6, hence δ2 = −7. Then
δC0 =


ε− ε6 ε2 − ε5 ε4 − ε3 0
ε2 − ε5 ε4 − ε3 ε− ε6 0
ε4 − ε3 ε− ε6 ε2 − ε5 0
0 0 0 δ

 .
For a square matrix X = [xij ] (i, j ∈ [1, 4]) ⌈X⌉ stands for the square matrix [xi,j ] (i, j ∈
[1, 3]). It is easy to see that (⌈Ai⌉), (⌈B⌉), (⌈δC0⌉) ∈ PGL3(k) satisfy the defining relations
of PSL2(F7) for i ∈ {1, 6}. There exists a faithful representation ψi of PSL2(F7) such
that ψi((a)) = (⌈Ai⌉), ψ((b)) = (⌈B⌉) and ψ((c)) = (⌈δC0⌉). Note that ψi(PSL2(F7))
fixes no points of P 2(k). One can easily see that 1) the representations ψ1 and ψ6 are
not equivalent, 2) ψ6 = τ
′ ◦ ψ1, 3) Im ψ6 = Im ψ1, and Im ψ1 = Im ψ6. Here τ ′ is the
automorphism of PGL3(k) such that τ
′((A)) = (A′−1) for A ∈ GL3(k), where A′ is the
transposed matrix of A.
Corollary 4.7. A faithful representation of PSL2(F7) in PGL3(k) is equivalent to the
representation ψ1 or ψ6. In particular, a subgroup of PGL3(k) isomorphic to PSL2(F7)
is conjugate to Im ψ1. There exist no faithful representations of PSL2(F7) in PGL2(k).
Proof. Let ψ′ be a faithful representation of PSL2(F7) in PGL3(k) such that ψ′((a)) =
(X), ψ′((b)) = (Y ) and ψ′((c)) = (Z) with ord(X) = 7, ord(Y ) = 3 and ord(Z) = 2,
where X, Y, Z ∈ GL4(k). Then we obtain a faithful representation ϕ′ of PSL2(F7) in
PGL4(k) such that ϕ
′((a)) = (X ⊕ 1), ϕ′((b)) = (Y ⊕ 1), and ϕ′((c)) = (Z ⊕ 1). Since
ϕ′(PSL2(F7)) fixes the point (0, 0, 0, 1), the representations ϕ′ is equivalent to ϕ0,i for
some i ∈ {1, 6}: there exists an S ∈ GL4(k) such that S−1AiS ∼ X ⊕ 1, S−1BS ∼ Y ⊕ 1
and S−1C0,iS ∼ Z⊕1. Any nonzero column vector u ∈ k4 such that Aiu ∼ u, Bu ∼ u and
C0,iu ∼ u is proportional to e4, for Ai has four 1-dimensional eigenspaces 〈ej〉 (j ∈ [1, 4]).
Consequently the common eigenspace of {S−1AiS, S−1BS, S−1C0,iS} is 〈S−1e4〉, while it
coincides with the common eigenspace of {X ⊕ 1, Y ⊕ 1, Z ⊕ 1} which contain e4. Thus
S−1e4 ∼ e4. Similarly any nonzero row vector v ∈ k4 such that vAi ∼ v, vB ∼ v and
vC0,i ∼ v is proportional to e4′, the fourth row vector of E4. Consequently e′4S ∼ e′4. Thus
we may assume S = T⊕1 for some T ∈ GL3(k). Now T−1⌈Ai⌉T ∼ X , T−1⌈B⌉T ∼ Y and
22
T−1⌈δC0,i⌉T ∼ Z. Hence ψi and ψ′ are equivalent. The equality Im ψ1 = Im ψ6 is already
shown. Suppose that there exists a faithful representation η of PSL2(F7) in PGL2(k).
Then we obtain a faithful representation ψ′ of PSL2(F7) in PGL3(k) in a trivial manner.
However ψ′(PSL2(F7)) fixes the point (0, 0, 1), a contradiction.
Let A3, B3 and C3 ∈ SL3(k) be as follows.
A3 = diag[ε
4, ε2, ε], B3 =

 0 1 00 0 1
1 0 0

 , C3 = 1√−7

 ε− ε
6 ε2 − ε5 ε4 − ε3
ε2 − ε5 ε4 − ε3 ε− ε6
ε4 − ε3 ε− ε6 ε2 − ε5

 ,
where
√−7 = −ε−ε2+ε3−ε4+ε5+ε6. The representation ψ1 of PSL2(F7) in PGL3(k)
assigns (a), (b) and (c) to (A3), (B3) and (C3), respectively.
Proposition 4.8. The nonsingular eigenspace of ϕ0,1(PSL2(F7)) in Form4,4 is 〈x3y +
y3z + z3x, t4〉. Any quartic form a(x3y + y3z + z3x) + bt4 with ab 6= 0 is projectively
equivalent to x3y + y3z + z3x+ t4.
Proof. Let A = diag[ε4, ε2, ε, 1], B = [e3, e1, e2, e4] and C = δC0 whose first row takes
the form [α, β, γ, 0] with α = ε − ε6, β = ε2 − ε5, γ = ε4 − ε3 and δ = −(α + β + γ).
Assume that a nonsingular quartic form f(x, y, z, t) satisfies 1) fA−1 ∼ f , 2) fB−1 ∼ f
and 3) fC ∼ f . Any h ∈ Form4,4(A; εj) (j ∈ [0, 6]) is singular unless j = 0. So f ∈
〈x3y, y3z, z3x, t4, xyzt〉. By the condition 2) the nonsingular f takes the form a(x3y +
y3z+ z3x)+ bt4+ cxyzt (ab 6= 0), where c = 0 by the condition 3). Let x1, x2, x3, a1, a2, a3
be indeterminates, F (x, y, z) = x3y+y3z+z3x, yi =
∑3
j=1 aσi−1(j)xj where σ = (123) ∈ S3,
and F (y1, y2, y3) = G(x1, x2, x3, a1, a2, a3) =
∑
i1+i2+i3=4
gi1i2i3(a1, a2, a3)x
i1
1 x
i2
2 x
i3
3 . Then
FC−1(x, y, z) = G(x, y, z, α, β, γ), gj1j2j3 = gi1i2i3 if [j1, j2, j3] = [i1, i2, i3]σ
ℓ for some ℓ ∈
[0, 2], and σgi1i2i2 = gi1i2i3. Set a = a1, b = a2 and c = a3. Then
g400 = a
3b+ b3c+ ca, g310 = ab
3 + bc3 + ca3 + 3(a2b2 + b2c2 + c2a2),
g301 = a
4 + b4 + c4 + 3(a2bc+ ab2c+ abc2),
g220 = 3(ab
3 + bc3 + ca3 + a2bc + ab2c+ abc2),
g211 = 3(a
3b+ b3c+ ca + a2b2 + b2c2 + c2a2) + 6(a2bc + ab2c+ abc2).
Put p = ε+ ε6, q = ε2 + ε5, r = ε3 + ε5. Then
p2 = 2 + q, q2 = 2 + r, r2 = 2 + p, pq = −1 − q, qr = −1− r, rp = −1 − p,
α2 = −2 + q, β2 = −2 + r, γ2 = −2 + p, αβ = r − p, βγ = p− q, γα = q − r.
Using these equalities, we obtain
α4 + β4 + γ4 = 21, α3β + β3γ + γ3α = 0, αβ3 + βγ3 + γα3 = 7,
α2β2 + β2γ2 + γ2α2 = 14, α2βγ + αβ2γ + αβγ2 = −7.
Hence, we can evaluate g′i1i2i3 = gi1i2i3(α, β, γ) as follows.
g′400 = 0, g
′
310 = 49, g
′
301 = 0, g
′
220 = 0, g
′
211 = 0.
Consequently fC−1 = 49f , for δ
4 = 49. Obviously fT−1 = x
3y + y3z + z3x + t4 for
T = diag[a−1/4, a−1/4, a−1/4, b−1/4].
Proposition 4.9. [5, p.200] The nonsingular eigenspace of ϕ√2,1(PSL2(F7)) in Form4,4
is 〈2(x3y + y3z + z3x) + t4 + (6√2)xyzt〉.
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Proof. Let G = ϕ√2,1(PSL2(F7)), A = diag[ε
4, ε2, ε, 1], B = [e3, e1, e2, e4], and C =
Z(
√
2, α, β, γ), where α = ε+ ε6, β = ε2 + ε5 and γ = ε3 + ε4. Then G = 〈(A), (B), (C)〉.
Let f ∈ Form4,4 be nonsingular and G-invariant. Since f ∈ Form4,4(A; 1) and fB−1 ∼
f , f takes the form a(x3y + y3z + z3x) + bt4 + cxyzt (a, b,∈ k∗, c ∈ k). Let σ =
(123) ∈ S3, x1, ..., x4, a1, a2, a3 be indeterminates, yi =
∑3
j=1 aσi−1(j)xj + τx4 (i ∈
[1, 3], τ =
√
2), y4 = τ(
∑3
j=1 xj) + x4, and define a polynomial G(x1, ..., x4, a1, a2, a3) =∑
i1+...+i4=4
gi1...i4(a1, a2, a3)x
i1
1 · · ·xi44 to be f(y1, ..., y4). Then, σG = G as a polynomial
in x1, x2, x3, for σG = f(y3, y1, y2, y4). Note that fC−1(x, y, z, t) = G(x, y, z, t, α, β, γ). In
addition to equalities α + β + γ = −1 and αβγ = 1, we have the following equalities.

 α
2
β2
γ2

 =

 2 + β2 + γ
2 + α

 ,

 αββγ
γα

 =

 −1− β−1− γ
−1− α

 ,

 α
3
β3
γ3

 =

 −1 + 2α− β−1 + 2β − γ
−1 + 2γ − α

 ,

 α
2β
β2γ
γ2α

 =

 2 + 2β + γ2 + 2γ + α
2 + 2α+ β

 ,

 αβ
2
βγ2
γα2

 =

 −1 + α−1 + β
−1 + γ

 ,

 α
4
β4
γ4

 =

 6 + 4β + γ6 + 4γ + α
6 + 4α + β

 ,

 α
2β2
β2γ2
γ2α2

 =

 3 + 2β + γ3 + 2γ + α
3 + 2α + β

 ,

 α
3β
β3γ
γ3α

 =

 −4− 3β − γ−4− 3γ − α
−4− 3α− β

 ,

 αβ
3
βγ3
γα3

 =

 −1− 2β−1 − 2γ
−1− 2α

 .
Thus fC−1(x, y, z, t) takes the form
t4(12a+ q + 2τc) + t3(x+ y + z)(−8τa + 4τb+ 2c)
+t2
[
(x2 + y2 + z2)(18a+ 12b− 4τc) + (xy + yz + zx)(−6a + 24b− τc)]
+t
[
5(x3 + y3 + z3)− 27(x2y + y2z + z2x)− 6(xy2 + yz2 + zx2) + 72xyz] τa
+t
[
x3 + y3 + z3 + 3(x2y + y2z + z2x) + 3(xy2 + yz2 + zx2) + 6xyz
]
τb
+t
[−3(x3 + y3 + z3) + 5(x2y + y2z + z2x)− 2(xy2 + yz2 + zx2) + 17xyz] c
+ [−8s400 + 18s310 + 10s301 − 6s220 − 12s211] a
+ [s400 + 4s310 + 4s301 + 6s220 + 12s211] τ
2b
+ [s400 + 4s310 − 3s301 − s220 − 2s211] τc,
where s400 = x
4 + y4 + z4, s220 = x
2y2 + y2z2 + z2x2, and
s310 = x
3y + y3z + z3x, s301 = xy
3 + yz3 + zx3, s211 = x
2yz + xy2z + xyz2.
Since fC−1 ∼ f , the coefficients of monomials t2x2 and t2xy in fC−1 vanish, namely
18a − 4τc = −12b and −6a − τc = −24c, i.e., a = 2b, τc = 12b. One sees easily that
fC−1 = 49bf if a = 2b, τc = 12b.
Lemma 4.10. [2, §272, Ex.5] Paut(x5z + y5x+ z5y) is a group of order 63 generated by
(diag[δ, δ5, 1]) and ([e3, e1, e2]), where δ ∈ k∗ with ord(δ) = 21, and [e1, e2, e3] is the unit
matrix in GL3(k).
Proof. Let f = x5z+y5x+z5y, Hess(f) = 250h, where h = 33(xyz)4−2(x9y3+y9z3+z9x3),
and (x, y, z) ∈ P2 a singular point of Vp(h). If xyz = 0, then (x, y, z) is (1, 0, 0), (0, 1, 0)
or (0, 0, 1). We claim that xyz 6= 0 is impossible. Indeed, xyz 6= 0 and x3hx = y3hy =
z3hz = 0 imply x
9y3 = y9z3 = z9x3 = 11(xyz)4/2, hence (xyz)12 = (11/2)3(xyz)12, a
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contradiction. Let G = Paut(f) and H = Paut(h). As is well known, G is a subgroup
of H . Clearly (A), (B) ∈ G, where A = diag[δ, δ5, 1] and B = [e3, e1, e2]. Since G acts
transitively on the set of all singular points of Vp(h), so does H . Let H3 be the isotropy
subgroup ofH at (0, 0, 1), and assume (C) ∈ H3 with C = [cij] ∈ GL3(k). We may assume
that the third column of C is equal to e3. Since hC−1 ∼ h, it follows that c31 = c32 = 0,
hence C = diag[β, γ, 1] such that γ21 = 1 and β = γ−4. Consequently H3 = 〈(A)〉 and
|H| = 63 so that H = 〈(A), (B)〉 = G.
Proposition 4.11. Paut(x3y+y3z+z3x) = Paut(x5z+y5x+z5y−5x2y2z2) = ψ1(PSL2(F7)),
and the nonsingular eigenspace of ψ1(PSL2(F7)) in Form3,6 is 〈x5z+y5x+z5y−5x2y2z2〉.
Proof. Let G = ψ1(PSL2(F7)), f = x
3y+y3z+z3x, Hess(f) = −57h1, Hess(h1) = 250h2,
where h1 = x
5z + y5x+ z5y − 5x2y2z2, and
h2 = x
10z2 + y10x2 + z10y − 2(x9y3 + y9z3 + z9x3)− 4(x6y5z + y6z5x+ z6x5y)
−16(x7y2z3 + y7z2x3 + z7x2z3) + 13x4y4z4.
Denote the groups Paut(f), Paut(h1) and Paut(h2) by G0, G1 and G2, respectively. As
is well known, G0 ⊂ G1 ⊂ G2. It is evident that fA−13 = fB−13 = f . Let [α, β, γ] be the
first row of
√−7C3. Then 49fC−13 takes the form
(x3y + y3z + z3x){αβ3 + βγ3 + γα3 + 3(α2β2 + β2γ2 + γ2α2)}
+(x4 + y4 + z4)(α3β + β3γ + γ3α)
+(x3z + y3x+ z3y){α4 + β4 + γ4 + 3(α2βγ + β2γα+ γ2αβ)}
+3(x2y2 + y2z2 + z2x2){(αβ3 + βγ3 + γα3) + (α2βγ + β2γα + γ2αβ)}
+3(x2yz + y2zx+ z2xy)c211,
where c211 = (α
3β + β3γ + γ3α) + (α2β2 + β2γ2 + γ2α2) + 2(α2βγ + β2γα + γ2αβ). Let
p = ε+ ε6, q = ε2 + ε5, and r = ε3 + ε4. Then, using equalities
α2 = −2 + q, β2 = −2 + r, γ2 = −2 + p, αβ = r − p, βγ = p− q, γα = q − r,
it is not difficult to see fC−13 = f . Thus G ⊂ G0. Let F ∈ Form3,d\{0} (d > 2). As is
known, H = Hess(F ) = 0 if and only if FT−1 ∈ Form2,d for some T ∈ GL3(k). Assume
H 6= 0. We write I(Q,F ∩H) for the intersection number of Vp(F ) and Vp(H) at Q ∈ P2
[6, p.74,p.104]. Then (1) Q ∈ Vp(F ) ∩ Vp(H) if and only if Q is a singular point or a flex
of Vp(F ), and (2) I(Q,F ∩H) = 1 if and only if Q is an ordinary flex [6, p.116]. Both f
and h1 are nonsingular. For instance, assume h1,x, h1,y, and h1,z vanish at [x, y, z] ∈ k3.
Then the condition xh1,x = yh1,y = zh1,z = 0 implies x
5z = y5x = z5y = 5x2y2z2, so
that xyz = 0, hence it follows that x = y = z = 0. Let Q1 = (1, 0, 0), Q2 = (0, 1, 0),
and Q3 = (0, 0, 1). Clearly Q3 ∈ Vp(f) ∩ Vp(h1) ∩ Vp(h2). Let P = [0, 0] ∈ k2. Denote
the order functions at P of the affine curves f(x, y, 1) = 0 and h1(x, y, 1) by ord
f
P and
ordh1P , respectively. Then 1) ord
f
P (y) = 1 so that ord
f
P (x) = 3 and ord
f
P (h1(x, y, 1)) =
1 = I(Q3, f ∩ h1). Hence Q3 is an ordinary flex of Vp(f). GQ3 ⊂ Vp(f) ∩ Vp(h1),
and
∑
Q∈Vp(f)∩Vp(h1) I(Q, f ∩ h1) = 24 by Bezout’s theorem. Since |GQ3| ≥ 3 + 7 · 3, it
follows that |GQ3| = 24 and GQ3 = Vp(f) ∩ Vp(h1). 2) ordh1P (x) = 1 so that ordh1P (y) =
5 > 3 and ordh1P (h2(x, y, 1)) = 3 = I(Q3, h1 ∩ h2). Thus Q3 is a higher flex of Vp(h1).
GQ3 ⊂ Vp(h1) ∩ Vp(h2), and
∑
Q∈Vp(h1)∩Vp(h2) I(Q, h1 ∩ h2) = 72 by Bezout’s theorem.
So GQ3 = Vp(h1) ∩ Vp(h2). Consequently G1 acts transitively on Vp(h1) ∩ Vp(h2). Let
(A) ∈ G1,Q3, the isotropy subgroup of G1 at Q3, where A = [aij ] ∈ GL3(k). We may
assume the third column of A is e3. Since h1,A−1 ∼ h1, it follows that a31 = a32 = 0,
hence A = diag[α, β, 1] with α7 = 1 and β = α5. Thus |G1,Q3| = 7, |G1| = 7 · 24, i.e.,
G1 = G.
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Suppose FormG3,6,nons 6= ∅, and g ∈ FormG3,6,nons. Form3,6(A3; εi) (i ∈ [0, 6]) is singular at
Qj ∈ P2 for some j ∈ [1, 3] unless i = 0, hence g ∈ Form3,6(A3, 1) = 〈x5z, y5x, z5y, x2y2z2〉
so that g = ax5z+ by5x+ cz5y+ dx2y2z2 with abcd 6= 0 by Lemma 4.10. Indeed, if d = 0,
then gT−1 = x
5z+y5x+z5y so that |Paut(g)| = 63 by Lemma 4.10, a contradiction. Since
gB−13 ∼ g, we have a = b = c. Since gC−13 ∼ g, the coefficient of x6 in gC−13 must vanish,
i.e., d = −5a. Thus the nonsingular eigenspace of G in Form3,6 is 〈h1〉.
Proposition 4.12. Let f = x3y + y3z + z3x, G = Paut(f) and g = f(x, y, z) + t4. Then
Paut(g) is isomorphic to Z4 ×G.
Proof. Let f = x3y + y3z + z3x + t4. Then Hess(g) = −2334h(x, y, z)t2, where h =
xy5+yz5+zx5−5x2y2z2. Since the projective algebraic set Vp(h) in P2(k) is nonsingular,
h is irreducible. Assume (S) ∈ Paut(g) with S = [sij ] ∈ GL4(k). Then gS−1 ∼ g so
that Hess(g)S−1 ∼ Hess(g). Since the polynomial ring k[x, y, z, t] is UFD, tS−1 ∼ t and
hS−1 ∼ h. The first condition yields s4j = 0 (j ∈ [1, 3]), while the second condition implies
t(s14Y
5 + 5s24XY
4 + s24Z
5 + 5s34Y Z
4 + s34X
5 + 5s14ZX
4) = 0,
where X = s11x + s12y + s13z, Y = s21x + s22y + s23z, and Z = s31x + s32y + s33z.
Therefore, si4 = 0 (i ∈ [1, 3]), hence we may assume S = T ⊕ 1 with T ∈ GL3(k). Clearly
(S) ∈ Paut(f) if and only if fT−1 = f . Let H = {T ∈ GL3(k) : fT−1 = f}. Then the
map ϕ : H → Paut(g) assigning T to (T ⊕ 1) ∈ PGL4(k) is a group isomorphism. Since
deg f = 4, H is isomorphic to Z4 ×G.
5 Zp-invariant nonsingular quartic forms, p > 7
Let p be a prime not less that 11, ε ∈ k∗ be of order p. As mentioned in §1, a subgroup
of PGL4(k) isomorphic to Zp is conjugate to one of the subgroups 〈(D0)〉, 〈(D1)〉, 〈(Dℓ)〉
(1 < ℓ < p), 〈(Dj,ℓ)〉 (1 < j 6= ℓ < p). Singularity-checking quartic monomials in
k[x, y, z, t] have indices for D0, D1, Dℓ and Dj,ℓ as follows.
x4 y4 z4 t4 x3y x3z x3t y3x y3z y3t z3x z3y z3t t3x t3y t3z
D0 0 0 4 0 0 1 0 0 1 0 3 3 3 0 0 0
D1 0 0 4 4 0 1 1 0 1 1 3 3 4 3 3 4
Dℓ 0 0 4 4ℓ 0 1 ℓ 0 1 ℓ 3 3 ℓ+ 3 3ℓ 3ℓ 3ℓ+ 1
Dj,ℓ 0 4 4j 4ℓ 1 j ℓ 3 j + 3 ℓ+ 3 3j 3j + 1 3j + ℓ 3ℓ 3ℓ+ 1 3ℓ+ j
Recall that ei (resp. e
′
i) (i ∈ [1, 4]) stands for the i-th column (resp. i-th row) of the
unit matrix E4 ∈ GL4(k).
Lemma 5.1. (1) Any D0-invariant quartic form is singular.
(2) Any D1-invariant quartic form is singular.
Proof. Let A = D0, and f ∈ k[x, y, z, t] a non-zero A-invariant quartic form. Then
fA−1 = ε
if for some i ∈ [0, p− 1], and f is a linear combination of quartic monomials of
index i for A. If i = 0, then f contains none of monomials z4, z3x, z3y, z3t, hence the
projective algebraic set Vp(f) is singular at (e
′
3). Similarly, according as i = 1, i = 3 or
i = 4, Vp(f) is singular at (e
′
3), (e
′
1) or (e
′
1). If i ∈ [0, p − 1] \ {0, 1, 3, 4}, then Vp(f) is
singular at (e′1). We can show (2) similarly.
Lemma 5.2. Any Dℓ-invariant quartic form is singular (1 < ℓ < p).
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Proof. Let A = Dℓ, and a non-zero quartic form f ∈ k[x, y, z, t] satisfy fA−1 = εif for
some i ∈ [0, p− 1]. Note that
ℓ 6≡ ℓ+ 3, 3ℓ, 4ℓ
ℓ + 3 6≡ ℓ, 3ℓ+ 1, 4ℓ
3ℓ 6≡ ℓ, 3ℓ+ 1, 4ℓ
3ℓ+ 1 6≡ ℓ+ 3, 3ℓ, 4ℓ
4ℓ 6≡ ℓ, ℓ+ 3, 3ℓ, 3ℓ+ 1
in Z/pZ. Let L = {ℓ, ℓ + 3, 3ℓ, 3ℓ+ 1, 4ℓ}. Assume first that i = 0. If 0 6∈ L, then Vp(f)
is singular at (e′4). If 0 ∈ L, then 0-1) ℓ + 3 ≡ 0 6≡ 3ℓ + 1 or 0-2) ℓ + 3 6≡ 0 ≡ 3ℓ + 1,
hence Vp(f) is singular at (e
′
4) or (e
′
3), respectively. Assume i = 3. If 3 6∈ L, then V (f) is
singular at (e′1). If 3 ∈ L, then 3-1) ℓ ≡ 3 6≡ 3ℓ, 3ℓ + 1, 4ℓ or 3-2) ℓ 6≡ 3 so that Vp(f) is
singular at (e′4) or (e
′
1). Assume i = 4. If 4 6∈ L, then Vp(f) is singular at (e′1). If 4 ∈ L,
then either 4-1) 4 ≡ ℓ 6≡ 3ℓ or 4-2) ℓ 6≡ 3ℓ ≡ 4, so that Vp(f) is singular at (e′4) or (e′1)
accordingly. Now assume i ∈ [0, p− 1] \ {0, 1, 3, 4}. If i 6∈ L, then Vp(f) is singular at any
(e′j), provided a non-zero quartic form f satisfying fA−1 = ε
if exists. Suppose i ∈ L. If
i ≡ ℓ, then Vp(f) is singular at (e′3), for ℓ ≡ i 6≡ ℓ + 3. If i 6≡ ℓ, then Vp(f) is singular at
(e′1).
Lemma 5.3. Any Dj,ℓ-invariant quartic form (1 < j 6= ℓ < p) is singular.
Proof. Let A = Dj,ℓ and let f ∈ k[x, y, z, t] be a non-zero quartic form satisfying fA−1 =
εif for some i ∈ [0, p − 1]. Define I(j, ℓ) = [i1, ..., i12] ∈ (Z/pZ)12, I(j, ℓ)1, I(j, ℓ)2 ∈
(Z/pZ)5 and I(j, ℓ)3 ∈ (Z/pZ)2 as follows.
[i1, ..., i12] = [j, j + 3, 3j, 3j + 1, 4j, ℓ, ℓ+ 3, 3ℓ, 3ℓ+ 1, 4ℓ, j + 3ℓ, 3j + ℓ],
I(j, ℓ)1 = [i1, ..., i5], I(j, ℓ)2 = [i6, ..., i10], I(j, ℓ)3 = [i11, i12].
I(j, ℓ) is symmetric in the sense that I(ℓ, j)1 = I(j, ℓ)2, I(ℓ, j)2 = I(j, ℓ)1 and I(ℓ, j)3 =
[i12, i11]. Note that i11 6= i12, for j 6= ℓ. By Corollary 2.3 it suffices to show that f contains
at most three singularity-checking quartic monomials. To this end we will show that any
i ∈ [0, p − 1] appears at most three times in the 12 components of I(j, ℓ) and that if i
appears three times there, then i 6∈ {0, 1, 3, 4}. By the remark at the beginning of the
proof of Lemma 5.2 i appears at most twice in I(j, ℓ)1, namely 1-1) j ≡ i ≡ 3j+1, hence
j ≡ −1/2 ≡ i, or 1-2) j+3 ≡ i ≡ 3j, hence j ≡ 3/2, i ≡ 9/2. Similarly i appears at most
twice in I(j, ℓ)2, namely 1-3) ℓ ≡ i ≡ 3ℓ+ 1, hence ℓ ≡ −1/2 ≡ i, or 1-4) ℓ+ 3 ≡ i ≡ 3ℓ,
hence ℓ ≡ 3/2, i ≡ 9/2. First assume 1-1) so that i 6≡ ℓ, 3ℓ + 1, 9/2, hence neither 1-3)
nor 1-4) holds. Therefore i appears at most once in I(j, ℓ)2, namely 1-1-1) i ≡ ℓ+3, 1-1-2)
i ≡ 3ℓ or 1-1-3) i ≡ 4ℓ. Since j ≡ −1/2 ≡ i, i = n1 or i = n2 if and only if ℓ ∈ {0, 1}, that
is, i does not appear in I(j, ℓ)3. We note that −1/2, 9/2 6∈ {0, 1, 3, 4} as elements of the
finite field Z/pZ. Similarly, in the case 1-2) i 6≡ ℓ+ 3, 3ℓ so that i appears at most once
in I(j, ℓ)2, namely 1-2-1) i ≡ ℓ, 1-2-2) i ≡ 3ℓ + 1, or 1-2-3) i ≡ 4ℓ. In addition i appears
in I(j, ℓ)3 if and only if ℓ ∈ {0, 1}, that is, i does not appear in I(j, ℓ)3. In exactly the
same way we can deal with the case where i appears twice in I(j, ℓ)2.
Let I(j, ℓ)1 = [j1, ..., j5], I(j, ℓ)2 = [ℓ1, ..., ℓ5], I(j, ℓ)3 = [n1, n2], and assume that i
appears once in I(j, ℓ)1, namely 2-1) j1 ≡ i, 2-2) j2 ≡ i, 2-3) j3 ≡ i, 2-4) j4 ≡ i or 2-5)
j5 ≡ i. If i does not appear in I(j, ℓ)2, then i appears at most twice in I(j, ℓ). Suppose
i appears once in I(j, ℓ)2, namely 2-1’) ℓ1 ≡ i, 2-2’) ℓ2 ≡ i, 2-3’) ℓ3 ≡ i, 2-4’) ℓ4 ≡ i
or 2-5’) ℓ5 ≡ i, hence 2-m-n) jm ≡ i ≡ ℓn for some m,n ∈ [1, 5]. Obviously the cases
2-n-n) (n ∈ [1, 5]) are impossible, for j 6≡ ℓ. We will show that i appears at most three
times in I(j, ℓ) and that if i appears there three times then i 6∈ {0, 1, 3, 4}. In view of the
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symmetry of I(j, ℓ) it suffices to check the 10 cases 2-m-n), m < n. We can show easily
i 6≡ n1, n2 in the cases 2-1-2), 2-1-3), 2-1-5), 2-2-4), 2-2-5), 2-3-4), 2-3-5), and 2-4-5). For
instance, in the case 2-1-2) (i.e., j ≡ i ≡ ℓ + 3), n1 6≡ i, for ℓ 6≡ 0, and n2 6≡ i, for n2 ≡ i
implies i ≡ 1 so that j ≡ 1, a contradiction. The case 2-1-4): it is easy to see i 6≡ n1. If
i ≡ n2, then i ≡ 3i + (i − 1)/3 so that i ≡ 1/7 6∈ {0, 1, 3, 4}. The case 2-2-3): it is easy
to see i 6≡ n1. If i ≡ n2, then i ≡ 3(i − 3)i + i/3 ≡ i, i.e., i = 27/7 6∈ {0, 1, 3, 4}. It has
been proved that i ∈ [0, p−1] appears at most three times in I(j, ℓ), and that if i appears
three times there, then i 6∈ {0, 1, 3, 4} as an element of Z/pZ.
By Lemma 5.1 through Lemma 5.3 we have following propositions.
Proposition 5.4. Let p ≥ 11 be a prime. Then any Zp-invariant quartic form in
k[x, y, z, t] is singular.
Proposition 5.5. Let G be a projective automorphism group of a nonsingular quartic
form in k[x, y, z, t], and Πpν(p) the decomposition of the order |G| into prime factors.
Then ν(p) = 0 if p ≥ 11.
6 The projective automorphism group of the form
x3y + y3z + z3t + t3x
Let f = x3y + y3z + z3t + t3x, B = diag[1, β, β−2, β7], B′ = diag[β, β−2, β7, 1] with
ord(β) = 20, and C = [e4, e1, e2, e3]. Then fB−1 = βf , fC−1 = f , and CBC
−1 = βB17.
In particular G80 = {(B)i(C)j : i ∈ [0, 19], j ∈ [0, 3]} is a subgroup of PGL4(k) of
order 80. An abelian subgroup 〈(B5)〉 × 〈(C)〉 is a Sylow 2-subgroup of G80. G80 is
isomorphic to C4 × (C5 ⋊ C4). This group and the groups Gi of the next sections have
been identified using Magma, a computational algebra system, considering the order of
the elements of the group; see [1]. If there are several groups of that order whose elements
have the same orders, the number of couples of conjugate elements of the group has been
considered. Then the names of the groups have been determined using GAP; see [8]. Let
G20 = 〈(B)〉 = 〈(B′)〉. We shall show
Theorem 6.1. Paut(x3y + y3z + z3t + t3x) = G80.
Proof. By definition the projective automorphism group Paut(g) of a non-zero form
g(x1, . . . , xn) consists of (A) ∈ PGLn(n) such that gA−1 ∼ g. Recall that Hess(g) =
det[gxi,xj ]. As Hess(gA−1) = (detA)
2Hess(g)A−1, gA−1 ∼ g implies Hess(g)A−1 ∼ Hess(g),
hence Paut(g) is a subgroup of Paut(Hess(g)). Let h = 3−4Hess(f), where f = x3y +
y3z + z3t+ t3x. Then h takes the form
x4z4 + y4t4 − 4(x5zt2 + x2y5t + xy2z5 + yz2t5) + 14x2y2z2t2.
Hence
hx = 4x
3z4 − 4(5x4zt2 + 2xy5t+ y2z5) + 28xy2z2t2,
hy = 4y
3t4 − 4(5x2y4t+ 2xyz5 + z2t5) + 28x2yz2t2,
hz = 4x
4z3 − 4(x5t2 + 5xy2z4 + 2yzt5) + 28x2y2zt2,
ht = 4y
4t3 − 4(2x5zt + x2y5 + 5yz2t4) + 28x2y2z2t.
Denote by S the set of all singular points of the projective algebraic set Vp(h) in P3(k).
Clearly S0 = {(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)} is a subset of S. It is immediate
that (x, y, z, t) ∈ S with xyzt = 0 belongs to S0. We shall find all (x, y, z, 1) ∈ S \ S0.
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Suppose (x, y, z, 1) with xyz 6= 0 belongs to S, namely fx = fy = fz = ft = 0. This
condition is equivalent to gj = 0 (j ∈ [1, 4]), where
g1 = (xfx − ft)/4, g2 = (yfy − ft)/4, g3 = (zfz − ft)/4, g4 = ft.
Since 10y(−x2y4 + z2) = (g1 − g3 + 2g2), we have z2 = x2y4. Now g2 = 0 yields y10 = 1.
Put z = σxy2, where σ2 = y10 = 1. Then the condition gj = 0 (j ∈ [1, 4]) is equivalent to
ℓ1 = ℓ2 = 0, where
ℓ1 = x
8y8 − 4x6y2σ + 4x2y5 − y4, ℓ2 = −2x6y2σ + 7x4y6 − 6x2y5 + y4.
Thus (x, y, z, 1) ∈ P3(k) with xyz 6= 0 belongs to S if and only if [x, y, z] = [x, y, σxy2]
for some [x, σ, y] satisfying σ2 = y10 = 1, ℓ1 = ℓ2 = 0. Define ℓ3 and ℓ4 as follows.
ℓ3 = (ℓ1 + ℓ2)x
−2y−8 = x6 − 6x4y4σ + 7x2y8 − 2y7 = x6 − 6ηy−1x4 + 7y2x2 − 2y−3,
ℓ4 = (ℓ2y
−2σ + 2ℓ3)y−4σ = −5x4 + x2(−6 + 14η)y−1 + (1− 4η)y−2,
where η = y5σ. Evidently ℓ1 = ℓ2 = 0 if and only if ℓ3 = ℓ4 = 0. Moreover,
ℓ3 = −1
5
ℓ4(x
2 − 6 + 16η
5
y−1) +
8(1 + η)
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(−x2 + y−1).
We have found all (x, y, z, 1) ∈ S with xyz 6= 0. Namely, (x, y, z, 1) = (x, y, σxy2) with
σy5 = 1 belongs to S if and only if x2 = y−1, while (x, y, z, 1) = (x, y, σxy2) with σy5 = −1
belongs to S if and only if ℓ4/(−5) = 0, i.e. x4 + 4y−1x2 − y−2 = 0. In the first case
there are 20 (x, y, z, 1)′s. In fact, if y = β2i (i ∈ 2[0, 4]), then [x, y, z] = [β−i, β2i, β3i]
(i ∈ 2[0, 4] ∪ 10 + 2[0, 4]), and if y = β2j (j ∈ 1 + 2[0, 4]), then [x, y, z] = [β−j, β2j, β3j]
(j ∈ (1+2[0, 4])∪(11+2[0, 4])). That is, (x, y, z, 1) = (β−i, β2i, β3i, 1) (i ∈ [0, 19]). The set
of these 20 points is S1 = G20(1, 1, 1, 1). In the second case there are 40 points. Indeed, let
u =
√
−2 +√5 and v =
√
−2−√5. Since x2 = (−2+√5)y−1, we have, as in the first case
(x, y, z, 1) = (uβ−i, β2i,−uβ3i, 1) or (x, y, z, 1) = (vβ−i, β2i,−vβ3i, 1) (i ∈ [0, 19]). Put
S2 = {(uβ−i, β2i,−uβ3i, 1) : i ∈ [0, 19]} and S3 = {(vβ−i, β2i,−vβ3i, 1) : i ∈ [0, 19]}.
Now S = S0 + S1 + S2 + S3. Note that S2 = G20(u, 1,−u, 1) and S3 = G20(v, 1,−v, 1).
Let Q0 = (0, 0, 0, 1), Q1 = (1, 1, 1, 1), Q2 = (u, 1 − u, 1) and Q3 = (v, 1,−v, 1).
Evidently H = Paut(h) acts on S. We claim that there exists no (A) ∈ H such that
(A)Q0 6∈ S0 so that H acts on S0. To prove the claim it suffices to show that the tangent
cone TQ0 of Vp(h) at Q0 is not isomorphic to the one TQℓ at Qℓ (ℓ = 1, 2, 3) by Proposition
2.7. Since h(x, y, z, 1) = −4yz2 + y4 + (−4x5z + 14x2y2z2) − 4x2y5 + (x4z4 − 4xy2z5),
TQ0 is the affine algebraic set Va(yz
2) in A3(k). Let h(x+ t, y + t, z + t, t) takes the form
b(x, y, z)t6 + lower terms of t, where
b(x, y, z) = 8(−3x2 − 3y2 − 3z2 + xy + yz + 4xz).
Since the symmetric matrix [bij ] associated with the quadratic form b is nonsingular, b is
an irreducible polynomial so that TQ1 = Va(b) is not isomorphic to Va(yz
2).
Let w stand for u or v, so that w4 + 4w2 − 1 = 0. Denoting the non-trivial field
automorphism of Q(
√
5) over Q by τ , we have τ(u2) = v2. Then hT−1(x, y, z, t) =
h(x+ wt, y + t, z − wt, t) takes the form b(x, y, z)t6 + lower terms of t, where
c(x, y, z) = c11x
2 + c22y
2 + c33z
2 + 2c12xy + 2c13zx+ 2c23yz,
with
c11 = = c33 = 6w
6 + 40w4 + 14w2 − 4 = −44w2 + 12,
c22 = 4w
6 + 14w4 − 40w2 + 6 = −32w2 + 4,
c12 = 4w
5 + 28w3 − 20w = 12w3 − 16w,
c13 = −8w6 − 20w4 − 28w2 = 12(−7w2 + 1),
c23 = −20w5 − 28w3 + 4w = 52w3 − 16w.
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Since the determinant of the symmetric matrix [cij] is equal to 320w
8+3540w6−1060w4−
116w2 6= 0, the tangent cone TQℓ (ℓ = 2, 3), i.e., the affine algebraic set Va(c) is not
isomorphic to TQ0 = Va(yz
2).
H acts transitively on S0, for so does the subgroup G80. Let H0 = {(A) ∈ H :
(A)Q0 = Q0}, which contains G20. In order to see H0 ⊂ G20 we assume (A) ∈ H0. Since
hA−1 ∼ h, we may assume
A =


a b c 0
0 q 0 0
0 0 r 0
α β γ 1

 .
Now the condition hA−1 ∼ h implies A = diag[a, q, r, 1], hence (A) ∈ G20. Thus |H| =
|S0| |H0| = 80, and H = G80. We have shown G80 ⊂ Paut(f) ⊂ H ⊂ G80.
7 The projective automorphism group of the form
x4 + y4 + z4 + t4 + λ xyzt
Let G16 = {diag[a, b, c, 1] : abc = a4 = b4 = c4 = 1}, which is isomorphic to C4 × C4,
and Sˆ3 = {τˆ = [eτ(1), eτ(2), eτ(3), e4] : τ ∈ S3}. Then G96 = Sˆ3G16 is a subgroup of order
96 in GL4(k), for τˆ
−1diag[a1, a2, a3, a4]τˆ = diag[aτ(1), aτ(2), aτ(3), a4]. G96 is isomorphic to
((C4 × C4) ⋊ C3) ⋊ C2. Since G96 ∩ k∗E4 = {E4}, we can identify G96 with π4(G96) ⊂
PGL4(k). Let B = σˆ, where σ = (1234) ∈ S4, namely B = [e2, e3, e4, e1], and
C =
1
2


−1 −√−1 −√−1 1
−√−1 −1 1 −√−1
1
√−1 −√−1 1
−√−1 −1 −1 √−1

 , C2 = 12


−√−1 √−1 −1 −1√−1 √−1 −1 1
−√−1 −√−1 −1 1√−1 −√−1 −1 −1

 ,
C3 =
1
2


√−1 −√−1 √−1 −√−1
−√−1 −√−1 √−1 √−1
−1 −1 −1 −1
−1 1 1 −1

 , C4 = 12


−1 √−1 1 √−1√−1 −1 −√−1 −1√−1 1 √−1 −1
1
√−1 1 −√−1

 .
We note that ord(B) = 4 and ord(C) = 5.
Lemma 7.1. Let Mλ = x4 + y4 + z4 + t4 + λ xyzt.
(1) The quartic form Mλ(x, y, z, t) is singular if and only if λ4 = 44.
(2) G384 = G96 + (B)G96 + (B)
2G96 + (B)
3G96 is a group of order 384, and G384 =
Paut(Mλ) if λ4 6= {0, 44, 124}. G384 is isomorphic to ((((C4×C4)⋊C2)⋊C2)⋊C3)⋊C2.
(3) G1920 = G384 + (C)G384 + (C)
2G384 + (C)
3G384 + (C)
4G384 is a group of order 1920,
and G1920 = Paut(M
12). G1920 is isomorphic to ((C2 × C2 × C2 × C2)⋊A5)⋊ C2.
Proof. Note first that if λ4 = ν4, then ν = αλ, where α4 = 1, so that Mν = MλD−1 for
D = diag[1, 1, 1, α]. It is trivial that m0 is nonsingular. Suppose λ 6= 0 and that Vp(Mλ) is
singular at (x, y, z, t). Then 44xyzt = λ4xyzt 6= 0, hence λ4 = 44. Conversely, if λ4 = 44,
then Vp(M
λ) is singular at (1, 1,−4/λ, 1).
Let µ = λ/12, g = 12−4Hess(Mλ), and assume µ4 6∈ {0, 3−4}. Then
g = (1−3µ4)x2y2z2t2+2µ3xyzt(x4+y4+z4+ t4)−µ2{x4(y4+z4+ t4)+y4(z4+ t4)+z4t4},
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so that
gx/2 = (1− 3µ4)xy2z2t2 + µ3(5x4yzt + y5zt + yz5t+ yzt5)− 2µ2x3(y4 + z4 + t4),
gy/2 = (1− 3µ4)x2yz2t2 + µ3(x5zt + 5xy4zt + xz5t+ xzt5)− 2µ2y3(x4 + z4 + t4),
gz/2 = (1− 3µ4)x2y2zt2 + µ3(x5yt+ xy5t+ 5xyz4t+ xyt5)− 2µ2z3(x4 + y4 + t4),
gt/2 = (1− 3µ4)x2y2z2t + µ3(x5yz + xy5z + xyz5 + 5xyzt4)− 2µ2t3(x4 + y4 + z4).
As is well known, Paut(Mλ) is a subgroup of Paut(g). Note that G96∪ (Sˆ4) ⊂ Paut(Mλ).
Clearly Vp(g) is singular at P1 = (1, 0, 0, 0), P2 = (0, 1, 0, 0), P3 = (0, 0, 1, 0) and P4 =
(0, 0, 0, 1). If Vp(g) is singular at P = (x, y, z, t) with xyzt = 0, then it can be shown easily
that P = Pi for some i ∈ [1, 4]. Suppose Vp(g) is singular at P = (x, y, z, t) with xyzt 6= 0.
We may assume t = 1. Now gx = gy = gz = gt = 0 if and only if xgx = ygy = zgz = gt = 0,
i.e., xgx − gt = ygy − gt = zgz − gt = gt = 0, namely, putting s = 2µxyz − x4 − y4 − z4
(x4 + s)(x4 − 1) = (y4 + s)(y4 − 1) = (z4 + s)(z4 − 1) = 0,
(1− 3µ4)x2y2z2 + µ3xyz(x4 + y4 + z4 + 5)− 2µ2(x4 + y4 + z4) = 0.
Note that if [x, y.z] = [α1, α2, α3] ∈ k3 is a solution, then [x, y, z] = [ατ(1), ατ(2), ατ(3)]
(τ ∈ S3) is also a solution. Note that if x4 = 1, then y4 = 1 or z4 = 1. To see this,
assume y4, z4 6= 1. Then the above equalities imply y4 = z4 and 2µxyz = (β + 1), where
β = y4. Consequently 16µ4β2 = (β + 1)4. Hence the equality µ2gt = 0 can be written
(β + 1)2 + µ4(β2 − 6β + 1) = 0, which yields
0 = 16β2(β + 1)2 + (β + 1)4(β2 − 6β + 1) = (β + 1)2(β − 1)4,
hence y4 = β = 1, a contradiction. Assume x4 = y4 = 1 and z4 6= 1. Then 2µxyz = 2,
hence µ4γ = 1, where γ = z4. Now the condition µ2gt = 0 is satisfied. So P3,a,b =
(
√−1a,√−1b, µ−1√−1−a−b, 1) (a, b ∈ [0, 3]) are singular points of Vp(g). Note that µ4 6=
1, for 1 = µ4x4y4z4 = µ4γ 6= µ4. By the symmetry, Vp(g) is also singular at
P1,a,b = (µ
−1√−1−a−b,√−1a,√−1b, 1), P2,a,b = (
√−1a, µ−1√−1−a−b,√−1b, 1),
where a, b ∈ [0, 3]. We further note that if x4 = y4 = z4 = 1, then µ = √−1−a (a ∈ [0, 3])
if xyz =
√−1a. Indeed, putting ν = √−1aµ
0 = gt(x, y, z, 1) = (1− 3µ4)
√−12a + 8µ3√−1a − 6µ2 = −3√−12a(ν4 − 8
3
ν3 + 2ν2 − 1
3
)
= −3√−12a(ν − 1)3(ν + 1
3
),
and (3µ)4 6= 1, for (λ/4)4 6= 1. Next assume none of x4, y4, z4 is equal to 1. Then
2µxyz = y4 + z4, 2µxyz = x4 + z4, 2µxyz = x4 + y4,
equivalently, x4 = y4 = z4 = µxyz. Now the condition gt = 0 reduces to xyz = µ
3,
hence x4 = y4 = z4 = µ4 = µxyz 6= 1. Therefore, Vp(g) is singular at P4,a,b =
(µ
√−1a, µ√−1b, µ√−1−a−b, 1) (a, b ∈ [0, 3]). Thus, if µ4 6= 0, 1, 3−4, then Vp(g) has
exactly 68 singular points. Assume µ4 = 1. In this case one of x4, y4, z4 must be equal to
1. Therefore, x4 = y4 = z4 = 1 with µxyz = 1. So, if µ = 1, the set of singular points of
Vp(g) consists of Pi (i ∈ [1, 4]) and Qij = (
√−1i,√−1j ,√−1−i−j, 1) (i, j ∈ [0, 3]).
Let GP4 = {(A) ∈ Paut(g) : (A)P4 = P4}. We will show GP4 = G96, to be precise
GP4 = π4(G96), for µ satisfying µ
4 6= 0, 3−4. Clearly GP4 ⊃ G96. Assume (A) ∈ GP4,
where A = [aij ] ∈ GL4(k) with the 4-th column e4. Comparing the coefficients of t5 in
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gA−1 and g, we see that (
∑3
j=1 a1jxj)(
∑3
j=1 a2jxj)(
∑3
j=1 a3jxj) ∼ x1x2x3. Replacing A
by A[eτ(1), eτ(2), eτ(3), e4] for some τ ∈ S3, we may assume aij = 0 (i, j ∈ [1, 3], i 6= j).
Comparing the coefficients of t4 in gA−1 and g, we see that a4j = 0 (j ∈ [1, 3]). Now the
nonsingular matrix A = diag[a, b, c, 1] satisfies gA−1 ∼ g if and only if a4 = b4 = c4 =
abc = 1. Thus GP4 ⊂ G96.
Let P0 = {P1, P2, P3, P4}, Pi = {Pi,a,b : a, b ∈ [0, 3]} (i ∈ [1, 4]), and Q = {Qij : i, j ∈
[0, 3]}. To complete the proof we first assume µ4 6= 0, 3−4, 1. G384 acts transitively on
∪4i=1Pi and P0. Any (A) ∈ Paut(g) maps P0 into itself. To verify this it suffices to show
that (A)P4 = P4,0,0 is impossible. Since
g(u, v, w, 1) = 2µ3uvw + q4(u, v, w) + · · ·+ q8(u, v, w), g(u+ µ, v + µ, w + µ, 1)
= µ4(µ4 − 1){5(u2 + v2 + w2)− 6(uv + vw + wu)}+ r3(u, v, w) + · · ·+ r8(u, v, w),
where qj , rj ∈ Form3,j, the tangent cone to Vp(g) at P4 (resp. at P4,0,0) is the affine
algebraic set Va(xyz) (resp. Va(5(x
2 + y2 + z2) − 6(xy + yz + zx))). Since these two
affine algebraic sets are not isomorphic, (A)P4 = P4,0,0 is impossible by Proposition
2.7. Since Paut(g) acts transitively on the four-point set P0 and |GP4| = 96, it fol-
lows that |Paut(g)| = 384, hence Paut(g) = G384. Now G384 ⊂ Paut(Mλ) ⊂ Paut(g), i.e.,
Paut(Mλ) = G384. Finally assume µ = 1. {(C)i(Bℓ)P4 : ℓ ∈ [0, 3]} (i ∈ [0, 4]) consists of
four points in P3(k) with homogeneous coordinates c′ij, where c
′
ij denote the transposed
of the j-th column of C i. One can verify immediately that {(C)i(Bℓ)P4 : ℓ ∈ [0, 3], i ∈
[0, 4]} = P0 ∪Q. The right-hand side is the set of all singular points of Vp(g). So Paut(g)
acts transitively on P0 ∪ Q, and |GP4| = 96. Consequently |Paut(g)| = 20 · 96. Since
G1920 ⊂ Paut(M12) ⊂ Paut(g), it follows that G1920 = Paut(M12) = Paut(g).
Let H1 = K1 = diag[1, 1, 1, 1] = [e1, e2, e3, e4] and
H2 = [−e1,−e2, e3, e4], H3 = [−e1, e2,−e3, e4], H4 = [e1,−e2,−e3, e4] = H2H3,
K2 = ˆ(12)(34) = [e2, e1, e4, e3], K3 = ˆ(13)(24) = [e3, e4, e1, e2], K4 = ˆ(14)(23) = K2K3.
ClearlyH = {Hi : i ∈ [1, 4]} is a subgroup of GL4(k) isomorphic to Z2×Z2. Permutations
σ1 = id, σ2 = (12)(34), σ3 = (13)(24), and σ4 = (14)(23) form a subgroup of S4 isomorphic
to Z2 × Z2. Let K = {σˆi : i ∈ [1, 4]}. In addition
σˆ2
−1H2σˆ2 = H2, σˆ2
−1H3σˆ2 = −H3,
σˆ3
−1H2σˆ3 = −H2, σˆ3−1H3σˆ3 = H3.
Thus, the map ξ : H × K → PGL4(k) defined by ξ(Hi, Kj) = (HiKj) is a group homo-
morphism such that Imξ is abelian. Since ξ is injective, A16 = {(Hi)(Kj) : i, j ∈ [1, 4]}
is an abelian group of order 16. A16 is isomorphic to C2 × C2 × C2 × C2.
Lemma 7.2. A16 ✁G1920.
Proof. By Lemma 7.1 the group G1920 is generated by (G16), (Sˆ3), (σˆ) and (C), where σ =
(1234) ∈ S4. (1) LetD = diag[a, b, c, 1] with a4 = b4 = c4 = abc = 1. Then D andHi com-
mute. Besides, D−1K2D = cdiag[b2, a2, a2b2, 1]K2, andD−1K3D = bdiag[c2, a2c2, a2, 1]K3.
Thus (D)−1A16(D) = A16. (2) The permutations τ1 = (12) and τ2 = (23) generate S3. Re-
call that τˆ−1diag[a1, a2, a3, a4]τˆ = diag[aτ(1), aτ(2), aτ(3), aτ(4)]. Therefore, (τˆi)−1(H)(τˆi) =
(H) for i ∈ [1, 2]. In addition
τ−11 σ2τ1 = σ2, τ
−1
1 σ3τ1 = σ4, τ
−1
2 σ2τ2 = σ3, τ
−1
2 σ3τ2 = σ2.
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So (τˆ)−1A16(τˆ) = A16 for any τ ∈ S3. (3) Note that σ−1σ2σ = σ4 and σ−1σ3σ = σ3.
Consequently (σˆ)−1A16(σˆ) = A16. (4) Finally (C)−1A16(C) = A16, for
C−1H2C =
√−1H2K4, C−1H3C =
√−1H3K2,
C−1K2C = −
√−1H2K4, C−1K3C = −
√−1H4K2.
Let σ = (13)(25), τ = (1234) ∈ S5, and ρ = στ . Clearly ord(ρ) = 6.
Lemma 7.3. In S5
(34)(152) = στ, (34) = ρ3, (152)−1 = ρ2, (23) = τ−1(34)τ, (12) = τ−1(23)τ,
(25) = (152)−1(12)(152), (35) = (23)(25)(23), (45) = (34)(35)(34).
In particular σ and τ generate S5.
Proof. As is well known, S5 are generated by (12), (23), (34) and (45).
Let τj = (jj + 1) ∈ S5 (j ∈ [1, 4]). As is well known , they generate S5, and the
defining relations with respect to them [23] are
τ 2j = 1 (j ∈ [1, 4]), (τjτj+1)3 (j ∈ [1, 3]), (τiτj)2 = 1 (|i− j| ≥ 2).
There exists a group homomorphism χ of S5 into GL4(k) such that χ(τi) = Ti (i ∈ [1, 4]),
where Ti are given as follows. Hence we have a group homomorphism (χ) : S5 →
PGL4(k), where (χ)(τ) = (χ(τ)).
T1 = [e3, e2, e1, e4], T2 = [
√−1e2,−
√−1e1, e3, e4], T3 = [e1,
√−1e4, e3,−
√−1e2],
T4 =
1
2


1
√−1 −1 √−1
−√−1 1 −√−1 −1
−1 √−1 1 √−1
−√−1 −1 −√−1 1

 .
In fact we have the following lemma. We note that M12T−1i
= M12 for every i ∈ [1, 4].
Since A5 is the minimal normal subgroup of S5 [23, chapter 3,(2.10)], χ and (χ) are
injective.
Lemma 7.4. Let Tij = TiTj. Then
ord(Ti) = 2 (i ∈ [1, 4]), ord(Tjj+1) = 3 (j ∈ [1, 3]), ord(Tij) = 2 (|i− j| ≥ 2).
Proof. One can easily verify these equalities.
Proposition 7.5. G1920 = (χ(S5))A16, and G1920/A16 ∼= (χ(S5)).
Proof. Let G = G1920, and H = (χ(S5)), which is a subgroup of G of order 120. Since
A16 ✁ G, the inverse image (χ)−1(A16 ∩ H) ✁ S5 is {id}, A5 or S5. Since any non-unit
element of A16 is of order two, A16 ∩H = {eG}.
Since the representations χ and ρV of S5, which is generated by (12) and (12345), are
equivalent, and irreducible, there exists uniquely an S ∈ GL4(k) such that S−1T1S = τ12
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and S−1T1T2T3T4S = τ12345 = diag[ε, ε2, ε4, ε3] up to constant multiplication. We define
ci and γi (i ∈ [1, 4]) as follows, and let σ = (1234).


c1
c2
c3
c4

 =


−1
1− ε2 + ε4 +√−1(−1− ε+ ε3)
−ε + ε4 +√−1(ε2 + ε3)
−ε3 − ε4 −√−1(ε+ ε2)

 ,


γ1
γ2
γ3
γ4

 =


−2 + ε+ ε4 +√−1(−ε2 + ε3)
−ε3 + ε4 +√−1(ε− ε2)
1 + 2ε+ 2ε3
−ε+ ε3 +√−1(−ε2 + ε4)

 .
Then we may assume S = Cσˆ2diag[ε4, ε3, ε, ε2], where, putting D = diag[1,
√−1, 1,−1],
C = D


c1 c2 c3 c4
c3 c4 c1 c2
c4 c1 c2 c3
c2 c3 c4 c1

 , C−1 = 110


γ1 γ3 γ4 γ2
γ2 γ4 γ1 γ3
γ3 γ1 γ2 γ4
γ4 γ2 γ3 γ1

D−1.
In fact T1T2T3T4S = Sτ12345. Since
∑4
i=1 ciγσj(i) = 10δ0,j for j ∈ [0, 3], C−1 is given as
above. So one can verify that the 4-th row of S−1T1S is equal to the 4-th row of τ12.
Theorem 7.6. Let S be as above, M12 = x4 + y4 + z4 + t4 + 12xyzt, F0 = x
3y + y3z +
z3t+ t3x+ 3xyz, and F1 = x
2z2 + y2t2 + 2xyzt. Then
M12S−1 = 80p{F0 −
3
4
(1 +
√−1)F1},
where p = 3 + 20ε+ 28ε2 + 16ε3 +
√−1(17 + 20ε+ 4ε2 − 8ε3).
Proof. Since σˆ and τ12345 leaves Fj (j ∈ [0, 1]) invariant, and diag[ε4, ε3, ε, ε2] = τ 412345, it
suffices to show thatM12C−1 = 80p{F0− 34(1+
√−1)F1}. Let F (x, y, z, t) = M12D−1 = x4+y4+
z4+t4−12√−1xyzt, xi, ai (i ∈ [1, 4]) be indeterminates, yj =
∑4
i=1 aσj (i)xi (j ∈ [0, 3]), and
G(x, a) = F (y1, y2, y3, y4) =
∑
i1+···+i4=4 gi1···i4(a1, ..., a4)x
i1
1 · · ·xi44 . In particular gj1···j4 =
gi1···i4 if [j1, ..., j4] = [i1, ..., i4]σ
ℓ for some ℓ ∈ [0, 3]. Since τF (x1, ..., , x4) = F (x1, ..., x4)
for any τ ∈ S4, σG(x, a) = F (yσ−1(1), ..., yσ−1(4)) = G(x, a) as a polynomial in x, while
σG(x, a) = F (yσ(1), ..., yσ(4)) = G(x, a) as a polynomial in a. Note that m
12
C−1(x1, ..., x4) =
G(x, c1, c2, c3, c4). We introduce 10 polynomials in indeterminates a, b, c, d as follows.


f4000(a, b, c, d)
f1111(a, b, c, d)
f2020(a, b, c, d)
f2200(a, b, c, d)

 =


a4 + b4 + c4 + d4
abcd
a2c2 + b2d2
a2b2 + b2c2 + c2d2 + d2a2

 ,

 f3100(a, b, c, d)f3010(a, b, c, d)
f3001(a, b, c, d)

 =

 a
3b+ b3c+ c3d+ d3a
a3c+ b3d+ c3a+ d3b
a3d+ b3a + c3b+ d3c

 ,

 f2110(a, b, c, d)f2101(a, b, c, d)
f2011(a, b, c, d)

 =

 a
2bc+ b2cd+ c2da + d2ab
a2bd+ b2ca+ c2db+ d2ac
a2cd+ b2da+ c2ab+ d2bc

 .
34
Then, writing gi1···i4(a, b, c, d) as gi1···i4 , we have

g4000
g3100
g3010
g3001
g2200
g2020
g2110
g2101
g2011
g1111


=


f4000 − 12
√−1f1111
4f3100 − 12
√−1f2110
4f3010 − 12
√−1f2101
4f3001 − 12
√−1f2011
6f2200 − 12
√−1(f2020 + f2101)
12f2020 − 12
√−1(f2200 + 2f1111)
12f2110 − 12
√−1(f3100 + 2f2011)
12f2101 − 12
√−1(f3010 + f2200 + 4f1111)
12f2011 − 12
√−1(f3001 + 2f2110)
96f1111 − 12
√−1(f4000 + 2f2020 + 4f2101)


.
One can evaluate f ′i1···i4 = fi1···i4(c1, c2, c3, c4) and g
′
i1···i4 = gi1···i4(c1, c2, c3, c4), using the
following equalities


c22
c23
c24

 =


−5ε− 3ε2 + 3ε3 + 5ε4 +√−1(−4 + 6ε2 + 6ε3)
−3 + 2ε2 + 2ε3 +√−1(2 + 4ε+ 4ε2)
1 + 2ε+ 2ε2 +
√−1(2− 2ε2 − 2ε3)

 ,


c2c3
c2c4
c3c4

 =


−3− 4ε+ 3ε3 + ε4 +√−1(−3 + ε+ 3ε2 − 4ε4)
2− 3ε2 − 3ε3 +√−1(−3ε− 2ε2 + 2ε3 + 3ε4)
2− ε2 + 3ε4 +√−1(−2− 3ε+ ε3)

 .
Namely,


f ′4000
f ′1111
f ′20201
f ′2200

 =


−84 + 144ε2 + 144ε3 +√−1(120ε+ 72ε− 72ε3 − 120ε4)
10ε+ 6ε2 − 6ε3 − 10ε4 +√−1(7− 12ε2 − 12ε3)
28− 48ε2 − 48ε3 +√−1(−40ε− 24ε2 + 24ε3 + 40ε4)
40ε+ 24ε2 − 24ε3 − 40ε4 +√−1(28 − 48ε2 − 48ε3)

 ,


f ′3100
f ′3010
f ′3001

 =


−67 + 69ε+ 133ε2 + 37ε3 − 91ε4 +√−1(87 + 111ε− 17ε2 − 113ε3 − 49ε4)
−60ε− 36ε2 + 36ε3 + 60ε4 +√−1(−42 + 72ε2 + 72ε3)
69 + 87ε− 9ε2 − 81ε3 − 33ε4 +√−1(49 − 53ε− 101ε2 − 29ε3 + 67ε4)

 ,


f ′2110
f ′2101
f ′2011

 =


−40 − 52ε+ 12ε2 + 60ε3 + 28ε4 +√−1(−30 + 38ε+ 70ε2 + 22ε3 − 42ε4)
−14 + 24ε2 + 24ε3 +√−1(20ε+ 12ε2 − 12ε3 − 20ε4)
12 − 22ε− 38ε2 − 14ε3 + 18ε4 +√−1(−22 − 28ε+ 4ε2 + 28ε3 + 12ε4)

 ,
and


g′4000
g′3100
g′3010
g′3001
g′2200
g′2020
g′2110
g′2101
g′2011
g′1111


=


0
80{3 + 20ε+ 28ε2 + 16ε3 +√−1(17 + 20ε+ 4ε2 − 8ε3)}
0
0
0
120{7 − 12ε2 − 12ε3 +√−1(−10ε− 6ε2 + 6ε3 + 10ε4)}
0
0
0
240{10ε + 6ε2 − 6ε3 − 10ε4 +√−1(7− 12ε2 − 12ε3)}


.
Consequently
M12C−1(x, y, z, t) = g
′
3100(x
3y + y3z + z3t+ t3x) + g′2020(x
2z2 + y2t2) + g′1111xyzt.
Since g′3100 = 80p and 2p
−1 = 3 + 4ε3 − 4ε4 + √−1(3 − 4ε + 4ε2), g′2020/g′3100 is equal
to −3
4
(1 +
√−1). In addition the equality 3g′3100 + 2g′2020 = g′1111 yields g′1111/g′3100 =
3
2
(1 − √−1). Hence M12C−1(x, y, z, t) = 80p{F0(x, y, z, t) − 34(1 +
√−1)F1(x, y, z, t)}, as
desired.
8 Zpa-invariant d-forms
Lemma 8.1. Let a be a positive integer, p a prime, q = pa ≥ 4, ε ∈ k∗ with ord(ε) = q,
d ≥ 3 an integer, f ∈ Form4,d, A0 = diag[ε, 1, 1, 1], Aj = diag[ε, εj, 1, 1] (0 < j < q)),
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Bj = [ε, ε
j, εj] (1 < j < q, p|j) and Ajℓ = diag[ε, εj, εℓ, 1] (1 < j < ℓ < q).
(1) If Paut(f) ⊃ 〈(A0)〉, and q > d, then f is singular.
(2) If Paut(f) ⊃ 〈(Aj)〉, and q > d(d− 1), then f is singular.
(3) If Paut(f ⊃ 〈(Bj)〉, and q > d(d− 1), then f is singular.
(4) If Paut(f) ⊃ 〈(Ajℓ)〉, and q > d(d− 1)2, then f is singular.
In particular any Zq-invariant d-form f is singular, provided q > d(d− 1)2.
Proof. Denote by e′j (i ∈ [1, 4]) the i-th row of the unit matrix E4. (1) We may assume
fA0−1 = ε
if (i ∈ [0, q−1]). If i ∈ {0, 1} then Vp(f) is singular at (e′1). If i 6∈ {0, 1}, Vp(f) is
singular at (e′2). (2) We may assume fA−1j = ε
if (i ∈ [0, q− 1]). If j = 1, Vp(f) is singular
at (e′1) or (e
′
3). So let 1 < j < q − 1. If i 6∈ {0, 1, j}, Vp(f) is singular at (e′3). Assume
i ∈ {0, 1, j}. Let Ix (resp. Iy) be the set of indices of monomials xd, xd−1y, xd−1z, xd−1t
( resp. yd, yd−1x, yd−1z, yd−1t) with respect to Aj , namely Ix = {d, d − 1 + j, d − 1} (
resp. Iy = {dj, (d − 1)j + 1, (d − 1)j}). We will show that i 6∈ Ix ∩ Iy so that Vp(f)
is singular at (e′1) or (e
′
2). Indeed, suppose i ∈ Ix ∩ Iy. If i=0, then d − 1 + j ≡ 1,
hence Iy = {−d(d − 1), −d(d − 2), −(d − 1)2} 6∋ 0, a contradiction. If i ∈ {1, j} and
i ∈ Ix, then it follows similarly that i 6∈ Iy. (3) Let Ix, Iy, Iz, and It be the set of
indices of monomials xd, xd−1y, xd−1z, xd−1t; yd, yd−1x, yd−1z, yd−1t; zd, zd−1x, zd−1y, yd−1t;
td, td−1x, td−1y, td−1z, respectively. That is,
Ix = {d− 1, d, d− 1 + j}, Iy = {(d− 1)j, (d− 1)j + 1, dj} = Iz, It = {0, 1, j, ℓ}.
By Lemma 2.10 it suffices to show that I = Ix ∩ Iy ∩ Iz ∩ It is empty. Clearly I ⊂ It.
Suppose 0 ∈ I. Since 0 ∈ Ix and 0 6≡ d, d − 1, it follows that 0 ≡ d − 1 + j. Now the
condition 0 ∈ Iy yields d(d− 1) ≡ 0 or (d− 1)2 ≡ 0, a contradiction, for 0 6≡ (d− 1)j + 1
(recall p|j). Similarly 1 6∈ I. Suppose j ∈ I. Since j ∈ Ix and j 6≡ d−1+j. it follows that
j ≡ d−1 or j ≡ d. If j ≡ d−1, then Iz = {(d−1)2, (d−1)2+1, d(d−1)} ⊂ Z/qZ, hence
j ≡ d − 1 6∈ I, a contradiction. Similarly j ≡ d also leads to a contradiction. Thus I is
empty. (4) Let Ix, Iy, Iz, and It be the set of indices of monomials x
d, xd−1y, xd−1z, xd−1t;
yd, yd−1x, yd−1z, yd−1t; zd, zd−1x, zd−1y, yd−1t; td, td−1x, td−1y, td−1z, respectively. That is,
Ix = {d, d− 1 + j, d− 1 + ℓ, d− 1}, Iy = {dj, (d− 1)j + 1, (d− 1)j + ℓ, (d− 1)j},
Iz = {dℓ, (d− 1)ℓ+ 1, (d− 1)ℓ+ j, (d− 1)ℓ}, It = {0, 1, j, ℓ}.
We may assume fA−1
jℓ
= εif . If i 6∈ It, Vp(f) is singular at (e′4). It remains to show that if
i ∈ It, then i 6∈ Ix∩Iy ∩Iz so that Vp(f) is singular at (e′1), (e′2) or (e′3). We will prove this
statement under the conditions that 1 < j, ℓ < q−1 and j 6= ℓ. To this end we assume the
contrary : i ∈ Ix∩Iy∩Iz. The case 1) where i = 0. In this case either 1-1) d−1+j ≡ 0 or
1-2) d−1+ℓ ≡ 0. Assume 1-2), hence j ≡ −(d−1). Since i ∈ Iy, we have −(d−1)2+ℓ ≡ 0,
namely ℓ ≡ (d − 1)2. Now Iz = {d(d − 1)2, (d − 1)3 + 1, d(d − 1)(d − 2), (d − 1)3} does
not contain 0, a contradiction. Similarly, 1-2) leads to a contradiction. The case 2)
where i = 1. In this case either 2-1) d− 1 + j ≡ 1 or d− 1 + ℓ ≡ 1. Assume 2-1), hence
j ≡ −(d−2). Since i ∈ Iy, we have −(d−1)(d−2)+ℓ ≡ 1, namely ℓ ≡ (d−1)(d−2). Now
i 6∈ Iz = {d(d2−3d+3), (d−1)(d2−3d+3)+1, (d−1)(d2−3d+3)−(d−2), (d−1)(d2−3d+3)},
a contradiction. Similarly, 2-2) leads to a contradiction. The case 3) where i = j. In this
case there are three possibilities; 3-1) d ≡ j, 3-2) d− 1 ≡ j, and 3-3) d− 1+ ℓ ≡ j. If 3-1)
is the case, the condition i ∈ Iy implies d ≡ (d − 1)d + ℓ, namely ℓ ≡ −d(d − 2), hence
Iz = {−d2(d−2),−d(d−1)(d−2),−d(d−1)(d−2)+1,−d(d−1)(d−2)+d}, which cannot
contain i = d. If 3-2) is the case, the condition i ∈ Iy implies ℓ ≡ −(d − 1)(d− 2), hence
Iz = {−d(d− 1)(d− 2),−(d− 1)2(d− 2),−(d− 1)2(d− 2) + 1,−(d− 1)2(d− 2) + d− 1},
which cannot contain i = d − 1. Assume 3-3). Then ℓ ≡ j − d + 1 so that Iy =
{dj, dj− d+1, (d− 1)j, (d− 1)j+1} and Iz = {dj− d(d− 1), dj− (d− 1)2, (d− 1)j− (d−
36
1)2, (d− 1)j − d(d− 2)}. Note that the both {dj, dj − d+ 1, dj − d(d− 1), dj − (d− 1)2}
and {(d−1)j, (d−1)j+1, (d−1)j− (d−1)2, (d−1)j−d(d−2)} consist of four elements
in Zq. Therefore, if j ≡ dj ∈ Iy, namely (d− 1)j ≡ 0, then j ≡ (d− 1)j − (d− 1)2 ∈ Iz or
j ≡ (d−1)j−d(d−2) ∈ Iz, which is impossible, for j ≡ −(d−1)2 or j ≡ −d(d−2) implies
−(d − 1)3 ≡ 0 or −d(d − 1)(d − 2) ≡ 0, a contradiction. If j ≡ dj − d + 1 ∈ Iy, namely
(d−1)j ≡ d−1, then j ≡ (d−1)j− (d−1)2 ∈ Iz or j ≡ (d−1)j−d(d−2) ∈ Iz, which is
impossible, for j ≡ −(d−1)(d−2) or j ≡ −(d2−3d+1) contradicts to (d−1)j ≡ d−1. If
j ≡ (d−1)j ∈ Iy, then j ≡ dj−d(d−1) ∈ Iz or j ≡ dj− (d−1)2 ∈ Iz, hence j ≡ d(d−1)
or j ≡ (d − 1)2, which contradicts to j ≡ (d − 1)j. If j ≡ (d − 1)j + 1 ∈ Iy, then
j ≡ dj−d(d−1) ∈ Iz or j ≡ dj− (d−1)2 ∈ Iz, hence j ≡ d(d−1)+1 or j ≡ (d−1)2+1,
which contradicts j ≡ (d−1)j+1. The final case 4) where i = ℓ. This case reduces to the
case 3), for if j and ℓ are relabelled as ℓ and j respectively, Ix and It remain unaltered,
while Iy and Iz are interchanged.
Since a cyclic subgroup of order q in PGL4(k) is conjugate to one of 〈(Aℓ)〉 (ℓ ∈
[0, q − 1]), 〈(Bj)〉 (j ∈ [2, q − 1], p|j), and 〈(Ajℓ)〉 (1 < j < ℓ < q) by Lemma 2.12, the
last assertion follows.
We have
Theorem 8.2. [12, p.114][3, p.98][11, p.249] A finite subgroup G of GLn(k) (n ≥ 1) con-
tains a normal abelian subgroup AG such that |AG| ≥ λ(n)|G|, where λ(n) > 0 is a
constant depending on n but not depending on G.
Lemma 8.3. A finite subgroup H of the direct product group k∗n contains a cyclic group
CH such that |CH| ≥ |G| 1n .
Proof. If n = 1, then CH = H is a cyclic group. Assume n ≥ 2, and let ρi : k∗n → k∗
the canonical projections, and Gi = ρi(G) (i ∈ [1, n]). Then Gi = 〈ξi〉 for some ξ ∈ k∗
of finite order, and |G| ≤ |G1| · · · |Gn|. Therefore |Gi| ≥ |G| 1n for some i ∈ [1, n] so that
G contains an element η = [η1, ..., ηn]), where ηi generates Gi. Clearly CH = 〈η〉 satisfies
|CH | ≥ |G| 1n .
Recall that Dn(k) = {diag[a1, ..., an] : ai ∈ k∗ (i ∈ [1, n])}.
Lemma 8.4. A finite abelian subgroup G of GLn(k) is conjugate to a subgroup of Dn(k).
Proof. We proceed by induction on n. The statement holds for n = 1. Assume the
statement holds for any GLm(k) (1 ≤ m ≤ n− 1) and that G is a finite abelian subgroup
of GLn(k). We may assume g = |G| ≥ 2. If every element of G has only one eigenvalue,
then G ⊂ Dn(k). Assume that |G| ≥ 2 and that there exists an A ∈ G such that
det(λEn−A) = (λ−λ1)n1 · · · (λ−λr)nr , where λ1, ..., λr ∈ k∗ are distinct. Then T−1AT =
λ1En1 ⊕ · · · ⊕ λrEnr , which will be denoted by A′. Every element of T−1GT commutes
with A′, hence T−1GT consists of B(i) (i ∈ [1, g]) of the form B(i)n1⊕· · ·⊕B(i)nr , where
B(i)nj ∈ GLnj (k) (j ∈ [1, r]) such that {B(i)nj : i ∈ [1, g]} is a finite abelian subgroup of
GLnj . By the induction hypothesis there exist Snj (j ∈ [1, r]) such that S−1nj B(i)njSnj ∈
Dnj(k). Consequently S
−1T−1GTS ⊂ Dn(k), where S = Sn1 ⊕ · · · ⊕ Snr .
Let us apply these results to a finite group G of PGLn(k) (n ≥ 2). As is well known,
we can find a subgroup G˜ of order n|G| in SLn(k) such that G = πn(G˜). Indeed, if
g = |G|, then we may assume G = {(Aj) : j ∈ [1, g]} with Aj ∈ SLn(k) so that
G˜ = {εiAj : i ∈ [0, n − 1], j ∈ [1, g]} is a subgroup of SLn(k) of order ng satisfying
G = πn(G˜), where ord(ε) = n. Note that G˜ ∩ k∗En = 〈εEn〉. Furthermore, a subgroup
H ′ of G˜ gives rise to a subgroup H = πn(H ′) of order
|H| = |H
′〈εEn〉|
|〈εEn〉| ≥
|H ′|
|〈εEn〉| =
|H ′|
n
.
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By Theorem 8.2 G˜ has an abelian subgroup AG˜ such that |AG˜| ≥ λ(n)ng, and AG˜ defines
an abelian subgroup H = πn(AG˜) in G, whose order is not less that λ(n)g. Since we may
assume H = {(Hj) : j ∈ [1, ℓ]} with some Hj ∈ AG˜, H is conjugate to a subgroup of
PDn(k), which is isomorphic to k
∗n−1. Now Lemma 8.3 yields
Theorem 8.5. A finite subgroup G of PGLn(k) contains a cyclic group CG such that
|CG| ≥ (λ(n)|G|) 1n−1 .
Let d, n ≥ 3 be integers. For a nonsingular f ∈ Formn,d, Paut(f), the group of
projective automorphism group of f , is a finite subgroup of PGLn(k) [20, Theorem 5.24].
Moreover, Paut(f) = Aut(Vp(f)) unless [d, n] ∈ {[3, 3], [4, 4]}; see [18].
Proposition 8.6. Let d, n ≥ 3 be integers. The following statements (1) and (2) are
equivalent.
(1) There exists a constant Bn,d <∞ such that
|Paut(f)| ≤ Bn,d
for any nonsingular f ∈ Formn,d.
(2) There exists a constant Cn,d <∞ such that if Paut(h) contains a cyclic group of order
ℓ with ℓ > Cn,d, then the h ∈ Formn,d is singular.
Proof. Clearly (1) implies (2), for we may take Bn,d for Cn,d. Conversely, assume (2),
and suppose that the set {|Paut(f)| : f ∈ Formn,d,nons} is not bounded from above.
Then, there exists an f ∈ Formn,d,nons whose projective automorphism G = Paut(f)
satisfies (λ(n)|G|) 1n−1 > Cn,d. By Theorem 8.5 G contains a cyclic subgroup CG such that
|CG| > Cn,d, hence f is singular by (2), a contradiction.
Now Lemma 8.1 and Proposition 8.6 imply the following corollary, which supplements
[10].
Corollary 8.7. Let d ≥ 3 be an integer. There exists a positive constant B4,d such that
|Paut(f)| ≤ B4,d for any f ∈ Form4,d,nons.
Proof. Let {pi : i ∈ N} be the set of all prime numbers, where pi < pi+1 (i ∈ N). By
Lemma 8.1 there is a nonnegative integer bi such that any Zpaii -invariant h ∈ Form4,d is
singular if ai > bi. Moreover, there is a positive integer r such that bi = 0 for any i ≥ r.
Set C4,d = Πi<rp
bi . Then, if Paut(h) (h ∈ Form4,d) contains a cyclic group C of finite
order greater that C4,d, then h is singular. In fact |C| = Πipaii > C4,d implies ai > bi for
some i ∈ N so that the Zpaii -invariant h is singular.
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