Abstract. An approach to solve nite time horizon sub-optimal feedback control problems for partial dierential equations is proposed by solving dynamic programming equations on adaptive sparse grids. The approach is illustrated for the wave equation and an extension to equations of Schrödinger type is indicated. A semi-discrete optimal control problem is introduced and the feedback control is derived from the corresponding value function. The value function can be characterized as the solution of an evolutionary HamiltonJacobi Bellman (HJB) equation which is dened over a state space whose dimension is equal to the dimension of the underlying semi-discrete system. Besides a low dimensional semi-discretization it is important to solve the HJB equation eciently to address the curse of dimensionality. We propose to apply a semi-Lagrangian scheme using spatially adaptive sparse grids. Sparse grids allow the discretization of the value functions in (higher) space dimensions since the curse of dimensionality of full grid methods arises to a much smaller extent. For additional eciency an adaptive grid renement procedure is explored. We present several numerical examples studying the eect the parameters characterizing the sparse grid have on the accuracy of the value function and the optimal trajectory.
Introduction
In this paper we present a framework for nite horizon closed-loop suboptimal control of evolutionary partial dierential equations (PDEs) based on a dynamic programming approach on adaptive sparse grids. We consider control problems for systems which arise from a semi-discretization (in space) of a PDE and solve the corresponding dynamic programming equations with adaptive semi-Lagrangian schemes on sparse grids. More precisely, we consider optimal control problems of the following type Key words and phrases. sub-optimal feedback control of PDEs, Hamilton-Jacobi Bellman equation, sparse grids, curse of dimensionality. be considered to control the solution of the corresponding semi-discrete systems without using Hamilton-Jacobi Bellman equations the presented approach aims to give a general framework which is applicable on a wider class of problems.
To set up a feedback law we characterize the value function of problem (1.1) as the viscosity solution of an instationary Hamilton-Jacobi Bellman (HJB) equation, from which we derive a control in feedback form. However, to solve the equation numerically we have to solve a non-linear partial dierential equation, which is by the curse of dimensionality very challenging in higher dimension. To reduce the dimensionality of the problem there exists dierent possibilities. On the one hand the dimension of the dynamical system can be reduced by using model order reduction techniques for the discretization of the underlying PDE. An ecient reduction method is, e.g., proper orthogonal decomposition (POD) for certain classes of nonlinear equations, see, e.g., [39, 41] . Furthermore one can use discretizations of the PDE which represent the dynamics of interest (e.g. the lower modes) and use a discretization based on spectral elements, cf. [37] . On the other hand ecient numerical methods are crucial for solving the HJB equation. There exists a wide range of methods including (higher order) nite dierence [47] , semi-Lagrangian [13, 15] , discontinuous Galerkin methods [30] , sparse grids [9] , or low rank tensor approximation for linear HJB equations [29] .
In this paper we use spectral elements for the discretization of the underlying PDE following [37] (i.e. the aim is to control the lower modes) and we solve the corresponding HJB equation by an adaptive semi-Lagrangian scheme on sparse grids based on [9] . While the HJB equation is dened on the full space, for the numerical approximation a nite computational domain and an articial boundary condition has to be chosen carefully. The use of regular sparse grids implies a reduction of the degrees of freedom. For a suciently smooth function f the number of grid points on discretization level n, with one-dimensional mesh size h n = 2 [49] and in particular Zenger [52] , Griebel [24] , and Griebel and Bungartz [11] . In case of nonsmoothness of the solution an adaptive sparse grid scheme may allow to improve the accuracy of the approximation, we refer to [17, 48] for references on adaptive sparse grids. Note that since the interpolation on sparse grids is not monotone [9, 48] the scheme is not monotone, and a convergence theorem follows not directly from Barles & Souganidis [4] .
In this paper we consider control problems for the wave and the bilinear Schrö-dinger equation. In contrast to [9] we consider dierent underlying systems and allow more general controls than bang-bang controls. We study numerically the error in the approximating value function (for d = 2) and the optimal trajectory and control (2 ≤ d ≤ 8). Since for normal sparse grids the nodes on the boundary become dominant in the complexity in higher dimensions, it is crucial to solve the equation by using only inner nodes and to use a fast approach to determine the Hamiltonian minimizing control.
To put the results in a general context we give an overview about some references. For optimal feedback control problems by solving HJB equations for reduced systems using proper orthogonal decomposition we refer to [1, 2, 23, 28, 39, 41] , for spectral elements to [37] , and for balanced truncation to [33] . Regarding estimates for the error between the value functions of the continuous and semi-discrete optimal control problem in case of linear dynamics we refer to [16] . For publications on sparse grids we refer, e.g., to [11, 20, 24, 26, 48, 52] . For sparse approximation of PDEs in high dimensions, see, e.g., [14] and for sparse grids methods for solving Schrödinger equations we refer to [21, 25] . Higher order semi-Lagrangian schemes on sparse grids for second order HJB equations are considered in [51] . Furthermore, in [50] several two dimensional numerical examples for semi-Lagrangian schemes on sparse grids for rst order HJB equation are considered. For optimal control of the wave equation, see, e.g., [22, 27, 35, 36, 38, 40] and for optimal control of the Schrödinger equation, see, e.g., [5, 6, 10, 19, 32, 44, 45] .
The paper is organized as follows. In Section 3 we formulate the closed-loop optimal control problems arising from control of the wave and Schrödinger equation, in Section 4 we recall the basic ideas of sparse grids, in Section 5 we formulate the semi-Lagrangian scheme, and in Section 6 we present several numerical examples illustrating our approach.
Notation
Throughout the paper we use for given interval (resp. bounded domain) Ω ⊂ K with K ∈ {R, C} the usual notation for the real-valued (resp. complex-valued) Lebesgue spaces L 2 (Ω, K) (resp.L 2 (Ω, K)), and analogue for Sobolev spaces 
Optimal control problem and its approximation
In this section we introduce an optimal control problem for the wave and Schrödinger equation and the corresponding semi-discrete (in space) problems.
for u a , u b ∈ R m and m ∈ N. Further we set U w := U m , and U s := U
and Ω ⊂ (0, T ) we formulate the wave equation given by
for initial state and velocityŷ 0 ∈ H 1 (Ω) andŷ 1 ∈ L 2 (Ω), and control operator B := (sin(πx), . . . , sin(mπy)). We remark that the presented approach can be easily extended to more general control operators B. Equation (3.2) has a unique solution in C(0, T ;
For controls u ∈ L 2 (0, T ; U s ) and Ω ⊂ C bounded domain we formulate the Schrödinger equation given by
has a unique solution in C(0, T ;H 1 (Ω)) ∩ C 1 (0, T ;H −1 (Ω)), see [42] . There holds the property that y(t) H = y 0 H for all t ∈ [0, T ].
Let the cost functional be given by
with H = H, U = U w for the wave equation (resp. H =H, U = U s for the Schrödinger equation), y d ∈ H (resp. y d ∈H), as well as α 1 > 0 and α > 0. We denote the control-to-state operator for the wave and Schrödinger equation byŷ [·] .
The optimal control problem is given by
For existence of a solution of the control problem (3.6) for the wave equation, see, e.g., [43] . The existence of an optimal control for the Schrödinger equation can be shown using classical arguments: for bounded sequences in the control space we can choose weakly*-converging subsequences for which the corresponding states converge strongly in L 2 (0, T ;H) and weakly in C(0, T ;H). Then the existence can be deduced using the weak lower semi-continuity of the cost functional. We remark that the optimal control for the control problem with the wave equation is unique.
To derive a feedback law we consider a semi-discrete formulation of the control problem, in particular we apply the methods of lines. For a given basis
with ϕ : Ω → R we dene (3.8)
In the numerical examples we will choose
and obtain, cf. [37] ,
For the approximation of the wave equation we consider a rst order system in time given byẏ
with dynamics 
For the approximation of the Schrödinger equation we write the equation as a real-valued system and consider
with
The discrete cost functional is given by (s) =f (y(s), u(s)), y(t) = x, s > t, (3.19) for t ∈ [0, T ] and x ∈ R 2d . The value function satises the dynamic programming principle (3.20) v(x, t) = inf
for all τ ∈ [t, T ] and can be characterized as the unique viscosity solution of
with Hamiltonian
for x ∈ R 2d and p ∈ R 2d , see [3, 31] . Now, to derive a feedback control law from the value function we introduce the set-valued map (following the notation in [18] ) given by Note that in a regular point the optimal feedback control is given by (3.27) where P U denotes the projection on the set of admissible controls.
3.2. Curse of dimensionality. Optimal control problems of type (3.18) (3.19) allow to derive controls in feedback form from the corresponding value function given as the unique viscosity solution of an instationary HJB equation (3.21) . However, when the problem arises from a semi-discrete optimal control problem governed from a PDE, it usually leads to a high dimensional state space and, because of the curse of dimensionality, the numerical approximation becomes very challenging. To make the problem numerically feasible and to reduce the computational eort two dierent aspects are crucial. On the one hand reduction of the dimension of the underlying system and on the other hand ecient schemes for solving the HJB equation (3.21) . In this paper we focus on the latter and analyze the approximation by adaptive semi-Lagrangian schemes on sparse grids. Nevertheless, a low dimensional approximation is necessary such that the problem is numerically feasible. Here, following the approach presented in [37] , we consider semi-discretizations based on spectral elements and the aim is to control the lower modes (neglecting the behaviour of the higher modes). However, the presented framework could also be applied to optimal control problems of parabolic equations for which model order reduction techniques like proper orthogonal decomposition are very ecient (cf. the cited references in the introduction).
Sparse grids
For the numerical approximation of the value function we use a semi-Lagrangian scheme on adaptive sparse grids. In the following we recall the main ideas behind (adaptive) sparse grids. Let here, for simplicity,
−li in each direction but may dier with respect to the dimensions. The grid points are denoted by Here, l denotes the level which characterizes the resolution of the discretization and j denes the position of the mesh point. Let
be the space of all d-dimensional piecewise d-linear hat functions. The hierarchical dierence space is given by
with t-th unit vector e t . Thus we dene
cf. Figure 1 . With V n = V (n,...,n) every f ∈ V n can be characterized as
with so-called hierarchical coecients α l,j ∈ R and for (4.6)
In nodal or hierarchical basis a function f ∈ V n is characterized by (2 n + 1)
Further we introduce the H 2 mix norm and semi-norm given by
respectively, and we dene H
with constant C(d) > 0 depending on the dimension d and
The hierarchical mesh becomes a sparse mesh when taking out those basis function which have a small contribution to the representation of the function, i.e. those with a small support, see estimate (4.8). Following Griebel [24] and Zenger [52] , we replace l ∞ ≤ n by the rule
For the dimension of the sparse grid space it holds dim V
comparison to regular grids where
there holds the error estimate
in comparison to the approximation on regular grids, where we have
This fact leads to a strong reduction of the computational storage consumption in comparison to a full mesh approach. If the required H s mix -regularity is given, the points in the sparse grid are optimal in a cost-benet analysis [11] . 4.1. Adaptive sparse grids. For a further reduction of the number of nodes we use an adaptive renement strategy as in [9] , where the values of the hierarchical coecients are employed as error indicators [17, 48] .
We now collect the indices (l, j) of the employed adaptive sparse grid functions in an index set I, denote the resulting discretization mesh as Q I and start with some suitable initialization I = {(l, j)|ϕ l,j ∈ V s n } for a small n. In the iterative adaptive procedure to build the rened index set I, an index (l, j) ∈ I is then marked for renement if there holds, for given parameter ε > 0, for the hierarchical coecient a l,j in the function representation (4.5). In such a case the 2d children, left and right in each dimension, are added to I, where for consistency one might need to add fathers in other dimensions of these newly added sparse grid points. The spatially adaptive renement algorithm to build an adaptive sparse grid for given function F , initial I, and ε is presented in Algorithm 1 and is based on [9] and described in more detail therein. while indices are added to I do
compute hierarchical values α l,j for newly added indices Additionally, we also use coarsening of the spatially adaptive sparse grid, i.e. for
given parameter η > 0 we remove an index (l, j) from I if |a l,j | φ l,j < η, (4.13) and no children of (l, j) are in I, see Algorithm 2. This is to avoid unnecessary function evaluations on sparse grid points whose basis function only have little contribution, again see [9] for more details. A typical choice is η = ε/10, which we will use in our experiments in Section 6.
Algorithm 2: Spatially Adaptive Coarsening
Data: index set I, coarsening threshold η, and α l,j ∀(l, j) ∈ I Result: coarsened index set I while indices are removed from I do
remove if no children in I Note that several norms are possible in (4.12) and (4.13), e.g.
which is one for the employed basis functions.
(a) normal basisφ To compute the value function numerically we apply a semi-Lagrangian scheme, cf., e.g., [15] . For a bounded domain Q ⊂ R 2d we apply for its discretization Q I , where I is either the index set of a regular or adaptive sparse grid, the procedure
for all x ∈ Q I , time step ∆t > 0, k = K, . . . , 0, and K = T /∆t. The interpolation operator I is dened on the grid points of Q I by I[v](x) = v(x) for all x ∈ Q I and y x (∆t) denotes the state obtained by a time discretization scheme when going from x one step forward in time.
5.1. Computational domain and boundary treatment. When using sparse grids, the number of points on the boundary increases, in comparison to inner points, strongly with respect to the renement level and the dimension, see, e.g., [48] . To avoid this behaviour we use so-called fold out ansatz functions which are dened with inner nodes only and extrapolate them to and over the boundary following ideas developed in [9, 48] , see Figure 2 (a-b).
Besides this, we have to prescribe some boundary condition for solving the dynamic programming equation on the extended domain. We set the second derivative equal to zero, which corresponds to a linear extension of the values on inner nodes over the boundary. With the fold out basis functions we have this extrapolation outside of the domain naturally, see Figure 2 (c). For the normal basis function we set the value of v for an evaluation point outside of the domain, i.e. (x, y) = (x ± h, y) with (x, y) ∈ ∂Q l and h > 0 the distance fromx to Q l , as
taking either the backward or forward dierence quotient depending on which part of the boundary we are. If the evaluation point is outside of the domain in more than one dimension we treat all aected dimensions in this way.
5.2. Computational aspects of the minimization in the Hamiltonian and the feedback law. In general the determination of the minimum in the right hand side of (5.1) over the set of admissible controls on sparse grids is a nontrivial task; already on regular grids this questions has to be addressed carefully, for a discussion of rst-order and second-order algorithms see [34] . For global minimization algorithms on sparse grids see, e.g., [46] . In the following we discuss two dierent methods to determine the minimizing control which can be used within the SL-scheme as well as for computing optimal trajectories. 
see, e.g., [3, 15] . This approach is easy to implement and allows to consider also nonsmooth cost functionals, however it is very time consuming in higher dimensions in particular if the control has several components.
5.2.2.
Feedback law based on the gradient of the value function. In case of dierentiability of the value function a projection formula for the minimization using the gradient of the value function can be used, see (3.26) and (3.27) . Within the semi-Lagrangian scheme, the value function of the previous time step is used to evaluate the right hand side in the feedback law. A suitable approximation of the gradient has to be chosen. A nite dierence approximation using the interpolation on sparse grids can be used given by
for the wave equation and
for the Schrödinger equation, respectively, with
for h i = (0, . . . , h, 0, . . . 0) ∈ R 2d and h > 0. However, the choice of h > 0 in the dierence quotient approximation is not naturally given on sparse grids as it is the case for regular grids.
In Section 6 we will compare numerically both approaches for determining the minimizing control. we use the second order Heun scheme
wherex is computed with the Euler scheme y x (∆t) := x + ∆tf (x, u).
For the evaluation of the right hand side of (5.1) in the n-dimensional space given by The computational domain is chosen (by 'testing' and 'checking') in such a way that the trajectory does not reach the boundary to avoid numerical artefacts.
Numerical examples
In this section we present several numerical examples in which we study for optimal control problems of type (3.18) (3.19) the accuracy of the discrete value function (for d = 2) and optimal trajectories (for 2 ≤ d ≤ 8) when solving the corresponding HJB equation by the SL-SG-scheme described in Section 5. For the study of convergence of the SL-SG-scheme we focus on the discretization error in space while using a time resolution which is good enough. Since we only have an inecient proof-of-concept sparse grid implementation available, we abstain from giving computation times. Using ecient sparse grid implementations [12, 48] would signicantly (an order of magnitude or more) change the needed runtime. ) are higher order approximations of the gradient in grid point x I , I ∈ Z, k is the time step, ∆t the temporal mesh parameter, and coupled with a Runge-Kutta time discretization scheme of second order, for details see [37] . For the numerical realization of the scheme we use the software library ROC-HJ (see [7] ).
To quantify the error in the optimal trajectories for the control problem for the semi-discrete wave equation we compute reference trajectories y r in state space and u r in control space using a Riccati approach, i.e. we solve backward in time
and set the feedback operator as u(x, t) = −R −1 B T P (t)x with R = α.
We estimate the error in the value function by computing the vector dierence to the reference solution on its discretization grid, and denote it by
3)
For the errors in the state and control we use the following notation: Furthermore, we give convergence rates for the dierent discretization errors e i as ρ e (i) = log 2 e i−1 e i , (6.7) where e i denotes the error on level i or the error for ε = 0.1 · 1/2 i , respectively, and e is any one of the above errors.
In the following experiments, we use for the feedback law by comparison a discretization of the control space with 40 equidistantly spaced controls in one dimension, while for the feedback law by using the gradient we use the stepsize ∆x = We also show two exemplary convergence tables with more detailed numbers.
In Table 1 we give the error on regular sparse grids using the scheme presented in Algorithm 3 which includes nodes on the boundary, as well as fold out basis functions following Section 5.1; while in Table 2 we compare the error on the adaptive sparse grids with normal hat functions for decreasing renement thresholds at the initial time zero by using either the gradient or comparison of all actions to realize the minimization on the sparse grid.
From 2 . In this case we observe overall similar convergence behaviour to before, but essentially identical errors for the normal and fold out basis functions, which is due to the fact that the treatment of the boundary of the enlarged domain has little eect on the value function in Q.
From Table 2 and Figure 3(b) we also see no big dierence between the compare and gradient variants. We observe that the normal hat functions show slightly better performance when looking at the decrease of the error in comparison to ε.
When taking the eort into account by counting the number of points in the adaptive sparse grids at the end of the computation, we see a stronger increase in the number of points for the fold-out basis function than for the normal ones, while for coarser ε the fold-out use less basis functions, see Figure 3( −0.04 Table 3 . Error in the trajectory and control with regular sparse grids using the gradient approach and fold out basis functions (2D). Table 4 . Error in the trajectory and control with adaptive grids using the gradient approach and fold out basis functions (2D).
error reduction with increasing number of nodes for adaptive versus regular grids, we see in Figure 3(d) , that for normal hat functions there is no real dierence, while for fold out hat functions the regular approach performs better and more stable. 6.2.2. Error in the trajectory and control. Next we study for given initial point
T the accuracy of the corresponding trajectory and control when using regular/adaptive sparse grids, the gradient/comparison approach, and normal/fold out basis functions. Overall, the behaviour is very similar over the different measured errors, in particular when comparing the dierent basis functions and feedback laws on regular sparse grids. However, on adaptive sparse grids we observe for the fold out basis functions oscillating convergence behaviour.
In Table 3 we see the error in the state and control with respect to the L 2 -and L ∞ -norm and the corresponding rates of convergence on regular sparse grids with the gradient approach and fold out basis functions. The rate of convergence shows a similar behaviour in all three variables with values from 0.5 to values around 1.
For adaptive and regular sparse grids using the gradient approach and normal basis functions we observe a similar behaviour, see Figure 4 . When using fold (b) error in the control vs. ε Figure 5 . Comparing the scheme on adaptive sparse grids using normal hat and fold out basis functions (2D).
out hat functions in comparison to normal ones we observe a slight reduction of the convergence rate for the feedback law by comparison and the amplitude of the oscillations increases when using the feedback law based on the gradient on adaptive sparse grids, see Figure 5 and Table 4 . In Figure 6 the behaviour on regular and adaptive sparse grids with respect to the number of nodes is shown. We again observe an oscillatory behaviour when using fold out basis functions on adaptive sparse grids. The corresponding adaptive sparse mesh at initial time with normal and fold out basis functions is shown in Figure 7 .
Since we have numerically conrmed that the compare and gradient approaches behave essentially the same, we only investigate the gradient approach for the following examples to avoid the more costly comparison approach in the higher dimensional control spaces. Comparing the scheme using the gradient approach (5.2.2) on adaptive and regular sparse grids using normal hat and fold out basis functions (2D). 6.3. Control of the semi-discrete wave equation (4D). In this example we consider the optimal control problem (3.18)(3.19) for the semi-discrete wave equation (3.12) in dimension four, that means we discretize the state and velocity by two modes using (3.9). We choose the parameters as β x = 2, β u = 0.1, T = 4, ∆t = 0.01, c = 0.05.
Since a full grid approach is very costly in four dimensions, we consider directly the error in the state and control along an optimal trajectory for a given initial point to study the convergence. For the initial point x = (0.4, 0.6, 0, 0)
T we see in Table 5 and Table 6 the behaviour of the error for d = 2 and m = 2 using fold out basis functions on regular and adaptive sparse grids. Note that when using normal basis functions on an adaptive sparse grid we observe a similar performance. In Figure 8 (a) we see the error on adaptive sparse grids. Table 5 . Error in the trajectory and control with regular sparse grids using the gradient approach and fold out basis functions (4D). Table 6 . Error in the trajectory and control with adaptive grids using the gradient approach and fold out basis functions (4D).
here not only in the convergence rate, but also in absolute values. In this four dimensional example the fold out basis functions use less basis functions for the same ε, therefore when considering the error with respect to the number of nodes we observe in Figure 8 (b) that the fold out basis functions perform better than the normal ones. Furthermore, when comparing adaptive against regular sparse grids, we see from the gure and Table 5 and Table 6 that the adaptive scheme needs an order of magnitude less points for the same accuracy. Since the absolute value of the entries in the stiness matrix increase in higher dimension and require a ner discretization, the behaviour of the error can therefore be interpreted in the way that the adaptive algorithm automatically leads to adaptivity with respect to the dierent dimensions leading to anisotropic sparse grids.
In Figure 9 we conrm that the feedback control we derive from the value function leads to a trajectory which coincide (up to a small error depending on the mesh parameter) with a reference trajectory derived from a Riccati equation. Components of the optimal state y and corresponding optimal control u resulting from the SL-SG approach on a sparse grid with threshold ε = 2.44 · 10 −4 . As a reference solution the corresponding components of a solution generated by a Riccati approach are presented (4D). 0. 51 12,507 Table 7 . Error in the trajectory and control with adaptive grids using the gradient approach and fold out basis functions (6D). T . Note that we have to decrease the size of the time step to ∆t = 0.0025 when increasing the entries in the stiness matrix. We remark that larger entries in the stiness matrix lead to an increase of the derivative |H p (x, p)|, which requires in the context of nite dierence schemes a smaller time step because of the CFL-condition. As before we use the gradient approach to derive the feedback and now employ only fold out basis function to keep the computational cost low. In Table 7 and Figure 10 the behaviour in the state along an optimal trajectory is shown, overall similar to the 4D case, although a certain resolution needs to be there for the convergence to kick in. The number of mesh points on the nest renement level is still moderate, however the computational cost is relatively high. Table 8 . Error in the trajectory and control with adaptive grids using the gradient approach and fold out basis functions (8D).
with data as given in (6.9) and initial point x = (0.4, 0.6, 0.2, 0.1, 0, 0, 0, 0)
T . Again, we needed to decrease the time step, now to ∆t = 0.00125. In Figure 11 we see the error with respect to the threshold ε. Again, the approach needs a certain resolution for a stable convergence behaviour, which now starts for a smaller ε than in the 6D case. (b) error in the control vs. ε Figure 11 . The adaptive sparse grids scheme using fold out basis functions (8D). 6 .6. Control of a bilinear system (2D). In this last example we consider a dynamics arising from a bilinear dynamical system which is of Schrödinger type.
Because of the nonlinear coupling of state and control the Riccati approach is here not directly applicable.
We consider two settings; while in the rst one we observe numerically a smooth value function, in the second one a non-dierentiability appears. and, besides ∆t = 1/500, the other parameters as in Example 1, and let the control space be given by U = [ −4, 4] . In Figure 13 we see the behaviour of the error when using the comparison approach and normal and fold out basis functions, respectively. In Figure 14 the meshes for ε = 1.95 · 10 −4 and ε = 7.78 · 10 −4 are shown. We observe a strong renement of the mesh along the non-dierentiability.
In both example we observe a similar convergence behaviour as for the wave equation. Furthermore, in this two dimensional setting again the dierent approaches lead to quite the same results. 
Outlook
The presented approach allows to include further aspects to increase the accuracy and to reduce the computational costs. A higher order interpolation could be used within the semi-Lagrangian scheme (cf. also [51] ). Additionally an ecient numerical algorithm to determine the minimum within the Hamiltonian in the semiLagrangian scheme could be developed which is also suitable for a more general class of cost functionals. Finally information on the basis function could be used to introduce a priori an adaptivity with respect to the dimensions.
Note that the computational bottleneck is the evaluation of the sparse grid function in the scheme (5.1). Our current proof-of-concept implementation is essentially unoptimized for this aspect. The more evolved and sophisticated SG++-library [48] already would most likely show a much reduced computational time. Furthermore, there are recent results for more ecient and suitable data structures for sparse grids which take machine constraints into consideration [12] , which have the potential to gain a factor of two to three in serial runtime against the mature SG++, while allowing for multicore parallelism. In conclusion, although the runtime for the eight dimensional problem is in our implementation in the order of days, it is fully justied to assume it can be reduced to hours, if not less, on multicore architectures.
Besides an ecient implementation of the sparse grid function evaluation, two other aspects warrant further investigation. One is the interplay between spatial and time resolution. While in this work we concentrated on the spatial resolution, it is well known that these discretizations should be analyzed jointly. Here, the non-local nature of the sparse grid basis function pose additional diculties in the analysis. The other is the spatial adaptivity, here we concentrated on using the hierarchical coecients, but these rene in all dimensions, which results in the examples in overrenement in some dimensions due to anisotropic nature of the problem. Only through the coarsening these grid points will be removed again, but of course it would be much more ecient, if the adaptive procedure only renes in some dimensions.
