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研究ノート
In verse Hypergeometric分布に従う
確率変数の発生メカニズムについて1)
松 尾 精
?
はじめに
Inverse Hypergeometric分布に従う確率変数が発生するメカニズムについては， 壷
のモデルをはじめとして，数種類知られている。しかし，これらのメカニズムの相互関係
について，数式変形に頼ることなく，発見的に述べられたものは未だ見たことがない。こ
の論文では，まず，壷のモデルを出発点として，様々なメカニズムを出来るだけ自然なも
のとして導きだす。続いて，得られた結果をもとに，過去の情報を利用する方法，離散分
布間の関係，乱数発生のための方法について議論して行く。
1. 定義
Guenther (1975)に従い， InverseHypergeometric分布を次のように定義する。な
ぉ， Johnson,Kotz and Kemp (1992)にも書かれているように， Inverse Hypergeo-
metric分布には， NegativeHypergeometric, Hypergeometric Waiting-Time, Beta-
Binomialといった別名があることに注意されたい。
定義 1: 壷の中に， K個の白玉と N-k個の黒玉が入っている。この壷から無作為に非
復元抽出を行うとき， C個の白玉が抽出されるまでにかかった抽出数 Xは Inverse
Hypergeometric分布 IH(N,k, c; x)に従う。
上の定義より， X=xとなる確率は
Pr(X=x) =Pr(x-1回抽出したとき，そのうち c-1個が白玉である）
xPr(次の抽出で白玉が取り出される）
として得らる。ここで， N個の玉は互いに区別できるものとする。この壷から玉が無くな
1)本稿は平成6年度関西大学・学部共同研究の成果の一部である。
93 
692 闊西大學「継清論集」第44巻第4号 (1994年10月）
るまで抽出するとき，異なる取り出し方は N!通りであり， それぞれが等しい確率 1/N!
をもつ。最初の“―1回で取り出される玉の組み合わせは NC.ェ→通りで， それぞれ確率
1/NCxー1を持つことがわかる。この“―1個の組み合わせのうち白が c-1個，残りが黒
である組み合わせは， kCc-1X N-kC,rcとなることから，
k N-k 
Pr(X=x)= (c-1) (x-c) k-c+l 
（ぶ） xl-1::x打 (1-1) 
と表される。
上の式を形式的に変形することにより異なるメカニズムを導くこともできるが，ここで
は考え方主導で展開してゆく。上の確率計算では最初の“―1個の組み合わせをもとにし
たが，次節以降では少し見方を変えて， 2次元ランダムウォークとして，また， K個の白
玉と N-k個の黒玉を一列に並べるときの異なる並べ方（色以外の識別は行わない）と
して眺めることにより，異なるメカニズムを導き出して行く。
2. 2次元ランダムウォークとして
この節では，第1節と同じ設定で，白玉を取り出したら右に 1歩，黒玉を取り出したら
上に1歩進むランダムウォークを考える。この設定ではスタートが (0,0)であり，ゴール
は必ず (k,N-k)となる。異なる pathは NCk通りあり， それぞれ等確率を持つこと
は容易に確かめられる。定義1をこのように眺めてみると， 下の図のように， Pr(X=x)
はすべての pathのうち {(c-1),(x-c), (c, x-c)) を通る pathの割合として表現
される。
N-k 
x-c 
Start c-1 c x-1 x 
? ?
図 2-1
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このことにより，式 (1-1)は次のように変形されることがわかる。
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“―1 N-x 
Pr(X=x)=い） (k-c) 
岱
(2-1) 
さて， このランダムウォークを上に 1歩進む確率が P,右に 1歩進む確率がq(q=l-P) 
であると解釈することにしよう。そして図2-1に {(k,N-k), 
固定された pathを加えた図2-2を考える。
(k+L N-k)) という
N-k 
x-c 
Start c-1 C x-1 X k k+l N N+l 
?
2-2 
このランダムウォークではゴールに到着する pathは全部で NCk通りあり，すべて同じ
確率が+1qN-kを持つので，条件付けることによってPの値に無関係な確率分布がえられ
る。またスタートからゴールまで，スタートから (c,x-c)まで， (c,x-c)からゴール
までの pathの確率は，それぞれ，負の二項分布のそれになっていることがわかる。以上
の事実を総合することにより，次の定義 (Feller,1968, p. 65)がえられる。
定義2: Zと W は互いに独立な確率変数で，それぞれ，負の二項分布 NB(c,P), 
(k-c+L P)にしたがっているものとする。このとき， Z+W=N-kにより条件付
けたときの X=Z+r.は InverseHypergerometric分布 IH(N,k, c; x)に従う。
NB 
ここで，上で定義された z+wは NB(k+l,P)にしたがうこと，また， z+wはPの
十分統計量であるので， z+wで条件付けたときの Zの分布が Pに依存しないことに
注意されたい。
3. 2色の玉を一列に並ぺる方法として
この節では． 2節での pathのかわりに，白玉 K個と黒玉N-k個を順に一列に並べる
ことにする。色以外の区別はつけないことにすれば， このパターンは全部で NCk通りあ
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り，それぞれが2節での pathに 1: 1に対応している。そこで以下では，それぞれのパ
ターンに等確率を与えるランダムメカニズムを考案することにより， InverseHypergeo-
metric分布にしたがう確率変数の定義（発生メカニズム）を導いてゆく。
3.1 k個の白玉が占める順番
白玉 K個と N-k個を順に一列に並べるパターン数と，白玉 K個が占める K個の順
位の組み合わせ数とが等しいことに着目する。つまり， 1から Nまでの整数値が書かれ
た札の中から K枚の札をランダムに非復元抽出することに置き換えてよいことがわかる。
それゆえ，次の定義 (Guenther,1975)を得る。
定義3: 1から Nまでの整数値が書かれた札の中から K枚の札をランダムに非復元抽出
するとき，小さい方から C番目の数値Xは InverseHypergeometric分布IH(N,
k, c; x)に従う。
3.2 二つの標本の比較
この分節では， 1から N までの整数値が書かれた札の中から K枚の札をランダムに非
復元抽出することと同じ結果を与えるメカニズムを考える。 1から N までの整数値を順
位と解釈しよう。 Xi, ……, X1, X1r+1, ……, XNは独立な連続確率変数で， 同じ確率分布
F(x)に従うものとする。すると， はじめの K個の確率変数x,.. , ふの占める順位
R, ……, R1, (これらは統計量だが）は上記のメカニズムを与える。それ故，つぎの定義
(Gumbell and Schelling, 1950)が得られる。
定義4:X,,. …••ぷK および X1,+1,""',XN は同じ連続確率分布 F(x) からの 2 つの独立
（標本内についても，標本間についても）な標本とする。このとき X,.i,……ぷNの
中で，ふ……ふのうち小さい方から C番目の統計量 Xcc>より小さなものの数を
Yとする。すると X=Y+cは InverseHypergeometric分布 IH(N, k, c; x) 
従う。
上の定義で F(X、)は一様分布 U(O,1)に従うこと， そして F(XccJはベータ分布
Be(c, k-c+l)に従うことに注目しよう。すると，定義4の Yは二項分布B(N-k,P),
ただし Pは Be(c, k-c+ 1) に従う確率変数， として表される。以上の解釈をベイズ
(Bayes)流に表現することで，次の定義が得られる。
定義5: 確率変数 Yは P=Pが与えられたとき，二項分布 B(N-k,p)にしたがい， p
の事前分布はベータ分布 Be(c,k-c+ 1)に従うとする。このとき X=Y+cの周辺
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分布は InverseHypergeometric分布IH(N,k, c; x)に従う。
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この定義では，ベータ分布のパラメータは整数値である必要がないことに注意されたい。
このメカニズムにより生成される分布は，ベータニ項 (Beta-Binomial)分布と呼ばれる
のが普通である。
3.3 白玉に黒玉を挟んで行く
この文節では，定義4の見方を少し変えて，先にとられたK個の独立な観測に一つずつ
観測を加えて行く状況を考えてみよう。 k+l個目の銀測の順位の可能性は1からk+lま
であり，すべて等確率である。同様に k+2個目の観測の順位の可能性は1から k+2ま
でであり，すべて等確率である。このようにして N-k個の観測を追加する過程として定
義4の設定を捉えることができる。このことを次のように言い換えよう。
「k個の白玉が横一列に並んでいる。ここに黒玉一個を列の両端あるいは白玉の間
（合計 k+l箇所）にランダムに入れる。続いて新たに出来た列に，黒玉一個を両端
または玉の間にランダムに入れる。この作業を繰り返して，合計N-k個の黒玉を挟
んで行く。」
この操作では，定義4の Yは左から C番目の白玉までに入る黒玉の数となる。そこで，
黒玉が C番目の白玉の右に入るかのみに着目して樹形図を書くと下の図3-1のように
なる。 ・
(c,k-c+I) 嘩ッヘ：c+ 1)/(k+ J) 
(c+l,k-c+l) (c,k-c+2) 
(c+l)l(k+1/ v'{—c+2)/(k+2) 
(c+~ ジflゞツ，k~八~．．．． 
（省略）． 
/V 
． 
V "'(c+x-l,N-c-x+2) (c+x,N-c-x+l) 
． 
図 3-1
上の図の（ ）内のボールドイタリックで書かれた二つの数値のうち，左側は黒玉が左に
入る位置の数を表し，右側は右に入る位置の数を表している。また矢印横の数値は黒玉が
右あるいは左に入る確率を表している。この図で， （ ）内の数値は壷のなかの白玉と黒
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玉の数，左下方向の矢印は白玉を引くこと，右下方向の矢印は黒玉を引くことと解釈する
ことにより， Irwin(1954)の壷のモデルに行き着く。
定義6: 壷の中に C 個の白玉と k-c+l個の黒玉が入っている。この壷の中から 1個ラ
ンダムに取り出し色を記録して壷の中に戻し，さらに取り出した玉と同じ色の玉を一
個壷の中に入れる。 この操作を N-k回絵り返すとき，取り出される白玉の数を Y
とすると， X=Y+cは InverseHypergeometric分布 IH(N,k, c; x)に従う。
4. 様々な結果
数学的に同値な分布の定義を発見することは， わたしたちに実に様々な知見をもたら
す。具体的に言えば，分布の適用事例を広げること，分布間の相互関係を明らかにするこ
と，新しい乱数発生方法を知ること，そして何より分布についての深い理解をもたらすこ
とになる。この節では，これまでに述べてきた定義を総合することにより引き出される結
果について議論してゆく。
4. 1 過去の情報を利用することについて
定義4と定義5はいずれも過去の情報を利用して将来を予測することに関連づけられ
る。次の問題を考えよう。
「成功確率が p(末知）であるベルヌイ試行を K回くり返した結果 c回の成功があっ
た。今後さらに N-k回の試行を続けるとき何回の成功が期待できるのだろうか？。
まずはじめに考えられるのはベイズ流の考え方であって， 過去の情報を Pの事後分布
として蓄積する方法である。 K回のベルヌイ試行以前には Pについての情報が全くない
とするとき， つまり Pの事前分布を一様分布 U(O,1) とするとき， K回の試行のうち
c回の成功があったときの Pの事後分布は，
f(P)= 
じ）が(l-P)k-c 1 
I k ＝ ！。し）が(l-P)k-cdp Beta(c+l, k-c+l) が(l-p)k-c
よりベータ分布 Be(c+l,k-c+l)となる。 この分布を次の N-k回の銀測の際の事前
分布として，成功回数 Yの分布を次のように求めることができる。
Pr(X=x)= 1 r (N-k)炉(l-P)N-k-:,が(l-P)k-cdp
Beta(c+1, k-c+l)。y
(N-'--k)Beta(y+c+I, N-c-y+l) y 
Beta(c+ 1,k-c+ 1) 
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これは定義5の一つの解釈法である。
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つぎに，ベルヌイ試行を一様分布 U(O,1)に従う確率変数が p(未知母数）以下かそ
うでないかの結果を表すものとして，解釈してみよう。すると K回の試行のうち c回の
成功があったということは，一様分布に従う独立な確率変数を K回観測したとき，そのう
ち c回が P以下だったと言い換えられる。今後さらに N-k回の観測を得るという状
況は，定義5のメカニズムと同じであって，二つの標本の比較問題となる。 2つめのサン
プルのなかで， Xcelよりも小さいものは確実に P以下で成功となり， Xcc+ilより大きい
ものは確実に P以上となり失敗となる。問題となるのは Xcelと Xcc+1iとの間に入る
観測であって，成功とも失敗とも決められない範囲に入ってしまう。この範囲に入る観測
をどのように処理するかが大きな問題となる。つぎに，この問題を念頭において，ベイズ
流の考え方を見直してみよう。
ベイズ流の考え方では， Pの事前分布を Be(c+1, k-c+ 1) としている。 このことを
一様分布を用いて言い換えると， k+l個の独立な一様分布に従う確率変数の c+l番目
のJi厠芋統計量 Xcc+llと後で取られる N-k個の独立な一様確率変数とを比較することに
なる。このようにベイズ流の考え方は，成功か失敗かを決められない範囲に入る観測を振
り分けるための一方法として解釈される。
4.2 分布間の関係
この分節では， Inverse Hypergeometric分布およびこの分布と密接な関係を持つ分
1 2 Poisson • • Negative Binomial • • Beta-Negative {~ls~ Binomial 8 
Binomial • 3 • Inverse Hypergeometric 
6t~ 
Hypergeometric 
極限操作
悶←→認の t /. サンプリング方式の
条件付き分布
変更
図 4-1
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布間の関係を，ベイズ流の考え方，条件付き分布，サンプリング方式という 3つのキーワ
＿ドによって説明してゆく。ここで説明する内容をまとめると．図4-1のようになる。
この図の矢印について，番号順に説明して行こう。
1. はじめに右方向について説明する。ポアソン分布のパラメータμ についての情報が
全くないもとで， ボアソン確率変数を観測したときのμ の事後分布はガンマ分布に従
う。そこで， 確率変数 Xの， M=μ が与えられたときの， 条件付分布は P(μ)に従
ぃ,Mはガンマ分布 G(,t,a) (,lは shape,aは scaleparameter)に従うとき,x
の周辺分布は負の二項分布となる。左方向の矢印は，事前観測が無限に与えられるとき
パラメ＿夕が確率1で推定できることを考えれば， 事前分布の極限操作により成り立
つことがわかる。このことは下の2, 3でも同様である。
2. 負の二項分布 NB(n,P)に従う確率分布を観測したときの Pの事後分布は．二項分
布のときと同様に，べ＿夕分布である；そこで， 確率変数 Xの， P=Pが与えられた
ときの条件付分布は NB(,t,P)に従い,Pはベータ分布 Be(a,(:))に従うとき， Xの
周辺分布は Beta-NegativeBinomial分布となる。なお確率は次のように求められ
る。
Pr(X=x)=r I'(x+l) 
o x!I'(A) 
奴 1-P)入po>-1(1-p)/3-Id 
Beta(a{i) 
p 
＝ I'(x+ l) I'(x+a)I'(A + {i) I'(a+ {i) xi I'(A)I'(x+a+H {i)I'(a)I'({i) 
I'(x+ l)a(a+ 1)・(a+x-1)/i(P+l)・({i+..t-1)
xi I'(A) (a+{i)(a+{i+l)…(a+p+x+l-1) 
3. 定義5で説明済み。
4, 6は初等的な確率・統計の教科書のなかに書かれていることなので省略する（例え
ば，河田他， 1962を参照されたい。）。 5は定義2で説明済み。
7. これ以降は壷のモデルにより説明を行う。壷の中に a個の白玉と b個の黒玉が入っ
ている。この壷から無作為に復元抽出する事を考える。二項分布では予め決められた回
数だけ抽出するのにたいし，負の二項分布では予め決められた回数だけ白玉が取り出さ
れるまで抽出を行う。
8. Inverse Hypergeometriq分布に対応する抽出法は，定義6で述べたように抽出され
た玉とさらに同じ色の玉1個を加えて壷に戻すものである。 Beta-NegativeBinomial 
分布では，予め決められた数の白玉が取り出されるまで同様の抽出を続けるのである。
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9. どちらも非復元抽出であり，違いは上の二つと同様である。
699 
以上のように， Poisson分布を起点とした，重要な離散分布間のきれいな形の関係を導く
ことができた。
4.3 乱数の発生法
Inverse Hypergeometric分布は，定義5でも述べたように， Beta-Binomial分布の
特殊なものといえる。つまり，ベータ分布のパラメータがどちらも整数値ならばInverse
Hypergeometric分布となる。そこでこの分節では． より広い適用範囲を得るために，
Beta-Binomial分布に従う乱数発生方法について議論する。
まず考えられるのが，ベータ分布 Be(a,p)に従う確率変数Pを発生させておいて，そ
の値と N個の一様乱数と比較してその値より小さいものの数を数える方法である。 しか
しながらこの方法ではベータ分布に従う乱数を発生させなければならない。べ＿夕乱数を
発生するためには特殊なサプルーチンを作る必要がある。そこで， 2, 3節で列挙した定
義の中に，乱数発生のために使えそうなものはないか探ってみる。すると定義6の壷のモ
デルを修正すればよいことがわかる。
初期状態を (a,P)として，最初の試行での成功確率を a/(a+p)とする。最初の試
行が成功のとき状態は (a+LP), 失敗のときは (a,p+l)に変化する。この操作を，各
試行につき 1個の一様乱数を発生させながら， n回繰り返すことにより， Beta-Binomial
分布に従う乱数を発生させることができる。文節4.2で述べたことより，この乱数発生方
法は,Beta-Negative Binomial分布の場合にも適用できる。
終わりに
本稿は， Inverse Hypergeometric分布の1つの定義を出発点として， 数学的に同値
な定義を発見的に導き出し， その副産物として得られる結果について議論したものであ
る。ここで得られた結果は， Beta-Binomial分布を誤差分布とする回帰モデルについ
ての調査研究の基礎として，大いに， 役立つものと思われる。なお， ここでは Inverse
Hypergeometric分布の適用例については触れることができなかった。このことについ
ては， Jonson,Kotz and Kemp (1992). を参照されたい。
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