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Over the past few decades, fuzzy logic systems have been used for nonlinear modeling and
approximation in many ﬁelds ranging from engineering to science. In this paper, a new
fuzzy model is developed from the probabilistic and statistical point of view. The proposed
model decomposes the input–output characteristics into noise-free part and probabilistic
noise part and identiﬁes them simultaneously. The noise-free model recovers the nominal
input–output characteristics of the target system and the noise model gives approximation
to the probabilistic nature of the added noise. To identify the two submodels simulta-
neously, we propose the Fuzziﬁcation–Maximization (FM). Finally, some simulations are
conducted and the effectiveness of the proposed method is demonstrated through the
comparison with the previous methods.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Nonlinear modeling of complex irregular systems constitutes the essential part of many control and decision making sys-
tems. Over the past few decades the intelligent algorithms are used for the purpose especially in cases where not only the
internal parameters but also the structure of the target system is unknown. The fuzzy systems used for the purpose are called
as fuzzy models.
The major strength of the fuzzy model over other intelligent models lies in its transparency and interpretability and much
research has been conducted in that direction: for example, binary logic optimization method was used to build an interpret-
able model in [1] and linguistic modeling was employed in [2,3]. Singleton consequents were utilized in [4–6] and the fuzzy
system equipped with the learning capability of the neural network called SOFIN was proposed in [7,8]. Some interesting
works were reported about the balance or trade-off between the interpretability and accuracy [9–12].
As another research direction in fuzzy model, a tremendous amount of work has been conducted towards only the accu-
racy while sacriﬁcing the transparency and interpretability. The most representative work in this direction is TSK fuzzy mod-
el [13–15] and its variants [16–23].
Recently, some interesting works were reported about the robust or probabilistic fuzzy models. The works are different
from [1–23] in that the sample data points are assumed to be contaminated with noise and a fuzzy model is built in the pres-
ence of the measurement noise. For example, the outliers were removed based on conﬁdence intervals of the residual in [24]
and by the robust fuzzy regression agglomeration (RFRA) and the robust learning theory in [25,26]. The relevance vector. All rights reserved.
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model was built from the probabilistic and statistical point of view in [28,29]. They were also linguistically interpretable.
In this paper, a new fuzzy model is developed from the probabilistic and statistical point of view. The new model decom-
poses the input–output characteristics into noise-free part and probabilistic noise part and identiﬁes them simultaneously.
The noise-free model recovers the nominal input–output characteristics of the target system and the noise model gives
approximation to the probabilistic nature of the added noise. To identify the two submodels simultaneously, we propose
the Fuzziﬁcation–Maximization (FM) which is inspired by the well known Expectation–Maximization (EM) method
[30,31]. The proposed probabilistic model has three features:
(1) The proposed model recovers not only the noise-free input–output relation of the unknown system but also captures
the probabilistic characteristics of the added noise. That is, the probabilistic nature of the noise is also approximated by a
fuzzy model.
(2) The model parameters are identiﬁed not by minimizing the modeling error but by maximizing the likelihood from
probabilistic point of view. Thus, the resulting fuzzy model becomes automatically robust against outliers.
(3) In many applications in control and signal processing such as optimal ﬁltering (Kalman ﬁltering or particle ﬁltering
[30]), we need not only the noise-free model but also the model for noise.
The remainder of this paper is organized as follows: In Section 2, the previous deterministic fuzzy modeling methods are
reviewed brieﬂy and a new probabilistic fuzzy model is proposed. In Section 3, the proposed probabilistic fuzzy model is
identiﬁed through coarse tuning and ﬁne tuning. For coarse tuning, the FM is proposed. For ﬁne tuning, the overall likelihood
is maximized by the gradient ascent. In Section 4, some experiments are performed to show the validity of the proposed
fuzzy model. Some conclusions are drawn in Section 5.
2. Preliminaries fundamentals and problem formulation
Assume that we are given a set of N sample data S ¼ xi; yif gNi¼1 and we try to build a fuzzy model such that the data set S is
represented as well as possible by the fuzzy model.
2.1. Deterministic TSK fuzzy model
2.1.1. Model
The fuzzy model suggested by Takagi et al. can represent or model a general class of nonlinear systems [13–15]. It is based
on fuzzy partition of input space and it can be viewed as the expansion of piecewise linear partition as in (1):Rr : If x1 is A
r
1; x2 is A
r
2; . . . ; xd is A
r
d; then y ¼ ar0 þ ar1x1 þ    þ ardxd ¼ xTar ð1Þ
yfuz xð Þ ¼
Pc
r¼1-ryr xð ÞPc
r¼1-r
¼
Xc
r¼1
hryr xð Þ;where ar ¼ ar0 ar1    ard
 T 2 Rdþ1, x ¼ 1 x1 x2    xdð ÞT 2 Rdþ1, yr xð Þ ¼ ar0 þ ar1x1 þ    þ ardxd ¼ xTar , -r ¼ tdk¼1
Ark xið Þ
 
and hr ¼ -rPc
r¼1-
r
. Rr (r = 1,2, . . . ,c) denotes the rth fuzzy rule of the fuzzy model and xj is the jth input variable. t()
denotes a t-norm for fuzzy implication. yr(x) is the output of the rth fuzzy rule for an input x. Ar1;A
r
2; . . . ;A
r
d are the premise
membership functions representing fuzzy subspaces in which the implication Rr can be applied for reasoning. The member-
ship functions considered in this paper are assumed to be bell-typed. The physical meaning of the model is that when the
input variable x is constrained to a fuzzy range Rr characterized by the premise parts, the output is a hyperplane-shaped lin-
ear function of the input variables. Therefore, the TSK fuzzy system can be viewed as fuzzy blending of the linear system
models.
2.1.2. Identiﬁcation
The original identiﬁcation algorithm of the fuzzy model reported in [13–15] was so complicated and difﬁcult to imple-
ment that it was not widely used. To overcome the problem, the two-phase methods based on clustering were reported
[16,17]. The methods usually consist of two-phases: Coarse tuning phase and ﬁne tuning phase as in Fig. 1.
In the coarse tuning phase, a rough partition of the input–output space is made and hyperplane-shaped unsupervised
clusters are built. Each cluster plays the role of a fuzzy rule in the TSK fuzzy model. Fig. 2 shows the basic concept of the
hyperplane-shaped clustering. In the ﬁne tuning phase, the parameters obtained in the coarse tuning are used as initial
parameters and the parameters are ﬁnely adjusted such that the difference between the actual output yi and the fuzzy model
output yfuz(xi) is minimized. More speciﬁcally, the modeling error e is deﬁned ase,y yfuz xð Þ ¼ y
Pc
r¼1-ryr xð ÞPc
r¼1-r
ð2Þ
Fig. 1. Two-phase fuzzy modeling.
Fig. 2. Hyperplane-shaped clustering in the fuzzy modeling.
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@H
e2
2
 
¼ ce @e
@H
: ð3Þ2.2. Probabilistic fuzzy model: problem formulation
In this subsection, the probabilistic fuzzy model is proposed and it is formulated as a single Gaussian distribution with an
input-dependent variance. The probabilistic model (1) is the extension of the deterministic model and is of the following
form:Rr : If x1 is A
r
1; x2 is A
r
2; . . . ; xd is A
r
d; then y! Nðyjyr xð Þ; rrð Þ2Þ ð4Þwhere yr xð Þ ¼ ar0 þ ar1x1 þ    þ ardxd ¼ xTar and (rr)2 is the variance associated with Rr. The basic idea of the probabilistic fuz-
zy model is that not only the nominal input–output characteristics but also the noise depends on input space and, thus, the
noise also should be modeled by the fuzzy model. The fuzzy model (4) can be rewritten as
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r
1; x2 is A
r
2; . . . ; xd is A
r
d; then y ¼ ar0 þ ar1x1 þ    þ ardxd þ nr ¼ yr þ nr ð5Þwhere nr  N j0; rrð Þ2
 	
, that is, p nrð Þ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p rrð Þ2
p exp  12 n
r
rr
 2n o
. The output of the fuzzy model is represented byyfuz xð Þ ¼
Pc
r¼1-ryr xð ÞPc
r¼1-r
þ
Pc
r¼1-rnr xð ÞPc
r¼1-r
¼
Xc
r¼1
hryr xð Þ þ
Xc
r¼1
hrnr xð Þ ð6Þwhere -r ¼ tdk¼1 Ark xið Þ
 
, hr ¼ -rPc
r¼1-
r
, and
Pc
r¼1h
r ¼ 1. It is assumed that nr’s are independent of each other. Then the output
of the fuzzy model is represented by (4) and (6) as a single Gaussian distributionyfuz xð Þ  N yjyfuzmean xð Þ; r2fuz xð Þ
 	
ð7Þ
whereyfuzmean xð Þ ¼
Xc
r¼1
hryr xð Þ ð8Þ
r2fuz xð Þ ¼
Xc
r¼1
hr
 2 rrð Þ2 ð9ÞThe mean of the probabilistic fuzzy model is only the deterministic fuzzy model (1) and the probabilistic parameter r2fuzðxÞ is
also a fuzzy model depending on the input variable x via hr(x).
3. Identiﬁcation of probabilistic fuzzy model
3.1. Coarse tuning
In this subsection, we roughly partition the input–output space and build the hyperplane-shaped clusters as in other two-
phase fuzzy modeling methods [16,17]. Unlike the previous deterministic models, however, we do not directly apply the
clustering to the sample data. Instead, we consider the likelihood of samples since we are dealing with the probabilistic mod-
el. More speciﬁcally, we ﬁrst compute the likelihood of samples under the assumption that the data are fuzzily assigned to
hyperplane-shaped clusters and then maximize the likelihood. We alternate two steps (fuzzy assignment and maximization)
and we call the strategy as Fuzziﬁcation–Maximization (FM) method. The FM is motivated by the Expectation–Maximization
(EM) [30,31]. Now, let us derive the FM for probabilistic modeling. First, assume that each data point (xi,yi) i = 1,2, . . . ,N be-
longs to one of c hyperplane-shaped clusters exclusively. If we denote the set of samples which belong to the rth cluster by Sr,
then S ¼ xi; yif gNi¼1 can be decomposed into c disjoint subsets Sr, that is S ¼ [cr¼1Sr and Sr \ Sq = ; (r– q). For subsequent use,
we denote the parameters of the fuzzy model by H. If we use the Gaussian membership functionsArk xð Þ ¼ exp 
x prk1
prk2
 2( )
ð10Þfor the premise parts, then the parameter H of the fuzzy model with c fuzzy rules is deﬁned asH ¼ H1 H2    Hc
 
Hr ¼ pr11 pr12 pr21 pr22    prd1 prd2|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Premise variables
ar0 a
r
1    ard|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Consequent variables ar
rr|{z}
probabilistic variable
0
B@
1
CA: ð11ÞIf we deﬁne X ¼ xif gNi¼1 and Y ¼ yif gNi¼1, then the probability of the outputs Yconditioned on the input X and fuzzy modelH is
represented as p YjX;Hð Þ ¼QNi¼1p yijxi;Hð Þ. We can rewrite the likelihood intop YjX;Hð Þ ¼
YN
i¼1
p yijxi;Hð Þ ¼
Y
i2S1
p yijxi;H1
 0@
1
A Y
i2S2
p yijxi;H2
 0@
1
A    Y
i2Sc
p yijxi;Hcð Þ
 !
¼
Yc
r¼1
Y
i2Sr
p yijxi;Hrð Þ
 !
; ð12Þwhere p(yijxi,Hr) is the probability that an output yi is incurred by an input xi when the rth fuzzy rule is activated. Here, we
use the classical trick of taking logarithm to maximize the likelihood. By taking the logarithm of (12), we obtainlogp YjX;Hð Þ ¼ log
Yc
r¼1
Y
i2Sr
p yijxi;Hrð Þ
 ! !
¼
Xc
r¼1
X
i2Sr
log p yijxi;Hrð Þð Þ¼
Pc
r¼1
PN
i¼1
I xi 2 Sr
 
log p yijxi;Hrð Þð Þ
 
¼
XN
i¼1
Xc
r¼1
I xi 2 Sr
 
log p yijxi;Hrð Þð Þ
  ð13Þwhere I() is the indicator function and (13) is the function that we have to maximize. In reality, however, a sample (xi,yi)
does not belong to a single cluster exclusively but fuzzily belongs to all clusters to some degrees. We thus fuzzify the
likelihood (13) by replacing the indicator function I(i 2 Sr) with the membership functions hr(xi) and allowing each sample
(xi,yi) to belong to all clusters to some degrees.
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Let us consider fuzziﬁed likelihood pF(YjX,H) deﬁned by log pF YjX;Hð Þ ¼
PN
i¼1
Pc
r¼1fhrðxiÞ logðpðyijxi;HrÞÞg. By the fuzzy
model (5), we obtainlogpF YjX;Hð Þ ¼
XN
i¼1
Xc
r¼1
hr xið Þ log Nðyijyr xið Þ; ðrrÞ2Þ
 	n o
¼
XN
i¼1
Xc
r¼1
hr xið Þ log 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p rrð Þ2
q exp 1
2
yi  yr xið Þð Þ2
rrð Þ2
 !0B@
1
CA
8><
>:
9>=
>; ð14ÞIn the F-step, we assume that the consequent parameters ar ¼ ar0 ar1    ard
 
in (5) are given and then we can compute
p(yijxi,Hr). Thus, each data can be fuzzily assigned to all clusters byhr xið Þ ¼ p yijxi;H
rð ÞPc
q¼1 p yijxi;Hqð Þf g
¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p rrð Þ2
p exp  12 yiy
r xið Þð Þ2
rrð Þ2
 	 
Pc
q¼1
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p rqð Þ2
p exp  12 yiy
q xið Þð Þ2
rqð Þ2
 	  : ð15Þ3.1.2. Maximization step (M-step)
In the M-step, we assume that the premise membership values hr(xi) are known and we maximize the fuzziﬁed likelihood
functionlogpF YjX;Hð Þ ¼
XN
i¼1
Xc
r¼1
hr xið Þ log 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p rrð Þ2
q exp 1
2
yi  yr xið Þð Þ2
rrð Þ2
 !0B@
1
CA
8><
>:
9>=
>;
¼
XN
i¼1
Xc
r¼1
hr xið Þ 12 log 2p r
rð Þ2
 	
 1
2
yi  yr xið Þð Þ2
rrð Þ2
( )" #
: ð16ÞTo maximize the fuzziﬁed likelihood function, we differentiate it with respect to the unknown parameters. First, we differ-
entiate the likelihood with respect to rr by@
@rr
logpF YjX;Hð Þ ¼
@
@rr
XN
i¼1
Xc
r¼1
hr xið Þ 12 log 2p r
rð Þ2
 	
 1
2
yi  yr xið Þð Þ2
rrð Þ2
( )" #
¼
XN
i¼1
@
@rr
hr xið Þ 12 log 2p r
rð Þ2
 	
 1
2
yi  yr xið Þð Þ2
rrð Þ2
( )" #
¼
XN
i¼1
h
r xið Þ
rr
þ h
r xið Þ
rrð Þ3
yi  yr xið Þð Þ2
( )
¼  1
rr
XN
i¼1
hr xið Þ þ 1
rrð Þ3
XN
i¼1
hr xið Þ yi  yr xið Þð Þ2
n o
: ð17ÞBy setting @
@rr logpF YjX;Hð Þ ¼ 0, we obtainrr ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
i¼1 h
r xið Þ yi  yr xið Þð Þ2
n o
PN
i¼1h
r xið Þ
vuut
: ð18ÞNext, we differentiate the likelihood with respect to ar as in@
@ar
logpF YjX;Hð Þ ¼
@
@ar
XN
i¼1
Xc
r¼1
hr xið Þ 12 log 2p r
rð Þ2
 	
 1
2
yi  yr xið Þð Þ2
rrð Þ2
( )" #
¼ @
@ar
XN
i¼1
Xc
r¼1
hr xið Þ 12 log 2p r
rð Þ2
 	
 1
2
yi  arTxi
 2
rrð Þ2
( )" #
¼
XN
i¼1
 h
r xið Þ
2 rrð Þ2
@
@ar
yi  arTxi
 2" # ¼ 1
rrð Þ2
XN
i¼1
hr xið Þ yi  arTxi
 
xi
 
¼ 1
rrð Þ2
XN
i¼1
hr xið Þyixi
 XN
i¼1
hr xið Þ arTxi
 
xi
 ( )
¼ 1
rrð Þ2
XN
i¼1
hr xið Þyixi
 XN
i¼1
hr xið ÞxixTi
 
ar
( )
: ð19Þ
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@ar log pF YjX;Hð Þ ¼ 0, we obtainar ¼
XN
i¼1
hr xið ÞxixTi
  !1 XN
i¼1
hr xið Þyixi
  !
: ð20ÞIt is known that (20) is the weighted least square solution and can be implemented as the WRLS algorithm given in Appen-
dix. By combining the F-step and M-step, we obtain the following FM-PFCRM. (Fuzziﬁcation–Maximization – Probabilistic
Fuzzy C Regression Model). The FM-PFCRM accommodates not only the nominal input–output characteristics but also the
noise statistics of the given data.
3.1.3. FM-PFCRM algorithm
Assume that a set of training data xi; yif gNi¼1 is obtained from experiments and that we build a fuzzy model with c fuzzy
rules to represent the data set.
Step 1: Assume c hyperplanes as initial cluster representatives:yr xð Þ ¼ ar0 þ ar1x1 þ    þ ardxd ¼ xTar0; r ¼ 1; . . . ; cð Þ
The subscript ‘‘0” in ar0 and rr0 means that this is the initial (the iteration index j = 0) step. Based on our experi-
ence, the authors set initial membership value hr0 xið Þ by applying FCM to only input space and determine ar0 and
rr0 by (20) and (18), respectively.Step 2 (F-step): We increment the iteration index (j = j + 1). At the jth iteration, we assign fuzzily each sample pair (xi, yi) to
all clusters and compute a c  N membership matrixHj ¼
h1j x1ð Þ h1j x2ð Þ    h1j xNð Þ
h2j x1ð Þ h2j x2ð Þ    h2j xNð Þ
..
. ..
. ..
. ..
.
hcj x1ð Þ hcj x2ð Þ    hcj xNð Þ
0
BBBBBB@
1
CCCCCCA
by,
hrj xið Þ ¼
p yijxi;Hrj1
 	
Pc
q¼1 p yijxi;Hqj1
 	n o ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p rr
j1
 	2r exp  12 yiy
r
j1 xið Þ
 	2
rr
j1
 	2
0
B@
1
CA
0
BB@
1
CCA
Pc
q¼1
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p rq
j1
 	2r exp  12 yiy
q
j1 xið Þ
 	2
rq
j1
 	2
0
B@
1
CA
0
BB@
1
CCA
ð21Þ
where Hrj1 and rrj1 denotes the parameters of the fuzzy model at the previous (j  1th) iteration.
Step 3 (M-step): Compute the new cluster representatives ar and noise parameters rr at the jth iteration by 	 	  	 	arj ¼
XN
i¼1 h
r
j xið ÞxixTi
1 XN
i¼1 h
r
j xið Þyixi ð22Þ
and
rrj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
i¼1 h
r
j xið Þ yi  yrj xið Þ
 	2 
PN
i¼1h
r
j xið Þ
vuuuut : ð23ÞThe cluster centers can be computed recursively by weighted recursive least square (WRLS), which are explained
in detail in Appendix. This recursive implementation is useful especially when the number of data is small and the
inverse matrix of (22) is almost singular.Step 4: If kHj  Hj1k 6 e, then stop and set ar ¼ arj and rr ¼ rrj ; otherwise go to Step 2.
The proposed FM-PFCRM looks similar to the FCRM used in the previous paper [16,17]. It is interesting to see that two
algorithms which started from completely different ideas lead to the same form. But the two algorithms differ in the way
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points and the distribution of each fuzzy rule is not considered. In the FM-PFCRM, however, not only the modeling error but
also the variance of each fuzzy rule is utilized to assign the data points according to the distribution of each fuzzy rule. After
the consequent parameters ar and the noise parameters rr are determined by FM-PFCRM, we compute the premise param-
eters of the membership functions Ark xð Þ ¼ exp 
xpr
k1
pr
k2
 	2 
whereprk1 ¼
PN
i¼1h
r xið Þxi;kPN
i¼1h
r xið Þ
ð24Þandprk2 ¼
ﬃﬃﬃ
2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
i¼1h
r xið Þ xi;k  prk1
 2PN
i¼1h
r xið Þ
vuut : ð25Þ3.2. Fine tuning
In the previous coarse tuning, we partitioned the input space into several clusters and built the rough approximation to
the unknown system with noise. In this subsection, we reﬁne the parameters of the fuzzy model by ﬁnely adjusting the
parameters. We call this step as the ﬁne tuning. In this paper, a new ﬁne tuning algorithm is proposed and it is completely
different from those of the previous methods [16,17,26]. Since the previous fuzzy models were deterministic, the parameters
were ﬁne tuned by minimizing the approximation error. In the proposed method, however, the fuzzy model is probabilistic
and the parameters are ﬁne tuned by maximizing the likelihood of the given data points. More speciﬁcally, we consider the
full likelihood functionL Hð Þ ¼ log p YjX;Hð Þ ¼
XN
i¼1
log
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pr2fuz xið Þ
q exp 1
2
yi  yfuzmean xið Þ
 2
r2fuz xið Þ
 !0B@
1
CA
8><
>:
9>=
>; ð26Þand maximize it by adjusting the parameters by the gradient ascentDH ¼ gH
@L Hð Þ
@H
: ð27ÞUsing (8) and (9), the full log likelihood function (26) can be rewritten intoL Hð Þ ¼ log p YjX;Hð Þ ¼
XN
i¼1
log
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
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where ga is the learning rate for the consequent parameters and h
r ¼ -rPc
r¼1-
r
. The ﬁne tuning algorithm is summarized as
follows:
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Step 1: Initialize the fuzzy model parameter HH ¼ H1 H2    Hc
 
Hr ¼ pr11 pr12 pr21 pr22    prd1 prd2|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Premise variables
ar0 a
r
1    ard|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Consequent variables ar
rr|{z}
probabilistvariable
0
B@
1
CA
as the one obtained in the coarse tuning.P
Step 2: For a sample pair (xi,yi) with nonzero
c
r¼1h
rðxiÞ, we compute the fuzzy model yfuzmean(xi) and update the param-
eter H by
Fig. 3. 1D q
row: MLP w
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wise terminate the ﬁne tuning.4. Simulation results
In this section, we apply the proposed probabilistic fuzzy model to numerical examples and compare them with the pre-
vious methods to demonstrate the validity of the proposed method. In all the simulations, we use 5  2 cv Dietterich’s test
[28,32] to show the statistical validity of the algorithms. More speciﬁcally, when a data set is given, the data points are ran-
domly permuted, the ﬁrst half of the data points is used as a training set and the second half is used as a test set to assess the
modeling methods. This is repeated for ﬁve different random permutations.uadratic function with uniform noise. From left to right, ﬁrst row: linear, quadratic (optimal), fuzzy model with three rules (FM3), FM5, second
ith 10 hidden nodes (MLP10), MLP30, third row: MLP 50, RSB with ﬁve memberships for input and ﬁve memberships for output (RSB55),
fourth row: WM33, WM55, WM1010.
Table 1
Test error for 1D quadratic function with uniform noise.
Mean Median Mean Median
FM3 1.057 1.0502 QUAD 1.0363 1.0354
FM5 1.0709 1.0763 RSB5 1.0581 1.0591
LIN 1.1058 1.1069 RSB10 1.0466 1.0497
MLP10 1.0414 1.038 WM5 1.6363 1.6123
MLP30 1.0569 1.0579 WM10 1.8425 1.912
MLP50 1.0972 1.0951 WM20 1.6929 1.5969
Fig. 3 (continued)
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1-Dimensional quadratic functionFig. 4.
of 5  2y ¼ x2 þ e ð40Þ
is considered, where e  N(j0,12). This example is taken from [28]. 2000 data points are sampled from (40) and 5  2 cv test
is conducted. For the sake of comparison, a linear model, a quadratic model, a multilayer perceptron (MLP) neural network
[33], Wang and Mendel’s (WM) fuzzy model [3] are applied as deterministic models and a random set based (RSB) fuzzyBoxplot for 1D quadratic function with uniform noise. It denotes the minimum and maximum modeling error, the median, 25% and 75% percentiles
cv.
Fig. 5. 1D quadratic function with state-dependent noise. From left to right, ﬁrst row: linear, quadratic (optimal), fuzzy model with three rules (FM3), FM5,
second row: MLP with 10 hidden nodes (MLP10), MLP30, third row: MLP 50, RSB with ﬁve memberships for input and ﬁve memberships for output
(RSB55), RSB1010, fourth row: WM33, WM55, WM1010.
S. Hong et al. / International Journal of Approximate Reasoning 50 (2009) 1129–1147 1139model [28] is applied as a probabilistic model. Fig. 3 shows the modeling results of the proposed and the previous methods
for the 5  2 cv test. In each ﬁgure, ten modeling results obtained from 5  2 cv are depicted in solid lines and training data
points are denoted as dots.
Unlike the previous methods, the proposed probabilistic method also models the statistical variance of the data and it is
depicted in a dotted line. It can be seen that the probabilistic characteristic is well approximated by the proposed fuzzy
model. Simulation results are summarized in Table 1 and Fig. 4.
Table 2
Test error for 1D quadratic function with state-dependent noise.
Mean Median Mean Median
FM3 1.8158 1.8182 QUAD 1.8123 1.8122
FM5 1.8337 1.8348 RSB5 1.8279 1.83
LIN 1.9011 1.8995 RSB10 1.8169 1.8244
MLP10 1.8186 1.8261 WM5 2.8715 3.0407
MLP30 1.848 1.8625 WM10 3.0204 3.0535
MLP50 1.8809 1.8719 WM20 2.8134 2.8271
Fig. 6. Boxplot for 1D quadratic function with state-dependent noise.
1140 S. Hong et al. / International Journal of Approximate Reasoning 50 (2009) 1129–1147As expected, quadratic model shows the best performance in this case. FM, RSB, and MLP are good enough. As the com-
plexity of the model increases (the number of membership functions or the number of rules), the FM and the MLP exhibit the
slight over ﬁtting but the RSB shows the consistent results.
4.2. 1D quadratic function with input-dependent noise
This example is very similar to the previous quadratic model but the statistics of the added noise depends on the input
variable:y ¼ x2 þ e ð41Þ
where e  N(  j0,5x2). As in the previous example, 2000 data points are sampled from (41) and 5  2 cv test is conducted. In
Fig. 5, the proposed method is compared with the previous methods.Fig. 7. 2D sinc function (left) and a training set (right).
Fig. 8. From left to right columns: the median, best, worst. From the top to bottom rows: MLP10, MLP30, MLP50, WM55, WM77, WM1010, RSB55,
RSB77, FM.
S. Hong et al. / International Journal of Approximate Reasoning 50 (2009) 1129–1147 1141Overall, the similar results are obtained as in the previous example. The statistical variance of the data is depicted in a
dotted line in the proposed method (FM3 and FM5). It can be observed that the noise model is also well approximated by
the proposed fuzzy model. Simulation results are summarized in Table 2 and Fig. 6.
In this example, the differences between the best and worst performances in all the methods are larger than those of the
previous example with uniform noise. As in the previous example, the quadratic model shows the best performance and FM,
RSB, and MLP are also good enough.
4.3. 2D sinc function with input-dependent noise
The third example is a two-variable sinc functiony ¼ sinðx1Þ sinðx2Þx1x2 þ e; 5 6 x1 6 5; 5 6 x2 6 5 : ð42Þ
where e  N j0; 110 x21 þ x22
  
. This is similar to the example in [26] but the input-dependent noise e. 1000 data points are
sampled from (42). 500 points are used for the training and the remaining 500 points are used for the test. Fig. 7 shows
the noise-free sinc function and the data points superimposed on it.
Since the noise is much larger than the nominal function, the two subﬁgures in Fig. 7 use the different intervals for y axis.
5  2 cv test is conducted. Fig. 8 compares the modeling result of the proposed and the previous methods for the 2D sinc
Fig. 8 (continued)
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method, respectively.
As can be seen from the ﬁgure, the approximation models of the previous algorithms are seriously distorted from the gi-
ven sinc function but the proposed method exhibits the excellent modeling performance in this example. Fig. 9 shows the
statistical variance approximated by the proposed fuzzy model.
From the ﬁgure, it can be seen that, although distorted from the ground truth e  N j0; 110 x21 þ x22
  
, the approximated
variance has the shape of the quadratic function. Simulation results for 2D sinc function are summarized in Table 3 and
Fig. 10.
In this example, the probabilistic methods such as FM and RSB outperform the deterministic methods such as MLP or
WM. Especially, the proposed fuzzy model with six rules exhibit the best and the most consistent approximation perfor-
mance in the presence of the input-dependent error.
4.4. Concrete compressive strength data set
This dataset is taken from UCI machine learning repository [34,35]. It is a real world problem about the concrete compres-
sive strength and it is important in civil engineering. This dataset has eight input variables and 1 output variable summarized
as follows: Input: (1) Cement, (2) Blast Furnace Slag, (3) Fly Ash, (4) Water, (5) Superplasticizer, (6) Coarse Aggregate, (7) Fine
Aggregate, (8) Age – Day (1–365); Output: Concrete compressive strength. 5  2 cv test is conducted and simulation results
are summarized in Table 4 and Fig. 11.
Fig. 8 (continued)
Fig. 9. The variance of the data approximated by the fuzzy model: from left to right, median, best, worst.
S. Hong et al. / International Journal of Approximate Reasoning 50 (2009) 1129–1147 1143In this case, the MLP is trained not by the gradient descent back propagation with adaptive learning rate but by the
Levenberg–Marquardt since the training by the gradient descent exhibits poor performance. The MLP trained by the
Levenberg–Marquardt shows the best performance among all the algorithms but it is easily overﬁtted and its performance
Table 3
Test error for 2D sinc function.
Mean Median Mean Median
FM6 1.5553 1.556 RSB5 1.5971 1.5883
FM9 1.5683 1.5723 RSB7 1.6285 1.6074
MLP10 1.6103 1.606 RSB10 1.6829 1.7151
MLP30 1.672 1.6741 WM5 2.1908 2.1927
MLP50 1.7338 1.7233 WM7 2.201 2.1822
MLP100 1.8452 1.8329 WM10 2.2361 2.2107
Fig. 10. Boxplot for 2D sinc function.
Table 4
Test error for original concrete compressive strength dataset.
Mean Median Mean Median
FM3 73.9065 73.1798 MLP50 94.4324 104.9658
FM5 75.5618 77.0354 RSB25 177.8328 177.627
FM10 70.0944 71.7341 WM25 203.512 204.1995
MLP5 87.8377 63.3774 WM35 179.6136 181.5768
MLP30 87.1124 72.8074 WM310 180.4718 183.753
Fig. 11. Boxplot for original concrete compressive strength dataset.
1144 S. Hong et al. / International Journal of Approximate Reasoning 50 (2009) 1129–1147is less consistent than others. The proposed FM exhibits the second best and the most consistent performance among all the
algorithms. Further, to see the impact of the noise on the modeling problem, some noises represented bye  N j0;0:005 Blast Furnace Slag 150ð Þ2 þ 0:003 fly ash 150ð Þ2
 	
ð43Þare added. 5  2 cv test is conducted and simulation results are summarized in Table 5 and Fig. 12.
When the noise represented by (43) is added, the proposed fuzzy model outperforms the MLP and exhibits not only the
most consistent but also the best performance among all the algorithms.
4.5. Building 2
This dataset is taken from PROBEN 1 [36]. It is also a real world problem about the prediction of energy consumption in a
building. The hourly consumption of electrical energy should be predicted based on the date, the time of day, outside
Table 5
Test error for original concrete compressive strength dataset contaminated with noise.
Mean Median Mean Median
FM3 170.3792 171.778 MLP50 189.2188 195.9908
FM5 165.3242 165.3513 RSB25 266.0105 263.6762
FM10 162.8778 162.713 WM25 302.3741 306.362
MLP5 195.0595 188.0784 WM35 331.4997 333.0657
MLP30 195.3100 199.8669 WM310 330.1658 338.5157
Fig. 12. Boxplot for concrete compressive strength dataset contaminated with noise.
S. Hong et al. / International Journal of Approximate Reasoning 50 (2009) 1129–1147 1145temperature, outside humidity, solar radiations, etc. This dataset has 14 inputs, 3 outputs and 4208 examples. Only the ﬁrst
output is considered in this simulation. The amount of noise is very small. 5  2 cv test is conducted and simulation results
are summarized in Table 6 and Fig. 13.
In this example, the MLP shows the best performance among the algorithms and the MLP5 exhibits very consistent result.
This example shows that when the amount of noise is very small, the MLP can be the best choice for modeling. It is inter-
esting to see that the WM also shows reasonably good performance in this example in contrast to [28] in which WM showed
very poor performance. The reason is that more membership functions are used in this example than in [28]. From this
example, it can be seen that when the amount of noise is small and linguistically understandable model is needed, WM could
be a good choice. The proposed fuzzy model and the RSB exhibit the reasonably good and consistent performance.Fig. 13. Boxplot for building 2.
Table 6
Test error for building 2.
Mean Median Mean Median
FM3 0.0031 0.0031 MLP50 0.0042 0.0042
FM5 0.0034 0.0035 RSB 0.0049 0.0049
LIN 0.0048 0.0048 WM25 0.0053 0.0053
MLP5 0.0029 0.0029 WM35 0.0035 0.0034
MLP10 0.0029 0.0029 WM310 0.0034 0.0034
MLP30 0.0029 0.0029
1146 S. Hong et al. / International Journal of Approximate Reasoning 50 (2009) 1129–11475. Conclusion
In this paper, a probabilistic fuzzy model has been proposed to approximate the sample data with noises and outliers. The
new model consists of the nominal noise-free part and the probabilistic noise part. To identify the two parts simultaneously,
the FM was proposed. The proposed model was applied to two examples and demonstrated its effectiveness by being com-
pared with neural network.
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Appendix. Weighted recursive least square (WRLS) for fuzzy modeling
Suppose that a set of sample data xi; yif gNi¼1 is given and the ith sample data belong to the rth cluster to the degree of hrj xið Þ
where the subscript j denotes the number of iteration in FM-PFCRM. Then, the cluster representative arj represented byarj ¼
XN
i¼1
hrj xið ÞxixTi
 	 !1 XN
i¼1
hrj xið Þyixi
 	 !can be computed recursively over the given sample data (i = 1, . . . ,N) byKrj;i ¼
Srj;i1x
r
i
1
hrj xið Þ
þ xrTi Srj;i1xri
arj;i ¼ arj;i1 þ Krj;i yi  xTi arj;i1
 	
Srj;i ¼ I Krj;ixTi
h i
Srj;i1with the initial values arj;0 ¼ 0, and Srj;0 ¼ aI and ﬁnal values arj,arj;N , where I is an identity matrix and a is a sufﬁciently large
positive number.
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