This paper presents a fast incompressible SPH (ISPH) solver implemented to run entirely on a graphics processing unit (GPU) capable of simulating several millions of particles in three dimensions on a single GPU. The ISPH algorithm is implemented by converting the highly optimised open-source weaklycompressible SPH (WCSPH) code DualSPHysics to run ISPH on the GPU, combining it with the opensource linear algebra library ViennaCL for fast solutions of the pressure Poisson equation (PPE). Several challenges are addressed with this research: constructing a PPE matrix every timestep on the GPU for moving particles, optimising the limited GPU memory, and exploiting fast matrix solvers. The ISPH pressure projection algorithm is implemented as 4 separate stages, each with a particle sweep, including an algorithm for the population of the PPE matrix suitable for the GPU, and mixed precision storage methods. An accurate and robust ISPH boundary condition ideal for parallel processing is also established by adapting an existing WCSPH boundary condition for ISPH. A variety of validation cases are presented: an impulsively started plate, incompressible flow around a moving square in a box, and dambreaks (2-D and 3-D) which demonstrate the accuracy, flexibility, and speed of the methodology. Fragmentation of the free surface is shown to influence the performance of matrix preconditioners and therefore the PPE matrix solution time. The Jacobi preconditioner demonstrates robustness and reliability in the presence of fragmented flows. For a dambreak simulation, GPU speed ups demonstrate up to 10-18 times and 1.1-4.5 times compared to single-threaded and 16-threaded CPU run times respectively.
Introduction
Hydrodynamic free-surface flows requiring accurate pressure prediction occur in many engineering problems including breaking-wave impacts, sloshing tanks and nuclear sludge flows. There is a clear need for an accurate incompressible free-surface solver capable of handling highly distorted flows. The development of numerical meshless particle methods has given the opportunity to form robust solutions for these flows. The popular particle method Smoothed Particle Hydrodynamics (SPH), by Gingold and Monaghan [1] and Lucy [2] , was originally created for the field of astrophysics and is now widely applied to free-surface flows [3] .
The original formulation of SPH for fluid dynamics, known as weakly-compressible SPH (WCSPH), uses an equation of state to link density with pressure. The density is permitted to vary theoretically within about 1% of the reference value, but this leads to fluctuations in the pressure and velocity fields [4] . Since an artificial speed of sound is required, the timestep size is limited by the Courant-Friedrich-Levy condition [5] . In 1999, Cummins and * Corresponding author.
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Rudman [6] presented a method for enforcing incompressibility by solving the pressure field with a pressure Poisson equation (PPE) following Chorin's projection step method [7] ; the semi-implicit scheme came to be known as Incompressible SPH (ISPH).
ISPH has been shown to exhibit a noise-free pressure field and provide accurate pressure force predictions for fluid-structure impacts [8] [9] [10] . Without explicit dependence on a speed of sound, a larger maximum timestep size is possible [11] . The significant development of the particle shifting methodology in SPH, by Xu et al. [12] , to maintain near uniform particle arrangements enables ISPH to be applied to high Reynolds number flows. Lind et al. [13] then developed this to include free surfaces using a Fickian-based particle shifting technique which has been further generalised by Khayyer et al. [14] . While there have been significant advances in improving the accuracy of ISPH [15, 16] , very large numbers of particles ( 10 7 to 10 9 ), with the solution of large sparse matrices for the PPE, are still required for most applications, and it is the associated computational expense which is addressed here. This is important because the Poisson solver is responsible for over 90% of the computation time in a serial code. Hence, parallelisation is necessary for practical computation.
Parallelisation of ISPH is a relatively new area and to date has been undertaken using the message passing interface (MPI)
by Guo et al. [17] for 100s of millions of particles. Using a distributed memory architecture, however, is complex and requires optimisation of load balancing for 1000s of partitions or processes. Furthermore, massively parallel computing is expensive and not feasible for many engineering industries and researchers. Yeylaghi et al. [18, 19] have also parallelised ISPH with both open multiprocessing (OpenMP) and MPI, although their scheme solves the Poisson equation explicitly without the use of a matrix, which affects accuracy and limits the timestep size.
In recent years, graphics processing units (GPUs) have emerged as a viable, cheap and highly portable alternative to large and expensive high-performance computing clusters. A single GPU provides a cost-effective approach in the move towards high performance computing. There have been successful applications of WCSPH on the GPU [20] [21] [22] [23] [24] [25] . These codes have achieved speedups of between 10-100 compared to optimised CPU-based codes. GPUs have also been utilised for the moving particle semi-implicit (MPS) method, which is closely related to ISPH [26, 27] . The MPS method was first implemented on the GPU for 2-D simulations in 2011 by Hori et al. [28] and Zhu et al. [29] , where the latter achieved a 26 times speed up over a traditional CPU-based MPS code. MPS on a GPU has since been applied to multi-phase flows [30] and 3-D freesurface flows [31] . Developments in MPS also include GPU-based neighbour list algorithms for MPS by Murotani et al. [32] and the comparison of openMP/MPI parallelised solvers for MPS [33] . Such advances in MPS are to be noted when developing ISPH.
To the best of the authors' knowledge, there is only one published case of ISPH implemented on a GPU by Leroy [34] , where the subject was only briefly described without algorithmic implementation details. For ISPH on the GPU there are a number of challenges:
• A new PPE matrix must be constructed and solved every timestep for moving computation points (particles) on streaming multiprocessors.
• Use of memory-limited hardware for an inherently memoryexpensive method.
• The fast solution of a particle method's Poisson equation on a GPU.
Fast and scalable linear solvers and preconditioning for a Poisson equation is a well-researched area for finite-element methods with fixed meshes [35, 36] . For particle methods however, the solution of a linear system presents a different challenge because the particle connectivity is constantly changing with the evolution of the flow. In Section 5.4.3, the complexity of an evolving ISPH system is demonstrated by the performance comparison of two preconditioners for a fragmented flow.
Numerous open-source libraries for GPU-based linear solvers are now available [37] [38] [39] . To obtain a fast ISPH code accelerated on a GPU, we combine the highly-optimised WCSPH DualSPHysics GPU code [40] with the ViennaCL linear algebra library [37] to solve the PPE matrix. This includes employing an algebraic multigrid preconditioner which requires modification for ISPH particles. The ISPH algorithm also requires a change of the SPH boundary condition within the DualSPHysics code by extending its fixed dummy boundary particles approach to that of fixed internal mirror particles by Marrone et al. [41] .
This paper is structured as follows. Section 2 presents the ISPH methodology used in this work. Section 3 explains the use of DualSPHysics and the changes to the code required for ISPH. The details for the novel implementation of a parallel ISPH algorithm on a GPU are then explained in Section 4. Numerical results and performance analysis of the code is presented in Section 5. Finally, in Section 6, conclusions of the work presented are made.
ISPH formulation

Fundamentals of the SPH method
In SPH, the domain is discretised into a set of computational interpolation points (more commonly referred to as ''particles''). Particles are free to move according to governing physical equations and each one possesses physical quantities over their individual representational volume in the domain (velocity, density, pressure etc.). Eq. (1) expresses the convolution product for any quantity, φ, of a particle at its respective position vector, r, in the domain, Ω,
where ⟨·⟩ denotes an approximation, ω(|r − r ′ |) is a smoothing kernel weighting function with a smoothing length h. The discretised form of Eq. (1) for any particle, i, and its neighbouring j particles is written as
For simplicity, the weighting function will hereafter be written as 
where q = r ij /h, and α D is a normalisation factor taking the value of 7/(478π h 2 ) in 2D and 1/(120π h 3 ) in 3D. For the 3-D case in Section 5.3.2, the fifth order Wendland kernel [43] is used,
where α D is equal to 7/(4π h 2 ) in 2D and 21/(16π h 3 ) in 3D. For both kernels, the smoothing length is equal to 1.3 times the original particle spacing, dp. The quintic spline used herein, therefore requires a larger number of particle neighbours than the Wendland kernel for a complete kernel support. This creates a challenge for the present computational model when handling simulations (particularly in 3-D) with large numbers of neighbours (approximately 250 neighbours for the quintic spline) per particle as a GPU has limited memory storage. Sections 5.3.2 and 5.4.1 will discuss this matter further.
In SPH, there are numerous ways to compute the gradient of a function [44] . Herein, the gradient or divergence of any given quantity is calculated as
where ∇ i ω ij = ( ∂ω ij /∂x i , ∂ω ij /∂y i , ∂ω ij /∂z i )
. In the ISPH method used in this work, fluid particles use Eq. (5) to find the divergence of velocity and pressure gradient at their respective positions.
Khayyer et al. [45] and Cercos-Pita et al. [46] have shown that a conservative form of Eq. (5) with a + sign can be used here. However, despite being non-conservative, Eq. (5) is used due to its increased accuracy and consistency when combined with a kernel gradient normalisation (Eq. (6)) [13, 47] .
