ABSTRACT
INTRODUCTION
In linguistics, the term anaphora denotes the act of referring. It is the use of an expression, the interpretation of which depends upon another expression in context. Reference to an entity that has been previously introduced into the discourse is called anaphora. Any time a given expression refers to another contextual entity, anaphora is present. The entity referred back to is called the 'referent' or 'antecedent'. Anaphora denotes the act of referring to the left, that is, the anaphor points to its left toward an antecedent (in languages that are written from left to right). The process of binding the referring expression to the correct antecedent, in the given discourse, is called anaphora resolution. Pronoun resolution involves binding of pronouns to the correct noun phrase.
Consider the sentence:
"गीता मे ले म घू मने गयी | उसने वहाँ कलम खर द |"
This sentence demonstrates an anaphora, where the pronoun 'उसने ' refers back to a referent.
Intuitively, 'उसने ' refers to 'गीता'. The pronoun 'वहाँ ' refers to 'मे ले .'Anaphora resolution can be intrasentential (where the antecedent is in the same sentence as the anaphor) as well as intersentential (where the antecedents are in a different sentence to the anaphor). When performing anaphora resolution all noun phrases are typically treated as potential candidates for antecedents. The scope is usually limited to the current and preceding sentences and all candidate antecedents within that scope are considered.
Classification of anaphora and pronoun in Hindi
Hindi language is a free word order. Pronoun in Hindi exhibits a great deal of ambiguity. Pronoun in the first, second, and third person do not convey any information about gender. In Hindi there is no difference between 'he' and 'she'. 'वह' is used for both the gender and is decided by the verb form. With respect to number marking, while some forms, like 'उसको'(him), 'उसने '(he) are unambiguously singular but some forms can be both singular and plural, like 'उ होने ' (he)(honorific)/they, or 'उनको'(him)(honorific)/them. Hence Resolving anaphora in Hindi is a complex task.
RELATED WORK
An extensive work done for anaphora resolution based on Gazetteer method is summarized below:
• Richard Evans and Constantin Orasan improved anaphora resolution by identifying animate entities in texts [4] . centering theory for pronoun resolution [8] .
• Dev Bahadur using Lappin Leass approach pronominal anaphora is resolved in Nepali Language [9] .
• Thiago Thomes Coelho, Ariadne Maria Brito Rizzoni done work in Portugeese language using Lappin and Leass algorithm [7] .
• Manuel Palomar, Lidia Moreno and Jesfis Peral resolved anaphora in Spanish Texts using Centering approach [10] .
• S.Lappin and M.McCord developed a syntactic filter on pronominal anaphora for slot grammer using Lappin Leass principles in 1990 [11] .
• Sobha and Patnaik gave a rule based approach for the resolution of anaphora in Hindi and Malayalam as well [12] .
• Dutta et al. presented modified Hobbs algorithm for Hindi [13] .
• J.Balaji applied Centering principles in Tamil [14] .
SALIENCE FACTOR
The following salience factor shows their significant contribution for resolving anaphora:
Recency Factor
Recency factor describes that the referents mentioned in current sentence tends to have higher weights than those in previous sentence. This factor assigns highest possibility of the closest noun to be the referent. For example consider the sentence, "मोहन ने सोहन को से ब दया | वह क चा था |"
In this sentence there are three nouns 'मोहन', 'सोहन', 'से ब'. According to Recency factor the highest weight is assigned to the closest noun 'से ब' for the pronoun 'वह'.
Animistic Knowledge
Animistic knowledge filters candidates based on which ones represent living beings. Inanimate candidates are removed from consideration when the pronoun being resolved must refer to an animated co referent, and animated candidates are removed from consideration for pronouns that must refer to inanimate co referents. Consider the following:
In the above example pronoun "अपनी" is animistic pronoun (always refer to living things). So, it refers to animistic noun "सोहन". It will not refer to noun " कताब".
Both our computational models use Gazetteer method for providing knowledge of Animistic factor. The difference in both the models is to use of recency factor with different concepts (Centering approach and Lappin Leass approach). Based on these approaches results of experiments vary from each other.
Besides, Recency and Animistic Factor there are other factors that affect the anaphora resolution process. Although, these factors are not considered in our system but these factors would definitely increase the accuracy of system. These two factors are described as follows:
Gender Agreement
Gender Agreement compares the gender of candidate co referents to the gender required by the pronoun being resolved. Any candidate that doesn't match the required gender of the pronoun is removed from further consideration.
"सोहन ने मे ले से कताब खर द । वह उसे पसं द करता है |" गीता ने मे ले से कताब खर द । वह उसे पसं द करती है |"
In Hindi Language verbs are used to resolve pronouns based on gender agreement. In the above example using the verbs "करता है " and "करती है " we can understand that "वह" in first sentence refers to male "सोहन" and in second sentence refers to female "गीता".
Number Agreement
Number Agreement extracts the part of speech of candidates. The part of speech label is checked for plurality. If the candidate is plural but the current pronoun being resolved doesn't indicate a plural co referent the candidate is removed from consideration. The same process occurs for singular candidates which are removed if the pronoun being resolved requires a plural co referent. For example:
"राम और अ मत म है | वे बह ु त बदमाश है |"
In the above sentence pronoun "वे " refers to "राम और अ मत".
RESOLVING SYSTEM
The resolving system uses Recency factor and animistic knowledge for anaphora resolution. Recency factor acts as a baseline Factor and animistic knowledge is induced to the system by gazetteer method.
Gazetteer method:
This method is used to provide external knowledge to the system. In this method lists are created. Elements present in the list are then classified based on certain operations. Therefore it is also called List Look Up method.
In both the models lists of animistic pronoun (pronoun refer to living things), non animistic pronoun (pronouns refer to non living things), middle animistic pronoun (pronouns refer to both living and non living things) are created. Lists of animistic noun (always represent living things) and non animistic noun (always represent non living things) are also created. Pronouns are classified into the list according to its property and further referencing to the correct noun is done based on the above list.
Computational Model 1:
This model uses Gazetteer method for providing animistic knowledge. For Recency factor concept of centering approach is used. Centering theory is a discourse based approach. Centering theory gives a framework to model what a sentence is speaking about. This can be used to find which entities are referred to by pronouns in a given sentence. It has certain transitions rules. With the help of these rules it finds the potential candidates. The table below gives transition rules:
Table1. Centering theory transitions
Cb(Ui)=Cb(Ui-1) or Cb(Ui-1)=undefined
Cb(Ui)≠Cb(Ui-1)
The crucial claims of this approach are as follows:
• Each utterances in a given discourse segment is assigned a list of forward looking centers, Cf (Ui), where centers are semantic entities in the discourse.
• Each utterance (other than the segment-initial utterance) is assigned a unique backward-looking center, Cb (Ui).
• The list of forward-looking centers, Cp (Ui), is ranked according to discourse salience, with the highest ranked element of being called the preferred center.
Computational Model 2:
This 
EXPERIMENT AND RESULT
We have performed experiments on three different types of data sets. These experiments are based on finding the contribution of Recency and animistic factor to the overall accuracy of correctly resolved pronouns.
Data set 1
This experiment uses the text from children story domain. We have taken short stories in Hindi language from indif.com (http://indif.com/kids/hindi_stories/short_stories.aspx), a popular site for short Hindi stories and performed anaphora resolution over these stories. These stories contain approx 10 to 25 sentences having 100 to 300 words. The result of the experiment is summarized in The result from model 1 summarized in table 3 shows that Recency and animistic factor contribute 65% average to accuracy of overall system. The result on same data set for the computational model 2 summarized in table 4 shows that Recency and animistic factor contribute 61% accuracy on an average to overall system.
Data set 2
This experiment uses text from news article domain. News articles in Hindi language are taken from webduniya.com, a popular site of Hindi news. The result from experiment performed by computational model 1 is summarized in table 5. The result of proposed model 1 shows that Recency and animistic factor contribute 63% accuracy to overall system. The result from experiment performed by computational model 2 on the same data set is summarized in table 6. The result of proposed model 2 shows that Recency and animistic factor contribute 62% accuracy to overall system.
Data set 3
This experiment uses biography content from Wikipedia. Biography of famous leaders of India is taken from wikipedia.com, in Hindi language and then performed experiment by these two computational model and accuracy is calculated. The result from experiment performed by computational model 1 is summarized in table 7. The result of proposed model 1 shows that Recency and animistic factor contribute 83% accuracy to overall system. The result from experiment performed by computational model 2 is summarized in table 8. The result of proposed model 2 shows that Recency and animistic factor contribute 81% accuracy to overall system.
The correctness of the accuracy obtained by the experiment is measured by the language expert. From the above results it is concluded that the accuracy of the computational model depends on the type of input data. For some input data model 1 shows high accuracy whereas for other input data model 2 shows high accuracy. Hence the accuracy of the system depends on the type of input text. It is also observed that pronouns are ambiguous to person, number and gender features. Further, it is observed that some pronouns refer both to animate and inanimate things. These features affect the overall accuracy. In order to increase accuracy more factors such as gender agreement, number agreement can be added to the system.
CONCLUSION
This paper presents comparative result of two computational models for anaphora resolution in Hindi language. A standard experiment is performed on three different data set in Hindi Language by both the model. The data set initially contains 100 to 300 words. The approximate accuracy of both the model is compared. The experiment is conducted taking Recency and Animistic factor as a baseline and it gives approximate 70% accuracy. The remaining pronouns are not resolved correctly because they refer both to animate and inanimate things. Also, system is ambiguous to gender and number features. Hence, Recency and Animistic factor alone is not sufficient for complete correct pronoun resolution system. Other factors also play significant role. So there is a scope for other factors to be added. In future we will try to use gender and number agreement features along with Recency and Animistic factor in order to increase the accuracy of overall system. Also sufficient work in this area has been done in English and other European language but lagging in Indian languages. So there is a large scope for this work to be done in other Indian languages.
