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Introduction
We consider in this work a relativistic heat equation which has been introduced for example in the paper of Rosenau [38] or MihalasMihalas [35] ; it lls in a gap in the Fokker-Planck theory by imposing an upper bound for the propagation velocity. This equation can be written ∂ t ρ = div(ρ ∇ρ ρ 2 + |∇ρ| 2 ) = div(ρ ∇ log ρ 1 + |∇ log ρ| 2 ).
(
Viewing the ordinary heat equation as a transport equation by velocity ∇ log ρ, then equation (1) involving the velocity ∇ρ ρ 2 + |∇ρ| 2 motivates the appellation relativistic.
The aim of this present work is to construct solutions to equation (1) following a strategy introduced by Jordan, Kinderlehrer, Otto [29] and Otto [36] , subsequently developed by many authors, M. Agueh [1] and Ambrosio, Gigli, Savare [3] in particular, and suggested in the relativistic context by Brenier [14] . This strategy applies to nding a solution to general transport equations given by
where c * is a convex mobility function on R d and F is a convex function on [0, ∞[ representing the entropy. It is based on a new point of view on (2) saying that the transport of the density ρ is seen as the gradient ow of the convex function F with respect to a distance induced by the cost function c, the Legendre transform of c * ( see [2] , [3] , [5] , [41] for the notion of gradient ow). The solution is obtained as a limit of a solution of a 1 INTRODUCTION 2 time discretized scheme and the peculiarity of the method is that this discrete scheme involves an optimal mass transport problem.
This work comes after a series of papers. In [29] , the case of the Wasserstein distance c(z) = |z| 2 2 and entropy F (ρ) = ρ log ρ − V ρ were addressed by Jordan, Kinderlehrer and Otto obtain as a limit the Fokker-
Planck equation
∂ t ρ = div(ρ∇V ) + β −1 ∆ρ where V is a given smooth function.
In [36] , Otto treated the case of c(z) = and b = n + (p − 2)/(p − 1) which leads to the doubly degenerate equation
And in [1] , Agueh considered the case of cost functions satisfying β|z| q ≤ c(z) ≤ α(|z| q + 1) for all z ∈ R d , where α, β > 0 and q > 1, which includes a very large class of equations such as the Fokker Planck equation, the porous medium and fast diusion equation, the p-Laplacian and the doubly degenerate diusion equation.
Note that for the relativist heat equation, the entropy is F (ρ) = ρ log ρ − ρ and ∇c * (z) = z 1 + |z| 2 . We will assume in this work that the initial density is bounded from below and from above while in their work, Andreu, Caselles and Mazon assume only that the initial data is non negative.
Nevertheless, the point of view of this present work is interesting since the method employed in particular the construction of the discrete scheme involves the study of a mass transport problem with a discontinuous convex cost function. The limiting process remains a delicate step because of the weak regularity of the discrete sequence constructed via the minimization process, and presents a real diculty. As far as we know, the construction of optimal transport maps for discontinuous cost functions has not been completed before but is a necessary condition to obtain relativistic phenomena for the corresponding transport equation. However, the Kantorovich duality for discontinuous cost functions has been investigated in the paper of Ambrosio and Pratelli [4] , and the use of approximate dierentiability as in Ambrosio, Gigli, Savare [3] also proves a crucial tool.
Description of the Optimal transportation strategy
Fix Ω ⊂⊂ R d bounded throughout. The method consists in constructing a time discrete scheme as follows:
Let P (Ω) be the set of Borel probability measures on Ω, ρ 0 ∈ P (Ω) given, nd ρ h (t, y) ∈ P ([0 
This process follows the ideas presented in the work of Otto [36] which extends the notion of gradient ow to more general cost functions (cf also Villani's book [41] ). This point of view is particulary simple to explain when the cost function is the quadratic function, minimizing E(ρ) + h| ρ0−ρ h | 2 gives formally ρ0−ρ h = E (ρ) which is a discrete version of ∂ t ρ = E (ρ), meaning that ρ is a gradient ow of E. In a more general setting, we minimize the Entropy among all the densities reachable at time T by moving along geodesics induced by the cost function c.
Let us now describe the dierent steps of the construction of a solution to (2): 1 INTRODUCTION 4 Step 1 Prove that the minimization problem has a unique solution, the optimal transport plan γ.
Step 2 Dene an optimal map corresponding to this optimal measure and derive the Euler-Lagrange equation Using ∇c * (∇c(y)) = y, this leads to
Step 3 Obtain an approximate time discrete equation and pass to the limit when the time step goes to zero:
By multiplying equation (5) by ρ∇ξ where ξ is a smooth test function, we obtain in the sense of distribution
Solutions to (2) are obtained by passing to the limit in (6) when h goes to zero. The identication of A,
) involves a Minty Browder argument (see for example Evan's book [24] ) based on a monotonicity property of the gradient of the mobility function c * . Indeed, we prove for any test function
which yields A = ρ∇c * (D ac (F (ρ))) by taking ζ = D ac (F (ρ)) + δw, and by passing successively to the limit δ 0 and δ 0. Formally, to obtain (7), we pass to the h → 0 limit in
This limiting process is strongly based 1-on the displacement convexity [33] of the Entropy function (ensured by the convexity of
yields formally the Fisher information-entropy inequality satised by the minimizer ρ h of problem P
or its localized version
2-on the corresponding equality satised formally by any smooth solutionρ of (1) and obtained by multiplying the equation by F (ρ(t, y)) and integrating by parts:
These relations avoid the problem of nonlinearities in ρ h since we will prove a strong convergence which allows us to pass to the limit in the right hand side of (8).
Assumptions on the cost function and on the Entropy function
We will here give some direct consequences of the assumptions on the cost function that justify its relation with relativistic phenomena.
Recall that we deal with cost functions satisfying
Recall that we have the two relations ∇c (∇c * (z)) = z and z · ∇c * (z) = c(∇c
Remark then that the discontinuity of c implying its innite part is strongly linked with the bound on ∇c * (z). Indeed, since c is dened from c * by
the fact that c is not nite when |z| > 1 means that the supremum is not attained and then the relation z = ∇c * (w) cannot be matched by any w ∈ R d . This means that |∇c * | ≤ 1 (and reciprocally) so we recover that the discontinuity of the cost function is equivalent to the relativistic aspect of the transport. It also implies since |∇c * (z)| = ω(|z|) is a non decreasing function of |z| that lim |z|→∞ |∇c * (z)| = 1.
As we said, we consider any strictly convex Entropy functions satisfying F ∈ C 2 (R) such that
is convex, the last condition being necessary for displacement convexity of the Entropy [33] .
1.3 Notations and denitions
Optimal transport theory
We now recall two ways to link pairs of probability measures. Denition 1.1 Let ρ 1 ∈ P (Ω) and S a Borel map S : Ω → Ω. We say that ρ 0 is the push-forward of ρ 1 through
Denition 1.2 Given two probability measures ρ 0 and ρ 1 , the set of transport plans between them refers to joint probability measures on Ω × Ω with ρ 0 and ρ 1 as marginals:
for all Borel test functions φ : Ω −→ R.
Finally, we need to dene the c−subdierential of a function
Denition of BV Functions and of functions of BV functions
In this section, we recall denitions that can be found in the series of paper of Andreu, Caselles and Mazon, that we will use throughout the second part of this paper and that are fundamental for the understanding of the notion of solution to equation (1) which we construct.
Throughout this paper, we will deal with BV functions, the set of ρ ∈ L 1 (Ω) functions such that the gradient of ρ dened as a distribution is a vector valued Radon measure whose total variation, i.e.
is nite.
A sequence ρ i of BV functions is said to converge w
(Ω) and its gradient Dρ i converges toward Dρ, weak- * as measures, i.e. against any continuous test function.
We also need to introduce the space
The dierence between those two spaces comes from the fact that BV (Ω) is not separable. A function ρ belongs to L 1 ([0, T ], BV (Ω)) if it is a limit of a sequence of simple functions, i.e. dened by
have integrability against test functions, i.e. for every ζ ∈ BV (Ω) * ,
The rst space is useful because we know its dual
As a matter of fact, the solution will live in
(Ω)) * , which leads to one of the principal diculties of the third step of the proof, namely that the solution cannot be taken as a test function to obtain (9).
As we will see, Dρ, 
Moreover, we will need to dene the composition of certain functions with BV functions and their derivatives. For example, if f (x, λ, ξ) is an integrand depending on the space variable x, on λ ∈ R and on the vector eld ξ, we will dene the functional F(ρ, Dρ) of a BV function ρ as in the paper of Dal Maso [21] by (10) where f 0 is the recession function equal to lim t→0 tf (x, λ, ξ t ), J ρ is the set of approximate jump points of ρ, ν ρ = Dρ/|Dρ| the Radon Nikodym derivative of Dρ with respect to its total variation |Dρ|. Indeed with those denition, the jump part of the singular part of Dρ can be written
For example, in the theorem cited below, there is in fact no ambiguity in the right hand side term of equation (14) since the corresponding recession function is zero.
We can also compute g 0 in the case where f = g(λ, ξ) = λξ · ∇c * (ξ). We obtain easily using the properties of the cost function that 
Then the functional F of (10) is lower semi continuous with respect to L 1 (Ω) convergence.
This extension of functional to BV functions allows us to extend the denition of
There is another way of dening (DF (ρ); ∇c
which is inspired by [6] . But in this present work, this is not relevant since the last property is not satised even at the time discrete level. This make the notion of entropic solution more dicult to introduce in this framework and this property and the uniqueness of solution coming from it is not addressed here. However, we show that (A; Dρ) can be dened as a distribution when
Indeed, for any test function ξ, we write
Moreover, (A; Dρ) is a Radon measure since
In particular the same is true for the singular part of Dρ. The measure (A; D s ρ) is dened as the subtraction
where L denotes the Lebesgue measure. Then we also have when ξ ≥ 0
1.4 Statement of the result Throughout this paper, we assume Ω ⊂⊂ R d to be a bounded convex domain, and 0 < m < ρ 0 < M which (ii) Euler-Lagrange equation: a discrete scheme
There exists a one-to-
such that γ
(iii) Convergence of the measure ρ h . Let ρ h be the piecewise constant function dened from ρ h i by (3) . (14) for
Let us now make some remarks about this theorem.
• The rst point of the theorem gives the nite speed of propagation, indeed, since in a time interval of length h, the displacement is bounded by h, the speed of propagation is bounded by 1. This property characterizes a relativistic transport.
• The second point of this theorem is the most important one. First, it claims the existence of an optimal map for the minimization problem P h i and it gives the Euler-Lagrange equation. The existence of an optimal map for a discontinuous cost function cannot be obtained by the same argument as for a smooth cost function. Indeed, the proof of the existence of a map for a smooth test function by the Kantorovich duality (see Gangbo McCann [27] , Villani [41] ) is based on a uniform lipschitz bound on the potential function given by the module of continuity of the cost function. More precisely, let γ opt be the optimal measure for the minimization problem, the Kantorovich duality gives
where the potential functions ψ and φ are linked by the following relation
which becomes
When the cost function c is smooth, the relations (15) (16) implies that the potential function ψ is Lipschitz and then dierentiable and then it implies also the equality between the gradients
that gives directly the shape of the optimal map x = S(y) = y + h∇c * (∇ψ(y)) since ∇c * = (∇c)
In this present work, the potential function will not be Lipschitz anymore and then we have to nd another argument to prove its almost everywhere dierentiability. Moreover, to write an equality like (17), we need that the support of the optimal measure γ is up to a negligible set included in {(x, y) such that |x−y| h < 1} to be able to dene the gradient of c.
So we introduce a mollied problem and pass to the limit. The sequence ρ h will not be Lipschitz but will be in BV (Ω) which gives only the almost every where approximate dierentiability. As Ambrosio, Gigli and Savare showed in Theorem 6.4.2 [3] , this is sucient to dene an optimal map. The strategy of cost mollication has often been used, for example in proof of the existence of a map for (non strictly) convex cost via decomposition on one dimensional rays by Ambrosio and Pratelli [4] (see also [25] ).
Note that the regularity results for the optimal map of Ma, Trudinger and Wang [32] and Loeper [31] do not apply for this sign of cost function.
• The Euler-Lagrange equation (13) is obtained in this work as the limit of the Euler-Lagrange equation
of the mollied problem but we can show (see Remark 3.3) that it can also be obtained directly as the
Euler-Lagrange equation of the problem P h i as presented in [41] .
Note that the shape of the Euler-Lagrange equation involves ∇c * and then we recover the nite speed of propagation (the relativistic eect) since ∇c * is bounded.
• Finally, as we said, we deal with BV functions. To pass to the limit when h goes to zero, since we want to use a monotonicity argument (see Otto [36] , Lions's book [30] or Evan's book [24] ), we have to make precise the meaning of the quantities involved in the argument. Indeed, note that the correction terms in (6) prevent the divergence term from being L 1 which means that the time discrete function is less regular than in Andreu Caselles Mazon [12] even if we recover the expected regularity in the continuous time limit.
Since the identication of the weak limit of the ux is based on (8) and on the entropy equation (9), we have to dene all terms of those relations very carefully, and for that purpose, we need the generalization of functionals to BV introduced in the previous paragraph.
• As we said, the notion of entropic solution and the dependent result of uniqueness of solution in the class of [12] is not immediate here because of the approximation in the discrete in time equation and is not addressed in this paper.
• Particular case: Dimension 1.
In dimension 1, this problem becomes radically simpler. Let ρ ∈ P (Ω), we can extend it to R and following
Villani's notations in [41] , we introduce Cumulative distribution functions
The function l is right-continuous, non decreasing, and has limits l(−∞) = 0 and l(+∞) = 1. Then we dene the generalized inverse of l on [0, 1]
In the particular case of dimension 1, the optimal transport plan and the optimal map does not depend on the convex cost function as soon as c(x, y) = c(|x − y|) (cf [34] ). The optimal transport plan is given
where l i−1 is the Cumulative distribution function for ρ i−1 and l i is the Cumulative distribution function for ρ i . The optimal map is given when ρ i−1 does not give mass to points by
Then the Euler-Lagrange equation given by (5) gives directly
which corresponds to an implicit Euler scheme for l −1 .
In the following section, we prove the existence of the inmum for problem (P i (h)). In section 3, we prove some optimal transport theory (construction of an optimal map corresponding to the optimal measure and study of its properties) and we derive the Euler-Lagrange equation of the minimization problem (5). Then, in section 4, we construct the piecewise constant function ρ h which satises a time discrete version of (1). Finally, in the last section, we pass to the limit when the time step goes to zero, we use an argument of monotonicity to identify the limiting equation with equation (1).
Existence of solution to the minimization problem
Let us rst study the minimization problem (P) = (P 1 1 ) for the rst step when h = 1 (we drop the superscript h = 1 and subscript i = 1 in this case):
Γ(ρ 0 , ρ) denoting the set of measures that have ρ 0 and ρ as marginals. 12 Notations We will use the following notations: given γ ∈ Γ(ρ 0 , ρ),
, when seen as a function of γ,
Following Agueh [1] , we can prove that Proposition 2.1 Recall that we assume m < ρ 0 < M .
(i) There exists a unique minimum ρ R 1 satisfying
(ii) There is a maximum principle that insures that m < ρ
Proof
Let us denote I R = inf ρ<R I(ρ 0 , ρ).
(i) To prove the existence of a minimizer, we use that I R ≤ I(ρ 0 , ρ 0 ) = E(ρ 0 ) < ∞ and thanks to Jensen's inequality, since Ω ρ(y)dy = 1, we can write that
Because of the lower semicontinuity of I(ρ), we obtain
The uniqueness comes from the strict convexity of I. Note that
(ii) To prove the maximum principle, we argue by contradiction to prove that m < ρ R 1 < M . Note that it implies also that ρ R 1 does not depend on R. For that, assume that H = {x | such that ρ R 1 > M } has a strictly positive Lebesgue measure; we can then construct a new measure more optimal, which gives us a contradiction.
Starting from γ opt , the optimal measure associated to ρ R 1 , let us construct a sequence of measures γ η with second marginal ρ η depending on η, that will make the cost decrease proportionately to η while the entropy increases proportionately to η 2 . Then for η small enough, the total I(ρ 0 , ρ η ) will be smaller than I(ρ 0 , ρ
.
To be precise, we recall the construction of this sequence which follows the argument made by Martial Agueh in [1] .
On H c × H, for a part of the measure depending on η, we will leave x in place instead of sending x to y, i.e.
we dene the action of the sequence γ η against a test function ξ by
The corresponding marginal ρ η can also be dened as ρ
where v 0 is the rst marginal of ν = γ opt 1 H c ×H , the restriction of γ opt to the set H c × H (respectively, v 1 is the second marginal of ν). Since ν << γ opt , we have
• 0 ≤ v 0 ≤ M a.e., and 0 ≤ v 1 ≤ R a.e.,
So we eectively have constructed a new measure γ η belonging to Γ(ρ 0 , ρ η ) with ρ η ≤ R. We still have to
. For that, we will compute
This means that with the new measure, we have managed to lower the cost by a quantity of order η. But the entropy has to increase: let us check how much by computing
Using the convex property of F and (18), we decompose
and F is non-decreasing. But also
Since F is C 2 (R + ), the entropy increases by a quantity of order η 2 , which means that for η small enough,
). This contradiction establishes Proposition 2.1 3 Optimal Transport Theory: a time discrete equation
In this work we deal with a convex cost function which may be discontinuous and takes innity as a value.
As we said in the introduction, for this kind of cost function, we cannot apply the classical result of Gangbo
McCann [27] , [28] or Caarelli [17] to dene an optimal map associated to the optimal measure involved in initial time step P 1 0 . To construct a map in the present case, we will use the properties of the optimal map for a mollied case using strongly the double minimization process (combining the cost minimization with respect to γ for a xed ρ with the entropy minimization with respect to ρ). Indeed, note that for given ρ 0 , it is easy to construct ρ 1 such that the value of
c(x − y)dγ(x, y), the double minimization always produces ρ 1 for which the inmum is nite.
Previous results
We recall in this section Proposition 2.6 and Proposition 2.7 of the paper of M. Agueh [1] (see also [33] ) and a result due to D. Cordero [20] and F. Otto [36] also quoted in [1] that we will use for the mollied approximation of P. L. Ambrosio, Gigli, and G. Savare's Theorem 6.2.7 [3] could also be used.
Proposition 3.1 ([20] , [36] ) Let ρ 0 , ρ 1 ∈ P (Ω) and assume that c : R
Denote by S, the c-optimal map that pushes ρ 1 forward to ρ 0 , and dene the interpolant map S t , and the interpolant measure µ 1−t , by
. Then (i) S t is injective for t < 1, and µ 1−t is absolutely continuous with respect to Lebesgue. Moreover, there exists a subset B of Ω, of full measure for µ 1 = ρ 1 (y)dy, such that, for y ∈ B and t ∈ [0, 1],
(ii)∇S(y) is diagonalizable with positive eigenvalues.
(iii) the pointwise Jacobian det ∇S satises (19) where ρ 1−t is the density function of µ 1−t .
In addition, if ρ 1 > 0 a.e., then (iv) the pointwise divergence divS is integrable on Ω, and 
, and γ is the c-optimal measure in Γ(ρ 0 , ρ 1 ).
Moreover,
If S is the c-optimal map that pushes ρ 1 forward to ρ 0 , then
for a.e. y ∈ Ω, and for ξ ∈ C 2 (Ω),
be density functions of two Borel probability measures µ 0 and µ 1 on R d , respectively. Let c :
3.2 Construction of an optimal map for (P In a more general setting, we deal with radial cost functions c :
and |∇c(z)| → ∞ as |z| → 1. Let mollify those general cost functions c by the Yosida regularization [16] c (z) = inf
).
Note that from w = 0 we obtain c ε (z) ≤ c(z). In fact, the Legendre transform c ε * of this mollied cost is a strict convexication of c * , namely
Note that the mollied c ε is nite and convex, hence continuous.
Here, we recall an argument of [1] 
is well-dened and is continuous on
Consider the sequence of approximate minimization problems (P ε ) Find γ ε with rst marginal ρ 0 and second marginal ρ ε such that 
where the potential ψ ε = −F (ρ ε ) and φ ε is the corresponding c-transform given by
Proof: First recall the Kantorovich duality theory for smooth cost described in Rachev and Rüschendorf [37] which gives that
where φ, ψ ∈ T c means that ψ(y) + φ(x) ≤ c ε (x − y) for all x, y ∈ Ω, and ψ c is given by (23) . Moreover the supremum is attained. In our study, since ρ ε is the second marginal corresponding to the optimal measure of the complete minimization problem P ε , the Euler-Lagrange equation (20) for this problem is (see [1] )
where S ε (y) is the optimal map associated to the potential ψ ε by
This means that up to a constant (that we can x to be zero without loss of generality since Ω ρ ε (y)dy = 1),
we have
Lemma 3.2 Existence of a limiting measure (i) Up to a subsequence, γ ε converges, as ε → 0, towards the probability γ ∞ in C 0 (Ω) .
(ii) The support of the limiting measure γ ∞ is included in ∆ 1 = {(x, y) such that |x − y| ≤ 1}.
(iii) Identication of the limiting measure:
The limiting measure is the optimal measure for the initial problem, i.e.
Proof:
ε is a sequence of probability measures, it is relatively compact and converges up to a subsequence in C 0 (Ω) .
(ii) Let us dene N δ = {(x, y) ∈ Ω × Ω such that |x − y| ≥ 1 + δ}, we claim that γ ε (N δ ) → 0 when ε → 0.
Then we obtain that γ ∞ (N δ ) = 0 for any δ > 0, hence spt γ ∞ ⊂ ∆ 1 .
Note that,
Sincec ε (1 + δ) → ∞ when ε → 0, the previous inequality implies that γ ε (N δ ) → 0 when ε → 0 and then (ii)
holds.
(iii) First of all, we prove thatĨ
Let us rst prove that lim sup
The lower semi-continuity of the entropy leads to the rst part of the inequalitỹ
For the part involving the cost function, we use the fact that c ε ≥ 0 and that the support of the limiting measure γ ∞ is a subset of ∆ 1 . Indeed, it leads to
Up to the introduction of a C 0 (Ω) extension of the restriction of c to the unit ball, since the sequence γ ε → γ ∞ in the sense of measures (or in C 0 (Ω) ), the second term goes to zero.
To prove that the rst term goes to zero, we will prove that
where M (ε) → 0 when ε → 0. Since for any w ∈ B(z, 1),
we nally obtain
By taking M (ε) =c(1) −c ε (1), (25) holds.
and then (24) holds.
Let us now prove the other inequalityĨ
Recall that we have the following inequalities,
for any γ which has ρ 0 as rst marginal, including γ = γ ∞ .
Thus, we obtain the expected inequality since lim sup
for any measure γ which has ρ 0 as rst marginal and in particular for γ ∞ .
To conclude the proof of (iii), we use the last inequality to obtain that
and then γ ∞ is equal to γ opt , the minimizer for the initial problem (P ) and ρ ∞ = ρ 1 .
Lemma 3.3 The Kantorovich duality for the limiting problem
(ii) The Kantorovich duality holds for the limiting problem
almost everywhere on Ω × Ω and the equality holds γ opt -almost everywhere.
Moreover, using (21) and (20), applied for c ε , we obtain
and then, since m < ρ ε < M (see [1] ), ∇ρ ε is a bounded sequence in L 1 (Ω). Indeed,
|∇ρ ε (y)|dy.
Since we can write |∇(F (ρ ε ))| = |∇ρ ε ||F (ρ ε )|, we have
Recall that we have the relation |z||∇c
is a nondecreasing function of |z|.
Moreover, when |∇ρ ε | > 1, |∇(F (ρ ε ))| ≥ K and then
where the constant C does not depend on ε. Then, ρ 1 ∈ BV (Ω) and consequently, ψ ∞ , the limit of ψ ε belongs also to BV (Ω) and the convergence is strong in L 1 (Ω) (cf. [26] , Theorem 4, section 5.2.3).
Finally, since φ ε is dened from ψ ε by (23), φ ε is a bounded sequence in L ∞ (Ω). Indeed by (23)
F .
Then, up to the extraction of a subsequence φ ε converges in weak * in L ∞ (Ω).
(ii) In the previous Lemma, we proved that
On the other hand, (22) says that
Moreover ρ ε → ρ 1 strongly in L 1 (Ω) and ρ ε is bounded in L ∞ (Ω), so the dominated convergence theorem yields
Combined with (30) , this gives
which leads to (26) .
Finally, since for all ε, c
which gives (27) at the limit.
Since (26) holds, the equality holds in the support of γ opt .
Lemma 3.4 Existence of an optimal map
(i) The support of γ opt is included, up to a negligible set, in the c-subdierential of the potential function ψ ∞ , i.e. if (x, y) ∈ spt (γ opt ), x ∈ ∂ c ψ ∞ (y).
(ii) The set {y ∈ Ω; ∃x 1 , = x 2 with |x 1 − y| < 1 and (x 1 , y) ∈ spt (γ opt ) and (x 2 , y) ∈ spt (γ opt )} is a negligible set.
(iii) Let γ opt be the optimal measure for the minimization problem (P ), spt γ opt ⊂ {(x, y) with |x − y| < 1} ∪ Z 0 with γ opt (Z 0 ) = 0.
More precisely, for each δ ∈]0, 1[, we obtain an estimate of the measure of the set Z δ = {(x, y) ∈ spt γ opt with |x− y| > 1 − δ},
(iv) We dene Lebesgue almost everywhere a one to one map by
where, when ρ ∈ BV (Ω), ∇ρ ∈ L 1 (Ω) denotes the approximate derivative (or Radon Nikodym derivative of Dρ with respect to the Lebesgue measure also called the absolute continuous part D ac ρ).
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Remark 3.1 As we said before in the setting of the result, there is no ambiguity in the formulation of equation (32) since the recession function associated to ∇c * is zero and then, we could also write ∇c * (Dρ 1 ).
Before proving this Lemma, let us recall the following result.
Lemma 3.5 If both ψ 1 (z) and ψ 2 (z) are approximately dierentiable at z = y, if ψ 1 (y) = ψ 2 (y) and ψ 1 (z) ≥ ψ 2 (z) in a neighborhood of y, then ∇ψ 1 (y) = ∇ψ 2 (y).
Proof:
Step 1 Let us rst consider the case where ψ 1 = 0. Assumeψ(z) approximately dierentiable at z = y, ψ(y) = 0 andψ(z) ≤ 0 near z = y. Let us prove that ∇ψ(y) = 0. For a contradiction, suppose ∇ψ(y) = λe n where e n is a given direction and λ > 0.
For any a > 0, the denition of approximate dierentiability [26] asserts that
has full Lebesgue density at z = y.
In particular, it must intersect the cone
and choose a sequence z k ∈ C ∩ B(y,
which means thatψ(z k ) > 0 which leads to a contradiction.
Step 2 Apply step 1 toψ(z) = ψ 2 (z) − ψ 1 (z).
Proof of Lemma (3.4)
(i) On the support of γ opt , we have almost everywhere
and then, since
we obtain for all (x, y) ∈ spt (γ opt ) and for all v ∈ Ω
which means that the support of γ opt is included in the c-subdierential of the potential function ψ ∞ .
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(ii) The proof of this point is based on the approximate dierentiability of ψ ∞ . Indeed, since ψ ∞ ∈ BV (Ω), ∞ so in this section, we will keep this notation to insist on the fact that we talk about L 1 (Ω) functions). We will prove that this avoids the two possible problems,
To prove a contradiction in the rst case, apply Lemma (3.5) to the functions ψ (33) which leads to ∇ψ ∞ (y) = −∇c(x 1 − y), and then apply Lemma (3.5) a second time to
Which leads to a contradiction since ∇c(
In the second case, we assume that ∃x 1 and x 2 such that |x 1 − y| < 1 and |x 2 − y| = 1 with
Note that the previous point says that if ψ ∞ is approximately dierentiable at y, ∇ψ
The problem is that ∇c(x 2 − y) cannot be dened since |x 2 − y| = 1.
To get a contradiction, denote B(y, r) = {|z − y| ≤ r}, we will prove that exists a set S such that |S ∩ B(y, r)| |B(y, r)| = C where C is a constant (34) satisfying for any z ∈ S, for any a > 0,
which contradicts the fact that ψ ∞ is approximately dierentiable at the point y.
Without loss of generality, we assume that x 2 = y + e n (or x 2 i = y i + δ i,n ). Take S = {z such that z n − y n > |z 1 − y 1 | 2 + ... + |z n−1 − y n−1 | 2 }. S ∩ B(y, r) satises (34) . For any z ∈ S, we claim that (a) Since z ∈ S, then |z − y| <
Then, if 0 < z n − y n < 1 which can be ensured by taking r < 1 we get |z − x 2 | < 1.
(c) The inequality
24 is not possible.
Indeed, we can write
So if (35) for i = 2 holds, we would have for δ = (z n − y n ) > 0
which is not possible for any C since passing to the limit δ → 0, it would give 0 ≤ −1.
(iii) We will rst prove (31) from where it is easy to deduce the rst claim of (iii).
Dene γ 1−η (x, y) = (x, ηx + (1 − η)y) # γ opt and ρ 1−η its second marginal (the use of this interpolation map has been introduced in McCann's paper [33] ).
We will use the fact that
for any η to obtain an estimate on γ opt (Z δ ).
On the rst hand, we use the convexity of the entropy. Indeed, the entropy satises
The convexity of t → E(ρ 1−t ) is classical (see Agueh [1] On the other hand, we compute the dierence of both terms involving the cost.
Let us compute
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And then, using the fundamental theorem of calculus, we obtain
where θ ∈ [0, η]. Since |∇c(z)| = ∇c(|z|) is increasing with respect to |z| and
Finally, since
and then, dividing by η and letting η → 0, we obtain
which goes to zero when δ → 0.
(iv) Point (ii) and (iii) imply that almost everywhere in the support of γ opt , |x − y| < 1 and −∇c(x − y) = ∇ψ ∞ (y) which means that x = S(y) = y − ∇c * (∇ψ ∞ (y)).
It means that since spt γ ⊂ ∆ 1 , it is in fact supported almost everywhere on the graph of a one to one function which is the optimal map.
Remark 3.2 The optimal map in dimension 1 In dimension 1, the whole argument is much simpler since the map is already known and does not depend on the cost function and then does not depend on h or ε.
The optimal map for an arbitrary h
From now on, we deal with the complete minimization problem when h > 0 and for any problem P h i . We use the notation c h (x − y) = c( x − y h ).
Proposition 3.4 (i) Let γ
h i be the optimal measure for the minimization problem (P
(ii) More precisely, we obtain an estimate of the measure of the set Z
where ρ h i and ψ h i belong to BV (Ω).
Proof: To prove (1) to (iii), apply the previous result replacing x − y by 
Now the classical method to nd the Euler-Lagrange equation can be performed.
From the discrete equation to the continuous equation
In this section, we have to pass to the limit when the time step goes to zero.
For this purpose, we use a monotonicity argument quoted in Evans [24] , Lions [30] or in Otto [36] and since we deal with BV functions, we use also very delicate concepts dened in Andreu Caselles Mazon [8] , [12] .
Construction, compactness and convergence of the measure ρ h
In the sequel, we will assume without loss of generality that h is chosen such that T h is an integer.
Notation In the sequel, the gradient of ρ h will involve both its absolute continuous part and its singular part and then, we will now use the notation D ac ρ h instead of ∇ρ h for the absolute continuous part of Dρ h . We shall also need the following space of distributions u(t, y) 
Proof: (i) Recall that for a xed h, ρ 
where the constant C depends neither on h nor on ε (cf 29) and then ρ h is a bounded sequence in L 1
Concerning the time derivative, we have
Properties of the sequence ρ εh
We rst recall a result proved by Agueh in [1] presented here for C 2 (R d ) cost functions but proved in fact for a larger set of cost functions.
Proposition 4.2 (Displacement convexity of the
e., and assume that 0 ≤ c ∈ C 2 (R d ) strictly convex satises c(0) = 0 with Legendre transform c * ∈ C 2 (R d ). Denote by S the c-optimal map that pushes ρ 1 forward ρ 0 , and dene the interpolant map
The proof of this proposition for regular cost function consists in introducing ρ 1−t = (S t ) # ρ 1 and prove that ρ 1−t ≤ M .
The next proposition establishes local and global inequalities (38) and (40) (Ω) whose radius is independent of t ∈ [0, T ] and ε > 0. Moreover the entropy-information inequality
is satised where o ε (1) → 0 when ε → 0. This integration in time yields
where the constant C is now independent of h > 0 as well as of ε > 0. (iv) The sequence ρ εh (t, y) satises a localized entropy-information inequality for any test function ξ(t, y) ≥ 0
where 0 = lim Then (39) holds. Moreover, for ε xed, we can use an argument of [1] 
we obtain for any test function ξ
(ii) Since ρ εh i ∈ W 1,∞ (Ω) (it may be approximated by a sequence of C 1 (Ω) function) , the Fundamental Theorem Of Calculus (FTOC) yields 
εh written in (38) .
(iii) Once again, we adapt arguments involved in [1] . We will in fact prove that
And then ρ
And then by the FTOC, we obtain
using the same argument as above by applying (37) for both terms, the uniform
iv) We now want to prove the localized inequality (40) for the mollied problem. For a xed test function
We want an estimate for the following quantity
Indeed by inequality (21),
Then by introducing P F (λ) = λF (λ) − F (λ), we can write
Moreover since ξ ≥ 0,
So we will consider the quantity
We now use the intermediate result proved by Agueh in [1] −P F (ρ
) is convex and non decreasing and det∇S
(see the displacement convexity in [33] ).
Since ξ(t i , y) ≥ 0, we obtain
and then
The two right hand terms I 21 + I 22 can be treated as follow using the relation
and we obtain
and
We will use that fact that det∇S εh
which yields
Finally, we write that
Moreover, since
where
And then, since
we obtain (40) using (ii) and (iii). (41) for any test function ξ, where (ii) The entropy-information inequality
where the left hand side represents the integral (46) of a function generalizing g(z, ξ) = (
Remark 4.1 Note however that the same kind of localized inequality as (40) is also valid for ρ h .
(i) We will rst prove the following discrete in time equation localized in time
holds for any test function ξ ∈ CRemark 4.2 In the above expression, we dene ρ εh (t, y) the same way we dened ρ h (t, y) from ρ h i (y) through (3).
Using the same notation as in Andreu Caselles Mazon [12] , let us denote
We can then dene the generalized version of the Fisher information for BV functions by dening
where g 0 is the recession function equal to lim t→0 tg(x, z, ξ t ) = |ξ| cf (11). To get the entropy-information inequality, we want to prove a lower semicontinuity for G:
For this purpose, let us decompose this quantity in two parts, which will be semicontinuity. Indeed, we write
Using the result of De Cicco, Fusco and Verde on lower semi-continuity for BV functions [22] , since c * is convex and (F * ) is continuous, we obtain
In another hand, since ∇c
It still remains to identify this limit. For any test function ξ ∈ D(Ω), we have, for a xed t
and then the uniqueness of the limit says that ∇c
Since c is non decreasing on R + , we have c(∇c
Hence we recover the expected lower-semi-continuity property (47).
Remark 4.3 In our case g 0 (x, z, ξ) = |ξ| and then
so the singular terms are positive and we can write the sher information for the absolute continuous part
Limiting equation
The following proposition represents the keystone which enables us to apply the Minty-Browder technique to complete the construction.
Proposition 4.5 (The continuous time limit
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(iii) for any test function ξ ≥ 0, we have then the corresponding localized inequality
where T s is a purely singular measure. We shall use (49) in lieu of integration by parts. Proof:
Let us prove (i) which is fundamental to obtain (ii) and (iii). We want to prove that ∂ t ρ belongs to As we noticed, F (ρ) does not belong to L 1 ([0, T ], BV 2 (Ω)), so we need to introduce a regularization. In this step, we follow the proposition of [10] .
Let the test function ξ(t, y) = η(t)ζ(y) ≥ 0 and introduce F τ (t, y) = 1 τ (see [7] ) and then belong to L 1 ([0, T ], BV 2 (Ω)).
Let us now precise the argument of [10] by the following computation. First of all, equation (48) 
Identication of the limiting equation: a monotonicity argument
By a monotonicity argument, we achieve the Proof of Theorem (1.5) by proving the Proposition Proposition 4.6 The limiting measure ρ of the discrete in time measure ρ h satisfying equation (41) is solution in the sense of distributions to the following equation
