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Abstract—Autonomous vehicles require a collision-free mo-
tion trajectory at every time instant. This paper presents an
optimization-based method to calculate such trajectories for
autonomous vehicles operating in an uncertain environment
with moving obstacles. The proposed approach applies to linear
system models, as well as to a particular class of nonlinear
models, including industrially relevant vehicles like autonomous
guided vehicles with front wheel, differential wheel and rear-
wheel steering. The method computes smooth motion trajectories,
satisfying the vehicle’s kinematics, by using a spline param-
eterization. Furthermore, it exploits spline properties to keep
the resulting nonlinear optimization problem small-scale and
to guarantee constraint satisfaction, without the need for time
gridding. The resulting problem is solved sufficiently fast for
online motion planning, dealing with uncertainties and changes
in the environment. The paper demonstrates the potential of
the method with extensive numerical simulations. In addition, it
presents an experimental validation in which a KUKA youBot,
steered as a holonomic or differential drive vehicle, drives
through an environment with moving obstacles. To facilitate
the further development and the numerical and experimental
validation of the presented method, it is embodied in a user-
friendly open-source software toolbox.
I. INTRODUCTION
AUTONOMOUS guided vehicles (AGVs) are becomingmore and more prevalent in modern industry. They are
for instance essential for material transport through workshops
and eCommerce warehouses, and are often used for container
transport through large ports. In all applications, the AGVs
require collision-free and safe motion trajectories at every
time instant. To date, the computation of such trajectories
is simplified by strongly conditioning the environments in
which the AGVs operate: they are forced to move over
dedicated tracks, are separated from humans, and their veloc-
ities are limited. However, these restrictions also reduce the
performance, and therefore the potential of AGVs, to a great
extent. As a consequence, there is a growing interest in more
flexible motion planning techniques, allowing free motion of
AGVs through warehouses and ports. Furthermore, this would
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unlock the possibility of using AGVs in less conditioned
environments, which occur for instance in fruit picking, lawn
mowing, crop harvesting or personal assistance applications.
Flexible navigation of AGVs through unconditioned, uncertain
and dynamic environments involves challenges in vehicle
localization, safety, and in particular, in trajectory generation.
Computing a trajectory that brings the vehicle from its
current position to its destination as fast or as energy efficient
as possible naturally translates into solving an optimal control
problem (OCP). This OCP takes into account the vehicle’s
motion model and its limits. In addition, collision with all ob-
stacles in the environment must be avoided, which introduces
non-convex constraints in the OCP. In many applications the
obstacle avoidance constraints are also subject to uncertainty,
as the motion trajectories of moving obstacles are generally
not fully known a priori, and new obstacles may show up and
present obstacles may disappear from the environment. This
uncertainty requires solving the OCP online, in order to always
account for the latest information.
In motion planning, a distinction is generally made between
coupled and decoupled approaches [1]. A coupled motion
planning approach solves the resulting OCP in one step and
returns both the optimal motion trajectory and the correspond-
ing controls to steer the vehicle over the trajectory. However,
because of the complexity of the problem, most coupled
approaches consider a simplified environment (see e.g. [2])
and are often too slow to be used online. Therefore, most
existing methods apply a decoupled approach, splitting the
problem in a path planning and a path following phase. Various
techniques have been developed to solve the path planning
phase, including graph based methods such as A* [3] and
D*-lite [4]; random sampling based methods like Rapidly ex-
ploring Random Trees (RRT) [5] and Probabilistic Road Maps
(PRM) [6]; and optimization based methods such as Trajopt [7]
and ITOMP [8]. The path following phase often uses Model
Predictive Control (MPC) [9] to steer the system along the
computed path, as MPC can explicitly account for the system
limitations. While decoupled approaches generally lead to eas-
ier problems than coupled ones, they return suboptimal results.
Furthermore, the computed paths are often infeasible because
the vehicle’s kinematics and its limitations are not taken into
account in the path planning phase. Recent developments [10]
and [11] each describe a path planning approach which does
allow accounting for the vehicle kinematics. However, to this
end, both methods require an ad hoc smoothing functionality
to connect waypoints into a feasible path.
The current paper presents a novel motion planning method
that uses a coupled approach to compute time-optimal trajec-
2tories for AGVs moving through uncertain and dynamic en-
vironments, taking into account the kinematics of the vehicle.
To translate the resulting OCP into a small-scale nonlinear
optimization problem that is applicable for online motion
planning, the method uses a spline parameterization of the
trajectory. In contrast to the classical time gridding approach,
the method exploits the properties of B-splines to efficiently
enforce constraints to hold at all times. The approach applies to
linear system models, as well as to a particular class of nonlin-
ear models, including industrially relevant vehicles like AGVs
with front wheel, differential wheel and rear-wheel steering.
The potential of the method is experimentally validated on
a set-up in which a KUKA youBot [12] drives through an
environment with moving obstacles. To facilitate modeling,
simulating and exporting motion planning problems to prac-
tical setups, the method is embodied in OMG-tools, a user-
friendly open-source Python toolbox [13]. A simplified version
of the motion planning method was presented in [14]. This
formulation only considered obstacles with a fixed orientation
and a holonomic vehicle with circular symmetry (of which
the orientation can be neglected). The current paper extends
these preliminary results to AGVs with a nonlinear model.
Furthermore, it includes vehicles and obstacles with changing
orientation, tests a new solver, and provides an experimental
validation of the online application of the method.
Section II describes the general OCP and its online im-
plementation. In addition, it provides a short mathematical
background on splines. Section III explains how to translate
the general OCP to a spline-based motion planning problem,
focusing on nonholonomic vehicles and collision avoidance
constraints. Afterwards, Section IV validates the presented
method by showing numerical simulations together with ex-
perimental results. Finally, Section V concludes the paper.
II. PROBLEM FORMULATION AND MATHEMATICAL
BACKGROUND
As explained above, the proposed motion planning method
uses a coupled approach to compute optimized spline motion
trajectories. The considered OCP is described in Section II-A,
while Section II-B provides a background on B-splines and
their properties.
A. Online motion planning
The proposed method solves an OCP to find the trajectory
q(t) that optimally moves the vehicle through an environment
containing moving obstacles. Together with the trajectory, the
problem also returns the vehicle input u(t), which steers the
vehicle along the optimal trajectory. To obtain a trajectory
that the vehicle is physically able to follow, it is necessary to
take into account its kinematics. While the method applies to
various vehicle models, the remainder of the paper focuses on
two examples: a holonomic vehicle with circular symmetry, for
the ease of explanation; and a bicycle model, to illustrate the
potential of the presented method and because of its industrial
relevance. For a holonomic vehicle with circular symmetry,
the state is purely given by its position trajectory:
q(t) =
[
x(t)
y(t)
]
. (1)
When the vehicle is steered by the x- and y-velocities, the
kinematics simply express that the inputs are the derivatives
of the state: u(t) = q˙(t). On the other hand, the kinematics
of a bicycle model are described as follows [15]:
x˙(t) = V (t) · cos θ(t),
y˙(t) = V (t) · sin θ(t),
θ˙(t) =
V (t)
L
· tan δ(t),
(2)
in which θ(t) is the orientation of the vehicle, δ(t) is its
steering angle and L is the length of the wheel base. The
model imposes that the velocity V (t) is always tangent to the
vehicle path. The bicycle model is nonholonomic, since it has
two inputs: u(t) = [V (t), δ(t)]T , while it has three degrees of
freedom [16], determining the state: q(t) = [x(t), y(t), θ(t)]T .
Note that a differential drive vehicle is very similar, with
the main difference that θ(t) is controlled directly by the
difference in wheel velocities.
The remainder of this section further elaborates the motion
planning problem for the bicycle model. To ensure that the
trajectory connects the vehicle’s current state q0 to the desired
state qT , the problem contains initial and final conditions on
the state. Since in most cases it is desired to start from, and end
in complete standstill, also constraints on the initial and final
inputs are necessary. These boundary conditions are expressed
as:
q(0) = q0, q(T ) = qT ,
u(0) = u0, u(T ) = uT .
(3)
In this equation T represents the total motion time that is
required to reach the destination.
Furthermore, the vehicle is subject to input constraints,
limiting the velocity and steering angle. In addition, the
dynamics of the vehicle are implicitly accounted for by
kinodynamic constraints: the input trajectories are guaranteed
to be sufficiently smooth by limiting the vehicle’s acceleration
and the rate of change of steering angle. Combining the input
and kinodynamic constraints gives:
Vmin ≤V (t) ≤ Vmax,
V˙min ≤V˙ (t) ≤ V˙max,
δmin ≤δ(t) ≤ δmax,
δ˙min ≤δ˙(t) ≤ δ˙max,
∀t ∈ [0, T ].
(4)
In an environment that contains (moving) obstacles, collision
avoidance constraints are essential. To account for obstacle
movement, the constraints include a linear prediction model
for every obstacle k. This model uses the current obstacle
position pk and velocity vk to predict the obstacle position
ppredk as a function of time:
ppredk (t) = pk + t · vk. (5)
The collision avoidance constraints itself express that the shape
of the vehicle must not overlap with the shape of any of the
N obstacles:
dist(veh(q(t)), obsk (p
pred
k (t))) ≥ , ∀t ∈ [0, T ], (6)
3where k = 1 . . . N and  is a safety factor to ensure that the
vehicle preserves a safe distance from the obstacles.
Finally, the goal is to obtain time-optimal trajectories. To
allow optimizing the motion time T , the problem is refor-
mulated using a dimensionless time τ = tT . Combining all
elements above leads to the following OCP:
minimize
q(·),u(·),T
T
subject to q(0) = q0, q(1) = qT ,
u(0) = u0, u(1) = uT ,
Vmin ≤ V (τ) ≤ Vmax,
V˙min · T ≤ V˙ (τ) ≤ V˙max · T,
δmin ≤ δ(τ) ≤ δmax,
δ˙min · T ≤ δ˙(τ) ≤ δ˙max · T,
constraints (2),
dist(veh(q(τ)), obsk (p
pred
k (τ))) ≥ ,
k = 1 . . . N, ∀τ ∈ [0, 1].
(7)
This problem is infinite dimensional, both in terms of variables
and in terms of constraints, since the motion trajectories live in
an infinite function space, and the state and input constraints
need to hold over the entire time horizon. In general, (7) is
a complex optimization problem that is hard to solve. The
collision avoidance constraints are nonlinear and non-convex.
As an additional complication, there is uncertainty in the
environment: new obstacles may appear and present obstacles
may change their movement direction or velocity. Therefore,
the OCP generally needs to be solved online, with a receding
horizon, allowing to always include the latest information
into the problem. Section III describes how to transform
the problem into an efficiently solvable finite dimensional
problem. This transformation relies on the properties of B-
splines, which are explained next.
B. Background on splines
Splines are piecewise polynomial functions and can be
expressed as a linear combination of B-spline basis functions
Bi [17]:
s(τ) =
n∑
i=1
ci ·Bi(τ). (8)
The dimension n is determined by the spline degree, the
number of polynomial pieces the spline is composed of, and
the continuity which they are glued together with. The last
two properties are fully determined by the spline knots [17].
Figure 1 illustrates this definition graphically.
The main reason for adopting the B-spline basis is the so-
called convex hull property: because the basis functions are
positive and sum up to one, a spline is always contained
in the convex hull of its control polygon [17]. This polygon
corresponds to the piecewise linear interpolation of the spline
coefficients, as illustrated in Figure 1. Therefore, constraints
on a spline function can be enforced by imposing them on the
B-spline coefficients:
a ≤ ci ≤ b,∀i ∈ {1 . . . n} ⇒ a ≤ s(τ) ≤ b,∀τ ∈ [0, 1]. (9)
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Fig. 1: Graphical illustration of a spline as a linear combination of
B-spline basis functions
Replacing the infinite set of constraints on the right-hand side
of (9) by the finite set on the left-hand side is hereafter called
a B-spline relaxation. Although B-spline relaxations provide
an alternative to time gridding in order to guarantee constraint
satisfaction at all times, they do introduce conservatism. This
conservatism stems from the distance between the control
polygon and the spline itself (see Figure 1), since the relax-
ation comes down to replacing constraints on the spline by
constraints on the control polygon. To reduce conservatism,
the spline can be represented in a higher dimensional B-spline
basis that includes the original one [18]. This basis is obtained
by increasing the degree, or by inserting extra knots. Both
approaches are illustrated in Figure 2. This figure shows that
each of the two techniques reduces the distance between the
control polygon and the spline itself, and therefore reduces
the introduced conservatism. Knot insertion is generally the
preferred technique since in this way the conservatism re-
duces quadratically with the number of constraints, while this
decrease is only linear when using degree elevation [19]. In
addition, knot insertion allows refining the control polygon
only locally, whereas degree elevation always affects the
entire control polygon. Since using a higher dimensional basis
translates into more constraints it is necessary to make a
trade-off between conservatism and computational complexity
(number of constraints).
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Fig. 2: Effect of degree elevation (a) and knot insertion (b) on the
conservatism introduced by a spline parameterization
III. SPLINE-BASED MOTION PLANNING
In order to transform the OCP, describing the motion
planning problem, into a small-scale nonlinear optimization
problem, the method proposed in [18] is adopted. The key
4aspects of this method are: (i) a B-spline parameterization is
used for the motion trajectory q(·); and (ii) the properties
of B-splines are exploited to enforce constraints over the
entire time horizon through a small finite, yet conservative,
set of constraints. Section III-A shows how to apply a spline
parameterization to a problem with a holonomic vehicle.
Afterwards, Section III-B explains how to include a vehicle
with a bicycle model. Finally, Section III-C describes how to
add the collision avoidance constraints.
A. Spline parameterization for holonomic vehicles
For a motion planning problem considering a holonomic
vehicle with a circular shape, the usage of the spline parame-
terization and relaxations to transform the corresponding OCP
into a small-scale nonlinear optimization problem is straight-
forward. The vehicle state q(τ), given by (1), is parameterized
as a sufficiently smooth spline:
q(τ) =
n∑
i=1
cqi ·Bqi (τ), (10)
with cqi ∈ IRnq , where nq denotes the dimension of q. Con-
straints on the vehicle velocity and acceleration then amount to
bounds on spline derivatives. Because derivatives of splines are
also splines, the B-spline relaxations can readily be applied to
these constraints. Applying them, for instance, to the velocity
constraints yields:
Vmin · T ≤ cq˙i ≤ Vmax · T, (11)
where cq˙i denote the B-spline coefficients of q˙(τ), which is
given by:
q˙(τ) =
n−1∑
i=1
cq˙i (c
q
i ) ·Bq˙i (τ). (12)
The coefficients cq˙i can be verified to depend linearly on
cqi [17]. Therefore, after applying B-spline relaxations, the
problem variables become cqi , together with the motion time
T (for more details see [14]).
After combining the velocity constraints with initial and
final conditions on the vehicle position and velocity, the
optimization problem becomes:
minimize
cqi ,T
T
subject to cq1 = q0, c
q
n = qT ,
cq˙1 = q˙0, c
q˙
n−1 = q˙T ,
Vmin · T ≤ cq˙i ≤ Vmax · T,
i = 1 . . . n− 1.
(13)
B. Spline parameterization for nonholonomic vehicles
The aforementioned approach does not straightforwardly
extend to the bicycle model due to the trigonometric functions
appearing in the state equations (2). B-spline relaxations can
only be applied on splines, meaning that all constraints must
be written as derivatives, anti-derivatives or polynomials of
splines. Therefore, a nonlinear change of variables is adopted
to transform all constraints into bounds on spline functions of
τ . This change of variables is based on a spline parameteri-
zation of r(τ) and v˜(τ), which are defined as follows:
r(τ) = tan
θ(τ)
2
,
v˜(τ) =
V (τ)
1 + r(τ)2
.
(14)
With this definition, r(τ) directly determines the vehicle
orientation θ(τ), while the corresponding trajectories for x(τ)
and y(τ) are given by:
x(τ) = x0 + T ·
∫ 1
0
v˜(τ) · (1− r(τ)2)dτ,
y(τ) = y0 + T ·
∫ 1
0
v˜(τ) · (2 · r(τ))dτ, (15)
in which (x0, y0) is the initial vehicle position. This expression
is obtained after applying the tangent half angle substitu-
tion [20]:
sin θ(τ) =
2 · r(τ)
1 + r(τ)2
, cos θ(τ) =
1− r(τ)2
1 + r(τ)2
(16)
to the state equations (2). The longitudinal velocity V (τ) is
given by:
V (τ) = v˜(τ) · (1 + r(τ)2), (17)
and is a spline function of τ as well. Hence, bounds on V (τ)
and its derivatives can directly be addressed by the spline
relaxations. To include constraints on the steering angle, the
following relation:
θ˙(τ) =
2 · r˙(τ)
1 + r(τ)2
(18)
is used in the kinematic bicycle model, to obtain the following
expression for the steering angle:
tan(δ) =
2 · r˙(τ) · L
v˜(τ) · (1 + r(τ)2)2 . (19)
In order to impose an initial condition on the steering angle for
a vehicle starting from standstill it is required to use l’Hoˆpital’s
rule, since both the numerator and denominator of (19) are
zero in this case.
Taking the time-derivative of (19) leads to the following
expression for the rate of change of steering angle:
δ˙(τ) =
p(τ)− 2 · L · r˙(τ) · (q(τ) + o(τ))
w(τ)
,
(20)
with:
p(τ) = 2 · L · r¨(τ) · v˜(τ) · (1 + r2(τ))2,
q(τ) = (4 · r3(τ) · r˙(τ) + 4 · r(τ) · r˙(τ)) · v˜(τ),
o(τ) = ˙˜v(τ) · (1 + r2(τ))2,
w(τ) = v˜2(τ) · (1 + r2(τ))4 · T 2 + (2 · L · r˙(τ))2.
(21)
Therefore, using the proposed nonlinear change of vari-
ables (14) allows writing all constraints (4) as spline con-
straints, making it possible to apply the spline based motion
5planning method to the bicycle model. The application to
the differential drive or to an AGV with rear-wheel steering
follows a completely similar approach, using the same substi-
tution and the same state vector.
C. Collision avoidance constraints
To generate a safe motion trajectory, it is vital to carefully
include collision avoidance constraints in the optimization
problem. In general, these constraints express that the vehicle
shape must not overlap with the shape of any obstacle k:
dist(veh(q(τ)),obsk (p
pred
k (τ))) ≥ ,
k = 1 . . . N, ∀τ ∈ [0, 1]. (22)
Here  is a safety factor to avoid trajectories passing very close
to obstacles. These trajectories are highly undesired, since the
slightest deviation from the predicted movement of the vehicle
or the obstacle may cause a collision in this case.
To include constraints (22) in the optimization problem,
the proposed approach uses the separating hyperplane theo-
rem [21]. This theorem states that two non-intersecting convex
sets can always be separated by a hyperplane.
For the sake of clarity, only one obstacle is considered,
and the subscript k is omitted in the notation. The separating
hyperplane for the k’th obstacle is described by the direction
a(τ) and offset b(τ), which are both parameterized as splines
in order to allow the hyperplane to rotate and translate over
time:
a(τ) =
n∑
i=1
cai ·Bai (τ), b(τ) =
n∑
i=1
cbi ·Bbi (τ), (23)
in which cai and c
b
i are additional optimization variables. The
constraints required to guarantee that the AGV stays on one
side of the plane and the obstacle on the other, depend on their
particular shapes. Below, the case of a rectangular AGV and a
circular obstacle is further elaborated, clarifying how to handle
polyhedral as well as circular shapes. Figure 3 illustrates this
approach graphically and shows the evolution of the separating
hyperplane along the motion trajectory.
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x(τ 1
),y(τ 1
)
τ=0
τ=  τ2
a(τ1), b(τ1)
a(τ2), b(τ2)
X
XSeparating hyperplanes
Obstacle
Motion trajectory
ppred(τ)
zveh(τ1)1
zveh(τ1)2
zveh(τ1)4
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Fig. 3: Application of the separating hyperplane theorem
Let zvehj be the vertices of the AGV’s rectangular shape
in the local AGV frame, then the trajectories zˆvehj (τ) of the
vertices in the global frame are given by:
zˆvehj (τ) = [x(τ), y(τ)]
T +R(τ) · zvehj , (24)
in which [x(τ), y(τ)]T is the position of the vehicle and R(τ)
is the rotation matrix around the vehicle center. When using
the tangent half angle substitution, as introduced above, R(τ)
is given by:
R(τ) =
 1−r(τ)21+r(τ)2 − 2·r(τ)1+r(τ)2
2·r(τ)
1+r(τ)2
1−r(τ)2
1+r(τ)2
 (25)
Applying the separating hyperplane theorem to (22) gives [14]:
a(τ)T · ppred(τ)− b(τ) ≥ d(τ)− robs,
(1 + r2(τ)) · (a(τ)T · zˆvehj (τ)− b(τ)) ≤ 0,
||a(τ)||2 ≤ 1,
j = 1 . . . 4, ∀τ ∈ [0, 1].
(26)
In these equations ppred(τ) gives the position of the circle
center and robs represents its radius. Note that in the second
line of (26) (1 + r2(τ)) cancels out the denominators in
R(τ). The safety factor  leads to the addition of d(τ). This
is also a spline, which expresses the distance between the
vehicle and the corresponding obstacle as a function of time.
Adding an extra term ||d(τ) − ||2 to the objective penalizes
d(τ) if it deviates from . Therefore, d(τ) will only become
smaller than  when there is no other option. Summarizing
the procedure, the relaxed constraints (26) are added to the
problem, introducing additional optimization variables cai , c
b
i
and cdi .
IV. NUMERICAL AND EXPERIMENTAL VALIDATION
This section validates the presented approach by means
of numerical simulations (Section IV-A) and experimental
validations (Section IV-B). In all validations, the spline-based
motion planning problem is formulated using OMG-tools: a
user-friendly open-source toolbox [13]. This toolbox is written
in Python and uses CasADi [22] as a symbolic framework to
formulate the motion planning problem, transform it into a
tractable optimization problem and pass it to the solver. The
default solver for all problems in this paper is Ipopt [23].
However, for some problems the comparison is made with the
active set solver blockSQP [24], which uses a feasible initial
guess from Ipopt for its first iteration. Movies of all presented
simulations and experiments can be found on the GitHub page
of the toolbox [13], together with various additional examples
and their corresponding code.
A. Numerical simulations
To demonstrate the versatility of the presented approach, the
current section shows four examples, using different vehicle
models and considering various environments. All simulations
were done on a notebook with Intel Core i5-4300M CPU @
2.60GHz x 4 processor and 8GB of memory.
6(a) t = 3.3 s (b) t = 3.5 s
Fig. 4: Holonomic vehicle moving through an obstructed warehouse
(a) t = 0 s (b) t = 5.9 s
Fig. 5: Rear-wheel steered AGV parking between two obstacles
The first example considers a holonomic vehicle moving
through a warehouse, as shown in Figure 4. To illustrate the
merit of the receding horizon implementation of the motion
planning approach, a scenario is considered in which after
3.5 s suddenly two new obstacles appear that block the initial
trajectory. The receding horizon implementation always takes
the latest information into account and, as shown in Figure 4b,
it can deal with this drastic change in the environment: the
method successfully computes a new trajectory to the goal
position. The average solving time (tavg) of this problem is
57ms. The maximum solving time (tmax) of 446ms is reached
in the iteration in which the new obstacles are detected.
In the second example, a rear-wheel steered AGV parks
between two vehicles. A motion trajectory with eight in-
ternal spline knots is selected. In addition to the collision
avoidance constraints, the problem formulation also contains
the input and kinodynamic constraints (4). Figure 5 shows
two snapshots of the solution of the online motion planning
approach for this problem. When using Ipopt, tavg is 371ms
and tmax is 929ms. When using blockSQP, tavg is 107ms
and tmax is 286ms. To demonstrate the merit of using B-
spline relaxations to enforce constraints over the entire time
horizon, the relaxation based approach is compared to time
gridding. In time gridding, which is currently a standard
approach, constraints are only enforced on a finite set of time
samples instead of over the entire time horizon. In order to
obtain a fair comparison between the two approaches, the
amount of gridpoints is chosen equal to the amount of spline
coefficients (such that both approaches yield the same number
of constraints). To get a good sample distribution, the so-called
Greville abscissa [17] of the spline are used for the locations
of the gridpoints. When using time gridding, this approach is
applied to all constraints. In the comparison, both approaches
consider the first OCP, at t = 0 s (see Figure 5a).
Figure 6 compares the trajectories of the rate of change of
steering angle δ˙ for the two approaches and clearly shows their
main difference: time gridding does not guarantee constraints
to hold in between the grid points, and may hence lead to
constraint violations (0.949 rads vs. δ˙max ≈ 0.785 rads at 0.91 s).
The B-spline relaxations, on the other hand, do provide this
guarantee, but herein introduce some conservatism (0.7 rads vs.
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Fig. 6: Rate of change of steering angle for B-spline relaxations vs.
time gridding
δ˙max ≈ 0.785 rads at 5.56 s). These effects are also represented
in the optimal motion time obtained when using time gridding
(7.27 s), compared to B-spline relaxations (7.43 s). While the
obtained motion time for time gridding is lower, it is not
physically achievable, due to the constraint violation. On the
other hand, the optimal motion time obtained when using B-
spline relaxations is conservative, yet physically achievable. In
addition, the calculation time for the case with time gridding is
about eight times higher, compared to the one when using B-
spline relaxations. As a consequence, this comparison clearly
demonstrates the advantage of using B-spline relaxations.
To study the conservatism which is introduced by using B-
spline relaxations, constraint refinements are applied to the
example of Figure 5. Applying the presented motion planning
approach results in a set of spline constraints. Afterwards,
before using B-spline relaxations, all spline constraints are
refined by adding an additional knot in between every two
distinct knots (a midpoint refinement). While this operation
has no influence on the amount of variables, it does increase
the number of constraints in order to reduce the gap between
the control polygon and the spline, lowering the introduced
conservatism. When using one and two midpoint refinements,
the obtained motion time lowers from 7.43 s to 7.39 s and
7.38 s respectively, proving that the conservatism is limited.
Applying one and two midpoint refinements when using time
gridding comes down to selecting two and four times as much
gridpoints. In this case, the motion time rises from 7.27 s to
7.36 s and 7.37 s respectively, since there are less constraint
violations. However, using refinements increases the amount of
constraints, complicating the resulting optimization problem,
and leading to higher computation times.
In a third example, a differential drive vehicle moves past
a central stationary obstacle with circular shape. The vehicle
has a velocity limit of 0.7 ms , and no acceleration limits.
Table I gives an overview of the obtained motion time (T )
as a function of the selected amount of internal spline knots
(nknots), together with the required average and maximum
computation times (tavg and tmax). It becomes clear that for a
reasonable amount of 10 internal spline knots, the computation
time stays limited, while the obtained motion time is only
5.8% higher than the motion time for the shortest collision-
free path for which the maximum velocity is always applicable
(6.066 s). Since a time-optimal trajectory is computed, the
vehicle wants to move as long as possible at its maximum
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Fig. 7: Velocity profile of the differential drive vehicle
TABLE I: Motion and calculation times for a differential drive vehicle
moving past a central obstacle for selected amounts of internal knots
nknots 5 8 10 15 20 40
T [s] 6.81 6.52 6.42 6.30 6.24 6.16
tavg[ms] 44 92 116 262 318 1202
tmax[ms] 73 504 229 1097 753 4771
velocity. Figure 7 shows how the velocity trajectory converges
to the expected bang-bang trajectory, when increasing the
amount of internal spline knots from 5 to 40.
To illustrate the versatility of the presented motion planning
approach, a fourth example considers a differential drive
vehicle which has to move through a revolving door. The
rotation of the door is accounted for by including a prediction
of its rotational velocity. Figure 8 shows two snapshots of the
online motion planning solution. When the safety factor is
omitted, the time-optimal trajectory passes very closely to the
left obstacle (see Figure 8a). This example demonstrates the
capability of the approach in handling complicated and non-
convex motion planning problems. When using Ipopt, tavg is
134ms, and apart from one very slow iteration of 3176ms,
tmax is 244ms. When using blockSQP, tavg is 22ms and tmax
is 222ms.
(a) t = 5.9 s (b) t = 8.9 s
Fig. 8: Differential drive vehicle moving past a revolving door
The computation times for the examples with nonholonomic
vehicles are substantially higher compared to the one consid-
ering a holonomic vehicle, due to the complexity introduced
by the vehicle model. However, the currently investigated ac-
tive set solver blockSQP shows promising computation times
towards experiments with nonholonomic vehicles in rapidly
changing environments.
B. Experimental validations
To experimentally validate the presented motion planning
method, a KUKA youBot is used [12]. The youBot is a
small holonomic platform which can be programmed using
ROS [25]. In addition to the youBot, the experimental setup
contains two ceiling cameras to detect the youBot, as well
as obstacles, in the test field. There is a small horizontal
gap between both cameras, creating an uncovered zone in
the middle of the field. The third component of the setup
is an external desktop computer (Intel Core Xeon E5-1603
v3 CPU @ 2.8GHz x 4 processor and 16GB of RAM) on
which all computations are performed. The youBot is steered
in velocity mode, meaning that it receives longitudinal, lateral
and rotational velocity setpoints from the external PC, which
are translated on board to setpoints for the wheel velocity
controllers. These setpoints are determined by the motion
planning approach, which computes the fastest trajectory to
move the youBot to its goal position, while satisfying its
velocity limits (0.4 ms ) and acceleration limits (1
m
s2
). Note that,
for a safe operation, it is essential to include a safety factor
(see (22)) when calculating trajectories. For the presented
experiments a safety factor of 5 cm was adopted.
The motion planning problem is solved online, using a
receding horizon implementation. For every update, the actual
state of both the youBot and the obstacles is estimated first. To
obtain an accurate estimation of the position and velocity of
the youBot, a Kalman filter combines position and orientation
estimates, extracted from the camera images, with odometry
information of the youBot wheels. The obstacle positions
are estimated by a second Kalman filter, using only the
camera images. Based on the latest information, the online
motion planning updates the youBot velocity trajectories in
an asynchronous way: when a new trajectory is computed, it
is immediately applied to the vehicle, replacing the trajectory
from the previous iteration.
Figure 9 shows the test results for an experiment in which
the rectangular shaped youBot crosses a room diagonally. After
1.5 s, a second vehicle (acting as an obstacle) starts to traverse
the room in the vertical direction with a velocity of 0.3 ms . The
figure shows that the trajectory is adapted to avoid this moving
obstacle, and a new trajectory to the end point is found. The
average calculation time per iteration is 0.11 s, the maximum
time is 0.4 s.
In a second experiment the youBot is steered as a differ-
ential drive, in order to validate the presented method for
nonholonomic vehicles. Figure 10 shows how the orientation
of the vehicle stays parallel to the trajectory, while it avoids a
static obstacle in the center of the environment. The average
calculation time per iteration is 0.21 s, the maximum time is
0.98 s.
Both experiments show that the update rate of the mo-
tion planning is sufficiently fast to provide adequate position
feedback for the youBot and no additional position feedback
controllers are needed.
V. CONCLUSION
Autonomous guided vehicles are becoming increasingly
important in industry, leading to a growing interest in flexible
8(a) t = 0.5 s (b) t = 1 s (c) t = 1.7 s (d) t = 4.5 s
Fig. 9: Holonomic vehicle crossing a room with a moving obstacle
(a) t = 0 s (b) t = 2.5 s (c) t = 3 s (d) t = 6.2 s
Fig. 10: Holonomic vehicle, steered as a differential drive, avoiding a static obstacle
motion planning methods. To tackle the corresponding chal-
lenges in trajectory generation, this paper presents a method to
calculate motion trajectories for holonomic and nonholonomic
vehicles in dynamic and uncertain environments. The method
obtains an efficient problem formulation by using a spline
parameterization of the motion trajectories, in combination
with B-spline relaxations. To deal with uncertainties, the ap-
proach solves the problem with a receding horizon, to always
account for the latest information. The output of the method
consists of feasible motion trajectories, immediately taking
into account the kinematics of the vehicle, in combination with
the corresponding input trajectories. Experimental validation
on a KUKA youBot shows that, due to the fast update rate,
it is possible to generate collision-free motion trajectories for
vehicles driving around in a dynamic environment. The whole
process of modeling, simulating and embedding spline-based
motion planning problems is made easy by OMG-tools, a user-
friendly open-source software toolbox.
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