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Declan Burke, Airlie Chapman, Iman Shames
Abstract— We propose an algorithm for generating
minimum-snap trajectories for quadrotors with linear
computational complexity with respect to the number of
segments in the spline trajectory. Our algorithm is numerically
stable for large numbers of segments and is able to generate
trajectories of more than 500, 000 segments. The computational
speed and numerical stability of our algorithm makes it suitable
for real-time generation of very large scale trajectories. We
demonstrate the performance of our algorithm and compare
it to existing methods, in which it is both faster and able to
calculate larger trajectories than state-of-the-art. We also show
the feasibility of the trajectories experimentally with a long
quadrotor flight.
I. INTRODUCTION
Quadrotor trajectory optimization for has been extensively
studied with a variety of approaches suggested [1]. Mellinger
and Kumar [2] pioneered minimum-snap trajectory genera-
tion for quadrotors. They used smooth trajectories to control
quadrotors and formulated a quadratic program (QP) to
calculate continuous splines. A method of solving this QP
was proposed by Richter et al. [3], who also included a
procedure for making trajectories safer. Mellinger et al. [4]
and Deits and Tedrake [5] further developed the use of
minimum-snap splines and incorporated collision avoidance
by formulating mixed-integer programs to generate trajecto-
ries. Another approach to trajectory generation is in the use
of motion primitives generated by solving optimal control
problems, often to minimize the snap of the primitive. Lui et
al. [6] discretize the state space using primitives and then
perform a graph search, while Muller et al. [7] evaluate
many primitives at each controller update step and execute
the feasible primitive with the lowest cost.
In this paper, we revisit the equality constrained QP
formulation of [2], [3] used to generate a minimum snap
trajectory1. The aforementioned QP formulation leads to con-
ceptually simple optimisation problems. However, solving
the resultant optimization program can be challenging in
practice. Richter et al. [3] note numerical instability in using
constrained optimisation methods to solve for trajectories of
more than four segments. De Almeida and Akella further
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Fig. 1. The computation time required to generate minimum-snap trajec-
tories for splines of a range of polynomial segments using the proposed
algorithm (Algorithm 1).
investigate the numerical instability of the problem formula-
tion and identify the ill-conditioned matrix that is the most
significant source of error [8]. Beyond numerical stability,
other properties of solutions to minimum-snap trajectory
generation problems such as their computational complexity
remain unexplored.
In this paper, we propose a method that solves the QP
problem corresponding to a minimum snap trajectory gener-
ation with a very large number of segments for long, albeit
finite, flight times. We achieve this by explicitly identifying
and exploiting the algebraic structure of the problem. Partic-
ularly, first, we show that our solution is of linear computa-
tional complexity in the number of segments of the trajectory.
Second, inspired by the properties of confluent Vandermonde
matrices we introduce a new change of variable to arrive at an
equivalent yet better conditioned problem. Our work differs
from that of [8] as we address the numerical instability of
the original QP formulation of [2], [3] rather than proposing
a new model for minimising the snap of the trajectory.
In summary, our algorithm solves problems many times
larger than state-of-the-art methods, demonstrating with tra-
jectories of more than 500, 000 segments (see Fig. 1).
The paper’s outline is as follows. In the next section, we
introduce notations along with the minimum snap problem.
In Section III, the method for solving the minimum snap
problem is described. In Section IV, we study the condi-
tioning problems inherent to the vanilla formulation of the
minimum snap problem and propose a change of variable
that alleviate this issue. Experimental results are presented
in Section V. Concluding remarks come in the end.
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II. THE MINIMUM SNAP PROBLEM
A. Notation
We use the following pieces of notation throughout the
paper. We write the dot product as ·, and the identity matrix
as Is ∈ Rs×s. The condition number of a matrix V is defined
κ(V ) = ‖V ‖‖V −1‖. The cardinality of a set Ξ is written as
|Ξ|. A function pi of t that is parameterised by p is written
pi(t; p). We use the order notation for the sequences {ηi} and
{νi}, to write ηi = O(νi) if there exists a positive constant
C ∈ R such that |ηi| ≤ C|νi| for i sufficiently large. Given
a sequence of column vectors {xi} and matrices {Vi} for
i = 1, . . . , k, let
vec({xi}) :=
x1...
xk
 , diag({Vi}) :=
V1 . . .
Vk
 .
B. Formulating an Optimization Program
Mellinger and Kumar established that a smooth trajectory
in terms of position [x, y, z]T ∈ R3 and yaw ψ ∈ SO(2) can
be used to calculate motor commands for a quadrotor, i.e., the
system’s control inputs [2]. Their method of generating this
trajectory involves formulating and solving four QPs. The
QPs are of the same form and they may be solved separately,
so we consider the general problem of generating a spline
pi(t) that can represent any of x(t), y(t), z(t) or ψ(t)2.
We now introduce the representation of the system used
to formulate minimum-snap trajectory generation as an opti-
mization program. We consider nondecreasing times as T =
[t0, . . . , tk]
T ∈ Rk+1 such that ti−1 ≤ ti for i = 1, . . . , k.
The conventional choice for the trajectory is a continuous
spline pi(t; p) : [t0, tk]→ R of k ≥ 1, k integer, segments
pi(t; p) =

pi1(t; pi) t0 ≤ t < t1,
...
pik(t; pk) tk−1 ≤ t < tk,
where each segment pii(t; pi) : [ti−1, ti]→ R is a polynomial
of order n − 1, where n is a positive integer. We represent
the segments as pii(t; pi) = [1, t, . . . , tn−1]pi, where pi =
[p0,i, . . . , pn−1,i]T for all i = 1, . . . , k, and the entire spline
as p = vec({pi}) ∈ Rkn, i = 1, . . . , k.
Constraints on the trajectory pi(t; p) are introduced by set-
ting the value of the segments pii(t; pi) and their derivatives
at ti−1 and ti, i = 1, . . . , k. The value of jth derivative
of the segment pii(t; pi) at time t is the scalar δi,j,t, and
we consider up to the (s − 1)th derivative, where s is a
positive integer. We represent the first s − 1 derivatives as
the vector di,t = vec({δi,j,t}) ∈ Rs, j = 0, . . . , s − 1,
and for many derivative values di,t at ti−1 and ti, we
write the vector d = vec({[dTi,ti−1 , dTi,ti ]T }) ∈ R2sk for
i = 1, . . . , k. We require continuity between segments, so
we equate di,ti = di+1,ti for all i = 1, . . . , k − 1. Further
2The minimum snap objective applies only to pii(t; pi) = xi(t), yi(t)
and zi(t). For pii(t; pi) = ψi(t), the integrand in objective is [
d2pi
dt2
(t)]2
(see [2]).
constraints can be introduced with the set Ξ = {(i, j, t)}, if
κ ∈ Ξ then δκ = βκ for some prescribed derivative βκ ∈ R.
There is a total of |Ξ| = 2sk −m constraints defined by Ξ,
where m =
∑k
i=1mi,ti−1 +mi,ti and mi,ti−1 and mi,ti are
the number of derivative values of the polynomial pii(t; pi)
without specified values at ti−1 and ti, respectively.
As shown in [3], [4], the minimum-snap trajectory pi(t; p?)
can be generated via solving the following QP for the
minimizing arguments (p?, d?) of
arg min
p,d
pTQ(T )p, (1a)
subject to A(T )p = d, (1b)
Λd = 0, (1c)
Πd = β, (1d)
where β ∈ R2sk−m, the vector of βκ for all κ ∈ Ξ, and
the vector of times T = [t0, . . . , tk] ∈ Rk+1. The block
diagonal matrices Q(T ) = diag{Q1(T ), . . . , Qk(T )} ∈
Rnk×nk and A(T ) = diag{A1(T ), . . . , Ak(T )} ∈ R2sk×nk
are constructed from the elements Qi(T ) ∈ Rn×n and
Ai(T ) ∈ R2s×n. The ith matrix Ai(T ) is
Ai(T ) =

1 ti−1 t2i−1 . . . t
n−1
i−1
0 1 2ti−1 . . . (n− 1)tn−2i−1
...
...
...
. . .
...
0 0 0 . . . (n−1)!(n−s)! t
n−s
i−1
1 ti t
2
i . . . t
n−1
i
...
...
...
. . .
...
0 0 0 . . . (n−1)!(n−s)! t
n−s
i

.
For details regarding the construction of Qi(T ), see Ap-
pendix A. The ith matrix Ai(T ) is the transpose of a
confluent Vandermonde matrix, which we will revisit in
detail in Section IV. A pertinent property as a confluent
Vandermonde matrix is that the matrix Ai(T ) is nonsingular
for distinct ti [9].
Let ωi,t = {κ ∈ Ξ|i ∈ Ξ, t ∈ Ξ}. The selec-
tion matrix Π = diag({Π1,t0 ,Π1,t1 , . . . ,Πk,tk−1 ,Πk,tk}) ∈
R(2sk−m)×2sk is constructed from the elements Πi,t ∈
R(s−mi,t)×s such that [Πi,t]h,j = 1 for all ηv ∈ ωi,t and
h = 1, . . . , |ωi,t|. The coupling matrix Λ ∈ Rs(k−1)×2sk is
Λ =

0 Is −Is 0 0 . . . 0 0 0
0 0 0 Is −Is . . . 0 0 0
...
. . .
...
0 0 0 0 0 . . . Is −Is 0
 .
The decision variables in (1) are the vectors of polynomial
coefficients p ∈ Rnk and vectors of derivative values
d ∈ R2sk. For brevity we will stop explicitly stating time
parameterisation of matrices and will write A and Q instead
of A(T ) and Q(T ).
Problem 1: Generate a minimum snap spline pi(t; p?)
with k polynomial segments of order n− 1 where p? is ob-
tained by solving (1) using an algorithm with computational
complexity of O(kn3).
Algorithm 1: Algorithm of Linear Computational Com-
plexity for Solving Problem 1.
for i=1,. . . , k do
construct Ai, Qi,Σi, bi,ti−1 , bi,ti ;
partition Bi, Ci, Di, gi,ti−1 , gi,ti ;
Bi←
{
B1 i = 1,
Bi +Di−1 − CTi−1B−1i−1Ci−1 i = 2, . . . , k;
gi,ti−1←

g1,ti−1 i = 1,
gi,ti−1 + gi−1,ti−2
− CTi−1B−1i−1gi−1,ti−2
i = 2, . . . , k;
for i=k,. . . , 1 do
fi,ti−1 ← B
−1
i (gi,ti−1 − Cifi,ti);
fi,ti←

(Dk − CTk B
−1
k Ck)
−1
(gk,tk − CTk B
−1
k gk,tk−1)
i = k,
fi+1,ti−1 i = k − 1, . . . , 1;
solve for di,ti−1 and di,ti ;
solve for pi;
In the next section, we propose a solution to Problem 1.
Later, in Section IV, we further introduce a modification that
considerably improves the numerical stability of the proposed
solution.
III. A STRUCTURED SOLUTION
A. The Algorithm
We begin by presenting our algorithm for solving Problem
1. We start by introducing the variables required by the
algorithm’s calculations. Let
d = b+ Σf, (2)
where b ∈ R2sk, f ∈ Rm and Σ ∈ R2sk×m is such that Πb =
β and ΠΣ = 0. We note that b is constant in the sense its
entries are either the parameters βk, for k ∈ Ξ, or zeros. We
partition b, f and Σ into vectors and matrices of size bi,t ∈
Rs, fi,t ∈ Rmi,t and Σi,t ∈ Rs×mi,t , for i = 1, . . . , k and
t = ti−1, ti, such that b = vec({[bTi,ti−1 , bTi,ti ]T }) ∈ R2sk and
f = vec({[fTi,ti−1 , fTi,ti ]T }) ∈ Rm for i = 1, . . . , k. Further,
let Σi = diag({Σi,ti−1 ,Σi,ti}) such that Σ = diag({Σi}) ∈
R2sk×m for i = 1, . . . , k.
For i = 1, . . . , k, let
ΣTi A
−T
i QiA
−1
i Σi =
[
Bi Ci
CTi Di
]
, (3a)
ΣTi A
−T
i QiA
−1
i
[
bi,ti−1
bi,ti
]
=
[
gi,ti−1
gi,ti
]
(3b)
where Bi ∈ Rmi,ti−1×mi,ti−1 , Ci ∈ Rmi,ti−1×mi,ti , Di ∈
Rmi,ti×mi,ti and gi,t ∈ Rmi,t for t ∈ {ti−1, ti}.
Proposition 2: Algorithm 1 solves Problem 1 in O(kn3).
Proof: See Appendix B.
Remark 3: We note that in practice s is usually chosen
to be 5, such that continuity is enforced up to the snap of
position [2]. The number of segments k however depends
on the size of the trajectory and can be very large. This is
then an improvement over other methods for solving Problem
1, which typically have a cubic computation complexity in
k. The upper bound on the size of the equations (11) is
kn + (k − 1)s. Solving with Gaussian Elimination would
then require O( 23k
3(n3 + s3)) operations. The best current
method, proposed by Richter et al. [3], includes the inversion
of a matrix of size m, and thereby needs O(2k3n3) opera-
tions. Linear in k, our approach dramatically reduces the
computation time required to solve Problem 1, particularly
for large trajectories.
IV. IMPROVING CONDITIONING
We now present a reformulation that results in a QP with
well-conditioned matrices. To motivate this reformulation,
we take a short detour to explore Vandermonde matrices. The
Ai are transposed confluent Vandermonde matrices and are
notoriously ill-conditioned [9]. These matrices are ultimately
the culprits behind the numerical instability of (1).
A Vandermonde matrix is defined by the scalars
z0, z1, . . . , zn ∈ C as
V (z0, z1, . . . , zn) =

1 1 . . . 1
z0 z1 . . . zn
...
...
...
zn0 z
n
1 . . . z
n
n
 ∈ C(n+1)×(n+1).
One way of generalising the standard Vandermonde matrix is
to allow confluency, that is, including columns with elements
that are the differentiated elements of other columns. One
strategy to improve the conditioning of V is to carefully
select the points zj , for j = 0, . . . , n. Ideally, V is perfectly
conditioned, i.e., κ(V ) = 1, which occurs when the points
are roots of unity zj = exp( 2piin j) (here i is the imaginary
unit), for j = 0, . . . , n − 1 [10]. Taking the points of a
confluent Vandermonde matrix to be roots of unity has also
been shown to improve its condition number [11].
To formulate a program with better conditioned matrices
than (1), we thus scale the problem such that all the Ai
and Qi have the nondimensional points ti−1 = −1 and
ti = 1 (with associated matrices A±1 and Q±1). The
nondimensional program is
min
p,d
pTQp, (4a)
s.t. Ap = d, (4b)
Λd = 0, (4c)
Πd = β, (4d)
where A = diag{Γ1A±1, . . . ,ΓkA±1} ∈ R2sk×nk and
Q = diag{Q±1, . . . , Q±1} ∈ Rnk×nk are constructed from
elements ΓiA±1 ∈ Rn×n and Q±1 ∈ Rn×n. The matrix
Γi = diag{∆0i ,∆−1i , . . . ,∆−(s−1)i ,∆0i , . . . ,∆−(s−1)i } ∈
Rn×n scales the rows of the A±1 with elements ∆i =
(ti − ti−1)/2 for i = 1, . . . , k.
The following proposition is needed to show when (4)
can be used to find a solution to Problem 1. It considers the
program for a minimum snap trajectory of a single segment
in both a dimensional (ti−1 ≤ t < ti) and nondimensional
form (−1 ≤ t < 1).
Proposition 4: Consider the two optimisation programs
min
pii(t;pi)
∫ t1
t0
[d4pii(t; pi)
dt4
]2
dt, (5)
s.t.
djpii(t; pi)
dtj
= δi,j,t, j = 0, . . . , s− 1, t = ti−1, ti,
and
min
pii(t;pi)
∫ 1
−1
[d4pii(t; pi)
dt4
]2
dt, (6)
s.t.
djpii(t; pi)
dtj
= δi,j,t, j = 0, . . . , s− 1, t = −1, 1.
The polynomial segment pi?i (t; pi) solves (6) and
pi?i (t; pi) = pi
?
i (∆it+ ∆i + ti−1; pi) solves (5), if
∆−ji δi,j,1 = δi,j,t1 , j = 0, . . . , s− 1 (7a)
∆−ji δi,j,−1 = δi,j,t0 , j = 0, . . . , s− 1. (7b)
Proof: Under the change of variable τ = ∆−1i (t−∆i−
ti−1), let pii(τ ; pi) = pii(∆
−1
i (τ −∆i − ti−1); pi). With this
change of variable, (5) becomes
min
pii(τ ;pi)
∆−7i
∫ 1
−1
[d4pii(τ ; pi)
dτ4
]2
dτ, (8)
s.t.
djpii(τ ; pi)
dtj
= ∆−ji δi,j,τ , j = 0, . . . , s− 1, τ = −1, 1.
The minimization of (8) is independent of the constant factor.
Therefore, if the constraints (7) are satisfied then (8) is equiv-
alent to (6). If pii(t; pi) solves (6) then pii(∆it+∆i+ti−1; pi)
is the solution to (5).
Now we state a relationship that allows (4) to be used to
find a solution to (1).
Lemma 5: Let p and d solve (4), p and d solve (1) and
pii(t; pi) and pi(t; p) be splines. Then
pi(t; p) =

pi1(∆1t+ ∆1 + t0; p1) t0 ≤ t < t1,
...
pik(∆kt+ ∆k + tk−1; pk) tk−1 ≤ t < tk.
Proof: Temporarily omitting the constraints (1c) and
(1d), the program in the nondimensional form is
min
p,d
pTQp, (9a)
s.t. A
′
p = d, (9b)
where A
′
= diag{A±1, . . . , A±1} ∈ Rkn×kn is constructed
from elements A±1 ∈ Rn×n. We will next substitute (7) into
(9) to satisfy Proposition 4. Stacking the derivatives di,j,t and
di,j,t for j = 0, . . . , s−1, the conditions (7) can be expressed
as the matrix equation Γidi = di. Substituting this expression
into (9b) yields (4b). We introduce the constraints (4c) and
(4d) to constrain the dimensional derivatives as desired. The
conditions (7) of Proposition 4 are satisfied by construction,
hence the solution to (4), p∗(t), can be used to calculated
the solution to (1) using Lemma 5.
Remark 6: Replacing the original QP (1) with the better
conditioned (4) in Problem 1, Algorithm 1 can still be used
TABLE 1
COMPARING THE CONDITION NUMBER OF THE TRANSPOSED
CONFLUENT VANDERMONDE MATRICES OF (1) AND (4) FOR TWO
SECOND SEGMENTS WITH DIFFERENT TIMES ti−1 AND ti .
κ(Ai) κ(ΓiA±1)
ti−1 = −1, ti = 1 2.3417 · 104 2.3417 · 104
ti−1 = 1, ti = 3 1.1775 · 109 2.3417 · 104
ti−1 = 10, ti = 12 2.3763 · 1017 2.3417 · 104
ti−1 = 100, ti = 102 6.1296 · 1028 2.3417 · 104
Fig. 2. A spline of 10000 segments generated by Algorithm 1 with the
nondimensional program (4). The problem was parameterized with positions
from a random walk where each step k is taken at time k seconds and is of
length taken uniformly from [−1, 1] in meters. The parametrized positions
are plotted as red dots and the spline as the solid black line.
for solution. With Ai = ΓiA±1, Qi = Q±1 and Σi, bi,ti−1
and bi,ti as defined, Algorithm 1 calculates p. Then the
solution to Problem 1, pi(t), can be calculated using (5).
The improvement of the condition number of the reformu-
lated ΓiA±1 compared to the original Ai is demonstrated by
Table IV. The condition number κ(Ai) rapidly grows to more
than 1017 for ti−1 = 10 and ti = 12, where the matrices
become practically unusable in calculations given numerical
errors [12]. This helps in explaining the instability observed
in generating large trajectories, as the ti increase with the
number of segments. We also note the κ(ΓiA±1) remain
constant in Table IV, due to constant ∆i = 1. The ti−1 and
ti only appear in ΓiA±1 as part of the difference terms ∆i.
Hence, κ(ΓiA±1) does not increase with ti−1 and is only
prone to introducing numerical error for large ∆i.
V. EXPERIMENTAL RESULTS
A. Large Scale Trajectory Generation
We demonstrated the performance of Algorithm 1 with
the nondimensional program (4) by generating a minimum-
snap trajectory of a large number of segments. Implementing
Algorithm 1 with (4) in C++, we were able to generate
a spline of more than 500000 segments in 156.01 s. The
algorithm was implemented and run on a laptop with an
Intel Core i7-8650U CPU running at 1.9 GHz, with 16 GB
of RAM. The limitation of algorithm was memory allocation
on the computer, and the implementation was not optimized
to increase performance.
Fig. 3. Snapshot of the quadrotor flying through hoops as part of a long
trajectory. The total flight time was more than 2 min and the trajectory was
calculated offline in 0.3319 s.
Fig. 4. The computation time required to generate trajectories for a range
of k segments of Algorithm 1 (triangles) and by solving the equations from
the KKT conditions (11) (crosses).
B. Long Quadrotor Flight
We conducted an experiment to demonstrate the feasibility
of the minimum-snap trajectories generated by Algorithm 1
with (4). A trajectory was generated such that a quadrotor
repeated excursions from the centre of a virtual cube, which
was represented in the flight space with hoops as pictured
in Fig. 3. The trajectory had more than 80 segments with
a flight time greater than 2 min. A spline was calculated
offline in 0.3319 s and used as a position reference, evaluated
using a ground station computer’s clock and transmitted to
the vehicle at 20 Hz.
For the experimental testbed, we flew a quadrotor with
generic components and a Pixhawk2 The Cube Black [13]
flight controller. We use a Vicon motion capture system [14]
and the flight controller’s onboard sensors for sensing. We
leveraged the PX4 firmware [15] for control and estimation.
C. Computation Time Comparison
Finally, we performed a series of benchmark tests to
demonstrate the performance of Algorithm 1 with (4) com-
pared with solving the equations from the KKT conditions
(11). This method was chosen for comparison given it is
of similar computational complexity in k as the method
proposed by Richter et al. [3]. The reformulated optimization
program (4) was used instead of the original program (1)
in order to compare performance in calculating a range
of k segments without numerical instability. Fig. 4 shows
the linear and cubic computation time of Algorithm 1 and
the solution of (11), respectively. The computation time of
Algorithm 1 ranges from 2.56 to 12.41 ms for calculating
splines of 10 to 50 segments, whereas it takes 5.93 s to
calculate a 50 segment spline by solving (11).
VI. CONCLUSIONS AND FUTURE WORKS
In this paper we have presented a new algorithm to gener-
ate minimum-snap spline trajectories for quadrotors in linear
computational complexity in the number of segments. We
also proposed a reformulation of the associated optimization
program with better conditioned matrices than the original
program. With these two developments, we are able to
generate large trajectories not limited by computational time
or number of segments but instead by computer memory.
The performance of the proposed algorithm furthers the
applicability of minimum-snap trajectory planning for real-
time applications, enabling the faster calculation of larger
trajectories onboard quadrotors.
In a sequel, we will explore further applications enabled
by the algorithm’s computational complexity. For example,
the algorithm can be used as a fast oracle for zeroth-
order optimization algorithms. Such approaches have been
suggested to minimize the snap of a trajectory by optimizing
the time parameterization T .
APPENDIX
A. Constructing Hessian Matrices
There are two possible constructions of the Hessian ma-
trices Qi(T ) ∈ Rnk×nk in (1), corresponding to pii(t; pi) =
xi(t), yi(t) or zi(t), and pii(t; pi) = ψi(t). Both are
constructed by calculating the quadratic form that results
from the following integral in representing pii(t; pi) as a
vector of coefficients pi∫ t1
t0
ds−1pii(τ ; pi)
dτs−1
2
dτ = pTi Qi(T )pi,
where s = 5 for pii(t; pi) = xi(t), yi(t) or zi(t), such that
the integrand is the square of the snap of position, or s = 3
for pii(t; pi) = ψi(t), such that the integrand is the square of
the acceleration of position.
B. Proof of Proposition 3
Before stating the proof, we first formulate (1) so that the
desirable structure of the matrices in the program is revealed.
From this reformulation, we obtain an efficient method in a
similar fashion as Cantoni et al. [16], from which we derive
the steps of Algorithm 1.
Similar to Richter et al. [3], we reformulate (1) by
replacing (1b) with p = A−1d. We further replace (1d) with
(2). By construction Πd = Π(b+ Σf) = β, so we substitute
(2) into (1) and are left with
min
f
fTΣTA−TQA−1b+
1
2
fTΣTA−TQA−1Σf, (10a)
s.t. ΛΣf = 0. (10b)
The KKT conditions for (10) yield[
ΣTA−TQA−1Σ ΣTΛT
ΛΣ 0
] [
f
λ
]
=
[
ΣTA−TQA−1b
0
]
,
(11)
where the Lagrangian multipliers are λ = [λT1 , . . . , λ
T
k−1]
T .
Choosing the partition of variables as (3), we may permute
the variables and columns of (11) to reveal the block-
tridiagonal structure
R1 −ΨT
−Ψ R2 −ΨT
−Ψ R3 . . .
...
. . .

︸ ︷︷ ︸
R

y1
y2
y3
...
 =

c1
c2
c3
...
 , (12)
where
Ri =
Bi Ci 0CTi Di I
0 I 0
 , Ψ =
0 0 I0 0 0
0 0 0
 ,
and yi = [fTi,ti−1 , f
T
i,ti
, λTi ]
T and ci = [gTi,ti−1 , g
T
i,ti
, 0]T .
Block-tridiagonal matrices such as (12) are commonly
solved through Block LU factorisation [17]. Derived from
this factorisation, the following set of recursions solve (11).
In satisfying the optimality conditions for (1), the following
is our efficient method for solving the optimization program
in Problem 1.
Lemma 7: For i = 1 . . . , k, let fi,ti−1 , fi,ti and λi satisfy
fi,ti−1 = B
−1
i (gi,ti−1 − Cifi,ti), (13a)
fi,ti =

(Dk − CTk B
−1
k Ck)
−1
(gk,tk − CTk B
−1
k gk,tk−1)
i = k,
fi+1,ti i = k − 1, . . . , 1,
(13b)
gi,ti = C
T
i fi,ti−1 +Difi,ti + λi, (13c)
where
Bi =
{
B1 i = 1,
Bi +Di−1 − CTi−1B−1i−1Ci−1 i = 2, . . . , k,
(14a)
gi,ti−1 =

g1,ti−1 i = 1,
gi,ti−1 + gi−1,ti−1
− CTi−1B−1i−1gi−1,ti−1
i = 2, . . . , k.
(14b)
Then (13) solves (11).
Proof: Let the LU factorisation of the block tridiagonal
matrix R in (12) be R = LU as
R =

I
Φ1 I
Φ2
. . .
Φk−1 I


R1 −ΨT
R2 −ΨT
R3
. . .
Rk
 ,
with the block elements for i = 1, . . . , k − 1
Φi =
CTi B−1i −I Di − CTi B−1i Ci0 0 0
0 0 0
 ,
and for i = 2, . . . , k
Ri =
Bi +Di−1 − CTi−1B−1i−1Ci−1 Ci 0CTi Di I
0 I 0
 .
Solving Lx = c yields the iteration (14b). Calculating each
Bi + Di−1 − CTi−1B−1i−1Ci−1 gives rise to (14a). These
matrices are used to solve Uy = x, providing expressions for
fi,ti−1 and fi,ti as (13a) and (13b). The solution to Uy = x
also governs the values of λi with (13c).
Lemma 7 can be used to solve Problem 1 with linear com-
putational complexity in k. There are 2k matrix calculations
required in computing (14a) and (14b), while 2k systems
of equations need to be solved in (13a) and (13b). All
the matrices involved are square and at largest s, and the
computational complexity is then O( 43ks
3).
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