Bak et al. [Ricerche Economiche 47 (1993), 3] proposed a self-organizing model for production activity of interacting firms to illustrate how large fluctuations can be triggered by small independent shocks in aggregate economy. This paper develops the original transaction model based on a regular network with layered order flow to accommodate more realistic networks. Simulations in the generalized model so obtained are then carried out for various networks to examine the influence caused by change of the network structure. §1. Introduction
§1. Introduction
The model of Bak, Chen, Scheinkman and Woodford considers the production activity to be a chain reaction of orders by firms. 1)-3) Their model assumes that firms connect with each other through a regular network. The network defines a flow of order from the top layer to the bottom layer. When a firm receives orders from upstream firms, it produces intermediate goods for them. Each firm has some amount of inventories. If the firm suffers from shortage of inventories, however, it sends orders to downstream firms. Endogenous orders to the top layer arrive randomly, and sometimes give rise to an avalanche of sequential orders for intermediate goods. This mechanism of self-sustained economic fluctuations is akin to that of self-organizing behavior of sand pile. Bak et al. measured the size of such a chain reaction by the total number of productions due to activated firms and showed that the distribution of the size of chain reactions followed the power law.
Although the model is very attractive, it heavily depends on the regularity of production network and the hierarchical nature of order flow. It seems to us that these constrains are too restrictive in light of real economy. In fact, it has been pointed out recently that connections between firms have characteristics of a scalefree network. 4), 5) The scale-free network has a neither regular nor layered structure at all. The purpose of the present paper is therefore to generalize the original model to study more realistic patterns of connections among firms.
We first generalize the original model to accommodate general network structures other than the regular network including the scale-free network. Second, we carry out simulations using the generalized model on various networks of different characteristics. Measuring distributions of the size of production activity, we thus elucidate features of the productivity fluctuations on the scale-free network. §2.
Modeling of Transaction
In the original model, orders of firms flow from the top layer to the bottom layer. However, the realistic transaction network has no such a hierarchical structure. To develop the model for general networks, we first have to work out a method to decide the direction of the order flow. It is also important to get rid of loops. For instance, the following is a trouble arising from the loop order. Firm "A" produces good "a" from material "b". On the other hand, firm "B" produces good "b" from "a". When the two firms lack concurrently their inventories, they will order the materials to each other indefinitely. To decide the order direction between two adjacent firms, we use the idea of electrostatics. We assign randomly a potential value U (0 ≤ U < 1) to each firm, then compare U 's between two adjacent firms. An order flows from a firm with higher potential to the other with lower potential such as water flow. This method never creates a loop flow and is applicable to general networks.
In general, it is not always true that a firm has two neighbors on each of the upstream and downstream sides as in the original network model. The generalized local rules for the production activity are formulated as follows. The symbol t represents certain "time" when one random order arrives and hence an avalanche begins. The amount of the inventories of the i-th firm at t is denoted by z i (t). The i-th firm changes its inventory at the next time according to
where s i (t) is the amount of orders that the i-th firm receives from its consumers at t and y i (t), the amount of orders from the i-th firm to its suppliers at the same time.
Since each firm produces one unit production from one unit material that it obtains, y i (t) is equal to the total goods that the i-th firm produces at t. We assume the firm cannot discriminate its suppliers and hence it sends orders to all of them. In other words, y i (t) is a multiple of n i , where n i is the number of suppliers for the i-th firm. Additionally, we assume the firm produces minimum goods necessary to meet the requests from its consumers. This is because the firm likes to minimize inventory holding cost. The production y i (t) is thus determined by the order-inventory relation.
Collecting the assumptions described above, y i (t) is explicitly given by
where a i (t) is the number of units requested by the i-th firm to each of its suppliers at t and can be expressed in terms of the ceiling function as
The quantity s i (t) is the sum of orders requested to the i-th firm,
order → delivery order → delivery where {S i } is a set of the consumers for the i-th firm.
To carry out simulations in the present model, in fact, the network must have boundaries. There are firms with n i = 0 in such a finite network. Those firms are regarded as constituting primary industry and assumed to be able to obtain arbitrary amount of production.
Finally we consider the inventory distribution for firms interacting through a general network. The size of an avalanche depends on the level of inventory. For instance, suppose firms have few inventories on the whole. Orders from the upstream firms will give rise to orders to the downstream firms, so that the avalanche size will become large and hence the inventory level of the system increases. On the other hand, if firms have sufficient inventories, they readily terminate the order flows. The avalanche size thereby tends to be small and the inventory level decreases. This back-and-forth mechanism leads a self-organized economy with a critical level of inventories irrespective of initial conditions. This mechanism will be demonstrated by numerical results later.
One can prove in the following way that the present inventory dynamics certainly has a steady state. If the i-th firm with z i (t) ≥ n i receive orders, then z i (t+1) < z i (t). Thus the inventory of each firm eventually falls in the range of 0 ≤ z i (t) < n i as the "time" passes. If z i (t) < n i , z i (t + 1) is determined by the two quantities, z i (t) and s i (t) (mod n i ), as shown in Table I . We introduce here the probability Π s (t) that the i-th firm receives orders with s = s i (t) (mod n i ) at t, and the probability Φ z (t) that the firm has z units of inventory at t. These two probabilities satisfy the Table I . The inventory transition: z i (t + 1).
The time variation of Φ z (t) is written down from Table I as
If the system is in a steady state, the probability Φ z (t) should not depend on t, that is, Φ z (t + 1) = Φ z (t) must be satisfied. One possible solution for the steady-state equation is given by 
7). §3. Simulations on various networks
In the following simulations the size of chain reactions is charactrized by aggregated production,
and its cumulative distribution is denoted by P (Y ). Each of the simulations consists of 256 × 10 4 firms when we measure Y (t). The distribution P (Y ) is shown by a log-scale plot in each section, and each distribution contains 10 5 samples. When we demonstrate how the inventory distribution is stabilized, we adopt the network size of 256 × 10 2 . This is because the inventory distribution relaxes very slowly. We expect the stable inventory distribution, Eq. (2 . 8), does not sensitively depend on the network size. 
Regular network
We first revisit the results by Bak et al. on the regular network with layered order flow and confirm the inventory distribution really leads to a steady state. Table II shows how the rate of firms with any finite amount of inventories evolves for various initial conditions. Even if the simulation starts with whatever inventory distribution, eventually, the average number of inventory units converges at around 0.5. The stable probability for the inventory distribution is thus Φ 0 (t) = Φ 1 (t) = 1/2 because all of the firms have n i = 2. Figure 3 is a result of the simulation on 1600 × 1600 lattice (= 256 × 10 4 firms). The inventory distribution was generated by uniform random numbers ranging from zero to one. We see that the distribution of the avalanche size follows the power law that is expressed as
where μ is the power law index. The straight line in Fig. 3 represents the power law with μ = 1/3. This is the exact value for the power law index in this model obtained by Dhar and Ramaswamy. 6) The rapid attenuation of the distribution is caused by finiteness of the lattice. If a firm on the bottom layer receives an order, the order flow cannot propagate any more; the location of the onset of the attenuation clearly depends on the size of network.
Random network with layered order flow
In this section, we try the transaction model on a random network still with layered order flow to examine the influence caused by change of the network structure. In the original model on the regular network, a firm sends orders to two firms adjoining to it at the lower layer. On the other hand, a firm sends orders to two firms chosen randomly at the lower layer. Figure 4 exemplifies a layered order flow on such a random network. As compared with the regular network, it is free from the limitation of adjoining, thus the order flow tends to diffuse on the random network. Table III corresponds to Table II for the regular network. The results for the two networks share the same trend as regards the temporal change of the inventory. Since any of firms on the random network also has n i = 2, the stable distribution of the inventory for the random network is the same as that for the regular network. Figure 5 shows that the distribution of the avalanche size is fitted well by the power law with μ = 0.5. The inventory distribution was given in the same way as in the regular network. This result is favorably compared with the fragment-size distribution in a crack-branching model of fragmentation. 7), 8) The crack-branching model mimics propagation of cracks through some material object like glass. When a crack come close to other cracks, those cracks are attracted and merge to make a typical branching pattern. The fragments are parts ripped by cracks merging. The model was solved exactly; the fragment-size distribution obeys the power law with μ = 0.5. It was successfully applied to some crash experiments. For example, the fragment-size distribution of a glass cylinder by rapid crash along its axis obeys the power law approximately with μ = 0.5. In the transaction model on the random network, order flows propagate like branching of cracks, as demonstrated in Fig. 4 . This pattern is very similar to the crack-branching model. The power law index is thus common between the crack-branching model and the transaction model on the random network.
Regular network without layered order flow
Real firms are not necessarily connected with each other in such a regular way as in the original model. Alternatively we study here the productive activity of firms on the regular network but without layered order flow. The firm from which order starts is selected randomly out of all the firms in the network, because there is no concept of the top layer. Figure 8 illustrates the order flow in the present model. In this model, n i is not always 2, but the condition n i ≤ 4 is adopted arbitrarily here. The inventory distribution of the steady state is different from the two previous models. Temporal change of the inventory average z i (t) is shown in Fig. 6 . The inventory distribution in the steady state at t = 10 6 is shown in Fig. 7 . The probability of the inventory is represented by p(z i (t)). These figures numerically prove that the probability of the inventory converges to Φ z (t) = 1/n i as time proceeds. We also carried out other simulations with different initial inventory distributions and obtained the similar results.
The distribution of avalanche size on the regular network without layered order flow is shown in Fig. 9 . The inventory distribution was generated by uniform random numbers in 0 ≤ z i (t) < n i . The distribuion P (Y ) behaves like a log-normal form, and hence large avalanches are significantly depressed as compared with the power law distribution. This shows that the self-organization mechanism does not work for interacting firms on the regular network without layered order flow.
Completely random network
We next study the completely random network in which each firm randomly selects firms in the whole network as partners for the transaction connection. Again the direction of order flow is incorporated through the potential method. The results obtained by simulations on this network are very similar to those on the regular network without layered flow. We thus see that the layered order flow plays a crucial role in giving rise to the self-organization within the regular network.
Scale-free network
We propose here a transaction model based on the scale-free network, which is characterized by the degree distribution for nodes following a power law form. We decide the direction of order flow by the potential method because the scale-free network does not have any layered structures. In the following simulations, each firm is assigned a potential value by the same random number generator as in § §3.3 and 3.4.
We create a sample of the scale-free network by the method called preferential attachment. 9), 10) The method begins with preparing a very small complete network in which two nodes connect with each other by one link, and then new nodes are added to the network one after another. When a new node joins to the network, it connects with one of the existing nodes that is selected in proportion to the degree of each node. Thus the nodes with more links tend to attract new nodes at higher probability. Here we assume that the attachment probability to the existing nodes for a new one is given by
where k i denotes the degree of the i-th node. The scale-free network made by this method has the cumulative distribution of the degree k in proportion to k −(1+1/α) ; note that the power law index is dependent on α. Figures 10 and 11 collaborate to show that the inventory distribution reaches a steady state as the "time" passes and that the stable probability of the inventory is given by Φ z (t) = 1/n i . These results were obtained with α = 1.0. Figures 13, 15 and 17 plot the cumulative distributions of the avalanche size with both axes in the logarithmic scale for those three values of α. The distributions obey a power law form with varied index. This fact highly contrasts with the results for the regular and random networks both without layered order flow in §3.3 and 3.4. The self-organization mechanism has been retrieved in the scale-free network even without layered order flow. We also emphasize the power law index exceeds 1 on the scale-free networks. It means that the production fluctuations on the scale free network is in the subcritical region where the average is definitely defined. On the other hand, the distribution with the power law index of 1/3 or 1/2 obtained on the networks with layered order flow is in the supercritical region where the average diverges. Thus the power law distribution with index less than 1 is economically unrealistic. Finally we note that the power law index of the distribution for the avalanche size is nearly equal to that of the degree distribution. Table IV shows such a relationship between the two indices. We have extended the model for production activity due to Bak et al. to incorporate more realistic transaction networks than the regular network with layered order flow. We elucidated how large production fluctuations can be triggered by small independent shocks in aggregate economy on various networks including the random network with layered order flow, the regular network without layered order flow, the completely random network and the scale-free network. If one alters the network structure to random network but keeps the layerd order flow, the power law index changes from 1/3 to 0.5. On the other hand, if one removes the layered structure of order flow in the regular network, the distribution of the avalanche size does not follow the power law. The self-organization mechanism works for the production activity on neither the regular network without layered order flow nor the completely random network. In contrast, the self-organization is retrieved for the scale-free networks and the power law index for productivity fluctuations varies through change of the network structure. The above-mentioned result is summarized in Table V. 
