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Abstract
This paper introduces an innovative Bayesian machine learning algorithm to draw interpretable infer-
ence on heterogeneous causal effects in the presence of imperfect compliance (e.g., under an irregular
assignment mechanism). We show, through Monte Carlo simulations, that the proposed Bayesian
Causal Forest with Instrumental Variable (BCF-IV) methodology outperforms other machine learn-
ing techniques tailored for causal inference in discovering and estimating the heterogeneous causal
effects while controlling for the familywise error rate (or – less stringently – for the false discovery
rate) at leaves’ level. BCF-IV sheds a light on the heterogeneity of causal effects in instrumental
variable scenarios and, in turn, provides the policy-makers with a relevant tool for targeted policies.
Its empirical application evaluates the effects of additional funding on students’ performances. The
results indicate that BCF-IV could be used to enhance the effectiveness of school funding on stu-
dents’ performance.
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Starting from the year 2002, the Flemish Ministry of Education promoted the “Equal Educational
Opportunities” program (henceforth referred as EEO) to ensure equal educational opportunities to all
students (OECD; 2017). The EEO program provides additional funding for secondary schools with a
higher share of disadvantaged students. Proceeding from the seminal contributions of Coleman (1966)
and Hanushek (2003) to recent contributions by Jackson et al. (2015) and Jackson (2018), the question
on whether or not an increase in school spending affects students’ performances has been central
in the social science literature. However, the bulk of studies on this topic have focused on average
treatment effects (Hanushek et al.; 2016; Hanushek and Woessmann; 2017; D’Inverno et al.; 2021),
often disregarding potential heterogeneities in how different subgroups of students and schools may be
differentially affected by additional resources. While we acknowledge that the average treatment effect
(ATE) is the most common starting point for any impact evaluation analysis, its estimation may mask
potentially meaningful heterogeneities in the causal effects.
From a methodological point of view, the evaluation of the heterogeneous effects of additional school
resources poses major challenges: (i) school funding is generally not randomly assigned to schools but
its assignment correlates with schools’ characteristics (i.e., confounding issue) and; (ii) some schools
may not comply with funds’ requirements and opt out even when eligible (i.e., imperfect compliance
issue). When funding is not randomized but its assignment is based on the realized value of a variable,
usually called the forcing (or running) variable, researchers can compare schools with very close values
of the forcing variable – namely around the point where a discontinuity in the treatment assignment
is observed – but with different levels of treatment. This comparison between units with different
treatment levels, just above and below a given value of the forcing variable, is referred to as Regression
Discontinuity (RD) design (Thistlethwaite and Campbell; 1960; Cook; 2008). RD designs are considered
to be quasi-experimental set ups and lead to valid inference on causal effects of the treatment at the
threshold. In the case of our application on EEO data, the forcing variable used to evaluate which
schools are eligible for additional funding is the share of disadvantaged students. Schools above an
exogenously set threshold of 10% on the share of disadvantaged students are eligible to receive the
funding, schools below are not. However, even when a quasi-experiment is set up, one cannot force
individuals (or schools) to comply with the treatment assigned. This is the case of studies in which
a certain number of units (e.g., individuals, groups of individuals, schools, companies and so on) are
randomly assigned to receive a treatment (e.g., a drug, a training course, additional school funding,
and so on), but not all the units that are assigned to receive it are actually treated. This issue is widely
known as imperfect compliance problem (Angrist et al.; 1996; Balke and Pearl; 1997). For instance,
in the case of our application, eligible schools need to comply with a minimal amount of additional
teaching requirement to access the funding. In these cases, researchers can make use of a secondary
treatment or instrument (i.e., being eligible for additional funding) to isolate the causal effects of the
primary treatment (i.e., actually receiving the funding) on the outcome of interest. These designs are
referred to as instrumental variable (IV) settings (Angrist et al.; 1996; Angrist and Krueger; 2001). In
scenarios where the instrument is not randomized, but assigned based on a threshold, and there is room
for imperfect compliance between the treatment assigned and the treatment actually received, we are in
the presence of a so-called fuzzy RD design (Trochim; 1984; Hahn et al.; 2001). Hence, fuzzy RD and IV
methodologies are two sides of the same coin, and both techniques are tailored to draw causal inference
in imperfect compliance settings (for further discussion on the similarities between fuzzy RD and IV
settings see Lee and Lemieux; 2010). However, both these methodologies are not built to data-drivenly
discover the subgroups with heterogeneous causal effects.
In recent years, various algorithms have been proposed to discover and estimate heterogeneous
effects (see Dominici et al.; 2021, for a critical review). However, most of these techniques are tailored
for drawing causal inference in settings where the treatment is randomly assigned to the units and do
not address imperfect compliance issues. Nonetheless, in the real world, the implementation of policies
or interventions often results in imperfect compliance which makes the policy evaluation complicated.
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Recently, some machine learning techniques have been proposed to discover heterogeneous effects while
dealing with imperfect compliance using tailored reworks of tree-based algorithms (Bargagli-Stoffi and
Gnecco; 2020; Bargagli Stoffi and Gnecco; 2018; Wang et al.; 2018; Johnson et al.; 2019), ensemble of
trees algorithms (Athey et al.; 2019) or deep learning methodologies (Hartford et al.; 2017). However,
these methods exhibit four principal limitations: (i) random forest-based algorithms for causal inference
require large samples to converge to a good asymptotic behaviour for the estimation of causal effects,
as shown in Hahn et al. (2019) and Wendling et al. (2018); (ii) deep learning-based algorithms require
computationally expensive explorations of the space of possible hyper-parameters configurations (Zhang
and Wallace; 2017), are extremely sensitive to tuning parameters (Novak et al.; 2018) and are often
not able to tolerate significant sources of unmeasured variation (Prosperi et al.; 2020); (iii) results
obtained from ensemble methods, such as forest-based algorithms and deep neural networks, are hard
to interpret by human experts because their non-linear parametrizations of the covariate space are
complex to probe (Lee et al.; 2020); (iv) more interpretable algorithms are based on single learning
that typically performs worse as compared to multiple learning algorithms (i.e., ensemble methods).
1.2 Contributions
To address and accommodate the shortcomings introduced in the previous Section, this paper innovates
the literature in both a methodological and an empirical perspective.
First, we develop a machine learning algorithm tailored to draw causal inference in the presence
of imperfect compliance. This situation, where the assignment depends on the observed and unob-
served potential outcomes, is also referred to as irregular assignment mechanism in the causal inference
literature (Imbens and Rubin; 2015). The proposed method, Bayesian Instrumental Variable Causal
Forest (BCF-IV), is an ensemble semi-parametric Bayesian regression model that directly builds on the
Bayesian Additive Regression Trees (BART) (Chipman et al.; 2010) algorithm. BCF-IV is tailored to
discover and estimate the heterogeneous effects on the subpopulation of units that comply with the
treatment assignment (see Section 2.2), the so-called compliers. In this sense, the estimated effects can
be seen as doubly local effects (namely, subgroup effects for the compliers subpopulation). In particular,
BCF-IV discovers the heterogeneity in the form of an interpretable tree structure where each node of
the tree corresponds to a discovered subgroup. For each leaf (final node) of the generated tree, BCF-IV
allows to perform multiple hypotheses tests adjustments to control for Type I error rate (familywise
error rate), or false discovery rate.
We evaluate the fit of the proposed algorithm by comparing it with two alternative machine learning
methods explicitly developed to draw causal inference on the heterogeneous effects in the presence of
irregular assignment mechanisms: namely, the Generalized Random Forests (GRF) algorithm (Athey
et al.; 2019) and the Honest Causal Trees with Instrumental Variables (HCT-IV) algorithm (Bargagli-
Stoffi and Gnecco; 2020). Using Monte Carlo simulations, we compare and evaluate the algorithms with
respect to three critical dimensions: (i) the ability of the algorithms to correctly detect the subgroups
with heterogeneous causal effects; (ii) the overall performance in terms of estimation accuracy for
the conditional causal effects within the correctly discovered subgroups and; (iii) the false positive
rateThese dimensions are consistent with recent evaluations of various machine learning methods for
causal inference that highlight the excellence of Bayesian algorithms for causal inference (Hahn et al.;
2019; Wendling et al.; 2018). We show that for each dimension, BCF-IV outperforms both GRF and
HCT-IV in small samples and converges to an optimal large sample behaviour.
Second, in an empirical application, BCF-IV is used to evaluate the EEO policy. In particular, we
employ BCF-IV to evaluate the heterogeneity using a unique administrative dataset on the universe of
pupils in the first stage of education in the school year 2010/2011 (135,682 students). As the additional
funding is allocated to schools based on being above or below an exogenously set threshold regarding the
proportion of disadvantaged students, this provides us with a quasi-experimental identification strategy.
There is also a second, exogenously set, eligibility criterion stating that schools have to generate a
minimum number of teaching hours. This source of imperfect compliance, given by the fact that not
all the schools fulfill both the criteria, enables us to exploit a fuzzy regression discontinuity design to
draw causal effects. We focus on the effects of additional funding on students’ performance: namely
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if a student gets the most favorable outcome (A-certificate). The results of our empirical application
suggest that, although the effects of additional funding on the overall population of students are found
to be not statistically significant, there is appreciable heterogeneity in the causal effects. The results
are discussed in the application’s Section.
The methodology proposed in this paper can be more widely applied to evaluations of the hetero-
geneous impact of an intervention in the presence of an irregular assignment mechanism in social and
biomedical sciences. The remainder of this paper is organized as follows: in Section 2 we provide a
general overview on causal inference and the applied machine learning frameworks and we introduce
our algorithm. In Section 3 we compare the performance of our algorithm with the performance of
other methods already established in the literature. In Section 4 we depict the usage of our algorithm
in an educational scenario to evaluate the heterogeneous causal effects of additional funding to schools.
Section 5 discusses the results and highlights the further applications of heterogeneous causal effects
discovery and targeted policies in education as well as in social and biomedical sciences. R code for the
BCF-IV function can be found at https://github.com/fbargaglistoffi/BCF-IV.
2 Bayesian Instrumental Variable Causal Forest
2.1 Notation
This paper contributes to the causal inference literature by establishing a novel machine learning ap-
proach for the estimation of conditional causal effects in the presence of an irregular assignment mech-
anism.
We follow the standard notation of the Rubin’s causal model (Rubin; 1974, 1978; Imbens and
Rubin; 2015). Given a set of N units, indexed by i = 1, ..., N , we denote with Yi a generic outcome
variable, with Wi a binary treatment indicator, with X a N × P matrix of P control variables, and
with Xi the i-th P -dimensional row vector of covariates. Given the Stable Unit Treatment Value
Assumption (SUTVA), that excludes interference between the treatment assigned to one unit and the
potential outcomes of another (Rubin; 1986), we can postulate the existence of a pair of potential
outcomes: Yi(Wi). Specifically, the potential outcome for a unit i if assigned to the treatment is
Yi(Wi = 1) = Yi(1), and the potential outcome if assigned to the control is Yi(Wi = 0) = Yi(0). We
cannot observe for the same unit both the potential outcomes at the same time. However, we observe
the potential outcome that corresponds to the assigned treatment: Y obsi = Yi(1)Wi + Yi(0)(1−Wi).
In order to draw proper causal inference in observational studies researchers need to assume strong
ignorability to hold. This assumption states that:
Yi(Wi) ⊥ Wi | Xi, (1)
and
0 < Pr(Wi = 1 | Xi = x) < 1 ∀ x ∈ X , (2)
where X is the features space. The first assumption (unconfoundedness) rules out the presence of
unmeasured confounders while the second condition (common support) needs to be invoked to be able
to estimate the unbiased treatment effect on all the support of the covariates space. If these two
conditions hold, we are in the presence of the so-called regular assignment mechanism (Imbens and
Rubin; 2015). In such a scenario the Average Treatment Effect (ATE) can be expressed as:
τ = E
[




Y obsi |Wi = 0
]
, (3)












CATE is central for targeted policies as it enables the researcher to investigate the heterogeneity in
causal effects. For instance, we may be interested in assessing how the effects of an intervention vary
within different sub-populations.
In observational studies, the assignment to the treatment may be different from the reception of
the treatment. In these scenarios, where one allows for non-compliance between the treatment assigned
and the treatment received, one can assume that the assignment is unconfounded, wherein the receipt
is confounded (Angrist et al.; 1996). In such cases, one can rely on an instrumental variable (IV), Zi, to
draw proper causal inference.1 Zi can be thought as a randomized assignment to the treatment, that
affects the receipt of the treatment Wi, without directly affecting the outcome Yi (exclusion restriction).
Thus, one can then express the treatment received as a function of the treatment assigned: Wi(Zi).
In the following we assume the classical four IV assumptions (Angrist et al.; 1996) – monotonicity,
existence of compliers, unconfoundedness of the IV, exclusion restriction – to hold. These assumptions
need to hold to interpret the estimates proposed below as causal, and, in particular, researchers should
devote attention to the necessary monotonicity assumption. Monotonicity states that for each subject,
the level of the treatment that a subject would take if given a level of the IV is a monotonic increasing
function of the level of the IV (Angrist et al.; 1996). Hence, this assumption, rules out the presence
of so-called defiers: i.e., no unit who would be always defying from the treatment assigned, taking the
treatment when assigned to the control and viceversa. Under the four IV assumptions, IV can then
be used to identify the causal effect in the subset of units that comply with the treatment assigned
(i.e., the compliers). We refer the reader to Section A of the Supplementary Material for a detailed
discussion of the four assumptions and how they are assumed to hold in our application reported in
Section 4. If the assumptions hold, one can get the causal effect of the treatment on the sub-population
of compliers, the so-called Complier Average Causal Effect (CACE), that is:
τ cace =
E [Yi | Zi = 1]− E [Yi | Zi = 0]





where the numerator represents the average effect of the instrument, also referred to as Intention-
To-Treat effect, and the denominator represents the overall proportion of units that comply with the
treatment assignment, also referred to as proportion of compliers (Angrist et al.; 1996). CACE is also
sometimes referred as Local Average Treatment Effect (see Angrist and Pischke; 2008) and represents
the estimate of causal effect of the assignment to treatment on the principal outcome, Yi, for the sub-
population of compliers (Imbens and Rubin; 2015). In this paper we consider the following conditional
version of CATE. The conditional CACE, τ cace(x), can be thought as the CACE for a sub-population
of observations defined by a vector of characteristics x:
τ cace(x) =
E [Yi | Zi = 1,Xi = x]− E [Yi | Zi = 0,Xi = x]





where the numerator is the conditional intention to treat Intention-To-Treat effect, and the denominator
conditional proportion of compliers (Angrist et al.; 1996).
2.2 Bayesian Instrumental Variable Causal Forest
In this paper, we propose an algorithm for the estimation of CATE in an irregular assignment mechanism
scenario. In particular, we adapt the Bayesian Causal Forest (BCF) algorithm (Hahn et al.; 2020) for
such a task. BCF was originally proposed for regular assignment mechanisms. This algorithm extends to
a causal inference setting the Bayesian Additive Regression Trees (BART) algorithm (Chipman et al.;
2010), which in turn builds on the seminal Classification and Regression Trees (CART) algorithm
(Breiman et al.; 1984). CART is a widely used algorithm for the construction of binary trees where
1Throughout the paper we assume the IV to be binary but, one could relax this assumption. However, as there are
currently only a few studies that develop machine learning algorithms for the estimation of heterogeneous causal effects
with a continuous treatment variable (see Woody et al.; 2020), we leave the investigation of these algorithms to further
research.
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each node is splitted into only two branches (see Zhang and Singer; 2010, for more details). The first
node of the tree is called the root, its final nodes are referred to as leaves.
The accuracy of the predictions of binary trees can be dramatically improved by iteratively con-
structing the trees. BART, as well as BCF, are sum-of-trees ensemble algorithms, and their estimation
approach relies on a fully Bayesian probability model (Kapelner and Bleich; 2013). In particular, the
BART model can be expressed as:
Yi = f(Xi) + εi ≈ T1(Xi) + ...+ Tq(Xi) + εi, εi ∼ N (0, σ2), (7)
where each of the q distinct binary trees is denoted by T , where T represents the entire tree: its
structure, its nodes and its leaves (terminal nodes). The Bayesian component of the algorithm is
incorporated in a set of three different priors on: (i) the structure of the trees (this prior is aimed at
limiting the complexity of any single tree T and works as a regularization device); (ii) the probability
distribution of data in the nodes (this prior is aimed at shrinking the node predictions towards the
center of the distribution of the response variable Yi); (iii) the error variance σ
2 (which bounds away
σ2 from very small values that would lead the algorithm to overfit the training data). The aim of these
priors is to “regularize” the algorithm, preventing single trees to dominate the overall fit of the model
(Kapelner and Bleich; 2013).
The BCF algorithm proposed by Hahn et al. (2020) is a semi-parametric Bayesian regression model
that directly builds on BART. It, however, introduces some significant changes in order to estimate
heterogeneous treatment effects in regular assignment mechanisms (even in the presence of strong
confounding). The principal novelties of this model are the expression of the conditional mean of the
response variable as a sum of two functions and the introduction, in the BART model specification for
causal inference, of an estimate of the propensity score, E[Wi = 1 | Xi = x] = π(x), in order to improve
the estimation of heterogeneous treatment effects.2 Results from empirical Monte Carlo simulations
studies have shown an excellent performance of BART and BCF in causal inference tasks (Dorie et al.;
2019; Hahn et al.; 2019; Wendling et al.; 2018).
Here, we introduce the Bayesian Causal Forest with Instrumental Variable (BCF-IV) algorithm,
which is tailored to data-drivenly discover and estimate heterogeneous causal effects in an interpretable
way. Heterogeneous effects analyses are typically conducted for subgroups defined a priori to avoid
potential cherry-picking problems connected to reporting the causal effects only for subgroups with
extremely high or low treatment effects (Cook et al.; 2004). However, defining a priori these groups
has two main shortcomings: (i) it requires a fairly good understanding of the treatment effect; (ii)
researchers may miss unexpected subgroups. To overcome these limitations, we propose a data-driven
approach to discover heterogeneous effects by using honest sample splitting (Athey and Imbens; 2016).
Following a honest sample splitting approach we divide the data into two subsamples: one to build
the tree for the discovery of the heterogeneous effects (discover subsample: Idis) and another for
making inference (inference subsample: Iinf ). Accordingly to Athey and Imbens (2016), for both the
simulations and empirical application, half of the sample is assigned to Idis and the other half to
Iinf .3 As inference is a separated task from model selection, honest sample-splitting enables an honest
inference for effect modification.4 Algorithm (1) provides a general overview on the proposed BCF-IV
algorithm.
2It is important to highlight that the propensity score is not used to estimate the causal effects but to moderate the
distortive effects in treatment heterogeneity discovery due to strong confounding. Moreover, since BCF includes the entire
predictors’ vector, X, even if the propensity score is mis-specified or poorly estimated, the model allows for the possibility
that the response remains correctly specified (Hahn et al.; 2020). In Section B of the Supplementary Material, we show
that even if the estimate π̂(x) of the propensity score is incorrectly specified the simulated performance of the algorithm
does not notably deteriorate.
3As highlighted by Lee et al. (2020) different proportions of units could be assigned to the discovery and inference
subsamples. In the R function implementing BCF-IV, we leave to the researcher the choice of the ratio between discovery
and inference subsamples.
4Alternatively, honest inference could be obtained by techniques based on multiple testing and controlling for family
wise error rate such as the ones proposed by Hsu et al. (2015) and Johnson et al. (2019).
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Algorithm 1 Overview of Bayesian Causal Forest with Instrumental Variable (BCF-IV)
Inputs: N units i (Xi, Zi,Wi, Yi), where Xi is the feature vector, Zi is treatment assignment (instrumental variable), Wi
is the treatment receipt, and Yi is the observed response.
Outputs: (1) a tree structure discovering the heterogeneity in the causal effects, and (2) estimates of the Complier
Average Causal Effects within its leaves.
• The Honest Splitting Step:
1. Randomly split the total sample into a discovery (Idis) and an inference subsample Iinf .
• The Discovery Step (performed on Idis) (Section 2.2.1):
2. Estimation of the Conditional CACE:
(a) Estimate the conditional Intention-To-Treat: ÎTT (x);
(b) Estimate the conditional proportion of compliers: π̂C(x);
(c) Estimate the conditional CACE, τ̂ cace(x), using the estimated values from (a) and (b) as in (15) (for a
continuous outcome) or in (16) (for a binary outcome).
3. Heterogeneous subpopulations discovery:
(d) Discover the heterogeneous effects by fitting a decision tree using the data (τ̂ cace(x),Xi).
• The Inference Step (performed on Iinf ) (Section 2.2.2):
4. Estimate the τ̂ cace(x) for all the discovered subpopulations (i.e., nodes and leaves) in the tree discovered in
(d);
5. Perform multiple hypotheses tests adjustments of the p-values to control for familywise error rate or – less
stringently – for the false discovery rate;
6. Run weak-instrument tests within every node and discard those nodes where a weak-instrument issue is
detected.
2.2.1 Discovery Step: Discovering Heterogeneity in the Conditional CACE
After dividing the total sample into a discovery (Idis) and an inference subsample Iinf , we perform the
discovery of the heterogeneity in the conditional CACE on Idis. In particular, the BCF-IV algorithm
starts from modifying (7) to adapt it for the estimation of the conditional Intention-To-Treat, by
including the IV Zi:
Yi = f(Zi,Xi) + εi ≈ T1(Zi,Xi) + ...+ Tq(Zi,Xi) + εi, εi ∼ N (0, σ2), (8)
where, for simplicity, we assume the error to be a mean zero additive noise as in Hill (2011); Hahn et al.
(2020); Logan et al. (2019). The conditional expected value can of Yi be expressed as:
E[Yi | Zi = z,Xi = x] = g(z, x), (9)
and in turn the conditional intention-to-treat, ITTY (x), is:
ITTY (x) = E[Yi | Zi = 1,Xi = x]− E[Yi | Zi = 0,Xi = x] = g(1, x)− g(0, x). (10)
Then, adapting to an irregular assignment mechanism the model proposed by Hahn et al. (2020), we
adopt the following functional form for (9):
E[Yi | Zi = z,Xi = x] = µ(π(x), x) + ITTY (x)z (11)
where π(x) is the propensity score for the IV: π(x) = E[Zi = 1 | Xi = x]. The expression of
E[Yi | Zi = z,Xi = x] as a sum of two functions is central: the first component of the sum, µ(π(x), x),
directly models the impact of the control variables on the conditional mean of the response (the com-
ponent that is independent from the treatment effects) while the second component ITTY (x)z models
directly the intention-to-treat effect as a nonlinear function of the observed characteristics (this second
component captures the heterogeneity in the intention-to-treat). Both the functions µ and ITTY are
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given independent priors. These priors are chosen in line with Hahn et al. (2020) to be for the first
component the same priors of Chipman et al. (2010). However, for the second component the priors
are changed in a way that allows for less deep, hence simpler trees.
The estimated propensity score, in the BCF model, is not used for the estimation of the effects but
is included, as an additional covariate, in the first component of (11) to mitigate possible problems
connected to regularization induced confounding (RIC)5 and targeted selection.6 Moreover, in scenarios
where the IV is not randomized ex-ante, the inclusion of the estimated propensity score, π̂(x), leads to
an improvement in the discovery of the heterogeneity in the causal effect (Hahn et al.; 2019).
Using a similar rework of BART, one can estimate the conditional proportion of compliers, πC(x).
In particular, we propose to rework (7) as follows:
Wi = l(Zi,Xi) + εi ≈ T1(Zi,Xi) + ...+ Tq(Zi,Xi) + ψi, ψi ∼ N (0, ψ2), (12)
where, we assume again, the error ψi to be a mean zero additive noise. The conditional expected value
of Wi can be expressed as:
E [Wi | Zi = z,Xi = x] = δ(z, x), (13)
and the conditional proportion of compliers is:
E [Wi | Zi = 1,Xi = x]− E [Wi | Zi = 0,Xi = x] = δ(1, x)− δ(0, x), (14)
where δ(z, x) can be estimated, in the case of a binary Zi, using the BART methodology for causal
effects estimation proposed by Hill (2011) and implemented in R in the bartCause package (Dorie
et al.; 2020).
Finally, the conditional CACE can be expressed, reworking (5), as the ratio between (11) and (14):
τ cace(x) =
E[Yi | Zi = z,Xi = x]
E[Wi | Zi = z,Xi = x]
=
µ(π(x), x) + ITTY (x)z
δ(1, x)− δ(0, x)
. (15)
In the case of a binary outcome, the proposed methodology is implemented using again, instead
of BCF, a suitable rework of the causal BART algorithm proposed by Hill (2011). In this case, the
conditional CACE can be expressed as:
τ cace(x) =
E[Yi | Zi = z,Xi = x]
E[Wi | Zi = z,Xi = x]
=
g(1, x)− g(0, x)
δ(1, x)− δ(0, x)
, (16)
where both g(·, ·) and δ(·, ·) are estimated using BART using as an outcome the output Yi and Wi
respectively.
Once one estimated the conditional CACE as in (15), one can build a simple binary tree, using a
CART model (Breiman; 1984), on the fitted values (τ̂ cace(x)) to discover, in an interpretable manner, the
drivers of the heterogeneity. Indeed, as argued by Lee et al. (2021) and Lee et al. (2020), the subgroups
discovered from CART, are ideal to guarantee high levels of interpretability, where interpretability can
be defined as the degree to which a human can understand the cause of a decision or consistently predict
the results of the model (Miller; 2019; Kim et al.; 2016). The CART algorithm used for the detection of
heterogeneous subgroups is implemented in R using the rpart package version 4.1-15 (Therneau et al.;
2015). The maximal depth of the tree can be set by the researcher. In our empirical example and in
the simulations, the maximal depth is set to two to maintain a small level of complexity (and, in turn,
enhance interpretability) and guarantee enough observations within each node (see Lee et al.; 2021, for
further a discussion on tree depth, interpretability and subgroups sizes).
Alternatively, one could directly fit the CART on the estimated unit level ITT in (11). We call this
alternative methodology BCF-ITT. BCF-ITT could be potentially helpful in scenarios where (i) one
5RIC is analyzed in depth in Hahn et al. (2018). RIC issues rise when the ML algorithm used for regularizing the
coefficient does not shrink to zero some coefficients due to a nonzero correlation between Zi and Xi resulting in an
additional degree of bias that is not under the researcher’s control.
6Targeted selection refers to settings where the treatment (or in an IV scenario the assignment to the treatment) is
assigned based on an ex-ante prediction of the outcome conditional on some characteristics Xi. We refer to Hahn et al.
(2020) for a discussion of targeted selection problems.
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can imagine the heterogeneity to be driven by small values of πC(x), or (ii) one is solely interested in the
detection of the heterogeneity in the ITT. BCF-ITT may suffer limitations when the ITT is relatively
homogeneous while the proportion of compliers in various subgroups is not. In the simulations in
Section B of the Supplementary Material, we discuss further the comparison between BCF-IV and
BCF-ITT and how BCF-IV dominates BCF-ITT in the detection of the heterogeneity in CACE.
2.2.2 Estimation of Conditional CACE
Once the heterogeneous patterns in the intention-to-treat (ITT) are learned from the algorithm, one can
estimate the conditional CACE, τ cace(x) on the inference subsample Iinf . To do so, one can suitably
estimate the various terms in Equation (6) within all the different sub-populations that were detected
in the previous step using moment-based instrumental variables estimators (see the Supplementary
Material).
In the case of a binary instrument (Zi ∈ {0, 1}) and a binary treatment variable (Wi ∈ {0, 1}),
Angrist et al. (1996) and Imbens and Rubin (2015) revealed that the population versions of the moment-
based IV estimator correspond to a Two Stage Least Squares (henceforth referred as 2SLS) estimator
of τ cace, in the cases where the four IV assumptions can be assumed to hold. Hence, since this case
is analogous to our setting, one can apply the 2SLS method in every node Xj of the tree T for the
estimation of the effect on the compliers population, as it is presented by Imbens and Rubin (1997).
The two simultaneous equations of the 2SLS estimator are, in the population,
Y obsi = α+ τ
caceWi + εi, (17)
Wi = π0 + πCZi + ηi, (18)
where E(εi) = E(ηi) = 0, and E(Ziηi) = 0. In the econometric terminology, the explanatory variable
Wi is endogenous, while the IV variable Zi is exogenous. (17) is referred to as the outcome equation
and (18) is referred to as the treatment equation (Lee and Lemieux; 2010).
We can express the 2SLS equations, conditional on a subpopulation of a node Xj , as
Y obsi,Xj = αXj + τ
cace
Xj Wi,Xj + εi,Xj , (19)
Wi,Xj = π0,Xj + πC,XjZi,Xj + ηi,Xj , (20)
where E(εi,Xj ) = E(ηi,Xj ) = 0, and E(Zi,Xjηi,Xj ) = 0.

















= ᾱXj + γXjZi,Xj + ψi,Xj . (21)
In the case of a single instrument, the logic of IV regression is that one can estimate the respective
parameters πC,Xj and γXj = τ
cace
Xj πC,Xj of the regressions (20) and (21) above by least squares, when
the observations in each node are independent and identically distributed, then obtaining an estimate
of the parameter τ caceXj in (19). In particular, for every element Xi of a node Xj , one can estimate
τCACE(Xi) = τ
cace
Xj through 2SLS, as the following ratio (Imbens and Rubin; 2015):




The theoretical properties of these conditional estimators are reported in Section A of the Supplemen-
tary Material.
Within each subgroup Xj , we evaluate whether τ̂2SLSXj is significantly different from zero, and we run
weak-instrument tests for the estimated effects and we discard those nodes where a weak-instrument
issue is detected. This is done to avoid problems connected to the discovery of heterogeneous effects
driven by a small proportion of compliers in the subgroup (aka potential weak-instrument issue).
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Furthermore, for each leaf of the generated tree, we implement a set of multiple hypotheses tests
adjustments to control for Type I error rate (aka familywise error rate – e.g., the probability of making
a Type I error among a specified group, or family, of tests), or false discovery rate (e.g., the expected
proportion of false discoveries amongst the rejected hypotheses). Indeed, while the main focus of the
BCF-IV algorithm is to discover heterogeneous effects in the form of an interpretable tree structure
and then estimate the subgroup effects, it may be of interest to assess the significance of the discovered
heterogeneity at leaves-level while controlling for potential spurious heterogeneity discovery. In par-
ticular, the adjustment methods that are implemented in BCF-IV are the Bonferroni correction and
the corrections proposed by Holm (1979), Hochberg (1988), Hommel (1988), Benjamini and Hochberg
(1995) and Benjamini and Yekutieli (2001). The first four methods are designed to control for family-
wise error rate, while the last two corrections control for the false discovery rate. The false discovery
rate is a less stringent condition than the family-wise error rate, so the latter two methods are more
powerful than the others. By default, BCF-IV implements Holm’s method, which is more stringent,
dominates the Bonferroni correction, and is valid under quite mild assumptions, while Hochberg’s and
Hommel’s methods are valid when the hypothesis tests are independent or when they are non-negatively
associated (Sarkar and Chang; 1997). However, depending on the specific setting of application and
the specific research interest, any of the other methods can be implemented instead.
3 Monte Carlo Simulations
The overall goal of this Section is to provide insights on how discovering and estimating the causal
effects in the presence of imperfect compliance is a complex task that depends on multiple factors
such as the structure and magnitude of heterogeneity in the causal effects, the size of the available
data, the strength of the IV used and the heterogeneity of compliance rate among different subgroups.
To do so, a set of Monte Carlo simulations’ scenarios is designed to analyse the performance of the
proposed methodologies as a function of: (1) the structure and magnitude of the heterogeneous effects
within the different subgroups; (2) the size of the data used in the analysis. In Section B of the
Supplementary Material, we provide a number of robustness checks of the Monte Carlo simulation. In
particular, we focus on what happens to the fit of the three algorithms when one introduces: (3) the
different compliance rates, ranging from a strong instrument (high compliance) to a weak one (low
compliance); and (4) the variation in the compliance rates among different subgroups; (5) confounding
in the generation of the IV; (6) covariance in the covariates matrix; and (7) misspecification in the
propensity score. The performance of BCF-IV does not significantly deteriorate, as compared to the
baseline models introduced in the following simulations.
The following simulations were designed to closely mimic the empirical example discussed later in
Section 4 in order to furnish a useful guidance on the reliability of the empirical results. In particular,
the generated Monte Carlo data reproduce an imperfect compliance setting under the assumption of
one-sided non-compliance (i.e., units that are not assigned to the treatment will never be able to get it)
with potential heterogeneity in the causal effects and in the compliance rate. Sample sizes (4,000) and
compliance rates (0.75) are simulated to be slightly smaller than the ones in the empirical application
on EEO data reported later in Section 4 in order to provide conservative guidance on the algorithms’
performances.7
To evaluate the performance of the BCF-IV and BCF-ITT algorithms, we contrast them with other
two methods tailored for drawing causal inference in irregular assignment mechanism scenarios: the
Honest Causal Trees with Instrumental Variable (HCT-IV) algorithm (Bargagli-Stoffi and Gnecco; 2020)
and the Generalized Random Forests (GRF) algorithm (Athey et al.; 2019). Both these algorithms were
shown to outperform other causal machine learning methodologies in irregular assignment mechanisms.
Since the foremost focus of this paper is on discovery of the heterogeneity in the effects in terms of
an interpretable tree structure and the estimation of this heterogeneity in all the detected subgroups,
we compare and evaluate the algorithms on three critical dimensions: (i) the ability of the algorithms
to correctly detect the subgroups (at leaves level) with heterogeneous causal effects, (ii) the capacity
7The smallest learning sample for the EEO has 4,300 observations and an overall compliance rate of roughly 0.80.
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of BCF-IV to control for false positive discovery at leaves level through p-value adjustment, and (iii)
the overall performance in terms of estimation accuracy for the conditional causal effects within the
correctly discovered subgroups (namely, the ones with heterogeneous effects). With respect to the
former dimension, we compare BCF-IV and BCF-ITT with HCT-IV as these three methods are able to
identify, in an interpretable manner, the groups with highest levels of heterogeneity in the causal effect.
In this case, we leave out the comparison with GRF as this technique is not providing interpretable
guidance on the subgroups with highest levels of heterogeneity. For the latter dimension, we compare
the estimation ability of BCF-IV with the one of GRF.8
We start by generating the set of potential outcomes Yi(Zi), potential treatments Wi(Zi), and
covariates Xi for each unit i, where the observed treatment and outcome are based on the value of
the instrument Zi. For each data-generating process, we generate the covariate matrix X with 10
binary covariates from Xi1 to Xi10 where each covariate is sampled from a binomial distribution with
success probability equal to 0.5: Xip ∼ Binom(0.5). The binary instrument Zi is also drawn from a
binomial distribution, Zi ∼ Binom(0.5). Given one-sided non-compliance, for units not assigned to
the treatment their potential treatment is always 0, namely Wi(0) = 0. The potential treatment is a
Bernoulli trial with a success rate (or compliance rate) of πXi1,Xi2 . This means that the compliance
rate depends on the two covariates Xi1 and Xi2 mimicking a setting where people assigned to the
treatment may decide to actually receive it or not based on the values of some observed covariates. The
potential outcomes of units having not received the instrument are sampled from a standard normal
distribution, Yi(0) ∼ N (0, 1), while the potential outcomes of units having received the instrument are
a function of the treatment value and τ cace(Xi): Yi(1) = Yi(0) + Wi(1)τ
cace(Xi). τ
cace(Xi) indicates
the heterogeneous conditional CACE, which is a function of the set of covariates levels of each unit. To
simplify, we make τ cace(Xi) dependent on Xi1 and Xi2 and we generate two scenarios:
1. strong heterogeneity scenario:
τ cace(Xi) =

k if Xi ∈ `1 = {Xi : Xi1 = 0, Xi2 = 0};
−k if Xi ∈ `2 = {Xi : Xi1 = 1, Xi2 = 1};
0 otherwise;
2. slight heterogeneity scenario:
τ cace(Xi) =

k if Xi ∈ `1 = {Xi : Xi1 = 0, Xi2 = 0};
−k if Xi ∈ `2 = {Xi : Xi1 = 1, Xi2 = 1};
0.5k if Xi ∈ `3 = {Xi : Xi1 = 1, Xi2 = 0};
−0.5k if Xi ∈ `4 = {Xi : Xi1 = 0, Xi2 = 1};
where k is a positive number and, to simplify the notation, we refer to `1 for Xi1 = 0, Xi2 = 0, `2
for Xi1 = 1, Xi2 = 1, `3 for Xi1 = 1, Xi2 = 0, and `4 for Xi1 = 0, Xi2 = 1.
Half of the learning sample was assigned to the discovery subsample and the other half to the inference
subsample.
The performance of the BCF-IV algorithm is evaluated using a number of goodness-of-fit measures,
averaged over M = 500 generated data sets. With respect to the first two dimensions – the ability to
correctly discover the subgroups with heterogeneous effects at leaves level and the capacity of BCF-IV
to control for false positive discovery at leaves level – we evaluated the performance of the algorithms
using a suitable rework of common performance measures from the classification literature. With
respect to the first dimension, we assess the True Positive Rate (TPR) discovery as the rate at which
the algorithm is able to correctly detect the subgroups with true heterogeneity (`1 and `2 in the case
of strong heterogeneity and `1, `2, `3 and `4 in the case of slight heterogeneity) at leaves level. Namely,
TPR is computed as the ratio TPTP+FN where TP stands for the number of True Positive, and FN stands



























Table 1: Classification for heterogeneous subgroups detection, where HES refers to Heterogeneous
Effects Subgroup at leaves level.
for the number of false negatives. Regarding the second dimension, the performance of the algorithm
to control for false positive discovery is evaluated using the False Positive Rate (FPR). FPR ranges
from zero (best performance) to one (worst performance) and is the ratio FPFP+TN , where FP stands for
the number of false positives and TN for the number of true negatives. The evaluation is performed on
leaves level. The intuition is that if the algorithm is able to detect/discard heterogeneous subgroup at
the final level (read leaves) it will also be able to detect it at any intermediate level (read nodes).9. We
refer to Table 1 for additional details. Finally, the overall performance in terms of estimation accuracy
for the conditional effects within the correctly discovered subgroups is evaluated using a number of
performance measures for all the correctly discovered heterogeneous subgroups at leaves level. In
particular, we measured the Monte Carlo estimated bias for the heterogeneous subgroups, Monte Carlo
coverage. These measures are introduced in more detail in Section B of the Supplementary Material.
Building on the data generating process described above, we introduce variations in the effect size
of the heterogeneous causal effects, in the structure of the heterogeneity and in the sample sizes. These
features are important for various reasons. Firstly, as the size of the effect within the heterogeneous
subgroups and its difference between various such subgroups are growing the algorithms should depict a
higher ability to correctly discover these subgroups. Secondly, it is important to assess the ability of the
algorithms to discover the correct subgroups in the presence of various structures of the heterogeneity.
Finally, both the discovery and the estimation ability of the algorithms are expected to vary based on
the size of the learning sample.
In the proposed simulation setting, we consider three varying factors: (i) the effect size k from 0
(no heterogeneity) to 2 (greater level of heterogeneity); (ii) the structure of the heterogeneity: slight
heterogeneity scenario vs strong heterogeneity scenario and; (iii) the sample size with N = 1, 000, or
4, 000. These sample sizes refer to the size of data used for either the discovery or the inference step.
The compliance rate is set to be 0.75 (strong instrument scenario) and the covariance between the
covariates to be zero. The results for TPR are depicted in Figure 1. Figure 2 reports the results for the
FDR. The results for the overall performance in terms of estimation accuracy within the subgroups are
shown in Tables 2 and 3. Figure 1 depicts the results for the TPR in the strong and slight heterogeneity
scenario both with 1,000 and 4,000 observations. We compare the results for the subgroups identified
with BCF-IV (blue line) with the ones of BCF-ITT (green line) and HCT-IV (red line). In both
scenarios, BCF-IV and BCF-ITT are able to converge to the highest possible TPR as the effect size
grows larger. This convergence is faster as the sample sizes increases. Moreover, their performance is
very similar, and they always outperform HCT-IV. Figure 2 depicts the results for the FDR for BCF-IV
in the same scenarios. These results complement the information from the previous figure on TPR.
While those results focus on the ability of BCF-IV to correctly discover the heterogeneous subgroups,
these results evaluate the ability of the algorithm to control for false discoveries (FPR). In both strong
and slight heterogeneity scenarios, BCF-IV is able to keep a FPR very close to zero by discarding false
9We want to highlight that, while the TPR is evaluated comparing BCF-IV (and BCF-ITT) with HCT-IV, FPR is
evaluated just for BCF-IV. Indeed, as HCT-IV is not able to correct for false positive (or false discovery) rate the advantage
of BCF-IV are manifest in this scenario. Hence – to build the fairest comparison – we employed p-values correction just
in the evaluation of the FPR for BCF-IV. The significance level is set to 0.05.
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discoveries through p-values adjustments controlling for the familywise error rate.
Tables 2 and 3 show the results for the estimated conditional effects within the subgroups with
heterogeneous effects for the case of strong heterogeneity with 1,000 and 4,000 data points respectively.10
Also with respect to the estimation of the conditional CACEs, BCF-IV seems to perform in a very good
way irrespective of the effect size. Indeed, the Monte Carlo estimated MSE and bias are smaller than

































































































































































































































































Figure 2: FDR for the strong heterogeneity and the slight heterogeneity scenarios.
10The estimation results for the case of slight heterogeneity mimic the results for the case of strong heterogeneity, as
these two designs do not differently affect the ability of the algorithms to precisely estimate the conditional effects.
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Effect Size MSE(τ̂cacel1 ) Bias(τ̂
cace
l1
) Coverage(τ̂cacel1 ) MSE(τ̂
cace
l2





0 0.030 0.138 0.952 0.031 0.140 0.938
0.1 0.021 0.020 0.974 0.019 0.018 0.980
0.2 0.028 -0.004 0.960 0.027 -0.014 0.968
0.3 0.027 0.008 0.956 0.031 0.010 0.938
0.4 0.028 -0.013 0.962 0.031 -0.022 0.950
0.5 0.029 0.007 0.954 0.026 -0.014 0.964
0.6 0.026 -0.004 0.960 0.031 -0.016 0.944
0.7 0.028 0.003 0.958 0.032 -0.012 0.944
0.8 0.030 -0.003 0.944 0.029 -0.002 0.952
0.9 0.031 0.010 0.936 0.029 0.002 0.944
1 0.028 0.004 0.952 0.029 0.004 0.950
GRF
0 0.018 0.107 0.998 0.017 0.103 0.998
0.1 0.015 -0.072 1.000 0.015 -0.075 1.000
0.2 0.070 -0.235 0.962 0.066 -0.222 0.954
0.3 0.135 -0.328 0.732 0.136 -0.329 0.708
0.4 0.197 -0.398 0.646 0.197 -0.399 0.648
0.5 0.235 -0.427 0.652 0.234 -0.431 0.658
0.6 0.249 -0.439 0.684 0.264 -0.445 0.672
0.7 0.232 -0.394 0.752 0.234 -0.408 0.752
0.8 0.216 -0.367 0.798 0.224 -0.384 0.782
0.9 0.208 -0.344 0.838 0.219 -0.357 0.824
1 0.186 -0.318 0.862 0.181 -0.309 0.876
Table 2: Simulation results for 1,000 data points and strong instrument.
Effect Size MSE(τ̂cacel1 ) Bias(τ̂
cace
l1
) Coverage(τ̂cacel1 ) MSE(τ̂
cace
l2





0 0.007 0.068 0.950 0.008 0.071 0.944
0.1 0.007 0.004 0.960 0.007 0.007 0.944
0.2 0.007 -0.004 0.950 0.007 -0.003 0.942
0.3 0.007 0.001 0.940 0.007 -0.003 0.960
0.4 0.007 0.002 0.962 0.007 0.002 0.940
0.5 0.007 -0.008 0.958 0.007 0.003 0.956
0.6 0.007 -0.006 0.940 0.008 -0.004 0.938
0.7 0.006 0.002 0.968 0.007 -0.004 0.948
0.8 0.008 0.006 0.942 0.007 -0.001 0.952
0.9 0.007 0.001 0.960 0.008 0.002 0.942
1 0.008 -0.005 0.938 0.006 0.007 0.966
GRF
0 0.006 0.063 1.000 0.006 0.063 1.000
0.1 0.013 -0.080 1.000 0.012 -0.079 1.000
0.2 0.032 -0.143 0.968 0.030 -0.135 0.976
0.3 0.033 -0.126 0.972 0.033 -0.129 0.980
0.4 0.031 -0.102 0.992 0.028 -0.097 0.978
0.5 0.030 -0.093 0.984 0.025 -0.078 0.986
0.6 0.023 -0.051 0.994 0.025 -0.055 0.996
0.7 0.017 -0.026 1.000 0.019 -0.032 0.998
0.8 0.018 -0.014 1.000 0.016 -0.015 0.998
0.9 0.017 -0.011 1.000 0.019 -0.005 1.000
1 0.016 -0.008 0.996 0.014 -0.004 0.998
Table 3: Simulation results for 4,000 data points and strong instrument.
4 Heterogeneous Causal Effects of Education Funding
There is a wide consensus that education positively influences labor market outcomes (see the review
by Psacharopoulos and Patrinos; 2018). Moreover, the question on whether or not school spending
affects students’ performances has been central in the economic literature (Coleman; 1966; Hanushek;
2003; Jackson et al.; 2015; Jackson; 2018). Students’ performance can be driven by multiple factors
connected with students’ characteristics and environmental characteristics. However, to the best of our
knowledge, this is the first paper to study the heterogeneous impact of additional school funding on
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students’ performance using machine learning techniques tailored for causal inference. In this Section
we apply the BCF-IV algorithm to evaluate the impact and estimate the heterogeneity in the effects of
additional funding to schools with disadvantaged students on students’ performance. First, we describe
the data used for this application. Next, we depict the identification strategy. Finally, we describe the
results obtained and their relevance in the economics of education literature.
4.1 Data
The EEO program, promoted by the Flemish Ministry of Education to encourage “Equal Educational
Opportunities”, provides additional funding for secondary schools with a significant share of disadvan-
taged students. Owing to the funding schools can hire additional teachers and increase the number of
teaching hours. Pupils are considered to be disadvantaged on the basis of five different indicators: (i)
the pupil lives outside the family; (ii) the pupil does not speak Dutch as a native language; (iii) the
mother of the pupil does not have a secondary education degree; (iv) the pupil receives educational
grant guaranteed for low income families; and (v) one of the parents is part of the travelling population.
In order for a school to be eligible for the EEO funding, it needs to satisfy two conditions: the first
condition is that the share of students with at least one of the five characteristics has to exceed an
exogenously set threshold; to avoid fragmentation of resources, the second condition requires that the
additional resources should be at least larger than six teaching hours a week. The exogenous threshold
is, for students in the first two years of secondary education (first stage students), a minimum share of
10% disadvantaged students.
The Flemish Ministry of Education provided us with data on the universe of pupils in the first
stage of education in the school year 2010/2011 (135,682 students). In particular, we have data on
student level characteristics and school level characteristics. The student level characteristics cover the
sex of the pupil (Sex ), the grade retention in primary school (retention) and the inclusion of the pupil
in the special needs student population in primary school (which serves as a proxy of student’s low
cognitive skills). The school level characteristics include both the teacher characteristics, such as the
teachers’ age, seniority and education, in addition to principal characteristics, such as the principals’
age and seniority. Teacher and principal seniority measures the level of experience of the teachers
and principals, respectively. These variables assume values in the range of 1 to 7, where the teachers
(and principals) with a seniority level of 1 are the least experienced (0-5 years of experience) and
teachers (and principals) with a seniority level of 7 are the most experienced (more than 30 years of
experience).11 Similarly, the ages of teacher and principal are reported as categorical variables that
range from 1 to 8, where teachers/principals in the first category are the youngest (less than 30 years
old) and teachers/principals in the last category are the oldest (more than 60 years old).12 Teachers’
education records whether or not the teacher holds a pedagogical training (in the following we will refer
to it as “teacher training”). All these variables are aggregated at school level in the form of averages
(for age and seniority) and shares (for teachers’ education) and assigned to each student with respect
to the school where he/she is enrolled.
The outcome variable is a dummy variables defined as follows: the variable A-certificate assumes
value 1 if the student gets an “A-certificate” at the end of the school year (which is the most favorable
outcome) and 0 if not. Since we do not have data on standardized test scores for Flemish students,
A-certificate is a good, available proxy of student performance. Every year, each student performs a
final test and gets a ranking from “A” to “C”. Students that get an “A” can progress school without
any restriction, while the students that get either “B” or “C” can progress school but only in specific
programs or have some grade retention. Furthermore, we additionally analyse – in the Supplementary
Material – the results that would be obtained using the variable the variable progress school as outcome.
11Teachers and principals’ seniority classes are the following: class 1: between 0 and 5 years of experience; class 2:
between 6 and 10; class 3: between 11 and 15; class 4: between 16 and 20; class 5: between 20 and 25; class 6: between
26 and 30; class 7: more than 30.
12Teachers and principals’ age classes are the following: class 1: less than 30 years old; class 2: between 30 and 34;
class 3: between 35 and 39; class 4: between 40 and 44; class 5: between 45 and 49; class 6: between 50 and 54; class 7:
between 55 and 60; class 8: more than 60.
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This variable assumes value 1 if the student progresses to the following year without any grade retention
and 0 if not (this variable is a complement of school retention). Both these outcome variables are
proxies for different levels of students’ performance: a positive A-certificate proxies for a higher level
of performance than a positive progress school. In principle, the target of a policy-maker could be to
have the highest possible share of students getting “A-certificates” and the lowest share of students not
progressing through school.
4.2 Identification Strategy
To evaluate the impact of the policy on students’ performance we apply the BCF-IV within a regression
discontinuity design (Trochim; 1984; Hahn et al.; 2001). Regression Discontinuity Design (RDD) is a
method that aims at evaluating the causal effects of interventions in settings where the assignment to
the treatment is determined (at least partly) by the values of an observed covariate lying on either sides
of a threshold point. The idea is that subjects just above and below this threshold are very similar and
one can assume a quasi-randomization around the threshold (Mealli and Rampichini; 2012). RDDs are
categorized in sharp RDDs and fuzzy RDDs.
In sharp RDDs, the central assumption is that, around the threshold, there is a sharp discontinuity
(from 0 to 1) in the probability of being treated. This is due to the fact that in sharp RDDs there is
no room for imperfect compliance. In many real world scenarios, however, thresholds are not strictly
implemented, as in the case of our application. To deal with these situations, one can use fuzzy RDDs,
which are applicable when around the threshold the probability of being actually treated changes
discontinuously, but not sharply from 0 to 1 (i.e., the jump in the probability of being treated is less
than 1).
In our application of the fuzzy RDD technique, we exploit two cutoffs around the 10% share of
disadvantaged students in the first stage of secondary education. The students in schools just below
the threshold are assigned to the control group (Zi = 0), while the students in schools just above the
threshold are assigned to the treated group (Zi = 1). The bandwidth around the threshold (from which
one obtains the two cutoffs) is determined using the data-driven methodology proposed by Calonico
et al. (2014) and implemented in the rdrobust package in R (Calonico et al.; 2015). This methodology
is used as a stand-alone bandwidth selector, and inference on the treatment effect is performed, on the
inference subsample, using the estimators introduced in Section 2.2.2. Following the indication of
Imbens and Lemieux (2008), we focus on the outcome equation to select the bandwidth and then we
use the same bandwidth for the estimation of the treatment equation. Moreover, as pointed out by Lee
and Lemieux (2010), the usage of the same bandwidth guarantees the validity of the 2SLS estimators
used to estimate the causal effects.
The selected bandwidths around the threshold are 3.5% and 3.7%, respectively for the outcome
variables A-certificate and progress school. According to these two bandwidths, we obtain two refined
samples where the sample with the 3.5% bandwidth is the smallest and the sample with the 3.7%
bandwidth the largest. To further validate the bandwidths selected using the method of Calonico et al.
(2014), we run additional analyses implementing the Bayesian methods proposed by Li et al. (2015) and
by Mattei and Mealli (2016). In particular, we run a series of robustness checks for the selection of the
bandwidths around the threshold implementing a hierarchical Bayesian model for assessing the balance
of the covariates between the groups of observations assigned to the treatment and the ones assigned to
the control. For both the thresholds selected following Calonico et al. (2014) (i.e., 3.5% and 3.7%), the
probability of the pre-assignment variables being well-balanced is high for the subpopulations defined
by values of the cutoff strictly lower than 3.5% and 3.7%. Indeed, these probabilities are larger than
or close to 0.8, indicating that the covariates are balanced in the two groups.
Moreover, to guarantee an equal representation to all the schools, and to avoid biases related to
the over-representation of biggest schools’ students, we sample 50 pupils from each school. In turn,
this leads to a higher balance among the averages between the observations assigned to the treatment
and the observations assigned to the control, as shown in panel (a) of Figure C.1 in the Supplementary
Material.
In Section C of the Supplementary Material, we run a series of tests to show that the RDD is valid
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for this application. Moreover, as a robustness check we sample a higher number of students according
to the size of the smallest school (62 pupils) from every school. We show the balance in the samples of
units assigned to the treatment and to the control in the second scenario.
4.3 Results
This Section assesses the effects of the additional funding on students’ performances and highlights the
main drivers of the heterogeneity in causal effects. These analyses are made for the outcome variable
A-certificate. In Section D of the Supplementary Material, we report the results for a progress school.
It is important to highlight that the results for both the outcomes, considered separately, in terms
of effects and heterogeneity drivers, remain roughly the same when we (i) widen the sample of units
included in the analysis, and (ii) perform the heterogeneity discovery on the ITT (results are reported
in the Supplementary Material).
The variable A-certificate serves as a proxy for positive performance. In our sample, the students
that got an “A-certificate” are the 91.73% of the total population. In Figure 3, the heterogeneous
Complier Average Causal Effects (CACE) estimated using the proposed model are depicted. The
darker the shade of blue in the node the higher the causal effect.
Although positive, the overall effect of the additional funding is not significant. This finding is in
line with the recent literature on school spending and students’ performance in a cross-country scenario
(Hanushek et al.; 2016; Hanushek and Woessmann; 2017) and in the Flanders, in particular (D’Inverno
et al.; 2021). However, it is compelling to observe the main drivers of the heterogeneity in the causal
effect. It is worth highlighting that we did not implement any leaves trimming using p-values corrections
as the aim of this application was to discover an interpretable representation of potential heterogeneity
in the effects, even in the absence of significant results.
The first driver in the heterogeneity of the effects is the variable principal age: for students in
schools with younger principals, the effects of funding are larger. These results, even if not significant,
show that the treatment effects are higher for students that are in schools with principals younger than
55 years old. The second driver of heterogeneity is the seniority of the teachers: students in schools
with younger principals and with less senior teachers – namely, teachers with less than 11 years of
experience – have an increase in their performance. The conditional effect is 0.051, meaning that being
treated leads to an increase of 5.1% in the probability of getting the highers possible grade. On the
opposite side, students in schools with older principals and with more senior teachers – namely, teachers
with more than 11 years of experience – have a decrease in their performance. The conditional effect is
-0.039, meaning that being treated leads to a decrease of 3.9% in the probability of getting the highest
possible grade.
Both these heterogeneity drivers, namely, the seniority and age of the teachers and principals,
are particularly appreciable, as there are evidences in the education literature that connect teachers’
seniority (Rice; 2010; Harris and Sass; 2011), teachers’ age (Holmlund and Sund; 2008) to their teaching
performance, and in turn teaching performance to students’ positive achievements (Goldhaber and
Hansen; 2010). Moreover, there is a compelling evidence in the literature regarding the role of principals
in driving higher students’ achievements (Eberts and Stone; 1988; Gentilucci and Muto; 2007), however
this is, to the extent of our knowledge, the first research that highlights the role of principal’s age and
seniority as drivers of treatment effect variations. Interestingly, another source of treatment variation
is student’s sex. Female students in schools with older principals, depict a positive effect while male
students a negative effect. Yet, the effects for both subgroups are not significant.
This evidence can be interpreted in the following way: the additional funding has a negative, but not
statistically significant, effect in the performance of students in the overall population, but it increases
its effect in a notable way for those students in schools with less senior teachers and younger principals.
These results are in line with the evidence that additional school funding does not boost the performance
of the overall population of students (Hanushek et al.; 2016; Hanushek and Woessmann; 2017; D’Inverno
et al.; 2021) and with the literature that connects students’ achievements with principals (Eberts and
Stone; 1988; Gentilucci and Muto; 2007) and teachers performance (Holmlund and Sund; 2008; Rice;
























Teacher Senior. < 4 Teacher Senior. ≥ 4
Principal Age < 7 Principal Age ≥ 7
Figure 3: Visualization of the heterogeneous Complier Average Causal Effects (CACE) of additional funding on A-
certificate estimated using the proposed BCF-IV model. The overall learning sample size is 4,300. The tree is a summa-
rizing classification tree fit to posterior point estimates of individual treatment effects.
The significance level is * for a significance level of 0.1, ** for a significance level of 0.05 and *** for a significance level
of 0.01.
we find some evidence of treatment effects variation connected to teachers’ seniority, principal age, and
students sex the conditional causal effects are not significantly different from zero.
5 Conclusion and Discussion
This paper developed a novel Bayesian machine learning technique, BCF-IV, to draw causal inference
in scenarios with imperfect compliance. By investigating the heterogeneity in the causal effects, the
technique expedites targeted policies. We manifested that the BCF-IV technique outperforms other
machine learning techniques tailored for causal inference in precisely estimating the causal effects and
converges to an optimal large sample performance in identifying the subgroups with heterogeneous
effects. Moreover, using Monte-Carlo simulations, we showed that the competitive advantages of using
BCF-IV, as compared to GRF or HCT-IV, are substantial.
In our application, we evaluated the effects of additional funding on students’ performances. While
the overall effects are negative but not significant, there are significant differences among different
sub-populations of students. Indeed, for students in schools with less senior and younger principals
(principals younger than 55 years old and with less than 30 years of experience) the effects of the policy
are greater. We want to highlight that age and seniority of principals as treatment variation drivers
are robust to different definitions of the outcome variable (see results in Section 4), to variations in the
algorithm used (BCF-IV vs BCF-ITT), in the size and definition of the learning sample and, in turn,
in the balance between the group of treated and control units (see the Supplementary Material).
On one hand, as an underlying mechanism, the need for additional funds can be higher in schools
with younger and less senior principals, who are more often observed in the most disadvantaged schools.
This phenomenon arises as senior principals select themselves out of the most disadvantaged schools
and more into advantaged schools, thereby creating relatively more vacancies in disadvantaged schools.
Therefore, on average, younger and less senior principals lack a real choice but to start working in the
most disadvantaged schools. Moreover, we can think of the motivation for principals to decrease as
they grow older and this, in turn, have an impact on their performance, and their ability to effectively
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allocate the additional funds. To the best of our knowledge, this is the first study that investigates the
effects of age and seniority of principals on enhancing the effectiveness of school funding on students’
performance. The investigation of the true causal channel is beyond the goals of this paper and is left
to further investigation where more granular teachers’ and principals’ characteristics are available.
These results are relevant to the policy as they furnish the instruments to policy-makers to enhance
the effects of additional funding on students’ performance. Indeed, on one side policy-makers could
target just students in school with positive, effects reducing the overall costs of the policy and using
the savings to experiment more effective policies in the other schools. On the other side, policy-makers
could analyze the reason of lack of the effectiveness of funding in schools with certain characteristics
and implement policies to boost the effects of future funding. Furthermore, the added value of our
algorithm is that it could enable policy-makers to target just those units that benefit the most from
the treatment and it provides an insight on possible inefficiencies in the allocation and/or usage of
funding. From our analysis it seems that there is room for policies that support less senior principals
since students in their schools show higher returns in terms of performance from additional funding.
The extension of these methods to other fields of economic investigation and the development of
novel machine learning algorithms for targeted policies and welfare maximization can form the future
scope of further research. In particular, the development of an algorithm that could deal with welfare
maximization in the context of multiple outcomes is of interest. As a further extension, it may be
worth exploring hierarchical testing procedures to control for familywise error rate (see, e.g., Marcus
et al.; 1976) or for false discovery rate (see, e.g., Yekutieli; 2008) at each node of the tree discovered
by BCF-IV and not just in the terminal nodes. Such algorithms have been explored in the context of
matching procedures by Johnson et al. (2019) and Lee et al. (2021). Moreover, the “usual” Bayesian
way for estimating CACE is via a data augmentation scheme, (e.g., imputing compliance status and
estimating impacts among estimated compliers, as in Imbens and Rubin; 2015). In our algorithm we
do not implement such a methodology, however, as a further line of research, it could be extended
including a data augmentation scheme.
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Supplementary Material
A Discussion on the Instrumental Variable Approach in the Empir-
ical Application
A.1 Assumptions
In a typical IV scenario one can express the treatment received as a function of the treatment assigned:
Wi(Zi). This leads to distinguish four sub-populations of units (Gi) (Angrist et al.; 1996; Imbens and
Rubin; 2015): (i) those that comply with the assignment (compliers: Gi = C : Wi(Zi = 0) = 0 and
Wi(Zi = 1) = 1); (ii) those that never comply with the assignment (defiers: Gi = D : Wi(Zi = 0) = 1
and Wi(Zi = 1) = 0); (iii) those that even if not assigned to the treatment always take it (always-takers:
Gi = AT : Wi(Zi = 0) = 1,Wi(Zi = 1) = 1); (iv) those that even if assigned to the treatment never
take it (never-takers: Gi = NT : Wi(Zi = 0) = 0,Wi(Zi = 1) = 0). In such a scenario what “one
directly gets from the data” is the so-called Intention-To-Treat (ITTY ):
ITTY = E[Yi | Zi = 1]− E[Yi | Zi = 0], (A.1)
which is defined as the effect of the intention to treat a unit on the outcome of the same unit. (A.1)
can be written as the weighted average of the intention-to-treat effects across the four sub-populations
of compliers, defiers, always-takers and never-takers:
ITTY = πCITTY,C + πDITTY,D + πNT ITTY,NT + πAT ITTY,AT , (A.2)
where ITTY,G is the effect of the treatment assignment on units of type G and πG is the proportion of
units of type G.
ITTY does not represent the effect of the treatment itself but just the effect of the assignment to
the treatment. If we want to draw proper causal inference in such a scenario we need to invoke the four
classical IV assumptions (Angrist et al.; 1996):
1. exclusion restriction: Yi(0) = Yi(1), for Gi ∈ {AT,NT} where, for each sub-population and
z ∈ {0, 1}, the shortened notation Yi(z) is used to denote Yi(z,Wi(z))
2. monotonicity : Wi(1) ≥Wi(0)→ πD = 0;
3. existence of compliers: P (Wi(0) < Wi(1)) > 0→ πC 6= 0;
4. unconfoundedness of the instrument :
Zi ⊥ (Yi(0, 0), Yi(0, 1), Yi(1, 0), Yi(1, 1),Wi(0),Wi(1)).
In our application, these four assumptions are assumed to hold. Let us look at them in detail. The
exclusion restriction is assumed to hold since we can reasonably rule out a direct effect of being eligible
(around the threshold) on the performance of students. The effect, in this case, can be reasonably
assumed to go through the actual reception of additional funding. Monotonicity holds by design: since
we are in a one-sided non-compliance scenario there is no possibility for those who are not assigned to
the treatment to defy and get the treatment. The same can be said about the existence of compliers.
Since the sub-populations of always-takers and defiers can be ruled out by design, this leads to the
fact that units receiving the treatment are compliers. Unconfoundedness of the instrument can also
reasonably be assumed to hold since observations around the exogenous threshold are as good as if they
were randomized to the assigned-to-the-treatment group and the assigned-to-the control group. This
holds true especially since we do not observe any manipulation around the threshold and sorting of the
units into the treated group.
1
A.2 Moment-Based Instrumental Variable Estimator
The conditional CACE can be estimated in a generic sub-sample (i.e., for each Xi ∈ Xj , where Xj is a


































Y obsl (1− Zl), (A.5)
where Nk,j (where k ∈ {0, 1}) is the number of observations with Zl = k in the sub-sample of obser-
vations with Xl ∈ Xj : where N1,j =
∑
l:Xl∈Xj Zl and N0,j =
∑
l:Xl∈Xj (1− Zl). It is worth highlighting
that, since the supervised machine learning technique is used in the discovery phase and not in the
estimation phase, the estimators that are proposed here could be used in a more “traditional way”, in
settings where the subgroups are defined ex-ante by the researcher.
A.3 Theoretical Properties
The 2SLS estimator associated with (19)-(21) satisfies the next properties. They can be proved likewise
in the application of 2SLS to the population case (Imbens and Rubin; 2015).
Theorem 1: Consistency of the Conditional 2SLS Estimator. Let E(Z2i,Xj ) 6= 0 (Assumption
1), E(Zi,Xj εi,Xj ) = 0 (Assumption 2) and πC,Xj 6= 0 (Assumption 3) hold. Then
τ̂2SLSXj − τXj
p→ 0 as NXj →∞, (A.6)
where
p→ denotes convergence in probability, and NXj is the number of observations within the node Xj.
It should be noted that Assumption 3 is not necessarily guaranteed even if the overall instrument
is strong. However, this assumption is standard in treatment effects variation papers such as the
contribution of Ding et al. (2019).
Theorem 2: Asymptotic Normality of the Conditional 2SLS Estimator.
Let Assumptions 1, 2, and 3 hold. Let also E(Z2i,Xj ε
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) d→ N (0, NXjavar(τ̂2SLSXj )) as NXj →∞, (A.7)
where
d→ denotes convergence in distribution, N stands for normal distribution, and avar(τ̂2SLSXj ) is the
asymptotic variance of the 2SLS estimator that can be approximated as in Chapter 15 of Wooldridge
(2015).
The proofs of the two Theorems above directly follow from their unconditional versions. For further
details on these proofs we refer to Section 5.2 of Wooldridge (2002). In this case, for the convergence
of our estimator to τXj and its normality to hold approximately we need to have a sufficient number
of observations within every node. Hence, we suggest to perform our algorithm on sufficiently large
datasets and to trim those nodes where the number of observations is not large enough. Moreover, as
argued by Lee et al. (2021), smaller trees guarantee higher levels of interpretability of each discovered
subgroup and higher statistical power.
2
B Additional Monte Carlo Simulations
B.1 Goodness-of-fit Measures for Simulations
The goodness-of-fit measures adopted for the simulations are reported as follows:
1. average number of truly discovered heterogeneous subgroups corresponding to the leaves of the
generated CART;
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where Πm is the partition selected in simulation m, L is the number of subgroups with het-
erogeneous effects (i.e., two for the case of strong heterogeneity and four for the case of slight
heterogeneity), and N inf is the number of observations in the inference sample;
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4. Monte Carlo coverage, computed as the average proportion of units for which the estimated
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B.2 Mild and Weak Instruments with Varying Effect Size for the Heterogeneous
Causal Effects
In real world applications, it can often be the case that the proportion of units complying with the
treatment assignment is not high. This can lead to the well-known issue of weak instrument (Nelson
and Startz; 1990; Nelson and Stratz; 1990; Andrews et al.; 2019). Hence, it is critical to assess the
performance of the proposed algorithms in scenarios in which the proportion of compliers decreases from
75% to 50% (what we call mild instrument scenario) and then to 25% (what we call weak instrument
scenario). In both cases, we keep a fixed sample size (1,000 units), in a setting with strong heterogeneity,
while we let the effect sizes to vary between 0 and 2.
Figure B.1 shows the results for the TPR in the case of a mild instrument and a weak instrument.
Again, both BCF-IV and BCF-ITT perform very similarly and they both outperform HCT-IV. In the
case of a mild instrument both BCF-IV and BCF-ITT are able to correctly discover all the heterogeneous
subgroups, while in the case of a weak instrument the discovery rate decreases, hinting at the fact that
we might need larger sample and/or effect sizes to correctly discover all the subgroups. The false
discovery is approaching zero in both scenarios.
3
With respect to the estimations precision, the results for mild instrument and a weak instrument
scenarios are depicted in Tables 1 and 2, respectively. As expected, in both scenarios there is an increase
in the Monte Carlo estimated MSE and bias with respect to the scenario with a strong instrument in
Table 2 for BCF-IV and GRF. However, BCF-IV is still outperforming GRF and its Monte Carlo
coverages are consistent with the 95% coverage. Moreover, the decrease in the estimation performance































































































































































































































































Figure B.2: FPR in a mild instrument scenario on the left, and a weak instrument scenario on the
right.
4
Effect Size MSE(τ̂cacel1 ) Bias(τ̂
cace
l1
) Coverage(τ̂cacel1 ) MSE(τ̂
cace
l2





0 0.071 0.210 0.948 0.071 0.211 0.956
0.1 0.046 0.071 0.966 0.038 0.051 0.984
0.2 0.057 0.026 0.964 0.054 0.006 0.976
0.3 0.066 0.001 0.960 0.060 0.026 0.968
0.4 0.063 0.006 0.964 0.060 0.009 0.970
0.5 0.067 -0.011 0.950 0.068 -0.002 0.954
0.6 0.068 -0.038 0.960 0.065 -0.016 0.950
0.7 0.067 -0.006 0.956 0.062 0.005 0.954
0.8 0.068 0.011 0.960 0.077 0.002 0.940
0.9 0.067 -0.004 0.958 0.061 -0.006 0.972
1 0.070 -0.008 0.942 0.071 -0.005 0.956
GRF
0 0.047 0.171 0.996 0.045 0.168 0.998
0.1 0.019 -0.020 1.000 0.018 -0.038 1.000
0.2 0.061 -0.190 1.000 0.060 -0.199 1.000
0.3 0.155 -0.349 0.958 0.148 -0.335 0.974
0.4 0.263 -0.459 0.778 0.259 -0.462 0.792
0.5 0.361 -0.542 0.696 0.362 -0.540 0.698
0.6 0.479 -0.630 0.608 0.454 -0.610 0.638
0.7 0.533 -0.655 0.654 0.516 -0.646 0.656
0.8 0.579 -0.675 0.634 0.593 -0.671 0.644
0.9 0.599 -0.680 0.692 0.603 -0.688 0.676
1 0.639 -0.695 0.684 0.637 -0.691 0.700
Table 1: Simulation results for 1,000 data points in a mild instrument scenario.
Effect Size MSE(τ̂cacel1 ) Bias(τ̂
cace
l1
) Coverage(τ̂cacel1 ) MSE(τ̂
cace
l2





0 0.281 0.421 0.976 0.264 0.399 0.974
0.1 0.216 0.255 0.982 0.185 0.244 0.986
0.2 0.178 0.121 0.982 0.208 0.170 0.976
0.3 0.216 0.065 0.982 0.216 0.109 0.978
0.4 0.221 0.018 0.984 0.251 0.051 0.976
0.5 0.257 -0.062 0.978 0.236 0.033 0.974
0.6 0.250 0.005 0.970 0.275 0.022 0.964
0.7 0.310 0.016 0.964 0.297 -0.036 0.972
0.8 0.286 0.021 0.962 0.282 0.005 0.960
0.9 0.340 0.018 0.950 0.285 -0.018 0.970
1 0.263 -0.006 0.964 0.314 0.008 0.968
GRF
0 0.180 0.337 1.000 0.159 0.319 1.000
0.1 0.090 0.131 0.998 0.083 0.138 1.000
0.2 0.073 -0.054 1.000 0.077 -0.043 1.000
0.3 0.142 -0.206 1.000 0.132 -0.214 1.000
0.4 0.243 -0.396 1.000 0.250 -0.397 1.000
0.5 0.439 -0.560 0.996 0.384 -0.525 0.996
0.6 0.621 -0.703 0.942 0.591 -0.670 0.970
0.7 0.800 -0.799 0.904 0.816 -0.812 0.912
0.8 1.017 -0.915 0.820 1.069 -0.937 0.820
0.9 1.272 -1.019 0.736 1.302 -1.037 0.748
1 1.539 -1.135 0.698 1.562 -1.141 0.692
Table 2: Simulation results for 1,000 data points in a weak instrument scenario.
B.3 Weak Instruments with Varying Effect Size for the Heterogeneous Causal
Effects and Varying Heterogeneity in Compliance Rates
Thus far, we assumed constant compliance rates across the various subgroups. However, in real-world
applications it can be the case that compliance is varying based on the characteristics of units or
individuals. For instance, in the empirical application reported later in Section 4, it may be the case
that eligible schools are more likely to comply and get funded based on some, say, characteristics of the
principal and the teaching staff.
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In order to assess the effectiveness of the BCF-IV and BCF-ITT algorithm to effectively deal with
varying heterogeneity in compliance rates we designed two simulations scenarios keeping a fixed sample
size of 1,000. In the first scenario, we assume the same heterogeneity structure of the strong hetero-
geneity case, fixing k to one, and introducing a variation in the compliance rates. Hence, we have that
for `1 and `2 the effect size k is fixed to one – hence, there is always heterogeneity in the effects – while
the compliance rates are varying. The compliance rates are constant on all the subgroups with no het-
erogeneity in the effects. Regarding the variation in the compliance rate, we have that π`1 ∈ [0.25, 0.5]
and π`2 ∈ [0.5, 0.75], where we start from a constant compliance rate in the overall population and then
we move away from it – i.e., in the first iteration we have π`1 = π`2 = 0.5, in the second one π`1 = 0.475
and π`2 = 0.525, and so on, until we get to the last iteration where π`1 = 0.25 and π`2 = 0.75. The
maximal difference in the compliance rates among the subgroups is 0.5, while the overall compliance
rate is always 0.5. In the second scenario, we define in the same way the variation in the compliance
rates but we keep the effect of the ITT constant and equal to one. This means that we start from
a situation in which both ITT and CACE are homogeneous – hence, there is no heterogeneity in the
effects – and then, by introducing increasingly bigger variations in the proportion of compliers in the
different subgroups we generate heterogeneous CACE while keeping the ITT constant. For simplicity,
we define `1 = {Xi : Xi1 = 0} and `2 = {Xi : Xi1 = 1}, and the number of covariates p = 5. The first
scenario is designed to assess the performance of the method in situations where both the conditional
CACE, τ cace(Xi), and the conditional proportion of compliers, πC(Xi), are heterogeneous across var-
ious subgroups. The second scenario is designed to mimic those settings where the conditional ITT,
ITT (Xi), is constant while πC(Xi) is heterogeneous leading to heterogeneity in τ
cace(Xi) purely driven
by the heterogeneity in πC(Xi). In this second scenario, CACE heterogeneity could be masked by ITT
homogeneity.
Figure B.3 shows the TPR as a function of the distance in the proportion of compliers in the two
subgroups defined by `1 and `2 (e.g., this difference is 0 in the case that both the subgroups have a
compliance rate of 0.5, while this difference equals 0.5 in the case where π`1 = 0.25 and π`2 = 0.75). In
the first scenario, the TPR is similar for BCF-IV and BCF-ITT and both these techniques are outper-
forming HCT-IV. The big difference comes in the second scenario, where BCF-IV strongly outperforms
BCF-ITT and HCT-IV. In fact, as the heterogeneity in CACE is introduced by the increasing variations
in the proportion of compliers in the two subgroups `1 and `2, BCF-IV is able to perform a correct
identification of the heterogeneous subgroups, while BCF-ITT and HCT-IV are not. This hints at the
higher ability of this technique to discover effect variation in scenarios where the intention-to-treat
appears to be constant while the heterogeneity is driven by a varying proportion of compliers in the
subgroups. This is due to the fact that BCF-IV is designed to discover and estimate the heterogeneity
in CACE while both BCF-ITT and HCT-IV are designed to discover the heterogeneity in the ITT
and then estimate the conditional CACE for the discovered subgroups. Please note that, in both the
simulations scenarios introduced, there is a slight decline in the TPR as the difference in compliance
rates approaches its maximum. This is due to the fact that, in this case, for the subgroup `1 the
conditional proportion of compliers approaches π`1 = 0.25 hence leading to a weak IV scenario. As
shown in the simulations in the previous Section of the Supplementary Material, in the setting with
πC(Xi) = 0.25, it becomes harder to discover the heterogeneity in the effect as the algorithm faces
potential weak instrument issues. Moreover, the FPR in this scenario is larger for small differences in
the compliance rates. This is due to the fact that, when there is no difference in the compliance rates,
both the ITT and the proportion of compliers are constant, leading to a close-to-zero variance in the
CACE estimator. In turn, for even small variations in the effect detected by the tree, the BCF-IV
algorithm is not able to discard this spurious heterogeneity due to the variance approaching zero. How-
ever, as the heterogeneity in the proportion of compliers grows, the algorithm is able to reach a zero
FPR. We want to highlight that the scenario of constant ITT and constant proportion of compliers is
highly implausible in real-world applications. Moreover, in such cases, once could discard the spurious
heterogeneity by trimming the node whose effect size is too close to the population’s effect. We leave
this effect-size based trimming procedure as scope for future research.
Table 3 shows the results for the estimation again, as a function of the difference in the compliance
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rates in the two subgroups. As we can see, the precision of BCF-IV and GRF deteriorates for `1 as the
difference in the compliance rates decreases, while it improves for `2 as the difference in the compliance
rates increases. Again, we can observe from the table that BCF-IV has a better performance in term
of Monte Carlo estimated MSE, estimated bias and coverage than GRF for all the various differences
in the compliance rates.
Scenario 1




























































































































Figure B.3: TPR with varying compliance rates among the subpopulations.
Scenario 1










































































































































0.500 0.017 0.010 0.952 0.500 0.016 0.011 0.954
0.475 0.018 0.003 0.964 0.525 0.014 0.000 0.958
0.450 0.021 0.000 0.950 0.550 0.013 -0.007 0.962
0.425 0.022 0.000 0.958 0.575 0.012 0.001 0.966
0.400 0.030 0.007 0.944 0.600 0.012 0.000 0.938
0.375 0.031 0.017 0.960 0.625 0.011 -0.001 0.954
0.350 0.035 -0.009 0.966 0.650 0.010 -0.001 0.952
0.325 0.047 0.005 0.950 0.675 0.009 0.001 0.942
0.300 0.053 0.008 0.952 0.700 0.008 -0.005 0.950
0.275 0.059 0.024 0.950 0.725 0.008 0.004 0.952
0.250 0.082 0.014 0.958 0.750 0.008 0.007 0.936
GRF
0.500 0.151 -0.333 0.714 0.500 0.158 -0.341 0.698
0.475 0.171 -0.362 0.684 0.525 0.152 -0.342 0.688
0.450 0.196 -0.385 0.660 0.550 0.140 -0.327 0.692
0.425 0.211 -0.403 0.650 0.575 0.120 -0.303 0.752
0.400 0.243 -0.439 0.636 0.600 0.115 -0.293 0.724
0.375 0.255 -0.446 0.648 0.625 0.104 -0.278 0.720
0.350 0.296 -0.487 0.598 0.650 0.097 -0.268 0.722
0.325 0.322 -0.512 0.580 0.675 0.093 -0.263 0.712
0.300 0.344 -0.531 0.604 0.700 0.092 -0.260 0.700
0.275 0.366 -0.554 0.566 0.725 0.075 -0.232 0.770
0.250 0.420 -0.596 0.528 0.750 0.070 -0.223 0.748
Table 3: Simulation results for 1,000 data points and varying the compliance rates.
B.4 Robustness Checks for Monte Carlo Simulations
We introduce some changes in the synthetic models used to test the fits of BCF-IV and BCF-ITT (as
compared to GRF and HCT-IV). The model from which we start is the simplest model introduced
in Section 3 with 1,000 observations, strong heterogeneity, and a fixed compliance rate of 0.75. As in
the Monte Carlo simulations in the main text, the results are obtained by aggregating over 500 rounds
of simulations. In order to make the results for the Monte Carlo simulations robust, we introduce 3
different modifications in this model: (i) confounding in the generation of the IV; (ii) covariance in the
covariates matrix; and (iii) misspecification in the propensity score.
The first variation could potentially hinder both the discovery of the heterogeneous subgroups, but
also the estimation of the causal effects. Confounding is introduced by partially modifying the model for
the generation of the treatment assignment and the model for the generation of the potential outcomes
in Section 3. We assume the confounding to be a linear function of Xi3 and Xi4. In particular, the
model for the treatment becomes Zi ∼ Binom(πi) where πi = logit(−1 + Xi3 −Xi4), while the model
for the potential outcome becomes Yi(0) ∼ N(Xi3 +Xi4, 1). A similar simulation model was introduced
in Lee et al. (2020) to assess the performance of the heterogeneity discovery in situations where the
confounders are different from the effect modifiers (namely, variable that drive the heterogeneity in the
effects). The second modification could potentially have an effect on the detection of the heterogeneous
subgroups. In fact, as the correlation between the covariates increases (in this particular case the
correlation in the covariance matrix of the covariates is set to be 0.25), it could lead to potential
problems in disentangling between the true drivers of effect variation and spurious effect variation.
In particular, we introduce correlation in the data generating process for the covariate matrix X by
assuming a positive correlation between all the covariates of 0.25. The third and last modification is
to plug-in, in the first stage of the BCF-IV algorithm used for the discovery of the effects in (15), a
misspecified propensity score. Again, this modification could affect both discovery and estimation of
the conditional effects. Misspecification of the propensity score is introduced by introducing a 10% bias
in the vector of the estimated propensity score π̂(x) plugged in the BCF-IV.
Figure B.5 depicts the results for the discovery step in all the three scenarios. This figure should
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be directly compared with the left panel of Figure 1. As one can easily observe the performance of
BCF-IV does not deteriorate, while the one of HCT-IV deteriorates especially in the case of correlated
covariates. With respect to the estimation set, results are reported in Tables 4, 5, and 6. Again, we do
not observe any steep deterioration in the performance of the BCF-IV algorithm, that is still able to



























































































































































































































































































































































































Figure B.6: FPR with confounding (left panel), covariance (middle panel) and misspecified propensity
score (right panel).
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Effect Size MSE(τ̂cacel1 ) Bias(τ̂
cace
l1
) Coverage(τ̂cacel1 ) MSE(τ̂
cace
l2





0 0.047 0.175 0.940 0.042 0.163 0.956
0.1 0.027 0.029 0.978 0.029 0.040 0.970
0.2 0.043 0.016 0.968 0.039 0.011 0.966
0.3 0.043 0.010 0.948 0.042 -0.011 0.946
0.4 0.043 -0.003 0.950 0.041 -0.001 0.970
0.5 0.049 0.007 0.944 0.043 0.003 0.958
0.6 0.044 -0.007 0.952 0.048 0.003 0.940
0.7 0.043 -0.002 0.960 0.046 -0.001 0.944
0.8 0.046 -0.009 0.942 0.042 -0.015 0.962
0.9 0.049 -0.008 0.938 0.047 0.007 0.950
1 0.042 0.004 0.952 0.041 0.016 0.946
GRF
0 0.017 0.104 0.996 0.016 0.101 0.996
0.1 0.014 -0.077 1.000 0.015 -0.076 1.000
0.2 0.064 -0.213 0.968 0.066 -0.220 0.962
0.3 0.127 -0.317 0.776 0.142 -0.339 0.726
0.4 0.188 -0.387 0.686 0.189 -0.388 0.674
0.5 0.223 -0.411 0.700 0.227 -0.426 0.684
0.6 0.255 -0.442 0.668 0.249 -0.428 0.694
0.7 0.242 -0.421 0.746 0.246 -0.416 0.742
0.8 0.257 -0.407 0.758 0.260 -0.426 0.766
0.9 0.245 -0.393 0.780 0.219 -0.365 0.836
1 0.207 -0.341 0.860 0.181 -0.309 0.878
Table 4: Results for 1,000 data points and confounding.
Effect Size MSE(τ̂cacel1 ) Bias(τ̂
cace
l1
) Coverage(τ̂cacel1 ) MSE(τ̂
cace
l2





0 0.025 0.126 0.954 0.026 0.129 0.948
0.1 0.019 0.013 0.978 0.021 0.025 0.966
0.2 0.026 -0.005 0.954 0.025 -0.003 0.960
0.3 0.027 0.002 0.928 0.025 -0.003 0.954
0.4 0.027 0.004 0.930 0.027 -0.003 0.936
0.5 0.025 0.002 0.946 0.024 0.012 0.950
0.6 0.025 -0.010 0.966 0.027 -0.004 0.944
0.7 0.026 0.001 0.934 0.025 0.005 0.952
0.8 0.023 0.012 0.946 0.023 -0.003 0.950
0.9 0.026 0.002 0.940 0.023 -0.005 0.960
1 0.026 -0.010 0.964 0.026 -0.011 0.942
GRF
0 0.017 0.103 0.992 0.019 0.110 0.998
0.1 0.014 -0.066 1.000 0.015 -0.072 1.000
0.2 0.058 -0.197 0.970 0.062 -0.203 0.974
0.3 0.109 -0.283 0.818 0.112 -0.288 0.794
0.4 0.146 -0.327 0.744 0.147 -0.332 0.784
0.5 0.166 -0.347 0.774 0.158 -0.335 0.784
0.6 0.177 -0.359 0.788 0.186 -0.362 0.744
0.7 0.179 -0.344 0.810 0.177 -0.346 0.776
0.8 0.163 -0.315 0.818 0.170 -0.334 0.804
0.9 0.165 -0.314 0.836 0.172 -0.329 0.842
1 0.159 -0.308 0.840 0.167 -0.314 0.852
Table 5: Results for 1,000 data points and covariance in the covariates’ matrix.
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Effect Size MSE(τ̂cacel1 ) Bias(τ̂
cace
l1
) Coverage(τ̂cacel1 ) MSE(τ̂
cace
l2





0 0.030 0.138 0.946 0.030 0.136 0.944
0.1 0.020 0.011 0.978 0.022 0.018 0.976
0.2 0.028 -0.004 0.950 0.026 0.003 0.962
0.3 0.029 -0.004 0.950 0.031 -0.016 0.938
0.4 0.029 0.001 0.946 0.029 0.002 0.958
0.5 0.029 -0.003 0.966 0.028 0.012 0.946
0.6 0.029 -0.001 0.958 0.028 0.015 0.958
0.7 0.030 0.000 0.942 0.024 -0.001 0.970
0.8 0.031 0.003 0.948 0.035 0.011 0.926
0.9 0.031 0.003 0.940 0.028 0.013 0.950
1 0.028 -0.002 0.960 0.030 -0.003 0.944
GRF
0 0.016 0.100 0.998 0.018 0.106 0.998
0.1 0.015 -0.080 1.000 0.015 -0.079 1.000
0.2 0.066 -0.224 0.958 0.067 -0.227 0.960
0.3 0.134 -0.328 0.724 0.143 -0.342 0.698
0.4 0.190 -0.388 0.686 0.189 -0.391 0.688
0.5 0.230 -0.419 0.668 0.238 -0.425 0.628
0.6 0.245 -0.423 0.696 0.225 -0.410 0.716
0.7 0.235 -0.396 0.750 0.225 -0.400 0.778
0.8 0.234 -0.385 0.796 0.223 -0.365 0.812
0.9 0.199 -0.343 0.842 0.188 -0.326 0.858
1 0.198 -0.334 0.866 0.209 -0.347 0.846
Table 6: Results for 1,000 data points and misspecified propensity score.
C Regression Discontinuity Design Checks
In order to check whether or not the Regression Discontinuity Design (RDD) setting is valid, we imple-
ment the following checks (Lee and Lemieux; 2010)13: (i) we check the balance in the sample of units
assigned to the treatment just above and below the threshold (this is done to check if the randomiza-
tion holds); (ii) we examine if there are manipulations in the distribution of schools with respect to
the share of disadvantaged students around the threshold, (iii) we employ a formal manipulation test,
the McCrary test (McCrary; 2008), to discover potential sorting around the threshold; (iv) we check
if there is a discontinuity in the probability of being assigned to the treatment around the threshold.
Table 7 shows that the averages of the control variables are not statistically different for the group of
units assigned to the treatment and assigned to the control around the threshold, with the exception of
teacher seniority. Thus, there is evidence that more senior teachers self-select in schools with lower dis-
advantaged students. However, as shown in Section 4.3, this variable does not surface in any model as a
driver of significant heterogeneity in the estimated causal effects. This is due to the fact that our model
is robust to spurious heterogeneity coming from unbalances in the samples, as shown by Hahn et al.
(2020) in randomized and regular assignment mechanisms’ scenarios. Moreover, panel (b) of Figure
C.1 shows the standardized difference in the means for these two groups with the relative standardized
confidence intervals. The McCrary manipulation test implemented in Calonico et al. (2015) through
a Local-Polynomial Density Estimation leads to the rejection of the null hypothesis of the threshold
manipulation.14 Both these results and the plot of the distribution of schools with respect to the share
of disadvantaged students around the threshold in Figure C.2 indicate that there is no evidence of
manipulation. Finally, Figure C.3 shows a clear discontinuity in the probability of being assigned to
the treatment around the threshold.
However, as we pointed out in Section 4, schools that are assigned to the treatment actually receive
the treatment if they satisfy an additional condition of a minimum of six teaching hours. This leads
to a fuzzy-regression discontinuity design where the jump in the probability of being assigned to the
treatment around the threshold is not sharp. This scenario is characterized by imperfect compliance.
13The checks depicted in this Subsection are made on the sample of 50 students introduced in Subsection 4.2.
14The McCrary test leads to a T-value of -0.7497 corresponding to a p-value of 0.4534. The test is performed aggregating
the student data at school level.
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Students can be sorted, with respect to their compliance status, into two types: (i) students in
schools above the threshold with more than six teaching hours or students in schools below the threshold
(compliers: Wi(Zi = 1) = 1 or Wi(Zi = 0) = 0); (ii) students in schools above the threshold but with
less than six teaching hours (never-takers: Wi(Zi = 1) = 0).
15
The assignment to the treatment variable (i.e., studying in a school just below or above the thresh-
old) is a relevant IV in our scenario (namely, the correlation between Zi and Wi is roughly 0.62).
Moreover, we can reasonably assume both the exogeneity condition and the exclusion restriction to
hold in this situation. On one side, since the randomization of the instrument holds there is no reason
not to assume conditional independence between the instrument and the unobservables. On the other
side, the exclusion restriction seems to hold as well since we can believe that being just below or above
the threshold does not affect the performance of students in any way other than through the addi-
tional funding. In this imperfect compliance setting, the causal effect of the additional funding on the
students’ performance can be assessed through the Complier Average Causal Effect in (5). Moreover,
using our novel BCF-IV algorithm we can estimate the Conditional Complier Average Causal Effect,
(6), to assess the heterogeneity in the causal effects.
a: Balance improvement obtained with sampling.
“Initial” refers to the initial sample, while “Sam-
pled” refers to the bootstrapped sample.
b: Standardized difference in means (SDM) and
95% confidence interval around the threshold with
a bandwidth of 3.5%.
Figure C.1: The label “PS” refers to Principal Seniority, the label “PA” to Principal Age, the label “TS” to Teacher
Seniority, the label “TA” to Teacher Age, the label “TT” to Teacher Training and the label “BULO” refers to students
with special needs in primary education.
Figure C.2: Frequency distribution of disadvantaged students around the threshold (10%). In red the density of the
disadvantaged students in the units assigned to the treatment and in blue the density for the units assigned to the control.
The densities are aggregated at school level.
15This a so-called case of one-sided-non-compliance, in which we do not observe any always-takers since for those that
are sorted out of the assignment to the treatment (Zi = 0) there is no possibility to access the treatment.
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Above Threshold Below Threshold Full Sample p-value
Retention 0.036 (0.187) 0.037 (0.189) 0.037 (0.188) 0.913
Sex 0.492 (0.500) 0.471 (0.499) 0.482 (0.500) 0.155
Special Needs 0.000 (0.000) 0.002 (0.044) 0.001 (0.030) 0.045
Teacher Age 4.022 (0.333) 4.024 (0.269) 4.023 (0.304) 0.814
Teacher Seniority 3.867 (0.452) 3.927 (0.342) 3.895 (0.404) 0.000
Teacher Training 0.982 (0.025) 0.981 (0.026) 0.982 (0.026) 0.169
Principal Age 6.022 (1.308) 5.951 (1.229) 5.988 (1.271) 0.067
Principal Seniority 5.778 (1.228) 5.829 (0.935) 5.802 (1.098) 0.120
Observations 2250 2050 4300
Table 7: Results for 3.5% discontinuity sample with bootstrapped samples of size 50. Standard deviations are in
parentheses and the p-value corresponds to a t-test for the difference between the means in the group above and below
the threshold.
Figure C.3: Probability of treatment given the share of disadvantaged students (EEO percentage) in the first stage of
secondary education (threshold 10%).
D Robustness Checks for Policy Evaluation
D.1 Progress in School
The second outcome variable, progress school, assumes value 1 if the student progresses to the following
year without any grade retention and 0 if not: roughly 98% of the students in the sample manage to
progress in school in the first two years of secondary education. For the students unable to progress in
school, this variable is used as a proxy of negative achievements. Therefore, it is relevant to understand
if additional funding was effective in driving students away from negative performance. Figure D.1
depicts the heterogeneous conditional CACEs: the darker the shade of green in the node, the higher
the causal effect.
The additional funding has a slightly negative, but statistically insignificant, impact on the chance
of progress in school for the overall students in the sample (again, this is in line with what was found by
D’Inverno et al. (2021) at the school level). Nevertheless, rather than focusing on the overall average
























Principal Senior. < 7 Principal Senior. ≥ 7
Sex = “Female” Sex = “Male”
Figure D.1: Visualization of the heterogeneous Complier Average Causal Effects (CACE) of additional funding on
Progress School estimated using the proposed BCF-IV model. The overall sample (discovery plus inference subsamples)
size is 4,450. The tree is a summarizing classification tree fit to posterior point estimates of individual treatment effects.
The significance level is * for a significance level of 0.1, ** for a significance level of 0.05 and *** for a significance level
of 0.01.
The first driver of heterogeneity is the sex of the student. In this case, the funding seems to
be effective, even if not significant for the male students, while it is not-effective, and has even a
slightly negative effect for the female students. The first driver of heterogeneity is the seniority level of
principals: the treatment has an increased effect for students in schools with less senior principals (less
than 30 years of experience). In particular, for male students in treated schools with principals with
less than 30 years of experience there is an increase of 1.6% in the probability of progressing through
school. On the the opposite side, for female students with more senior teachers there is a decrease of
5% in the probability of progressing through school.
Clearly, these characteristics could possibly correlate with unobservables, such as the effectiveness of
principals (which may decrease as principals grow older). In any case, this finding opens up new fields
for further investigation, in line with the newly established role of machine learning in the economic
literature as a “theory-driving/theory-testing” tool (Mullainathan and Spiess; 2017).
D.2 Sampling Variations
This Section tests the robustness of our models to sampling variations. The sampling variations intro-
duced come from the following two sources: (i) a wider bandwidth around the threshold (changing from
3.5% to 3.7%); (ii) an expansion in the number of sampled units (from 50 up to the lowest number of
students per school, which is 62). Moreover, an algorithm which detects the heterogeneity in the ITT
effects is applied (BCF-ITT). To understand if the balance and the results are robust, we manifest the
balance in the averages in the samples of units assigned to the treatment and assigned to the control
(Tables 8, 9, 10), the results of the causal effects when we increase the number of units sampled (Figures
D.2 and D.3) and the results for the BCF-ITT algorithm (Figures D.4 and D.5).
In all the different samples the school level characteristics remain widely balanced (with the excep-
tion of teacher seniority).16 Primary retention and Sex seem to be slightly unbalanced when we widen
16This could be due to the fact that less senior principals select themselves in schools with a lower percentage of
disadvantaged students.
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the bandwidth, this however holds true just in the case where we sample through bootstrap 50 units
(Sex in this case gets back to a good balance).
With respect to the results of the BCF-IV algorithm, when we increase the number of sampled units
the main differences between the results for the sample of 50 students for the A-certificate outcome
(Figure 3) and the ones for the sample of 62 students (Figure D.2) are the following: (i) the first split
is performed on the age of the principal, however this time the chosen split category is being younger
or older than 60 years old (in Figure 3 it was 55 years old); (ii) the split on the seniority level of
the teacher disappears. With respect to the Progress School outcome (Figure D.1 vs Figure D.3) the
main differences are: (i) the first split is performed on the seniority of principals (that was detected
as an important variable also in Figure D.1); (ii) the less senior principals seem to boost the effect
for students in schools consistently with the results from the analysis on the sample of 50 students;
(iii) for the subgroup of students in schools with principals with less than 30 years of experience
and without primary retention the additional funding leads to a significant increase of 2.6% in the
probability of progressing to the next year of school; and (iv) for the subgroups of (a) students in
schools with principals with seniority of 30 years of more, (b) female students in schools with principals
with seniority of 30 years of more, (c) retained students in schools with principals with seniority of
less than 30 years, the additional funding leads to a significant decrease of 8.1%, 7.4% and 9.4% in
the probability of progressing through school, respectively. The results for both trees hint, consistently
with the main analysis, at an important role of principal’s age and seniority. Moreover, the significance
of the results for the heterogeneous effects in the case of the Progress School outcome hint at the fact
that non-significance of the treatment effect is probably due to the smaller number of observations in
the nodes in the main analysis.
D.3 ITT Analyses
Figures D.4 and D.5 depict the results obtained from the BCF-ITT. Figure D.4 depicts the results for
the ITT for the A-certificate, while Figure D.5 depicts the results for the ITT for the Progress School.
The results again are robust with the ones of the main analyses in highlighting the role of principals
age and seniority as drivers of the heterogeneity in the effects.
Above Threshold Below Threshold Full Sample p-value
Retention 0.039 (0.194) 0.035 (0.184) 0.037 (0.189) 0.418
Sex 0.471 (0.499) 0.493 (0.500) 0.482 (0.499) 0.110
Special Needs 0.001 (0.039) 0.000 (0.000) 0.001 (0.027) 0.045
Teacher Age 4.024 (0.269) 4.002 (0.333) 4.023 (0.304) 0.793
Teacher Seniority 3.926 (0.341) 3.867 (0.452) 3.895 (0.404) 0.000
Teacher Training 0.982 (0.025) 0.981 (0.026) 0.982 (0.026) 0.126
Principal Age 5.951 (1.228) 6.002 (1.308) 5.988 (1.271) 0.041
Principal Seniority 5.829 (0.934) 5.777 (1.227) 5.802 (1.097) 0.083
Observations 2790 2542 5332
Table 8: Results for 3.5% discontinuity sample with bootstrapped samples of size 62. Standard deviations are in
parentheses and the p-value corresponds to a t-test for the difference between the means in the group above and below
the threshold.
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Above Threshold Below Threshold Full Sample p-value
Retention 0.030 (0.170) 0.042 (0.201) 0.036 (0.186) 0.025
Sex 0.497 (0.500) 0.461 (0.499) 0.479 (0.500) 0.015
Special Needs 0.000 (0.021) 0.001 (0.037) 0.001 (0.030) 0.309
Teacher Age 4.022 (0.333) 4.023 (0.260) 4.022 (0.299) 0.955
Teacher Seniority 3.867 (0.452) 3.932 (0.330) 3.899 (0.398) 0.000
Teacher Training 0.982 (0.025) 0.983 (0.026) 0.983 (0.026) 0.805
Principal Age 6.022 (1.308) 6.000 (1.206) 6.011 (1.259) 0.556
Principal Seniority 5.778 (1.228) 5.818 (0.912) 5.798 (1.083) 0.212
Observations 2250 2200 4450
Table 9: Results for 3.7% discontinuity sample with bootstrapped samples of size 50. Standard deviations are in
parentheses and the p-value corresponds to a t-test for the difference between the means in the group above and below
the threshold.
Above Threshold Below Threshold Full Sample p-value
Retention 0.029 (0.168) 0.040 (0.196) 0.034 (0.182) 0.026
Sex 0.490 (0.500) 0.464 (0.499) 0.477 (0.500) 0.058
Special Needs 0.000 (0.019) 0.001 (0.038) 0.001 (0.030) 0.174
Teacher Age 4.022 (0.333) 4.023 (0.260) 4.022 (0.299) 0.950
Teacher Seniority 3.867 (0.452) 3.932 (0.330) 3.899 (0.398) 0.000
Teacher Training 0.982 (0.025) 0.983 (0.026) 0.983 (0.026) 0.784
Principal Age 6.022 (1.308) 6.000 (1.206) 6.011 (1.259) 0.512
Principal Seniority 5.778 (1.227) 5.818 (0.912) 5.798 (1.083) 0.165
Observations 2790 2728 5518
Table 10: Results for 3.7% discontinuity sample with bootstrapped samples of size 62 (the smallest school in the sample).
Standard deviations are in parentheses and the p-value corresponds to a t-test for the difference between the means in the


















Principal Age < 8 Principal Age ≥ 8
Figure D.2: Visualization of the heterogeneous Complier Average Causal Effects (CACE) of additional funding on
A-certificate estimated using the proposed BCF-IV model. The overall sample (discovery plus inference subsamples) size
is 5,332. The tree is a summarizing classification tree fit to posterior point estimates of individual treatment effects. The























Primary Retention = 0 Primary Retention = 1
Principal Seniority< 7 Principal Seniority ≥ 7
Figure D.3: Visualization of the heterogeneous Complier Average Causal Effects (CACE) of additional funding on
Progress School estimated using the proposed BCF-IV model. The overall sample (discovery plus inference subsamples)
size is 5,518. The tree is a summarizing classification tree fit to posterior point estimates of individual treatment effects.

























Teacher Senior. < 4 Teacher Senior. ≥ 4
Principal Age < 6 Principal Age ≥ 6
Figure D.4: Visualization of the heterogeneous Complier Average Causal Effects (CACE) of additional funding on A-
certificate estimated using the proposed BCF-ITT model. The overall sample (discovery plus inference subsamples) size
is 5,332. The tree is a summarizing classification tree fit to posterior point estimates of individual treatment effects. The























Sex = “Female” Sex = “Male”
Teacher Seniority< 4 Teacher Seniority ≥ 4
Figure D.5: Visualization of the heterogeneous Complier Average Causal Effects (CACE) of additional funding on
Progress School estimated using the proposed BCF-ITT model. The overall sample (discovery plus inference subsamples)
size is 5,518. The tree is a summarizing classification tree fit to posterior point estimates of individual treatment effects.
The significance level is * for a significance level of 0.1, ** for a significance level of 0.05 and *** for a significance level
of 0.01.
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