We make a trivial modification to the elegant analysis of Garg and Khandekar (Gradient Descent with Sparsification ICML 2009) to derive a simple gradient descent algorithm that guarantees sparsity without requiring the Restricted Isometry Property (RIP). The analysis is embarrassingly simple, and could therefore be wrong, so we welcome criticism and corrections.
Introduction
Recently Garg and Khandekar [2009] presented an algorithm for solving min
which iteratively updates x as x ← Hs`x − 0.5γ
where Hs denotes the hard-thresholding operator which sets all but the s largest (in magnitude) entries to zero. The most important part of Garg and Khandekar's paper is the elegant analysis which establishes that under the restriction δ2s < 1/3 on the RIP constant of the matrix Φ, updating x as per (2) solves (1) in near-linear time. The Restricted Isometry Property or RIP (see [Candès, 2008] for a survey) provides sufficient conditions for sparse recovery. In particular, define the isometry constant of Φ as the smallest number δs such that for all s-sparse signals x ∈ R
where · denotes the standard ℓ2, i.e., Euclidean norm. Under various restrictions on δ2s different recovery guarantees have been provided-see [Candès, 2008] for example. In this short note, we highlight a trivial modification to the elegant analysis of Garg and Khandekar [2009] (hereafter abbreviated as GK), which obviates the use of the RIP, while still guaranteeing optimality! The results are summarized by the two theorems below. Theorem 1 shows the noise-free case, while Theorem 2 presents the case of noisy observations.
Theorem 1 (Recovery w/o RIP). Let Φ be a measurement matrix whose singular values satisfy
and let x * be an s-sparse vector satisfying y = Φx * . Then the GraDes algorithm of GK with γ = σ 2 max , computes an s-sparse
Theorem 2. Suppose that the singular values of Φ satisfy
where C > 0 is a constant, and x * is an s-sparse vector such that y = Φx * + e. Then, GraDes with γ = σ 2 max , computes an s-sparse vector x ∈ R n such that f (x) ≤ C 2 e 2 with #iterations equal to
The proof of both these theorems follows by an obvious modification to the argument of GK, and need not be really belabored upon. Nevertheless, for the sake of completeness we reproduce the main details below. Because our result is so simple, we believe that we might have overlooked some subtle detail and erred, and would be grateful to more knowledgeable people for correcting us. DETAILS. Our modification is essentially based on the well-known (and easily verified) variational characterization (e.g., [Bhatia, 1997] )
The GraDes algorithm of GK begins with x 0 = 0 as a feasible solution, and produces a sequence˘x ∇f (x)´. Let ∆x = x ′ − x. The difference in the objective value is
Inequality (9) follows from (8), while (10) defines γ ≥ σ 2 max . Lemma 2.4 of GK remains unchanged, and it shows that the hardthresholding operator Hs leads to descent. Like GK, define ∆x * = x * − x, where x * denotes an optimal solution to (1). Since x * = x + ∆x * is s-sparse, Lemma 2.4 of GK yields the crucial inequality
which allows us to immediately write the following
Thus, if
(γ−σ 2 min ) σ 2 min < 1, i.e., γ < 2σ 2 min , then the objective strictly decreases by a multiplicative factor at each iteration. If we start with x 0 = 0, the initial potential is y 2 , then in
iterations the objective drops below ǫ. Setting γ = σ 2 max , we obtain
as the number of iterations, thereby proving Theorem 1. NOTE: A potential problem with these simpler spectral constraints is that if the measurement matrix Φ does not have a RIP constant δ2s that satisfies δ2s < 1, then (1) will not have a unique s-sparse solution. Is this a big issue?
Remark: It is easy to construct matrices that satisfy the restriction (4) on the spectrum.
Noisy case:
The proof here again modifies GK's proof in a manner analogous to the proof above, so we omit it to avoid
