Mutual information is a measure of statistical dependence between two variables X, Y.
where Θ i (x n ) = 1 if x n ∈ b i , and Θ i (x n ) = 0 otherwise. The joint probabilitiesp X,Y (b i,j ) are calculated analogously from the multivariate extension, then using the equation (1) the mutual information is calculated given those probability estimates.
However, assigning each data point to only one bin may have limitations, as some data points appearing near the border of two bins may be shifted towards the neighboring bin due to noise in the data, and this can significantly effect the mutual information estimate.
To deal with this, the same data point may be assigned to multiple bins simultaneously.
A proper assignment function Θ i may be a set of polynomial B-spline functions [1] , where the spline order (k) defines the number of bins each data point will be assigned to. The k-th order B-spline functions B i,k , i = 1, . . . , M can be recursively defined as [2] 
0 otherwise,
,
represents the interval, and t i is the knot vector defined for a given number of bins i = 1, . . . , M and a given spline order k
In our study, we estimate the mutual information by using the aforementioned B-spline based method which was introduced in [2] . We distribute the continuous values appearing in a metaSN P into M = 4 bins, and use the spline order k = 2 whereby each value is assigned to at most 2 bins. We experimentally observed that the choice of M = 4
bins is sufficient to represent the trilevel genotype information, and do not compromise performance compared to that of using a larger number of bins (M = 6). For elaborate presentation of the B-spline algorithm we refer readers to [2] . For further detail on the B-spline functions we refer to [3, 4] .
We aim to find a proper mutual similarity metric between a SNP s and the metaSNP M. Once we estimate their mutual information I(s, M) by using the above method, we normalize this non-negative measure by dividing the maximum of the individual measures I(s, s), and I(M, M) to bound the maximum possible value by 1. Then we impose a power exponent to shape this normalized measure in a nonlinear manner pushing smaller values closer to zero, i.e.,
where α is a non-negative constant. A larger α forces the algorithm to find a "sharper"
(more distinctive) attractor where the majority of the mutual similarity is concentrated to the fewer top-SNPs. We experimentally set α = 5 as it yielded good performance across various data sets.
