This article describes a probabilistic control model based on Markov Decision Processes for the locomotion of a hexagonal hexapod robot. Uncertainty is naturally taken into account in probabilistic models, resulting in flexible control models that enable a robot to react to both, expected and unexpected situations. The model was tested using a simulated robot under various experimental conditions.
Introduction
Hexapod robots are mobile robots having extreme functional capabilities. These robots are useful in applications of inspection and searching of specific targets within irregular, unknown or hostile environments. According to their body shape, hexapod robots can be divided into two families: rectangular, and hexagonal or circular. 1 The former concerns robots whose legs are located perpendicularly to a tail-to-head line (see Fig. 1(a) ). The latter concerns robots whose bodies are surrounded by their legs (see Fig. 1(b) ). Whatever their morphology, hexapod robot locomotion is a challeng-ing issue because of the number of variables involved in controlling robots with at least a dozen of DOF. Rectangular hexapods have been relatively well studied. Several remarkable functional locomotion models for such hexapods have been developed, 2-5 specifically for generating an alternating tripod gait. In contrast, there is little research concerning hexagonal hexapods 6 and as far as we know, any adaptive locomotion model for these hexapods has been reported in the literature.
Markov Decision Processes
The main objective of this work is to develop an efficient adaptive locomotion model to control a hexagonal hexapod robot based on Markov Decision Processes.
A Markov Decision Process (MDP) is a mathematical choice model for decision making under uncertainty. Formally, an MDP is a tuple M =< S, A, φ, R >, where S is a finite set of states of the problem, e.g. combinations of sensor inputs; A is a finite set of actions, e.g. configurations of command actuators; φ : A × S → Π(S) is a state transition function, a function mapping states into new states that result from the execution of actions. φ(a, s, s ′ ) represents the probability to reach a state s ′ ∈ S after executing the action a ∈ A in a state s ∈ S. R : S × A → R is a reward function, R(s, a) represents the reward received by the system if action a is performed in state s. An MDP policy is an association φ : S → A that chooses an action for each state. An MDP solution is a policy that maximizes its expected value. This policy is deterministic, and stationary over time. An MDP is commonly solved by two methods, policy iteration and value iteration.
A Hierarchical MDP (HMDP) is an abstraction of a complex MDP, an MDP with several thousand states. In HMDPs, a problem is divided into several subgoals that are solved by independent MDPs.
The characterization of the sets of states and actions of a problem is a hard issue to tackle when applying MDPs, because there are not general design principles to guide MDPs definition. The first part of our problem consists in proposing a characterization of the sets S and A for the locomotion of an 18 DOF hexagonal hexapod robot.
When using HMDPs, in addition to the sets S and A, an efficient way to coordinate or relate independent MDPs in order to achieve a global task must be defined. The second part of our problem consists in dividing the set S in subsets S 1 , S 2 , . . . , S n , and the set A in subsets A 1 , A 2 , . . . , A n , and relating them in a coherent HMDP.
Related Work
First legged robots were developed during the first half of the nineties. Their motion relied on centralized locomotion-planning algorithms that were computationally intensive and fragile. Therefore, these robots were constrained to operate in structured environments. 7 
Maes and Brooks
2 proposed an algorithm that allow Genghis, a behavior-based hexapod robot, to learn from its experience. Positive and negative feedback was provided to the robot from each action it performed from a set of predefined actions. Each action tried to discover both, its relevance, i.e. if its activation was correlated with positive feedback, and its reliability, i.e. the conditions under which the probability of receiving positive feedback was maximized, while the probability of receiving negative feedback was minimized.
Beer et al. 3 were interested in designing control algorithms for legged robots based on studies of real insects and their nervous systems. These authors applied a biological inspired approach to define a locomotion algorithm based on neural networks for a robot capable of robust exploration.
Lee et al. 8 applied reinforcement learning to train a quadruped robot in order to walk and avoid obstacles. The authors proposed a two level hierarchical decomposition of the problem. The high-level layer is in charge of selecting a specific configuration of legs through an MDP, whereas the lowlevel layer is responsible for generating the movements of each leg in order to reach specific positions. The robot controlled by the policies that were learnt was able to successfully cope with obstacles that were not explicitly considered during the training stage.
Pineau et al. 9 presented a scalable control algorithm that enables a mobile robot to make decisions under uncertainty by applying probabilistic reasoning. The authors proposed a probabilistic control algorithm for learning sets of tasks and specific policies. The algorithm was successfully tested using a mobile nursing assistant robot.
In contrast with most of previous models, 2-5 MDPs provide more descriptive models, useful for analyzing the response of the robot to specific situations of the environment, as well as the relation between the actuators of the robot in order to generate stable walking configurations. MDPs have been successfully applied in robotics, but in contrast with our work, only one MDP has been applied for controlling a quadruped robot.
8 Hierarchical MDPs have also been applied in problems of navigation and localization using differential-drive mobile robots. 9 In our work, an innovative application of HMDPs to the locomotion of hexagonal hexapod robots is presented. We analyzed the locomotion of spiders and contrasted it with the locomotion of stick insects. According to our analysis, a significant difference can be noticed. The legs of spiders can be, as the legs of stick insects, related in pairs that operate jointly. The latter can play indistinctly two different roles: thrusting-pulling movement and oscillating movement. In contrast with them, the former are related in such a way that only one function is played by every pair of legs. Frontal and rear pairs are in charge of thrusting-pulling movements, whereas the legs of the central pair are in charge of oscillating movements ( Fig. 2(a) ). Each leg of our hexapod has three segments: Sg1, Sg2 and Sg3 (Fig. 2(b) ). Sg2 and Sg3 perform vertical movements, whereas Sg1 performs horizontal movements with respect to the support surface.
S contains an enumeration of the valid positions of leg segments, whereas A contains the transitions that enable the robot to move from one valid state to another. In order to reduce the state space, each segment is allowed in one of three states: up, down and in the middle for Sg2 and Sg3 (Figs.  3(a)-3(c) ); and backward, forward and in the middle for Sg1 (Fig. 3(d) ). Accordingly, each leg performs an action that enable it to reach or stay in a valid state, e.g. move Sg2 up or do nothing. When defining HMDPs, the sets S and A do not comprise simple subsets of the complete sets of states and actions. Instead of that, a set of coherent subproblems must be identified, and their corresponding sets S and A must be defined. Below, a description of our approach to define individual MDPs for specific subproblems is given.
HMDP to Control a Hexagonal Hexapod Robot
A two-layer HMDP was defined. The low-level layer is in charge of controlling trusting-pulling movements, whereas the high-level layer is responsible for oscillating movements. Therefore, in our model the legs of frontal and rear pairs move only segments Sg2 and Sg3, whereas the legs of the central pair contribute to the hexapod motion by moving only segment Sg1.
Low-level layer
The low-level layer consists of independent MDPs that look for reaching specific leg configurations that propagate motion. Since only two segments of frontal and rear pairs of legs are allowed to move, and every segment is allowed in one of three valid positions, the set S of these MDPs comprises 9 states, that are illustrated in Fig. 4 . The goals of the MDPs inside this layer are called as meta-configurations. They represent intermediate steps in the process of walking, i.e. to lift or lay down a robot leg. Three metaconfigurations were identified: meta-configuration 1 (Fig. 4(c) ), 2 ( Fig. 4(e) ) and 3 ( Fig. 4(f) ). Three MDPs were defined, one per meta-configuration: MDP-UP, MDP-DW1 and MDP-DW2, whose goals are the states 3, 5 and 6, respectively.
The set A comprises the valid movements of frontal and rear pairs of legs. The transitions between the states up and in the middle, and in the middle and down are achieved by two general actions Move Sg2 down and Move Sg3 down. Conversely, the reverse transitions are achieved by the actions Move Sg2 up and Move Sg3 up. A fifth action that enables the robot to stay in a valid position was also considered. In Table 1 , the set A is given. The MDPs inside the low-level layer have the same sets S and A, but an appropriate reward function was defined for each MDP, for details see. Table 1 . Set A for MDPs inside the low-level layer.
Number Actions
1 Move Sg2 up 2 Move Sg3 down 3 Move Sg3 up 4 Move Sg2 down 5 Do nothing
High-level layer
The high-level layer consists of a coordinator that indicates both, the order in which MDPs inside the low-level layer act, and the transitions between MDPs meta-configurations, including actions of the legs of the central pair.
The coordination process comprises 8 steps, that correspond to a gait for hexagonal hexapod robots. The legs of the frontal and rear pairs are refered by the coordinator to as legs 1 and 4, and legs 3 and 6, respectively. The legs of the central pair are refered to as legs 2 and 5. The process is summarized in Table 2 , and illustrated in Fig. 5 .
The model was solved by applying the method of policy iteration of the MDP toolbox for Matlab c .
Results and Discussion
The model was tested using a simulated robot in the Webots c environment under various environmental conditions such as flat, uneven and inclined plane, as well as step ascent and descent (see Figs. 6(a), 6(b), 6(c) and 6(d)). Table 3 summarizes the results of these experiments, in terms of time invested by the robot in moving a given distance. Although various situations were not explicitly considered in the sets of states and actions, the robot was able to successfully cope with them, because uncertainty is naturally taken into account in probabilistic models such as MDPs. Ask MDPs that control legs 1 and 5 to reach meta-configuration 2, and MDP that controls leg 3 to reach meta-configuration 3. 4
Ask MDPs that control legs 2, 4 and 6 to reach meta-configuration 1. 5
Ask MDPs that control legs 1 and 5 to reach meta-configuration 3, and move backwards Sg1 of leg 5, and move forward Sg1 of leg 2. 6
Ask MDP that controls leg 6 to reach meta-configuration 3, and MDPs that control legs 2 and 4 to reach meta-configuration 2. 7
Ask MDP that control legs 1, 3 and 5 to reach meta-configuration 1. 8
Ask MDP that control leg 6 to reach meta-configuration 2, and MDPs that controls leg 4 to reach meta-configuration 3. And move forward Sg1 of leg 5, and move backwards Sg1 of leg 2. If only one MDP were implemented to solve the problem under the same considerations of segment movements, the set S would comprise (3 × 3 × 3) 6 = 387, 420, 489 states. If only two actions per leg segment were allowed, the set A would comprise (2 × 2 × 2) 6 = 262, 114 possible actions. In contrast, in our model the sets S and A of every leg comprise 9 states and 5 actions, respectively. We succeeded in reducing the state space in n s , where s is the total number of segments, and n is the number of positions in which every segment is allowed.
Future work will focus on implementing our model in a physical robot, the Lynxmotion c BH3-R walking robot. We are working on a module to get feedback from servo-motors. 
