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Abstract 
The author studies two coupled reaction-diffusion equations of 'A — u' type, on an 
open, bounded, convex domain C R d (d < 3), w i t h a boundary of class C 2 , 
and homogeneous Neumann boundary conditions. The equations are close to a su-
percritical Hopf bifurcation in the reaction kinetics, and are model equations for 
oscillatory reaction-diffusion equations. Global existence, uniqueness and continu-
ous dependence on in i t ia l data of strong and weak solutions are proved using the 
classical Faedo-Galerkin method of Lions and compactness arguments. The work 
provides a complete case study for the application of this method to systems of 
nonlinear reaction-diffusion equations. The author also undertook the numerical 
analysis of the reaction-diffusion system. Results are presented for a fully-practical 
piecewise linear finite element method by mimicking results in the continuous case. 
Semi-discrete and fully-discrete error estimates are proved after establishing a pri-
ori bounds for various norms of the approximate solutions. Finally, the theoretical 
results are illustrated and verified via the numerical simulation of periodic plane 
waves in one space dimension, and preliminary results representing target patterns 
and spiral solutions presented in two space dimensions. 
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Chapter 1 
Introduction 
In Section 1.1 we introduce the system of part ial differential equations studied in 
this thesis and in Section 1.2 the derivation of this system is briefly sketched out. 
Section 1.3 deals w i t h previous work and explains the relationship of the theme of 
work to the wider field of knowledge, and Section 1.4 outlines the specific research 
objectives and methodology undertaken. 
1.1 Problem statement 
We consider a reaction-diffusion system of 'A — OJ' type [45], w i th the following 
general form: 
Find {u(x,t),v(x,t)} such that 
du 
di 
dv 
di 
— Av + u(r) u + A(r) v 
Au + A(r) u — u(r) v in CIT, 
in Q,' •T, (1.1.1b) 
(1.1.1a) 
where Q r : = x ( 0 , T ) , T > 0 and the 'amplitude' is given by 
r : = Vu2 + v2, (1.1.1c) 
w i th in i t i a l and boundary conditions 
u(cc,0) = u0(x), 
du dv 
E : = dQ x ( 0 , T ) , 
v(x,0) = v0(x), (l.l.ld) 
(l.l.le) 0 
du du 
1 
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where v denotes the outward normal to <9f2. Throughout A denotes ^2i=id2/dxf 
and fi C Rd (d < 3) is an open, bounded, convex domain. We make the further 
assumption that the boundary is of class1 C2. The Lebesgue measure is denoted 
dx = dx\ dx2 ... dxd- The specific class of A and u functions we study are 
A(r) : = A 0 - A ^ " , u{r) ~ u>0 + uxrp, (1 .1 . I f ) 
where A 0 , A i , p > 0 and OJ0, ui]_ are non-zero numbers; all parameters are assumed 
real and fini te . We consider a more general class of nonlinear functions than was 
originally proposed in [45] w i t h an arbi trary power p of the amplitude instead of 
a quadratic power (cf. [74], [75], [78], [43]). From an applications point of view 
(discussed in Section 1.3) the most important case is p = 2. Note that there are no 
restrictions on T , which is an arbi trary real positive parameter. 
The role of a convex domain is two-fold. Firstly, a bounded, open, convex domain 
has a Lipschitz boundary ( [32], Corollary 1.2.2.3) and secondly, is amenable to 
the application of an elliptic regularity result. A Lipschitz continuous boundary is 
important as we undertake the numerical analysis of the A — u system. For the same 
reason, a bounded domain is used. The requirement that the boundary be of class 
C 2 for the proof of the well-posedness of the A — u system is due to another elliptic 
regularity result needed in Chapter 3. 
In Chapter 2 we rewrite the A — us system in complex fo rm and a vector form for 
later analysis. A key feature of this system is that when the A — UJ system is wri t ten 
in mat r ix f o r m the coefficient matr ix of the reaction term has the 'real canonical 
fo rm ' 
A, w e K (l.l.lg) 
which is isomorphic to A + iu> G C. Furthermore, i f A is positive then this matr ix 
is positive definite. This structure of the nonlinearity has important implications 
for later energy estimates and also leads to complex numerical methods. We also 
1 I . e . , the boundary dil can be locally represented as a graph of a C 2 function. For a more 
precise definition see [70], p.129. 
A 
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comment that the A — u) system is invariant under the transformation 
{UJQ,UJX,U,V} ->• { - W 0 , - U i , V , Z t } , 
(Sherratt, J. (2001) Pers. comm.), thus existence, uniqueness and stabili ty of solu-
tions w i l l be independent of the change of sign of both w 0 a n d u>i • 
1.2 Derivation of the A — ou system 
We jus t i fy that close to a supercritical Hopf b i furca t ion 2 , any two coupled ODEs w i l l 
have the A — u fo rm, where the functions A(r ) , u){r) are defined as i n (1 .1 . I f ) , w i t h 
p = 2 and the same conditions on the parameters A 0 ,Ai ,o;o and U\. When we say 
that a system is close to a Hopf bifurcation we mean that the bifurcation parameter 
is approximately equal to the bifurcation point. We also mention the relevance to 
the corresponding reaction-diffusion system w i t h equal diffusion coefficients. These 
results are stated in [78]. 
We assume the standard conditions i n the Hopf Bifurcat ion Theorem (e.g., see 
[29], p.227, [93], p.270, [88], p.203). Consider the system of 2 ODEs 
where fx is the bifurcation parameter. We assume w i t h no loss in generality that 
the equil ibrium solution is at the origin for fi near zero (the bifurcation point) [29], 
p.226. Furthermore, assume that the Jacobian matr ix associated w i t h this system 
evaluated at (0,0), denoted A(fi), has eigenvalues a(fi) ± iuj(fi) w i t h a(0) = 0, 
cu(0) = UJ 7^ 0, and da(0)/d/j, ^ 0. We interpret this to mean that as \i varies the 
eigenvalues cross the imaginary axis w i t h finite speed 3. W i t h these assumptions on 
the O D E system we explain how to derive the A — u system. 
2 T h e transition of a stable equilibrium solution into a stable periodic orbit containing an un-
stable fixed point, as the bifurcation parameter is varied. 
3 I t is stated in [88], p.203 that this last condition da(0)/dfi ^ 0 is unnecessary. 
X = f(x,y,fi), (1.2.1a) 
y = g(x,y,fj), (1.2.1b) 
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The Taylor expansion of (1.2.1a) - (1.2.1b) about the origin is 
* j =A{p) ^ j + . . . (1.2.2) 
We wri te this system in Jordan canonical fo rm via the linear change of variable 
: = P ^ * j , P:=[Im(z),Re(z)}, 
where z is the complex eigenvector of A([i) associated wi th the eigenvalue a(/x) + 
iui{lj) (see, e.g., [29], p.59). So after noting A(jj)P = PD where the canonical fo rm 
= D , , . , n*,v) 
we can wri te (1.2.2) as 
% G(x, y) 
for some nonlinear functions F and G. 
The nonlinear functions are then expanded and transformed to a standard fo rm 
via a lengthy manipulation process called 'normalisation' using 'near identity trans-
formations' (see, e.g., [89], [93]) that removes even order terms (details omit ted) . 
Using x and y for x and y respectively, the normalised system can be wr i t ten as 
x = a(fi)x - uj(n)y + [a{n)x - b(^)y] {x2 + y2) + 0(\x\5, | y | 5 ) , 
y = u(fi)x + a{n)y + [b(fj)x + a(/j)y] (x2 + y2) + 0( | rc | 5 , \ y f ) . 
After Taylor expanding this system about \i = 0 and taking d : = d(0) , a : = a(0), 
c : = cu(0), and b := b(0) yields 
x - dfix — (CJ + cn)y + (x2 + y2)(ax - by) + ..., (1.2.3a) 
y = (u + cfi)x + d^y + {x2 + y2){bx + ay) + ..., (1.2.3b) 
( [93], p.271, [89], p.190, [33], p.151). 
The Hopf Bifurcat ion Theorem then tells us that the qualitative properties of 
(1.2.3a) and (1.2.3b) near the origin remain unchanged i f we neglect the higher 
1.2. Der iva t ion of the A — u> sys tem 
order terms [33], p.151. So setting A 0 : = d/j,, u!0 : = OJ + C/J,, Ai : = —a, u>i : = 6, 
and A(r) : = A 0 — X\r2, uj(r) := u>0 + W i r 2 ( r 2 : = x2 + y 2 ) we can write (1.2.3a) and 
(1.2.3b) in the A — co form 
x = \(r)x — u>(r)y, (1.2.4a) 
y = u)(r)x + A(r)y , (1.2.4b) 
where we have neglected higher order terms. To facilitate analysis we write this 
system in polar coordinates. I f we mul t ip ly (1.2.4a) by x and (1.2.4b) by y and then 
add, this gives 
r = A( r ) r = (A 0 - A x r 2 ) r = d/j,r + ar3. (1.2.5a) 
However, i f we mul t ip ly (1.2.4a) by y and (1.2.4b) by x and then subtract the second 
equation f rom the first we get 
6 = ui(r) = u)0 + uj\r2 = u> + c[i + &r 2 , ^ : = arctan ^—j . (1.2.5b) 
The analysis in [93], pp.272-275, reveals that for r 0 : = ( A o / A i ) 1 / 2 and \i sufficiently 
small 
( r ,0 ( t ) ) = ( r 0 , o ; ( ro ) i + ^ ) 
w + | c - — ) / i t + ^ o | (1-2.6) 
—\xd 
is an asymptotically stable periodic o rb i t 4 for (1.2.4a), (1.2.4b) provided 
a < 0 and — < 0. (1.2.7) 
a 
From (1.2.5b) for a periodic solution we require 9 ^ 0 . To show this first note 
that UJQ and u>i are both 0(1) and r2 is 0 ( / i ) . Thus near and inside the l i m i t cycle 
(i.e., near the bifurcation point = 0) we have u>(r0) — UIQ + u>ir2 « ui0. That is, 
u)(r0) is non-zero as UJ0 is non-zero. We also remark that there does not appear to 
be any reason why we cannot take UJ\ = 0, but i t seems tradi t ional to assume this 
parameter is non-zero (e.g. [78], [43]). We restrict ourselves to the case where as 
(j, increases past the bifurcation point a stable equilibrium solution bifurcates into 
4 I . e . , the periodic orbit attracts neighbouring points. 
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a stable periodic orbi t (and not vice-versa). The analysis in [93], p.274, shows this 
corresponds to the case where d > 0. So f rom (1.2.7) we must have n > 0 and thus 
by definit ion A 0 > 0. To summarise, for the A — u> system (1.2.4a)-(1.2.4b) to possess 
a supercritical Hopf bifurcation (in the sense described above) we impose 
(i) A 0 , Ai > 0, 
(ii) u>o, u>i of either sign (not zero), 
(e.g., [78]). Furthermore, the l im i t cycle in the x-y plane has radius ( A o / A i ) 1 / 2 , w i th 
anti-clockwise orbits i f UJ0 > 0 and clockwise orbits i f u0 < 0. 
The derivation above is relevant to general reaction-diffusion equations provided 
the diffusion coefficients are equal, thus they can be scaled to uni ty [45]. Further-
more, i f the amplitude r tends to the zero of A( r ) , i.e., ( A o / A i ) 1 / 2 , then the solution 
of the P D E becomes spatially homogeneous (i.e., reduces to the ODE situation), 
w i t h a l i m i t cycle in the reaction kinetics. 
1.3 Previous work and relevance to the wider field 
of knowledge 
Systems of reaction-diffusion equations have the following general form, w i t h appro-
priate boundary and in i t ia l conditions: 
— = D Au + / ( « ) , x e Q C Rd, t > 0, (1.3.1) 
where u G R n , D is the (diagonal) diffusion matr ix, and / is the reaction term. 
The diffusion term tends to 'smooth' the solution u, while the nonlinear term f(u) 
can produce solutions that grow rapidly. Thus there is the possibility of threshold 
phenomena. However, the combined effect of reaction and diffusion can produce 
new mathematical features of the solution, distinct f rom either mechanism alone. 
Depending on the nature of the nonlinearity and the in i t ia l data i t is possible that 
solutions 'blow-up' in finite t ime, i.e., we only have local existence of solutions. For 
further details see [81], [11]. 
1.3. Prev ious work and relevance to the wider field of knowledge 7 
Reaction-diffusion equations can be interpreted in the context of interacting bio-
logical or chemical species. The introduction of space into these models is relatively 
new, and tradit ional mathematical models involve the spatially homogeneous situ-
ation, that is, systems of ODEs wi thout the diffusion term present (e.g., [58], [57]). 
A classic example is the (deterministic) predator-prey model of Lotka [55] and 
Volterra [90]. Another classic equation, and the simplest case of a nonlinear reaction-
diffusion equation, is the Fisher equation ( [27] cited in [62], p.277). This equation 
arises in the study of population genetics and has the f o r m 
! = M 1 _ t t ) + D g ( 1 . 3 . 2 ) 
where k and D are positive parameters. The Fisher equation is relevant to our study 
as i t possesses travelling wave solutions, in common w i t h systems of A — ui type. 
Reaction-diffusion equations of A — u> type were first studied almost th i r ty years 
ago by Kopel l and Howard [45], who were motivated by an attempt to describe 
the format ion of patterns in the Belousov-Zhabotinskii reaction. The system is 
important and interesting for a number of reasons. Firstly, systems of A — u type 
display features in common w i t h many real biological and chemical models, although 
they are independent of any specific physical problem. Furthermore, the system is 
a model for general reaction-diffusion equations wi th a l i m i t cycle in the reaction 
kinetics ('oscillatory' reaction diffusion equations). As shown in Section 1.2, f rom 
normal fo rm theory and the Hopf Bifurcat ion Theorem, any system of two ODEs 
near a supercritical Hopf bifurcat ion w i l l have the general A — UJ fo rm (1.1.1a)-
(1.1.1b), w i t h the A and to functions defined as in (1 .1 . I f ) w i t h p = 2. This is 
relevant to general reaction-diffusion systems provided the diffusion coefficients are 
equal [45]. For a study of reaction-diffusion equations close to a subcrit ical 5 Hopf 
bifurcat ion see [25]. 
For a review of the A — u system and early work see [62]. Recent interest in the 
A — UJ system is due to a series of papers by Sherratt [74], [75], [76], [77], [78], [43] who 
used a combination of analytical and numerical methods to investigate the dynamics 
5 The transition of an unstable equilibrium solution into an unstable periodic orbit containing 
a stable fixed point, as the bifurcation parameter is varied. 
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of solutions in one space dimension, w i t h for example, locally exponentially decaying 
in i t i a l conditions. 
In spite of the importance of this system, there are few existence, uniqueness 
and stabili ty results in the li terature and these concern specific (ansatz) solutions. 
Kopel l and Howard [45] proved the A — u> system on the real line has a simple 
one-parameter family of 27r-periodic (in space and time) travelling wave solutions 
(see (6.1.1)), called 'periodic plane waves', which are linearly stable under certain 
known conditions (see (6.1.2), (6.1.3)). The nonlinear stabil i ty of travelling wave 
solutions in one space dimension has been investigated [42], where i t was proved that 
solutions are stable in a 'polynomially weighted L°° space'. I n two space dimensions 
the periodic plane waves correspond to spiral waves or concentric ring waves ('target 
patterns') (see [62], pp.343-356 and the references therein). Cohen, Neu and Rosales 
[16] were the first to prove the existence of rotat ing spiral wave solutions and at about 
the same time Greenberg [30] proved the existence of target pattern solutions. Soon 
after these works, Kopell and Howard [46] generalised their earlier one-dimensional 
results by proving the existence of homogeneous target patterns and spiral solutions 
to systems of A — co type in two and three space dimensions. 
We comment on the similari ty of the A — u> system to the Complex Ginzburg-
Landau (CGL) equation (see, e.g., [85], p.226 and the references therein). The A — to 
system wri t ten in complex fo rm w i t h p = 2 is 
c t = A c 4- (A 0 + i w 0 ) c 4- (—Ai + i w i ) | c | 2 c , 
where c : = u + iv and r : = |c| = y/u2 + v2. I f we rotate the solution vector in 
the u-v plane by uot via the transformation c (->• cexp(iu}0t) (effectively removing 
uo), followed by the rescaling of dependent and independent variables t (->• (1 /A 0 ) t , 
Xi ( l / \ j / 2 ) x i , c t-4 ( A o / A i ) 1 / 2 c, then 6 we obtain the CGL equation 
ct = Ac + (1 + ia)c- (1 + iP)\c\2c, (1.3.3) 
where a = 0 and /? = — C J I / A I . I n general for the C G L equation a is non-zero and 
the Laplacian has a complex coefficient, so i f we split this equation into real and 
6 Thus £ t ^ A 0 f , £ j H+ A 0 ^ so A ^ A 0 A. 
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imaginary parts then the diffusion matr ix is antisymmetric (in the A — ui case the 
off-diagonal terms in this mat r ix are zero). Thus our A — ui model, w i t h p = 2, is 
a special case of the C G L equation. I n the C G L equation i t is necessary that the 
a term be non-zero for the existence of unstable spatially homogeneous oscillations, 
a feature not possible in the A — u> system [49], p.21, p. 140. There is an extensive 
literature on the regularity of the CGL equations (and a generalised CGL equation) 
and two key papers relevant to bounded domains are [19], [51]. 
Of particular relevance is a theorem in ( [85], p.228) for a C G L equation in a 
fo rm covering (1.3.3) w i t h a = 0 and therefore also applicable to the A — u system 
w i t h p = 2. From this theorem we have the following results that are consistent 
w i t h the results proved in this thesis. Assume that d = 1 or 2, p = 2 and c, c 0 are 
complex valued functions. Given in i t i a l data Co € L2(Q), then there exists a unique 
weak solution of (1.1. la)-(1.1.If) where 
c e C([0, T ] ; L 2 ( Q ) ) n L 2 ( 0 , T; # * ( 0 ) ) V T < oo, 
and the solution depends continuously on the in i t ia l data in L 2 ( f i ) . Given in i t i a l 
data Co € H 1 ^ ) , then a unique strong solution exists where 
c e C([0, T ] ; H\^)) D L 2 ( 0 , T; H2(ty) V T < oo. 
Finally, we mention the connection between the A — ui system and the Allen-
Cahn equation arising f rom phase transitions in materials science (see [26] and the 
references therein). In the A — u system i f we take p = 2, u = v, Xo = 1/e2 and 
Ai = l/2e2, where e is a small parameter, then adding (1.1.1a) to (1.1.1b) and 
s implifying we obtain 
M f = A « + ^ M ( l - M 2 ) . (1.3.4) 
W i t h ficRli (d = 2, 3) and appropriate in i t ia l and boundary conditions this is a 
typical Allen-Cahn equation. 
W i t h regard to the numerical analysis of the A — to system, to our knowledge, 
since Kopell and Howard [45] introduced the A—a; system, there have been no studies 
except a short paper comparing two numerical methods for a specific example in 
one space dimension [77]. 
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1.4 Research objectives and methodology 
There were three main objectives of this work: 
(1) classical analysis of the A — u system, 
(2) numerical analysis of the A — u> system, 
(3) scientific computing and simulations. 
The thesis focuses mainly on the first two objectives, however, all objectives were 
successfully completed and their description and methodology are given below. 
The first objective involved the rigorous proof of the existence, uniqueness and 
regularity of weak and strong solutions to the A — OJ system, in d < 3 space di -
mensions [9]. Continuous dependence of these solutions on the in i t i a l data was 
also shown. This was achieved using the Faedo-Galerkin method of Lions [53] and 
compactness arguments f r o m Functional Analysis (see, e.g., [18]). Our work also 
collects together a number of results that are often used impl ic i t ly in the literature. 
These methods belong to the area of Infini te Dimensional Dynamical Systems and 
two important sources for our work have been [85] and [70]. The basic idea behind 
the Faedo-Galerkin method is first to reduce the inf ini te dimensional dynamical 
system to a finite dimensional one via the introduction of a truncated Galerkin ex-
pansion. Then standard results f rom the theory of ordinary differential equations 
can be applied. A crucial step in the analysis is the derivation of a priori estimates 
for bounding energy functionals, i.e., the so called 'energy method'. A rigorous 
treatment requires the formalism of Banach Spaces and Sobolev Spaces (e.g., [1]) 
to precisely characterise the regularity of solutions. Some standard technical tools 
we used in this process include various Young's inequalities, Holder's inequality, a 
Gagliardo-Nirenberg inequality, Sobolev Embedding results and a Gronwall lemma. 
The continuous results provide the foundation for a numerical analysis of the 
A — u> system. The second objective was achieved w i t h the finite element method 
(e.g., [14]) using the canonical piecewise linear basis functions and a non-uniform 
mesh to discretise the A — u system in space, giving a semi-discrete approxima-
t ion. A priori bounds for various norms of the semi-discrete solutions led to a 
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semi-discrete error bound. These calculations then provided the basis for obtaining 
a semi-implicit (in t ime), fully-discrete approximation for each time step and the 
derivation of fully-discrete error estimates. Furthermore, i t was proved that these 
approximate solutions exist and are unique [28]. A crucial approach was to seek 
approximations that mimicked the properties of the continuous solutions. For ex-
ample, when deriving stabil i ty estimates for the approximations i t was important 
to look carefully at the steps taken in the basic a priori estimate for the continuous 
solutions. Bearing in mind that the Allen-Cahn equation (1.3.4) given at the end of 
the last section is obtained f r o m a simplification of the A — co system, an approach 
that often proved successful was to in i t ia l ly analyse the Allen-Cahn equation (wi th 
e = 1) and then generalise the calculations to the f u l l A — to system. This was 
particularly true in the error analysis. 
A technique that helped s impl i fy the practical calculations was to use ' lumped 
mass integration', where the mass matr ix is approximated w i t h the aid of the 'vertex 
quadrature rule', i.e., a simple numerical integration rule that is exact for piecewise 
linear functions. We comment that there are various numerical integration schemes 
that can be used in the f ini te dimensional weak forms, depending on the structure of 
the nonlinearity. For example, consider the semi-discrete weak fo rm corresponding 
to the Allen-Cahn equation (1.3.4) (wi th e = 1): F ind uh G Sh w i th an appropriate 
in i t i a l approximation ^ ( - j O ) such that 
where Sh is the standard f ini te element space of continuous piecewise linear func-
tions. Noting that the integrand of the nonlinear term is a piecewise polynomial of 
degree < 4 we could choose to evaluate this term exactly w i t h the 3-point Gauss-rule, 
which is exact for polynomials of degree < 5. 
Another technique that simplified some of the analysis was to rewrite the A — OJ 
system in complex fo rm, giving a single (complex) equation that led to complex 
numerical methods. Some standard technical tools used in the estimates were the 
discrete analogues of the corresponding continuous ones, for example, discrete em-
bedding results, a discrete Holder's inequality and a discrete Gronwall lemma. 
au 
,X + ( V t A V X ) = (u (uny,x), V X € 5 dt 
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We comment on the importance of undertaking a rigorous numerical analysis of 
the A — ui system before applying a practical numerical method. I t is well-known 
that the dynamics of numerical discretisations of nonlinear differential equations 
(DEs) can differ significantly f rom that of the original DEs themselves (see [94] and 
the references therein). For example, when investigating simulated spatiotemporal 
chaos, i t is of crucial importance to know whether this behaviour is a feature of the 
continuous model, or represents the onset of numerical instability. 
We comment on the advantages of the finite element method over the finite 
difference method, when undertaking rigorous analysis. Consider the problem of 
proving that a numerical scheme is stable. Expressing the equations in weak fo rm, 
either at the continuous, semi-discrete, or fully-discrete stage, facilitates different 
approaches for analysing stability, depending on the test funct ion chosen. The ( fu l ly -
discrete) finite element method expressed in weak fo rm has the added advantage of 
suppressing the nodal indices, thus s implifying the notation. Let us contrast this 
w i t h the finite difference approach for solving the one-dimensional heat equation ut — 
u x x , w i t h appropriate in i t i a l and boundary conditions. A popular finite difference 
method is the Crank-Nicolson scheme: 
A t ~ 2h2 + 2h2 ' 
where h is the space step and At is the time step and C/" approximates the exact 
solution u at t ime level nAt and node Xj. This scheme leads to a linear system of 
the fo rm 
AUn = BUn~\ {Un}j := U?, 
where A and B are tri-diagonal matrices. For stabili ty of this method we need the 
eigenvalues of the stabili ty mat r ix A~lB to lie wi th in the unit circle in the complex 
plane. A n analytical expression for these eigenvalues is given in [80], p.65, showing 
unconditional stability of the scheme. Alternatively, we could apply Fourier analysis 
(see, e.g., [60], p.26) to obtain the same result. Now suppose we t ry and go through 
the same procedure for a simple scalar reaction diffusion equation ut = uxx+f(u), for 
some nonlinear funct ion / , w i t h appropriate in i t ia l and boundary conditions. This 
situation is much more complicated and the previous techniques for proving stabil i ty 
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no longer work. A popular approach for nonlinear problems is the 'energy method' , 
which roughly speaking is a technique for showing that some positive funct ion of the 
approximate solution values is bounded in some norm (usually by the in i t i a l data) 
and hence the approximation is bounded. This approach becomes very cumbersome 
wi th finite differences due to the nodal indices (e.g., see [60], pp. 149-156) and is much 
more straightforward to apply using the finite element method. Similar comments 
apply for proving the existence and uniqueness of numerical solutions and in error 
analysis. 
For the final objective, programming in Fortran 77 and Matlab led to numerical 
simulations in one space dimension, and preliminary results in the two-dimensional 
case. Numerical simulations allowed the expected theoretical behaviour to be verified 
and the qualitative features of solutions investigated. As the numerical methods 
are semi-implicit ( in t ime) the approximations lead to a set of (complex) linear 
equations, which must be solved for at each time step. 
In addition to the Faedo-Galerkin method for proving existence results for the 
X — UJ system, the 'invariant region' method of Smoller ( [81], [13]) is also applicable. 
Although this approach is not central to the work in this thesis, for completeness 
we briefly review the relevant application here and refer the reader to the above 
mentioned references for further details. 
Assume the reaction-diffusion system (1.3.1) is supplemented w i t h appropriate 
boundary conditions of either the Dirichlet or Neumann type, and the solution u 
satisfies the in i t i a l condition u(x,0) = u0(x) for all x G Cl. Now define a 'bounded 
invariant' region P to be a subset of the phase space E " w i t h the property that i f 
«o 6 D and the boundary lies entirely in D then u(x, t) G D for all x G Q and all 
t > 0. Now f rom Corollary 14.8(b) in [81], i f the diffusion matr ix D is the identi ty 
matrix, then any convex region E, in which / points into £ on <9E is invariant for 
(1.3.1). Thus f rom Corollary 14.9 in [81], the solution exists for all t > 0. 
To find an invariant region we first transform the O D E corresponding to the 
A — u) system to polar fo rm in phase space (cf. (1.2.5a)-(1.2.5b)) to give: 
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rt — {XQ — X x r p ) r , r := \Jv? + v2 
6t — u)(r), 6 : = arctan ( — ) . (1.4.1b) 
(1.4.1a) 
From (1.4.1a) i t is seen that 
rt > 0 for 0 < r < (Xo/X^" and rt < 0 for r > ( A o / A j ) 1 7 " . 
Thus orbits that start inside or outside the circle 
Ao 
) 
2/p 
2 , 2 U + V — 0> 
tend to r = ro and the l i m i t cycle solution is given by 
r = r 0 , 6(t) = co(r0)t + 90. 
We argue as in Example 3, p.210 in [81] and Example D in [13]. Let B be any 
convex region containing the disk u2 + v2 = r%, then i t is easy to see that the vector 
field corresponding to the reaction terms of the A — u> system points into B and thus 
by Corollary 14.8(b) in [81] we deduce that B is an invariant region for the A — u 
system. I n particular, the region 
is invariant. We claim that the ball B0 is invariant for the A — u system, however 
we cannot apply Corollary 14.8(b) in [81] directly, since the vector field vanishes 
identically on dB0. However, i f (u0(x), v0{x)) € B0 for all x, then (u0{x), v0(x)) € B$ 
for all x and every 5 > 0. Thus the solution (u(x, t),v(x, t)) E B$ for all x and every 
5 > 0 which implies (u(x, t), v(x, t)) E B0 for all x and all t > 0. Thus provided 
we have L°°(Q) in i t i a l data then the solution asymptotically lies in B0. Tha t is, we 
have global existence in t ime of solutions to the f u l l reaction-diffusion system. 
In this thesis we are mainly interested in investigating solutions of the A — UJ 
system (and their approximations) evolving f rom less regular in i t i a l data, e.g., data 
in L2{Q) or Hl(Q). There is also the question of uniqueness of solutions to consider. 
The modern theory of differential equations (and hence the finite element method) 
relies on a considerable body of knowledge f rom distr ibut ion theory, measure theory 
B6 := {(«, v) | u2 + v2 < ( A 0 / A i ) 2 / p + 5 } , S > 0, 
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and the Lebesgue integral. I t would take us too far f r o m our intended area of study 
to discuss in detail these topics. Instead we refer the reader to standard works, e.g., 
see [73] for the theory of generalised function (distribution) theory and for measure 
theory and the Lebesgue integral see [61] or [37]. For a more accessible introduction 
to the Lebesgue integral and measure theory see [91]. We shall recall results f rom 
functional analysis and the Sobolev spaces when needed. For further details (and 
more advanced treatments) of the Sobolev spaces see [1], [54] and [70]. For back-
ground in functional analysis see [95], [59] and [17], and for a modern grounding in 
the theory of differential equations see [69]. The two main texts we relied on for 
background theory of the f ini te element method were [86] and [14]. 
The thesis is organised as follows. Chapter 2 deals w i t h existence, uniqueness 
and regularity of the weak solutions. I n Chapter 3 these results are extended to 
cover the existence, regularity and continuous dependence of strong solutions on the 
in i t ia l data. The overall approach via a 'composite' Galerkin approximation is a 
generalisation of that in [70] applied to a model reaction-diffusion equation w i t h a 
polynomial nonlinearity. I n Chapter 4 we use the finite element method w i t h piece-
wise linear basis functions to obtain a semi-discrete approximation, a priori bounds 
of the semi-discrete solutions and then a semi-discrete error bound. I n Chapter 5 
these calculations provide the basis for obtaining a semi-implicit, fully-discrete ap-
proximation, a priori bounds for various norms of the fully-discrete solutions and 
the derivation of fully-discrete error estimates. In Chapter 6 some numerical ex-
periments are performed in one space dimension and the fully-discrete error bound 
verified numerically. We also present some preliminary results in two space dimen-
sions. Finally, in Chapter 7 we summarise our results and discuss possible further 
developments. 
Note that mathematical analysis estimates are numbered separately f rom the 
numerical analysis estimates. 
Chapter 2 
Weak solutions 
In Section 2.1 the basic notation is laid out and abstract Sobolev and Banach spaces 
are reviewed. I n Section 2.2 we rewrite the A — u system in two different ways, 
which then leads to two equivalent weak formulations and the statement of the 
main theorem of this chapter. Local existence (Section 2.3) and global existence 
(Section 2.4) of the weak solutions are discussed and the most theoretical part of this 
thesis, passage to the l im i t of the Galerkin approximations, is achieved in Section 2.5, 
followed by a uniqueness proof in Section 2.6. There are a large number of theoretical 
results needed in this chapter and so to improve the flow of the arguments many 
of the auxiliary results are put in the appendices. I f a result cited in the literature 
does not provide a proof then we give a proof w i t h the quoted result. 
2.1 Notation and preliminaries 
For our purposes i t w i l l be sufficient to note that integration is defined in the 
Lebesgue sense and all part ial derivatives are to be understood in the context of 
distr ibution theory, i.e., as 'weak' derivatives. Two measurable functions are iden-
tified as equal in an V(Q) space i f they are equal 'almost everywhere' (a.e.) on a 
domain 1 O. Thus any function is identified w i t h an equivalence class of functions 
that differ on a set of measure zero (see Defini t ion A.0.1). 
x f i may be different to that in Section 1.1. 
16 
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We denote Da to be the standard multi-index notation for the mixed part ial 
derivative of order \a\ (e.g., see [67]): 
a = ( a 1 , . . . , a n ) G N J , Da = , \a\ = ^ a l , 
i=l 
where N 0 : = N U { 0 } . 
In this study the dual space of a Banach space X is wri t ten X'. We use the usual 
Sobolev spaces Wm'p(Q), m G N , p G [1 , oo], w i t h associated norms and semi-norms 
given by 
( \ i / p / \ 
0 < | a | < m / \ J a | = m 
respectively. Another standard Banach space we use is L°°(Q), w i t h associated 
essential supremum n o r m 2 
IMkoo = IMU°°(fO : = i n f { M : \u(x)\ < M a.e. on Q}. 
Some standard properties of the Sobolev spaces we assume are collected together as 
Theorem A.0.2. Wm'2(Q) w i l l be denoted by Hm(Q) w i t h norm || • | | m and semi-norm 
| • | m and i f additionally m = 0, W°'2(Q.) = L2(Q). The usual L7(Q) inner product 
over Q, w i t h norm || • 110 is denoted by (•,•)> except in the complex weak formulat ion 
of Section 2.2 where i t is understood that 
(z,w) :— I z(x)w(x)dx. 
Jn 
Furthermore, (•,•) w i l l represent the duality pairing between (HX(Q))' and Hl(Q). 
In general we shall wri te (•, -)x>,x f ° r the duali ty pairing between a Banach space 
X and its dual X' (see Definit ion A.0.3 for a brief review of duali ty pairings and 
their properties). We denote the Euclidean norm by | • |. To s implify notation, we 
define H := L2{Q) and V : = i f 1 ( f t ) so V = [H^Q)}' and the inner product on V is 
denoted (•, - ) v -
2 The use of the essential supremum norm instead of the maximum norm takes into account a 
possible set of points at infinity with measure zero. However, if we know u £ C(Cl) (for example, 
if u € H2{Q) for d < 3) then this norm reduces to ||U||/,<=O(Q) = max X 6 Q \u(x)\ [48], p.83. 
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I t w i l l be useful in the work that follows to note the easily proven 'equivalence 
of semi-norms' result for 1 < p < oo: 
I/P 
\ U 2,i * U S 
d2u 
dxidxj 
dx < 2 1 / p k | 2 ) P . (2.1.1) 
We define funct ion spaces depending on space and t ime (e.g., [85], p.45). Let X 
be a Banach space and p G [ l ,oo]. Denote L p ( 0 , T ; X ) to be the Banach space of 
all measurable functions u : ( 0 ,T ) H-> X such that £ \-> \\u(t)\\x is in L p ( 0 , T ) , w i t h 
norm 
/ T \ VP 
| |M||LP(O,T ;X) : = y I K * ) | & d * for 1 < p < oo, (2.1.2) 
M I L ° ° ( O , T ; X ) : = esssup | |u( t ) | |x i f p = oo. 
«e(o,T) 
(2.1.3) 
In addition we wri te L p ( J 7 r ) = Z^(0 ,T ; 1^(0)) . We assume some well-known prop-
erties of these time-dependent Sobolev spaces and collect them together in the ap-
pendix (Theorem A.0.4). 
We also need to define C([0, T ] ; X ) , the space of continuous functions f rom [0, T] 
i n to 3 X , which is dense in 1/(0,T;X) w i t h respect to the norm || • \\LP(O,T-X) ( [69], 
p.378), but is a Banach space when equipped w i t h the norm 
sup | | w ( £ ) I U 
te[o,r] 
[85], p.45. The space C^fO, T ] ; X ) consists of those functions and their first deriva-
tives (in [0 ,T] ) belonging to C([0, T];X) and so is a Banach space for the norm 
du 
t C([0,T\;X) 
We shall also need to use CQ°(0, T; X ) , the space of inf ini tely differentiable functions 4 
f rom (0, T) into X w i t h compact support in (0, T ) ; this space is dense in Lp(0, T ; X ) 
wi th respect to the norm || • | |LP(O,T ;A> 
\u \cm0,T};X) •= \\u\\c([0,T];X) + 
3 u(f) is continuous at t0 in X([0,T]) means given any e > 0 36 > 0 s.t. \t - t0\ < 6 
\\u{t) - u(t0)\\x < e for all t, t0 € [0, T). 
4 I f u e C S ° ( 0 , T ; X ) this implies dku/dtk e C£°(0,T;X) for all jfc G N. 
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We assume the standard Hilber t space setup (see Lemma A.0.5) 
(2.1.4) 
where each space is dense in the previous one; '<—>' denotes compact injection, ' ^ V 
denotes continuous injection, and = indicates that we explicit ly identify the elements 
in the two spaces (see Defini t ion A.0.10). 
For later purposes we recall a Gagliardo-Nirenberg inequality, which is a Sobolev 
interpolation result (e.g., see [2]): let s G [ l , o o ] , m > 1 and assume v G Wm'3(Q). 
Then there are constants C and A4 = ^ (7 — ^ ) s u c n that the inequality 
t 
[s,oo] 
[s,oo) 
i f m - s > 0, 
if m _<*=(), (2.1.5) N k < C H f c l * , s holds for r G - j 
> - s 4 7 5 j l i f m - J < 0 . 
We shall make frequent use of the following well-known version of the Sobolev 
embedding theorem (e.g., [70], p.142): 
V «-> Lr(Q) holds for r G < 
[1, oo] i f d = 1, 
[ l , o o ) i f d = 2, 
[1,6] i f rf = 3. 
We also require the following Gronwall lemma in differential fo rm (see the more 
general result in [23], Proposition 2.2): let E(t) G W x > 1 ( 0 , r ) and Q(t),P(t), R(t) G 
Z ^ ^ T ) , where all functions are non-negative. Then, 
^ + P(t) < R{t)E(t) + Q(t) a.e. in [0, T ] 
implies 
E(T) + j P(T) dr < e A ( r ) £ ( 0 ) + e A < T ) J Q(r) dr, (2.1.6) 
where A(s) : = J" i? ( r )d r . 
o 
For completeness we also mention some additional well-known inequalities that 
we need on a regular basis. Holder's inequality states: for 1 < p, q < oo such that 
i + 1 = 1, i f / G L"(ft) and g G L 9 ( Q ) , then fg G L J ( Q ) and ( [10], p.22) 
• | | / » l l o . i < \\f\kP \\g\W 
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Obvious extensions apply, for example, applying the Holder inequality twice gives 
11/0*110,1 < l l / | | 0 , P I M I o * \\h\\Q,n, 
where ~ 4- ^ + ^ = 1. For later use we also recall the simple Young's inequality 
1 
cab < Ca2 + —b2, Va, b, c, e > 0, (2.1.7) 
for some positive constant C. We shall also need Young's inequality i n the fo rm 
n m 1 hn 1 1 
a K e W n ^ + i ^ - + - = 1, (2.1.8) 
valid for any e > 0, a, b > 0 and m , n > 1 (e.g., [70], p.23). 
Another elementary, but useful result, is the following, valid for any a, b > 0: 
(i) ap + bP <{a + b)p <2p-\ap + bp) i f p > 1, 
(ii) 2p-1{ap+ V) <{a + b)p <ap+ W i f p < l . 
The argument for a weaker result can be found in [1], pp.34-35. The proof for the 
above results involves consideration of the turning points of the funct ion f ( x ) 
(1 + x)p/(l + xp) w i t h x set equal to b/a. 
Throughout this thesis C represents a generic bounded positive constant, possi-
bly depending on T,N,Q,uo and vo, which may change f rom expression to expres-
sion. 
2.2 Alternative formulations of the A — CJ system, 
key lemmata and main result 
We rewrite the A — u> system (1.1.1a) - (1 .1.If) in the following vector form: 
ut = A w + Bu + | u | M u in f l T , 
du 
u(x,0) = u0(x), —— = 0 on E, av 
where u = (u, v ) T , B = 
A 0 
U)0 Ao 
and A 
- A i 
- A i 
(2.2.1a) 
(2.2.1b) 
(2.2.1c) 
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We note for later use the following identities, which hold for all I G R 2 : 
(Bx)-x = \0\x\2 
\Bx 
{Ax) • x = — X\\x\ 
\ = \J\l+ul \Ax\ = \J\2 + u2 \x\. 
(2.2.2a) 
(2.2.2b) 
The equalities (2.2.2a) express the fact that B and —A are positive definite matrices, 
which leads to an energy property exploited in the form of an a priori estimate in 
Section 2.4. I t w i l l also be convenient to express the A — u system in the equivalent 
complex fo rm: 
ct = A c + [A(|c|) + t w ( | c | ) ] c i n fir, 
dc 
c{x,0) = c0(x), — = 0 on S, 
where c:=u + iv, r : = |c| = \/u2 + v2. 
(2.2.3a) 
(2.2.3b) 
(2.2.3c) 
The following lemmata concern two key properties of the A — u> system that are 
required for later estimates. 
L e m m a 2.2.1 The nonlinearity in (2.2.1a) is locally Lipschitz, namely for all 
u ! , u 2 e R2 
| t * i | M t t i - \u2\pAu2 < ( p + l ) ^ X 2 + u 2 (\Ul\p + \u2\") | u i - u2\. (2.2.4) 
As the term Bu in (2.2.1a) is linear we have the corollary that the reaction terms 
in the A — OJ system are locally Lipschitz. 
Proof. The proof is based on Lemma A.0.11. Let r\ = \ui\ and r 2 = \u2\, then 
\rpAUl - rpAu2\ = \A(rpUl - rpu2)\ < \\A\\2\rpUl - rpu2\, 
where 11^4J12 is the spectral norm of A. Now 
ATA = so 
A 2 + UJ2 0 
0 X\ + L)\ 
where ^(-) denotes the spectral radius. Af te r a simple calculation we obtain that 
the Jacobian of rpu is given by: 
r p _ 2 ( r 2 -I- pu2) puvrp~2 
puvrp~2 r P - 2 ( r 2 -|- p y 2 ) 
J = 
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As J is symmetric | | J | | 2 = Q{J)- Solving \J — \I\ = 0, where A is an eigenvalue 
of J , leads to A i i 2 = rp, rp(p + 1). Let L(ui,u2) denote the maximum value of J 
evaluated on the line jo in ing U\ to u2. Then L(ui,u2) = (p + 1) max \z\p, where 
0<s<l 
z = sui + (1 - s)u2 , 0 < s < 1 and so \z\ < s\ui\ + (1 — s ) | u 2 | < m a x { | u i | , | u 2 | } , 
which yields the desired result. • 
We also prove a monotonicity property relevant to the nonlinearity in (2.2.1a). 
L e m m a 2.2.2 Let v u v 2 € R", n e N, p > 0, then 
! « i | p u i • (t>i - v2) > 
vi\p+2 - \v2\p+2 
p + 2 
Proof. Set s : = | v 2 | , r : = | v i | and f ( t ) :— t p + 2 , t G R. Then using Taylor series 
to expand / about r gives 
/(*) = f i r ) + f'(r)(s - r ) + / " ( £ ) ^ ^ , 
for some £ between r and s, leading to 
where £ p is between and \v2\p. Thus 
p + 2 
or 
| f i l p + 2 - W p + 2 IP 2 
p + 2 
2 
| « 2 | - | « i | = 5 i . . r 
i I |2 I |2 
+ | u i | z - u 2 " 
< ^ i i p ( i ^ - ^ r + k i i 2 - i « 2 i 2 ) 
= | « l | P « l • («1 - t>2)- • 
A corollary to this lemma is that \u\pu is a monotonic funct ion of u , namely 
( k i T ^ i - 1^21^2) • - ^2) > 0, Mvx,v2 e R", n e N, p> 0. (2.2.5) 
Af te r application of Green's identity (Lemma A.0.12) and recalling the homoge-
neous Neumann boundary conditions we rewrite the A — OJ system (1.1.1a) - (1.1.If) 
in weak form to give: 
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( P 0 ) Find u(-,t),v(-,t) G V such that u(-,0) = u0(-), v(-,0) = u 0 (-) and for 
almost every t G (0, T ) 
( f , 77) + ( V u , V77) = (A(r) « , 77) - M r ) v , V ) V77 G V, (2.2.6a) 
( | , r/) + (Vv, V77) = M r ) u, 77) + (A(r) „, rj) V77 G V. (2.2.6b) 
Two equivalent weak formulations, based on (2.2.1a)-(2.2.1c) and (2.2.3a)-(2.2.3c) 
respectively, are 
( P i ) Find u(-, t) G {V}2 such that u(-, 0) = u0(-) and for almost every t G (0, T ) 
(«tl v) + ( V u , Vr/) = (Bu,77) + (|tt|Mtx,77) V77 G {V}2, (2.2.7) 
and 
( P 2 ) Find c(-,t) G H 1 ^ ) such that c 0(-) : = «o( - ) + ^ o ( ' ) a n d for almost every 
* e ( 0 , T ) 
(ct, 77) + (Vc, V77) = (A(|c|)c, ry) + * M | c | ) c , r/) V77 G H 1 ( f t ) , (2.2.8) 
where H 1 ( f i ) is the 'complexified' space of V , i.e., i f u = Wi + i u2 G H 1 ( f t ) then 
Uj G V , j = 1, 2. The above weak formulations and their finite dimensional equiva-
lents w i l l be the starting points for proving the main technical results of this thesis. 
To prove existence of weak solutions we assume: 
( A l ) p is any finite, positive number i f d — 1,2 and 
p < 4 i f d = 3. 
To prove uniqueness of solutions and strong solution results we assume: 
r 
4 i f rf = 1, 
( A 2 ) p < { 2 iid = 2, 
4/3 i f d = 3. 
Note by the Sobolev embedding theorem that assumption ( A l ) is sufficient for V to 
have continuous injection into L P + 2 ( Q ) , while assumption (A2) is sufficient for V to 
have continuous injection into L2p+2(Q). 
We now state the main theorem of this chapter. 
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T h e o r e m 2.2.3 Assume 0 C Rd (d < 3) is an open, bounded, convex domain. 5 
Let ( A l ) hold and assume that u0, v0 £ H, then the A — to system (1.1.1a)—(l.l . lf) 
possesses at least one weak solution {u,v} satisfying 6 
u,ve L2(0, T; V) n LP+2(QT) n C([0, T ] ; H), 
p+2 
and the equations (1.1.1a) and (1.1.1b) hold as equalities in L<>+1 ( 0 ,T ; V ) . Further-
more, w i t h assumption (A2) the weak solution is unique and the map 
(u0(-),v0(-)) ^ (u(-,t;u(hvo),v(-,t;u0,v0)), 
is continuous in H. 
Proof. We prove this theorem using the Faedo-Galerkin method of Lions [53] 
and classical compactness arguments. A n overview of the main steps in the Faedo-
Galerkin method is given in Appendix B. We separate the proof into four parts 
showing: local existence of the Galerkin approximations, global existence of the 
Galerkin approximations, passage to the l i m i t , and uniqueness. For notational con-
venience in the proof we define the conjugate exponents by 
p:=p + 2, 9 : = ^ ± | G ( i > 2 ) , (2.2.9) 
unless stated to the contrary. 
2.3 Local existence of the Galerkin 
approximations 
W i t h d : = - A + / , d o m a i n ( £ / ) : = { u G V \ du/du = 0 on dtt}, Cj1 is a 
symmetric, bounded, compact operator f rom H to H and thus the Hilbert-Schmidt 
theorem applies (Theorem A.0.13). Consequently, f rom the spectral theory of such 
operators we introduce {zi}^ to be an orthogonal basis for V and an orthonormal 
5Recall that an open, bounded, convex domain has a Lipschitz continuous boundary [32], Corol-
lary 1.2.2.3. 
6 A s C([0,T];H) >-> L°°(0 ,T;H) we also have u,v e L°°(0, T; H). 
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basis for H, consisting of eigenfunctions for 
dzi 
—Azi + Zi = UiZi in Cl, —— = 0 on dQ, (2.3.1) 
av 
where 
1 < / / i < < • • • < Mfc < •" • w i t h l i m fii = oo 
is an infini te set of corresponding eigenvalues (e.g., [22], [8]), (see Theorem A.0.14). 
Note (zi, zj) = Sij and the weak fo rm of the eigenvalue problem leads to 
(zi, Z j ) v = fiiSij, or equivalently (V-Zj, V z , ) = - 1)5^. (2.3.2) 
Set V k : = span j z j j -L ! C V and seek a finite dimensional weak f o r m corresponding 
to ( P 0 ) : 
Find uk{-,t),vk{-,t) G V k such that uK(-,0) = «§(•), v*(-,0) = vk(-) and for 
almost every t G (0, T) 
( j W ' X*) + ( V « f c , V x f c ) = (A( r f c ) uk, X k ) - {to(rk) vk, X k ) V * f c G (2.3.3a) 
( i f > X*) + ( V ^ f c , V x f c ) = M r * ) w f c , x * ) + (\(rk) vk, X k ) VXk G V * (2.3.3b) 
where r f c : = > / (w f c ) 2 + (D*) 2 . 
To derive later estimates we note the finite dimensional weak fo rm corresponding to 
(P i ) is: 
F ind «*(•,«) G {Vk}2 such that u*(-,0) = ug(-) and for almost every t G (0 ,T ) 
(uk, X k ) + ( V K f c , V X f c ) = (Buk, X k ) + (\uk\»Auk, X k ) V X f c G { V f c } 2 - (2-3.4) 
Let P f c : i i f i-> V k be the orthogonal projection f rom H onto V f c that satisfies 
( P k r j , X h ) = (v,Xk), V x k e V k . 
We assume where necessary additional well-known properties of orthogonal pro-
jection operators acting on a Hilbert space, collected together as Theorem A.0.18. 
For the work that follows we need the fact that the gradient operator satisfies the 
following symmetry condition: 
L e m m a 2.3.1 For any v G V we have 
(V(Pkv), V X k ) = (Vv, V * * ) , V X G V k . (2.3.5) 
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k 
Proof. Let xh '•= ]C °izi e Vk• F r o m the weak fo rm of the eigenvalue problem 
i= i 
we have that 
( V * . VTJ) = - l ) ( Z i , v), VveV (2.3.6) 
and as v is also in H we have 
k k 
Thus f rom (2.3.7), (2.3.2) and (2.3.6) 
k 
(V(P* t ; ) , V * ) = £ > , ^ ( V * . V z , ) 
J'=I 
A: 
= {v,Zi){fii - 1) 
= ( V z i . V v ) . 
Mul t ip ly ing both sides by Cj and summing over i = 1 , . . . , k leads to (2.3.5). • 
The following lemmata are corollaries to this result: 
L e m m a 2.3.2 
( P k v , X k ) v = (v,Xk)v, V X f c e V k , v e V. (2.3.8) 
Proof. Recalling that (Phv,xk) = (v,xk) f ° r all Xk £ ^ f c > combined w i t h 
(2.3.5) gives the result. • 
L e m m a 2.3.3 
| | V ( P V ) | | o < | |Vv| |o, Vu G V. (2.3.9) 
Proo/. In (2.3.5) take = Pkv leading to 
l | V ( P M l l o = (V« , V ( P * « ) ) < | |Vt; | |o | |V(P*t;) | |o, 
which gives the desired result after dividing both sides by | | V ( P f e w ) | | 0 . • 
We use '—>•' to denote strong convergence (Defini t ion A.0.19) and require the 
following lemma: 
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L e m m a 2.3.4 
Pkv -»v in V, Vu G V. (2.3.10) 
Proof. Observe for any v G V and all xk £ ^ f c that 
\\PkV - V\\\ = [Pkv - V f P^ - V ) y 
= (Pkv - v , X k - v ) v + (Pkv - v, Pkv - X k ) V 
= (Pkv - v , X k - v ) v 
< WP^v-vW.Wx'-vlU, 
after noting (2.3.8) and applying the Cauchy-Schwarz inequality. Thus dividing 
bo th sides of this inequality by \\Pkv — v\\i gives 
\\Pkv - v\U < \\xk - v\U, v x k e v k , v e v . 
Now as V k is dense in V we can take any sequence xk that converges strongly to v 
i n V and the result follows. • 
Wri te uk and vk as 
uk (;t) = J2aik(t)Zl{-), vk(-,t) = ^2bik(t)zi(-) (2.3.11) 
1=1 1=1 
and set xk = z j for j = 1 , . . . , fc in (2.3.3a) - (2.3.3b), where the aik and bik are to 
be determined. For the in i t i a l approximations we take 
uk := Pku0(-), vk := Pkv0(-). (2.3.12) 
Note that we have the strong convergence in H of the in i t i a l approximations to the 
in i t i a l data, that is 
{UQ,VQ} - » {u0, v0} in L 2 ( Q ) as k -> oo, (2.3.13) 
which is easy to see i f we recall that ||P f cuo — «o||o < \\xk ~ uo\\o, for all xk £ V k and 
note the density of V k in H. 
W i t h the above setup the substitution of {uk(t), vk(t)} into the f ini te dimensional 
weak form (2.3.3a)-(2.3.3b) leads to 
~ ^ T ^ ' z i ) + Y a i k ( V z u V z , ) = / z 3 f { u k , vk) dx, 
1=1 a t i=l J n 
2 = 1 1 = 1 ^ N 
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for j = 1 , . . . , k, where 
f(u, v) : = A(r) u — u(r) v, g(u, v) := co(r) u + A(r) v. 
Using (2.3.2) we obtain an in i t i a l value problem for a system of 2k ODEs in a,jk, bjk 
dajk 
dt 
dbjk 
+ cijkhij - 1) = / Z j f ( u k , v k ) dx, 
Jn 
+ bjk{nj - 1) = / Zjg{uk,vk)dx, 
Jn dt 
where a, f c(0) = (u0, Zj) and bjK(0) = (v0,Zj), j = 1 , . . . , k. A 'composite' fo rm 
of this O D E system is obtained by mul t ip ly ing the system by Zj, summing f rom 
j = 1 , . . . , k, and using that 
k k 
-Auk = ^ { H j - l ) z j a j k , -Avk = ^ { H j - l)zjbjk, 
j=i j=i 
after recalling (2.3.1), yielding the Galerkin approximation 
— = Auk + P k f ( u k , v k ) , uK(-,0) = Pku0(-), (2.3.14a) 
— = Avk + Pkg(uk,vk), vK(-,0) = Pkvo{-). (2.3.14b) 
As in [70], p.222, f r o m standard existence theory (Theorem B.0.33) for systems of 
ODEs, since / and g are locally Lipschitz, the system has a unique solution {uk, vk} 
on some finite time interval ( 0 , ^ ) , t k > 0. 
We show that the 'composite' ODE system (2.3.14a) - (2.3.14b) is equivalent to 
the finite dimensional weak forms (i.e., we can obtain the finite dimensional weak 
forms f rom the O D E system). In i t ia l ly mul t ip ly both composite O D E equations by 
Zj and integrate over Q. We integrate by parts the terms involving the Laplacian 
after noting that dzi/du = 0 implies duk jdv — dvk jdv = 0 on <9£1 To deal w i t h 
the right hand side terms notice 
( P k f ( u k , v k ) , Z j ) = ( ^ ( / ( u f c , ^ ) , z 8 ) ^ , ^ ) = = ( f ( u k , v k ) , Z j ) , 
\i=l ) i = l 
and similarly (Phg(uh,vk), Zj) = (g(uk,vk), Zj). We did not assume the usual sym-
metry condition for the projection operator as f ( u k , v k ) and g(uk,vk) do not neces-
sarily lie in H, and i t is through this process that we rigorously attach a meaning 
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to P k f ( u k , v k ) and Pkg(uk,vk). Thus we obtain 
(¥> *i) + ( V ^ > = ( / ( « * . A J = 1. • • • > *. (2.3.15a) 
( l T > * i ) + = fo(u*> A ^ 3 = L • • • > *. ( 2 - 3 - 1 5 b ) 
w i t h u f c (0) = P f c u 0 , w*(0) = Pkv0. 
2.4 Global existence of the Galerkin 
approximations and Estimate I 
To prove global existence of the Galerkin approximations we derive an a priori 
estimate bounding uk and vk (independently of k) i n various Banach spaces. From 
the uni form bounds we conclude tk = T (independent of k), thus giving global 
existence of the Galerkin approximations. 
E s t i m a t e I : Set \ k = z j m the finite dimensional weak form (2.3.3a)-(2.3.3b). 
Then after recalling (2.3.11) we mul t ip ly (2.3.3a) by and (2.3.3b) by bjk and 
sum both equations f rom j = 1 , . . . , k. This is equivalent to taking xk = u k m the 
vectorised finite dimensional weak fo rm (2.3.4), yielding 
( u k , u k ) + (Vu f c , V u k ) = (Buk,uk) + {\uk\pAuk,uk). 
W i t h (2.2.2a) this simplifies to 
~ f \uk\2dx+ [ iVu^dx + X, [ \uk\p+2dx = A 0 [ \uk\2dx, 
2 dt J n J n J n J n 
and the application of the Gronwall lemma yields 
T 
\\uk\\2Q + 2 J ( | « f c | ? + ^ 1 ^ * 1 1 ^ ) (ft < | |u*(0)| |jjexp(2A 0T). (2.4.1) 
o 
Recalling uQ, v0 € H so ||u*(0)||o = | |P f c w 0 | |o < ||w 0 | |o < C we have 
uk, vk are uniformly bounded in L°°(0,T]H) n LP+2{QT), (2.4.2) 
and noting the injection L°° 1? and the semi-norm bound for V we have 
uk, vk are uniformly bounded in L 2 ( 0 , T ; V). (2.4.3) 
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We make some comments about our attempts to generalise this estimate and 
hence obtain additional regularity of the weak solutions. Formally at least, i f we 
take xh = |w f c Ct i f e in the weak form (2.3.4), then w i t h the aid of (2.2.2a) and 
the Gronwall lemma we obtain a generalised version of inequality (2.4.1). W i t h 
the assumptions u0,v0 6 V and ( A l ) this leads to, for example, that solutions are 
uniformly bounded in L 2 p + 2 (0?). However, this is invalid as \uk\puk £ { V k } 2 , so we 
might attempt to take xk = Pk{\uk\puk} and exploit that (Pkr/,xk) = iv,Xk) f ° r 
all xk £ Vk- But this approach fails w i t h the nonlinear term as \uk\pAuk £ {Vk}2. 
These ideas are not wasted, as a similar approach can be successfully implemented 
in the discrete settings (see Estimate I of Section 4.3 and Estimate I I I of Section 
5.3). 
2.5 Passage to the limit 
Recall that Z / X (0 ,T ; i ? ) is a separable Banach space, but not reflexive, while the 
Banach spaces L 2 ( 0 , T ; V ) and V ^ T ) are reflexive (Theorems A.0.2 and A.0.4). 
Thus f rom classical compactness arguments (Theorems B.0.34, B.0.35), f r o m the 
uniformly bounded sequences of functions {uk}kxL1 and {vk}'^=1 in (2.4.2) and (2.4.3) 
we can extract convergent subsequences, s t i l l denoted {uk}, {vk}, such that 
where ' — a n d '—*•*' represent weak and weak* ('weak-star') convergence respectively 
(see Definitions A.0.20, A.0.21). 
We assumed when extracting an arbitrary number of weak* and weakly conver-
gent subsequences using weak compactness arguments, there is no loss in generality 
in denoting the convergent subsequences by {uk,vk} and their l imi ts by the same 
{u, v}. This result is impl ic i t ly used in the literature (see, e.g., [53], [85], [70]), but 
not proved in the works we reviewed, thus we provide a proof (see Lemma B.0.36). 
The proof relies on well-known results concerning weak and weak* convergence, 
which we collect together as Theorem A.0.22. 
{uk,vk} -± {u,v} in Lp(nT) n L 2 ( 0 , T ; V ) as Jfc ->• oo, 
{ u k , v k } ^ * {u,v} in L°°(0,T;H) as k ->• oo, 
(2.5.1) 
(2.5.2) 
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We show passage to the l i m i t of the terms in the first composite Galerkin approx-
imation (2.3.14a). The arguments w i l l apply in a similar way to (2.3.14b). Consider 
first the term P k f ( u k , v k ) . I t is easy to show 
\f(uk,vk)\ < C (\uk\ + \vk\ + \uk\p+1 + \vk\p+1) 
and thus 
[ [ \ f ( u k , v k ) \ ^ dxdt<C [ [ (\uk\ + \vk\ + \uk\p+1+ \ v k \ p + 1 ) ^ dxdt 
Jo Jn Jo Jn 
< c£ J (\uk\^ + \vk\^ + iu*r2+i«*r2) dxdt. 
That is we have 
\\f(*k>vk)\\Unr) ^ C (\\ukWU*T) + \\vkWUnT) + WA\lnnT) + h X m T ) ) ^ C' 
after recalling that uk,vk G L " ( f t r ) and UiSh) Lq(QT). Thus f ( u k , v k ) is 
uniformly bounded in Z/9(QxO and so f rom weak compactness arguments there exists 
some x G Lq(SlT) such that 
f ( u k , vk) X in Lq(QT) as k oo. (2.5.3) 
We show that Pkf also tends weakly to x m Lq(£lT). Define Qk : = I - Pk, the 
projection orthogonal to Pk. From (2.3.10) we know that Pku —> u in V, Vm G V, 
i.e., Qku -> 0 in V as A; ->• oo. By assumption ( A l ) V «-> i ^ ( ^ ) , thus -> 0 
in 1^(0.), Vw G L ^ f i ) . Let (f> G Z ^ f i r ) be arbitrary, then using Holder's inequality 
and the orthogonality of Qk 
T T T 
J {Pkf(uk,vk)-x,<f>)dt < J {f(uk,vk)-xA)dt + J {f(uk,vk),Qk<f>)dt 
0 0 0 
T T 
< J { f ( u k , v k ) - X ^ ) d t +J\muk,vk)\\0,q\\Qk(j>\\o,Pdt ^ 0 a s f c ^ o o , 
0 0 
on noting the strong convergence of Qk4> to 0 in LP(Q), (2.5.3) and the Dominated 
Convergence Theorem (e.g., [70], Theorem 1.7). See Defini t ion A.0.23 for an expla-
nation of the fo rm of weak convergence we have used. Thus we have 
P k f { u k , vk) - x in Lq(QT) as k -> oo. (2.5.4) 
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From Lemma A.0.24 we have Auk £ L2(0,T;V). Furthermore, we have f rom 
(2.5.4) and part (v) of Theorem A.0.22 that P k f { u k , v k ) £ Lq(ttT). Thus i t follows 
f rom (2.3.14a) that duk/dt is uniformly bounded in L 2 ( 0 , T; V ) + Lq(£lT) (see part 
(ii) of Lemma A.0.25). Moreover, i t follows f r o m weak compactness arguments that 
duk/dt tends weakly to some rj in this space. We adapt an argument in [70], p.203, 
to give 77 = du/dt, i.e. 
dn dn 
^ ^ ^ L mL2(0,T;V') + Li(QT) as k -+ 00. 
dt dt 
First recall f rom (2.5.1) that uk u in the space L 2 ( 0 , T ; V ) D I f (Or), w i t h dual 
space L2(0,T;V) + L9(QT) (part (i) of Lemma A.0.25). Furthermore, f r o m the 
Sobolev embedding theorem and the fact that V is dense in H, we have the dense 
inclusion V ^ V(Q), thus f rom Lemma A.0.6 L"(Q) ^ V and so L2(0,T;V) + 
L q ( f l T ) C L*(0, T\ V ) . Now consider an arbi trary 4>{i) £ C 0°°(0, T; V) C 1/(0, T ; V). 
Integrating by parts, noting that functions in C£°(0,T; V) have compact support in 
(0, T ) and using the weak convergence of uk to u in L 2 ( 0 , T; V ) + L q ( f l T ) and hence 
in L"(0,T;V) yields 
0 0 0 0 
where we note that d<f>/dt £ C^°(0, T; V ) , due to the smoothness of functions in this 
space. From the weak convergence of duk jdt to 77 i n LQ(0, T; V ) we also have 
T T 
J ^~^-> dt —> j ( 7 7 , <j>)dt as A; —> 00, 
0 0 
and so by the uniqueness of weak l imits (see Theorem A.0.22) 77 = du/dt as required. 
Due to the density of C£° (0 ,T ; V) in 1/(0, T; V) the convergence results that hold 
for functions in C o ° ( 0 , T ; V ) also hold by extension for functions in LP(0,T; V).7 
We claim that as uk u in L 2 ( 0 , T ; V) we have (cf. [70], p.204) 
Auk -± Au in L 2 ( 0 , T ; F ' ) as k -> 00. 
7 The advantage of this approach is that a proof involving a continuous function space may be 
less technical than the corresponding one involving the associated Sobolev space. 
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Take C : = - A , d o m a i n ( £ ) : = { i t G V | du/dv = 0 on dQ}. From Lemma A.0.24 
we see that C is associated wi th the continuous (in V) bilinear fo rm a(x,r]) := 
Ici ' Vrjdx = (C\, v ) v , v , and symmetry follows f r o m 
(£X, V)v,v = a(x, rj) = a{r], x ) = ( A , x ) v y -
Using part (ii) of Lemma A.0.5 allows us to wri te this condition in the equivalent 
form 
(CX, V) = ( A , X) V X , rjEV, C X , Crj G H. 
Now take 4> G L 2 ( 0 , T ; V ) and consider 
T T T 
j { C u k , < t ) ) d t = j ( C < f > , u k ) d t -> J ( C < f > , u ) d t a s f c - > o o , (2.5.5) 
0 0 0 
due to the weak convergence of uk to u in L 2 ( 0 , T ; V ) (recall H <->• V so C<j) G 
L 2 ( 0 , T ; V ' ) ) - However, 
j{C<p, u)dt = J (C u, <fi) dt, 
using the symmetry of C again, so f rom (2.5.5) we deduce Cuk —^ Cu in L 2 ( 0 , T ; V ) . 
As L2(0, T; V ) C LQ(0, T ; V ) we have the required passage to the l i m i t of all terms 
in L " ( 0 , T ; V ) . 
To show x = f ( u > v ) i n (2.5.3) we apply some classical theorems. From an 
application of the Lions-Aubin theorem (Theorem B.0.37) w i t h E0 := V, E := H, 
El:=V and 
W : = { T , I V G L2(0, T ; V ) , ^ G L«(0, T ; V ) | , 
we have W A L 2 ( f i r ) . As u f c G W and the injection into L2(£lT) is compact we 
extract a subsequence (sti l l denoted i t f c ) , such that uk —> u in L 2 ( Q r ) (similarly for 
vk).8 From Lemma A.0.26 
uk —> it ('pointwise') a.e. in S7T, 
8Recall that, in a metric space compactness is equivalent to sequential compactness. 
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(similarly, uk —>• u ('pointwise') a.e. in QT)- As / is locally Lipschitz in QT this 
implies by continuity that 
f ( u k , v k ) —>• f{u,v) ('pointwise') a.e. in QT. 
The application of a classical lemma of Lions (Lemma B.0.38) gives 
f ( u k , v k ) ^ f ( u , v ) i n L " ( 0 T ) 
and due to the uniqueness of weak l imits we deduce x = f ( u , v ) , as required. 
To summarise, we have shown that 
nil nil 
- ^ - - A u k - P k f ( u k , v k ) ^ — - A u - /(«, v) i n L"(0, T ; V ) , 
which means for all 77 G W{0,T; V) 
T T 
J (^.-Auk-Pkf(uk,vk),^j dt^J - / ( « , « ) , i / ) dt, 
0 0 
as k —> 0 0 . That is, we have shown passage to the l i m i t of the Galerkin approxi-
mation (2.3.14a) to the differential equation (1.1.1a) in LQ(0,T;V) (and using the 
same arguments we can show passage to the l i m i t of (2.3.14b) to (1.1.1b)). Thus 
we infer existence of the weak solutions for al l T > 0. We s t i l l have to deal w i t h the 
in i t ia l approximations and show u(0) = UQ (and v(0) = vo). 
We show in i t i a l ly that the equality u(0) = UQ requires a proof. We found above 
that uk(t) —>• u(t) ('pointwise') a.e. in Q,T. Furthermore, f rom (2.3.13) we have 
Pku0 —>• Mo in L2{Q) and so Pku0 —> u0 ('pointwise') a.e. in £1. Thus i f t = 0 belongs 
to the null-set of the almost everywhere statement for the pointwise convergence 
of uk(t) to u(t) then possibly u(0) / u0 (see [70], p.205, for an example). The 
arguments used to show u(-,0) = u0(-) are well-known (see [70], p.225, or [69], 
p.381), but for completeness we include them here. 
Consider an arbi trary <f> 6 C^fO, T ] ; V) w i t h the property that (f>(T) = 0 (recall 
f rom Section 2.1 the properties of functions in C([0,T};V), or C^QOjT]; V)). We 
can write the weak fo rm corresponding to the differential equation (1.1.1a) as: 
T T T 
S (S'77) dt + I ( V t t ' V 7 7 ) d * = / ( f M ' V ) dt, \/V£LP(0,T;V). (2.5.6) 
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The corresponding Galerkin approximation can be wr i t ten as: 
T T T 
I dt + J ( V u k ^ v ) d t = J [ P k f ( u k , v k ) , V ) dt, VVeW{0,T;V). 
0 0 0 
(2.5.7) 
In (2.5.6) and (2.5.7) take r\ = 4> and integrate the first term by parts w i t h respect 
to t ime to give: 
T T T 
- (u(0), <t>(0)) ~ f («, dt + J ( V u , V(j>) dt = j ( f ( u , v), <f>) dt, (2.5.8a) 
0 0 0 
T T T 
- ( u * ( O ) , 0 ( O ) ) - J ( « * , ^ ) dt + J ( V u k , V J > ) d t = J {f(uk,vk),(f>) dt. 
0 0 0 
(2.5.8b) 
From (2.3.13) Pku0 = uK(0) —> u0 in H and as a strongly convergent sequence of 
functions is also weakly convergent we have (uK(0), rj) —> ( u 0 , v) f ° r a H V £ H. Taking 
l imits in (2.5.8b) and comparing wi th (2.5.8a) leads to (u(0),</>(0)) = (u0,4>{0)), 
or equivalently (u(O),0(O)) = (u0, ( f ) ( 0 ) ) , where ( f > ( 0 ) G V <->• H. Thus f rom the 
application of Proposition A.0.1 we deduce u(0) = u0 as required (and a similar 
argument gives v(0) = vo). 
To obtain u G C ( [ 0 , T ] ; H) we apply a modified version of a classical result 
(Lemma B.0.39), after noting u G L2(0,T; V) n V{QT) and du/dt G L2(0,T; V ) + 
Lq(SlT). 
This completes the existence part of the proof. 
We make some comments regarding an equivalent way of expressing passage to 
the l imi t . We just i f ied in Section 2.3 the equivalence of the composite O D E system 
(2.3.14a)-(2.3.14b) and the Galerkin approximation 9 (cf. (2.3.15a) - (2.3.15b)): 
T T T 
I (1if,X*) dt + J ( V u k , V X h ) d t = J ( f ( u k , v k ) , X k ) dt, VXkeU>(0,T;Vk), 
0 0 0 
(2.5.9a) 
9We now have more information about the spaces that the terms lie in so the Galerkin approx-
imation takes on a more concrete form. 
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T T T 
J {IT'*") dt + J ( V v k , V X k ) d t = J {g(uk,vk),Xk) dt, \ / X k € L?(0,T;Vk 
(2.5.9b) 
Thus passage to the l im i t of the O D E system implies passage to the l i m i t of the 
Galerkin approximation (and vice-versa). To illustrate this we also show passage to 
the l i m i t of the Galerkin approximation (2.5.9a) (arguments w i l l apply in a similar 
way to (2.5.9b)). 
M u l t i p l y the composite O D E (2.3.14a) by xk e &(0,T;Vk) and integrate over 
QT to give 
T T T 
S ( ^ ' * f c ) (Auk'x^ dt = A**) d t 
0 0 0 
Integrating by parts (in space) the second term and recalling that ( P k f , xk) — ( / , Xk) 
leads to (2.5.9a). Define rj e 1/(0, T; V) such that xk •= PkV e 1/(0, T; V k ) w Then 
as duk(-,i)/dt £ V k for a.e. t we have 
/ ( ^ ) - / ( ^ ) * 
o o 
= / ( ^ ' ) d i 
0 
- ] ( % n ) d t , (2.5.10) 
0 
after recalling the weak convergence o{duk/dt to dujdt in LQ(0, T; V ) . Furthermore, 
applying the projection property (2.3.5) and integrating by parts (in space) gives 
T T T T 
J ( V u k , V X k ) d t = J (W \V (PS)) dt = J ( V u k y r ] ) d t = - j (Auk,r]) dt 
0 0 0 0 
(2.5.11a) 
1 0 This is valid as V <-> H. 
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and recalling the weak convergence of Auk to Au in LQ(0, T ; V ) and integrating by 
parts again gives 
T T T 
-J (Auk,ri) dt -»• -J {Au,rj)dt = J ( V u , V r i ) d t . (2.5.11b) 
0 0 0 
For the final term we have after recalling the weak convergence of P k f ( u k , v k ) to 
f(u,v) in L«{0,T;V) 
T T 
J { f ( u k , v k ) , X h ) dt = J (f(uk,vk),Pkr,) dt 
0 0 
T 
= J {Pkf(uk,vk),rj) dt 
o 
T 
- > J ( f ( u , v ) , V ) dt. (2.5.12) 
0 
Thus equations (2.5.10) - (2.5.12) show passage to the l imi t of the Galerkin approx-
imation (2.5.9a) to the corresponding weak fo rm (2.5.6), as expected. 
2.6 Uniqueness 
To prove uniqueness of weak solutions we need the following lemma: 
L e m m a 2.6.1 Assume p and e are non-negative real numbers, p satisfies assump-
t ion ( A l ) and C\ is an arbitrary positive constant. Let 77 € LP+2{Q) and I/J £ V 
be functions defined on a bounded domain flcKli (d < 3), then there are positive 
constants C2{£) and p, = d ^ — such that 
d [ \vm2dx <(^ + C2(e)\\V\\^+2) U\\2Q + ^ \ 2 , where 0 < p < 1. (2.6.1) 
Proof. Observe using Holder's inequality, followed by inequality (2.1.5) w i th 
s = 2, m = 1 and r = p + 2 that 
d / M' • \^\2dx < d f /" | r 7 r + 2 ^ V + 2 f / W+2<*r P+2 
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where a : = C ,||77||o p + 2|| 'i/ ;||o^ 1~A 1\ b := ||V;||iM- A n application of the Young's inequality 
(2.1.8) w i t h m : = (1 — f i ) ' 1 , n : = ( f i ^ 0,1) gives inequality (2.6.1). • 
To prove uniqueness we assume there are two solutions u := (ui,U2)T a n d v := 
{vi,v2)T of the weak form (P i ) , w i t h in i t i a l conditions u(0) = u0 and v(0) = v0 
respectively. Setting 77 = w := u — v, subtracting weak forms, using (2.2.2a), and 
applying Lemma B.0.41 leads to 
~ / \w\2dx + f \Vw\2dx = X0 [ \w\2dx + [ {\u\pAu- \v\pAv)-wdx. (2.6.2) 
2dtJn Jn Jn Jn 
Using (2.2.4), followed by Lemma 2.6.1 w i t h e = 2, t] G { i t , v}, ip = w, we bound 
the last t e rm in (2.6.2) via 
/ (\u\pAu-\v\pAv)-wdx < ( p + l ) J \ 2 + u2 [ (\u\p+ \v\p)\w\2dx, 
Jn v Jn 
< c [ i + {\\u\\iP+2 + I M I ^ + 2 ) ] I M I o + »Wl 
(2.6.3) 
where 
p+A 1 1 " X' 
v : = ^ ^ = \ e i E ^ l i f d = 2 , (2.6.4) 
i f d = 3. 
4 - p 
Noting /U < 1, f rom (2.6.2) and (2.6.3) we have after kickback of n\w\\ 
~ I H I g < c - [ i + ( l l « | | ^ 2 + I H I ^ 2 ) ] I M I 3 -
Mul t ip ly ing through by 2 and applying a Gronwall lemma yields 
\\w\\l < ||«,(0)||gexp ^ 2 C T + 2C j ( | | tx | |^ + 2 + | « , p + 2 ) d t j . (2.6.5) 
To use the regularity of solutions in Lp+2{VtT) we apply Holder's inequality in t ime 
to the right hand side of (2.6.5) giving 
2CT + 2C J (||W||C 2 + 2 + | | V | C 2 + 2 ) ^ 
EE | k ( 0 ) | | ^ e x p ( 2 C T + 2C ( | | n | | ^ 2 ( n T ) + \\v\\pL+22{nT)). 
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For this to be valid we require v < p + 2, which is easy to check f rom (2.6.4) and 
assumption (A2). Thus we have ||w — v\\l < C | |u(0) — V(0)||Q. I f u0 = v0 we deduce 
uniqueness and i f w 0 ^ v0 we have continuous dependence in H.n This completes 
the proof of Theorem 2.2.3. • 
We had to satisfy the condition v < p + 2, which forced us to impose assumption 
(A2) . The diff icul ty in the uniqueness proof is due to the nonlinear term |u| p .Ati. 
A n alternative approach would be to in i t ia l ly split this term via 
- A i 
\u\pAu = \u\p -A 1 |u| p tz + w 1 | u | p 
—v 
U)\ —\\ I \ V I \ u 
(2.6.6) 
and thus in the uniqueness proof as the term \u\pu is monotonic (recall (2.2.5)) the 
first term on the right hand side of (2.6.6) can be 'discarded'. The second term leads 
to the following unhelpful expression in the uniqueness proof, after mul t ip ly ing out 
the brackets and s implifying: 
J \u\ - « 2 
Ui 
\V\ 
-v2 
U2 - Vo 
-u>i (\u\p - \v\p) (u2vi - uiv2) dx. 
Jn 
Alternatively, 
J 
Jn 
\u\ 
-u2 
Ml 
- \v\p 
-v2 
Vl 
Ui - Vi 
u2 - v2 
< h i 
-u2 
Ui 
-v2 \w \ dx / „ I M ' ( 
= k l f [\u\2p+2+ \v\2p+2-2\u\p\v\p(u-v)]l/2\w\dx 
Jn 
= \uii\ / \u\pu — \v\pv \w\ dx. 
Jn 
From the proof of Lemma 2.2.1 we have 
| w i | / \u\pu- \v\pv \w\dx < I ^ K p + 2) I (\u\p + \v\p)\w\2dx, 
Jn Jn 
leading to effectively the same expression 1 2 as the right hand side of (2.6.3). 
n I . e . , Mo - > v0 in H u(t;uo,Vo) —> v(t;uo,Vo) in H (uo j1 VQ). 
1 2Differing only by a constant. 
Chapter 3 
Strong solutions 
I n this chapter we deduce further regularity of solutions to the A — u system f rom 
additional a priori estimates, which leads to results for the 'strong solutions' (for the 
definit ion of a strong solution in the context of second order elliptic PDEs see [69], 
pp.287-288, [70], p.160, [87], pp.42-43). The uniqueness of strong solutions follows 
f r o m the uniqueness of weak solutions, as a strong solution is also a weak solution 
(see Section 2.6). 
Af te r some preliminaries in Section 3.1, existence of the strong solutions is cov-
ered in Section 3.2 and continuous dependence of solutions proved in Section 3.3. 
3 . 1 Notation, preliminaries and main result 
Let the assumptions, notation and results of Chapter 2 apply. I n particular, note 
assumption (A2) (Section 2.1) on p and the eigenvalue problem (2.3.1) in Section 2.3 
w i t h the associated set of orthogonal eigenfunctions { z j and the f ini te dimensional 
weak fo rm corresponding to ( P j ) given in (2.3.4). 
T h e o r e m 3.1.1 Assume C R d (d < 3) is an open, bounded, convex domain wi th 
a boundary dQ of class C 2 . Let (A2) hold and assume u0, v0 £ V, then the A — OJ 
system ( l . l . l a ) - ( l . l . l f ) possesses a unique, strong solution {u,v} satisfying 1 
u,v e L2(0,T;H2(Q))DC([0,T};V), 
x As C([0,T];V) L°°(0,T; V) we also have u,v e L°°(0,T;V). 
40 
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and the equations (1.1.1a) and (1.1.1b) hold as equalities in L2(Q,T). Furthermore, 
the map 
(«o(-)> uo(-)) i - * (u(-,t;u0,Vo),v(-,t;uo,v0)) 
is continuous in V. 
Proof. In order to obtain existence and uniqueness of strong solutions we require 
further regularity, which we obtain f rom additional a priori estimates. 
3.2 Existence, Est imates I I and I I I 
To prove strong solution results we need the following lemma (cf. Lemma 2.6.1): 
L e m m a 3.2.1 Assume p and e are non-negative real numbers, p satisfies assump-
tion ( A l ) and C\ is an arbitrary positive constant. Let 77 6 LP+2(Q) and <f> € H2(Q.) 
be functions defined on a bounded domain fictf (d < 3), then there are positive 
constants 02(e) and p = d — -^^j, such that 
d f M ' | V f l 2 d x < + C 2 ( e ) | M | j £ 2 ) \<f>\l + — \<j>\l where 0 < p < 1. (3.2.1) 
Proof. As | V 0 | 2 = Yli=i \d(j)/dxi\2 we have 
/ \v\pm2dx = f ; [ 
Jo, i = 1 Jn 
d<f> 
dxi 
dx. (3.2.2) 
Apply ing Lemma 2.6.1 w i t h ip = d<f>/dxi leads to 
/ „ > < ^ ( f ^ ^ ) £ t +SE/ B d
2tf> 
dxidxj 
dx, (3.2.3) 
where f : = p / ( l — / / ) . Summing (3.2.3) over z = 1 , . . . , d , using (3.2.2) and noting 
(2.1.1) gives 
2 — 1 I ,J — 1 
< ( ^ + C 2 ( e ) | H | ^ + 2 ) | | V 0 | | 2 + ^ ^ / \D*4>\ 
= ( ^ + c 2 ( e ) N I S ^ 2 ) W? 
dxidxj 
dx 
dx 
+ - 1 ^ 2 -
3.2. Ex i s t ence , E s t i m a t e s I I and I I I 42 
as required. • 
E s t i m a t e I I : Set xk = z j m t n e finite dimensional weak fo rm (2.3.3a)-(2.3.3b). 
Then after recalling (2.3.11) we mul t ip ly (2.3.3a) by ajk(pj — 1) and (2.3.3b) by 
bjk(fJ-j — 1) and sum both equations f rom j = 1 , . . . , k. From the eigenvalue problem 
—Azj = {jjij — l)zj and so this procedure is equivalent to taking xk = — &uk in the 
vectorised finite dimensional weak fo rm (2.3.4), which leads to after integrating by 
parts the second term: 
~ / \Vuk\2dx + [\Auk\2dx = - [ (Buk)-Aukdx- [ (\uk\pAuk) • Aukdx. 
* dt Jn Jn Jn Jn 
(3.2.4) 
We deal w i t h the last two terms in this equation separately. Integrating by parts 
and recalling (2.2.2a) yields 
- f {Buk) • Aukdx = [ {BVuk) • Vukdx = A 0 f \Vuk\2dx. (3.2.5) 
Jn Jn Jn 
To control the remaining term first note the identity 
V (\uk\pAuk) = \uk\p (AVuk) + Auk (p\uk\»-2Vuk • u k ) . (3.2.6) 
Then integration by parts, use of (3.2.6) and (2.2.2a) again yields 
- f (\uk\pAuk) • Aukdx 
Jn 
= [ \uk\p (AVuk -Vuk)dx + p [ \uk\p~2 (Vuk • u k ) (Auk-Vuk)dx 
Jn Jn 
< - A j f \uk\p\Vuk\2dx - XlP [ \uk\p-2{uk- Vuk)2dx + p ^ ] [ \uk\p-\Vuk\2dx. 
Jn Jn Jn 
(3.2.7) 
We apply Lemma 3.2.1 to the last term in (3.2.7) to give 
p K I f \uk\p\Vuk\2dx <C{1 + \\u%p+2) \uk\2 + 2-^\uk\l (3.2.8) 
Jn £ 
where v = p/(l — p). We apply some well-known elliptic regularity results for 
bounded, convex, open domains w i t h a boundary of class C2. From an elliptic 
regularity result (see Definit ion A.0.27 and Theorem A.0.28) the eigenvalue problem 
(2.3.1) has Zj G H2(Q,), 1 < % < k (k fixed and finite). Let Ck denote a positive 
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(bounded) constant depending on k. Now uh(-,t) = ^ Q>ik(t) Zi(-) so 
i=l 
k 
| | u f c ( - , i ) | | 2 < m a x M M O i y i l k O l h < Ck a.e. t € ( 0 , T ) . 
Ki<s ' — * i= l 
Thus for fixed k, uk(-, t) G H2(Vt) for a.e. £ (and a similar argument applies bounding 
vk(-,t) € H2(tl) for a.e. t). Thus f rom Theorem A.0.29 we have | | u f e | | 2 < C | |At i* | | 0 
for some positive constant C and a.e. t , and choosing e = ApC in (3.2.8) leads to 
p\Ul\J \uk\»\Vuk\2dx < C (1 + | | ^ | | o V 2 ) l« f c | ? + ^ l | A u * | | j j . (3.2.9) 
From (3.2.4), (3.2.5), (3.2.7), (3.2.9), a kickback of ± | |Att f c | | 2 , mul t ip ly ing through 
by 2, and applying the Gronwall lemma leads to 
T 
\uk\2 + J (\\Auk\\20 + 2\1 J \uk\p\Vuk\2dx 
0 
+ 2XlP J \uk\p-2(uk • Vuk)2dx^j dt 
< \uk\2 exp ^2CT + 2 c j WuX^dt^j . (3.2.10) 
To use that solutions lie in Lp+2(£lT) we apply Holder's inequality in time on the 
right hand side of (3.2.10). As in the uniqueness proof this requires v < p + 2, which 
holds due to assumption (A2) . The boundedness of the term | U Q | 2 = |P f c ,Uo| 2 follows 
f r o m the projection property (2.3.9) and the assumption that the in i t ia l data is in 
V. Then noting bound (2.4.2) we deduce 
u , vk are uniformly bounded in L°°(0,T; V). (3.2.11) 
Furthermore, as uk(-,t), Auk(-,t) e {L2(Q)}2 for a.e. t e ( 0 , T ) , elliptic regularity 
theory (Theorem A.0.28) gives uk{-,t) 6 {H2(Q)}2 for a.e. t G ( 0 , T ) , thus 
uk, vk are uniformly bounded in L 2 ( 0 , T ; H2(Q)). (3.2.12) 
In (3.2.7) i f p < Xi/\u>i\, then we can apply the Gronwall lemma to deduce the 
above uniform bounds wi thout assumption (A2) (but for the existence of solutions 
we st i l l need assumption ( A l ) ) . We make a further estimate on du/dt. 
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E s t i m a t e I I I : Set xh = Zj m the finite dimensional weak fo rm (2.3.3a)-(2.3.3b). 
Then after recalling (2.3.11) we mul t ip ly (2.3.3a) by dajk/dt and (2.3.3b) by dbjk/dt 
and sum both equations f rom j = 1 , . . . , k. This is equivalent to taking xk — u t 
in the vectorised finite dimensional weak form (2.3.4), which leads to after direct 
calculation 
/ \ukt\2dx + ~ [ \Vuk\2dx 
y n 2dt 
= f (Buk) -ukdx + f (|tt*|Mii*) • uk dx 
Jn Jn 
= y iSn|UFC|2 d x ~ T In l u k ] P ^ r d x + L { u o + u ^ p ) { u k v " - ^ d x -
(3.2.13) 
We apply a simple Young's inequality to the last term in (3.2.13) to give 
/ (co0 + H ( « S f c - vkuk)dx = [ { O J 0 + a;i | t i*n uk \
 V t ) dx 
Jn Jn y - u k J 
< [ (\u0\ + \u1\\uk\p)\uk\\ukt\dx 
Jn 
< u2\\uk\\2 + uj2\\uk\\Z% + I | |u*| |g. (3.2.14) 
Then after noting 
\uk\p—\uk\2 - - — \uk\p+2 
on combining (3.2.13) and (3.2.14) we have after kickback of \\\uk||Q and mul t ip ly ing 
through by 2 
KIIS + jt\\vuk\\i + ^ y | l l ^ H C 2 + 2 < ^ l u % + 2 u l ^ 1 + 2 ^ l l w f c l l oS 2 + 2 -
(3.2.15) 
Integrating both sides of (3.2.15) over t £ ( 0 ,T) yields 
T 
J \\uk\\2dt + \uk(T)\2 + ^ y | | u f c ( T ) | | f / + 2 + X0\\uk\\l 
o 
T T 
<X0\\uk(T)\\2 + 2u}2J ||i**|||jdt + 2a;? J \\uk\\$+2+2dt 
o o 
+ l^l? + ^ y l l ^ l C l 2 - (3-2.16) 
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From the uniform bounds in Estimates I and I I , assumption (A2), the continuous 
injections V «-> LP+2(Q), L°°(0,T;V) <-> L2p+2(QT) and the projection property 
(2.3.9), we deduce that the right hand side of (3.2.16) is bounded by a positive 
constant. Thus we have 
duk dvk 
-7—, -r— are uniformly bounded in L2(QT)- (3.2.17) 
at dt 
By extracting the appropriate subsequences f r o m (3.2.11), (3.2.12) and (3.2.17) we 
deduce 
u, v e L°°(Q,T;V), u, v e L 2 ( 0 , T ; H2(Q)), ^ , ^ e L 2 ( Q T ) . (3.2.18) 
Applicat ion of Lemma B.0.40 gives 
u, veC([0,T];V). 
To show the differential equation holds as an equality in L2(Q.T) we can repeat the 
passage to the l im i t argument w i t h p = q = 2, wi thout any additional complications. 
Some key points in this process are: 
• f(uk,vk), g(uk,vk) are uniformly bounded in L2(QT). 
• Pku —>• u in H => Qku ->• 0 in H. 
Application of the Lions-Aubin theorem (Theorem B.0.37) leads to / ( i t , vk) —v 
f(u,v) in L2(QT) (and similarly g(uk,vk) —1 g(u,v) in L 2 ( Q T ) ) . 
We could have obtained the above results more directly by extracting the kick-
back term | | |wt | |o f r o m (Buk + \uk\pAuk,uk) w i t h the aid of a simple Young's 
inequality, but the slightly longer approach shows there is nothing to be gained in 
keeping additional positive terms. 
To complete the proof we s t i l l need to show continuous dependence of the strong 
solutions on the in i t i a l data in V. 
3.3 Continuous dependence 
Assume u and v satisfy the weak form (P i ) , w i t h in i t i a l conditions u0 = u(-, 0) and 
v0 = v(-,0) respectively and w 0 7^  v0. Setting rj = —Aw + w, w := u — v and 
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subtracting weak forms leads to after integrating by parts and noting (2.2.2a): 
~ f (\w\2 + \Ww\2) dx + f \Aw\2dx+ [ \Ww\2dx 
2 « U d i n Jn 
= A 0 / ( H 2 + | V w | 2 ) dx + [ (\u\pAu - |w |Mv) • ( - A w + w) dx. (3.3.1) 
Jn Jn 
We split the last term in (3.3.1) and consider each term separately. 
Noting (2.2.4), Holder's inequality and the continuous injection of V into Z / + 2 ( f 2 ) 
yields 
/ ( | u | M « - \v\pAv) • w dx < (p + 1) J x 2 + LO2 [ (\u\p + \v\p)\w\2dx 
Jn Jn 
<c(\\u\\ptP+2 + \\v\\ptP+2) M\lP+2 
<C(\\u\\piP+2 + \\v\\lp+2)\\w\^ (3.3.2) 
I n addition, f rom (2.2.4) and a simple Young's inequality 
/ ( | u | M u - \v\pAv) -Awdx< { p + l ) J x \ + u 2 f (\u\p + \v\p) \w\\Aw\dx 
Jn Jn 
<C [ (\u\2p + \v\2p) \w\2dx + l [\Aw\2dx. 
Jn 2 i n 
(3.3.3) 
From Holder's inequality and the continuous injection of V into L2p+2(Q) we have 
/ (\u\2p + \v\2p) \w\2dx < (WuW2^ + | | V | | 2 f 2 p + 2 ) | | « , | | g > w 
Jn 
^ C O M I ^ + l l r l l J ^ O l H l ! - (3-3-4) 
Combining (3.3.1) - (3.3.4) leads to after kickback of | fQ \ Aw\2dx 
ljt\\w\\2 < C (1 + | | t t | | g ^ 2 + I M I g ^ + \\u\\%2p+2 + \\v\\%2p+2) | | « | | ? . (3.3.5) 
Mul t ip ly ing through by 2 and using the Gronwall lemma gives 
T 
I H T ) | | 2 < | M 0 ) | | 2 e x p (2CT + 2cJ(\\u\\p>p+2 + \\v\\ptfi 
o 
+ \W\ZP+2 + \\v\\%2p+2)dt). 
Using Holder's inequality in t ime and recalling that solutions belong to L2p+2(Q.T) 
leads to ||w — v\\2 < C\\u0 — v0\\2 (compare w i t h the proof . As u0 ^ v0 this gives 
continuous dependence in {V}2. This completes the proof of Theorem 3.1.1. B 
Chapter 4 
A semi-discrete approximation 
I n this chapter we discretise the A —a; system in space using a finite element method, 
which leads to the proof of an error estimate for the semi-discrete approximations. 
This is organised in the following way. 
In Section 4.1 we recall the relevant continuous results and make some definitions. 
In Section 4.2 we define the standard piecewise linear finite element method to 
obtain a semi-discrete approximation and state the necessary assumptions on the 
par t i t ioning of ft. We also define some mesh dependent norms, discuss the associated 
properties and spaces, and prove some technical lemmata. In Section 4.3 we prove 
the local existence of the semi-discrete approximations and then the global existence 
of these solutions via a priori bounds of the semi-discrete solutions. Final ly in 
Section 4.5 we prove a semi-discrete error bound. The basic approach to obtain the 
estimates is to mimic the continuous estimates in Chapters 2 and 3. 
4.1 Notation and preliminaries 
To prove error estimates in the semi-discrete and fully-discrete cases we make the 
following additional restriction on p (cf. (A2)) : 
[7/6,4] i f d = 1, 
( A 3 ) P e < [7/6,2] i f d = 2, 
[7/6 ,4/3] i f d = 3. 
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Note that assumption (A3) implies assumption (A2) . 
The results of Chapter 3 require that the domain be of class C 2 . However, for 
the numerical analysis we require a polygonal or polyhedral domain, which does not 
possess a boundary of class C 2 . Thus we assume for ease of exposition that the 
results of Theorem 3.1.1 also hold in the polygonal/polyhedral setting, that is: 
T h e o r e m 4.1.1 Assume fi C E d (d < 3) is an open, bounded, convex domain, 
which is polygonal in d = 2 and polyhedral in d = 3. Let (A2) hold and assume uo, 
v0 E H1^), then there exists a unique strong solution {u,v} to the A — u system 
( l . l . l a ) - ( l . l . l f ) such t h a t 1 
u,ve L2[0,T;H2{n))nC([0,T};Hl(Q)), 
du dv 2 
W dt e L 
We recall that a simplex r (plural simplices) is an interval i f d = 1, a triangle 
i f d = 2 and a tetrahedron i f d = 3. Now define hT := d i a m r to be the length of 
r i f d = 1, the longest side of r i f d = 2 and the longest edge of r i f d = 3. Also, 
we let QT :— the diameter of the sphere inscribed in r . Then, a part i t ioning of the 
domain Vt is said to be quasi-uniform (alternatively, we have a 'regular' family of 
finite elements)( [14], p.132, [68]) i f there exists a positive constant a such that 
h r ^ w —• < <J, Vr. 
QT 
We remark that the quasi-uniform condition ensures when d = 2 that the angles of 
triangles do not become too small (see [41], Figure 4.1) and when d is arbitrary i t is 
a natural generalisation of this angle property. Another less well-known condition 
on the mesh is the 'weak acuteness' property (e.g. [21], [64], p.49), that is in the case 
d = 2, for any pair of adjacent triangles the sum of the opposite angles relative to 
the common side does not exceed ir, and in the case d = 3, the angles made by any 
two faces of the same tetrahedron does not exceed n/2. We also recall that a finite 
element method is said to be 'conforming' i f the finite element space is a subset of 
the corresponding continuous space. This is relevant as some of the standard results 
we use impl ic i t ly assume this condition (for further details see [14]). 
Recall that C([0,T]; H1^)) ^ L°°(0,T; H1^)) so we also have u,v € L°°(0,T; Hl(Cl)). 
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4.2 Fini te element spaces and associated results 
We consider the finite element approximation of the A—w system under the following 
assumptions on the mesh: 
(Ah) Let QcRd,d<3, be a convex polygonal domain in d — 2 and a convex 
polyhedral domain in d = 3. Let T h be a quasi-uniform part i t ioning of 
Q, into disjoint open simplices { r } w i t h hT : = d i a m r and h := max hT, 
_ TeTh 
so that 0, = U T. Addit ionally, we assume T h is weakly acute. 
reTh 
We introduce the standard finite element space of continuous piecewise linear basis 
functions: 
Sh : = {v € C(H) : v\T is linear Vr e T h ) C Hl{Vt). 
Let { < ^ j } j _ 0 be the canonical basis associated w i t h Sh, satisfying f j ( x i ) = <5y, where 
{ x j } / = 0 is the set of nodes of T h . Let nh : C(Q) (->• S"71 be the Lagrange interpolation 
operator (alternatively, piecewise linear interpolant) such that nhv(xj) = v(xj) for 
all j = 0 , . . . , J . We define a discrete L2 inner product on C(Q) via 
(u,v)h : = / 7 r h (u (x )v (x ) )dx = ^ M j j - u C ^ ^ j ) . ( 4 - 2 - 1 ) 
where M J J : = ( 1 , i f j ) = (tpj, <fij)h > 0. I t is easy to verify that 
( n \ X ) h = (v,x)h Vv,xeC(ti). (4.2.2) 
The discrete inner product (4.2.1) approximates the continuous L2 inner product 
using the vertex quadrature rule 2 ( [14], p. 182) and is exact for al l piecewise poly-
nomials uv of degree less than or equal to one. For future reference we also define 
Mij := (yu<pj), Ki:j : = ( V ^ , V ^ ) , M y : - ((pi,<pj)h, (4.2.3) 
corresponding to the the mass matr ix M , stiffness matr ix K and lumped mass matr ix 
M respectively. Note that M is a diagonal matr ix . Notice that 
j 
Mii = YlMij, i = 0,...,J, 
2 The composite Trapezium rule in one dimension. 
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i.e., the elements of the lumped mass mat r ix M are obtained by adding the off 
diagonal elements of M in any row to the diagonal element of that row. This is 
easily proved via 
J J n fk 3 
Mij = VMi d x = / ^ W d x = ( 1 ; Vi) = M«> 
j=0 j=0 JQ JQ j=0 
using that E / = o ^ j = 1 ( L e -> 7 r ' > 1 = ! ) • T h e 
use of the discrete inner product to 
approximate the mass matr ix is often called ' lumped mass integration' (e.g., [82], 
p.118). One advantage of mass lumping is that the (diagonal) mass mat r ix is t r iv ia l ly 
inverted. 
From the above mentioned references, as the part i t ioning T h is weakly acute we 
have 
j 
(i) K*i ^ 0 Vi» (») K a ^ 0 ^3- ( 4 - 2 - 4 ) 
3=0 
In fact, i t follows directly for our method that 
j 
3=0 
as 
J n J n J 
Kij = / ^ 2 ' Vy>j dx = Vipi • V ^ 2 <Pj = 0, 
j=0 J n j=0 JQ 7=0 
using the fact again that Yj=o <Pj = 1. 
The following lemma w i l l be important in deriving later stabili ty estimates and 
is a consequence of the weak acuteness property (see Lemma 6.2 in [65], alt . Section 
2.4.2 i n [64], which are similar results). 
L e m m a 4.2.1 Assume the part i t ioning T h is weakly acute and U(xh) £ { S h } n is 
a monotonic funct ion for all xh £ { S h } n , n G N. Then 
( V * \ V 7 r h t / ( x h ) ) >0 . 
Proof. Recall the weak acuteness properties (4.2.4) and the fact that Ka > 0. 
J J 
Set xh = Yi Xj<Pj where Xj •= x{%j) and note that irhU(xh) = U{Xi)<Pi, thus 
3=0 i=0 
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J J 
( V X \ VnhU(Xh)) = £ £ * ; • U ( X l ) K i J 
i=0 j=0 
I 
E 
i=0 
\ 
• U ( X l ) K l 3 + X l • U ( X i ) K i t 
V 
J J 
3=0 
(4.2.5) 
i=0 j=o 
Additionally, 
j J j J 
i=0 j = 0 j=0 i=0 
J J 
i=0 j=0 
as ] C ( ' ) = S XX')> Kij = Kji a n d swapping the indices i and Thus f rom 
i=0 j = 0 j = 0 i=0 
(4.2.5) and the monotonicity of U ( X h ) 
1 J J 
(Vx*, V T T ^ C X * ) ) = - £ W * ) - ^ X ; ) ) • (Xi - xi) > o. • 
i=0 j=0 
We state below results concerning f ini te dimensional spaces on Sh and the as-
sociated norms. I t is well-known that the discrete inner product (4.2.1) induces a 
norm on Sh C C(£l) via 
l x V = V ( x h , x h ) h , VxheSh (4.2.6) 
and there is an equivalence of norms result between || • | | 0 and | • 1^ , that is, 
c\\x% < \x% < c\\xh\\o, v x h e s h (4.2.7) 
(e.g. [68], [66]) where c and C are independent of h. We impl ic i t ly assume this 
result wi thout always referring to i t . I t w i l l be convenient to generalise (4.2.6) in 
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the following fashion, for all \ h £ Sh: 
\xhkP ••= ( J ^ { \ X h ( x ) \ ' ' } d x y P EE ( Y ^ M j ^ i x ^ for 1 < p < oo, 
(4.2.8a) 
\Xh\h,oo := max | / ( ^ ) | i f p = oo. (4.2.8b) 
0<j<J 
Let u := (ui,... ,un)T, v : = (vi,... ,vn)T be n-tuples and define the equivalent 
norms \\u\\p : = ( 5 Z " = 1 \ui\p)1^p, 1 < p < oo, where ||u||oo : = m a x | u j | . The spaces 
i 
l p of n-tuples w i t h the norm are discussed in [59], p.158. We thus attach 
a meaning to \u\^p = w2j=o\(^jj)1^Pu(xj)\P) m ^ n e P = 0 0 c a s e - Using the 
discrete Holder inequality 
J^WiVil < \\u\\p\\v\\q, - + - = 1, l < p , 9 , < o o (4.2.9) 
i= i ^ ^ 
( [59], p.272, [17], p.67) and the discrete Minkowski inequalities 
I/P 
X>i + «i| p) < M p + H U l < P < o o (4.2.10) 
( [59], p.273, [17], p.68), we easily prove the following discrete Minkowski and Holder 
inequalities respectively for elements in C(f2) (and hence also for elements in Sh): 
L e m m a 4.2.2 
\u + v\htP < \u\h,p+ \v\h,P, l < p < o o , V u , t ) e C ( f l ) . (4.2.11) 
Proof. 
^ I/P 
|« + v\h,p = I ^ M j j H x j ) + v ( x j ) \ P 
\j=o 
/ J _ \ VP 
= £ i ( ^ ) 1 / p ^ ) + {M33yipv{^)\v 
\j=o 
< \\U\\h,p + \\v\\h,p, 
using (4.2.10). • 
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L e m m a 4.2.3 
\(u, v)h\ < | u U > | M , ^ + ~ = 1, 1 < p, q < oo, Vu,v € C ( H ) . (4.2.12) 
Proof. 
!(«>«)* 
^ E K ^ i ) 1 7 ^ ^ ) ! ! ^ ) 1 ^ ^ ) ! 
using (4.2.9). • 
L e m m a 4.2.4 (4.2.8a)-(4.2.8b) are norms on Sh (not C(fl)) and the following space 
is Banach: 
Lh*{Sl) := {x*1 e Sh : \Xh\h,P < oo, 1 < p < oo}. 
Proof. We first verify the three axioms of a norm. Recall that Sh is a subset 
of C(U). Clearly \x%,P > 0 for all X h e 5 A , and x f t = 0 implies Ix^U.p = 0. I f 
\xh\h,P = 0 then as M j j > 0 for all j this implies x ^ 3 ^ ) = 0 for all j and as \ h £ S''1 
this means xh = 0- This is not necessarily true for any continuous function w i t h 
roots at the nodes Xj, thus the requirement that functions be in Sh. Furthermore, 
i t is clearly true that l^yi / i ,? = M l x l / i ^ and the triangle inequality follows f r o m 
(4.2.11), so | • \htP is a norm for 1 < p < oo. Tha t | • | / j ) 0 0 is a norm follows f rom the 
fact that IQO is a norm (see above). Finally, remembering that all f inite dimensional 
normed spaces are complete we conclude that Lh'p(Q) is Banach. • 
As one would expect, the space Lh'p(Q) possesses discrete analogues of the prop-
erties of 1/(0,). I n addition to the discrete Holder and Minkowski inequalities given 
above, we have a simple injection result for elements in C(£l) (and hence also for 
elements in Sh): 
L e m m a 4.2.5 
^2Mjju(xj)v(xj) 
j=0 
\u\h,q < C\u\hiP, C : = I f i l 1 / " - 1 ^ , l < ? < p < o o , \/u e Lh,p(Q). (4.2.13) 
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Proof. From (4.2.12) we have 
j 
3=0 
J 
= E{ ( M ^ ) < 7 / p i u ( ^ ) i 9 } { ( M ^ ) 1 ^ / p } 
3=0 
( J — \ 9 / P ( 3 ^ . 
\J'=0 / \ j = 0 
after noting J^t <p« = 1. Raising both sides to the power oil/q gives the desired 
result. • 
Addi t ional embedding results are given below. We extend these finite dimen-
sional spaces to time-dependent ones Lh'p(£lT), w i t h norm 
l P 
( J \ x h ( - M \x \h,P,n dt l<P<oo, (4.2.14) 
Vx h e Sh, which is the discrete analogue of i 7 ( f i T ) = I/,(0,T;D'(Q)), w i t h the 
following injection result: 
L e m m a 4.2.6 
\u\h,q,aT < C\u\h;P,nT, C := ( I ^ IT ) 1 / 9 " 1 ^ , 1 < q < p < oo, (4.2.15) 
for all u e Lh'p(QT)-
Proof. We have 
T 
K,g,aT = J H;t)\lqdt 
o 
T 
<\Q\^ J \u(;t)\lpdt 
0 
Q P 
(\n\T)1-q/p ( J H - , t ) \ l P d t j < 
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after applying the discrete injection result (4.2.13) and the standard Holder inequal-
ity. The result then follows after raising both sides to the power oil/q. • 
We require the following well-known interpolation error estimates, which follow 
f r o m Theorem 5 in [15] and the quasi-uniform condition of our tr iangulation Th: 
| | ( / - 7 r / l ) X | | o + / i | ( / - v r / ! ) x | i < C / l 2 | x | 2 , V X € H2(Q), d < 3, (4.2.16) 
- 7rh)x||o,i < C/ i 2 | x | 2 , i , V x e ^ 2 ' 1 ^ ) , d<3. (4.2.17) 
Due to the quasi-uniform condition we have for all xh £ Sh the following inverse 
estimates (cf. Theorem 3.2.6. in [14]): 
I x l i < ^ I x V (4.2.18a) 
l l x l k < Chd^-l^\\X%,r, 1 < r < q < oo, (4.2.18b) 
\xh\i,q < C h ^ - ^ l x ^ r , 1 < r < q < oo. (4.2.18c) 
I n order to estimate the error due to numerical integration we need the following 
estimates: 
L e m m a 4.2.7 For all xh,Vh € Sh 
\(x\r,h) - ( X k , V h ) h \ < Ch2\Xhh\vh\u (4.2.19) 
K x W ) " (X\vh)h\ < Ch\\X%\vh\i- (4.2.20) 
As these are slightly sharper than the ones usually quoted in the literature we provide 
a proof: 
Proof. From (4.2.17) and (2.1.1) we have 
l ( x " , ^ ) - ( x ' , r / Y | = | | ( / - 7 r / l ) X V l k i 
<Ch2 f \Da{xhnh)\dx 
Jn f-±x dx.dxj 
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Remembering that xh a n d Vh a r e piecewise linear and applying the Cauchy-Schwarz 
inequality yields 
Ch' 
f d 
7 ^ 
d 2 ( X h V h ) 
dxidxj 
dx = Ch2 
< Ch' 
r d 
i,j=l K 
dr]h Qxh Qxh Q^h 
dxi dxj dxi dxj 
dx 
dxi 
< C ^ l x ^ l i l ^ l x , 
dxj + 
dxh 
dxi 
dr]h 
dxj 
which proves (4.2.19). Now applying the inverse inequality (4.2.18a) and using the 
equivalence of norms result (4.2.7) leads to 
c / i V l i l ^ l i < ch2 {^\xh\^ \vh\x < ch\\x%\vh\u 
proving (4.2.20). • 
In the above proof we have ignored the fact that taking the second derivative of 
a piecewise linear function leads to contributions due to the resulting Dirac delta 
functions. To get around this problem we can either show that the contributions 
lead to an additional factor of h2, or we can repeat the above calculation for a single 
simplex r w i th associated step size hT, and then add the contribution f rom all the 
simplices to arrive at the same result (using the fact that hT < h and that the 
par t i t ion of Q is exhaustive). 
We present several theorems that are the discrete analogues of continuous the-
orems. For example, in order to obtain error estimates in later sections we need a 
discrete Sobolev embedding result: 
L e m m a 4.2.8 Let v G S h , r E R, h < 1 and assume the tr iangulation T h is 
quasi-uniform, then there exists a positive constant C (independent of h) such that 
\v\h,r < holds for r e < 
[2,oo] i f d = 1, 
[2,oo) i f d = 2, 
[2,6] i f d = 3. 
(4.2.21) 
4.2. F i n i t e element spaces and associated results 57 
Proof. Take 77 = vT{x) in (4.2.17), note (2.1.1), and apply the Cauchy-Schwarz 
inequality, yielding (see the comment after the proof of Lemma 4.2.7): 
/ \{I -Trh)vr\dx <Ch2J2 [ \Davr\ dx 
a\=2 
d 
< cti 
i,i = l J n 
dv dv 
dxi dx. 
r(r — l)v r - 2 dx 
< Ch*\\v\\^ J2 
i,j=l 
dv 
dxi 
dv 
dxn 
IJ-—21 . |2 
< C>i2|Mli>,»Mi- (4.2.22) 
In the d = 1 case we apply the Sobolev embedding |M|o,oo < t o t n e l a s t term 
in (4.2.22). In the d = 2 case we first apply the inverse inequality (4.2.18b) in the 
form IMIo.oo < C7r 2 / p |H| 0 ,p , 1 < p < 00, to the last term in (4.2.22), followed by 
the Sobolev embedding |H|o,P < C|Mli> V £ [2,00). In the d = 3 case we apply the 
inverse inequality (4.2.18b) in the fo rm |M|o,oo < C/ i x / 2 | j o , 6 to the last term in 
(4.2.22), followed by the Sobolev embedding | H | 0 ) 6 < C\\v\\i. This leads to: 
Ch2\\v\\\ i f d = 1, 
|(7 - 7 r > r | dx < { C / i 2 + ^ \ \ v \ \ \ V p e [2,oo) i f d = 2, (4.2.23) 
C 7 i 3 - i | M | ; i f d = 3. 3-5 
< 
Now split \v\rhT via 
K r < l l ( / - T * ) « r | | 0 , l + I H l 0 . r 
C{h2+ l)\\v\\\, r € [2,oo] i f d= 1, 
( „ , 2 ( 2 - r ) \ h2+~^ + l j \\v\\\, r,pe [2,oo) i f d = 2, 
( C(h3~L2 + 1 ) \\v\\[, r € [2,6] i f d = 3, 
after using the Sobolev embedding theorem for H 1 ^ ) <-» Lr(Q). To obtain con-
stants independent of h note the simple rule that h < implies ha < for all 
a E R + . Addit ionally, r < 2 + p < o o i n the d = 2 case and r < 6 in the d = 3 case. 
• 
We also require a discrete Gagliardo-Nirenberg inequality (cf. (2.1.5)): 
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L e m m a 4.2.9 Let v G S h , r G R, h < 1, [i : = d Q — and assume the triangula-
t ion T 7 1 is quasi-uniform, then 
[ [2, oo] i f d = 1, 
| « | / , , r < ^ b l M k l l i holds for r G < [2, cx>) i f d = 2, (4.2.24) 
[ [2,6] i f d = 3. 
Proof. This result follows f rom: Lemma 4.2.8, the inverse inequali ty 3 (4.2.18a) 
w i t h the equivalence of norms result (4.2.7), the embedding U <—> L2 (r > 2), and 
the Gagliardo-Nirenberg inequality (2.1.5) w i t h m = 1 to give: 
\v\k,r < C\\V\U < j\\v\\0 < £\\v\\o,r < ^ I M I M H I ? < J M M * • 
In order to prove uniqueness of the semi-discrete approximation we prove the 
fol lowing result: 
L e m m a 4.2.10 Assume p and e are non-negative real numbers, p satisfies assump-
tion ( A l ) and r),ip G S h , h < 1 and the triangulation T h is quasi-uniform. Then 
there are positive constants Ch(e) : = C(e)h2^,1~1^ > 0, fi : = d — and C 
such that 
C {\V\P, W f < ( f + C k ( e ) M £ £ 2 ) UWl + f W? , where 0 < p < 1. (4.2.25) 
We provide a proof for completeness, which is the discrete analogue of the proof of 
Lemma 2.6.1. 
Proof. In i t ia l ly apply the Holder inequality for Sh (4.2.12) followed by the dis-
crete Gagliardo-Nirenberg inequality (4.2.24) yielding 
c I * h ( M ' M 2 ) dx < c M £ , „ + 2 M L + 2 < ob, 
Jo. 
where a : = p M £ p+2lV ' l /^ 1 _ f l \ b : = HV'lli''- Applicat ion of the Young's inequality 
(2.1.8) w i t h m :— (1 — / / ) _ 1 , n : = (/x ^ 0,1) and recalling the equivalence of 
norms result (4.2.7) leads to inequality (4.2.25). • 
3 I t is easy to show from this inverse inequality that provided h < 1 we have ||t>||i < (C//i)||u||o-
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Finally, (see, e.g., [6], [7]), we recall a result for the L2 projection operator 
Ph : L 2 ( f l ) i-> Sh given by 
namely, 
\\(I-Ph)V\\o + h\(I-Ph)Ti\1<Chm\rt\m, m = l , 2 , \ / V e H m ( Q ) . (4.2.26) 
We w i l l use this lemma to bound the in i t i a l semi-discrete approximations in H1 via: 
L e m m a 4.2.11 
| | i * x l l i < C 1 | x | | i , VxeHl(Q). (4.2.27) 
Proof. We deal w i t h the terms on the right hand side of 
\\Phx\\l = \Phx\l + \\Phx\\l 
The last term is easily controlled via a standard property of orthogonal projections, 
namely, 
l l ^ x l l o < llxllo < M i , 
as x £ H 1 ^ ) °->- L2(Q). To control the remaining term use f rom (4.2.26) that 
\{I - Ph)-n\x < C\n\u for al l r] <E Hl(Q), and so 
l ^ x l i = l ^ x - X + Xl i 
^ K J - P ^ x l i + l x l i 
< C | | x l l i , 
which proves the lemma. • 
We give two equivalent semi-discrete approximations of (Pi) and (P2) respec-
tively (see (2.2.7), (2.2.8)): 
( P f ) F ind uh{-,t) e { S h } 2 such that uh(-,0) = Phu0(-) and for a.e. * G (0 ,T ) 
{ u l x h ) h + ( V u h , V X h ) = (Buh,xh)'1 + {\uh\"Au\Xh)h ^ X h e { S h } 2 , (4.2.28) 
where uh : = (uh,vh)T. 
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(P£) F ind ch(-,t) G such that c^-.O) = Phc0(-) and for a.e. t G (0 ,T ) 
(cf, Xh)h + ( V c \ V x * ) = ( A ( r * ) c \ x Y + i M r * ) c \ x T Vx* G S* 
where ch : = u A + i t / 1 , rh = \ch\ and S'1 is the 'complexified' space of Sh, i.e., i f 
c = c\ + i c 2 G S'1 then c,- G 5^, j = 1,2. Before considering error estimates for the 
semi-discrete approximation we need a lemma. 
L e m m a 4.2.12 Let the assumptions ( A l ) and (Ah) hold, u0, v0 G H1^) and h < 1. 
Then ( P f ) possesses a unique solution i / 1 } such that the following stability 
bounds hold independent of h: 
uh, vh G L°°(0, T; H\Q)) D L h > 2 p + 2 ( I 2 r ) , 
G L 2 ( f i r ) . 
5w h dvh _ t 2 
Proof. We separate the proof into four parts showing: local existence of the ap-
proximations, global existence of the approximations, uniqueness, and an additional 
stabil i ty estimate. 
4.3 Existence and uniqueness of the 
approximations 
4.3.1 Local existence of the approximations 
j 
Let ch(-,t) = d(t)(pi(-) in (P§) where d(i) ~ c(xi,t) and take \ h = <Pj, 
i=0 
j = 0 , . . . , J yielding: 
i=0 i=0 
J 
^T/d(0)(<Pi,<pj) = (co,tpj), ; = 0 , . . . , J , (4.3.1) 
where f ( c h ) := [A(r / l) + iui(rh)]ch, rh = \ch\. We have used that the in i t ia l approxi-
mation ch(0) = Pkc0 can be expressed in the equivalent fo rm (c / l (0) ,x / l ) = (c0,xh) 
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for al l xh £ S -^ To deal w i t h the nonlinearity note that 
j 
( f ( c h ) , V j ) h = £ Mkkf{Ck)50k = M j j f i C j ) . (4.3.2) 
A:=0 
Thus f rom (4.3.1), (4.3.2) and noting (<Pi,ifj)h = 5 ^ ( 1 , ^ ) we have the following 
system of ( J + 1) complex ODEs: 
M ^ - + KC = M f { C ) , c° := M C ( 0 ) , (4.3.3) 
dt 
where C : = ( C 0 , . . . , C j f , { c 0 } , := (CQ, ^ ) , { / ( C ) } ; := f(C{). 
We simplify this system by wr i t ing f(Ci) = f(Ci)Ci where / ( C j ) : = A(i?j) + 
iLj(Ri), Ri = \Ci\, so that f ( C ) = £>C, £> : = d i a g { / ( C 0 ) , . . .J(Cj)}. Now, M is 
non-singular, so the system (4.3.3) becomes after rearrangement 
^ = (D-L)C, C(V) = M~lc\ (4.3.4) 
where L := (M)~lK. As / is a locally Lipschitz funct ion (see (2.2.4)), f rom standard 
existence theory for systems of ODEs, system (4.3.4) has a unique solution C (and 
hence (P£) has a unique solution ch) on some finite t ime interval (0 , i / i ) , th > 0. 
4.3.2 Global existence of the approximations 
and Estimate I 
To obtain global existence of the semi-discrete approximations we derive an a priori 
estimate bounding uh,vh independent of h, thus concluding th =T (T independent 
o f / i ) . 
E s t i m a t e I : The estimate is a discrete analogue of a generalised version of 
Estimate I in Section 2.4 (see the remark at the end of Section 2.4). Choosing 
Xh = Kh{\uh\muh}, m > 0, in (P*) leads to 
^ ^ \..h\m+2 , \ |„ h\p+m-\-2 - > \„,h\m+2 ( A o r\ 
(m + 2 ) ^ 1 l / l '™+ 2 1 1 ^ + ™ + 2 - A o | w l f t .™+ 2 ' ( 4 3 - 5 ) 
after noting 
l U 1 U dt (m + 2)dtlU 1 ' 
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(4.2.2), Lemma 4.2.1, and (2.2.2a). Mul t ip ly ing (4.3.5) through by (m + 2) and 
applying the Gronwall lemma yields 
T 
\uh(T)\^+2 + X1(m + 2) J \u%+Xl2dx < | t * f c ( 0 ) | f f + 2 e ^ + 2 > r . (4.3.6) 
o 
I t w i l l be sufficient for existence, uniqueness and stabili ty estimates to choose m = p 
in (4.3.6) giving 
T 
\ u h ( T ) \ t f + 2 + \ 1 ( p + 2) J \uh\2hP£+2dx < | u > C ^ A o ( p + 2 ) T (4-3.7) 
o 
To bound the right hand side note assumption ( A l ) , Lemma 4.2.8, the projection 
property (4.2.27), and the fact that the in i t i a l data is i n Hl(Sl), to give 
l « * ( 0 ) l £ £ 2 = l ^ o l C 2 + 2 < C\\Phu0\\p+2 < C. (4.3.8) 
Thus f rom (4.3.7) we deduce the following bounds hold independent of h: 
uh, vh G L A ' 2 ' + 2 ( f i r ) n L°°(0, T; Lh>p+2(Q)). (4.3.9) 
4.3.3 Uniqueness 
The proof is a discrete analogue of the corresponding uniqueness proof in Section 
2.6. 
Assume there are two semi-discrete solutions uh, vh of ( P j ) . Setting \ h = ™ h '•= 
uh — vh and subtracting semi-discrete approximations yields 
\jt\™h\l + \™h\l = *o\wh\l + (\uh\pAuh - \vh\pAv\ w h ) h , (4.3.10) 
after noting (2.2.2a). We bound the last term in this equation using: (2.2.4), Lemma 
4.2.10 wi th r] G {uh,vh}, e = 2, and noting (2.2.2a) again to give 
(\uh\pAuh - \vh\pAvh, w h ) h <(p+ l ) y j \ 2 + uj2(\uh\p + \vh\p,\wh\2)h 
<C{1 + Ch (\uh\lp+2 + \vh\kh,P+2)} \\w% + p\wh\l 
<dh\\wh\\2 + ii\wh\2, (4.3.11) 
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where Ch is a positive constant depending on h, after applying a uniform bound in 
(4.3.9) . Note p, < 1 and k := p/(l — p), so after kickback of p\wh\\ we have f rom 
(4.3.10) and (4.3.11) that 
Apply ing the Gronwall lemma yields 
| « ; ( T ) | 2 < | « ; ( 0 ) | 2 , e x P ( a / l T ) ^ 0 , 
leading to uh = v h , as required. 
4.4 Estimate I I 
E s t i m a t e I I : The estimate is a discrete analogue of Estimate I I I in Section 3.2. 
Choose x h — u t m ( P i ) , ^ e n on noting 
\ u h \ ^ \ u h \ 2 - -J—?- u h\p+2 dt' ' (p + 2) dt 
a direct calculation w i t h the aid of (2.2.2a) leads to 
duh 2 
dt + 
l d U h \ 2 + - 7 - ^ 4 : \ u ^ + 2 
, 2 d t ^ n ^ (p + 2)dt^ " ^ + 2 
= + ( w o + w i l « k l p . « V -
We apply a simple Young's inequality to the last term in (4.4.1) to give 
(u}0+LJ1\uh\P,UhVll -VhU>l)fl = j Tlh \^(UJQ + Ul\uh\P)uh 
<jT ^{(iwon-Kii^nittMiifi}^ 
< (tl2hlh\2 4-l,,2\l,h\2p+2 4 - -^ W 0 l " l / i + W l l U l/i,2p+2 + 2 
duh 
dt 
Combining (4.4.1) and (4.4.2) we have after kickback of | 
by 2: 
dt 
(4.4.1) 
dx 
(4.4.2) 
and mult ipl icat ion 
duh 
dt + d ^ u l l + ( p + 2 ) ^ | u l f c . ' + 2 - V t | u l f t + 2 a ; o | u ^ + 2 w i l u I w -
2|„,/i|2p+2 
(4.4.3) 
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Integrating both sides of (4.4.3) over t € (0, T ) yields 
/ T duh 2 dt ^ dt + | u * ( T ) | 2 + j ^ \ u h ( m + \ 2 + A 0 | ^ ( 0 ) | 2 
i i 
<\Q\uh{T)\\ + 2ul f \uh\ldt + 2u\ j \uh\%2%dt 
Applying the discrete injection results (4.2.13) and (4.2.15), noting (4.3.8) and 
(4.3.9), we conclude the right hand side of (4.4.4) is bounded uniformly. Thus 
f rom the injection Z / i , p + 2 ( f 2 ) <-» Lh'2(Q), the H1 semi-norm bound and (4.3.9), we 
deduce the following bounds independent of h: 
r)iih r)i)h 
u \ v h e U°{p,T;H\n)), ^ f , ^ f G L2(QT). (4.4.5) 
This completes the proof of Lemma 4.2.12. • 
A n important step in the continuous estimates was to introduce the test funct ion 
Xk = — A u f c in the finite dimensional weak fo rm, leading to regularity of the strong 
solutions. In order for the semi-discrete calculations to mimic this step we would 
need to introduce a discrete Laplacian operator : H 1 ^ ) t-t Sh such that 
( A h u , x h ) h = -(Vu,Vxh) V x h e S h , ueH\Q). 
I t is easy to show that A/t is well-defined and is a bounded linear operator f rom 
Sh to Sh. The strategy would be to choose xh = ~A/tw/l in ( P i ) . However, this 
would lead to the term (Vnh\uh\pAuh, V u / l ) on the right hand side, which is not 
controlled wi th the aid of Lemma 4.2.1, as \uh\pAuh is not a monotonic funct ion of 
uh. Nevertheless, the results f rom the previous estimate are sufficient for our later 
calculations. Taking the test funct ion in Estimate I equal to a monotonic funct ion 
led to increased 'regularity' of the semi-discrete solutions, allowing us to dispense 
w i t h a discrete analogue of Estimate I I in Section 3.2 (see the comments at the end 
of Section 2.4). 
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4.5 An error estimate 
We prove an error estimate between the continuous solutions of problem ( P ^ and the 
semi-discrete solutions of ( P f ) , which is opt imal in H1, but sub-optimal in 1?. The 
classical approach to deriving a semi-discrete error bound is via an elliptic ( 'Ri tz ' ) 
projection, which can be traced back to Wheeler [92] (see also Thomee [86]). The 
use of the Ritz projection for linear problems, or problems w i t h a sufficiently regular 
nonlinearity, leads to opt imal error estimates in L2 and H1 [63]. The A — UJ system 
is highly nonlinear and so instead of the Ritz projection we use the interpolant irhu 
(e.g., [4], [39]), which facili tated handling of the nonlinearity. 
L e m m a 4 .5 .1 Let the results and assumptions of Theorem 4.1.1, Lemma 4.2.12, 
and (A3) hold. Then the solution {uh, vh} of (P^) satisfies the following semi-discrete 
error bound: 
II" - u1ll~(o,r ;L2(fi)) + ll« - uh\\h{0,T;m(n)) < Ch2. (4.5.1) 
Proof. Define 
e := u — uh 
e A : = u - n h u }> so e:=eA + eh. (4.5.2) 
eh : = irhu — uh 
Note that nhu is well-defined as f rom the Sobolev embedding theorem H2(Q) 
C(Q), d < 3 and u(-,t),v(-,t) 6 H2(ty for a.e. t e ( 0 ,T ) (see Theorem 4.1.1). To 
facilitate the proof we note the following inequalities, which are easily proved w i t h 
the aid of (4.2.16) and (4.5.2): 
| | e 4 | | 0 < Ch2\\u\\2, (4.5.3a) 
le^K <Ch\\u\\2, (4.5.3b) 
l l e l i < Ch\\u\\2, (4.5.3c) 
\\e%<\\e\\0 + Ch2\\u\\2, (4.5.3d) 
|e h | i < leU+ChWuh, (4.5.3e) 
l|eA | |i < ||e||o+ |e|1 + C / i | | M | | 2 . (4.5.3f) 
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We choose TJ = eh in ( P i ) , Xh — e > l m (P?) a n d subtract yielding: 
( t i t , eh) - (uht, e h ) h + (Ve , Veh) = (Bu, eh) - (Buh, e h ) h + (\u\pAu, eh) 
- (\uh\pAuh,eh)h. (4.5.4) 
Adding and subtracting each of the terms (Buh, eh), (\uh\pAuh, eh) and (u^, eh) to 
(4.5.4) and rearranging leads to 
\jtM\l + H = { (*? , eh)h - (uf, e*)} + e * ) + (Ve , VeA) + (Be, eh) 
+ {(Buh, eh) - (Bu\ e h ) h ) + (\u\pAu - \uh\pAuh, eh) 
+ {(\uh\pAu\eh) - (\uh\pAuh,eh)h) 
(4.5.5) 
i= l 
We bound each term on the right hand side of (4.5.5) separately. 
Using (4.2.20), the Young's inequality (2.1.7) w i t h e = 8, and (4.5.3e) yields 
T 1 ^ ( u f , e Y - K , e ' 1 ) 
< C7i||u*Hole*!: 
1 
<Ch*\\uX + l\e\2 + Ch2\\u\\l 
W i t h the aid of the Cauchy-Schwarz inequality and (4.5.3a) we have 
(4.5.6) 
de 
dt 
\eA\\o < ChHuh 
de 
dt 
(4.5.7) 
and also noting the Young's inequality (2.1.7) w i t h e = 8, (4.5.3b), and the Cauchy-
Schwarz inequality yields 
T 3 = (Ve , Ve- 4 ) < l eWe ^ x < Ch\\u\\2\e\x < Ch2\\u\\\ + ^ | e | 2 . (4.5.8) 
Noting the Cauchy-Schwarz inequality, (2.2.2b), a Young's inequality, and (4.5.3d) 
leads to 
T 4 = (Be, eh) < CHeHolle^Ho < C | |e | | 2 + Ch4\\u\\l (4.5.9) 
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To bound the fifth term we use: (4.2.20), (2.2.2b), a stabil i ty bound in (4.4.5), the 
Young's inequality (2.1.7) w i t h e = 8, and (4.5.3e) to give 
T 5 < \{Buh,eh)-(Buh,eh)h\ 
< C 7 i | | £ w / l | | 0 | e / l | 1 
< C7 l | | U / l | | 0 | e ' 1 | 1 
< C7i|e h | i 
1 
<Ch2 + ^-\eh\\ 
16 
(4.5.10) 
Using (2.2.4), a generalised Holder inequality (see Section 2.1), the continuous injec-
tions H1 ^ L3p, H1 <—> L 6 , assumption (A3) , Theorem 4.1.1, (4.4.5), the Young's 
inequality (2.1.7) w i t h e = 8, and (4.5.3f) leads to 
T 6 < f \\u\pAu - \uh\pAuh\ \eh\dx 
<C f (\u\p + lu^o) \e\\eh\dx 
i n 
<C{\\u\\hP + \\uXto) \\e\\o\\eh\\o,e 
<C(\\u\\p+\\u%) \\e\\0\\e% 
< C\\e\\0\\e% 
1 
<C\\e\\l + ~\\eh\\2 
<C\\e\\l + \\e\\ + Ch2\\u\\l (4.5.11) 
Bounding the final term is more technical than the calculations for the previous 
terms. First noting (4.2.17) and (2.1.1) we wri te 
d " \ d2{\uh\pAuh -eh) 
T 7 < f | ( / - , T 
Jn 
h)\uh\"Auh-eh\ dx<Cti' 
dxidxj 
dx = : T 7 ) 1 , 
(4.5.12) 
(see the comment after the proof of Lemma 4.2.7). To expand the right hand side 
of (4.5.12) we need the following identities, which are easily verified for arbitrary 
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differentiable vector valued functions d>, 77 e R2 and all p e l : 
<9x 
dx 
9 mpAd>• 77) = \MP (A*• p - ) + M P (v-A9* 
(4.5.13) 
dxu dxk 
dtp 
dxk 
(4.5.14) 
Thus 
d du'1 
dxj 
I , 
r)ph 
uh\pAuh ~ \=\U 
dxi 
h i o i d e h Aduh . . 
/ i | p - 2 f w / i 
(4.5.15) 
0ehs 
e" I =\u dxi / \ dxi dxj J \ dxj u 
{duh 
dxi 
dxi 
(4.5.16) 
(4.5.17) 
Using the simple product rule {abc)' = a'bc + ab'c + abc' we have 
d 
dx, 
H p - * i u * . ^ ) { A u h - e h ) 
duh 
dxi 
(Auh • eh) 
+ p\u h\p-2 ( uh 
dxi dxj 
duh\ ( . h deh h duh Aun • \- e • A 
dxi dxj dxj 
(4.5.18) 
Combining (4.5.15)-(4.5.18) leads to 
d2 
dxidxj 
(\uh\pAuh • e h ) 
= \uh\p 
deh Aduh 
dxi t ) + p | w 1 r dx-) [Au -dx~ 
4.5. A n error estimate 69 
+ 1 ^ ( ^ — 1 + p|ti*l"- 2 du
h 
u A dxi dxi dxj J \ dxj 
° U ^ (Auh • eh) 
• e 
dx. 
+ p\u h\p-2 I u h 
dxi dxj 
duh 
dxi 
. h deh h .duh Auh • — \-en • A 
dxi dxj J 
(4.5.19) 
Thus f rom (4.5.12), (4.5.19) and (2.2.2b) we obtain 
i j = i J s i l 
deh 
dxi 
duh 
h\p-\ 
+ \ U . 
= : T 7 i 2 . 
duh 
dxj 
duh 
dxi 
dxj 
h ] \ dx 
+ \u h\p 
dxj 
duh 
dxi 
(4.5.20) 
To bound the right hand side of (4.5.20) note: a generalised Holder inequality, 
||d(/<9a;fc||o,3 < |C|i,3 for all ( in W 1 ' 3 , assumption (A3) , the injections H1 <->• L3p 
and Hl c—>• L6p~6, the inverse inequality (4.2.18c) in the form |x f c | 1 > 3 < Ch,-d/6\xh\i,2, 
an estimate in (4.4.5), (4.5.3f), and the simple Young's inequality (2.1.7) w i t h e = 8 
again to obtain 
T 7 , 2 < Ch2 ] T WUX*P 
+ l l« / l iK_ 6 | | e ' l | | o , 6 
duh 
dxj 0,3 dxi 
I0,3p 
duh 
dxi 0,3 dxj 
0,3 
0,3 
dxi 0,3 
deh 
dxj 0,3 
< Ch2 {\\uYo,3MU,3\e\3 + | | t i f c | |g: 8 ;_ 6 | |e"| |o ,6|^| 2 , 3} 
< Ch2~i {\\uX\^\i\eh\i + ||u f c||r V l ? l | e * l l i } 
<C7» 2 - * | |e* | | i 
^Ch'-iiWeWo + leU + ChWuh) 
< C/! 2 - i ( ! |e | | 0 + Ch\\u\\2) + Ch2~i\eU 
<Ch*-f + \\e\\2 + Ch2\\u\\22 + ±\e\2 
= : T7 > 3 (4.5.21) 
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Thus f rom: (4.5.5)-(4.5.12), (4.5.20), (4.5.21), a kickback of ±|e|?, and noting that 
/ i 4 _ ¥ < h2 as h < 1, d < 3, we have after mul t ip ly ing through by 2 
| | | e | |g + |e|? < C ( \\e\\2 + ^2||^||§ + h2\\u\\2 + h2\\u\\2 
de 
dt + ti (4.5.22) 
Applying the Gronwall lemma and Cauchy-Schwarz to (4.5.22) yields 
T 
\\e(T)\\l + J \e\2dt<eMCT)\\e(0)\\20 
o 
T 
+ Ch2exp(CT) J ( l + ||ti?||g + M + | | t t | | 2 | | ^ 
o 
< C||e(0)| | jj + Ch2(T + \\u!\\l*(«T) + \H\h(o,T-m) 
de j 
+ ||w||L 2(0,T;tf2(fi)) (4.5.23) 
L2(nT) 
To bound the right hand side of (4.5.23) first note f rom the projection property 
(4.2.26) that 
||e(0)||jj = \\u0 - Phu0\\l < Ch2\u0\2 < Ch2, 
after recalling that Uo,v0 6 Hl(Q). Furthermore, f rom Theorem 4.1.1 and Lemma 
4.2.12 the a priori bound becomes 
r 
| e ( i ' ) | | n + / \e\2dt<Ch2. (4.5.24) i(T)\\2 + J \e\\dt<Ch2. 
So ||e||o < Ch for a.e. t G ( 0 , T ) , which implies ||e||L<x>(0ix;Z,2(fi)) < Ch. However, 
L ° ° ( 0 , T ; L 2 ( Q ) ) L2(QT) and so we also have | | e | | L 2 ( n T ) < Ch. Thus w i t h the 
semi-norm bound in (4.5.24) we deduce | |e | | / ,2( 0 i T .tfi(n)) < Ch, i.e., 
,/i||2 .h\\2 \u - u-\\ioo{QiT.L2{n)) + \\u - u"\\i2(0>T.Him < Ch2. m 
A corollary to the error bound is the convergence of the semi-discrete approxi-
mations to the strong solutions: 
{uh, vh} -> {u, v} in L°°(0, T; L2(Q)) n L 2 ( 0 , T; Hl(Q)) as h - » 0. 
Chapter 5 
A fully-discrete approximation 
In this chapter we discretise the A — OJ system in space using a finite element method 
(see Chapter 4) and discretise in t ime using finite differences, leading eventually to 
the proof of a fully-discrete error estimate. 
In Section 5.1 we briefly cover the assumptions and results needed for the sub-
sequent analysis and present a fully-discrete, semi-implicit in time, finite element 
approximation. I n Section 5.2 we prove the existence and uniqueness of the fu l ly -
discrete approximations, while i n Section 5.3 two stabili ty estimates are proved. 
Finally, in Section 5.5 we prove a fully-discrete error estimate. The basic approach 
to obtain estimates is to mimic the semi-discrete estimates of Chapter 4. 
5.1 Notation and preliminaries 
We let the assumptions and results of Chapter 4 apply. We shall also need the 
following discrete analogue of the Gronwall lemma: 
L e m m a 5.1.1 Assume wn,an,pn > 0, 0 < j3 < 1, satisfy 
71-1 
wn +pn < ocn + ^ J ^ W f c + i , Vn > 1, (5.1.1a) 
Wo+p0<a0, (5.1.1b) 
where {<yn} is non-decreasing. Then 
71 
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, Pn . f ocn- /3w0\ ( np \ l 
w»+—p - v ~ w r ) e x p {—p) • ( 5 - L 2 ) 
Proof. We adapt a proof for a similar result (Lemma 10.5 in [86]). From (5.1.1a) 
we have 
n - l 
Wn + Pn < <*n + P ^2 W k ~ PW° + PWn" 
and as ft < 1 this inequality rearranges to 
n - l 
wn+Pn <an + (3 wk Vn > 1 where 
fc=0 
P n - - = ^ a n : = - T - r , P--=—p- (5-1.3) 
Now f ix n > 1 and define 
m—1 
um := an + P ^ w k , 1 < m < n , u0 := an. (5.1.4) 
fc=0 
From (5.1.3) and (5.1.4) we have 
m—1 m-1 
wm+Pm< am + P^2wk <an + p^w,. = um, (5.1.5) 
as by assumption {an} and hence {an} is non-decreasing. Now 
un = un-i + Pwn-x 
<{1 + P) « n _ i 
< exp( /3) t t n _i , (5.1.6) 
after noting f rom (5.1.5) that wn-\ < u n _ i , 2 and that 1 + x < exp(x), x > 0. I t 
follows inductively f rom (5.1.6) and noting (5.1.4) that 
un < UQ exp(nP) = an exp(nP), 
thus taking m = n in (5.1.5) yields (5.1.2), as required. • 
Let TV be a positive integer and At := T/N be the t ime step. We consider the 
following fully-discrete, semi-implicit in time, finite element approximation of (Pi) 
(see (2.2.7)): 
'Taking n — 0 in (5.1.2) leads to wo +po < ao, which is true by assumption. 
2 T h i s also holds for n = 1, as from (5.1.1b) and (5.1.4) wo + Po < c*o < a n < S „ = U Q . 
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(P? ' A t ) For n = 1,... ,N find Un € {Sh}2 such that U° := P^Uo and 
( U n ~ / ^ n ^ x h ) +(VUn,VXh) = (BUn,xh)h + (\Un-1\pAUn,xfl)\ (5-1.7) 
for all xh ^ { 5 ' ' 1 } 2 where L f n : = (C/ n , V n ) T . Before considering error estimates for 
the fully-discrete approximation we prove the fol lowing stability lemma: 
L e m m a 5.1.2 Let the results and assumptions of Lemma 4.5.1 hold and At < 
m i n { l , A o ( 2 p + 2 ) } - Then for all h < 1 there exists a unique solution to ( P j ' A t ) such 
that 
max. U t / l x < C, (5.1.8) 
Kn<N 
N 
^ r \ u » - u n - 1 \ i < c A . t , (5. i .9) 
n=l 
N 
^2\Un-Un~l\\ <C. (5.1.10) 
71 = 1 
Proof. We separate the proof into two parts, showing existence and uniqueness, 
followed by two stability estimates. 
5.2 Existence and uniqueness of the 
approximations 
The linear system ( P i ' A t ) can be wr i t t en as a square matr ix system 
Mn^Un = Un-\ U° := U0, 
where M n _ i is the coefficient matr ix depending on the solution at t ime (n — l)At, 
and so existence of the fully-discrete approximation follows f rom the well-known fact 
that for a square linear system existence is equivalent to uniqueness. 
To prove uniqueness assume there are two fully-discrete solutions U n , V n 
(n > 1) of ( P j ' A t ) . We use proof by induction. Assume uniqueness of the approxi-
mation at t ime tn~\ := {n — l)At and note that we have uniqueness at t ime t0. Now 
setting xh = : = U n — V n and subtracting the fully-discrete approximations 
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yields on noting (2.2.2a) 
^-t\Wn\2h + \Wn\\ + Ax ( I t / 7 1 " Y , \ W n \ 2 ) h = X0\Wn\l (5-2.1) 
By assumption A 0 < I/At so 
C(At) | W n | ^ + | W n | ? < 0, 
where C(At) is a positive constant depending on At. We thus conclude U n = V n 
for all n > 1 as required. 
5.3 Estimate I I I 
E s t i m a t e I I I : The estimate is a fully-discrete analogue of Estimate I in Section 
4.3. Choosing xh = nh { \ U n \ m U n } , m > 0, in ( P j ' A t ) and noting Lemma 4.2.1, 
(4.2.2), and (2.2.2a) yields 
i _ ( | t / n | m ) j j n . ( [ / n _ + A i ( \ U ^ \ P , \ U " \ m + 2 ) h < A 0 1 U n | ™ + 2 + 2 . (5.3.1) 
Apply ing the monotonicity property of Lemma 2.2.2 to the first term in (5.3.1) and 
mul t ip ly ing through by At(m + 2) leads to 
[\uXi2+2 - | t / n _ 1 I K 2 + 2 ] + A i A t ( m + 2) ( i t r - Y , \ u n r ^ ) h 
<X0At(m + 2)\UX^+2- (5-3.2) 
Summing both sides of (5.3.2) f rom n = 1 , . . . , TV yields 
\UN\Z£+2 + A i A t ( m + 2) £ ( I ^ T , | L H m + 2 ) * 
< | C 0 C 2 + 2 + AoA^(m + 2) £ | t / " + 1 | ^ 2 + 2 - (5-3.3) 
n=0 
Applying the discrete Gronwall lemma to (5.3.3) for At < X o ^ + 2 ^ gives 
\TTNim+2 , f A i A t ( m + 2) \ ^ / | r r n - l i p I I - I - M 1711+2^ 
I " k m + 2 + l v l _ A o A i ( m + 2 ) y ! Z . U ^ I J 
. l ^ g + 2 e x P ( 1 _ A f A ^ 2 ) ) , N A t ^ T . (5.3.4) 
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We choose m = 2p in (5.3.4). To bound the right hand side of (5.3.4), note assump-
t ion (A2) , Lemma 4.2.8, and Lemma 4.2.11 to give (cf. (4.3.8)) 
uTi% = I J*«OI;&2.2 < c\\p*Uo\\r< < c >/»„, |2p+2 h». I I
2 P + 2 
This leads to the following stabili ty bound after noting the assumption on At: 
max \Un\h,2p+2<C. 
Kn<N 
(5.3.5) 
From the discrete injection property (4.2.13) i t follows that lE /^ l / i < C\UN\h,2P+2 
and hence we also have 
max \UnL < C. (5.3.6) 
5.4 Estimate I V 
The estimate is a fully-discrete analogue of Estimate I I in Section 4.4. Choosing 
x h = ( u n - U n - l ) / A t in (P? ' A t ) leads to 
n r r j i - 1 un - u 
At + ^Kt(\u
n-un-1\21 + \un\21-\un-1\2) 
BUn + \Un-l\pAUn, 
U n - U 
At 
n-l \ h 
(5.4.1) 
where we have used the elementary identity 
2b{b - a ) = \b- a\2 + b 2 - a 2 Va, b. 
We apply a simple Young's inequality to the last term in (5.4.1) after noting (2.2.2b) 
to give 
j j n _ TTn-1 
BUn + \Un-1\pAUn, ^ ) < BUn + \Un-l\pAUn 
n TTTl—1 un-u 
At 
< c\un\l + c ( i t / 7 1 - 1 ! 2 " , i t / 7 1 ! 2 ) ' 1 + -
2 
n y TTI—1 un-u 
At 
(5.4.2) 
Thus f rom: (5.4.1), (5.4.2), a kickback of | | ( t / n - U n - l ) / A t \ 2 h , and mul t ip ly ing 
through by 2, we have 
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U n - U n - l 
At 
+ — (\un - un-l\\ + \un\\ - \un~l\X) 
< c\un\2h + c {\un~l\2p,\un\2)h 
<c\uX + c\un-X2P+2\u%2p+2 
(5.4.3) 
where we have used the discrete Holder inequality for Sh (see (4.2.12)) and noted the 
stabil i ty bounds (5.3.5) and (5.3.6). Mul t ip ly ing (5.4.3) through by At, summing 
f rom n = 1 , . . . , N, rearranging, and noting Lemma 4.2.11 leads to 
N 
n=l 
un - u n - l 
At 
N 
+ ^2\un-un-1\2l + \uN\21 
n=l 
N 
< \U°\l + ^ C A t 
n=l 
= \Phu0\l + CT 
< C. (5.4.4) 
The bound (5.1.10) follows directly. We also have \UN\\ < C, which implies 
maxi< n<Ar \Un\i < C, and noting (5.3.6) we deduce bound (5.1.8). To show bound 
(5.1.9) mul t ip ly (5.4.4) through by At • 
The fully-discrete stability estimates mimic the corresponding semi-discrete es-
timates, however the match is not perfect. The main reason for differences is due to 
the semi-implicit t ime discretisation of the nonlinearity, which effectively breaks the 
structure of terms in the semi-discrete and continuous cases. This is because some 
of the terms are at t ime level t n := nAt, while others are at £ n _i : = (n — 1) A t . Thus 
terms that were previously positive may no longer be so. For example, in Estimate 
I I I we would have liked to choose \ h = nh {\Un-l\"Un} in ( P ^ A t ) leading to control 
of the term E l L i d 1 7 " - 1 ! 2 " ' \ u n ? ) h i n Estimate I V , but this choice would also give 
the term (VZ7", V { 7 r / l | C / n _ 1 | ' ' t / n } ) on the left hand side. I f we attempt to duplicate 
the approach used in the proof of Lemma 4.2.1 this leads to, 
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( V C T \ V { 7 r / l | i 7 n - 1 | ^ n } ) = 
i=0 j=0 
which is not necessarily positive. 
5.5 An error estimate 
In this section we prove an error estimate between the continuous solutions of (P i ) 
and the fully-discrete solutions of ( P i ' A f ) , w i t h no additional assumptions. For 
notational convenience we extend the fully-discrete solutions via the piecewise linear 
interpolant, or piecewise constant interpolant in t ime. This approach can be found, 
for example, in [4], [6], [7]. 
We present the main numerical result of this thesis: 
T h e o r e m 5.5.1 Let the results and assumptions of Lemma 5.1.2 hold. Then we 
have 
I I " - ^ + l l loo( 0 ,T;L 2 (n)) + I I " " U + \ \ \ ^ T ] m m < C(At + h2), (5.5.1) 
where 
t - t t n-1 n -1 n t e *„_!,*„ , n > 1, U(t) n U1l + u At At 
and 
U+{t) := U n , U~{t) := U n -1 t G ( f „ - i , * n ] , n > 1. 
(5.5.2) 
Proof. Note for future reference that 
dU _ U + 
dt 
U u-u u+ -u t G (£„_!,£„], n > 1. (5.5.3) 
At t - t n—1 
We restate {P^1) as follows: 
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A t ^ . Using at 
Find U G {H\0, T ; Sh)}2 such that 17(0) : = Phu0 and for a.e. t G (0 ,T ) 
(If' **) " + ( V C / +' V**} = ( B t / + ' + i l U ~ | M C / + ' V** 6 {5"}2-
(5.5.4) 
Define E+ := uh — U + G { S " 1 } 2 , E := uh — U £ {Sh}2 and £ T : = uh — U~ G { S " 1 } 2 , 
so that E+ - E = U - U + = {t- t n ) ^ f and E~ - E = U - U~ 
these definitions we note for later use the following inequalities 
\E+\h<\E\h + \U+ ~U-\h, 
\E-\h<\E\h + \U+ - U ' \ h , 
\\E+\U < C\E\h + C\U+ -U~\h + \E+\U 
\Eh < \E+\1 + \U+ -U~\u 
(5.5.5a) 
(5.5.5b) 
(5.5.5c) 
(5.5.5d) 
which are easily verified w i t h the aid of (5.5.3), and the equivalence of norms result 
(4.2.7) for (5.5.5c). 
We choose xh = E+ in (5.5.4) and (4.2.28), and subtract, which leads to after 
noting (2.2.2a) 
( j ^ , E + ^ j +\E+\\ = \0\E+\2h + (\uh\pAu>l-\U-\pAU+,E+)h, where E(0) = 0. 
We rewrite this as 
\ j t \ E \ \ + \E+\\ = U + - t / ) h + \0\E+\\ + {\uh\»Auh - \U~\"AU\ E + f 
= I i + I 2 + I 3 . 
We deal w i th the terms on the right hand side of (5.5.6) separately. 
Noting (4.2.12) and (5.5.3) we have 
(5.5.6) 
I i = 
< 
< 
< 
< 
dE 
~dt' 
dE 
dt 
U + -U 
\u+ - u\h 
h 
duh 
dt 
duh 
+ 
dU 
dt 
duh 
dt 
1 
\U+-U\h 
dt 
\u+-u-\h + ±-t\u+-u-\l (5.5.7) 
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W i t h the aid of (5.5.5a) we have 
h = *o\E+\l 
<C\E\l + C\U+-U-\2h. (5.5.8) 
We split the t h i r d term via 
I 3 = {\uh\pAuh - \U~\pAU+,E+)h 
= (\uh\pAuh - \U~\pAU-,E+)h + (\U-\pAU- - \U~\PAU+, E + ) h 
= I 3 , i + I3,2. (5.5.9) 
I t follows f rom: (2.2.4), a generalised Holder inequality for Sh (cf. (4.2.12)), assump-
tion (A3) , Lemma 4.2.8, a stabili ty bound in (4.4.5), (5.1.8), the Young's inequality 
(2.1.7) w i t h e = 4, (5.5.5b), and (5.5.5c) that 
I 3 , i = (\uh\pAuh - \U-\pAU-,E+)h 
< J %h {\\uh\pAuh - \U-\"AU' \E+\} dx 
<{P+1)J\\ + UJI [ nh{(\uh\p+\U-\p) \E-\\E+\}dx 
Jo. 
<C(\uh\^ + \U-\^p) \E-\h\E+\hfi 
< C ( | | t i * | | f + | | £ 7 - | | f ) l^-UIIB+llx 
<C\E-\h\\E+\\x 
<C\E-\l + \\\E+\\\ 
<C\E\\ + C\U+ - U-\\ + \\E+\\. (5.5.10) 
To bound I 3 i 2 note: (2.2.2b), a generalised Holder inequality for Sh (cf. (4.2.12)), 
assumption (A3) , Lemma 4.2.8, bound (5.1.8), the Young's inequality (2.1.7) w i t h 
e = 4, and (5.5.5c) to give 
I 3 , 2 = (\U-\"AU- - \ l f - \ p A U + , E + ) h 
< J x l + cul [ ixh {\U-\P\U+ - U~\\E+\} dx 
Jn 
<C\U-\pht3p\U+-U-\h\E+\hfi 
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<c||t/-||?|c/ +-c/-up +|| 1 
< c | i / + - t r up+ii! 
<C\E\l + C\U+ -U-H + llE+H (5.5.11) 
Thus f r o m equations (5.5.6)- (5.5.11), a kickback of ^|2£ + |f, and mul t ip ly ing through 
by 2 we have 
d 
E\i + \E+\l<C\E\l + C 
dt dt 
\U+-U-\h + £-t\U+-U-\l (5.5.12) 
Using the Gronwall lemma and recalling that 22(0) = 0 yields 
T T 
\E(T)\l + f \E+\jdt<CeMCT) J { dt 
u-\h + ~\u+-u-\l^ dt. 
(5.5.13) 
To bound the right hand side of (5.5.13), observe using Lemma 5.1.2 that 
C_ 
At 
N 
[\U+-U-\ldt=£j2 f \Un-Un-l\ldt<CAt, 
and w i t h the aid of the Cauchy-Schwarz inequality and Lemmata 5.1.2 and 4.2.12 
we have 
i 
I du
h 
dt 
\U+ - U \hdt< I f 
T 0 \ l l 2 / T 
duh 
1/2 
dt 
dt J \ u + - u - \ \ dt 
( N ) V / 2 
< C ^ \Un -Un~l\ldt\ <CAt. 
Thus (5.5.13) becomes 
tn-l 
\E(T)\l + J \E+\2 
o 
dt < CAt. (5.5.14) 
Thus we have 
| -^ l l i ° ° (0 ,T;L 2 (n) ) ^ CAt. (5.5.15) 
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W i t h the aid of (5.4.3) and the equivalence of norms result (4.2.7) we have 
11^ — E+\\l°°(0,T;L2(n)) = ~~ ^lli°°(0 ,T;L2(n)) 
< | | t / + - U | | z / o o ( 0 T ; I 2 ( N ) ) 
= max l i t / " - Un-l\\l 
l<n<N "u 
< C max \Un - U n - l \ l 
l<n<N 1 
N 
<cY,\un-un~l\l 
n=l 
< CAt, (5.5.16) 
after noting the stability bound (5.1.9). Thus combining (5.5.15) and (5.5.16) and 
applying the triangle inequality yields 
ll-^ +ll!°°(0,T;L 2(n)) - 2||22+ - -E||i°o(o,T;L 2(n)) + 2||iS|| 2 :oo(o iT;Z, 2(fi)) 
< CAt, 
and so noting (5.5.14) and applying a similar argument to the one given at the end 
of Section 4.5 gives 
l l - E ' + l l L ° ° ( o > r ; L 2 ( n ) ) + l l - E + l l L 2 ( o , T ; / / i ( n ) ) ^ CAt. (5.5.17) 
Af te r recalling the semi-discrete error bound in Lemma 4.5.1 and the spl i t t ing 
u — U + = e 4- E+ we obtain the desired result (5.5.1), after application of the 
triangle inequality. • 
A corollary to the fully-discrete error bound is the convergence of the fu l ly -
discrete approximations to the strong solutions: 
U+-+u in L ° ° ( 0 , T ; L 2 ( f i ) ) n L 2 ( 0 , T ; tf1^)) as h, At ^ 0. 
Chapter 6 
Numerical experiments 
I n this chapter we present the results of numerical experiments in one space d i -
mension (Section 6.1) that verify the theoretical results of the previous chapter. I n 
Section 6.2 we present preliminary numerical results in two space dimensions, and 
in Section 6.3 we make some concluding remarks. Figures are collected together in 
Section 6.4. 
6.1 One-dimensional simulations 
6.1.1 Preliminaries 
In this subsection we recall some facts concerning an explicit solution that facilitates 
use of time-dependent Neumann boundary conditions, and then develop the tools 
needed to check numerically the fully-discrete error bound (5.5.1). We also make 
some comments regarding the applicability of the fully-discrete error bound in the 
time-dependent boundary condition case, and undertake a linear stability analysis 
of the A — u> system about the origin. 
The A — uj system w i t h p = 2 has on the real line a unique one parameter family 
of periodic plane wave solutions given by 1 
u(x, t) 
v(x, t) 
= r 
cos 
sm 
{ w ( f ) t + [A(f ) ] 1/2 X (6.1.1) 
1 There is also a ' —' solution moving in the opposite direction, but the ' + ' solution is sufficient 
for our purposes. 
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where f is the constant amplitude [45]. A necessary condition for the A — to system 
to possess periodic plane waves is 
1/2 
r < r n (6.1.2) 
From a result in [45] (equation (41), p.317) i t follows that the travelling wave solu-
tions of the A — LU system are linearly stable i f and only i f 
T ^ 7*min • — 
2 A o K + A 2 ) 
(6.1.3) 
A!(2cu2 + 3 A 2 ) ' 
Thus the condition r m i n < r < r m a x provides a practical range of values for the 
amplitude to choose f rom in the explicit calculation of travelling wave solutions. I f 
we rearrange the analytical solution in the fo rm 
v{x,t) sin V I [Hr)]1/2 \ ) 
we see that the wave speed and wavelength are given by 
2n 
wt := (6.1.4) [ A ( r ) ] V 2 ' [ A ( f ) ] 1 / 2 ' 
respectively. 
For the purpose of numerically checking the fully-discrete error bound (5.5.1), 
note that the norms in space can be evaluated exactly, since for all vh G Sh 
L 
M - J dx 
Xj + l r 
dx 
J-I 
3=° L 
v } + 1 - V* 
dx 
j=0 
where v1- = vh(xj) and vh(xj+i) = v^+l. Furthermore 
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\v% = J \vh\2dx 
0 
J - l % + 1 
= E / I ^ I dx 
(vhy , HM V i + l ~ V i 
, . x , since (v ) = —— ; = constant 
L 3 ( « " ) ' J , . h 
= E 
j=0 
j=0 
J-I 
j=0 
This last expression also holds when v1- = Vj+1 as then 
x j + 1 
I \vh\2 dx = h(v*)2 = £ [ ( w * + 1 ) a + v } + 1 v } + (t,*) 2] . 
Xj 
Recall f rom Section 5.5 the definition 
U+(t):=Un, t £ (<„_!,*„], n> 1, 
i.e., we extend the finite element solution in t ime via the piecewise constant inter-
polant. We make a similar definition for the exact solution u via 
u+(t) : = Tvhu(tn), t e ( t „_ i ,*„] , n > 1, 
that is, we take the piecewise linear interpolant of the exact solution in space and ex-
tend this solution in time using the piecewise constant interpolant 2 . We numerically 
verify the fully-discrete error bound wi th the aid of the following proposition: 
Propos i t ion 6.1.1 
- tf+lli~(0,T;L2(n)) + H u + - u+WUo,T;mm < C(At + h2), (6.1.5) 
where u corresponds to the analytical solution (6.1.1). 
2Note that the exact solution (6.1.1) is in C°°(HT)-
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Proof. Observe that 
\U+ - C / + | | / , 2 ( 0 ) T . H i ( n ) ) < \\U - U + | | L 2 ( 0 , T ; / / H " ) ) + WU ~" U+\\L*(0,T;H1(CI)) 
= : I + I I . (6.1.6) 
From the error bound (5.5.1) we have 
( I I ) 2 < C{At + h2). (6.1.7) 
Consider the spl i t t ing 
/ *-n 
W 2 ^ E / " l l « ( * ) - T f c « ( f » ) l l i d * 
71=1 J t " ~ l 
< 2 ^ / | |u(£)-u(* n )H 2 cf t + 2 ^ / | | u ( t n ) - 7 T h u ( * n ) l l ? ^ 
--: I I I + I V . 
To deal w i t h I V first note f r o m (6.1.1) that 
(6.1.8) 
L, 
(tn)\l = J 
d2U 
dx2 
dx < C. 
Thus f rom the interpolation error estimate (4.2.16) we have 
I V < Ch2 J \u{tn)\\dt< Ch2 (6.1.9) 
We rewrite the first term on the right hand side of (6.1.8) as 
T t n 
I I I = 2 ut(s) ds dt 
o t 
T r t n 
ut{s)ds + V / ut(s)ds 
tn 
I dt, *e ( * „ _ i , t n ] . (6.1.10) 
o L t t 
Using the Cauchy-Schwarz inequality and noting (6.1.1) again we have 
1/2 1/2 
J u t ( s ) d s < [ j \ut(s)\2ds\ { t n - t ) 1 ' 2 <{At)ll2 ( j \ut(s)\2ds\ <CAt. 
\ t n - l 
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Thus 
tn J ut{s) ds < C ( A t ) s 
and similarly 
Thus from (6.1.10), (6.1.11), and (6.1.12) we have 
i 
I I I < C{At)2 J dt = C{At)2 < CAt, 
(6.1.11) 
j u t ( s ) d s 2 ^ j' uxt{s)ds ^<C{At)2. (6.1.12) 
(6.1.13) 
as by assumption At < 1. Combining (6.1.6)-(6.1.9) and (6.1.13) leads to 
\ \ u + - U + \ \ l H 0 ! T ; H i m < C ( A t + h2). 
The proof for 
W ^ - ^ W l ^ . ^ K C i A t + h2) 
is similar. • 
Given an analytical solution u we can exactly calculate the left hand side of the 
error bound (6.1.5) via the quantities 
Zo(h,At): = \\u+-U+\\lHQtT.Hl («)) 
N 
= £ [ hku{tn)-Un\\2dt 
tn-l 
N 
AtJ2 [ l kM*») - Un\\2 + \nhu(tn) - Un\\] , (6.1.14) 
^(h,At) : = \\u+-U+\\i 
n=l 
+ _ rr+l|2 
°°(0,T;L2(n)) 
max \\nhu(tn) - U 
Kn<N 
n\\2 
lo-
(6.1.15) 
The analytical solution (6.1.1) is given on the unbounded domain R, thus in or-
der to make comparisons with the approximate solution on Q. = (0, L) (see Section 
6.1.3) we use the finite element method with time-dependent Neumann boundary 
conditions corresponding to this analytical solution. We make some comments re-
garding the applicability of the fully-discrete error bound (5.5.1) in this situation. 
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Consider the semi-discrete weak form corresponding to (Pi' 1) (see Section 4.2) with 
time-dependent Neumann boundary conditions: 
with —— = g on dvt, 
ou 
where / is the reaction term, g := (ux, vx)T corresponds to (6.1.1), (•, -)an := f a n • ds, 
(ds an element of 'length' on d£l) and v is the unit normal to c f t l In one dimension 
the boundary term is ux (L, t) • xh{L) - u x (0, t) • xh{0)- We have the same expres-
sion on the right hand side of the fully-discrete weak formulation ( P j ' A t ) and so 
in the error estimate proofs for the semi-discrete and the fully-discrete cases these 
boundary terms cancel. With regard to the stability estimates, note that the ex-
act solutions (6.1.1) on Q,T are smooth and thus the regularity results of Theorem 
4.1.1 automatically apply. We can attempt to control the boundary terms via (and 
similarly in the fully-discrete case): 
'duh 
, X h ) = (9,Xh)an < \\g\\mdQ)\\xh\\L^dQ) 
/ an d u / a
< C\\g\U\\x% 
^CWgWl + ^Wx'W'v 
where we have applied the Cauchy-Schwarz inequality, a well-known trace inequality 
(Theorem A.0.32) and finally the Young's inequality (2.1.7). As the analytical solu-
tions are smooth we can control the term \\g\\l after the application of the Gronwall 
lemma. Control of the final term depends on the specific choice of test function (see 
Estimates I and I I in Chapter 4 and Estimates I I I and IV in Chapter 5). So provided 
the regularity of the semi-discrete and fully-discrete solutions are sufficient to deal 
with this term, then the error bound (5.5.1) will still apply. Numerical experiments 
in one space dimension indicate the following. I f we are sufficiently far from the 
boundary to avoid 'pollution' of the solution due to homogeneous Neumann bound-
ary conditions, then there is good qualitative agreement with the approximations 
using time-dependent Neumann boundary conditions. 
To help assess the behaviour of the approximations in Section 6.1.3, we prove 
that the origin in the u-v phase plane is an unstable fixed point of the linearised 
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A — UJ system in one space dimension. The linearised A — UJ system is given by 
into the linearised PDE system above, for constants /zi , //2, cr £ C and A; € R, 
yielding 
This matrix system has a non-zero solution if and only if 
(a + k 2 - A 0 ) 2 + O J 0 2 = 0. 
Taking the imaginary part of this equation leads to 
Re(a) = A0 - k2. 
For a non-growing solution we require Re (a) < 0 for all real values of the wave 
number k. When k = 0 this condition is never satisfied as A 0 > 0. Thus the origin 
is an unstable critical point of the linearised A — UJ system. 
6.1.2 Practical algorithms 
We give details of some practical algorithms in one space dimension, written in 
complex form, with either time-dependent Neumann boundary conditions, or with 
homogeneous Neumann boundary conditions. A uniform discretisation is used in 
both space and time. 
We present the following fully-discrete, semi-implicit in time, finite element ap-
proximation, which is the complex equivalent of ( P j ' A t ) (see (5.1.7)), but with Neu-
mann boundary data corresponding to (6.1.1): 
A u u U 0 
+ 
Wn A V v V 0 t xx 
We perform a linear stability analysis by introducing the Fourier modes 
u crt+ikx 
V 
a + k A ^1 0 0 
a + k2 - A 0 
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(ph,Aty For n = 1,..., N find Cn € S f t such that C° := Phc0 and 
c x(L,t)x f c(x.,) - c^O.^x^aro), V X A G S* 
where / ( C ) := X(R) + iw(fl), i ? = | C | , C := U + iV, 
and from the Neumann boundary data we have 
C l ( 0 , t) := ux(0, t) + i vx(0, t) = i f [ A ( f ) ] 1 / 2 exp {% u(r)t] , 
cx(L, t) := ux(L, t) + i vx(L, t) = i f ^ f ) ] 1 / 2 exp {i (u(r)t + [X(r)]1/2L)} . 
Choosing Cn = ]Cj=o CjVj> Xh = <Pi, i = 0; • • • > J where C™ « c( j / i , nAt) leads to 
1 J J 
3=0 
+ cx(xj,t)5ij - cx(x0,t)6i0, z = 0 , . . . ,« / . (6.1.16) 
At 
J=0 J=0 
To deal with the nonlinearity note 
j 
{ f { C n - l ) C \ = Y , M j J i C J - 1 ) ^ = Mj(Crl)C?, (6.1.17) 
j=0 
(recall (4.2.1), (4.2.3)). Thus multiplying (6.1.16) through by At and noting {(pu (p3)h 
Mjjdij and (6.1.17) we have 
j 
(Cf - C P ' ^ M i i + A t Y CJKi, = At Mnf{Crl)C? 
3=0 
+ Atcx(xj,t)8u - Atcx(xQ,t)Si0, i = 0 , . . . ,« / . (6.1.18) 
Thus 
M ( C " - C n _ 1 ) + A* /sTCn = At M d i a g l / t q r 1 ) , . . . , / ( C ^ I C + A* 
M C ° = C 0 , 
where b(t) := (-c^zo, t ) , 0 , . . . , 0, cx(xj, t))T, Cn := (CJ , . . . , C " ) T , 
q* := q n + i V f t = |C3"|, and {C0}j := (co ,<£,-)• This leads to the following 
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tri-diagonal system of ( J + 1) linear equations, with complex coefficients: 
4 - i C n = Cn~l + b(t), C° := M~lC0, (6.1.19) 
where An_x := I - At d i a g { / ( C 0 n - 1 ) , . . . , f(Cy1)} + At (M)~XK, 
Cn:=(CZ,...,C])T, C?:=U? + i V f , i?" = |C"|, { C 0 } , := (c 0 l ^ ) , 
- ^ ( 0 , * ) f o r j = 0, 
0 for 1 < j < J - 1, 
cx(L,t) f o r j = J, 
and {bit)},- — 
(see Appendix C). For concreteness we chose the initial approximations to corre-
spond to the interpolant of the analytical solutions at t = 0. 
For the purposes of numerical comparison, we also present the following fully-
discrete, semi-implicit in time, finite element approximation, which is the complex 
equivalent of ( P j ' A t ) (see (5.1.7)):3 
(P£ ' A < ) For n — 1,...,N find Cn € S h such that C° := Phc0 and 
( C " ~ f l l , x / l ) + ( v c n , v x h ) = ( f ( c n - ' ) c n , x h ) h Vx^eS*, 
where f(C):=X(R) + iu{R), R=\C\, C := U + iV. (6.1.20) 
Following the same steps as in the derivation of (6.1.19), but with the boundary 
terms set equal to zero yields: 
K-iC" = Cn~\ C*° := M~lC0. (6.1.21) 
Alternatively, and more directly, we could approximate the system of ODEs (4.3.4) 
by 
{ C n - C ^ ) _ 
— - ( A , _ i - L)C , 
where D n _ i := d i a g f / ^ " 1 ) , . . . , / ( ( T p 1 ) } and L := (M)~~lK, leading again to 
(6.1.21). We employed a direct linear system solver to compute the solutions of 
(6.1.19) and (6.1.21). For At sufficiently small the coefficient matrix A„_i is strictly 
diagonally dominant and thus no partial pivoting is required (Theorem A.0.30). 
3 I .e . , the same scheme as ( P 2 ' ' ) * , but with homogeneous Neumann boundary conditions. 
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We remark that the finite element method (P^*) is equivalent to the following 
semi-implicit finite difference scheme: 
{Q,2At) For n = 1,...,N and j = 0 , . . . , J find C" such that 
C*n / - in —1 /"m 0 / ° n _ i _ 
with Cj := c(jh,0) (initial approximation) 
and C^ — C?, C? + 1 := ('reflective'boundary conditions). (6.1.22) 
The 'reflective' boundary conditions arise from the use of fictitious nodes x _ i and 
x7+i to approximate the homogeneous Neumann boundary conditions via: 
(C? - _ = (C? + 1 - C ^ ) 
2/i 2/i 
To see that ( Q ^ * ) and (P^*) are equivalent, observe that the set of linear expres-
sions 
1(_C7+1 + 2C7-C3L1), j = o,...,j 
can be written in matrix form as (M)~1KCn (see Appendix C), and thus after 
multiplying (6.1.22) through by At we obtain, after simplification, the linear system 
(6.1.21). One reason for presenting the finite difference scheme is that applied math-
ematicians and scientists are often more familiar with finite differences than they 
are with finite elements. Moreover, due to the equivalence of these two methods 
the theoretical results of previous chapters will also apply to the finite difference 
scheme. 
For the purposes of comparing/reproducing results in the literature, we also 
present the following fully-discrete, semi-implicit finite element approximation: 
( P j ' A < ) For n = 1,..., JV find Cn e § f t such that C° := Pbc0 and 
where / ( C ) := f(C)C, C := U + iV. (6.1.23) 
I t is easy to prove4 the existence and uniqueness of solutions to this scheme for 
arbitrary d, but we were unable to prove this is a stable numerical method, how-
ever, all the numerical simulations we have performed behaved in a stable manner. 
4 Resul ts not provided. 
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Following a similar procedure to the derivation of (6.1.21), leads to the following 
complex linear system: 
BCN = E N ^ C N ~ \ C° := M-'CQ, (6.1.24) 
where B : = I + ^ ( M ) ~ L K : 
Li 
EN_X : = / - ^-(MY'K + At d i a g j / t C r 1 ) , . . . , J{Cy 
Alternatively, and more directly, we could approximate the system of ODEs (4.3.4) 
by 
* ^ = B N _ X C ^ X - -L(CN + C " - 1 ) , 
where := d i a g { / ( C 0 n _ 1 ) , . . . , / ( C ^ 1 ) } and L := (M)~XK, leading again to 
(6.1.24). Note that B is (unconditionally) strictly diagonally dominant and thus in 
order to solve (6.1.24) for n = 1 , . . . , N we perform the LU factorisation of B once, 
followed by repeated forward and backward substitutions and updating of the right 
hand side of the linear system. 
To make comparisons with a numerical method in the literature we present a 
finite difference approximation equivalent to the finite element method ( P ^ * ) . This 
'semi-implicit Crank-Nicolson' type scheme is similar to the usual Crank-Nicolson 
scheme, except that the reaction term is kept entirely at the previous time level. 
(Q3 , A t ) For n = 1 , . . . , N and j = 0 , . . . , J find C1} such that 
~ C V = qYi - 2C" + °U . qy-/ - 2 q - 1 + c?-± . f ( r n - i . 
At 2h2 2h? J { j h 
with := c(jh,Q) (initial approximation) 
and := C?, C? + 1 := Cn3_x ('reflective' boundary conditions). (6.1.25) 
To see that (Q3' A t) and (P^* ) are equivalent, observe that the set of linear expres-
sions 
^ [(-c?+1 + 2 c ; - CJLJ + ( -c- 1 + 2 c ; - 1 - q:})], 3 = o,..., J 
can be written in matrix form as M~1K(CN + C n _ 1 ) (see Appendix C), and thus 
after multiplying (6.1.25) through by At we obtain, after simplification, the linear 
system (6.1.24). 
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Implementation of the real finite element method (P^'A*) (see (5.1.7)) leads to 
the following block-matrix form of (2 J + 2) linear equations, with real coefficients 
D n _ ! - 5 n _ i \ ( u n \ = ( u n ~ X \ 
Bn-i £>„-i ) \ V n ) ~ \ Vn~l ) ' 
where Dn_i is tri-diagonal, and 5 n - i is a diagonal matrix (both depending on the 
solution at time level tn-i). Thus an advantage of a complex numerical method is 
i t leads to a simpler linear system to solve (i.e., reduced size and bandwidth). 
6.1.3 Results 
Numerical results are presented in one dimension on a uniform partition of Q = 
(0, L), for 0 < t < T, with mesh points Xj = jh, j = 0 , . . . , J, where h := L/J. We 
undertake some experiments with (P£ ' A t )* and then make some comparisons with 
results in the literature using (P£'A<) and (Pj ' A *). Programs were run on a Linux 
PC and written in Fortran 77 and Matlab. 
To test the error bound (6.1.5) we chose the following data for (P^*)*: L = 60, 
T = 1/6, p — 2, A0 = 3, Xi = 2, u0 = —5, uj\ = 1. The amplitude was set at 
r = ( r m a x + r m i n ) / 2 » 1.1299. We computed the ratios (see (6.1.14), (6.1.15)) 
h = 6 ( / i , A t ) - 6 ( f e / 2 , A t ) A t = & ( f r , A t ) - & ( f t , A t / 2 ) . 
& ( V 2 , A * ) - & ( V 4 , A * ) ' ^ • ti(h, At/2)-£i(h, At/4) % 
(6.1.26) 
which led to the results in Table 6.1 and Table 6.2 for discretisation in space and 
time respectively. I f we assume the quantities ^0(h,At), £oo(h, At) can be written 
in the form 
ahP + A(At)\ p,qeN, a,AeR, 
then i?-1 = 2V and i ? A t = 2q (i = 0, oo). From the tabulated results we conclude 
p = q = 2, \a\ < |i4|. 
This suggests it may be possible to improve the theoretical result of first order in 
the time step for the error bound. Furthermore, the condition \a\ <C |A| implies the 
contribution to the error from space discretisation is much less than the contribution 
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h fo(M /80) £oo(M/80) Rh0 (3 s.f.) Rhoo (3 s.f.) 
1/2 0.0198878034 0.0891816059 3.92 3.92 
1/4 0.020155689 0.0909897348 3.91 3.89 
1/8 0.0202240452 0.0914510397 4.00 3.81 
1/16 0.020241534 0.0915695369 — — 
1/32 0.0202459105 0.0916006106 — — 
Table 6.1: Numerical results from (P£ ' A t )* used to test the error bound in Theorem 
5.5.1. At = 1/80 and the space step is successively halved. 
At 6(1/4 , At) foo( l /4 ,Ai ) i t f« (3 s.f.) R% (3 s.f.) 
1/80 0.0201556965 0.0909897574 3.74 3.92 
1/160 0.00527169516 0.0230973836 4.12 4.01 
1/320 0.0012926067 0.00575748705 3.95 4.01 
1/640 0.000325840155 0.00143159815 — — 
1/1280 8.08132988E-05 0.000352038359 — — 
Table 6.2: Numerical results from (P^*)* used to test the error bound in Theorem 
5.5.1. h — 1/4 and the time step is successively halved. 
to the error from time discretisation. Thus it is possible to have g^/^At) ~ ^' 
(i = 0, oo), even when At is much smaller than h. This is reflected in the observation 
that provided the space step is small compared to the wavelength of the travelling 
wave solutions (see below), then the qualitative features of the solution appear 
independent of refinements of the mesh in space. 
In plots (a) - (d) of Figure 6.2, the numerical solution Un of (P£ ' A t )* and the 
exact solution u{x, t) of (6.1.1) are plotted together at time intervals of 5 units, with 
initial data corresponding to (6.1.1). The mesh is refined by reducing At with h 
fixed at 1/8. As At is increased beyond the critical value of l/[X0(2p+ 2)] = 1/18 
(see Lemma 5.1.2) the amplitude reduces to zero over time, corresponding to a 
stable fixed point at (0,0) of the numerical scheme. As the origin in the u-v plane 
is an unstable fixed point of the linearised A — cu system this behaviour illustrates 
a spurious solution of the numerical scheme for large At. At the critical value of 
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At = 1/18 the amplitude of the numerical solution matches the amplitude of the 
exact solution well, but the phase is poorly reproduced. As At is reduced from 1/18 
the poorly represented phase recovers until at At = 1 /320 there is good qualitative 
agreement between the approximate and the exact solution, except at x = L. This 
may be due to the fact that the travelling waves are moving in the positive x-
direction (c « 5.57), resulting in the propagation of errors to the right hand side of 
the domain. Numerical experiments reveal the reverse effect when the wave speed 
is negative (for example, reversing the signs of o;0 and oj\ gives c « —5.57). As 
At is further reduced we observe convergence of the approximate solutions to the 
continuous ones. 
Similar results were obtained for a wide variety of other parameter values. 
As discussed in Section 6.1.1, the family of travelling waves (6.1.1) is posed on 
the unbounded domain R, thus we would expect the scheme (P^*) to represent 
poorly the analytical solution near the boundary. Furthermore, as the solution 
evolves we would expect the discrepancy between these two solutions to increase 
due to 'pollution' of the solution near the boundary. In Figure 6.3 we plot the 
numerical solution Un of (P^* ) at equally spaced times t, starting from initial data 
corresponding to (6.1.1). Results of experiments indicate uj\ is a key parameter in 
the 'pollution' of the periodic plane waves. When u>\ is greater than zero the plane 
waves are affected mostly on the left hand side of the domain (Figure 6.3(a)) and the 
reverse situation occurs for ux less than zero (Figure 6.3(b)). I f we let U\ approach 
zero, the periodic plane waves are eroded from both ends of the boundary at an 
approximately equal rate as the solution evolves (Figure 6.3(c) and Figure 6.3(d))5. 
The 'pollution' of the approximate solutions does not disappear with additional 
refinements of the time step. 
An interesting feature occurs in our numerical solutions if we take both w 0 and 
u>\ equal to zero6. From (6.1.4) this implies the wave speed is zero, i.e., we have 
5 Str ict ly speaking, from the definition of the A — UJ system (see (1.1.If)) we must have wi / 0, 
however from the analysis in Section 1.2 there does not appear to be any reason why we cannot 
take wi = 0. 
6 From the analysis in Section 1.2 recall that 6 = w ( r 0 ) , thus taking both w0 and UJ\ equal to 
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standing waves. This situation is illustrated in Figure 6.4 where we compare the 
numerical solution Un of ( p 2 , A f ) with the corresponding standing wave solution 
u(x,t) in (6.1.1). We chose the domain so the analytical solution has zero flux on 
the boundary. The approximations are symmetric about the line x = 3wi (wi is the 
wavelength). A consideration of the behaviour of the approximations in the central 
portion of the domain was the aim of the next experiment. 
In plots (a) - (d) of Figure 6.5, we compare the numerical solutions Un of ( P ^ * ) , 
Un of ( P ^ * ) , and the exact travelling wave solution u(x, t) of (6.1.1). Solutions are 
plotted together at regular time intervals with initial data corresponding to (6.1.1). 
The mesh is refined by reducing At with h fixed at 1/2. The solutions are calculated 
with L = 40, but displayed on the interval (10,30) to investigate behaviour of the 
approximations away from the 'polluted' solutions discussed above. As At is reduced 
we observe convergence of the approximate solutions to the corresponding exact 
solutions in the central region of the domain. Furthermore, the solutions of (P£ ' A t ) 
and ( P 3 , A t ) perform approximately equally well. Similar results were obtained for a 
wide range of other parameter values. 
In the next set of experiments we compare/reproduce numerical results in the 
literature. 
In Figure 6.6 we illustrate the numerical solution Un of (P^* ) at successive 
times t, where the vertical separation of solutions is proportional to At. We chose 
exponentially decaying initial data and parameter values to make comparisons with 
the corresponding results in [75], which were obtained using Gear's method with the 
Method of Lines. Gear's method is a variable order, variable step-size scheme for 
stiff ODE systems, utilising a parameter e to bound the estimated local error at each 
time step. In our plots the periodic plane waves are clearly visible and there is good 
qualitative agreement with the corresponding plots in [75] (e.g., speed and direction 
of travelling waves and the speed and direction of the decaying wavefronts). We 
would have liked to reproduce results using Gear's method, but the corresponding 
NAG routine is now obsolete. 
zero would imply a non-periodic solution. However, this is invalid for systems of A — ui type as in 
the derivation of the system it is an assumption that W Q is non-zero. 
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A similar experiment is illustrated in Figures 6.7(a) and 6.7(b) where we have 
plotted Un of (P£ , A i ) and Un of ( P j , A t ) respectively, evolving from an initial 'pulse' 
at the origin, namely, U°, V° £ Sh such that 
Note that each value of h leads to a different initial approximation. In Figure 6.7(a) 
we reproduce a plot presented in [77], using the same parameter values.7 This paper 
finite element method (P 3 ' ) . The paper in [77] employs homogeneous Dirichlet 
boundary conditions at x = L, but as explained in this paper, provided the do-
main is sufficiently large compared to the evolving wavefront, then the solution is 
independent of the specific boundary condition at x = L. The qualitative features 
of the approximations in Figure 6.7(a) match well the corresponding plot in [77]. 
For example, both plots possess similar regions of irregular oscillations, periodic 
plane waves and decaying wavefronts. The main difference is in the region of irreg-
ular oscillations, but evidence is presented in [76] that this behaviour is temporally 
chaotic, so these differences may be due to small differences in the data. In Figure 
6.7(b) we have used ( P ^ 4 ) to generate the corresponding numerical solution Un. 
Results are similar to those in Figure 6.7(a), but the region of periodic plane waves 
is significantly smaller. As At is well below the critical value of 1/6 (see Lemma 
5.1.2) we know the irregular oscillations cannot be the result of numerical instability. 
Evidence is given in [77] suggesting that at t = 76 the transition point between the 
irregular oscillations and the periodic plane waves occur approximately at x = 70. 
However, additional refinements of the approximations using ( P j , A t ) (see Figures 
6.8(a) and 6.8(b)), indicate that this transition point is considerably smaller and 
the solutions presented in Sherratt's paper do not yet represent convergence. A 
puzzling phenomena is that there is a corresponding shrinkage of the region con-
taining the irregular oscillations. Additional experiments are needed to understand 
this phenomena, however with A t = 1 x 1 0 - 7 the computations took many hours to 
7However, the space and time steps are not given in this paper. 
0.01, 0 0 U»{x3) = V»(x3) 
0.0 
. , if j = 0, 
. , i f j ± 0. 
uses the finite difference method {Qz'At) (see (6.1.25)), which is equivalent to the 
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complete on a Linux PC. 8 
For our final experiment we compare more closely the numerical solutions Un of 
(P2'At) with the corresponding solutions Un of ( P ^ * ) , without the added complica-
tion of the irregular oscillations in the last set of experiments. Approximations are 
plotted at time intervals of 10 units, evolving from an initial 'pulse' at the origin 
(see Figure 6.9). As A t is reduced we observe the solutions converge to each other 
over the whole domain. As in previous experiments, the match between the two 
solutions gets worse as time progresses. 
6.2 Two-dimensional simulations 
We take Q :— (—L,L) x ( — L , L ) , a square uniform mesh with vertices (xi,yj) = 
(ih — L,jh — L) where i,j = 0 , . . . , J (see Figure 6.1). Note h = 2L/J, i.e., we 
Figure 6.1: Mesh for two-dimensional finite element approximations. 
used the same space step in both the x and y directions. We employ a 'right-angled' 
triangulation where each square is bisected by a diagonal running from the top-right 
corner to the bottom-left corner. Nodes are ordered in the 'natural way', that is, 
we number the nodes consecutively left to right starting with the bottom row. We 
implemented the fully-discrete, semi-implicit in time, finite element approximation 
8 W i t h 512 Mb R A M and a 2 G H z processor 
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( P 2 ' A t ) presented in Section 6.1.2, except now we have 2(J + l ) 2 unknowns and 
the resulting complex linear system (see (6.1.21)) has a block matrix structure (see 
Appendix C). Programs were run on a Linux PC and written in Matlab. The 
resulting linear systems were solved directly with sparse matrix facilities in Matlab. 
As in the one dimensional case, the linear system is strictly diagonally dominant for 
At sufficiently small and so no partial pivoting is required (see Theorem A.0.31). 
6.2.1 Preliminary results 
In Figures 6.10 - 6.13 we illustrate the numerical solution Vn of (P£ ' A t ) at times 
t = 10,17, 24, and 31 respectively, evolving from Gaussian initial data at the origin, 
namely, 0.1 exp{—0.8(:r 2+ y 2 ) } . Numerical results represent radially symmetric ring 
waves ('target patterns'), centred at the origin, with a rapid decay to zero beyond 
the wavefront. As discussed in Section 1.3, it is known that target patterns exist as 
solutions to reaction-diffusion equations of the A —a; type [30], [46]. We remark that 
the two-dimensional results correspond to the one-dimensional results illustrated in 
Figure 6.6.9 The semi-infinite spatial domain in the one-dimensional case (the posi-
tive x-axis) corresponds to a radial component of an expanding (circular) wavefront 
in the two-dimensional case. The crests (or troughs) of the travelling waves behind 
the front at some fixed time in the one-dimensional case correspond to the rings of 
the target patterns. I f the wave speed in the one-dimensional case is positive, then 
this corresponds to an expansion of the concentric rings of the target patterns in the 
two-dimensional case (with the reverse situation if the wave speed is negative).10 
For the next set of experiments we were interested in numerically simulating 
spiral wave solutions, which have been proved to exist as solutions of A — u systems 
[16]. Numerous authors have investigated spiral solutions of A — a; systems, for 
example [20], [31], [50], [35], [44]. A rotating spiral wave has the form in polar 
9 W e also obtain qualitatively similar results to those in Figure 6.6 with the Gaussian initial 
data 0 . 1 e x p { - 0 . 8 i 2 } . 
1 0 However, this is distinct from the speed of the advancing front, which is always positive. 
6.3. Concluding remarks 100 
coordinates11 (R, <f>) 
u{R,<t>) 
v(R,</>) 
r(R) cos 
sin 
{et±m<j) + S(R)}, 
where 0 is the frequency of rotation, m is the number of arms on the spiral and 
S(R) is a function that determines the type of spiral, e.g., Archimedian if S(R) = 
aR, or logarithmic if S(R) = aln(i?), for some constant a. The ± in the m<j) 
term determines whether rotation is counter-clockwise or clockwise spatially. 1 2 For 
behaviour near the 'core' (i.e., the centre of the spiral) i t can be shown that spiral 
solutions of the A — UJ system have r(R) oc Rm [44], [62], p.352. This suggests 
we might be able to generate rotating Archimedian spirals from the initial data 
w0 = C\Rm cos{mc/>}, VQ = C\Rm sin{m</>} for some constants c\ and c^- However, we 
have seen no analytical conditions for the stability of spiral waves of A — u> systems. 
In Figures 6.14 - 6.17 we illustrate the numerical solution Un of (P^* ) at times 
t = 100,200,300, and 400 respectively, evolving from initial data C° = Rexp{i(f)}. 
As expected, a rotating 1-armed spiral develops and persists. Furthermore, when 
we changed the sign of 4> this reversed the sense of rotation of the spiral in space. 
Moreover, changing m to be 2 or 3 (and the initial data appropriately) resulted in 
the production of 2-armed or 3-armed spirals respectively. 
We have also undertaken some simulations in two dimensions using (P}'A*) with 
qualitatively similar result to those from ( P ^ * ) . 1 3 
6.3 Concluding remarks 
Scientific computing has an important part to play in the investigation of oscilla-
tory reaction-diffusion equations. This is due to the fact that systems are nonlinear 
and analytical solutions are only known in a few specific cases. We undertook var-
ious experiments and investigated some of the qualitative features of our solutions. 
1 1 We use this notation for the polar coordinates to distinguish it from the polar coordinates in 
phase space (r, 6) of Section 1.4. 
1 2 T h e spiral wave also rotate counter-clockwise or clockwise temporally. 
1 3 Resu l t s not presented. 
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The A — u system possesses a range of solution dynamics depending on the specific 
model parameters and the data. The advantage of using a numerical method with 
known stability and accuracy properties cannot be overstated. For example, our 
theoretical results prove the irregular behaviour in Figure 6.7(b) cannot be due to 
numerical instability. I t is therefore tempting to conclude that the irregular oscil-
lations represent chaos in the underlying continuous solutions, but this behaviour 
disappears with additional refinements of the time step (see Figure 6.8(b)). Further 
investigations are needed to understand this behaviour. 
The fully-discrete finite element method was tested in various ways. We checked 
the convergence of our approximations and verified the fully-discrete error bound 
with the aid of a family of analytical solution on R. As these analytical solutions 
are posed on the unbounded domain we employed two different strategies to make 
comparisons meaningful. In the first approach, we used time-dependent Neumann 
boundary conditions corresponding to this family of solutions. In the second ap-
proach, we looked at the numerical solutions for (P^* ) sufficiently far from the 
'pollution' effects due to the homogeneous Neumann boundary conditions. In both 
cases we illustrated convergence of the approximate solutions to the analytical ones. 
These studies also highlight the problems associated with truncating problems natu-
rally posed on an unbounded domain. Most studies of nonlinear parabolic equations 
seem to ignore this issue; a notable exception is a paper by Hagstrom and Keller [36]. 
We compared our approximations with the corresponding approximations in the 
literature obtained from Gear's method and a semi-implicit Crank-Nicolson method 
(P2' A t ) . Results were qualitatively similar. We also coded the semi-implicit Crank-
Nicolson method. This allowed us to reproduce numerical results in the literature 
and to illustrate the convergence of the methods ( P j , A t ) and (Pj , A *) to each other. 
Note however that we have no underlying convergence theory for ( P 3 ' A t ) . 
The preliminary two-dimensional results are consistent with what is known about 
the specific 'ansatz' solutions of the A — to system. However, the studies we looked 
at did not state all the conditions needed to reproduce numerical results (notably, 
the initial data), thus a detailed comparison was not possible. 
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6.4 Figures 
In this section we present the figures resulting f rom the numerical experiments dis-
cussed in Sections 6.1.3 and 6.2.1. 
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Figure 6.2: Simulation of periodic plane waves using ( P ^ 1 ) * . In (a) - (d) typical 
numerical solutions Un of (P£' A *)*, denoted , and exact solution u(x,t), denoted 
• — • —, of the A — UJ system are plotted as a function of space x at times t — 
0, 5,10,15, 20 w i t h the following parameter values: p = 2, A 0 = 3, Ai = 2, o>0 = —5, 
u>i — 1, r m 1.1299. Plots show successive refinement of At w i th h fixed at 1/8: (a) 
At = 1/3, (b) At = 1/6, (c) At = 1/18, (d) At = 1/320. The in i t ia l approximations 
correspond to (6.1.1). 
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Figure 6.3: Simulation of periodic plane waves using ( P £ ' A t ) . Numerical solutions 
Un of ( p £ ' A t ) plotted as a function of space x at equally spaced times t w i t h h = 0.5, 
At = 0.05 and the following parameter values: (a) p — 2, A 0 = 3, Ai = 2, u>o = —5, 
ui = 1, r « 1.1299, c as 5.57. (b) p = 2, A 0 = 3, Ai = 2, u0 = 5, ui = - 1 , 
r « 1.1299, c -5 .57 . (c) p = 2, A 0 = 3, A x = 2, OJ0 = - 5 , ux = 0, r w 1.1124, 
c « 6.90. (d) p = 2, A 0 = 3, A : = 2, o;0 = 5, OJX = 0, r « 1.1124, c « -6 .90 . The 
ini t ia l approximations correspond to (6.1.1). 
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Figure 6.4: Simulation of standing waves using ( P ^ * ) . Numerical solutions Un 
of ( P ^ * ) , denoted — — —, and exact solution u(x,t), denoted , plotted as a 
function of space x at times t = 0 ,3 ,6 ,9 ,12. The parameter values are: p = 2, 
A 0 = 3, Xx = 2, o j 0 = 0, ui = 0, h = 1/10, At = 1/20, r « 1.1124, L = 6wh c = 0. 
The in i t ia l approximations correspond to (6.1.1). 
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Figure 6.5: A comparison of numerical methods for simulating periodic plane waves. 
I n (a) - (d) typical numerical solutions Un of ( P j , A t ) denoted , Un of 
(Pg ' A f ) denoted , and exact solution u(x,t) denoted , plotted at times 
t = 0 ,3 ,6,9,12 w i t h the following parameter values: p = 2, X0 = 3, X\ = 2, 
to0 = —5, CJI = 1, T = 12, L = 40 (solution near boundary not shown). Plots show 
successive refinement of At w i th h fixed at 1/2: (a) At = 1/20, (b) At = 1/50, (c) 
At = 1/80, (d) At = 1/160. The in i t ia l approximations correspond to (6.1.1) 
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Figure 6.6: Typical numerical solution evolving f rom locally exponentially decaying 
in i t i a l data. Numerical solutions Un of ( P £ , A t ) plotted as a funct ion of space x at 
equally spaced times t w i th in i t i a l approximation U° = V° = 7rA(0.1 exp{-0 .8a ;}) . 
The parameter values are: p = 1.8, A 0 = 1, X\ = 1, u>0 = 2, oj\ = - 1 , h = 1/4, 
At = 1/20. 
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Figure 6.7: A comparison of numerical solutions i l lustrat ing spatiotemporal chaos, 
(a) Numerical solutions Un of (P3' A t ) plotted as a funct ion of space x at equally 
spaced times t. (b) Numerical solutions Un of ( P ^ * ) plotted as a function of space 
x at equally spaced times t. For the in i t i a l approximations we take U°, V° G Sh s.t. 
U°{x0) = V°(xQ) = 0.01, U°(xj) = V°(xj) = 0 i f j ^ 0. The parameter values are: 
p = 2, A 0 = 1, Xi = 1, to0 = 3, ui = - 3 , h = 1.0, At = 5 x 10" 4 . 
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Figure 6.8: Addi t ional refinements of At in Figure 6.7(b). Numerical solutions 
Un of ( P 2 , m ) plotted as a funct ion of space x at equally spaced times t. For the 
in i t ia l approximations we take U°, V° e Sh s.t. U°(x0) = V°(x0) = 0.01, U°(xj) = 
V°(xj) = 0 i f j; ^ 0. The parameter values are: p = 2, A 0 = 1, Ai = 1, u0 = 3, u>\ = 
—3. Plots show successive refinement of A£ wi th h fixed at 1.0: (a) At — 1 x 10~ 6 , 
(b) At = 1 x 10- 7 . 
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Figure 6.9: A comparison of numerical solutions evolving f r o m an in i t ia l pulse. 
I n (a) - (d) numerical solutions Un of ( P ^ 4 ) , denoted — — —, and numerical 
solutions Un of (P3' A i ) , denoted , are plotted as a funct ion of space x at times 
t = 0,10,20,30,40,50 w i t h the following parameter values: p = 2, A 0 = 1, Ai = 1, 
u)0 = 1, oj] = — 1 . Plots show successive refinement of At w i t h h fixed at 1/2: 
(a) At = 1/5, (b) At = 1/20, (c) A t = 1/80, (d) At = 1/320. For the in i t i a l 
approximations we take U°,V° G Sh s.t. U°{xQ) = V°(x0) = 0.01, U°(xj) = 
V°(xj) = 0 i f j ^ 0. 
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Figure 6.10: Simulation of concentric ring waves using ( P j , A t ) . Numerical solu-
t ion V n of ( P ^ * ) plotted at t ime t — 10 w i t h in i t i a l approximations U°,V° = 
0.1 exp{-0.8(a; 2 + y2)}. Parameter values: p — 1.5, A 0 = 0.5, Ai = 0.1, LJ0 — 0.1, 
wx = - l , f l a ( -55 ,55) x ( -55 ,55) , h = 0.6, At = 0.5. 
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Figure 6.11: Simulation of concentric ring waves using ( P 2 ' ) . Numerical solution 
V n of ( P £ ' A t ) plotted at t ime t = 17. Parameter values and in i t i a l data are given in 
Figure 6.10. 
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Figure 6.12: Simulation of concentric r ing waves using ( P j ) . Numerical solution 
V n of ( P ^ * ) plotted at t ime t — 24. Parameter values and in i t i a l data are given in 
Figure 6.10. 
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Figure 6.13: Simulation of concentric r ing waves using ( P ^ * ) . Numerical solution 
V n of ( P ^ * ) plotted at time t = 31. Parameter values and in i t i a l data are given in 
Figure 6.10. 
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Figure 6.14: Simulation of spiral waves using ( P £ ' A t ) . Numerical solution Un of 
( P 2 ' A t ) plotted at t ime t = 100 w i t h in i t i a l approximation C ° : = Rexp{i(t>], where 
R : = \Jx2 + y2 and (j) : = arc tan(y/x) . Parameter values: p = 2, Ao = 1, Ai = 1, 
U o = 1,U! = - 1 , Q = ( -50 ,50) x ( -50 ,50) , h = 0.6, At = 0.5. 
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Figure 6.15: Simulation of spiral waves using (P* '^) . Numerical solution Un of 
(p / i ' A t ) pjQtted at t ime t = 200. Parameter values and in i t i a l data are given i n 
Figure 6.14. 
6.4. Figures 117 
0.5 
0 
0.5 
50 
50 
0 
0 
-50 -50 
Figure 6.16: Simulation of spiral waves using ( P ^ 4 ) . Numerical solution Un of 
(p / i ' A t ) p i 0 t t e c [ a t t ime t = 300. Parameter values and in i t i a l data are given in 
Figure 6.14. 
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Figure 6.17: Simulation of spiral waves using (P£'A*). Numerical solution Un of 
(p/i'A t) p i 0 ^ e c i a t time t = 400. Parameter values and initial data are given in 
Figure 6.14. 
Chapter 7 
Summary and discussion 
We studied the weak and strong solutions of a generalised A — to reaction-diffusion 
system in d < 3 space dimensions. With minor adjustments the proofs are applicable 
to the homogeneous Dirichlet and periodic boundary conditions as well. Provided 
the initial data is square integrable, we proved global existence, uniqueness and 
continuous dependence on initial data of the weak solution, subject to restrictions 
on the parameter p. Furthermore, if the initial data is in H 1 ^ ) , then there is a 
unique global strong solution depending continuously on the initial data, subject to 
additional restrictions on the parameter p. When p = 2, d = 3, we were unable 
to prove uniqueness of weak solutions, or global regularity results, except in the 
special case (see Estimate I I of Chapter 3) p < \ I / \ U J I \ . Results in one and two 
space dimensions cover the important case p = 2. 
The main difficulty in this work was the lack of L2p+2(QT) regularity, which forced 
us to severely restrict the admissible values of p via assumption (A2). Bearing in 
mind the results obtainable by the invariant region method of Smoller (see Section 
1.4), this may be a limitation of the Faedo-Galerkin method and the fact that we 
took the initial data in L 2 (Q) or H1^). 
There is still additional mathematical analysis to be done. For example, we could: 
extend results to cover the p = 2, d = 3 case; prove the continuous dependence of 
solutions on the system parameters; and investigate how the solutions depend on 
the data (initial and boundary conditions). Given more time we would have liked to 
investigate further the invariant region method of Smoller and explore the connection 
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with the Faedo-Galerkin method of Lions [53]. Alternatively, it may be profitable 
to apply semigroup methods, or the concepts of absorbing sets and attractors from 
infinite dimensional dynamical systems [70], [85]. 
We proved an error bound for a semi-discrete finite element approximation that 
was optimal in H1, but sub-optimal in L2. The advantage of initially analysing 
the semi-discrete problem is two-fold. Firstly, we could have analysed the error 
between the continuous solution and the fully-discrete approximation directly, but 
such an approach can be technically cumbersome. We thus split the error using the 
semi-discrete approximation to isolate the errors due to discretisations in space and 
discretisations in time. Secondly, we can investigate various time stepping methods 
and the semi-discrete results will apply to all of them [4]. 
We proved an error bound for a fully-practical 1 piecewise linear finite element 
approximation, using a semi-implicit time discretion of the A — a; system. The fully-
discrete error bound was proved to be first order in the time step and second order 
in the space step. A l l results cover the important case when p = 2 in one and two 
space dimensions. We also extended the theoretical framework of the finite element 
space Sh, by generalising mesh dependent norms and establishing a number of new 
properties and lemmata. We implemented several complex numerical methods in one 
space dimension. The error bound was numerically verified with the aid of an explicit 
solution in one space dimension and results indicate the fully-discrete error bound 
is second order in the time step. Furthermore, results indicate that contributions to 
the error from space discretisations are considerably less than contributions to the 
error from time discretisations. 
We were very fortunate in having a family of analytical solutions to verify the 
fully-discrete error bound. I f no analytical solution is available, then there is a 
simple procedure one can adopt, where the solution on a coarse mesh is compared 
with the solution on a fine mesh with the aid of the triangle inequality (see [4], [5] 
for further details). 
There is still much numerical work to be done. For example, there is the problem 
1 B y fully-practical we mean that the numerical method it is easy to implement on a computer 
and there are no restrictive conditions on the space or time steps. 
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of how best to truncate the infinite domain (see the discussion in Section 6.3) and the 
related problem of developing front tracking procedures. I t would be sensible in the 
case of solutions evolving from locally perturbed initial conditions (see Figure 6.6) to 
use a fine mesh near the wavefront and a coarse mesh beyond the wavefront where 
the solution is effectively zero. Furthermore, we have not investigated the use of 
adaptive meshes (/i-refinement), method order variation (p-refinement), or adaptive 
time-stepping techniques. Recall that we defined the step size via h := max hT (see 
reTh 
Section 4.2), thus our theoretical results also apply to adaptive mesh technique with 
the step sizes hT bounded above by h? The p-refinement technique is likely to be 
difficult due to the lack of regularity of solutions to the A — u> system. For example, i f 
we employ a finite element method with continuous piecewise polynomials of degree 
k > 1 and the interpolation operator obeys nhu = u for all u £ Ph, then the standard 
interpolation error estimate gives (see Theorem 5 in [14]): 
\\u - n^uWo + h\u - irhu\i < Chh+1\u\k+l. 
We also ran some preliminary simulations in two space dimensions with the finite 
element scheme (P£ ' A t ) and a uniform triangulation of the square = (-L, L) x 
(~L,L). Numerical results represent radially symmetric ring waves ('target pat-
terns'), or rotating spiral waves. There are many open questions concerning the rich 
dynamics of solutions in two space dimensions, for example, the persistence and 
stability of spiral solutions of A — u systems and the possibility of turbulence [50]. 
Numerical experiments are much more expensive than in the one-dimensional case, 
and so additional efforts are needed to solve the resulting large, sparse, linear system 
in an efficient manner. 
The analysis of the fully-discrete, semi-implicit finite element method ( P 2 ' A t ) 
can be carried out for several closely related semi-implicit methods. For example, 
we have proved3 the existence, uniqueness and stability of solutions to the following 
methods (cf. P*'At): 
2Recall from Section 4.2 that we must also assume the quasi-uniform and weak acuteness prop-
erties. 
3 Results not provided. 
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For n = 1 , . . . , N find Cn € S7* such that C° := P ^ and 
-<n-l \ ^ 'C" - Cn 
At ,x
k) +\{vcn + vcn-\vxh) = (Kcn-l)cn,xh)h v / e s * , 
and 
For n = 1 , . . . , N find Cn e §h such that C° := P^Co and 
where / ( C ) := A(P) + iu(R), R = |C|, C := 17 + i V . In the first case we 
approximate the gradient using a Crank-Nicolson approach, while in the second case 
we have slightly altered the approximation of the non-linearity. The error analysis 
for these schemes is along similar lines to that given for ( P ^ ' ) . We expect these 
schemes to have slightly different convergence properties to those of ( P ^ * ) . 
We did not investigate nonlinear schemes as we wished to focus more on numer-
ical analysis and less on scientific computing and implementation issues needed to 
solve large sets of nonlinear algebraic equations. 
The overall approach and techniques developed in this thesis are applicable to 
general reaction-diffusion systems. The A —w system is not derived from any specific 
physical context and so it would be natural to try and use the methods in this work 
to undertake the analysis of more realistic problems, for example, in ecology or 
epidemiology. Alternatively, we could attempt the numerical analysis of complex 
Ginzburg-Landau equations (see the discussion in Section 1.3), bearing in mind 
that the A — ui system with p = 2 is a special case of these type of equations. Also, 
much work has been done on the existence, uniqueness and regularity of solutions 
to a generalised complex Ginzburg-Landau equation with an arbitrary power of the 
nonlinearity, which might have interesting connections with the A — u system for 
arbitrary p. We leave this work and additional numerical experiments in higher 
space dimensions for future study. 
Our results significantly contribute to the mathematical and numerical analysis 
of reaction-diffusion systems with a supercritical Hopf bifurcation in the reaction 
kinetics, and pave the way for further study. 
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Appendix A 
Auxiliary results and definitions 
Definition A.0.1 (almost everywhere (a.e.)) 
A property is said to hold 'almost everywhere' (a.e.) in 0, (or, for almost every 
(a.e.) x in ft) i f the property is true for all x G ft\T, where T is a subset of ft with 
(Lebesgue) measure zero ( [83], p. 10). 
Thus two functions / , g : ft R are equal a.e. if the set {x G ft | f ( x ) ^ g(x)} 
has measure zero. Also, f ( x ) = g(x) a.e. in ft i f | | / — <?||o,p = 0. 
Theorem A.0.2 (Sobolev spaces: - collected results) 
The Sobolev spaces W m ' p ( f t ) , m > 0, equipped with the appropriate norms satisfy 
the following: 
(i) For 1 < p < oo, Wm'p(Q.) is a Banach space ( [1], p.45), 
(ii) Wm<p{fl) is separable if 1 < p < oo ( [1], p.47), 
(iii) Wm>p(£l) is reflexive if 1 < p < oo ( [1], p.47). 
Definition A.0.3 (duality pairing) 
If E is a Banach Space with norm || • ||, and / is a bounded linear functional 
I : E HH, then we denote this functional via the 'duality pairing' between E and 
E' ( [71], p.55): 
l(v) := (l,v) veE, I EE'. 
Thus a duality pairing is in fact a bounded bilinear functional from E' x E into R. 
132 
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We recall that the smallest constant C satisfying the boundedness requirement 
of / (i.e., |/(f)| < CII^Hs1, Vw e E) is given by the dual norm 
\\l\\E, :=sup!MU sup |(Z lW>|. 
vjtQ \\V\\E \\V\\=1 
We also note that a duality pairing satisfies a Cauchy-Schwarz type inequality, i.e.: 
\{l,x)\ < \\1\\E'\\X\\E, Vi e E' and x e E. 
This follows directly from the definition of a bounded linear functional with the 
smallest possible constant C. 
Theorem A.0.4 (evolution spaces: - collected results) 
Let X and Y be Banach spaces. The evolution spaces 1/(0, T; X) with appropriate 
norms satisfy 
(i) L * ( 0 , T ; X ) , (1 < p < oo), is a Banach space ( [48], pp.114-116), 
(ii) i 7 ( 0 , T ; X ) , (1 < p < oo), is separable if and only i f X is separable ( [48], 
p.118), 
(iii) Z7(0 ,T;X) , (1 < p < oo), is reflexive i f X is reflexive ( [96], p.40), 
(iv) I f X is a reflexive (or separable) Banach space and (1 < p < oo) then 
[ i 7 ( 0 , T ; X ) ] ' ~ i / ( 0 , T ; X ' ) where i + ^ = 1 (the symbol between the spaces 
means 'isometrically isomorphic') ( [96], p.40), 
(v) The continuous injection X <-+ Y implies Lq{0,T;X) <-+ L p ( 0 , T ; Y) if 
1 < P < Q < oo ( [56], p.34). 
Lemma A.0.5 (Hilbert space setup) 
Let V and H be Hilbert spaces, where the inner product on H is denoted (•,•), 
such that 
V <—> H< V is dense in H, 
then 
(i) V <-> H = H' ^ V , H' is dense in V 
(ii) ( f , v ) v , y = ( f , v ) y f e H , v e V , 
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( [85], p.55, [79], p.54, [34], p.133), where we have identified H with its dual H' by 
the Riesz Representation theorem. 
Proof. The continuity of the embedding H' C V follows from Lemma A.0.6. Now 
from the definition of the dual operator (Definition A.0.7) we have 
( i ' f , v)vy = </, iv)w,H V / e H', v e V, (A.0.1) 
where we denote the identity mapping from V to H by z, and the corresponding dual 
operator from H' to V by i' (an identity operator from H' to V ) . From Corollary 
A.0.9 we deduce that H' is dense in V. To prove the second part of this lemma, 
note as i and i' are identity mappings that we can write 
(f,v)v>,v = (f,v)H>,H V / G f f ' , veV, 
(alternatively, due to the density of V in H this follows directly if we remember 
that / G H' is an extension of / 6 V ) . From the Riesz Representation theorem 
(Theorem A.0.17) and due to the explicit identification of elements in H with those 
in H' we have 
(Mv>,v = ( f , v ) V f e H , v e V , 
as required. • 
By identifying H with H' we obtain the so called 'Gelfand Triple' 
where each space is dense in the previous one, and when working with Sobolev 
spaces one always chooses H = L2(Q) ( [34], pp. 133-134). 
Examples of Hilbert spaces satisfying this setup are: V = H1^), H = L2(Q), 
and V = [H1^)}', or V = H£(Sl), H = L2{Q) and V = H ' 1 ^ ) . Now if ft is 
a bounded Lipschitz domain then from a Sobolev embedding theorem for bounded 
domains ('Rellich's theorem') we have the following compact injection results: 
(a) H^Q) A L2(tt) 4 [Hl(Q)]' dense inclusions, 
(b) #o (^ ) L2{Q) A H~1(Q) dense inclusions. 
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Lemma A.0.6 
Let the X and Y be Banach spaces. Then 
X ^ Y densely Y' <->• X', 
( [34], p.131 and cf. Lemma A.0.5). 
Definition A.0.7 (dual operator ) 
Let X, Y be normed vector spaces and X\ Y' their duals. Also let T : X i - » Y be 
a bounded linear operator (i.e., T G C(X, Y)). Then we define the 'dual operator' 
V :Y'y+ X' via 
(T'y', x)x>>x = (y', TX)Y;Y VX eX,y'e Y', (A.0.2) 
( [47], p.232. See also [59], p.173, [79], p.17). 
Note that equation (A.0.2) is more usually written as (T'y') (x) = y' (Tx), to 
indicate the action of the bounded linear functionals, however we prefer the more 
explicit notation via duality pairings. To be strictly correct we would then define the 
dual operator as T'y' = y'oT. The dual operator is also called the 'algebraic dual', or 
the 'adjoint operator' in some sources. The situation is illustrated diagrammatically 
by: 
X 3 x Tx G Y 
II II 
dual dual 
II II 
X' 9 T'y' ±— y' G Y'. 
Theorem A.0.8 (dual operator) 
Let X, Y be normed vector spaces and X', Y' their duals. I f T G C(X, Y), and X" 
is the dual operator, then 
(i) T'eC(Y',X')( [59], p.173), 
(ii) \\T'\\c(Y>,x>) = | | T | | W ) ( [59], p.173), 
(iii) T' is injective <^=> the range of T is dense in Y, ( [52], p. 107). 
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As Hilbert spaces are reflexive we have the following corollary to the last part of 
this theorem: 
Corollary A.0.9 (Hilbert space dual operator) 
Let V, W be Hilbert spaces and V, W their duals. I f T € C(V, W) and 
V E C(W, V) is the dual operator, then ( [79], p. 18): 
T" is injective the range of T is dense in W, 
T in injective •<=>• the range of V is dense in V. 
Definition A.0.10 (continuous/compact injection) 
We say that the normed vector space X is 'embedded' in the normed vector space 
Y, or that X has 'continuous injection' into Y and write X <—¥ Y, i f ( [1], p.9) 
(i) X is a vector subspace of Y, and 
(ii) the identity operator / defined on X into Y by Ix = x for all x E X is 
continuous. 
By the 'compact injection' X ^ Y we mean that the identity operator I is compact, 
i.e., / maps bounded sets in X to precompact (and hence compact [17], pp.189-191) 
sets in Y. 
We recall from the elementary properties of linear operators that boundedness 
is equivalent to continuity ( [69], p. 197), thus (ii) is equivalent to the existence of a 
constant C such that ||x||y < C | |X | |A - . This is useful for example, in bounding terms 
in numerical analysis. We also note from the definition of a compact operator that 
if X <—> Y, then any bounded sequence in X contains a subsequence that converges 
(strongly) in Y. 
Lemma A.0.11 (existence of a Lipschitz condition) 
Let / : U R n be a continuously differentiable mapping of the Euclidean space 
R m into the Euclidean space Rn. Then the mapping / satisfies a Lipschitz condition 
on each convex compact subset V of the domain U with Lipschitz constant L equal 
to the supremum of the derivative / on V: 
d f 
where —— is the Jacobian matrix of / , sup 
xev 
df 
dx 
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( [3], pp.272-273). 
Proof. The proof is simple and instructive, so we give i t here. Consider the line arc 
in V given by z := vs 4- (1 — s)u = s(v — u) + i t , 0 < s < 1. Then 
- '<-> = f *=f i i *• 
df 
so - < sup — | | u - u | | z , 
z € v OZ j 
where the matrix norm || • | | j is compatible with the vector norm || • • 
/ G C 1 , consequently the supremum of the norm of the Jacobian matrix is 
attained on the compact set V. 
Lemma A.0.12 (Green's identity) 
Let n be a bounded Lipschitz domain, <j> G H2(£l) and ip G H1^), then ( [10], 
p.124) 
( tpA<t>dx= f ip^-ds- f V ^ - V ^ c t e , 
Jn Jan du JQ 
where v is the outward unit normal to <9f2, and ds is the element of arc length if 
d = 2, or surface area if d = 3. 
I t is understood that it is the traces of the functions that occur in the boundary 
terms. Formally, the derivation of Green's identity follows from 'integration by 
parts', i.e., integrating over Q after applying the product rule: V • ( f^V^) = if>(A(/>) + 
V(f> • Vip, followed by application of the Divergence (Gauss') theorem J n V • F dx = 
Theorem A.0.13 (Hilbert-Schmidt theorem) 
Let H be an infinite dimensional Hilbert space and let L G C(H) be a compact, 
self-adjoint operator. Then there is a sequence of non-zero, real eigenvalues { f a } ^ 
of L, s.t. 
lim ^ = 0, • • • < < \m\ < • • • < 
where each eigenvalue is repeated in the sequence according to its multiplicity. Fur-
thermore, there exists an orthonormal set {zi}^ of corresponding eigenfunctions, 
i.e., 
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Moreover, {zi}^ is an orthonormal basis for the range of L, ( [69], p.267, [70], 
p.75). 
Theorem A.0.14 (spectral theorem) 
Consider the elliptic eigenvalue problem 
Azi = HiZi in Q, (zt ^ 0) 
where the operator 7„ is defined by 7„w := 7 o § ^ , 7o is the usual trace operator 
restricting functions to d£l, and v is the outward unit normal to dfl. Then for the 
cases 
(a) A := - A , n = 0, V := H%(Q), H := L 2 (Q) , 
(b) A := - A + / , n = 1, V := tf1^), # := L 2 ( f i ) , 
the following facts hold for the associated eigenvalues and eigenfunctions: 
(i) For case (a) we have 
0 < A*i < ^ 2 < • • • < A*i < with lim ^ = oo, 
i—too 
while for case (b) we have 
1 < l^i < A*2 < •' • < A*i < with lim ^ = oo, 
t - K X > 
(ii) 
! is an orthogonal basis for V, with (zj, Zj)y = 
(iii) { ^ i } ^ ! (after normalisation) is an orthonormal basis for H, i.e., 
(zj, Zj) — 5{j. 
Proof. The argument here is partly based on the one given in [70], pp.162-163, 
for case (a) above. The basic idea is to show that A'1 is a symmetric, bounded, 
compact operator from H to H and thus the Hilbert-Schmidt theorem applies. 
Consider the elliptic boundary value problem 
Au = f in ft, f e V , (A.0.3) 
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where A is either the 'Dirichlet' or 'Neumann' Laplacian defined in (a) and (b) 
respectively. The weak form of (A.0.3) is 
Find u e V s.t. a(u, v) = (u, v)v = ( / , v)v>y \/v G V, (A.0.4) 
where we assume the results of Lemma A.0.5. 
Now by the Lax-Milgram theorem (Theorem A.0.16) we know that equation 
(A.0.4) has a unique solution in V, thus the operator A is invertible, i.e. 
u = A-1/. (A.0.5) 
We note that A'1 is linear1. 
Using Lemma A.0.24 we can write the inner product as a(u, v) = (u,v)v = 
(Au,v)v',v where A G C(V, V ) and so by the Riesz Representation theorem (Theo-
rem A.0.17) we have 
\\f\\v> = IMIv- (A.0.6) 
Recall from Lemma A.0.5 that H <—>• V and so 
WfWv < C H / l k (A.0.7) 
for some constant C. Thus (A.0.6) and (A.0.7) together give 
N I V < C | | / | | H or | | i 4 - 7 H v < C | | / | | * , 
i.e., A~l is a bounded operator from H to V. But from Lemma A.0.5 we have 
so A 1 is a bounded compact operator from H to H. 
To show that A~l is a self-adjoint operator notice first that A is in general an 
unbounded operator2 which is symmetric due to (Au,v)v>,v = a{u,v) = a(v,u) = 
{Av,u)v',v- Now we would like to use the fact from Lemma A.0.5 that ( f , v ) = 
{f-iv)v,v for all v G V, f G H and thus the symmetry condition for A becomes 
(Au, v) = (u, Av) Vu, v G V, Au, Av G H, (A.0.8) 
: Let Au := f u Av := f2, so u = A^fi, v = A'1 f2. Then A{au + 0v) 
A~lf => a ^ _ 1 / i + PA~1f2 = A-^afi + / ? / 2 ) , using the linearity of A. 
2 E . g . , see the example in [70], p.79, with the operator j- replaced by A 
au + @v = 
dx2 
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where we denote the inner product on H by (•,•). We have to be a little careful as 
A is an unbounded operator and the domain of an unbounded operator becomes an 
integral part of the definition of the operator ( [69], p.253). However, domain(y4) = 
V which is dense in H and so equation (A.0.8) is valid (see [59], p.222, [69], p.253). 
Now let Au = x, Av = y for all x,y G H, then 
(x,A-ly) = (A~lx,y) Vx,y G H. 
Thus A-1 is self-adjoint. We now apply the Hilbert-Schmidt theorem (Theorem 
A.0.13) with L := A'1, noting that 
Azi = frZi <=> A~xZi = ii~xZi, (A.0.9) 
thus the are real and we have the infinite sequence 
lim (j,-1 = 0 , • • • < |/xr+il < K ' l < • • • < K 1 ! , (A.0.10) 
l - > 0 O 
where the eigenfunctions Zi form an orthonormal basis (after normalisation) for 
range(A _ 1) = V C H. In fact, we now show that the z^ form an orthonormal basis 
for the whole of H and an orthogonal basis for V. To show this we recall the easily 
proven result that if H is a Hilbert space then M is a dense subspace of H if and only 
M x = {0} (see Corollary 6.27 in [69]), i.e., the only element in H that is orthogonal 
to the elements in M is the zero vector. Now take M := Span-f^}-^ cVcH and 
as V is dense in H we have V L = {0} , which implies M 1 = {0} (with respect to 
H), which implies M is dense in H, i.e., by definition {zi}^ is a basis for the whole 
of H. Also, from the weak form of the eigenvalue problem we have 
( Z j , Zj)v — l^i^iji 
that is the Z{ are an orthogonal basis for V. As || • ||v is a norm we have 
a{zi,Zi) = \\zi\\v = tM>0 (^7^0) , 
thus the eigenvalues are strictly positive. Finally, note that for case (b), again using 
the weak form of the eigenvalue problem, we have 
\\Vzt\\l = / / i - 1 > 0, 
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so \Xi > 1. Clearly Hi = 1 Z\ = c, where c is a constant. In fact from ||zi||o = 1 
we deduce that c = ±1/\Q\^2. B 
Case (a) is relevant to partial differential equations with the homogeneous Dirich-
let boundary conditions, while case (b) (see for example [22]) is relevant to partial 
differential equations with the homogeneous Neumann boundary conditions. We use 
the orthonormal bases in this theorem to construct a Galerkin approximation in the 
Faedo-Galerkin method (see Appendix B). 
Definition A.0.15 (continuous, coercive bilinear form) 
A bilinear form a(-, •) on a normed vector space V is said to be 'continuous' (or 
'bounded') if there exists C < oo such that ( [10], p.55, [69], p.290) 
\a(u,v)\ < C\\v\\v\\v\\v Vu,veV 
and 'coercive' (or 'V-elliptic') on W C V i f there exists a > 0 such that 
a(v,v) > a\\v\\y \/v € W. 
The constant a is sometimes called the 'coercivity' constant. Notice that the 
bilinear form is coercive on a subspace W of V, thus in general 
y/a(v,v) =: \\v\\a ^ 
Theorem A.0.16 (Lax-Milgram) 
Given a real Hilbert space (V, (-,-)), a continuous, coercive ('V-elliptic') bilinear 
functional a(-, •) on V x V and a continuous linear functional F £ V , then there 
exists a unique u G V such that ( [14], p.8): 
a(u, v) = (F, v)yy Vi> € V, 
furthermore, 
IMIv < ""ll-^llv" where a is the coercivity constant. a 
The proof of this theorem is based on a generalisation of the Riesz Representation 
theorem to bilinear forms that are not necessarily symmetric and utilises a contrac-
tion mapping theorem for Banach spaces (see any book on functional analysis). The 
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last part of the theorem expresses the continuous dependence of the solution on the 
data. Identifying / and F through the Riesz Representation theorem, so | | / | | = | |F||, 
then we see that i f / is small, then so is v. Thus the Lax-Milgram theorem asserts 
that the variational problem is well-posed. 
Theorem A.0.17 (Riesz Representation theorem for Hilbert spaces) 
Let i f be a Hilbert space and H' be the corresponding dual space. Then there exists 
an isometric isomorphism between H and H', so each bounded linear functional 
I G H' acting on H is identified with a unique element u G H via ( [69], p. 199): 
lu(v) = (/, v) = (u, v) V D G H, with \\1\\H' = \\U\\H-
Thus the Riesz Representation theorem identifies a linear bijective correspon-
dence between the elements of H' and H 
H' 3 lu <—> u e H, 
that preserves distance (in norm). Implicit in this definition is the fact that (•, •) 
is an inner product on H (i.e., a positive definite, symmetric bilinear form). One 
consequence of this theorem is that weak convergence in a Hilbert space takes on a 
concrete form (see Definition A.0.23). 
Theorem A.0.18 (orthogonal projections:- collected results) 
Let (H, (•, •)) be a Hilbert space with the norm := y/(v, v) and a closed subspace 
M with v € H\M. Define the projection operators PM : H i - » M, PMx : H i->- ML 
( P M x = I — PM) and denote by ML the orthogonal complement3 of M , then ( [10], 
[69], [47]): 
(i) H = PM © PM*-I i - e - i e a c n v E H has the unique decomposition 
v = x-\-yforxeM and y € M1. 
(ii) (v — PMv,w) = 0 Vw G M (v — PMV G M 1 ) , or equivalently, PM is self-
adjoint (or symmetric), i.e., (V,PMW) = (PMv,w) \/w G M. Thus PM is an 
orthogonal projection. 
3 The elements in H orthogonal to M. 
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(iii) \\v — PMV\\ — inf \\v — w\\ Vw G M. PMv is the unique 'best approximation' 
to v out of M. This property is a consequence of Cauchy-Schwarz and (ii) . 
(iv) PM e C(H,M); \\PMv\\ < \\v\\ Vv G H. This property is also a consequence 
of (ii). 
(v) I f M = V k — Span{zj}* = 1 , where {zi}^ is an orthonormal set in H, i.e. 
(zi,Zj) = 5{j and PK : H H-» V"*, then for every vk G we have Pkv := 
= 5Zj=i(1') z j ) z j - This property is also a consequence of (ii). Furthermore, 
INI 2 > J2T=i \(v>zi)\2 ('Bessel's inequality'). 
(vi) The orthonormal set in (v) is a basis for H (i.e., complete , alt. 'maximal', in 
the sense that Span{z j}^ 1 is dense in H), or equivalently v = YIJLI^J z j ) z j 
Vu G H, i f and only if | M | 2 = ^T=i Ku> zi)\2 ('Parseval's relation'). 
Definition A.0.19 (strong convergence) 
Let V be a normed vector space. Then xn —» x ('strongly') in V means 
\\xn — x\\v —> 0 as n —>• oo. 
This type of convergence is also called 'convergence with respect to the norm', 
or just 'norm convergence'. 
Definition A.0.20 (weak convergence (in E)) 
Let E be a Banach space. Then xn —^ x ('weakly') in E means ( [69], p.203, [71], 
p.55) 
(l,xn) —> (l,x) as n —> oo, V/ G E', 
where (•, •) is the duality pairing between E' and E. 
Definition A.0.21 (weak* convergence (in E')) 
Let E be a Banach space. Then /„ — / ('weak*') in E' means ( [69], p.203, [71], 
p.56) 
{ln,x) —> (l,x) as n —> oo, Va; G E, 
where (•, •) is the duality pairing between E' and E. 
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There is a natural relationship between weak* and weak convergence. I f we 
consider the definition of weak convergence in E', and recall that in general E C E", 
then we can write: xn —^ x in E' means 
{l,xn)E",E' —> (1,X)E",E' as n —t co, V/ G E" D E. 
Thus we see that weak* convergence in E' is in fact weak convergence in E' where we 
have restricted the admissible functionals / to the subset E C E" ( [70], p.105, [59], 
p.171). 
Theorem A.0.22 (weak and weak* convergence:- collected results) 
Let E be a Banach space and E' its dual. Then 
(i) If E is reflexive, then weak convergence in E' is equivalent to weak* convergence 
in E' (by definition). But E is reflexive if and only i f E' is reflexive, thus weak 
convergence in E is equivalent to weak* convergence in E. 
(ii) A weakly convergent sequence in E' also converges weak* in E'. This follows 
by definition and the fact that E C E"( [70], p.105, [59], p.171). 
(iii) Strong ('norm') convergence implies weak convergence (follows directly from 
the definitions and a Cauchy-Schwarz type inequality for the duality pairing). 
(iv) Weak and weak* limits are unique ( [69], p.203). This follows directly from 
the definition in the weak* convergence case. For the weak convergence case 
we need Proposition A.0.1 to prove uniqueness. 
(v) It follows from a uniform boundedness principle that weak and weak* limits 
are bounded ( [69], p.203). Additionally, i f un converges weakly to u in E, 
then Hunlli? is bounded and \\U\\E < l iminf | | u n | | s ( [71], p.55). 
(vi) Strong and weak convergence are equivalent in finite dimensions ( [69], p.203). 
(vii) I f a sequence {un} converges weakly (resp. weak *) , then every subsequence 
converges weakly (resp. weak*) to the same limit. The proof is a direct analogy 
of the corresponding elementary result in real analysis (e.g., see [72], p.51). 
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Proposition A.0.1 
If x and y lie in some Banach space X and (f,x)x\x = (f,y)x\x f ° r a U / G X' 
then x = y ( [70], p.92). 
Definition A.0.23 (weak & weak* convergence:-concrete forms) 
Let H be a Hilbert space, 1 < p, q < oo (p and q conjugate indices) and (•,•) be 
the usual L2 inner product. Then 
uk u in L°°(Q), 
uk -± u (or uk u) in LP (SI), > means 
uk ^ u (or ^ * w) in H, 
(uk, v) —} (u,v) as k —> oo, 
Vu € L«(f2), 
Vw G 
respectively. Some analogous examples for evolution spaces are: 
u 
u 
* u in L°°(0,T;H), 
u (or uk u) in LP(VtT), means 
uk ^ u (or uk u) in L2(0, T; H), 
rT rT 
/ (uk(-,t),v(-,t)) dt -¥ I (u(-,t),v(-,t)) dt as k ->• oo, 
Vu G Ll(<d,T;H), 
Vv G L « ( ^ T ) , 
G L2(0,T;H), 
respectively. 
These results follow from the abstract definitions of weak and weak* conver-
gence (Definitions A.0.20 and A.0.21) after noting Riesz Representation theorems 
for Hilbert spaces [69], p. 199, LP spaces [48], pp.79-85 and time-dependent spaces 
of the form LP(0,T,X) [96], p.40. In common with other authors we treat these 
concrete forms as definitions when required. 
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Lemma A.0.24 (bilinear form result) 
Let a bilinear form a(-, •) be continuous on a Hilbert space V, then one can assign 
a unique operator A £ C(V, V ) s.t. 
(i) a(u,v) = (Au, v)v',v = Au(v) Vu,v £ V. 
(ii) < Cs. C3 corresponds to \a(u, v)\ < Cs\\u\\y\\v\\v V u,v £ V. 
( [34], p.138, [10], p.60, [85], p.54). 
For example, take V := i7 1(f2), a(u, v) := Jn V u • Wvdx and dujdv = 0 on dQ. 
Then a(u, v) < C\\Vu||o|| V v | | 0 < C||u| |i | |u| | i and so a(-, •) is continuous on V. Thus 
result (i) corresponds to the application Green's Formula giving 
/ VM • Vw dx = - / vAu dx, and A = - A £ £ ( V , V ) . 
i n i n 
For time-dependent problems if u £ L 2 ( 0 , T ; V) then - A u £ L2(Q,T\ V). 
Lemma A.0.25 Let X and Y be Banach spaces with dual spaces X' and Y' re-
spectively. Then 
(i) The space Z := X f)Y with the norm \\u\\z = + |M|y is Banach and the 
dual space of Z is given by Z' = X' + Y'. 
(ii) The space W := X + Y = {x + y \ x E X, y £ Y} with the norm 
||iw||w := ||a;|U + \\y\W, where w :— x + y is Banach. 
Proof, (i) Clearly for a function u bounded in X and Y we have u bounded in Z. I t 
is straightforward to check that || • \\z is a norm. To show completeness in Z, recall 
the completeness of X and Y and consider a sequence {un} that converges to u in 
both X and Y. Thus 
||w„ — u\\z = \\un — u\\x + \\un — u\\y —> 0 as n —> oo, 
i.e., u„ —> « in Z and so { w n } converges in Z. We have shown that Cauchy sequences 
converge in Z (convergent sequences are Cauchy sequences) and so by definition Z 
is a Banach Space. 
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The proof for Z' — X' + Y' is as follows (Robinson, J. (2003) Pers. comm.): 
assume X and Y are both continuously embedded in another Banach Z, given 
/ £ ( I n Y)', consider the subspace D of X x F , given by 
D = {(u,u) : u G X x F } . 
Then D is a linear subspace of I x F , and / induces a bounded linear functional g 
on D via the definition 
g{u,u) = f(u). 
The linear functional g can then be extended to a bounded linear functional F on 
X x F . Now define linear functionals / x G X ' and / 2 G F ' by 
A (a) = Ffa ,0) and f2(y) = F(0, y), 
and then for M G X f l F , 
/ (w) = g{u,u) = g(u,0) + g(0,u) = fi(u) + f2(u), 
as required. 
(ii) Clearly for x bounded in X and y bounded in F we have w := x-\-y bounded 
in W. I t is straightforward to check that || • \\w is a norm. To show completeness 
in W (again recalling the completeness of X and F ) consider a sequence {xn} that 
converges to x in X and another sequence {y„} that converges to y in F . Then with 
wn := xn + yn and w := x + y we have 
I k n - H l w = II fan - z) + ( y n - y)\\z = I k n - x \ \ x + \\yn - y\\Y -> 0 as n -> oo, 
i.e., u>n —>• ty in and so {wn} converges in W and so as above we deduce that W 
is a Banach space. • 
Lemma A.0.26 
If a sequence un —>• u in LP (1 < p < oo), then there is a subsequence, still denoted 
un, such that 
un —>• u ('pointwise') a.e. in Q, 
as n -> oo ( [70], p.27, [71], p.59). 
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Definition A.0.27 (strongly elliptic operators) 
Define an operator A by 
i,j=i 1 \ i' 
where C 0 , 1 ( f2) is the space of Lipschitz continuous functions. We say that —A is 
strongly elliptic ( [32], p. 142), if there exists an a > 0 such that 
d 
for all x G H and £ G Rd. 
For example, i f we take [a,-j] = —I, that is a^j = —5^, then 
d 2 
Au = — J2 dx? = i - e - ; A = —A. Notice that —A is strongly elliptic as 
i=i X i 
d d 
Theorem A.0.28 (elliptic regularity property 1) 
Let A be a strongly elliptic operator (see Definition A.0.27) and O be a convex, 
bounded and open subset of R d . Then for each / G L2(Q) and each A > 0 there 
exists a unique u G H2(£l) that is the solution of 
Au + Xu = f in Q, 
d 
where 7 is the trace operator and V{ is the i th component of the outward unit normal 
v := (uu ud)T to dQ. (Theorem 3.2.1.3 in [32]). 
With aitj — —Sij (corresponding to A = —A) the boundary condition becomes 
d 
~^2ui'§xL = ~ u ' ^ u — 0) i-e-> w e n a v e t n e homogeneous Neumann boundary 
condition dujdv = 0 on <9fl For a similar elliptic regularity result applicable to the 
homogeneous Dirichlet boundary condition case see Theorem 3.2.1.2 in [32]. 
This theorem is useful for deducing regularity via an a priori estimate. Suppose 
we know that u G L2(Vt) and we deduce from an a priori estimate the uniform 
bound | |A« | | 0 < C, i.e., - A u + Xu G L2(Q), then u G H2{Q). 
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Theorem A.0.29 (elliptic regularity property 2) 
Let A be a strongly elliptic operator (see Definition A.0.27) and Q be a convex, 
bounded and open subset of Rd with a boundary of class C2. Then there exists a 
constant C such that 
\\u\\2 < C\\Au + \u\\0, 
d 
for all u G H2(Q) such that ^ Vi 7 (a j j J ^ r ) = 0 a.e. on <9Q and for all A > 0. 
i,j=i ' X ] 
See the comments for Theorem A.0.28. 
Theorem A.0.30 (diagonally dominant tri-diagonal systems) 
Consider the following (real) coefficient matrix of a tri-diagonal system 
/ \ 
ai C i 
62 12 C2 
bn-l U „ _ i C „ _ l 
where the elements satisfy: 
(i) | a j | > | d I > 0, 
(ii) > \h\ + \ci\, biCiy£0, i = 2,...,n-l, 
(iii) \an\ > \bn\ > 0, 
then LU factorisation is guaranteed to give a unique bounded solution, without 
the need for partial pivoting [40], p.56. The proof of this theorem is also valid for 
complex systems. 
This theorem can be generalised to give: 
Theorem A.0.31 (strictly diagonally dominant systems) 
A strictly diagonally dominant matrix A is nonsingular. Moreover, in this case, 
Gaussian elimination can be performed on any linear system of the form Ax — b to 
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obtain its unique solution wi thout row or column interchanges and the computations 
are stable w i t h respect to the growth of roundoff errors ( [12], p.404). 
T h e o r e m A.0 .32 (trace inequal i ty) 
Let Q be a bounded domain w i t h a sufficiently smooth boundary (e.g., Lipschitzian), 
then there exists a constant C = C(f2) s.t. 
where the continuous linear 'trace operator' 7 restricts functions to the boundary. 
The norm | |7« | | is frequently wr i t t en | | i t | | (see e.g., [14], p.13). 
Appendix B 
The Faedo-Galerkin method and 
associated results 
We give an overview of the Faedo-Galerkin method used to prove the well-posedness 
of weak solutions to second order, linear and nonlinear PDEs. Some associated 
theorems and lemmata are also given. 
(a) Assume we have a set {zi)^l of linearly independent elements of Hl(Q) (or 
HQ(Q.)) such that the linear span of the is dense in H 1 ^ ) (or HQ(£1)). A 
Galerkin approximation uk(-,t) = Yli-i cik{t)zi(-) is substituted into the finite 
dimensional weak fo rm of the P D E to give a system of k ODEs (an I V P ) for 
Cik{t). Standard O D E theory then gives local existence (and uniqueness) of the 
Cik(t) and hence of the approximate solution uh on the f ini te time interval (0, tk), 
tk > 0. This relies on the (local) Lipschitz continuity of the nonlinearities on 
the right hand side of the system of ODEs. 
(b) We deduce that the functions uh are uniformly bounded w i t h respect to some 
norm, i.e., \\uk\\ < C. This bound is called an 'a priori estimate'. Then tk = T 
is independent of k, that is we have global existence of uk. 
(c) We use 'weak compactness' arguments to extract a convergent subsequence (in 
some sense) f rom the uniformly bounded sequence of functions. This process is 
called 'passage to the l i m i t ' . We must also show passage to the l im i t of each 
finite dimensional term in the O D E (or, each term in the finite dimensional weak 
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fo rm) . I t is typically the nonlinear term that gives the most diff icul ty in this 
process. This leads to global existence of the weak solution u. 
(d) To obtain uniqueness of the weak solutions assume there are two weak solutions 
Mi and M 2 w i t h the same i n i t i a l data. Subtract the weak fo rm for u 2 f r om the 
weak form for u\, let the test funct ion 77 = u\ — u2 =: w and bound w in terms of 
the in i t i a l data. The aim is to deduce that w = 0, i.e., there is one and only one 
weak solution. I f the in i t i a l data of the weak solutions ui and u2 are assumed 
different, then this process leads to continuous dependence of the weak solution 
on the in i t i a l data. 
T h e o r e m B.0 .33 (Picard's existence/uniqueness theorem for O D E s ) 
Let y,f € E d ; f(t,y) be continuous on a parallelepiped R : t0 < t < t0 + a, 
\\y — 2/o 11 < b and uniformly Lipschitz continuous w i t h respect to y. Let L be a 
bound for \ \ f { t , y ) \ \ on R; a = m i n { o , 6 / ^ } - Then ( [38], p.9) 
y' = f ( t , y ) , y ( t 0 ) = y 0 
has a unique solution on [ t 0 , t o + a ] . 
Note that ||y|| can be any norm on Rd (as all norms are equivalent in finite 
dimensions). 
T h e o r e m B.0 .34 (weak sequential compactness) 
A Banach space E is reflexive i f and only i f every infini te (strongly 1 and 
un i fo rmly 2 ) bounded sequence in E contains a subsequence that converges weakly 
to an element of E ( [18], p.289). 
T h e o r e m B.0 .35 (weak* sequential compactness) 
Let E be a separable Banach space. Then every infinite (strongly 1 and 
un i fo rmly 2 ) bounded sequence in E' contains a subsequence that is weak* convergent 
in E' ( [18], p.291). 
1 Bounded in norm. 
2The bound on the sequence {uk} is independent of k. 
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We give an example frequently encountered in applications. Let i f be a Hilbert 
space and assume a uniformly bounded sequence is in L°°(Q) (resp. L°°(0, T; i f ) ) . 
Now by a Riesz Representation type theorem ( [96], p.40), we can identify this 
space w i t h [ L 1 ( f i ) ] ' (resp. [ L ^ O , T; i f ) ] ' ) - I f we recall that the space Ll(Q,) (resp. 
Ll(Q,T; H)) is separable, but not reflexive, then using the 'weak* sequential com-
pactness' theorem we can extract a weak* convergent subsequence in L ° ° ( 0 ) (resp. 
L ° ° ( 0 , T ; f f ) ) . 
L e m m a B.0.36 (convergence lemma) 
Suppose a sequence of functions {uk} is uniformly bounded in the Banach spaces 
Ei (1 < i < n), which are reflexive for j + 1 < % < n and whose pre-duals 3 are 
separable for 1 < i < j. Assume E :— p| Ei is non-empty. Then there exists a 
l<i<n 
funct ion u € E and a subsequence {uk} s.t. 
uk ^* u in Ei for 1 < i < j , 
uk —^ u in Ei for j + 1 < i < n. 
Proof. From the uniform bound in E\ and the weak* sequential compactness the-
orem (B.0.35) we deduce the existence of a subsequence {ukl} of {uk} converging 
weak* to some U\ in E\, i.e., 
ukl -±* ui in Ex. 
Now {ukl} is uniformly bounded in E2, so again using the weak* sequential com-
pactness theorem we extract another subsequence {uk2} of {ukl} converging weak* 
to some u2 in E2, i.e., 
uk2 u2 in E2. 
We continue in this fashion, repeatedly extracting weak* convergent subsequences 
unt i l we have 
u k j uj in Ej. 
3Given Banach spaces X and Y such that X' = Y, then the pre-dual of Y is X. 
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Now {ukj} is uniformly bounded in Ej+i, and so using the 'weak compactness the-
orem' (B.0.34) we can extract a subsequence { u k j + 1 } of {uhi} converging weakly to 
some Uj+i i n Ej+i, i.e., 
u k j + 1 uj+i in Ej+i. 
We repeatedly extract convergent subsequences as before, the only difference being 
that the subsequences converge weakly, instead of weak*, un t i l we have 
ukn un in En. 
Now in a reflexive Banach space weak convergence is equivalent to weak* convergence 
(see Theorem A.0.22), thus we can wri te 
uki -*•* Ui in E{, 1 < i < n. 
Recall that {uki+1} is a subsequence of {uki} and subsequences of weak* convergent 
subsequences converge weak* to the same l im i t (see Theorem A.0.22). Thus we have 
ukn — U i in Ei, 1 < i < n. 
Finally, as weak* l imits are unique (see Theorem A.0.22) we deduce that 
U\ = U2 = • • • = Ui = • • • = un —: u G E, 
and after setting uk := ukn the proof is complete. B 
T h e o r e m B.0 .37 ( L i o n s - A u b i n compactness l emma) 
Let EQ, E and E' be three Banach spaces such that 
£ 0 A E ^ Eu 
EQ, EI reflexive. Let T be finite and 1 < p0, px < oo, then the space 
W=^v | v£LPo(0,T;Eo), = ^ e LPl (0, T; Ex) j , 
wi th the norm 
\\V\W '•— | |u | |LP0(0 ,r ; £;o) + | | ^ | | L P I ( 0 , T ; E I ) , 
is a Banach space and the injection of W into LPo{^),T\ E) is compact ( [84], p.271, 
[53], p.58). 
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L e m m a B.0 .38 ( l emma of Lions) 
Let QT := Q x (0 ,T) be a bounded open set i n Rd x R and {gk}, g G L q ( f l T ) = 
LQ(0, T ; L 9 ( 0 ) ) , where { g f c } is a sequence of functions s.t. 
| |5 f c |Us(n T) < C, gk ->• g ('pointwise') a.e. in ftT, 
then gk -± g in Lq(nT) ( [53], p.12). 
This lemma is also proved in [70], p.218 in a fo rm involving Q, C K d , instead of 
QT : = ft x ( 0 , T ) . 
L e m m a B.0 .39 (continuous in t ime property 1) 
Let u G L2(0,T;H\n)) n i / ( f i T ) and f G L 2 ( 0 , T ; [ i * 1 ^ ) ] ' ) + L " ( Q r ) where 
p : = p + 2, 9 : = £ t | G ( 1 , 2), p > 0. Then w is almost everywhere equal to a funct ion 
continuous f r o m [0,T] into L 2 ( f i ) , i.e., u G C([0, T ] ; L 2 ( f i ) ) a.e. 
Proof. The proof is an adapted (and expanded) version of a proof for a similar 
result ( [70], Theorem 7.2) in the supplementary booklet 'Solutions to Exercises', 
Exercise 8.2, available at http:/ /www.cup.org/t i t les/0521635640.html. See also [85], 
p.71, [84], p.260 for proofs of the more standard (simpler) result (Lemma B.0.41). 
In i t ia l ly we define some funct ion spaces on the general t ime interval / : = (t*,t), 
0 < t* < t < T , where V := H 1 ^ ) and V := [ t f 1 ^ ) ] ' : 
X ( I ) : = L2(I;V)f]Lp(n x / ) , 
X'{I) : = L 2 ( / ; F ' ) + ^ ( f i x / ) , 
H{I) : = L2(Q x / ) , 
H'(I) : = [H(I)}'. 
I t follows f r o m Lemma A.0.25 that X'(I) is the dual space of X ( I ) and by considering 
the associated Banach norms i t is easy to verify the following chain of injections 
X ( I ) ^ H(I) «-> X'{I). (B.0.1) 
Consequently, by an analogous argument to the proof of part (ii) of Lemma A.0.5, 
and the application of a Riesz Representation theorem for L2(I; L2(Q)) [96], p.40, 
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which allows us to explicit ly identify the elements of this space w i t h those in the 
corresponding dual space, we have 
t 
( / , x ) x , { I ) M I ) = ( / , x ) w [ I ) M I ) = J ( f , x) dt, V / e H(I), x € X ( I ) . (B.0.2) 
f 
Now as in [70], p.191, we extend u outside [0, T] by zero and set un(t) := (u(t))i/n, 
a mollified version of u (see [70], p. 19, for the precise definitions of a general moll if ied 
function). W i t h this setup we approximate u by un G C 1 ( [ 0 , T ] ; V) such that 
u n ^ u mX(0,T), mX'(0,T). 
dt dt 
From (B.0.2) we have 
X'(l),X(I) 
du 
ds 
-,un ) ds, 
= I K ( * ) l l o - I M O I I o -
We now choose t* so that ||wn(**)||o i s t n e m e a n value of ||wn(Oilo
 o v e r [0J^1> i.e., 
K ( O l l o = ^ / h n { t ) \ \ l d t . 
Thus wi th the application of Cauchy-Schwarz, a simple Young's inequality and not-
ing the injections (B.0.1) we have 
I M * ) l l o = ^ I K H i 2 { n r ) + 2 
< C\\Un\\X(0,T) + 2 
dUr 
Thus 
dt 
< [C + -)\\un\\*x(0tT) + 
SUp ||tl n(*)l |o < C [ | | tt n |U(0,T) + 
te[o,T] 
X'{0,T) 
dun 
dt 
du, 
dt 
\Un\\x{0,T) 
X'(0,T) 
X'(0,T)y 
and as un and dun/dt are Cauchy sequences in X(0, T) and X'(0, T) respectively, this 
implies un is a Cauchy sequence in C([0, T ] ; L 2 ( Q ) ) and hence u € C ( [ 0 , T ] ; L2(£l)) 
as claimed. • 
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L e m m a B.0 .40 (continuous in t ime property 2) 
Let u G L 2 ( 0 , T ; H 2 ( f l ) ) and ^ G L2(QT)- Then u is almost everywhere equal to a 
function continuous f r o m [0 ,T] into H 1 ^ ) , i.e., u G C([0, T j ; H 1 ^ ) ) a.e. 
This Lemma is proved in the first part of the proof of Corollary 7.3 in [70]. 
L e m m a B.0.41 (continuous in t ime property 3) 
Let V, H, V be three Hilber t spaces, each space included and dense in the following 
one, V being the dual of V. I f u G L 2 ( 0 , T; V) and ut G L 2 ( 0 , T; V ) then 
(i) u is almost everywhere equal to a funct ion continuous f rom [0, T] into H, i.e., 
u G C ( [ 0 , T ] ; # ) a.e., 
(ii) and the following result holds in the scaler dis t r ibut ion sense on ( 0 , T ) : 
^ I M I o = (uuu)v',v, 
( [85], p.71 [84], p.260). 
Appendix C 
Matrices associated wi th the finite 
element discretisation 
For completeness we give some matrices needed for the implementation of the fu l ly 
discrete finite element methods in Chapter 6. We assume the homogeneous Neumann 
boundary conditions. Let 
Mij := {<Pi,(pj), Kij := ( V ^ , V ^ ) , 
where M and K are the mass and stiffness matrices respectively. Associated w i t h 
these matrices are 
M „ : = ( l , ^ ) , L:=(M)~lK, 
where M is the ' lumped' mass matr ix, effectively obtained by adding the off-diagonal 
elements of M to the diagonal elements (see [82], p.118 and Section 4.2). The 
lumped mass mat r ix arises during the derivation of the linear algebraic systems and 
the relation 
{Vj,Vi)h = MjjSij. 
See also the notes i n [24], pp.359-367, for calculating the stiffness matr ix in the two 
dimensional case. 
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C . l One-dimensional case 
The matrices below are of dimension ( J + 1) x (J + 1). I t is easy to calculate the 
following (global) matrices (see [82], pp.24-39): 
M = -
2 1 
1 4 1 
1 4 
4 1 
1 4 1 
1 2 
K = 
1 - 1 
- 1 2 - 1 
- 1 2 - 1 
-1 2 - 1 
- 1 2 - 1 
- 1 1 
We also have the following (global) lumped mass matr ix and the matr ix L: 
M = ^ d i a g { l , 2 , 2 , . . . , 2 , 2 ,1} , L = 1 
2 - 2 
- 1 2 - 1 
- 1 2 - 1 
- 1 2 - 1 
- 1 2 - 1 
- 2 2 
C.2 Two-dimensional case 
The matrices below are of dimension ( J + l ) 2 x ( J + l ) 2 , while the blocks are of 
dimension ( J + l ) x ( J + l ) . We have the following (global) stiffness matr ix: 
A B 
B C B 
B C B 
K = 
C B 
B C B 
B A 
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w i t h associated blocks 
A = 
1 
-1/2 
-1/2 
2 - 1 / 2 
-1/2 2 -1/2 
-1/2 2 
-1/2 
-1/2 
2 
-1/2 
-1/2 
1 
£ = d i a g { - l / 2 , - 1 , - 1 , . . . , - 1 , - 1 , - 1 / 2 } , 
2 - 1 
- 1 4 - 1 
- 1 4 - 1 
C 
- 1 4 - 1 
- 1 4 - 1 
- 1 2 
We also have the following (global) mass matr ix: 
D E 
ET F E 
ET F E 
M = — 
12 
ET F E 
ET F E 
ET G 
C . 2 . Two-d imens iona l case 161 
w i t h associated blocks 
D 
2 1/2 
1/2 3 1/2 
1/2 3 1/2 
1/2 3 1/2 
1/2 3 1/2 
1/2 1 
3 1 
1 6 1 
1 6 
1 6 
1 6 1 
1 3 
, G 
The lumped mass mat r ix is: 
M = 
6 
H 
w i t h associated blocks 
1/2 1 
1 1 
1 1 
1 1 
1 1 
1/2 
1 1/2 
1/2 3 1/2 
1/2 3 1/2 
1/2 3 1/2 
1/2 3 1/2 
1/2 2 
Q 
H = d i a g { 2 , 3 , 3 , . . . , 3 , 3 , l } , 
P = diag{3,6 ,6 , . . . , 6 , 6 , 3 } , 
<2 = d i a g { l , 3 , 3 , . . . , 3 , 3 , 2 } . 
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We use the above matrices to calculate 
L = 
1 
S T 
W X W 
W X w 
W X w 
W X w 
Y Z 
w i t h associated blocks 
T = d i a g { - 3 / 2 , - 2 , - 2 , . . . , - 2 , - 2 , - 3 } , 
W = - I , 
Y = d i a g { - 3 , - 2 , -2,..., -2, - 2 , - 3 / 2 } , 
3 - 3 / 2 
- 1 4 - 1 
- 1 4 - 1 
5 = 
•1 4 - 1 
- 1 4 - 1 
- 3 6 
X 
4 - 2 
- 1 4 - 1 
- 1 4 - 1 
- 1 4 - 1 
- 1 4 - 1 
- 2 4 
, Z = 
6 - 3 
- 1 4 - 1 
- 1 4 - 1 
- 1 4 - 1 
- 1 4 - 1 
- 3 / 2 3 
