Alternative Measures of Risk in Commodity Supply Models: An Analysis of Sow Farrowing Decisions in the United States by Holt, Matthew T. & Moschini, Giancarlo
Economics Publications Economics
7-1992
Alternative Measures of Risk in Commodity
Supply Models: An Analysis of Sow Farrowing
Decisions in the United States
Matthew T. Holt
University of Wisconsin-Madison
Giancarlo Moschini
Iowa State University, moschini@iastate.edu
Follow this and additional works at: http://lib.dr.iastate.edu/econ_las_pubs
Part of the Agricultural Economics Commons, Econometrics Commons, and the Economic
Theory Commons
The complete bibliographic information for this item can be found at http://lib.dr.iastate.edu/
econ_las_pubs/161. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html.
This Article is brought to you for free and open access by the Economics at Iowa State University Digital Repository. It has been accepted for inclusion
in Economics Publications by an authorized administrator of Iowa State University Digital Repository. For more information, please contact
digirep@iastate.edu.
Alternative Measures of Risk in Commodity Supply Models: An Analysis
of Sow Farrowing Decisions in the United States
Abstract
The role of price risk in sow farrowings is investigated by using bivariate ARCH-M and GARCH-M models
and a nonparametric kernel estimator. To account for the relevant time horizon of irreversible supply
decisions, predictions for mean price and conditional price variance are iterated forward. The empirical results
vary markedly in terms of their implications for risk response in hog supply decisions, with the ARCH-M and
GARCH-M models suggesting a small and negative risk effect. Estimates of the marginal risk premium also
indicate moderate and variable departures from marginal cost pricing in sow far rowing supply decisions.
Keywords
ARCH-M and GARCH-M models, kernel estimators, risk response
Disciplines
Agricultural Economics | Econometrics | Economic Theory
Comments
This article is from Journal of Agricultural and Resource Economics 17 (1992): 1. Posted with permission.
This article is available at Iowa State University Digital Repository: http://lib.dr.iastate.edu/econ_las_pubs/161
Western Agricultural Economics Association
 
Alternative Measures of Risk in Commodity Supply Models: An Analysis of Sow Farrowing
Decisions in the United States
Author(s): Matthew T. Holt and  Giancarlo Moschini
Source: Journal of Agricultural and Resource Economics, Vol. 17, No. 1 (July 1992), pp. 1-
12
Published by: Western Agricultural Economics Association
Stable URL: http://www.jstor.org/stable/40986735
Accessed: 19-09-2016 20:31 UTC
 
REFERENCES 
Linked references are available on JSTOR for this article:
http://www.jstor.org/stable/40986735?seq=1&cid=pdf-reference#references_tab_contents 
You may need to log in to JSTOR to access the linked references.
 
JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted
digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about
JSTOR, please contact support@jstor.org.
 
Your use of the JSTOR archive indicates your acceptance of the Terms & Conditions of Use, available at
http://about.jstor.org/terms
Western Agricultural Economics Association is collaborating with JSTOR to digitize, preserve and
extend access to Journal of Agricultural and Resource Economics
This content downloaded from 129.186.176.217 on Mon, 19 Sep 2016 20:31:07 UTC
All use subject to http://about.jstor.org/terms
 Journal of Agricultural and Resource Economics, 17(1): 1-12
 Copyright 1992 Western Agricultural Economics Association
 Alternative Measures of Risk in Commodity Supply
 Models: An Analysis of Sow Farrowing
 Decisions in the United States
 Matthew T. Holt and Giancarlo Moschini
 The role of price risk in sow farrowings is investigated by using bivariate ARCH-M and
 GARCH-M models and a nonparametric kernel estimator. To account for the relevant
 time horizon of irreversible supply decisions, predictions for mean price and conditional
 price variance are iterated forward. The empirical results vary markedly in terms of their
 implications for risk response in hog supply decisions, with the ARCH-M and GARCH-M
 models suggesting a small and negative risk effect. Estimates of the marginal risk premium
 also indicate moderate and variable departures from marginal cost pricing in sow far-
 rowing supply decisions.
 Key words: ARCH-M and GARCH-M models, kernel estimators, risk response.
 Introduction
 Since the seminal studies of Baron and Sandmo, the analysis of price risk effects on producer behavior
 has continued to be an important area of applied research. The potential role of risk is especially relevant
 to agricultural production, where prices are typically more volatile than in other sectors, and where the
 competitive structure ensures that producers take as given the equilibrium price distribution. If producers
 are risk averse, their behavior may be significantly affected by price variability. Consequently, a consid-
 erable body of research has investigated the inclusion of risk terms in econometric commodity models
 (Just; Traili; Chavas and Holt).
 Whether it is viable to estimate risk terms in econometric commodity models is, however, not a settled
 issue. Identifying risk response in econometric models requires not only that agents be risk averse, but
 also that the risk measure to which they respond be time varying. Hence, an important issue in estimating
 risk-responsive econometric models is the explicit method used to characterize the time pattern of (con-
 ditional) price variance (Pagan and Ullah).
 The estimation problem posed here is similar in many respects to that of financial econometric models
 with risk premia (French, Schwert, and Stambaugh; Bollerslev, Engle, and Wooldridge; Pagan and Schwert).
 Consequently, the possible solutions are also similar. Leading parametric specifications of conditional
 variance dynamics used in financial econometric models include Engle's Autoregressive Conditional
 Heteroskedasticity (ARCH) model and Bollerslev's (1986) Generalized ARCH (GARCH) model. ARCH
 and GARCH processes are appealing parameterizations because, among other things, they represent time-
 series analogues for modeling time-varying conditional variances. More recently, nonparametric time-
 series procedures also have been used to model risk premia in asset pricing models (Bottazzi and Corradi).
 Risk modeling in commodity models typically has relied on simple fixed-weight extrapolative methods
 to generate time-varying risk measures. It is now widely recognized that such procedures can provide
 misleading results because they do not make optimal use of available information (Pagan and Ullah).
 Alternatively, Holt and Aradhyula used a GARCH model to estimate risk effects in a broiler supply
 model, but similar applications have not been reported for other commodities. Moreover, previous efforts
 have not investigated the potential of nonparametric methods for inferring risk response in commodity
 models. Finally, there is a need to compare alternative techniques for estimating conditional variances.
 The authors are, respectively, an assistant professor in the Department of Agricultural Economics, University of
 Wisconsin-Madison, and an associate professor in the Department of Economics, Iowa State University.
 This research was funded in part by a Hatch grant from the College of Agricultural and Life Sciences, University of
 Wisconsin, and by the Iowa Agricultural and Home Economics Experiment Station.
 We thank the anonymous Journal reviewers for helpful comments on an earlier draft.
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 Such comparisons help shed light on the extent to which inferences regarding risk response depend on
 the specification of the mapping between available information sets and conditional price variances.
 The purpose of this article is to investigate alternative approaches to modeling risk response in com-
 modity supply models. In so doing, we draw upon recent developments in modeling time- varying con-
 ditional variances in the econometrics literature. Specifically, conditional price variance is modeled si-
 multaneously with a structural supply equation in a multivariate ARCH-M (ARCH-in-mean) and
 GARCH-M framework. The resulting multivariate systems are a type of rational-expectations model
 where, unlike typical rational-expectations setups, expectations of both first and second moments of price
 are included. In addition, these parametric specifications are compared with a nonparametric conditional
 variance model suggested recently by Pagan and Schwert.
 The application uses data on aggregate quarterly sow farrowing decisions in the United States, a setting
 where previous research has found price risk to be important (e.g., Hurt and Garcia; Tronstad and McNeill).
 Modeling risk response in sow farrowing decisions is complicated by the fact that the relevant time horizon
 for the irreversible supply decision (one year) exceeds the frequency of the observation of the data
 (quarterly). Hence, conditional expectations of both output price and price variance must be iterated
 ahead four periods- a consideration apparently not dealt with in previous studies of risk effects in aggregate
 sow farrowing decisions.1
 To incorporate the appropriate supply-inducing expectations, we present procedures for obtaining multi-
 step-ahead time-varying conditional forecast error variance predictions, procedures that are consistent
 with both parametric and nonparametric specifications of risk. Moreover, the framework we present is
 applicable to modeling rational risk response in any multi-stage production process, and should be useful
 for estimating risk effects in supply response for other commodities as well.
 The article is organized as follows. First, an overview of the model is presented, followed by a discussion
 of alternative conditional variance estimators. Empirical results, based on aggregate quarterly data for the
 period 1958-90, are then presented and assessed. The article concludes with a summary of results and
 implications.
 The Model
 Conceptual Issues
 Similar to most empirical work, the model ultimately estimated here is, by necessity, only an approximation
 of the true model. Consequently, little generality is lost by assuming a specific case of risk behavior.
 Furthermore, useful insights may be gained for the evaluation of empirical results. Specifically, assume
 producers possess a constant absolute risk aversion (CARA) utility function, and that price risk is (con-
 ditionally) normal. In this case expected utility maximization is equivalent to maximizing a (linear) mean-
 variance criterion. A representative producer's problem can then be expressed as
 (1) Mãx[py - C(y, w) - VikyW],
 where y is output; (p, a2) are the ex ante mean and variance of price; C{y, w) is the indirect cost function,
 with w representing input prices; and X is the (constant) coefficient of absolute risk aversion. The first
 order condition associated with (1) is
 (2) p - Cy(y, w) - Xya2 = 0.
 Hence, production occurs at the point where marginal cost Cy is less than expected price, the difference
 being the marginal risk premium Xya2. The solution to (2) gives the optimal supply response y* = y(p, vv,
 a2), where the function y() subsumes the effects of risk aversion captured by X.
 One interesting implication of this model is that bounds can be placed on the producer's response to
 price risk as represented by the variance of price, a2. Define the (point) price elasticity of supply as rjp =
 (dy/dp)(p/y), and define the supply elasticity with respect to price variance as t'a = (dy/da2)/(<r2/y). Implicit
 differentiation of the first order condition (2) then yields
 (3) v' = yC„ + Xyo^
 (4) %'~yC„ + Xy^'
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 where Cyy denotes the slope of marginal costs. If marginal costs are nondecreasing in output,2 then - 1 <
 x'a < 0. More importantly:
 (5) _2, = ^f.
 % P
 Therefore, the (negative of the) ratio of the variance and price elasticities gives the marginal risk premium
 as a proportion of expected price, i.e., the percentage departure from marginal cost pricing. This relationship
 can be useful for assessing estimates of response to price risk in commodity supply models.
 The solution to equation (2) gives optimal output y* as a function of expected output price, price
 variance, and input prices. To model sow farrowings, assume y* represents the desired level of production,
 and that actual production can differ from the desired level in the short run because of adjustment costs
 (e.g., Nerlove's partial adjustment model). Letting t index time periods, then actual supply, yt, is related
 to desired supply, y*, by:
 (6) yt = y<-x + 0W - j>,-i),
 where 6 is the coefficient of adjustment satisfying 0 < 0 < 1. Hence, the supply equation is dynamic and
 can be written as yt = (1 - 6)yt_l + dy(pt, of, wt). To apply this framework, we need to specify how
 expectations pt and of are formed, and we must choose a specific parameterization for y().
 Conditional Mean and Variance Expectations
 Expectations that determine commodity supply decisions are conditional on information available at the
 time resources are committed to production. To specify the information set properly, it is important to
 understand the biological lags governing the commodity production process. Because the application that
 follows uses quarterly sow farrowing data, we take a period as meaning a quarter. Given the required
 gestation period, and allowing some time to implement production decisions, the number of sows farrowing
 at time t, say St, is the result of decisions made in period (t - 2). Sow farrowings are simply an indicator
 of future hog supplies (Tomek and Robinson), and the resulting pig crop at time t will be marketed two
 quarters later. At time (t - 2), then, production decisions are made that will be realized in the form of
 marketable hogs in period (t + 2), a four-quarter production lag.
 To simplify notation, define yt = St_2, or (planned) output for time t equals the number of sow farrowings
 at (t - 2), this output being planned at (t - 4). To specify the supply equation, we define
 (7) Ã = E(Pt I 0,_4) and a? = E[(pt - ptf | Í2,_4],
 where E is the (conditional) expectation operator and fi,_4 is the information set available in period (t -
 4), the time when breeding decisions are made. For present purposes, it is assumed that fì,_4 includes past
 realizations of price, /?,_,, as well as past innovations, (pt_j - /?,_,), V j > 4.
 To make the preceding model operational, it is necessary to specify the dynamic process governing
 formation of both the conditional mean and the conditional variance of output price. As is typical in
 rational-expectations models (see, e.g., Diebold and Pauly), we assume output price can be represented
 by a qXh order univariate autoregressive process
 (8) *(L)pt = Z>0 + wu,
 where $(L) is a polynomial in the lag operator L of order q, such that $(L) = 1 - bxL - . . . - b^J and
 all roots of $(L) lie outside the unit circle. Also, we explicitly allow for the possibility that the innovation
 ult is conditionally heteroskedastic (Engle), with conditional variance ht = E(ul ' fi,_!).3
 If we assume producers form expectations about output price in a manner consistent with (8), and we
 let B(L) = bxL + . . . + bJLq, the relevant price expectation for period t, conditional on fi,_4, is given by
 the following sequence of one-step-ahead forecasts:
 (9.1) £(/7,_3 I 0,_4) = b0 + 2*(L)a-4,
 (9.2) E(pt_2 | fi,_4) = b0 + B(L)E(pt_3 | fì,_4) = boll + B(L)] + B2(L)pt_4,
 (9.3) £(/>,_, | fi,_4) = b0 + B(L)E(pt_2 ' fì,_4) = ¿>0[l + B(L) + B'L)] + B'L)pt_A,
 (9.4) E{pt | fì,_4) = b0 + B(L)E{pt_x | fì,_4) = bo[l + B(L) + B2(L) + B*(L)] + B'L)pt_,,
 where B^L) = (bxL + . . . + bj/y. In the context of a sow farrowing equation, the conditional expectation
 in (9.4) is the one to which producers react and is the relevant one for estimating price response.
 Expressions (9) show how expected price in t, conditional on Q,_4, can be obtained. It remains to specify
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 2l corresponding expression for the conditional forecast-error variance. Because the autoregressive model
 in (8) is stationary, price in period t can be expressed alternatively as
 (10) pt = bo[l + B(L) + B'L) + B'L) + . . .]
 + uu + B(L)uXt_x + B2(L)uu_2 + B'L)uu^ + . . . ,
 i.e., as an infinite-order moving average process. The specification in (10) provides a basis for determining
 the conditional forecast-error variance of price r periods into the future (Pindyck and Rubinfeld). Taking
 the conditional variance operator through (10), and evaluating only the first four terms,4 gives
 (1 1) crj = E(ht I fì,_4) + BHLyEfa-i | 0,_4) + B'L)E{ht_2 | Q,_4) + B*(L)ht_3,
 an expression showing that the four-period conditional forecast-error variance is a function of autore-
 gressive parameters in B(L)9 as well as recursive one-step-ahead forecast-error variances for periods t -
 3 through t.
 With an explicit model for the dynamics of the conditional variance, ht, the right-hand side of (1 1) can
 be evaluated in a manner similar to (9). For example, if A, follows a GARCH(1, 1) process, then
 (12.1) A,_3 = COO + a,Mg_4 + ßA-4,
 and
 (12.2) E(ht-3+J | 0,_4) = coo + (a, + ßi)E(ht_<+j | 0f_4), j = 1, 2, 3
 (Engle and Bollerslev). Similar expressions can be derived for other representations of the conditional
 variance process.
 The Supply Equation
 Expressions (9) and (11) show how four-step-ahead conditional means and variances can be derived in
 the context of a linear time-series model. To complete the model, we also must specify a parametric form
 for the supply equation y*(pt, o?, w). To this end, the sow farrowing equation is written as
 4
 yt = S ajQj + *5ßiln(0 + 06Ö2ln(O + a7QMt) + asQM0
 (13)
 + a9pt + ôaf + a10Ac-4 + fln#-i + u2t,
 where Qj9j= 1, . . . , 4, are seasonal dummies; t is a linear time trend; pt is the conditional expectation
 of the market-weight hog price formed in period (/ - 4); aj is the ex ante conditional forecast error
 variance of hog price, also formed in period (t - 4); pct_4 is corn price in period (t - 4); yt is sow farrowings
 at (t - 2); and u2t is a random error term. All prices are deflated by a general price index. Lastly, ak, k =
 1, . . . , 1 1, and 5 are parameters to be estimated, ô measuring the marginal impact of price risk on sow
 farrowing decisions.
 Seasonal intercepts are warranted by quarterly data, and the logarithm of trend is included to capture
 apparent changes in the seasonality of sow farrowings during the sample period. Lagged corn price is
 included because corn is a major variable input in hog production. Also, by using (9) and (1 1) to determine
 conditional price and variance expectations, the parameters in B(L), along with those in the conditional
 variance process, ht, will be shared with supply equation (13). Thus, there may be gains in estimation
 efficiency associated with modeling the supply and price equations simultaneously (Hoffman). Next we
 review alternative methods for modeling conditional variances.
 Conditional Variance Models
 In recent years, there have been numerous methodological developments that facilitate econometric
 analysis of risk. Several of these are reviewed here.
 ARCH and GARCH Models
 Engle, and Bollerslev (1986) proposed a new class of time-series models referred to, respectively, as ARCH
 and GARCH processes. The ARCH model specifies that the conditional variance today, ht, is a function
 of past squared innovations of pt. That is,
 m
 (14) ht = a>o + 2 «/""-'■> ^o > 0, «!, ...,am> 0
 /-i
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 is an ARCH(m) model where #„_,- are innovations of, typically, an AR(q) model similar to (8). Under
 suitable conditions, the unconditional variance <rl is well defined. Specifically, o' = W(/(l - ax - . . . -
 am) is the unconditional variance implied by the ARCH(m) model in (14) if (a j + ... + am) < 1.
 Consequently, for the unconditional variance of pt to be defined, it is necessary that coo > 0 and that 0 <
 («! + ... + am) < 1. (See Engle and Bollerslev for further details.)
 Bollerslev (1986) generalized the ARCH model in (14) to include past values of the conditional variance
 ht, similar to the inclusion of moving average terms in ARMA models. Specifically, the GARCH(n, m)
 model is given by:
 m n
 (15) h, = «o + S «/«?«-/ + 2 ßtK-i, «o > 0, o„ . . . , am > 0, 0„ . . . , ft, > 0.
 í=l i-l
 Of particular interest for empirical applications is the GARCH(1, 1) model where m = n = 1. In addition,
 if («! + ... + am + ßl + ... + £„)< 1, the unconditional variance of pt is defined and is given by «o/
 (1 - ax - ... - am - a, - ... - ßn).5 Note that if n = 0, (15) reduces to the ARCH(m) model in (14).
 In either case, if uit | fì,_j ~ N(0, ht' the parameters of the conditional variance equation can be estimated
 by using maximum likelihood methods.
 ARCH-M and GARCH-M Models
 Numerous extensions to the basic ARCH and GARCH models have been considered. Of interest here is
 the ARCH-M (ARCH-in-mean) model, proposed originally in a univariate framework by Engle, Lilien,
 and Robins, which allows the conditional variance ht to affect the level of the conditional mean/?,.
 The univariate ARCH-M (GARCH-M) model has been extended to a multivariate framework by
 Bollerslev, Engle, and Wooldridge; Engle, Ng, and Rothschild; Bollerslev (1990); and others. Letting Y,
 be an (N x 1) vector of endogenous variables and Ht be a positive definite conditional co variance matrix,
 the multivariate ARCH-M (GARCH-M) model is (see, e.g., Engle and Bollerslev)6
 (16) A0Yt + AxE(Yt | fì,_4> + A2vech(Ht | O,_4) + TXt = w,,
 where Ao and Ax are (N x N) parameter matrices; A2 is a ViN(N + 1) parameter matrix; r is an (N x G)
 parameter matrix; Xt is a (G x 1) vector of exogenous variables; and vech(-) denotes the vectorization
 operator. The setup in (16) is similar to Wallis' linear rational-expectations model, except that rational
 expectations are now taken with respect to conditional variances and covariances as well.
 A computationally convenient method for estimating multivariate ARCH-M models was advanced
 recently by Bollerslev (1990). Bollerslev's (1990) parameterization allows for time- varying conditional
 variances and covariances, but assumes constant conditional correlations. Let aiH be the ijth element of
 Ht. The conditional correlation between the ¿th and 7th element of Yt is then pijt = üijt(a}tüj)-y' - 1 < pijt <
 1 for all t. Although pijt can, in general, be time- varying, it is often useful to assume pijt = p¿j for all t, that
 is, to assume that conditional correlations are constant. It follows then that aijt = pö-(<r?ioj)vi, i = 1, . . . , N'
 ; = /+ 1,...,7V.
 An appealing feature of the constant conditional correlations model is the simplifications introduced
 into estimation. The conditional correlation matrix can be partitioned as Ht = DtVDt, where Dt is an (N
 x N) diagonal matrix with elements <ru, . . . ,crNt and ^ is an (TV x N) time-invariant, symmetric, positive
 definite matrix with typical element pu. The likelihood function, apart from a constant, is
 (17) L(0) = -(772)ln|*| - ¿ ln| Al - %¿ w?*"1",,
 /=i f=i
 where ut = D^lut is an (N x 1) vector of standardized residuals and 0 is a parameter vector. Note that
 only one (N x N) matrix inversion is called for during each evaluation of L(0) and that In | A I = 2"i
 Info,). In what follows we use Broyden's method, along with numerical derivatives, in the maximization
 of (17) to estimate bivariate ARCH-M and GARCH-M models of hog price and sow farrowings.7
 Nonparametric Models
 ARCH and GARCH models assume explicit parameterizations of the dynamics governing time- varying
 behavior of conditional variances. To the extent that the mapping between ht and fì,_i is nonlinear, these
 parameterizations can provide misleading results. An alternative approach that allows for possible non-
 linearities, based on nonparametric methods, was suggest by Pagan and Ullah. Several nonparametric
 specifications are possible (Pagan and Schwert). Here we consider the nonparametric kernel method, which
 offers an appealing density function estimation procedure that can be applied to the estimation of con-
 ditional moments (Ullah).
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 Given a sample of T realizations (w?,, z,), where the conditioning variable(s) zt may include lagged values
 of û2' s, the conditional expectation E(u2ìt ' zt) can be estimated by
 (is) ¿(tf, I *,) = 2 atate),
 with
 j jq<z, - z,yTi
 /-I
 where #(•) is a (possibly multivariate) kernel function. Thus, the estimator Ê{u't ' zt) is a weighted average
 of the sample's wf/s, where the weights rfa) depend on the evaluation point zt via the kernel function
 K(), and assign the heaviest weight to the observations closest to the evaluation point.
 To implement the nonparametric estimator, we must choose a kernel function K() and a window width
 y. The latter is the more important choice because the window width controls the amount of smoothing
 imposed on the data. Here, we follow a common practice and use the normal density for K() and set y
 = cT-[l/(4+M)], where c is a proportionality constant equal to the sample standard deviation of the right-
 hand-side variable involved, Tis the sample size, and Mis the number of right-hand-side variables. (See
 Ullah; Hong and Pagan; and Moschini for additional details.)
 When the data are sparse and the sample is small, the local averaging of the kernel estimator may give
 undue weight to the observation being predicted, thereby overstating the (within sample) predictability
 of the model. One possible way of dealing with this problem, as discussed by Pagan and Schwert, is to
 use the leave-one-out estimator,
 T
 (20) Ê(ul | z,) = 2 ûhrfa),
 /=1
 with the r, weights also being properly adjusted by leaving out the rth observation from the denominator.
 Estimation Results
 The preceding methods are used to estimate risk-responsive models of aggregate sow farrowing decisions
 in the United States by specification (13). The quarterly time-series data used are from U.S. Department
 of Agriculture (USDA) sources for the period 1958(1) to 1990(4). Sow farrowing data are in hundreds
 of thousands and were obtained from various issues of Hogs and Pigs. The hog price is the seven-market
 slaughter price for barrows and gilts, in dollars per cwt, and was obtained from various issues of Livestock
 and Meat Statistics. The corn price is the price paid by farmers for No. 2 corn in dollars per bushel, and
 was collected from various issues of Agricultural Prices. All prices are deflated by the wholesale price
 index (1967= 1.0).
 The estimation results are presented in tables 1 and 2. Table 1 contains results for the autoregressive
 models of slaughter price for barrows and gilts. Table 2 contains parameter estimates for the risk-responsive
 sow farrowing equations for alternative specifications of the conditional variance process.8 Preliminary
 estimates revealed that an AR(6) specification of the price equation captured the essential dynamics of
 slaughter hog prices.9 OLS estimates of the AR(6) model are reported in column two of table 1. Breusch-
 Godfrey tests of the residuals indicate that the innovations are free of any additional autocorrelation at
 lags six and 12, respectively. Moreover, the reported R2 indicates that the model provides a reasonable
 fit to the data.
 A different picture arises, however, when we consider the McLeod-Li Q2 test using the squared inno-
 vations from the estimated OLS price equation. The resulting Q2 test statistic at 10 degrees of freedom
 is 37.36, a value which is well above the critical value of 18.31 from the asymptotic x2(10) distribution
 at the 5% level. The absence of serial correlation in the conditional first moment of hog prices, coupled
 with the presence of serial correlation in the squared residuals, is one of the implications of conditional
 autoregressive heteroskedasticity. This is confirmed by the significant estimates of the ARCH and GARCH
 parameters associated with the price equations in the bivariate ARCH-M and GARCH-M models, re-
 spectively (table 1).
 In what follows, the fitted values and the residuals from the OLS estimates of the AR(6) price model
 in table 1 are used to generate several measures of price risk for inclusion in the sow farrowing supply
 model. Specifically, we follow Pagan and Schwert in using the squared residuals from the OLS AR(6)
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 Table 1 . Two-Step and Systems Estimates of the AR(6) Price Equa-
 tion, 1958-90
 Bivariate System
 AR(6>-
 Parameter AR(6) AR(6)-ARCH(6) GARCH(1, 1)
 Conditional Mean:
 b0 1.874 1.685 1.764
 (0.962) (0.697) (0.767)
 bx 1.049 0.910 0.908
 (0.080) (0.076) (0.075)
 b2 -0.161 -0.029 -0.030
 (0.105) (0.097) (0.096)
 b3 -0.058 -0.025 -0.028
 (0.103) (0.090) (0.088)
 b4 0.294 0.275 0.276
 (0.103) (0.095) (0.093)
 b5 -0.718 -0.563 -0.563
 (0.108) (0.092) (0.086)
 b6 0.493 0.336 0.336
 (0.078) (0.059) (0.058)
 Conditional Variance:
 w0 - 1.781 0.726
 (0.523) (0.353)
 a, - 0.582 0.238
 (0.196) (0.102)
 0, - - 0.591
 (0.131)
 Pl2 - -0.297 -0.298
 (0.097) (0.091)
 R2 .806 .794 .794
 BG(6Y 10.185 14.877 12.542
 (0.117) (0.021) (0.051)
 BG{i2y 15.823 21.412 17.849
 (0.199) (0.045) (0.120)
 Note: Standard errors are in parentheses. BG{t) is the Breusch-Godfrey test
 statistic with r degrees of freedom, and pi2 is the (constant) conditional
 correlation coefficient.
 a Asymptotic /?- values are in parentheses.
 equation to estimate a conditional variance equation of the form
 6
 (21) u2u = o>o + axW„ where Wt = 2 wiul-»
 where o>0 and ax are estimated by OLS.10 Given the fitted values generated from equation (21), along with
 the predictions of the conditional mean from the AR(6) model, the parameters of the sow farrowing
 equation are estimated. We refer to this approach as the two-step method, and the associated parameter
 estimates are reported in table 2 under the column headed Single Equation ARCH. Another two-step
 approach considered utilizes the kernel estimator of the conditional variance. The results reported in table
 2 utilize the leave-one-out estimator given in (20) with zt = Wt_4. Note, however, that the standard errors
 from the two-step procedures, in general, will not be accurate in either small or large samples (Pagan and
 Ullah).
 In addition to two-step methods, bivariate ARCH-M and GARCH-M models also are estimated for
 the autoregressive price equation and the risk->responsive sow farrowing equation. Unlike two-step meth-
 ods, the bivariate systems incorporate directly the cross-equation restrictions associated with the condi-
 tional mean and variance expectations in the supply equation. The bivariate ARCH-M model uses a
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 Table 2. Estimates of Sow Farrowing Supply Models under Alter-
 native Risk Specifications, 1958-90
 Single Equation Bivariate System
 Kernel
 Leave-
 Parameter ARCH One-Out ARCH GARCH
 Q, -17.828 -18.012 -19.137 -19.242
 (2.785) (2.888) (1.158) (2.690)
 Q2 -2.848 -2.749 -2.975 -3.097
 (2.413) (2.424) (1.376) (2.168)
 ß3 3.884 3.797 2.237 2.106
 (2.462) (2.480) (1.658) (2.494)
 ß4 27.362 26.776 23.866 23.744
 (3.224) (3.226) (1.254) (2.355)
 ßi-ln(/) 3.255 3.226 3.199 3.198
 (0.414) (0.406) (0.376) (0.384)
 ß2-ln(0 0.575 0.485 0.349 0.353
 (0.513) (0.507) (0.377) (0.396)
 ß3-ln(0 -1.378 -1.418 -1.028 -1.025
 (0.513) (0.512) (0.474) (0.516)
 ß4-ln(0 -4.101 -4.024 -3.670 -3.666
 (0.656) (0.654) (0.399) (0.419)
 pt 0.263 0.258 0.277 0.285
 (0.052) (0.052) (0.048) (0.060)
 a2 -0.003 0.030 -0.027 -0.029
 (0.023) (0.020) (0.022) (0.023)
 #_4 -0.239 -0.254 -0.190 -0.189
 (0.053) (0.049) (0.043) (0.046)
 #_, 0.889 0.891 0.913 0.913
 (0.042) (0.062) (0.025) (0.038)
 R2 .937 .938 .946 .946
 Note: Standard errors are in parentheses.
 sixth-order ARCH process identical to (2 1 ), whereas the GARCH-M model is specified with a GARCH( 1 ,
 1) conditional variance process.
 Overall, the estimated supply models in table 2 fit the data well, as indicated by the R2s.n All models
 imply a similar pattern of seasonal variation in sow farrowings. The positive and significant coefficients
 for expected price and negative and significant coefficients for corn price also are as expected. The estimated
 supply equations contrast sharply, however, regarding the implied role and significance of output price
 risk. The marginal effect of risk in the two-step ARCH model is negligible and statistically insignificant,
 although the negative sign is in keeping with the notion that producers are risk averse. Alternatively, the
 two-step model based on kernel estimates of the conditional variance shows a small and positive risk
 effect. The estimated risk effects in the bivariate ARCH-M and GARCH-M models are quite similar,
 both implying a modest, negative reaction to higher levels of price uncertainty.
 Given that the estimated sow farrowing equations differ with respect to the implied role of output price
 risk, it is useful to investigate the nature of the discrepencies. Recall that each supply equation includes
 four-step-ahead conditional price and variance expectations. It is worth asking how well these various
 predictions performed. Table 3 reports the predictive power of one-period-ahead and four-period-ahead
 conditional price and variance predictions for each model. The results in table 3 are obtained by regressing
 observed prices on predicted prices for the conditional mean, and observed squared deviations from
 (estimated) expected prices on estimated conditional variances for the conditional variance. The one-
 period-ahead forecasts of the conditional mean are reasonably accurate- with R2s of about .80- and
 unbiased. The ability to predict prices deteriorates sharply, however, when moving to four periods ahead,
 with the R2s falling to about .30, although the four-step-ahead price expectations are still unbiased.
 As might be expected, predicting conditional variances is even more difficult. As reported in table 3,
 the one-period-ahead conditional variance predictions implied by the ARCH and GARCH models, in-
 cluding both the two-step and multivariate models, are associated with R2s of about .085. Similar results,
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 Table 3. Within-Sample Predictive Power for the Conditional Mean and Variance of Real Hog Prices
 One Period Ahead Four Periods Ahead
 Equation Intercept Slope R2 Fa Intercept Slope R2 F*
 Conditional Mean:
 Single Equation 0.000 1.000 0.806 0.000 0.535 0.974 .305 0.032
 (0.836) (0.054) (0.999) (2.389) (0.129) (0.968)
 ARCH(6) System 0.032 1.004 0.794 0.183 3.340 0.840 .271 2.232
 (1.024) (0.059) (0.833) (2.231) (0.125) (0.111)
 GARCH(1, 1) System -0.047 1.008 0.794 0.179 3.012 0.858 .272 1.971
 (1.027) (0.043) (0.836) (2.280) (0.128) (0.143)
 Conditional Variance:
 Two-Step ARCH(6) -0.000 1.000 0.090 0.000 9.938 0.281 .003 1.567
 (0.870) (0.277) (0.999) (6.117) (0.406) (0.212)
 Two-Step Kernel 1.993 0.505 0.028 1.679 15.050 -0.088 .000 9.447
 Leave-One-Out (1.127) (0.241) (0.191) (4.975) (0.267) (0.000)
 System ARCH(6) 0.751 0.802 0.085 0.322 5.865 0.725 .028 0.965
 (0.947) (0.271) (0.725) (5.736) (0.470) (0.384)
 System GARCH(1, 1) 0.839 0.780 0.080 0.421 5.645 0.744 .026 0.955
 (0.922) (0.268) (0.658) (5.687) (0.471) (0.388)
 Note: Standard errors using White's heteroskedasticity correction are in parentheses. All results were obtained by
 regressing the realized price (squared innovations for the conditional variance) against the expected price (estimated
 conditional variances) based on information in periods t- 1 and t-4, respectively. F denotes the asymptotic F-statistic
 associated with a test of the null hypothesis that the intercept is zero and the slope is unity.
 a Asymptotic p- values are in parentheses.
 in terms of low explanatory power of the conditional variance equation, were obtained by Pagan and
 Schwert with a vastly different data set. The leave-one-out kernel estimator has even poorer predictive
 performance, with an R2 of .03. 12 Note, however, that each estimator provides unbiased one-period-ahead
 conditional variance predictions.
 Moving to four periods ahead further reduces the predictive ability of all conditional variance estimators.
 In particular, the R2s associated with the ARCH and GARCH estimates decline to about .03. The predictive
 performance of the kernel estimator is most dramatically affected; the four-period-ahead explanatory
 power is essentially zero. Furthermore, when moving to four periods, the two-step kernel model yields
 biased estimates of conditional variances. On balance, these results suggest that the conditional variance
 estimates rapidly approach the unconditional estimates as the relevant planning horizon is moved further
 into the future. This, in turn, makes it difficult to estimate multi-period-ahead risk effects in econometric
 commodity supply models.
 The structural implications of alternative estimates of sow farrowings are assessed by examining key
 elasticities. Table 4 reports key mean-response elasticities of sow farrowings for the various models.
 Estimated elasticities for expected price range from .16 to .17 in the short run, and from 1.46 to 1.98 in
 the long run. Elasticities for lagged corn price are smaller in absolute terms, and of opposite sign. Short-
 Table 4. Elasticities of Sow Farrowings Evaluated at Data Means, 1958-90
 Expected Price Conditional Variance
 of Hogs of Hog Price Lagged Price of Corn
 Model Short Run Long Run Short Run Long Run Short Run Long Run
 Two-Step Equations:
 ARCH(6) .162 1.459 -.001 -.012 -.083 -.748
 Kernel
 Leave-One-Out .159 1.459 .014 .126 -.088 -.605
 System:
 ARCH(6) .168 1.930 -.011 -.122 -.066 -.758
 GARCHQ, 1)
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 Figure 1. Marginal risk premium as a proportion of expected price, 1958-90
 run elasticities for conditional price variance range from -.012 for the GARCH-M model to .014 for the
 kernel two-step model. The corresponding long-run elasticities range from . 1 26 to - . 1 33. These elasticities
 also are within the range of previous estimates (e.g., Hurt and Garcia; Tronstad and McNeill).
 Finally, the estimated bivariate GARCH-M model was used to compute the implied marginal risk
 premium as a proportion of expected price, as in equation (5), during the 1958-90 sample period. The
 results are reported in figure 1. The relative marginal risk premium ranges from a low of 4% to a high of
 19% during the sample period, the average being 6.7%. Thus, the results do not indicate a substantial
 departure from marginal cost pricing; as figure 1 implies, however, the relative marginal risk premium
 has fluctuated considerably during the sample period, and was especially large during the volatile period
 of the early and mid-1970s. Thus, output price risk, at various times, has played a role in aggregate sow
 farrowing decisions.
 Conclusions
 This article has explored alternative specifications for output price risk in the context of a commodity
 supply model. Of central importance was the characterization of the information set available to producers
 at the time production decisions were made. Specifically, we focused on adapting emerging econometric
 methods for modeling conditional variances. The approaches used to model risk response included bi-
 variate ARCH-M and GARCH-M models, in addition to a nonparametric kernel estimator. Although
 these methods have been used successfully to model risk response in financial econometric models, they
 have not received widespread attention in commodity supply analysis.
 The empirical results, based on aggregate sow farrowing data for the United States, varied markedly in
 their implications for producer response to output-price risk. Overall, the supply models estimated in a
 bivariate ARCH-M or GARCH-M framework suggest a small and negative risk effect in sow farrowing
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 decisions, and provided more plausible results than those obtained by using either a two-step parametric
 or nonparametric approach. In addition, the estimated marginal risk premium indicates moderate de-
 partures from marginal cost pricing, and the size of this departure varied during the sample period.
 Estimating risk response proved difficult in the present analysis, however, because of the relative unpre-
 dictability of the four-quarter-ahead conditional variance. Consequently, there is scope for further re-
 finements in the specification and estimation of risk effects in commodity supply models.
 [Received November 1991; final revision received February 1992.]
 Notes
 1 It seems that both Hurt and Garcia and Tronstad and McNeill assumed the expectations of the one-step-ahead
 price and price variance were the relevant conditioning variables in a sow farrowing equation.
 2 This is not required under risk aversion because the second order conditions of problem (1) only require Cyy + 'a2
 >0.
 3 Alternatively, it also is possible to model the conditional variance directly as a function of the information set
 available at time (t - 4) rather than at time (t - 1) because it is the former that is ultimately needed for modeling risk
 response in a sow farrowing equation. Preliminary analysis along these lines, however, resulted in severe misspecification
 of the underlying conditional mean and conditional variance processes. Consequently, this approach was abandoned
 in favor of conditioning ht on Í2,_, directly, and then using these estimates in combination with the iterative techniques
 described in the text for generating multi-step-ahead conditional mean and variance expectations.
 4 The truncation in equation (1 1) is not an ad hoc specification of the four-period conditional forecast-error variance.
 Rather, it follows from the fact that error terms for (t - 4) and earlier dates are part of the information set available
 at time (t - 4).
 5 The constraint X^i«, + 2f_, ft < 1 must hold for the unconditional variance to be well defined because all
 unconditional variances in (15) are the same. Thus, by the law of iterative expectations we have
 al = E[E{ul | 0r_,)] = ü,0 + 2 «,£(«?,-,) + ¿ ft£[£(w?,_, | 0,.,)]
 =«o + (s«/ + ¿ftW
 6 With respect to the bi variate ARCH-M and GARCH-M models considered here, Yt = (pt, yt)'. Also, risk enters
 only the supply equation, in which case {A2}23 = à is the only non-zero element in A2.
 7 Broyden's method, also known as the Broyden-Fletcher method, is a quasi-Newton algorithm and is essentially
 equivalent to the Davidson-Fletcher-Powell (DFP) algorithm. The primary difference is that, in Broyden's method,
 the Hessian approximation is updated directly, whereas DFP updates the inverse of the Hessian approximation.
 Numerically, Broyden's method avoids the tendency in the DFP method for the Hessian to become singular. (See
 Walsh for further details.)
 8 Preliminary estimates of the sow farrowing equation revealed significant first- through fourth-order autocorrelation
 in the estimated residuals. The results reported in table 2 are obtained while simultaneously correcting for the AR(4)
 process in the residuals.
 9 In other words, B(L) in (8) is specified for the slaughter hog price equation as a sixth-order polvnominal in L.
 10 For estimation purposes, the w¡ weights are set equal to 10/26, 6/26, 4/26, 3/26, 2/26, and 1/26 (Formula One
 Grand Prix weights).
 1 1 In all instances, R2s are computed as the square of the simple correlation coefficient between observed and predicted
 values for endogenous variables.
 12 The kernel estimator performs substantially better at predicting conditional variances when the leave-one-out
 strategy is not employed; for reasons explained in Pagan and Schwert, however, the leave-one-out kernel estimator is
 more reliable because it is less prone to overstating the predictive capability of the model.
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