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Abstract
It is often observed that agents tend to imitate the behavior of their neighbors in a social network.
This imitating behavior might lead to the strategic decision of adopting a public behavior that differs
from what the agent believes is the right one and this can subvert the behavior of the population as a
whole.
In this paper, we consider the case in which agents express preferences over two alternatives and
model social pressure with the majority dynamics: at each step an agent is selected and its preference
is replaced by the majority of the preferences of her neighbors. In case of a tie, the agent does not
change her current preference. A profile of the agents’ preferences is stable if the preference of each agent
coincides with the preference of at least half of the neighbors (thus, the system is in equilibrium).
We ask whether there are network topologies that are robust to social pressure. That is, we ask
whether there are graphs in which the majority of preferences in an initial profile s always coincides with
the majority of the preference in all stable profiles reachable from s. We completely characterize the
graphs with this robustness property by showing that this is possible only if the graph has no edge or is
a clique or very close to a clique. In other words, except for this handful of graphs, every graph admits
at least one initial profile of preferences in which the majority dynamics can subvert the initial majority.
We also show that deciding whether a graph admits a minority that becomes majority is NP-hard when
the minority size is at most 1/4-th of the social network size.
1 Introduction
Social scientists are greatly interested in understanding how social pressure can influence the behavior of
agents in a social network. We consider the case in which agents connected through a social network must
choose between two alternatives and, for concreteness, we consider two competing technologies: the current
(or old) technology and a new technology. To make their decision, the agents take into account two factors:
their personal relative valuation of the two technologies and the opinions expressed by their social neighbors.
Thus, the public action taken by an agent (i.e., adopting the new technology or staying with the old) is the
result of a mediation between her personal valuation and the social pressure derived from her neighbors.
The first studies concerning the adoption of new technologies date back to the middle of 20-th century,
with the analysis of the adoption of hybrid seed corn among farmers in Iowa [15] and of tetracycline by
physicians in US [5].
We assume that agents receive an initial signal about the quality of the new technology that constitutes the
agent’s initial preference. This signal is independent from the agent’s social network; e.g., farmers acquired
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information about the hybrid corn from salesman and physicians acquired information about tetracycline
from scientific publications. After the initial preference is formed, an agent tends to conform her preference
to the one of her neighbors and thus to imitate their behavior, even if this disagrees with her own initial
preference. This imitating behavior can be explained in several ways: an agent that sees a majority agreeing
on an opinion might think that her neighbors have access to some information unknown to her and hence
they have made the better choice; also agents can directly benefit from adopting the same behavior as their
friends (e.g., prices going down).
Thus, the natural way of modeling the evolution of preferences in networks is through a majority dy-
namics: each agent has an initial preference and at each time step a subset of agents updates their opinion
conforming to the majority of their neighbors in the network. As a tie-breaking rule it is usual to assume
that when exactly half of the neighbors adopted the new technology, the agent decides to stay with her
current choice to avoid the cost of a change. Thus, the network undergoes an opinion formation process
where agents continue to update their opinions until a stable profile is reached, where each agent’s behavior
agrees with the majority of her neighbors. Notice that the dynamics does not take into account the relative
merits of the two technologies and, without loss of generality, we adopt the convention that the technology
that is preferred by the majority of the agents in the initial preference profile is the new technology.
In the setting described above, it is natural to ask whether and when the social pressure of conformism
can change the opinion of some of the agents so that the initial majority is subverted. In the case of the
adoption of a new technology, we are asking whether a minority of agents supporting the old technology can
orchestrate a campaign and convince enough agents to reject the new technology, even if the majority of the
agents had initially preferred the new technology.
This problem has been extensively studied in the literature. If we assume that updates occur sequentially,
one agent at each time step, then it is easy to design graphs (e.g., a star) where the old technology, supported
by an arbitrarily small minority of agents, can be adopted by most of the agents. Berger [1] proved that
such a result holds even if at each time step all agents concurrently update their actions. However, Mossel
et al. [12] and Tamuz and Tessler [16] proved that there are graphs for which, both with concurrent and
sequential updates, at the end of the update process the new technology will be adopted by the majority of
agents with high probability.
In [12, 8] it is also proved that when the graph is an expander, agents will reach a consensus on the new
technology with high probability for both sequential and concurrent updates (the probability is taken on
the choice of initial configuration with a majority of new technology adopters). Thus, expander graphs are
particularly efficient in aggregating opinions since, with high probability, social pressure does not prevent
the diffusion of the new technology.
In this paper, we will extend this line of research by taking a worst-case approach instead of a probabilistic
one. We ask whether there are graphs that are robust to social pressure, even when it is driven by a carefully
and adversarially designed campaign. Specifically, we want to find out whether there are graphs in which
no subset of the agents preferring the old technology (and thus consisting of less than half of the agents)
can manipulate the rest of the agents and drive the network to a stable profile in which the majority of the
agents prefers the old technology. This is easily seen to hold for two extreme graphs: the clique and the
graph with no edge. In this paper, we prove that these are essentially1 the only graphs where social pressure
cannot subvert the majority.
In particular, our results highlight that even for expander graphs, where it is known that agents converge
with high probability to consensus on the new technology, it is possible to fix a minority and orchestrate a
campaign that brings the network into a stable profile where at least half of the agents decide to not adopt
the new technology.
Overview of our contribution. We consider the following sequential dynamics. We have n agents and at any
given point the system is described by the profile s in which s(i) ∈ {0, 1} is the preference of the i-th agent.
We say that agent i is unhappy in profile s if the majority of her neighbors have a preference different from
s(i). Profiles evolve according to the dynamics in which an update consists of non-deterministically selecting
an unhappy agent and changing its preference. A profile in which no agent is unhappy is called stable.
1It turns out that for an even number of nodes, there are a few more very dense graphs enjoying such a property.
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In Section 2 (see Theorem 1 and 2), we characterize the set of social networks (graphs) where a majority
can be subverted by social pressure. More specifically, we show that for each of these graphs it is possible
to select a minority of agents not supporting the new technology and a sequence of updates (a campaign)
that leads the network to a stable profile where the majority of the agents prefers the old technology. As
described above, we will prove that this class is very large and contains all graphs except a small set of
forbidden graphs, consisting of the graph with no edges and of other graphs that are almost cliques. Proving
this fact turned out to be a technically challenging task and it is heavily based on properties of local optima
of graph bisections.
Then we turn our attention to related computational questions. First we show that we can compute in
polynomial time an initial preference profile, where the majority of the agents supports the new technology,
and a sequence of update that ends in a stable profile where at least half of the agents do not adopt the
new technology. This is done through a polynomial-time local-search computation of a bisection of locally
minimal width.
We actually prove a stronger result. In principle, it could be that from the starting profile the system
needs to undergo a long sequence of updates, in which the minority gains and loses member to eventually
reach a stable profile in which the minority has become a majority. Our algorithm shows that this can always
be achieved by means of a short sequence of at most two updates after which any sequence of updates will
bring the system to a stable profile in which the initial minority has become majority. This makes the design
of an adversarial campaign even more realistic, since such a campaign only has to identify the few “swing”
agents and thus it turns out to be very simple to implement.
However, the simplicity of the subverting campaign comes at a cost. Indeed, our algorithm always
computes an initial preferences profile that has very large minorities, consisting of
⌊
n−1
2
⌋
agents. We remark
that, even in case of large minorities, it is not trivial to give a sequence of update steps that ends in a stable
profile where the majority is subverted. Indeed, even if the large minority of the original profile makes it
easy to find a few agents of the original majority that prefer to change their opinions, this is not sufficient
in order to prove that the majority has been subverted, since we have also to prove that there are no other
nodes in the original minority that prefer to change their preference.
Moreover, we observe that, even if there are cases in which such a large minority is necessary, the idea
behind our algorithm can be easily turned into an heuristic that checks whether the majority can be subverted
by a smaller minority (e.g., by considering unbalanced partitions in place of bisections).
On the other side, we show that a large size of the minority in the initial preference profile seems to
be necessary in order to quickly compute a subverting minority and its corresponding sequence of updates.
Indeed, given a n-node social network, deciding whether there exists a minority of less than n/4 nodes and a
sequence of update steps that bring the system to a stable profile in which the majority has been subverted
is an NP-hard problem (see Theorem 17).
The main source of computational hardness seems to arise from the computation of initial preference
profile. Indeed, if this profile is given, computing the maximum number of adopters of the new technology
(and, hence, deciding whether majority can be subverted) and the corresponding sequence of updates turns
out to be possible in polynomial time (see Theorem 20).
Related work. There is a vast literature on the effect that social pressure has on the behavior of a system
as a whole. In many works, influence is modeled by agents simply following the majority [1, 12, 16, 8]. A
generalization of this imitating behavior is discussed in [12].
A different approach is taken in [13], where each agent updates her behavior according to a Bayes rule
that takes in account its own initial preference and what is declared by neighbors on the network.
Yet another approach assumes that agents are strategic and rational. That is, they try to maximize
some utility function that depends on the level of coordination with the neighbors on the network. Here, the
updates occur according to a best response dynamics or some other more complex game dynamics. Along this
direction, particularly relevant to our works are the ones considering best-response dynamics from truthful
profiles in the context of iterative voting, e.g., see [11] and [3]. In particular, closer to our current work is
the paper of Brânzei et al. [3] who present bounds on the quality of equilibria that can be reached from a
truthful profile using best-response play and different voting rules. The important difference is that there is
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no underlying network in their work.
Our work is also strictly related with a line of work in social sciences that aims to understand how opinions
are formed and expressed in a social context. A classical simple model in this context has been proposed
by Friedkin and Johnsen [10] (see also [6]). Its main assumption is that each individual has a private initial
belief and that the opinion she eventually expresses is the result of a repeated averaging between her initial
belief and the opinions expressed by other individuals with whom she has social relations. The recent work
of Bindel et al. [2] assumes that initial beliefs and opinions belong to [0, 1] and interprets the repeated
averaging process as a best-response play in a naturally defined game that leads to a unique equilibrium.
An obvious refinement of this model is to consider discrete initial beliefs and opinions by restricting them,
for example, to two discrete values (see [9] and [4]). Clearly, the discrete nature of the opinions does not
allow for averaging anymore and several nice properties of the opinion formation models mentioned above —
such as the uniqueness of the outcome — are lost. In contrast, in [9] and [4], it is assumed that each agent
is strategic and aims to pick the most beneficial strategy for her, given her internal initial belief and the
strategies of her neighbors. Interestingly, it turns out that the majority rule used in this work for describing
how agents update their behavior can be seen as a special case of the discrete model of [9] and [4], in which
agents assign a weight to the initial preference smaller than the one given to the opinion of the neighbors.
Studies on social networks consider several phenomena related to the spread of social influence such as
information cascading, network effects, epidemics, and more. The book of Easley and Kleinberg [7] provides
an excellent introduction to the theoretical treatment of such phenomena. From a different perspective,
problems of this type have also been considered in the distributed computing literature, motivated by the
need to control and restrict the influence of failures in distributed systems; e.g., see the survey by Peleg [14]
and the references therein.
Preliminaries. We formally describe our model as follows. There are n agents; we use [n] = {1, 2, ..., n}
to denote their set. Each agent corresponds to a distinct node of a graph G = (V,E) that represents the
social network; i.e., the network of social relations between the agents. Agent i has an initial preference
s0(i) ∈ {0, 1}. At each time step, agent i can update her preference to s(i) ∈ {0, 1}. A profile is a vector
of preferences, with one preference per agent. We use bold symbols for profiles; i.e., s = (s(1), . . . , s(n)).
In particular, we sometimes call the profile of initial preferences (s0(1), . . . , s0(n)) as the truthful profile.
Moreover, for any y ∈ {0, 1}, we denote as y the negation of y; i.e., y = 1− y.
A graph G is mbM (minority becomes majority) if there exists a profile s0 of initial preferences such
that: the number of nodes that prefer 0 is a strict majority, i.e., |{x ∈ V : s0(x) = 0}| > n/2; and there is
a subverting sequence of updates that starts from s0 and reaches a stable profile s in which the number of
nodes that prefer 0 is not a majority, i.e., |{x ∈ V : s(x) = 0}| ≤ n/2. A profile of initial preferences that
witnesses a graph being mbM will be also termed mbM.
2 Characterizing the mbM Graphs
The main result of this section is a characterization of the mbM graphs. More formally, we have the following
definition.
Definition 1. A graph G with n nodes is forbidden if one of the following conditions is satisfied.
F1: G has no edge;
oF2: G has an odd number of nodes, all of degree n− 1 (that is, G is a clique);
eF2: G has an even number of nodes and all its nodes have degree at least n− 2;
eF3: G has an even number of nodes, n− 1 nodes of G form a clique, and the remaining node has degree at
most 2;
eF4: G has an even number of nodes, n− 1 nodes of G have degree n− 2 but they do not form a clique, and
the remaining node has degree at most 4.
We begin by proving the following statement.
Theorem 1. No forbidden graph is mbM.
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Proof. We will distinguish between cases for a forbidden graph G. Clearly, if G is F1, then it is not mbM
since no node can change its preference. Now assume that G is eF2 (respectively, oF2) and consider a profile
in which there are at least n
2
+1 (respectively, n+1
2
) agents with preference 0. Then, every node x with initial
preference 0 has at most n
2
− 1 neighbors with initial preference 1 and at least n
2
− 1 neighbors with initial
preference 0 (respectively, at most n−1
2
neighbors with initial preference 1 and at least n−1
2
neighbors with
initial preference 0). Hence, x is not unhappy and stays with preference 0.
Now, consider the case where G is eF3 and let u be the node of degree at most 2. Consider profile s0
of initial preferences in which there are at least n
2
+ 1 agents with preference 0. First observe that in the
truthful profile s0 any node x other than u that has preference 0 is adjacent to at most
n
2
− 1 nodes with
initial preference 1 and to at least n
2
− 1 nodes with initial preference 0. Then, x is not unhappy and stays
with preference 0. Hence, u is the only node that may want to switch from 0 to 1. But this is possible only if
all nodes in the neighborhood of u have preference 1, which implies that the neighborhood of any node with
initial preference 0 does not change after the switch of u, i.e., nodes with preference 0 still are not unhappy
and thus they have no incentive to switch to 1. Then, any node with preference 1 that is not adjacent to u
has at most n
2
− 2 neighbors with preference 1 and at least n
2
neighbors with preference 0. Also, any node
with preference 1 that is adjacent to u has n
2
−1 neighbors with preference 1 and n
2
neighbors with preference
0. So, every node with preference 1 will eventually switches to 0.
It remains to consider the case where G is eF4; let u be the node of degree at most 4. Actually, it can be
verified that u can have degree either 2 or 4 and its neighbors form pair(s) of non-adjacent nodes. Consider a
truthful profile in which there are at least n
2
+1 agents with preference 0. Observe that a node different from
u that has initial preference 0 has at most n
2
− 1 neighbors with preference 1 and at least n
2
− 1 neighbors
with preference 0. So, it is not unhappy and has no incentive to switch to preference 1. The only node that
might do so is u, provided that the strict majority of its neighbors (i.e., both of them if u has degree 2 and
at least three of them if u has degree 4) have preferences 1. This switch cannot trigger another switch of the
preference of an agent from 0 node to 1. Indeed, there is at most one agent with preference 0 that can be
adjacent to u. Since this node is not adjacent to one of the neighbors of u with preference 1, it has at most
n
2
−1 neighbors with preference 1 (and at least n
2
−1 neighbors with preference 0). Hence, it has no incentive
to switch to preference 1 either. Now, consider two neighbors of u with preference 1 that are not adjacent
(these nodes certainly exist). Each of them is adjacent to n
2
− 2 nodes with preference 1 and n
2
nodes with
preference 0. Hence, they have an incentive to switch to 0. Then, the number of nodes with preference 1 is
at most n
2
− 2 and eventually all nodes will switch to preference 0.
The following is the main result of this section.
Theorem 2. Every non-forbidden graph is mbM.
We next give the proof for the simpler case of graphs with an odd number of vertices and postpone
the full proof to Section 3. Let us start with the following definitions. A bisection S = (S, S) of a graph
G = (V,E) with n nodes is simply a partition of the nodes of V into two sets S and S of sizes ⌈n/2⌉ and
⌊n/2⌋, respectively. We will refer to S and S as the sides of bisection S. The widthW (S, S) of a bisection S is
the number of edges of G whose endpoints belong to different sides of the partition. The minimum bisection
S of G has minimum width among all partitions of G. We extend notation W (A,B) to any pair (A,B) of
subsets of nodes of G in the obvious way. When A = {x} is a singleton we will write W (x,B) and similarly
for B. Thus, if nodes x and y are adjacent, then W (x, y) = 1; otherwise W (x, y) = 0. For a bisection
S = (S, S), we define the deficiency defS(x) of node x w.r.t. bisection S as defS(x) = W (x, S)−W (x, S) if
x ∈ S, and defS(x) = W (x, S)−W (x, S) if x ∈ S.
Lemma 3. Let S = (S, S) be a minimum bisection of a graph G with n nodes. Then, for every x ∈ S and
y ∈ S, defS(x) + defS(y) + 2W (x, y) ≥ 0. Moreover if n is odd, defS(x) ≥ 0.
Proof. Set A = S \ {x}, B = S \ {y}, T = A ∪ {y} and T = B ∪ {x}. Note that W (T, T ) = W (A,B) +
W (x,A)+W (y,B)+W (x, y) andW (S, S) = W (A,B)+W (x,B)+W (y,A)+W (x, y). Then, by minimality,
0 ≤ W (T, T ) −W (S, S) = W (x,A) + W (y,B) −W (x,B) −W (y,A) = W (x, S) −W (x, S) + W (y, S) −
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W (y, S)+2W (x, y) = defS(x)+defS(y)+2W (x, y). For the second part of the lemma, we consider partition
(S ∪ {x}, S \ {x}).
We have the following technical lemma.
Lemma 4. Suppose that a graph G admits a bisection S = (S, S) in which S consists of nodes with non-
negative deficiency and includes at least one node with positive deficiency. Then G is mbM.
Proof. Let v be the node with positive deficiency in S and consider profile s0 of initial preferences in which
any node in S except v has preference 1 and remaining nodes have preference 0. Hence, in s0 there is a
majority of ⌈n/2⌉ agents with preference 0. Observe also that in s0, v is adjacent to W (v, S) nodes with
preference 1 and to W (v, S) nodes with preference 0. Since defS(v) > 0 then v is unhappy with preference
0 and updates her preference to 1. We thus reach a profile s1 in which ⌈n/2⌉ nodes have preference 1 (that
is, all nodes in S). We conclude the proof of the lemma by showing that every node of S is not unhappy
and thus it stays with preference 12. This is obvious for v. Let us consider u ∈ S and u 6= v. Then u has
W (u, S) neighbors with preference 1 and W (u, S) neighbors with preference 0. Since defS(u) ≥ 0, we have
that W (u, S) ≥W (u, S). Hence, the number of neighbors of u with preference 0 is not a majority. Then, u
is not unhappy, and thus stay with preference 1.
We are now ready to prove Theorem 2 for odd-sized graphs. We remind the reader that the (more
complex) proof for even-size graphs is in Section 3.
Proposition 5. Non-forbidden graphs with an odd number of nodes are mbM.
Proof. Let G be a non-forbidden graph with an odd number of nodes and let S = (S, S) be a minimum
bisection for G. By Lemma 3, we have that defS(x) ≥ 0, for all x ∈ S. If S contains at least a node v with
defS(v) > 0 then, by Lemma 4, G is mbM. So assume that defS(x) = 0 for all x ∈ S.
Lemma 3 implies that if defS(v) < 0 for v ∈ S then defS(v) ≥ −2 and v is connected to all vertices in S.
Therefore W (v, S) = ⌈n/2⌉ and, since W (v, S) ≤ ⌊n/2⌋ − 1, we conclude that defS(v) = −2. We denote by
A the set of all the nodes y ∈ S with defS(x) = −2; therefore, all nodes y ∈ S \A have defS(y) ≥ 0.
Let us first consider the case in which A 6= ∅ and there are two non-adjacent nodes u,w ∈ S. Then
pick any node v ∈ A and consider partition T = (T, T ) with T = S ∪ {v} \ {u}. We have that W (v, T ) =
W (v, S)−1 = ⌈n/2⌉−1 andW (v, T ) = W (v, S)+1 = ⌊n/2⌋+1 and hence defT (v) = 0. For any x ∈ T \{v, w},
we have defT (x) ≥ defS(x) = 0. Node w is connected to v but not to u and, thus, defT (w) ≥ defS(w)+2 = 2.
Then, by Lemma 4, G is mbM.
Assume now that A 6= ∅ and S is a clique. That is, W (x, S) = ⌈n/2⌉ − 1 for every x ∈ S, and, since
defS(x) = 0, it must be that W (x, S) = W (x, S) and thus x is connected to all nodes in S. Therefore, for
all y ∈ S, W (y, S) = ⌈n/2⌉ and, since defS(y) ≥ −2 it must be that W (y, S) ≥ ⌈n/2⌉− 2 = |S| − 1. In other
words, every node of S is connected to every node of S and thus G is a clique.
Finally, assume that A = ∅; that is, defS(y) ≥ 0 for any y ∈ S. If for some v ∈ S, we have defS(v) > 0,
then consider partition T = (T, T ) with T = S ∪ {u}, where u is any node from S. For any x ∈ T ∩ S,
defT (x) ≥ defS(x) ≥ 0, defT (u) = −defS(u) = 0and defT (v) ≥ defS(v) ≥ 1. By Lemma 4, G is mbM.
Finally, we consider the case in which defS(y) = 0 for every node x of G. Since G is not empty, there
exists at least one edge in G and, since the endpoints of this edge have defS = 0 there must be at least node
v ∈ S with a neighbor w ∈ S. Now, consider partition T = (T, T ) with T = S ∪ {w}. We have that every
node x ∈ T ∩ S, has defT (x) ≥ defS(x) = 0, defT (w) = −defS(w) = 0, and defT (w) > defS(w) = 0. The
claim again follows by Lemma 4.
We note that the only property required for invoking Lemma 3 is local minimality. Since a local-search
algorithm can compute a locally minimal bisection in polynomial time, we can make constructive the proof
of Proposition 5, and quickly compute the subverting minority and the corresponding updates.
2This is sufficient since the switch of nodes in S that are unhappy with preference 0 only increases the number of nodes
with preference 1. Moreover, if some nodes in S switch their preferences, then the number of nodes with preference 1 in the
neighborhood of any node in S can only increase.
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3 Characterization for Even-Sized Graphs
We partition the set of all graphs with an even number n of nodes into two sets: the extremal graphs (these
are graphs with an even number of nodes in which at least n − 1 nodes have degree at least n − 2), and
the non-extremal graphs (these are graphs with an even number of nodes in which at least two nodes have
degree less than n − 2). Proposition 6 (see Section 3.1) shows that all extremal graphs are mbM. Then,
Proposition 7 (see Section 3.2) proves that all non-forbidden, non-extremal graphs are mbM.
We observe that in order to prove that a graph G is mbM we show that there exists a profile of initial
preferences s0 with a minority of nodes having preference 1 and a sequence of updates starting from s0 that
reach a profile s in which at least n/2 nodes have preference 1. Then, we show that in s all nodes with
preference 1 are not unhappy, and thus they stay with preference 1. We remark that this does not imply
that s is a stable profile but only that in any stable profile that is reachable from s through a sequence of
updates the nodes with preference 1 are at least as many as in s. This suffices to prove that G is mbM.
3.1 Extremal Graphs
We remind the reader that an extremal graph G is a graph with an even number n of nodes and in which at
least n− 1 nodes have degree at least n− 2.
Let G be an extremal graph and let u be a node of G of minimum degree. We partition the set V \ {u}
of nodes into A ∪B ∪ C where
1. A is the set of nodes of V \ {u} that have degree n − 1 in G; thus nodes of A are adjacent to all the
nodes V .
2. B is the set of nodes of V \ {u} that have degree n− 2 in G and that are adjacent to u; thus nodes of
B are adjacent to all the nodes of V except for one.
3. C is the set of nodes of V \ {u} that have degree n− 2 and that are not adjacent to u; thus nodes of
C are adjacent to all nodes in the graph except for u.
We will denote by α, β and γ the sizes of A, B and C, respectively. Observe that deg(u) = α+ β.
Nodes of B can be arranged into pairs of non-adjacent nodes. Specifically, let v be a node of B and let w
be the unique node of the graph that is not adjacent to v. Clearly, w 6∈ A (since nodes in A are adjacent to
all nodes) and w 6∈ C (since nodes of C are adjacent to all nodes except for u and v 6= u). Thus each node
v ∈ B is non-adjacent to exactly one node w of B and we call v and w companion nodes. In particular, this
implies that B has an even number of nodes and we name them b1, b2, ..., b2k in such way that b2i−1 and b2i
are companion nodes, for i = 1, . . . , k,
Proposition 6. Every non-forbidden extremal graph is mbM.
Proof. Let G be a non-forbidden extremal graph with n nodes. Consider a profile s0 of initial preferences
that satisfies the following four properties:
1. s0(v) = 1 for n/2− 1 nodes;
2. s0(u) = 0;
3. exactly ⌊deg(u)/2⌋+ 1 nodes adjacent to u have preference 1;
4. there exists at least one neighbor x of u with s0(x) = 0 and if x has degree n− 2 then the one node y
to which x is not adjacent has preference s0(y) = 0.
We next prove that there exists a sequence of updates that, starting from the truthful profile s0, leads to
a stable profile with at least n/2+1 nodes with preference 1. Then we shall prove that, if G is not forbidden,
a profile s0 of initial preferences satisfying the four properties above always exists.
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Let us consider the following sequence of updates. Since in the truthful profile s0 at least ⌊deg(u)/2⌋+1
neighbors of u have preference 1, u is unhappy and adopts preference 1. We thus reach a profile s1 in which
exactly n/2 nodes have preference 1.
Now let us look at node x. If x has degree n− 1 (that is, x is adjacent to all nodes of the graph), then x
has n/2 neighbors with preference 1 and n/2− 1 neighbors with preference 0. Therefore, x is unhappy and
adopts preference 1. Suppose instead that x has degree n − 2. Then the last property listed above implies
that the n/2 nodes with preference 1 are all adjacent to x. Therefore, again, x is unhappy and adopts
preference 1.
Now we have reached a profile s2 in which n/2 + 1 nodes have preference 1 (these are the initial n/2− 1
nodes with preference 1 plus u and x). We show that they are not unhappy and stays with preference 0.
This is obvious for u and for x and thus we only need to consider the n/2− 1 node with initial preference 1.
Consider a neighbor v of u with degree n − 1 and s2(v) = 1. Then v is adjacent to all n/2 nodes with
preference 1 (all of them except for v itself) and to n/2− 1 nodes with preference 1. Thus v is not unhappy
and stays with preference 1. Consider a neighbor v of u with degree n− 2 and s2(v) = 1. Then v is adjacent
to all nodes in the graph except for one; thus v has at least n/2− 1 neighbors with preference 1 and at most
n/2 − 1 neighbors with preference 0. Hence, v is not unhappy and stays with preference 1. Finally, let us
consider a node v with degree n− 2 and s2(v) = 1 that is not adjacent to u. Then v is adjacent to exactly
n/2− 1 neighbors with preference 1 and n/2− 1 neighbors with preference 0. Hence, v is not unhappy and
stays with preference 1.
Now, we prove that if G is not forbidden then a profile of initial preferences satisfying conditions 1-4 can
be constructed. First of all observe that to satisfy condition 3 it must be that
⌊deg(u)/2⌋+ 1 ≤ n/2− 1
which is always satisfied since the graph is not forbidden and thus deg(u) ≤ n − 3. Next to verify that
condition 4 can always be satisfied when the graph is not forbidden, we consider the following cases:
B = ∅. In this case G \ {u} is a clique with n− 1 nodes and, since G is not forbidden, α = deg(u) ≥ 3. Thus
we construct s0 by assigning preference 1 to ⌊α/2⌋ + 1 nodes from A and to n/2 − ⌊α/2⌋ − 2 nodes
from C. We pick x from the ⌈α/2⌉ − 1 ≥ 1 nodes of A with preference 0.
B 6= ∅. In this case G\ {u} is not a clique and, since G is not forbidden, α+β = deg(u) ≥ 5. We distinguish
two subcases.
A 6= ∅. We construct s0 by assigning preference 1 to β/2+1 nodes from B and to ⌊α/2⌋ nodes from A.
The remaining nodes with preference 1 are taken from C. Finally, we pick x from the ⌈α/2⌉ ≥ 1
nodes of A with preference 0.
A = ∅. In this case β ≥ 6. We construct s0 by assigning preference 1 to β/2 + 1 nodes from B and
the remaining nodes are taken from C. Specifically, we assign preference 1 to nodes b1, . . . , bk+1
so that b2k and its companion b2k−1 are assigned preference 0. Then we pick x to be b2k.
We remark that the proof of Proposition 6 immediately gives a polynomial-time algorithm for computing
an mbM profile of initial preferences for non-forbidden extremal graphs.
3.2 Non-Extremal Graphs
In this section we consider non-extremal graphs. These are graphs with an even number n of nodes in which
at least two nodes have degree less than n− 2. In this section we prove the following proposition.
Proposition 7. Every non-forbidden, non-extremal graph is mbM.
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The proof of Proposition 7 relies on graph bisections that satisfy particular properties. The most im-
portant among these properties is that the width of these bisections is the local minimum with respect to a
specific neighborhood function between bisections. This neighborhood function is computable in polynomial-
time: this gives rise to a polynomial-time local-search algorithm that, given a non-forbidden non-extremal
graph G, computes a locally minimum bisection. However, for sake of readability, we will ignore this issue
throughout this section and instead present a non-constructive proof using (globally) minimum bisections.
We identify three special types of minimum bisections: M1, M2, and M3 (see Definitions 2, 3 and 4). Then,
we prove (see Lemmas 9, 11 and 12) that if a graph G has a minimum bisection that is special, then it
is mbM (i.e., there exists an mbM profile of initial preferences for G that is constructed using the special
bisection). Finally, we show that all non-forbidden graphs admit a minimum bisection that is special. We
do so by partitioning the set of minimum bisections into three classes: weak, strong, and zero; then we prove
the claim for each of the three classes (see Lemmas 13, 14 and 16). Finally we discuss how the assumption
of minimum bisections can be weakened and how local-search can be used to compute the mbM profile of
initial preferences.
3.2.1 Bisections and Deficiency
We remind the reader that a bisection S = (S, S) of a graph G = (V,E) with an even number n nodes is
simply a partition of the nodes of V into two sets S and S each of size n/2. We also recall that, given a
bisection S = (S, S), we define the deficiency defS(x) of node x with respect to bisection S as
defS(x) =
{
W (x, S)−W (x, S), if x ∈ S;
W (x, S)−W (x, S), if x ∈ S.
For non-extremal graphs the following property of minimum bisections will be useful.
Lemma 8. Let S = (S, S) be a bisection of a non-extremal graph G. If one side of S has a node z with
degree n− 2 and defS(z) = −2 and the other side is a clique with all nodes x having defS(x) = 0, then S is
not a minimum bisection.
Proof. Without loss of generality assume that z ∈ S and S is a clique. Since every y ∈ S has defS(y) = 0,
then y has n/2− 1 neighbors in S and n/2− 1 neighbors in S. Therefore, all nodes in S have degree n− 2
and
W (S, S) =
n
2
(n
2
− 1
)
. (1)
In the rest of the proof we will show that it is possible to construct a new bisection S ′ = (S′, S′) such that
W (S′, S′) < W (S, S).
We partition nodes of G in four sets: A contains nodes of degree less than n − 2 and, since G is not
extremal, it has size α ≥ 2; B, whose size is denoted by β, contains nodes of degree n− 2 whose companion
(their unique non-adjacent node) has degree less than n − 2 (and thus it belongs to A); C, whose size is
denoted by γ, contains nodes of degree n− 2 whose companion has degree n− 2 (and thus it belongs to C);
D contains the nodes of degree greater than n− 2 and it has size δ.
By the previous observations we have that all nodes in A and D belong to S. Moreover, since S is a
clique, a node x ∈ C and her companion cannot both be in S and thus at least half of the nodes in C belong
to S. Finally, either z ∈ B or z ∈ C, but in this last case its companion should be in S too, otherwise
defS(z) = 0. Thus, since |S| = n/2, we have that
n
2
≥ α+ δ +
γ
2
+ 1. (2)
Assume now there exists a node u ∈ A such that W (u,B) ≥ (n/2 − γ/2 − δ − 1) (we will next prove
that such a node always exists) and set k = |W (u,B)|. Consider now the bisection S ′ = (S′, S′) where S′
contains node u, min{k, n/2− γ/2− 1} nodes of B chosen among the neighbors of u, γ/2 nodes of C chosen
in such a way that they form a clique, and max{0, n/2 − γ/2 − k − 1} nodes in D. Observe that such a
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bisection is well defined. Indeed, by hypothesis, there are enough neighbors of u in B, C contains a clique
of γ/2 nodes and δ ≥ n/2 − γ/2− k − 1 (since k ≥ n/2− γ/2− δ − 1). Moreover, by construction, S′ is a
clique and thus each of its nodes has n/2− 1 neighbors in S′.
Let us now compute W (S′, S′). We distinguish two cases, depending on the value of k.
If k ≥ n/2− γ/2− 1, then S′ contains node u, n/2− γ/2− 1 nodes of B, γ/2 nodes of C and no node of
D. Since nodes in B and C have n/2− 1 neighbors in S′ and u has deg(u) − (n/2 − 1) neighbors in S′ we
have that
W (S′, S′) = deg(u)−
(n
2
− 1
)
+
(n
2
− 1
)2
=
n
2
(n
2
− 1
)
+ deg(u)− (n− 2).
Since u has degree less than n − 2 then we can conclude that W (S′, S′) ≤ n
2
(
n
2
− 1
)
− 1 and S ′ has width
strictly smaller than S.
If k < n/2− γ/2− 1, then S′ contains node u, k nodes of B, γ/2 nodes of C and n/2− γ/2− k− 1 nodes
of D. Since nodes in B and C have n/2− 1 neighbors in S′, nodes in D have n/2 neighbors in S′ and u has
deg(u)− (n/2− 1) neighbors in S′ we have that
W (S′, S′) = deg(u)−
(n
2
− 1
)
+
(
k +
γ
2
)(n
2
− 1
)
+
n
2
(n
2
−
γ
2
− k − 1
)
≤
n
2
(n
2
− 1
)
+
γ
2
+ δ + α−
n
2
where the inequality holds since deg(u) ≤ γ+k+δ+α−1. From (2) we have that W (S′, S′) ≤ n
2
(
n
2
− 1
)
−1
and S ′ has width strictly smaller than S.
To conclude the proof it remains to prove that a node u ∈ A such that W (u,B) ≥ (n/2 − γ/2 − δ − 1)
always exists. Assume for sake of contradiction, that all nodes in A have less than (n/2 − γ/2 − δ − 1)
neighbors in B. Then,
W (A,B) < α
(n
2
−
γ
2
− δ − 1
)
.
On the other hand, by definition, a node in B is adjacent to all the nodes in the graph except for her
companion that belongs to A. Thus,
W (A,B) = β(α − 1) = (n− α− γ − δ)(α− 1).
Hence, we have that
(α− 1) (n− α− γ − δ) < α
(n
2
−
γ
2
− δ − 1
)
. (3)
Let f(α) = α2 − α
(
n
2
− γ
2
+ 2
)
+ (n− δ − γ). By simple algebraic manipulations, we can see that (3) is
satisfied if only if f(α) > 0, where α is the size of the set A and thus can only assume values in {2, . . . , n/2−
γ/2− δ − 1}. We next show that f(α) ≤ 0 for any admissible α, by reaching in this way a contradiction.
Indeed, it is easy to see that the function f(α) is increasing for α ≥ n/4− γ/4+ 1. Thus, it has its local
maximum in the extremes of the domain. But, we can easily see that f(2) = 4−2
(
n
2
− γ
2
+ 2
)
+(n− δ − γ) =
−δ ≤ 0 and
f
(n
2
−
γ
2
− δ − 1
)
=
(n
2
−
γ
2
− δ − 1
)2
−
(n
2
−
γ
2
− δ − 1
)(n
2
−
γ
2
+ 2
)
+ (n− δ − γ)
= −(δ + 1)
(n
2
−
γ
2
− δ − 3
)
− δ
= −(δ + 1)(α− 2)− δ ≤ 0,
where the inequality follows since α ≥ 2 and δ ≥ 0.
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3.2.2 Special Bisections
We define three types of special minimum bisections and, for each of them, we prove that it constitutes a
sufficient condition for a non-forbidden graph to be mbM.
Definition 2. An M1 bisection S = (S, S) is a minimum bisection in which one side of the bisection has a
node z with defS(z) ≤ 0 and the other side has all nodes x with defS(x) ≥ −1 and two non-adjacent nodes
u and v that are both adjacent to z.
Lemma 9. Every non-forbidden, non-extremal graph that has an M1 bisection is mbM.
Proof. Let G be a non-forbidden, non-extremal graph with n nodes and let S = (S, S) be an M1 bisection
of G. Assume, without loss of generality, that z ∈ S and u, v ∈ S. Consider the following profile s0 of initial
preferences: s0 assigns preference 1 to z and to all nodes of S except for u and v; s0 assigns preference 0 to
u and v and to all nodes of S except for z. It is easy to verify that s0 assigns preference 1 to exactly n/2− 1
nodes. In the truthful profile s0, u is unhappy and adopts preference 1. In fact, since u is adjacent to z and
not adjacent to v, then it hasW (u, S)−1 neighbors with preference 0 andW (u, S)+1 with preference 1. The
claim follows from defS(u) ≥ −1. Similarly, v is unhappy and adopts preference 1. We have thus reached a
profile s1 in which there are n/2 + 1 nodes with preference 1 (the initial n/2− 1 plus u and v) and n/2− 1
nodes with preference 0. We complete the proof by showing that in s1 every node with preference 1 is not
unhappy and thus stays with preference 1. This is obvious for u and v. Node z has preference s1(z) = 1 and
it is adjacent to W (z, S) nodes with preference 1 and W (z, S) nodes with preference 0. Since, defS(z) ≤ 0,
z is not unhappy and stays with preference 1. Finally, let us consider a generic node y ∈ S \ {u, v}. If
defS(y) = −1 then, by Lemma 3, y and z are adjacent and thus y has W (y, S)− 1 neighbors with preference
0 and W (y, S) + 1 nodes with preference 1. Moreover, since defS(y) = −1 we have that
W (y, S) + 1 ≥W (y, S) > W (y, S)− 1.
If defS(y) ≥ 0, instead,
W (y, S) + 1 ≥W (y, S) + 1 > W (y, S)− 1.
In both the cases y is not unhappy and stays with preference 1.
Definition 3. An M2 bisection S = (S, S) is a minimum bisection in which one side of the bisection has all
nodes x with defS(x) ≥ −1 and at least one node u with defS(u) > 0.
The following lemma will be very useful in proving that non-extremal non-forbidden graphs with an M2
bisection are mbM.
Lemma 10. Suppose that a non-extremal graph G with n nodes admits a bisection S = (S, S) in which S
consists of nodes with non-negative deficiency and includes at least one of positive deficiency. Then G is
mbM.
Proof. Let v be the node with positive deficiency in S.
Consider now a profile s0 of initial preferences that assigns preference 1 to all nodes of S except for v
and preference 0 to v and to all nodes of S. Observe that in the truthful profile s0, v is adjacent to W (v, S)
nodes with preference 1 and to W (v, S) nodes with preference 0. Since defS(v) > 0 then v is unhappy and
adopts preference 1. We thus reach a profile s1 in which n/2 nodes have preference 1 (all nodes in S). We
conclude the proof of the lemma by showing that every node of S is not unhappy and stays with preference
1. This is obvious for v. Let us consider u ∈ S and u 6= v. Then u has W (u, S) neighbors with preference 1
andW (u, S) neighbors with preference 0. Since defS(u) ≥ 0, we have that W (u, S) ≥W (u, S) which implies
that u is not unhappy and stays with preference 1.
We remark that Lemma 10 does not require the bisection S of the claim to be a minimum bisection.
Lemma 11. Every non-forbidden, non-extremal graph that has an M2 bisection is mbM.
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Proof. Let G be a non-forbidden, non-extremal graph with n nodes and denote by S = (S, S) the M2
bisection of G. Assume, without loss of generality, that all x ∈ S have defS(x) ≥ −1 and that there exists
u ∈ S with defS(u) > 0. If all x ∈ S have defS(x) ≥ 0 then the claim follows by Lemma 10. Similarly, if
all y ∈ S have defS(y) ≥ 0 and there exists z ∈ S with defS(z) > 0 then the claim follows from Lemma 10
(when applied to (S, S)).
Suppose that there exists v ∈ S with defS(v) = −1 and z ∈ S with defS(z) < 0. Clearly, by Lemma 3,
it must be that defS(z) = −1 and that v and z are adjacent. Consider profile s0 of initial preferences that
assigns preference 1 to all nodes of S except for u and preference 0 to u and to all nodes of S. Now observe
that, in the truthful profile s0, u is adjacent to W (u, S) nodes with preference 1 and to W (u, S) nodes
with preference 0. Since defS(u) > 0, it follows that W (u, S) > W (u, S). Thus u is unhappy and adopts
preference 1. As a result of this update, we reach a profile s1 in which there are exactly n/2 nodes with
preference 1 (all of S) and n/2 with preference 1 (all of S). In profile s1, z is adjacent to W (z, S) nodes
with preference 1 and to W (z, S) = W (z, S)−1 nodes with preference 0. Therefore z is unhappy and adopts
preference 1. We thus reach profile s2 in which n/2+ 1 nodes have preference 1 (these are the n/2− 1 nodes
with preference 1 plus u and z) and n/2−1 have preference 0. Clearly, in profile s2, u and z are unhappy and
stay with preference 1. Consider now node x ∈ S with x 6= u. Node x is adjacent to W (x, S)+W (x, z) nodes
with preference 1 and to W (x, S)−W (x, z) nodes with preference 0. If defS(x) ≥ 0 then W (x, S) ≥W (x, S)
and thus x is not unhappy and stays with preference 1. If instead defS(x) = −1 then, by Lemma 3, x and z
are adjacent and thus W (x, S) +W (x, z) =W (x, S) and, again, x is not unhappy and stays with preference
1. The claim thus follows.
Let us now consider the case in which there exists v ∈ S with defS(v) = −1 and all y ∈ S have defS(y) = 0.
By Lemma 3, v is adjacent to all nodes in S. Therefore if S is not a clique, S is an M1 bisection and thus
the claim follows from Lemma 9. If instead S is a clique then for all y ∈ S we have that W (y, S) = n/2− 1
and, since defS(y) = 0, W (y, S) = n/2 − 1. This implies that all y ∈ S have deg(y) = n − 2 and that
W (S, S) = n/2(n/2 − 1). If u has no neighbor in S, the fact that W (S, S) = n/2(n/2 − 1) implies that
each of the remaining n/2 − 1 nodes x ∈ S \ {u} have W (x, S) = n/2. Since defS(x) ≥ −1 we have that
W (x, S) ≥ n/2− 1 which implies that deg(x) = n− 1. We can then conclude that the graph G is extremal
thus reaching a contradiction.
Thus the last case left is when there exists v ∈ S with defS(v) = −1, S is a clique, all y ∈ S have
defS(y) = 0 and u has a neighbor z ∈ S. For this case, we consider a different profile s′0 of initial preferences:
s
′
0 assigns preference 1 to z and to all nodes of S except for u and v; nodes u and v and all nodes of S except
for z have preference 0. In the truthful profile s′0, u is adjacent to at least W (u, S) + 1−W (u, v) ≥W (u, S)
nodes with preference 1 and to at most W (u, S) − 1 +W (u, v) ≤ W (u, S) nodes with preference 0. Since
defS(u) > 0, we have that W (u, S) > W (u, S) and thus u is unhappy and adopts preference 1. We thus
reach a profile s′1 with the same number of nodes with preference 0 and preference 1. Node v has preference
s
′
1(v) = 0 and, in profile s
′
1, v is adjacent to W (v, S)+ 1 = W (v, S) nodes with preference 1 (remember that,
by Lemma 3, z and v are adjacent) and to W (v, S)−1 nodes with preference 0. Therefore v is unhappy in s′1
and adopts preference 1. We thus reach a profile s′2 with n/2+ 1 nodes with preference 1 and n/2− 1 nodes
with preference 0. We conclude the proof by showing that in s′2 all nodes with preference 1 are not unhappy
and stay with preference 1. This is obvious for v and u. Consider now a node x ∈ S other than u and v. In
s
′
2 node x has W (x, S) +W (x, z) neighbors with preference 1 and W (x, S)−W (x, z) nodes with preference
0. If defS(x) ≥ 0 then x is not unhappy and stays with preference 1. If instead defS(x) = −1 then, by
Lemma 3, x and z are adjacent and thus also in this case x is not unhappy and stays with preference 1.
Finally, in s′2 node z is adjacent to W (z, S) nodes with preference 1 and to W (z, S) nodes with preference
0. Since defS(z) = 0, the claim follows.
Definition 4. An M3 bisection S = (S, S) is a minimum bisection in which all nodes x of one side have
defS(x) = 0 and all nodes y of the other side have defS(y) ∈ {−1, 0} and at least one node u has defS(u) =
−1.
Lemma 12. Every non-forbidden, non-extremal graph that has an M3 bisection is mbM.
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Proof. Let G be a non-forbidden, non-extremal graph with n nodes and denote by S = (S, S) the M3
bisection of G. Assume, without loss of generality, that all nodes of S have zero deficiency, that all nodes of
S have deficiency at least −1, and that u ∈ S. Then, by Lemma 3, u is adjacent to all nodes of S. If S is
not a clique then S is an M1 bisection and the claim follows from Lemma 9.
Suppose then that S is a clique. Therefore, for all x ∈ S, W (x, S) = n/2 − 1 and, since defS(x) = 0,
we have that deg(x) = n − 2. We observe that nodes with zero deficiency have even degree. Moreover,
every node y ∈ S with defS(y) = −1 (including u) is, by Lemma 3, adjacent to all nodes of S and thus
deg(y) = n− 1 (which is odd). This observation has two important consequences. First, since the number
of odd-degree nodes in a graph is even, there must be at least one node v 6= u with odd degree and it must
be the case that v ∈ S and that v has defS(v) = −1 and degree n − 1. Second, since G is non-forbidden,
there must exists a node z with deg(z) ≤ n− 3 and it must be the case that z ∈ S and defS(z) = 0. In turn
this implies that there exist x1, x2 ∈ S that are not adjacent to z. Notice that, since u has degree n− 1, z is
adjacent to u. Consider now the following profile s0 of initial preferences: s0 assigns preference 1 to u and
to all nodes of S except for x1 and x2; s0 assigns preference 0 to x1 and x2 and to all nodes of S except for
u. It is easy to verify that s0 assigns preference 1 to exactly n/2 − 1 nodes. In the truthful profile s0, z is
unhappy and switches from preference 0 to preference 1. In fact, observe that all nodes of S adjacent to z
except for u have preference 0 and z is not adjacent to the two nodes of S, x1 and x2, that have preference 0.
Therefore, z is adjacent to W (z, S)− 1 nodes with preference 0. On the other hand, all nodes of S adjacent
to z have preference 1 and z is adjacent to u. Therefore, z is adjacent to W (z, S) + 1 nodes with preference
1. The claim then follows from defS(z) = 0. We have thus reached a profile s1 in which the number of nodes
with preference 0 and preference 1 are equal.
In s1, v is unhappy and switches from preference 0 to preference 1. This follows from the fact that v
is adjacent to all nodes of the graph (it has degree n − 1) and thus v is adjacent to n/2 − 1 nodes with
preference 0 and to n/2 nodes with preference 1.
We have thus reached a profile s2 in which there are n/2+ 1 nodes with preference 1 (the initial n/2− 1
plus z and v) and n/2 − 1 nodes with preference 0. We complete the proof by showing that in s2 every
node with preference 1 is not unhappy and stays with preference 1. This is obvious for v and z. Node u has
deg(u) = n− 1 and it is adjacent to n/2 nodes with preference 1 and n/2− 1 with preference 0. Thus, u is
not unhappy and stays with preference 1. Let us now consider a generic node y ∈ S. Node y has degree n−2
and thus it is adjacent to all nodes of the graph except for one. Therefore y has at least n/2 − 1 adjacent
nodes with preference 1 and at most n/2 − 1 nodes with preference 0. Hence, y is not unhappy and stays
with preference 1.
3.2.3 Proof of Proposition 7
We partition the set of minimum bisections of a non-extremal graph G into three classes: weak, strong and
zero. Specifically, let S be a minimum bisection. We call S weak if at least one node z has deficiency
defS(z) < −1. S is called strong if all nodes have deficiency at least −1 and at least one has deficiency
different from 0. Finally, if all nodes have deficiency 0, S is called zero.
Lemma 13. Every non-forbidden, non-extremal graph that admits a weak bisection is mbM.
Proof. Let G be a non-forbidden, non-extremal graph with n nodes that admits a weak bisection S = (S, S).
Let us consider first the case in which there exists z with defS(z) ≤ −3 and suppose, without loss of
generality, that z ∈ S. Then, by Lemma 3, for all x ∈ S, defS(x) ≥ 1 and thus S is M2. The claim follows
by Lemma 11.
Suppose now that all nodes have deficiency at least −2 and that there exists a node z with defS(z) = −2.
Again, without loss of generality, assume that z ∈ S. Then, by Lemma 3, for all x ∈ S, defS(x) ≥ 0. If there
exists u ∈ S with defS(u) > 0 then S is M2. The claim then follows by Lemma 11.
Suppose now that all x ∈ S have defS(x) = 0. Since S is a minimum bisection, by Lemma 8, S is not
a clique and, by Lemma 3, z is adjacent to all nodes of S. But then S is M1 and the claim follows from
Lemma 9.
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The next lemma deals with strong bisections.
Lemma 14. Every non-forbidden, non-extremal graph that admits a strong bisection is mbM.
Proof. Let G be a non-forbidden, non-extremal graph with n nodes that admits a strong bisection S = (S, S).
If there exists node u with defS(u) > 0 then S is M2 and the claim follows by Lemma 11. Let us consider
then the case in which S is not M2 and thus all nodes x have defS(x) ∈ {−1, 0}. We partition S into S0
containing any x ∈ S with defS(x) = 0 and S1 containing any x ∈ S with defS(x) = 1. Similarly, we
partition S into S0 and S−1. Note that at least one of S−1 and S−1 is non-empty.
We fist observe that if one among S0 and S0 is non-empty then the other is also non-empty. Suppose
in fact that S0 6= ∅ and assume, for sake of contradiction, that S0 = ∅ (and thus all nodes y of S have
defS(y) = −1). Then, by Lemma 3, we have that, for every x ∈ S0, W (x, S) = n/2 and, since defS(x) = 0,
it must be the case that W (x, S) = n/2. This is impossible.
Let us now consider the case in which S0, S0 = ∅ or, equivalently, that every node x ∈ S ∪ S has
defS(x) = −1. Lemma 3 then implies that x is adjacent to all nodes on the opposite side and this, together
with defS(x) = −1, implies that x is adjacent to all node on its side. In other words, G is a clique and thus
eF2 and we reached a contradiction.
Let us now consider the case in which S0, S0 6= ∅. Henceforth, we assume without loss of generality that
S−1 6= ∅. If S is not a clique then S is an M1 bisection and the claim follows by Lemma 9. Similarly, if also
S−1 6= ∅ and S is not a clique.
Suppose now that neither S−1 nor S−1 is empty and both S and S are cliques. Then every node y is
adjacent to all n/2 − 1 nodes on its side and, since defS(y) ≥ −1, each node has degree at least n − 2.
Therefore the graph is eF2 and we reached a contradiction. Finally, we are left with the case in which
S0, S−1 6= ∅ and S−1 = ∅ and thus S0 6= ∅. But then S is an M3 partition and thus the claim follows by
Lemma 12.
Before dealing with zero bisections, we prove the following technical lemma.
Lemma 15. Let S = (S, S) be a zero bisection of graph G and let u ∈ S and z ∈ S be two non-adjacent
nodes. Then either bisection T obtained from S when u and z switch sides is non-zero (that is, strong or
weak) or u and z have the same neighborhood.
Proof. As defS(u) = defS(z) = 0 and W (u, z) = 0, by Lemma 3, T is a minimum bisection. Suppose that
there exists w that is adjacent to u and not to z. Then we have that
W (w, T ) = W (w, S)− 1
W (w, T ) = W (w, S) + 1
whence we obtain defT (w) = ±2 and thus T is a non-zero bisection. The case in which w is adjacent to z
but not to u is similar.
Lemma 16. Every non-forbidden, non-extremal graph that admits a zero bisection is mbM.
Proof. Let G be a non-forbidden, non-extremal graph with n nodes that admits a zero bisection S = (S, S).
We observe that if one side of S, say S, is a clique then all x ∈ S have W (x, S) = n/2− 1 which, together
with defS(x) = 0, implies that deg(x) = n − 2. Therefore if both sides are cliques, G is eF2 and the claim
follows. Suppose then that S is not a clique.
Let v be a node in S with deg(v) > 0. If no such node exists, then the graph is F1, because any node has
deficiency 0. Since S is not a clique there exists u ∈ S such that u and v are not adjacent. Moreover, since
deg(v) > 0 and since defS(v) = 0 there exists z ∈ S such that v and z are adjacent.
Suppose that u and z are adjacent. Then, since u and v are not adjacent and z is adjacent to both, S
is M1 and the claim follows from Lemma 9. If instead u and z are not adjacent, then they have different
neighborhoods (z is adjacent to v whereas u is not) and thus, by Lemma 15, the bisection T obtained when
u and z switch sides is non-zero. The claim then follows from Lemma 13 and Lemma 14.
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3.2.4 Making the Proof of Proposition 7 Constructive
We now explain how we can transform the proof of the theorem into an algorithm. All we have to do is to
explain how the assumption of (globally) minimum bisection can be replaced by a property that is testable
in polynomial time.
First, by carefully inspecting the proof of Lemma 3, we observe that the assumption we need every time
we invoke this lemma for some bisection is actually that the width of the bisection cannot be improved
by swapping two nodes from different sides of the bisection; let us use the term locally minimal for such
a bisection. Clearly, testing whether a bisection is locally minimal can be done in polynomial-time by
considering all pairs of swapping nodes.
Hence, we can relax the term “minimum” in almost all statements, definitions, and proofs to locally
minimal. The only case where this replacement is not enough is in the definition of weak bisections and in
statements which are proved using Lemma 8; there, we require that the bisection is not only locally minimal
but also does not have the structure assumed in the statement of Lemma 8. Let us call such bisections
strongly locally minimal. Here, we would like to be able to detect bisections that have the structure assumed
in the statement of Lemma 8 (this is easy) and furthermore compute new bisections that are strongly locally
minimal. Indeed, the proof of Lemma 8 follows by constructing another bisection that has strictly smaller
width starting from a bisection that satisfies the particular conditions of the lemma. This construction is
much more complicated than just switching two nodes but can still be computed in polynomial-time.
Finally, the proof of Lemma 16 follows by the fact that either the zero bisection is M1 or there is another
bisection (obtained by swapping two non-adjacent nodes from different sides of the zero bisection) that is
either weak or strong. Hence, it is also necessary that the strongly minimal bisection enjoys this property.
So, at a high-level, our local-search algorithm takes as input a non-forbidden non-extremal graph and
works as follows.
1. It starts from an arbitrary bisection of the input graph.
2. It continuously considers a new bisection of strictly smaller width by swapping two nodes in different
sides of the current bisection. When this is not possible anymore, it proceeds with Step 3.
3. It checks whether the current bisection has a node with degree n−2 and deficiency −2 on one side and
the other side is a clique of nodes with deficiency 0 (i.e., it checks whether the condition of Lemma 8
apply). If this is the case, it uses the modification in the proof of Lemma 8 to obtain another bisection
of strictly smaller width and goes to Step 2.
4. It checks whether the current bisection is a zero bisection. If this is the case and the bisection is notM1,
it computes a bisection by swapping two non-adjacent nodes in different sides of the current bisection
and goes to Step 2.
5. It defines an mbM profile of initial preferences for the input graph using the machinery in the proof of
• Lemma 9, if the bisection is M1;
• Lemma 11, if the bisection is M2;
• Lemma 12, if the bisection is M3.
6. It outputs the mbM profile of initial preferences.
First, observe that the width of the bisection strictly decreases every time a new bisection is constructed
at Steps 2 or 3. Also, observe that if we reach Step 4 and the current bisection is an M1 zero bisection,
the algorithm moves to Steps 5 and 6 and then terminates. Otherwise, suppose that Step 4 constructs a
new bisection and the algorithm proceeds with Step 2. Then, by the proof of Lemma 16, we have that the
new bisection obtained is not zero and has the same width as the previous one. Therefore, if the algorithm
reaches Step 4 again with the same bisection, it will proceed to Steps 5 and 6 and terminate. This implies
that the width of the bisection strictly decreases every two iterations of Steps 2, 3, and 4 (except possibly
the last two), and that the algorithm terminates after O(n2) steps.
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Finally, we remark that when the algorithm reaches Step 5, the current bisection is strongly locally
minimal and is either non-zero or zero and M1. Therefore, the proofs of Lemmas 13, 14, 16 (can be adapted
to) show that such a bisection is either M1, M2, M3. Hence, by applying Lemmas 9, 11, or 12, the desired
mbM profile of initial preferences will be computed.
4 Hardness for Weaker Minorities
We next show that deciding if it is possible to subvert the majority starting from a weaker minority is a
computationally hard problem.
Theorem 17. For every constant 0 < ε < 1
8
, given a graph G with n nodes, it is NP-hard to decide whether
there exists an mbM profile of initial preferences with at most n
(
1
4
− ε
)
nodes with initial preference 1.
We will use a reduction from the NP-hard problem 2P2N-3SAT, the problem of deciding whether a 3SAT
formula in which every variable appears as positive in two clauses and as negative in two clauses has a
truthful assignment or not (the NP-hardness follows by the results of [17]).
Given a Boolean formula φ with C clauses and V variables that is an instance of 2P2N-3SAT (thus
3C = 4V and C is a multiple of 4), we will construct a graph G(φ) with n nodes such that there exists a
profile of initial preferences with at most n
(
1
4
− ε
)
nodes of G(φ) with preference 1 such that a sequence
of updates can lead to a stable profile in which at least n/2 nodes have preference 1 if and only if φ has a
satisfying assignment.
The graph G(φ) has the following nodes and edges. For each variable x of φ, G(φ) includes a variable
v1(x) v2(x) v3(x) v4(x) v5(x) v6(x) v7(x) v0(x) v7(x) v6(x) v5(x) v4(x) v3(x) v2(x) v1(x)
w0(x)
w4(x)w3(x)w2(x)w1(x) w5(x) w6(x) w7(x)
x x
Figure 1: The variable gadget.
gadget for x consisting of 25 nodes and 50 edges (see Figure 1). The nodes of the variable gadget for x are
the literal nodes, x and x, nodes v1(x), . . . , v7(x), nodes v1(x), . . . , v7(x), nodes v0(x) and w0(x), and nodes
w1(x), . . . , w7(x). The edges are (x, vi(x)) and (x, vi(x)) for i = 1, . . . , 7, (vi(x), vi+1(x)) and (vi(x), vi+1(x))
for i = 1, . . . , 6, (v0(x), v7(x)), (v0(x), v7(x)), (v0(x), w0(x)), (w0(x), vi(x)), (w0(x), vi(x)) and (w0(x), wi(x))
for i = 1, . . . , 7. For each clause c of φ, graph G(φ) includes a clause gadget for c consisting of 18 nodes
and 32 edges (see Figure 2). The nodes of the gadget are the clause node c, nodes u1(c), u2(c), and nodes
υ1(c), . . . , υ15(c). The 32 edges are (c, u1(x)), (c, u2(x)), and (ui(c), υj(c)) with i = 1, 2 and j = 1, . . . , 15. In
G(φ), for every clause c, the clause node c is connected to the three literal nodes corresponding to the literals
that appear in clause c in φ. Therefore, each literal node is connected to the two clauses in which it appears.
Graph G(φ) includes a clique of even size N , with 12C ≤ N ≤ 95C
16ε
− 123C
4
; the clique is disconnected from
the rest of the graph. Graph G(φ) includes N + 99C
4
additional isolated nodes. Overall, the total number of
nodes in G(φ) is n = 2N + 99C
4
+ 25V + 18C = 2N + 123C
2
.
A profile of initial preferences to the nodes of G(φ) is called proper if: for every variable x, it assigns
preference 1 to node w0(x) and to exactly one literal node of the gadget of x; for every clause c, it assigns
preference 1 to nodes u1(c) and u2(c); it assigns preference 1 to exactly
N
2
nodes of the clique;
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υ1(c)
υ2(c) υ3(c) υ13(c) υ14(c)
υ15(c)
u1(c) u2(c)
c
Figure 2: The clause gadget.
it assigns preference 0 to all the remaining nodes. Hence, in a proper profile the number of nodes with
preference 1 is 2V +2C+ N
2
= 7C
2
+ N
2
≤ n(1
4
−ε); the inequality follows by the upper bound in the definition
of N .
Theorem 17 will follow by the next two lemmas. The first lemma proves that G(φ) has a proper profile
of initial preferences that leads to a majority of nodes with preference 1 if and only φ is satisfiable.
Lemma 18. The Boolean formula φ is satisfiable if and only if there exists a proper profile of initial pref-
erences to the nodes of G(φ) so that a stable profile with at least n/2 nodes with preference 1 can be reached
by a sequence of updates.
Proof. First observe that every clique node switches her preference to 1 (as the strict majority of its neighbors
has initially preference 1 and this number gradually increases until all clique nodes switch to 1).
We next prove that starting from a proper profile of initial preferences, there is a sequence of updates that
leads to a stable profile in which 17 nodes of every variable gadget have preference 1. To see this, consider
a proper profile that assigns preference 1 to x (and to w0(x)) and the following sequence of updates: node
v1(x) switches from 0 to 1; then, for i = 1, . . . , 6, node vi+1(x) switches to 1 immediately after node vi(x);
node v0(x) switches to 1 after node v7(x); finally, w1(x), . . . , w7(x) can switch in any order. Observe that
in this sequence any switching node is unhappy since has a strict majority of nodes with preference 1 in its
neighborhood. Also, the resulting profile where the 17 nodes w0(x), w1(x), . . . , w7(x), v0(x), v1(x), . . . , v7(x),
and x have preference 1 is stable, i.e., no node in the gadget is unhappy. Indeed, for each node with preference
1, the strict majority of the preferences of its neighbors is 1. Hence, the node has no incentive to switch to
preference 0. For each of the remaining nodes (with preference 0), at least half of its neighbors is 0. Hence,
this node has no incentive to switch to preference 1 either. A similar sequence can be constructed for a
proper profile that assigns preference 1 to node x (and w0(x)) of the gadget for variable x. Intuitively, the
two proper profiles of initial preferences simulate the assignment of values True and False to variable x,
respectively.
In addition, it is easy to see that starting from a proper profile, there is no sequence of updates that
reaches a stable profile where more than 17 nodes in a variable gadget have preference 1 (the observation
needed here is the same that guarantees that we reach a stable profile above).
Let us now consider the clause gadgets associated with clause c of φ. We observe that, starting from a
proper profile of initial preferences, there exists a sequence of updates that leads to a stable profile in which
17 nodes of the clause gadget have preference 1. Indeed, starting from the proper assignment of preference 1
to nodes u1(c) and u2(c), nodes υ1(c), . . . , υ15(c) will switch from 0 to 1 in arbitrary order (for each of them
both neighbors have preference 1). After these updates, at least 15 out of 17 neighbors of u1(c) and u2(c)
have preference 1 and both neighbors of the nodes υ1(c), . . . , υ15(c) have preference 0. Hence, none among
these nodes have any incentive to switch to preference 0.
Let us now focus on the clause nodes and observe that node c in the corresponding clause gadget will
switch to 1 if and only if at least one of the literal nodes corresponding to literals that appear in c have
preference 1 (since the degree of a clause node is five and nodes u1(c) and u2(c) have preference 1). This
switch cannot trigger any other switch in literal nodes or in nodes of clause gadgets since the preference of
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these nodes coincides with a strict majority of preferences in its neighborhood. Hence, the fact that a clause
node has preference 1 (respectively, 0) corresponds to the clause being satisfied (respectively, not satisfied)
by the Boolean assignment induced by the proper profile of initial preferences. Eventually, the updates lead
to an additional number of C clause nodes adopting preference 1 in the stable profile if and only if φ is
satisfiable.
In conclusion, we have that if φ is satisfiable there is a sequence of updates converging to a profile with
17V + 17C + N + C = N + 123C/4 = n/2 nodes with preference 1. Otherwise, if φ is not satisfiable, any
sequence of updates converges to a stable profile with strictly less than n/2 nodes having preference 1.
We conclude the proof by showing that it is sufficient to restrict to proper assignments as non-proper
assignments will never lead to a stable profile with a majority of nodes with preference 1.
Lemma 19. For non-proper profiles that assign preference 1 to at most 7C
2
+ N
2
nodes, there is no sequence
of updates converging to a stable profile with at least n/2 nodes having preference 1.
Proof. First observe that if the total number of clique and isolated nodes with preference 1 is strictly less
than N
2
, then no clique node with preference 0 will adopt preference 1 (this holds trivially for isolated nodes
too). Thus, in this case, even counting all nodes in variable and clause gadgets, any sequence of updates will
converge to a stable profile with at most 25V + 18C + N
2
− 1 < n
2
nodes with preference 1 (the inequality
follows since N ≥ 12C).
Let us now focus on a profile of initial preferences that assigns preference 1 to at most 7C/2 = 2C + 2V
nodes from variable and clause gadgets. Suppose that this profile of initial preferences is such that a sequence
of updates leads to a stable profile with at least n/2 nodes with preference 1. We will show that this profile
of initial preferences must be proper.
First, observe that if at most one node in a variable gadget is assigned preference 1, then all nodes in
the gadget will eventually adopt preference 0 after a sequence of updates. Indeed, a literal node will have
at least six neighbors with preference 0 and at most three with preference 1, and any non-literal node will
have at most one out of at least three of its neighbors with preference 0.
Consider now profiles of initial preferences that assign preference 1 to two nodes of the variable gadget
of x in a non-proper way. We show that any sequence of updates leads to a profile in which all nodes of the
gadget adopt preference 0.
Indeed, assume that w0(x) has preference 1 and both x and x have preference 0. Clearly, the nodes
w1(x),. . . , w7(x) can switch from 0 to 1 in any order. Among the non-literal nodes vi(x) and vi(x), only
one among the degree-3 nodes v0(x), v1(x), and v1(x) can switch from 0 to 1; this can only happen if the
second node with preference 1 is in the neighborhood of one of these nodes (i.e., to some of the nodes v7(x),
v7(x), v2(x), or v2(x)). But then, the literal nodes will have at most four neighbors with preference 1 and
they cannot switch to 1. So, no other node has any incentive to switch from 0 to 1. Then, w0(x) has at
least 13 among its 22 neighbors with preference 0 and will switch from 1 to 0, followed by the nodes w1(x),
..., w7(x) that will switch back to 0 as well. Then, there are at most two nodes with preference 1 among the
nodes vi(x) and vi(x) that will eventually switch to 0 as well (since they have degree at least three).
Assume now that literal node x has preference 1 (the case for x is symmetric) and that w0(x) has
preference 0. Then, only the degree-3 node v1(x) that is adjacent to x can switch to 1 provided that the
second node with preference 1 is node v2(x). Now notice that no other node can switch from 0 to 1. Even
worse, the literal node x has at least five (out of nine) neighbors of preference 0 and will switch from 1 to 0.
And then, we are left with at most two nodes with preference 1 among the nodes vi(x) and vi(x) that will
eventually switch to 0 as well.
Finally, we consider the case in which w0(x) and the two literal nodes have preference 0. Now the only
node that can initially switch from 0 to 1 is v0(x) provided that the two nodes with preference 1 are v7(x)
and v7(x). But then, there is no other node that can switch from 0 to 1 and, eventually, nodes v7(x) and
v7(x) will switch to 0 and finally node v0(x) will switch back to 0.
We have covered all possible cases in which a variable gadget has a non-proper assignment of preference
1 to two nodes and shown that in all of these cases, all nodes of the gadget will switch to preference 0. On
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the other hand, as discussed in the proof of Lemma 18, a proper profile of initial preferences can end up with
preference 1 in 17 nodes of the variable gadget.
Now, observe that if at most one node in a clause gadget has preference 1 (or two nodes are assigned
preference 1 in a non-proper way), then all the 17 non-clause nodes in the gadget will end up with preference
0. This is due to the fact that none among the nodes υ1(c), ..., υ15(c) can switch from 0 to 1 since at least
one of their neighbors will have preference 0. But this means that nodes u1(c) and u2(c) are adjacent to
many (i.e., at least 13) nodes with preference 0; so, they will also switch to 0. And then, if there is still some
node υi(c) with preference 1, it will switch to 0 since both its neighbors have preference 1.
Now, by denoting with V0, V1, V3 the number of variable gadgets that have 0, 1 or at least 3 nodes with
preference 1 and by V2p and V2n the number of variable gadgets with proper and non-proper assignment of
preference 1 to exactly two nodes, we have V = V0+V1+V2n+V2p+V3 and, by denoting with C0, C1, and C3
the number of clause gadgets with 0, 1, and at least 3 nodes with preference 1 in nodes other than the clause
node and by C2p and C2n the number of clause gadgets with two nodes with preference 1 assigned in a proper
and non-proper way, we have C = C0+C1+C2n+C2p+C3. Since the total number of nodes with preference
1 does not exceed 2V + 2C, we have V1 + 2V2n + 2V2p + 3V3 + C1 + 2C2n + 2C2p + 3C3 ≤ 2V + 2C from
which we get V3+C3 ≤ 2C0+C1+2V0+V1. Now consider the difference between the number of nodes with
preference 1 in any stable profile reached after a sequence of updates and the quantity 17V +18C. It is at most
17V2p+25V3+C0+C1+C2n+18C2p+18C3−17V −18C = −17V0−17V1−17V2n+8V3−17C0−17C1−17C2n ≤
−V0−9V1−17V2n−C0−9C1−17C2n−8C3. Hence, if at least one of V0, V1, V2n, C0, C1, C2n, and C3 is positive,
the proof follows since the number of nodes with preference 1 will be strictly less than N+17V +18C = n/2.
Otherwise, i.e., if all these quantities are 0, this implies that C = C2p and V = V2p+V3 which in turn implies
that V3 = 0 since the number of nodes with preference 1 cannot exceed 2C+2V . Hence, the only case where
a sequence of updates may lead to a stable profile with at least N + 17V + 18C nodes having preference 1
is when the profile of initial preferences is proper. The claim follows.
Checking whether minority can become majority. We next show that, given a graph G and a profile of initial
preferences s0, it is possible to decide whether s0 is mbM for G in polynomial time. Moreover, if this is the
case, then there is an efficient algorithm that computes the subverting sequence of updates. This algorithm
was used in [4] for bounding the price of stability.
Theorem 20. There is a polynomial time algorithm that, given a graph G = (V,E) and a profile of initial
preferences s0, decides whether s0 is mbM for graph G and, if it is, it outputs a subverting sequence of
updates.
Proof. Consider the following algorithm that receives as input an n-node graph G = (V,E) and a profile s0
with less than n/2 nodes with initial preference 1:
Step 1: While there exists an unhappy node v whose current preference is 0, update v’s preference to 1.
Step 2: While there exists an unhappy node v whose current preference is 1, update v’s preference to 0; let
s
′
0 denote the profile at the end of this phase.
Step 3: If preference 1 is a majority in s′0, then return “yes” and output the sequence of updates of the first
and second phase; otherwise, return “no”.
Clearly, the running time of the algorithm is polynomial in the size of the input graph, since each node
updates its preference at most twice. The fact that s′0 is a stable profile is proved in [4, Lemma 3.3]. We
next show that s′0 is actually the stable profile that maximizes the number of nodes with preference 1. We
refer to updates that change the preference from x to x as x-to-x moves.
Consider a sequence σ of updates leading to a stable profile s that maximizes the number of nodes with
preference 1. We will show that there is another sequence of updates that has the form computed by the
two-phase algorithm described above and converges to a stable profile in which the agents with preference 1
are at least as many as in s. We start by constructing a first sequence of moves σ′ from s0 to s that contains
at most two moves per agent and has the following properties: 0-to-1 moves are only executed by unhappy
agents and precede the 1-to-0 moves, which may or may not executed by unhappy agents. To construct the
sequence σ′, we repeatedly apply the following procedure to the sequence σ until this is no longer possible:
pick an agent i that performs an 1-to-0 move just before the 0-to-1 move of agent i′; if i = i′ (this is possible
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when applying the process repeatedly), simply remove both moves from the sequence; otherwise, swap the
moves in the sequence. The crucial observation is that 0-to-1 moves are shifted to the beginning of the
sequence in this way. Note that such a move will be still executed by an unhappy node if it survives the
application of the swap process (because if the corresponding agent was unhappy after a 1-to-0 move, it will
also be unhappy also before it). In contrast, the repeated application of the swap process shifts 1-to-0 moves
to the end of the sequence.
We now construct a sequence σ′′ by keeping the 0-to-1 moves as in σ′ and by completing the sequence
with additional 1-to-0 updates until reaching a stable profile. We observe that the new sequence cannot
contain any other 1-to-0 move besides the ones in σ′ (otherwise, s would not be a stable profile). Hence, if
σ has the maximum number of nodes with preference 1, so does σ′′. The theorem follows by observing that
σ′′ has the form computed by the algorithm.
5 Conclusions and Open Problems
In this work we showed that, for any social network topology except very few and extreme cases, social
pressure can subvert a majority. We proved this with respect to a very natural majority dynamics in the
case in which agents must express preferences. We also showed that, for each of these graphs, it is possible
to compute in polynomial time an initial majority and a sequence of updates that subverts it. The initial
majority constructed in this way consists of only ⌈(n+1)/2⌉ agents. On the other hand, our hardness result
proves that it may be hard to compute an initial majority of size at least 3n/4 that can be subverted by the
social pressure. The main problem that this work left open is to close this gap.
Even if computational considerations rule out a simple characterization of the graphs for which a large
majority can be subverted, it would be still interesting to gain knowledge on these graphs. Specifically, can
we prove that the set of graphs for which large majority can be subverted can be easily described by some
simple (but hard to compute) graph-theoretic measure? We believe that our ideas can be adapted (e.g., by
considering unbalanced partitions in place of bisections), for gaining useful hints in this direction.
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