Abstract. In this paper, we mainly investigate distortion and covering theorems on some classes of pluriharmonic mappings.
Introduction and preliminaries
The notion of linear-invariant family (hereafter LIF ) of holomorphic functions defined on the unit disk D := {z ∈ C : |z| < 1} was first introduced by Pommerenke in [19] and showed a number of important properties of such families. Recall that if A denotes the family of all holomorphic functions f on D with the topology of uniform convergence of compact subsets of D, then a subfamily F of A is called linear-invariant if it is closed under the re-normalized composition with a conformal automorphism of D. If the modulus of the second Taylor coefficient is bounded in F , then the order α of the LIF is defined to be α := sup{|f ′′ (0)|/2 : f ∈ F }.
Many properties of a LIF depends on the order of the family. A universal LIF of order α, denoted by U α , is the union of all LIF 's F such that order of F less than or equal to α. The fact is that U α is empty if α < 1 and U 1 coincides with the family of all normalized holomorphic functions f which univalently map D onto convex domains, see [19] . Also, a LIF of order 2 is the family S of normalized univalent functions from A. Moreover, it has been proved that many subfamilies of univalent mappings on D are linearly invariant, see for example [13] and the references therein.
For the regularity growth of functions on U α , we refer to [2, 21, 22] . The concept of linear invariance was generalized by many authors in many different contexts and in 1997, Pfaltzgraff [16] extended this concept for locally holomorphic functions defined on the unit ball of the complex Euclidean n-space C n and many properties were further discussed in [17, 18] . For our discussion, we need to deal with such problems in the higher dimensional case.
As with the standard practice, for z = (z 1 · · · z n ) and w = (w 1 · · · w n ) in C n , we let z = (z 1 · · · z n ), and z, w := Throughout the discussion an element z ∈ C n is identified as an n×1 column vector. For a ∈ C n and r > 0,
denotes the (open) ball of radius r with center a. Also, we let B n (r) := B n (0, r) and use B n to denote the unit ball B n (1), and D = B 1 . A continuous complex-valued function f defined on a domain G ⊂ C n is said to be pluriharmonic if for each fixed z ∈ G and θ ∈ ∂B n , the function f (z + θζ) is harmonic in {ζ ∈ C : θζ − z < d G (z)}, where d G (z) denotes the distance from z to the boundary ∂G of G. It follows from [20, Theorem 4.4.9 ] that a real-valued function u defined on G is pluriharmonic if and only if it is locally the real part of a holomorphic function. If Ω is a simply connected domain in C n , then it is clear that a mapping f : Ω → C is pluriharmonic if and only if f has a representation f = h + g, where h, g are holomorphic in Ω (cf. [25] ). A vector-valued mapping
T defined in B n is said to be pluriharmonic, if each component f j (1 ≤ j ≤ N) is a pluriharmonic mapping from B n into C, where N is a positive integer and T is the transpose of a matrix. We refer to [4, 6, 7, 11, 12, 20] for further details and recent investigations on pluriharmonic mappings.
For an n × n complex matrix A, we introduce the operator norm
We use L(C n , C m ) to denote the space of continuous linear operators from C n into C m with the operator norm, and let I n be the identity operator in L(C n , C n ). We denote by PH(B n , C n ) the set of all vector-valued pluriharmonic mappings from B n into C n . Then every f ∈ PH(B n , C n ) can be written as f = h + g, where h and g are holomorphic in B n , and this representation is unique when g(0) = 0. It is a simple exercise to see that the real Jacobian determinant of f can be written as
and if h is locally biholomorphic (i.e. the complex Jacobian matrix J f (z) of f at each z is invertible), then the determinant of J f has the form
In the case of a planar harmonic mapping f = h + g, we find that
and so, f is locally univalent and sense-preserving in D if and only if |g
is analytic in D and has the property that |ω(z)| < 1 in D (see [10, 14] ). For f = h+g ∈ PH(B n , C n ), the condition Dg[Dh] −1 < 1 is sufficient for det J f to be positive and hence for f to be sense-preserving. This is indeed a natural generalization of one-variable condition (cf. [11] ).
For motivation, consider the Taylor expansion of a function f = h+g ∈ PH(B n , C n ) with h(0) = g(0) = 0, where
As with one variable case, a LIF in B n is a family M of locally biholomorphic mappings f :
Here [17, 18] ) and thus, the classical definition of the order α of LIF introduced in the beginning is generalized as follows:
In [17, Theorem 3.1], it has been shown that α ≥ 1. As in the planar case, the universal linearly-invariant family M α of order α is defined as the union of all linearly invariant families of order less than or equal to α (cf. [19] ).
Our main aim of this paper is to extend the corresponding results of [23] and [24] to higher dimensional case.
Main results
Let PH(α, k) denote the set of all sense-preserving mappings
where h is locally biholomorphic and g is holomorphic in B n . Obviously, if n = 1, then PH(α, k) coincides with the set H(α, K) of [23] and [24] . As a generalization of [23, Theorem 1], we have. Theorem 1. For α < ∞, the classes PH(α, k) are compact with respect to the topology of almost uniform convergence in B n .
The derivative of f = h + g ∈ PH(B n , C n ) in the direction of vector θ ∈ ∂B n at the point z will be denoted by
where h and g are holomorphic in B n . We use the standard notations:
With this setting, we now present a generalization of [23, Theorem 2] .
In particular, if n = 1, then the estimate of (2.1) is sharp for θ = ± π 2 . Moreover, if z = re it , then the equality on the right of (2.1) is obtained for
and the equality on the left of (2.1) is obtained for
The following result is a covering theorem of PH(α, k).
, and the extreme function f = h + kh shows that this estimate is sharp, where
We remark that Theorem 3 is a generalization of [23, Theorem 3] .
For r ∈ (0, 1), a univalent mapping f = h+g ∈ PH(B n , C n ) with h(0) = g(0) = 0, Dg(0) = 0 and
is called fully starlike if it maps every ball B n (r) onto a starlike domain with respect to the origin, where h is locally biholomorphic and g is holomorphic in B n (cf. [8] ). The following result is a generalization of [5, Theorem 1.3].
Theorem 5. Let r ∈ (0, 1) and f = h + g ∈ PH(B n , C n ) be fully starlike, where h is locally biholomorphic and g is holomorphic in B n . Then for all z ∈ B n (r),
where r 0 = 4α/(1 + 4α
2 ); (b) f differs from zero in B n (r 0 )\{0}.
We remark that 4α
where K (≥ 1) is a constant. Here f ∈ W 1 n,loc (Ω) means that the distributional derivatives ∂f j /∂x k of the coordinates f j of f are locally in L n (Ω) and J f (x) denotes the Jacobian of f (cf. [26] ).
Let
, where u j and v j are real pluriharmonic functions from B n into R. We denote the real Jacobian matrix of f by
R denote the unit ball of R 2n . Then 
where m ≈ 4.2, det J f (0) = 1, h is a K-quasiregular mapping with K ≥ 1 and 0 < k n < 1 is a unique root such that
The roots k n in (0, 1) of the equation (2.3) for the values of n = 1, 2, 3, 4, 5 are listed in Table 1 for a ready reference.
The proofs of Theorems 1−6 will be presented in Section 3. 
Proofs of the main theorems
Using the last two inequalities, we easily have
By , we obtain that
Moreover, by the definition of PH(α, k), it follows that
Hence Dh m (z) and Dg m (z) are uniformly bounded in compact subsets of B n , which implies PH(α, k) are compact.
Proof of Theorem 2. Let f = h + g ∈ PH(α, k) for some α < ∞. By the definition of directional derivatives, we have
and similarly,
It follows that
Again, by elementary calculations, we have
By [Dh(0)] −1 h(z) ∈ M α and [17, Theorem 4.1], we deduce that
By (3.4) and (3.5), we get
Applying (3.7) and the inequality,
we conclude that
Now we prove (2.2). Let [0, z] be the segment from 0 to z ∈ B n . Then by using (3.9), we have
The proof of this theorem is complete.
Lemma A. ([15, Lemma 4])
Let A be an n × n complex (real) matrix with A = 0. Then for all unit vector θ ∈ ∂B n , the inequality
holds.
Proof of Theorem 3. Let ρ be the radius of the largest univalence ball of center 0 and contained in f (B n (r)). Then we have f (z 0 ) = ρ for some z 0 with z 0 = r. Let [0, f (z 0 )] denote the segment from 0 to f (z 0 ) and γ be a curve joining 0 and z 0 in B n (r), which is the preimage of [0, f (z 0 )] for the mapping f . We use γ(t) to denote a smooth parametrization of γ with γ(0) = 0 and γ(1) = z 0 , where t ∈ [0, 1].
Applying [17, Theorem 4.1 (4.2)] and Lemma A, we get
where
The proof of the theorem is complete.
Proof. If A * = (a ji ), then the product A * A is a positive semi-definite matrix. Let λ 1 , . . . , λ n (0 ≤ λ 1 ≤ · · · ≤ λ n ) be the n eigenvalues of the matrix A * A. Then λ n = max{ Aθ : θ ∈ ∂B n } and λ 1 = min{ Aθ : θ ∈ ∂B n }, which implies that
The proof of the lemma is complete. 
Proof of Theorem 5. By the inverse mapping theorem, we know that
Then for j, m ∈ {1, . . . , n}, we use Df −1 and Df −1 to denote the two n × n matrices (∂σ j /∂z m ) n×n and (∂σ j /∂z m ) n×n , respectively.
Differentiation of the equation f −1 (f (z)) = z yields the following relations
By (3.10), we get
Since Ω = f (B n (r)) is starlike, for each point z 0 ∈ B n (r) and t ∈ [0, 1], we have
for z ∈ B n (r). As before, by (3.11) and (3.12), we obtain that
is a diagonal matrix. Now we prove the second part of Theorem 5(a) and (b). By [17, Theorem 5 .7], we know that h(B n (r 0 )) is starlike. For ζ ∈ B n , let H(ζ) = h(r 0 ζ)/r 0 . Applying [1, Theorem 2.1] to H, we know that for ζ ∈ B n ,
which implies for z ∈ B n (r 0 ),
Then Theorem 5 (a) follows from (3.13), and Theorem 5 (b) easily follows from Theorem 5(a). The proof of the theorem is complete.
Proof of Theorem 6. We first prove the sufficiency of part (a). Without loss of generality, we assume that (3.14)
where K ≥ 1 is a constant. As in the proof of Theorem 4, (3.14) and Lemma 1, for z ∈ B n , we have
Moreover,
which by the last inequality gives that
and hence, f is a quasiregular mapping. Next we prove the necessity of part (a). We assume that for z ∈ B n , (3.16)
, where K 1 ≥ 1 is a constant.
As in the proof of Theorem 4, for z ∈ B n , by calculations and Lemma 1, we get , where m ≈ 4.2 and 0 < k n < 1 is a unique root such that 4n log 1 1 − k n = (4n − 1)
