Objective. There is increasing interest in identifying high-quality physicians, such as whether physicians perform above or below a threshold level. To evaluate whether current methods accurately distinguish above-versus below-threshold physicians, we estimate misclassification rates for two-category identification systems. Data Sources. Claims data for Medicare fee-for-service beneficiaries residing in Florida or New York in 2010. Study Design. Estimate colorectal cancer, glaucoma, and diabetes quality scores for 23,085 physicians. Use a beta-binomial model to estimate physician score reliabilities. Compute the proportion of physicians whose performance tier would be misclassified under three scoring systems. Principal Findings. In the three scoring systems, misclassification ranges were 8.6-25.7 percent, 6.4-22.8 percent, and 4.5-21.7%. True positive rate ranges were 72.9-97.0 percent, 83.4-100.0 percent, and 34.7-88.2 percent. True negative rate ranges were 68.5-91.6 percent, 10.5-92.4 percent, and 81.1-99.9 percent. Positive predictive value ranges were 70.5-91.6 percent, 77.0-97.3 percent, and 55.2-99.1 percent. Conclusions. Current methods for profiling physicians on quality may produce misleading results, as the number of eligible events is typically small. Misclassification is a policy-relevant measure of the potential impact of tiering on providers, payers, and patients. Quantifying misclassification rates should inform the construction of highperformance networks and quality improvement initiatives. Key Words. High-performance networks, reliability, misclassification, provider profiling, quality of care
One arena where such classifications are routine is health plans' development of high-performance networks (HPNs) of physicians. The physicians participating in an HPN are selected for their relatively strong performance with respect to lower cost and/or higher quality. Patients' access to physicians outside the network is typically disincentivized by factors such as increased copayments (Sinaiko and Rosenthal 2010) . HPNs were initially designed to identify providers with relatively low cost (Summer 2014 ), but they are increasingly targeting quality as well. One example from the commercial health insurance sector is the Cigna Care network, which includes physicians in its HPN if they are in the top 34 percent on quality-or, if cost data are available, the top 40 percent on quality and top 40 percent on cost-efficiency (Cigna Health Corporation 2016) .
Physicians who treat Medicare beneficiaries are increasingly being classified into performance groups, such as through Medicare Advantage plans with HPNs (Biles 2014 ). Many physicians who treat patients covered by traditional Medicare will soon be classified as above (or below) various performance thresholds under the Merit-based Incentive Payment System. Receipt of incentive payments will depend on their classifications (Centers for Medicare and Medicaid Services 2015); physicians and other eligible professionals with below-threshold performance on the composite performance measure will have their payments reduced while those labeled as above threshold will receive neutral or positive payment adjustments.
One challenge to these efforts is that individual physicians can be one of the most problematic groups to profile given their smaller patient populations relative to other larger profiling targets and the reductions in the number of patients eligible for any given measure due to patients switching providers or health plans. Furthermore, summarizing the care provided by physicians often relies not only on attributing patient index visits but also all related visits . Using data from commercial plans, several authors have found low reliabilities for measuring some aspects of physician quality (Hofer et al. 1999; Scholle et al. 2008; Sequist et al. 2011; Smith et al. 2013) and cost profiles (Hofer et al. 1999; Adams et al. 2010) . Reliability is a key metric for evaluating whether a measure is suitable for profiling because it indicates the proportion of signal versus noise contained in a physician's quality profile. The signal in this case is the proportion of the variability in measured performance that can be explained by real differences in provider performance. A reliability level of zero can be interpreted as meaning that all the variability in the profiles is attributable to measurement or sampling error. A reliability level of 1 can be interpreted as meaning that all the variability is attributable to real differences in performance.
While users appreciate the importance of reliability as a relative measure, few have a good sense of how much better a value of 0.8 is than a value of 0.7 or whether either value is "good enough" for a particular purpose. In fact, the notion of what constitutes "good enough" might vary depending on the objective-for example, whether it is to classify physicians into three bins (e.g., providers who are significantly above or below average or not significantly different from average) (Paddock, Adams, and Hoces de la Guardia 2014) or two bins (e.g., top performers vs. others), along with how top performance is to be defined (e.g., top 10 percent vs. top 25 percent) (Paddock and Louis 2011; Paddock 2014) . The purpose of the profiling can guide the choice of a loss function to evaluate the usefulness of a quality measure in absolute terms (Lin et al. 2006) . Following this logic, Normand et al. (2007) compute the minimum numbers of patients needed to classify hospitals into performance tiers with high levels of sensitivity for hospital profiling of acute myocardial infarction care. In the context of developing physician cost profiles, Adams et al. (2010) computed rates of misclassifying physicians as having costs in the lowest 25 percent versus not for a combined dataset of four large health plans in Massachusetts. They found provider cost profiles had reliabilities less than 0.7 in 59 percent of cases and physician performance was misclassified 22 percent of the time, thereby supplementing the reliability information with an absolute and policy-relevant metric that raised concerns about characterizing physician costs in this way.
An often overlooked reliability issue is the effect that lower reliability can have on estimating the cut points used for classifying physician performance. If means or percentiles are used as cut points, they must be estimated from the physician score distribution. Lower reliability estimates of physician scores will have an effect on the precision of the estimates of these cut points. A physician may be misclassified by either an unreliable score or an imprecisely estimated cut point.
There is the potential to miss gains from recognizing and encouraging high-quality care when provider performance is misclassified, such as including physicians in an HPN who are erroneously classified as above a performance threshold while excluding those performers with true strong performance who are incorrectly classified below the threshold (Kassirer 1994; Werner and Asch 2005) . Despite these risks, misclassification rates for quality measures at the physician level have yet to be assessed. We thus examine rates of misclassification of provider performance in this paper, highlighting the importance of evaluating misclassification risk given the context of identifying high-performing physicians. We illustrate using three HEDIS â process-of-care measures applied to
Medicare fee-for-service (FFS) beneficiaries from the states of Florida and New York.
METHODS

Study Population and Measures
The study population is composed of primary care physicians with at least one attributed quality measure who served Medicare FFS beneficiaries residing in New York or Florida in 2010. Beneficiary care was attributed to physicians according to the majority of the payments for evaluation and management visits 
Calculation of Reliability
Both misclassification rates and reliabilities are calculated by fitting the appropriate hierarchical model. In many health care provider profiling settings, a hierarchical linear model (HLM) is used, assuming normal errors and normal mixing distributions. Given the true provider performance rate is between 0 and 1, we will instead use the beta-binomial model, which is a more natural fit for estimating the reliability of provider performance based on simple pass/ fail rate measures such as colorectal cancer screening, glaucoma screening, and most other HEDIS measures. Applying the standard HLM to reliability calculations in this context would require an assumption of asymptotic normality of physician-level score estimates, which might not be tenable for physician profiling when the number of opportunities for physicians to pass quality indicators is small. Our approach to computing reliabilities of provider performance estimates follows (Adams 2009 ). We assume that each physician has a true pass rate, p. This true pass rate could vary from physician to physician if there is variation in how physicians deliver the care indicated by the quality measure. The observed pass rate,p, will vary because the number of events is small and subject to random variation around the true rates. Under the beta-binomial model, the physician's score is modeled as a binomial random variable conditional on the physician's true value:
and a physician's true performance is assumed to come from a beta distribution:
where a and b parameters characterize the distribution of performance among all providers in the population, such that the mean and variance of p i are l and r 2 provider : Figure 1 illustrates the flexibility of the beta distribution for modeling pass rates from 0 to 1 for various values of a and b. The distribution can be symmetric or skewed left or right to represent populations of physicians with low or high averages, or even U-shaped to represent populations that nearly separate into high and low subpopulations. The beta distribution has the advantage of great flexibility on the unit interval with a parsimonious two parameters.
The reliability of the estimate of physician i's pass rate is estimated as:
The variance of physician i's pass rate is the right-hand quantity in the denominator of the reliability calculation. It is estimated as the usual binomial variance for the error, wherep i is the observed pass rate for physician i based on n i opportunities. As the number of opportunities a physician has to pass the quality indicator and the estimated pass rate vary across physicians, each physician's quality profile has a different reliability.
We will explore three scoring systems based on a high-performance or two-category network (Draper, Liebhaber, and Ginsburg 2007) . The first system will be a simple assignment of a provider to above or below the mean. The second system will identify a narrow HPN by identifying providers with performance above the 75th percentile. The third system will define a broad network with exclusions of providers with performance at or below the 25th percentile. For each system, we will create two sets of thresholds that will define the two performance categories. The first will be the simple mean or the simple percentile of the observed pass rates for providers. The second will be reliability-adjusted thresholds that are estimated using the beta-binomial model.
Calculation of Misclassification
Fundamentally, reliability is the measure of whether it can be determined that a physician is different from his or her peers. One concern is that, for most users, interpreting reliability is not intuitive. Additionally, there is no agreement on a gold standard level of reliability for quality profiling. We will illustrate the relationship between misclassification and reliability of physician quality measures using the example scoring systems. In this illustrative application, the physicians who are above the cut point are labeled "above threshold" and the remaining labeled "below threshold." In such a categorization system, there are two types of misclassification errors: (1) flagging an abovethreshold physician as being below the threshold (equivalent to a false negative) and (2) flagging a below-threshold physician as above threshold (equivalent to a false positive). We will also examine the overall misclassification rate, which is the population-weighted sum of these two error rates. Positive predictive values and negative predictive values are other metrics we present. Positive predictive value characterizes the probability that a physician flagged as above threshold actually has above-threshold performance. Positive predictive value may be the most relevant summary from a plan enrollee's point of view in terms of trusting whether the physicians included in an HPN are actually better-performing than others (Sinaiko and Rosenthal 2010) . To estimate the misclassification probabilities for primary care physicians, we performed the following steps:
1. Estimate the mean or percentile of the observed quality score from the data. 2. Estimate the physician-to-physician distribution using the beta-binomial model. 3. Determine where the mean or percentile of the observed quality score falls in the estimated beta scale.
4. For each physician, calculate the misclassification probability under the beta distribution assumption. 5. Sum the misclassification probabilities.
We will also examine whether misclassification risk varies according to the choice of using a simple mean or percentile versus a reliability-adjusted cut point. We will also explore the possibility of reducing misclassification with sample size minima, albeit for a reduced fraction of the providers profiled. Table 1 presents summary statistics of the measure pass rates and number of attributed denominator events for the physician study population. Note that even for these relatively high prevalence measures that apply to a broad subset of the Medicare FFS beneficiary population, many physicians will not meet minimum sample size requirements of 11 or 30 assigned measures that are used in some quality profiling efforts (National Committee for Quality Assurance 2014). The diabetes composite applies to a smaller subset of the population but is based on four indicators per beneficiary. Table 2 presents the beta-binomial parameter estimates for a, b, l, and r 2 provider . The average reliability-adjusted pass rate is lowest for colorectal cancer (0.32 in Florida and 0.30 in New York), near 0.50 in both states for glaucoma screening, and highest for the diabetes composite (0.79 in both states), as indicated by the l estimates. The smallest provider-to-provider variance in the pass rates is for colorectal cancer, as indicated by comparing the estimates of r 2 provider across measures; for a given denominator size andp i , the measurement reliability will be highest for glaucoma screening and lowest for colorectal cancer screening. Figure 2 presents the estimated beta distributions based on the parameter estimates of Table 2 . The distributions across states are similar within measure. The thin set of vertical lines show the cut points based on estimated means or percentiles from a simple calculation on physician-level score (e.g., number of passes/number of eligible events). The thick set of vertical lines in Figure 2 show the model-based cut points, estimated as l or percentiles under the beta-binomial model. The latter cut points are adjusted for varying provider reliabilities, thereby giving more weight to providers with higher reliabilities. For colorectal cancer and glaucoma screening, the betabinomial model-based estimate for the mean is higher than the empirical estimate, though the model and empirical means are almost identical for the diabetes measures. This would not necessarily be true in other settings or for other measures. In most cases, the 25th and 75th empirical percentiles are farther from the mean than the model-based percentile estimates. These graphs illustrate that accounting for reliability in cut point estimation can yield different results. Table 3 presents the misclassification rates for the six state-measure combinations for a mean-based high-performance system (Table 3A) , broad network with exclusions of providers below the 25th percentile of performance (Table 3B) , and the narrow HPN of providers above the 75th percentile of performance (Table 3C ). The true positive rate is the probability that a physician who is actually above the mean or percentile will be classified as above threshold. The true negative rate is the probability that a physician who is actually below the mean or percentile will be classified as below threshold. The misclassification rate combines these two error types weighted by the true proportions. The positive and negative predictive values are the probabilities of getting an actual above-threshold or below-threshold physician when selecting physicians labeled as above threshold or below threshold, respectively. The empirical cut points section of Table 3 presents the results for an HPN as it would be typically implemented using the observed means or percentiles of the provider scores as the cut point. The reliability-adjusted cut points section shows the mean or percentiles from the beta-binomial model as the cut points. The general reduction in misclassification rates for the modelbased cut point analysis relative to the empirical cut point analysis illustrates the influence of imprecisely estimated cut points on misclassification. However, the performance in the model-based cut points system in the table is overly optimistic as the model-based cut points are assumed to be true in the misclassification calculations. A 50 percent misclassification rate is equivalent to a coin toss and reflects a no-information tiering scenario. All misclassification rates in Table 3 are less than 50 percent, with a range of 4.5 percent to 25.7 percent, indicating there is information provided for each state-measure-denominator restriction combination. The denominator restrictions column in Table 3 breaks out alternative misclassification calculations restricting to the providers with sample sizes above various minima. As expected, misclassification improves by discarding the smaller sample size physicians. However, this improvement comes at a cost of reducing the fraction of the physicians that can be scored (percent of physicians profiled column). Even with the relatively low standard of denominator sizes of 11 or more, the denominator restriction can exclude as many as 50 percent of the physicians from tiering. The implications of the misclassification rates for designing HPN can be illustrated using results from the Florida data analysis in Table 3B . If the network designer's goal was to classify providers on diabetes care as above threshold for a broad network with exclusions only if the misclassification rate was less than 10 percent, Table 3B shows the minimum denominator size required would be 30, and the median reliability of providers in such a system would be 0.775. However, other measures may have different minimum denominator size requirements. The median reliability column in Table 3 facilitates comparing reliabilities to misclassification rates. Although there is no agreement on a level of reliability that is considered acceptable across all physician profiling applications, 0.70 has been suggested as a minimum and levels of 0.85-0.90 for high-stakes applications (Roland et al. 2009 ). Even median reliabilities in these broadly accepted ranges can produce misclassification. Table 3 shows that median physician reliabilities of greater than 0.90 (e.g., glaucoma screening in NY, minimum denominator size of 100) can produce misclassification rates of more than 10 percent, while those greater than 0.70 can still result in misclassification rates of 20 percent or more. Unlike reliabilities, which are identical across Table 3A -C, the misclassification rates vary depending upon the stringency of the hurdle, highlighting the importance of considering both reliability and misclassification.
RESULTS
There is an interesting and perhaps surprising simple cut point effect for some of the scenarios. Consider the pattern of the 25th percentile results for CRC in New York (Table 3B ). For the reliability-adjusted cut point, the true positive rate increases from 79.0 percent to 89.5 percent monotonically as the minimum sample size is increased. Similarly, the true negative rate increases monotonically from 71.6 percent to 83.0 percent as the sample size minimum is increased. Contrast this with the corresponding empirical cut point case where the true positive rate increases from 96.6 percent to 100.0 percent. However, the true negative rate decreases from 24.0 percent to 10.5 percent. This is explained by providers whose true scores are between the empirical and reliability-adjusted cut points. The higher their reliability, the more likely they are to be misclassified as the probability of their observed scores landing above the empirical cut point increases. This phenomenon also explains the higher true positive rate compared to the model adjusted cut point case.
DISCUSSION
The examination of misclassification risk for quality measures is timely given the burgeoning interest in health care value, as reflected by constructing HPNs using quality information and pending changes in Medicare physician payments. Understanding misclassification risk supports a more principled approach to determining whether the measures and sample sizes are adequate for network construction. It provides a target for balancing the needs of purchasers and providers with respect to how an HPN performs.
It is a more direct and policy-relevant measure of the potential impact of network restrictions on providers and patients than reliability alone. This is especially important as misclassification rates are defined according to either absolute or relative thresholds or performance tiers, and there is a need for greater understanding among network constructors of the interaction between establishing performance thresholds and the likelihood of misclassification.
It is important to evaluate the precision of tiering approaches with respect to how providers are ultimately classified. Tiering might need to balance the preferences of other stakeholders, such as purchasers, who might be willing to tolerate higher misclassification risk in exchange for being able to provide adequate market coverage, or providers, who might prefer lower probabilities of being misclassified into lower performance tiers (Normand et al. 2007 ). Reducing misclassification risk might also enhance the trust consumers have in their health plans; in a survey of individuals in health plans in Massachusetts, the majority of respondents did not trust or did not know whether they trusted that the tiers could indicate which physicians were better than others (Sinaiko and Rosenthal 2010) .
We should not conclude that the misclassification results presented here are the best possible. There are several potential ways to improve reliability and misclassification. One approach would be to favor tiering approaches with lower misclassification rates; for example, in the choice between the scoring systems in Table 3A versus C, based on our data analysis Table 3C would be preferable given the lower misclassification rates for most scenarios. The use of statistical "buffer zones" around cut points might reduce misclassification for those providers whose scores are in the zone and for whom there is relatively large uncertainty about their correct tier assignment (Friedberg and Damberg, 2011) . Approaches that increase sample size are promising, such as increasing the size of the measure sets and developing composite measures of performance (Reeves et al. 2007) . Examining data for physician groups and provider organizations (and other higher level entities) or combining years of data on physicians are possibilities. Combining data sources (e.g., commercial and Medicare) would not only increase sample size but would also increase the completeness of the characterization of a providers practice, addressing the limitation of our analysis being restricted to only Medicare FFS beneficiaries. However, the policy relevance of such data aggregations would need to be assessed given the goals of particular tiering efforts, such as examining quality for Medicare beneficiaries by coverage type (Ayanian et al. 2013) . Also, it is important to note that reliability is not just a function of sample size. Combining populations may alter the providerto-provider variation as well, possibly offsetting or even reversing sample size gains. Whether any given health plan would be better off using its own smaller sample size versus a larger dataset that includes other plans members is an open question. Statistical testing is potentially useful, though not a panacea. Statistical testing can be a tradeoff of true positive versus true negative rates that may or may not serve some system design goals. Statistical testing versus the mean can be a strong standard of evidence of a difference resulting in relatively few providers being identified as above or below average. Finally, classifications of providers into performance tiers are typically relative and clinical guidance is often lacking whether above-threshold performance is clinically optimal or below-threshold performance is still adequate care.
The misclassification rates we found might be pessimistic relative to profiling physicians on a composite constructed from numerous inputs or for other ways to select thresholds when designing HPNs. Regardless of how physician quality profiles are derived and categorized, the framework presented here for evaluating misclassification risk can be applied. Alternatively, our findings might be optimistic for several reasons. First, the provider-toprovider variation we found may be relatively large for binary quality measures, making distinguishing among providers easier. Nearly "topped out" measures with scores clustered near one are unlikely to have as much provider-to-provider variation. Second, Florida and New York are relatively large states with larger sample sizes to aid in estimating the cut points. Empirical cut points estimated for smaller states are likely to have higher variation, thus contributing to a greater proportion of the misclassification rate. Third, we have used measures that apply to large proportions of the Medicare population. Measures restricted to narrow subsets of the population may have much smaller denominators. Fourth, there is no case mix adjustment used. While this is traditional for these measures, there is recent discussion of whether such measures should be adjusted for sociodemographic characteristics (National Quality Forum 2014). Adjusting for beneficiary characteristics that vary across providers and that are associated with pass rates could reduce provider-toprovider variation with a corresponding increase in misclassification. Misclassification rates will also vary based on the structure of the tiering system (e.g., how and where the cut points are made). The ultimate benefit from assessing misclassification risk will be to strengthen the credibility of tiering systems, incentivizing the production of high-quality health care.
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