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LOW REGULARITY SOLUTIONS FOR GRAVITY WATER WAVES
ALBERT AI
Abstract. We prove local well-posedness for the gravity water waves equations without
surface tension, with initial velocity field in Hs, s > d
2
+1−µ, where µ = 1
10
in the case
d = 1 and µ = 1
5
in the case d ≥ 2, extending previous results of Alazard-Burq-Zuily. The
improvement primarily arises in two areas. First, we perform an improved analysis of the
regularity of the change of variables from Eulerian to Lagrangian coordinates. Second,
we perform a time-interval length optimization of the localized Strichartz estimates.
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1. Introduction
We consider the Cauchy problem for the gravity water waves equations in arbitrary
dimension, without surface tension, over an incompressible, irrotational fluid flow.
Consider a time dependent fluid domain Ω contained in a fixed domain O, located
between a free surface and a fixed bottom. We assume that the bottom is separated from
the free surface by a strip of fixed length. More precisely, let
Ω = {(t, x, y) ∈ [0, 1]×O ; y < η(t, x)}
where O ⊆ Rd × R, d ≥ 1, is a given connected open set, with x ∈ Rd representing the
horizontal spatial coordinates and y ∈ R representing the vertical spatial coordinate. The
free surface
Σ = {(t, x, y) ∈ [0, 1]× Rd × R : y = η(t, x)}
is separated from the bottom Γ = ∂Ω\Σ by a curved strip of width h > 0:
(1.1) {(x, y) ∈ Rd × R : η(t, x)− h < y < η(t, x)} ⊆ O.
We consider an incompressible, irrotational fluid flow influenced by gravity but not by
surface tension. In this setting the fluid velocity field v may be given by ∇x,yφ where the
velocity potential φ : Ω→ R is harmonic. The water waves system is given by
(1.2)

∂tφ+
1
2
|∇x,yφ|2 + P + gy = 0 in Ω,
∂tη = ∂yφ−∇xη · ∇xφ on Σ,
P = 0 on Σ,
∂νφ = 0 on Γ,
where g > 0 is acceleration due to gravity, ν is the normal to Γ, and P is the pressure,
recoverable from the other unknowns by solving an elliptic equation. Here the first equa-
tion is the Euler equation in the presence of gravity, the second is the kinematic condition
ensuring fluid particles at the interface remain at the interface, the third indicates no
surface tension, and the fourth indicates a solid bottom.
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Many well-posedness results have been obtained for the system (1.2). We refer the
reader to [ABZ14a], [ABZ14b], [Lan13] for a more complete history and references. In
our direction, well-posedness of (1.2) in Sobolev spaces was first established by Wu [Wu97],
[Wu99]. This well-posedness result was improved by Alazard-Burq-Zuily to a lower reg-
ularity at the threshold of a Lipschitz velocity field using energy estimates [ABZ14a]. In
the d = 1 setting, this was sharpened to velocity fields with only a BMO derivative by
Hunter-Ifrim-Tataru [HIT16].
It has been known that by taking advantage of dispersive effects, one can go below the
regularity threshold attained by energy estimates. This was first approached in the context
of low regularity Strichartz estimates for the wave equation in the works of Bahouri-
Chemin [BC99], Tataru [Tat00], [Tat01], [Tat02], and Smith-Tataru [ST05].
The approach of low regularity Strichartz estimates was applied by Alazard-Burq-Zuily
in [ABZ14b] to prove well-posedness for the gravity water waves equations at a regularity
threshold below Lipschitz velocity field. However, the Strichartz estimates were proven
with a loss of derivative relative to the Strichartz estimates that hold for the corresponding
linearized equations. The goal of this article is to improve the Strichartz estimates with
respect to this derivative loss, thereby improving the well-posedness threshold.
We remark that Strichartz estimates have also been studied for the water waves equa-
tions with surface tension. See [CHS10], [ABZ11b], [DPN15], [dPN16], [Ngu17].
1.1. Reformulation of the Equations. To state our main result we reformulate (1.2)
in terms of a system on the free surface following Zakharov [Zak68] and Craig-Sulem
[CS93], with unknowns (η, ψ) (henceforth, ∇ = ∇x):
(1.3)
∂tη −G(η)ψ = 0∂tψ + gη + 1
2
|∇ψ|2 − 1
2
(∇η · ∇ψ +G(η)ψ)2
1 + |∇η|2 = 0.
Here, η is the vertical position of the fluid surface as before,
ψ(t, x) = φ(t, x, η(t, x))
is the velocity potential φ restricted to the surface, and G(η) is the Dirichlet to Neumann
map with boundary η:
(G(η)ψ)(t, x) =
√
1 + |∇η|2∂nφ|y=η(t,x).
See [ABZ11a], [ABZ14a] for a precise construction of G(η) in a domain with a general
bottom. In addition, it was shown in [ABZ13] that if a solution (η, ψ) of (1.3) belongs to
C0([0, T ];Hs+
1
2 (Rd)) for T > 0 and s > d
2
+ 1
2
, then one can define a velocity potential φ
and a pressure P satisfying (1.2). We will consider the case s > d
2
+ 1
2
throughout.
1.2. Well-posedness Result. We will state our well-posedness result in terms of the
horizontal and vertical components of the velocity field restricted to the surface η:
V (t, x) = (∇xφ)|y=η(t,x), B(t, x) = (∇yφ)|y=η(t,x).
The traces (V,B) can be expressed directly in terms of (η, ψ):
B =
∇η · ∇ψ +G(η)ψ
1 + |∇η|2 , ∇ψ = V +B∇η.
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We also define the Taylor coefficient
a(t, x) = −(∂yP )|y=η(t,x)
which similarly may be defined in terms of ψ, η (see [ABZ14a]).
Our main result is a local well-posedness result for the system (1.3), with Strichartz
estimates:
Theorem 1.1. Let d ≥ 1, {
µ = 1
10
, p = 4 if d = 1
µ = 1
5
, p = 2 if d ≥ 2,
and
s >
d
2
+ 1− µ, 1 < r < s−
(
d
2
− µ
)
.
Consider initial data (η0, ψ0) ∈ Hs+ 12 (Rd) satisfying
(1) (V0, B0) ∈ Hs(Rd),
(2) the constant width condition
{(x, y) ∈ Rd × R : η0(x)− h < y < η0(x)} ⊆ O,
(3) the Taylor sign condition
a0(x) ≥ c > 0
for some c > 0.
Then there exists T > 0 such that the system (1.3) with initial data (η0, ψ0) has a unique
solution (η, ψ) ∈ C([0, T ];Hs+ 12 (Rd)) such that
(1) (η, ψ) ∈ Lp([0, T ];W r+ 12 ,∞(Rd)),
(2) (V,B) ∈ C([0, T ];Hs(Rd)) ∩ Lp([0, T ];W r,∞(Rd)),
(3) the constant width condition (1.1) holds on t ∈ [0, T ] with h/2 in place of h,
(4) the Taylor sign condition a(t, x) ≥ c/2 holds on t ∈ [0, T ].
Remark 1.2. The now-classical Taylor sign condition expresses the fact that the pressure
increases going from the air to the fluid domain. It is satisfied in the case of infinite bottom
[Wu99] or small perturbations of flat bottoms [Lan05]. In the case d = 1, also see [HIT16]
and [HGIT17] for alternative proofs of this fact with infinite bottom and flat bottom,
respectively. The water waves system is known to be ill-posed when the condition is not
satisfied [Ebi87].
Theorem 1.1 is a consequence of the Strichartz estimates stated below in Theorem
1.4, through standard contraction and limiting arguments. The well-posedness and corre-
sponding Strichartz estimates were previously proven with µ = 1
24
in the case d = 1 and
µ = 1
12
in the case d ≥ 2 [ABZ14b]. On the other hand, the linearized equations satisfy
Strichartz estimates with µ = 1
8
in the case d = 1 and µ = 1
4
in the case d ≥ 2, indicating
the furthest this line of inquiry can reach.
The details of the reduction from well-posedness to Strichartz estimates are discussed in
[ABZ14b, Chapter 3]. The argument there applies equally well for values of µ up to those
associated with the Strichartz estimates for the linearized equations. In particular, the
argument may be applied for our values of µ, so henceforth we will focus on the statement
and proof of Theorem 1.4.
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1.3. Paradifferential Reduction. We will use the paradifferential reduction of the wa-
ter waves system developed in [ABZ14a], [ABZ14b] to state and prove Strichartz esti-
mates. We recall the reduction in this section.
Denote the principal symbol of the Dirichlet to Neumann map,
Λ(t, x, ξ) =
√
(1 + |∇η|2)|ξ|2 − (∇η · ξ)2,
and the good unknown of Alinhac,
Us = 〈Dx〉sV + T∇η〈Dx〉sB.
Symmetrization and complexification of the system will result in the symbol
γ =
√
aΛ
and the unknown
(1.4) u = 〈Dx〉−s(Us − iT√a/Λ〈Dx〉s∇η).
Throughout, F will denote a non-decreasing positive function which may change from
line to line, and denote
F(s, r)(t) = F(‖(η, ψ)(t)‖
Hs+
1
2
, ‖(V,B)(t)‖Hs)(1 + ‖η(t)‖W r+12 ,∞ + ‖(V,B)(t)‖W r,∞).
Then we have the following paradifferential reduction of (1.3) (see Appendix C.1 for
the definition and notation of the paradifferential calculus):
Proposition 1.3 ([ABZ14b, Corollary 2.7]). Let
0 < T ≤ 1, s > d
2
+
3
4
, 1 < r < 1 + s−
(
d
2
+
3
4
)
.
Consider a smooth solution (η, ψ) ∈ C1([0, T ];Hs+ 12 (Rd)) to (1.3) satisfying, uniformly
on t ∈ [0, T ], (1.1) and the Taylor sign condition a(t, ·) ≥ c > 0.
Then u given by (1.4) satisfies
(1.5) ∂tu+ TV · ∇u+ iTγu = f
where for each t ∈ [0, T ],
‖f(t)‖Hs(Rd) ≤ F(s, r)(t).
Observe that the principal term in (1.5) is the transport term TV · ∇u of order 1, and
the dispersive term Tγu is only of order
1
2
. To account for the fact that the highest order
term is not dispersive, we will perform a change of variables to Lagrangian coordinates.
1.4. Strichartz Estimates. In this section we state our main result, a Strichartz esti-
mate for solutions u to the equation (1.5). Let
(1.6) F(s, r, T ) = F(Ms(T ) + Zr(T ))
where denoting I = [0, T ], and setting p = 4 if d = 1 and p = 2 if d ≥ 2,
Ms(T ) := ‖(ψ, η, B, V )‖L∞(I;Hs+12×Hs+12×Hs×Hs)
Zr(T ) := ‖η‖Lp(I;W r+12 ,∞) + ‖(B, V )‖Lp(I;W r,∞×W r,∞).
We have the following Strichartz estimate:
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Theorem 1.4. Remain in the setting of Proposition 1.3. Consider a smooth solution u
to (1.5). Let ǫ > 0, s0 =
1
10
, s1 ∈ R, and{
µ = 1
10
, p = 4 if d = 1
µ = 1
5
, p = 2 if d ≥ 2.
Then
‖u‖
Lp(I;W s1−
d
2+µ−ǫ,∞(Rd))
≤ F(s, r, T ) (‖f‖L1(I;Hs1−s0 (Rd)) + ‖u‖L∞(I;Hs1 (Rd))) .
Remark 1.5. We make the following observations concerning the Strichartz estimates:
• For comparison, solutions to the constant coefficient linearized equation satisfy
‖e−it|Dx|
1
2 u0‖L2([0,1];L∞(R2)) . ‖u0‖H 34 (R2)
or a gain of µ = 1
4
over Sobolev embedding. In the case d = 1, the analogous gain
on the L4L∞ estimate is µ = 1
8
.
• Such an estimate was established in [ABZ14b] with µ = 1
24
in the case d = 1 and
µ = 1
12
in the case d ≥ 2.
• Because we measure f on the right hand side in L1t rather than Lpt , the tame
estimates in [ABZ14b] depending linearly on Ho¨lder norms may be relaxed to
estimates depending quadratically on the Ho¨lder norms. However, this does not
affect the analysis, as the Strichartz estimates limit us to the regime s > d
2
+ 3
4
,
on which the linear tame estimates already hold.
As Theorem 1.1 follows from Theorem 1.4 and the approach in [ABZ14b, Chapter 3],
the remainder of the paper will be occupied by the proof of Theorem 1.4. Here we outline
the argument, also following [ABZ14b], highlighting the differences which we adopt here.
The first step is to reduce the Strichartz estimate to a frequency localized form. This
step is standard, and performed in Section 2.
The second step is to straighten the vector field ∂t+V ·∇ to remove the non-dispersive
principal term in (1.5). This is done via a change of variables in Section 4, obtained by
solving the flow X˙ = V (t, X), essentially passing to Lagrangian coordinates. This method
was already applied in [ABZ14b].
We will observe some structure of the vector field V to discover extra regularity in the
flow X , which was a limiting factor in the Strichartz estimates proved in [ABZ14b]. We
discuss this structure in Section 3. As part of this analysis, we will be required to estimate
our errors, and in particular the paralinearization error of the Dirichlet to Neumann map,
in Ho¨lder norm. These estimates are established in Appendices A and B.
The third step is to construct a parametrix and prove Strichartz estimates for the
equation after the change of variables. Here, we apply a wave packet parametrix, which
has the advantage that it only requires control of the Hamilton flow on the λ-frequency
wave packet scale associated to our dispersive operator, ∆x ≈ λ−3/4. This is discussed in
Section 5.
As in [ABZ14b], the low regularity of our symbol will limit our Strichartz estimate,
without derivative loss, to short time intervals. The fourth step is to partition the unit
time interval into these short time intervals, implying a Strichartz estimate on a unit time
interval with a loss depending on the number of intervals. We obtain a gain by performing
LOW REGULARITY SOLUTIONS FOR GRAVITY WATER WAVES 7
this partition in a way that balances the the length of the time interval with the regularity
of our symbol on that interval (also see [Tat02]). This step is performed in Section 6.
1.5. Acknowledgments. The author would like to thank his advisor, Daniel Tataru, for
introducing him to this research area and for many helpful discussions.
2. Frequency Localization
In this section we reduce Theorem 1.4 to the corresponding frequency localized form.
2.1. Dyadic Decomposition. We recall the standard Littlewood-Paley decomposition.
Fix ϕ(ξ) ∈ C∞0 (Rd) with support in {|ξ| ≤ 2} such that ϕ ≡ 1 on {|ξ| ≤ 1}. Then for
λ ∈ 2Z, define
Ŝλu(ξ) := (ϕ(ξ/λ)− ϕ(2ξ/λ))û(ξ) =: ψ(ξ/λ)û =: ψλ(ξ)û
which has support {λ/2 ≤ |ξ| ≤ 2λ}. Also allow S<λ, etc., in the natural way, and denote
S0 = S<1.
We reduce Theorem 1.4 to the corresponding frequency dyadic estimates:
Proposition 2.1. Remain in the setting of Theorem 1.4. Consider a smooth solution uλ
to (1.5) where u = uλ(t, ·) and f = fλ have frequency support {|ξ| ≈ λ}. Then
‖uλ‖
Lp(I;W s1−
d
2+µ−ǫ,∞(Rd))
≤ F(s, r, T ) (‖fλ‖L1(I;Hs1−s0 (Rd)) + ‖uλ‖L∞(I;Hs1 (Rd))) .
Proof of Proposition 1.4. Given u solving (1.5), uλ = Sλu solves (1.5) with inhomogeneity
Sλf + [TV · ∇, Sλ]u+ i[Tγ , Sλ]u.
Note this has frequency support {|ξ| ≈ λ} by the paradifferential calculus. Let S˜λ =∑
λ/4≤µ≤4λ Sµ. By (C.2) and the fact that Sλ(TV · ∇u) = Sλ(TV · ∇S˜λu),
‖[TV · ∇, Sλ]u‖L1(I;Hs1−s0) . ‖V ‖L1(I;W 1,∞)‖S˜λu‖L∞(I;Hs1 ).
Similarly, by (C.2) and Corollary B.8,
‖[Tγ , Sλ]u‖Hs1−s0 . M
1
2
1
2
(γ)‖S˜λu‖Hs1 ≤ F(s, r)(t)‖S˜λu‖Hs1
and hence
‖[Tγ , Sλ]u‖L1(I;Hs1−s0 ) ≤ F(s, r, T )‖S˜λu‖L∞(I;Hs1 ).
We then decompose u into frequency pieces uλ on which we can apply Proposition 2.1
with ǫ/2 in place of ǫ:
‖u‖
Lp(I;W s1−
d
2+µ−ǫ,∞)
≤
∑
λ=0
‖uλ‖
Lp(I;W s1−
d
2+µ−ǫ,∞)
≤ F(s, r, T )
∑
λ=0
λ−ǫ/2(‖Sλf‖L1(I;Hs1−s0 ) + ‖S˜λu‖L∞(I;Hs1 ))
≤ F(s, r, T )(‖f‖L1(I;Hs1−s0 ) + ‖u‖L∞(I;Hs1 ))
as desired. 
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2.2. Symbol Truncation. Next, we reduce Proposition 2.1 to an estimate with fre-
quency truncated symbols. For fixed 0 < δ < 1, let Vδ = S≤λδV and γδ = S≤λδγ.
Proposition 2.2. Remain in the setting of Theorem 1.4. Let 9
10
≤ δ < 1. Consider a
smooth solution uλ to
(2.1) (∂t + TVδ · ∇+ iTγδ)uλ = fλ
where uλ(t, ·) and fλ have frequency support {|ξ| ≈ λ}. Then
‖uλ‖
Lp(I;W s1−
d
2+µ−ǫ,∞(Rd))
≤ F(s, r, T ) (‖fλ‖L1(I;Hs1−s0 (Rd)) + ‖uλ‖L∞(I;Hs1 (Rd))) .
Proof of Proposition 2.1. This will follow from Proposition 2.2 and the following esti-
mates, by viewing (TV −TVδ) ·∇uλ and (Tγ−Tγδ )uλ as components of the inhomogeneous
term:
‖(TV − TVδ) · ∇uλ‖L1(I;Hs1−s0 ) . ‖V ‖L1(I;W 1,∞)‖uλ‖L∞(I;Hs1 )(2.2)
‖(Tγ − Tγδ)uλ‖L1(I;Hs1−s0 ) ≤ F(s, r, T )‖uλ‖L∞(I;Hs1)(2.3)
We first prove (2.2). We express
(TV − TVδ) · ∇uλ =
∑
µ=0
(Sλδ<·≤µ/8V ) · ∇Sµuλ.
Sµuλ vanishes except for a bounded number of terms where µ ≈ λ, so it suffices to consider
only the term where µ = λ. Then
‖(Sλδ<·≤µ/8V ) · ∇Sµuλ‖L1(I;Hs1−s0 ) . λ−s0‖(Sλδ<·≤λ/8V ) · ∇uλ‖L1(I;Hs1 )
. λ−s0λ1−δ‖V ‖L1(I;W 1,∞)‖uλ‖L∞(I;Hs1 )
where 1− δ − s0 ≤ 0 as desired.
We next prove (2.3). By (C.1),
‖(Tγ − Tγδ)uλ‖Hs1−s0 . λ−s0M
1
2
0 (S>λδγ)‖uλ‖Hs1+12
. λ−s0λ
1
2
− 1
2
δM
1
2
1
2
(γ)‖uλ‖Hs1 .
Then 1
2
− 1
2
δ− s0 < 0 is better than needed. Using Corollary B.8 and integrating in time
yields the desired result. 
2.3. Pseudodifferential Symbol. To perform a change of variables and construct a
parametrix, it is convenient to replace the paradifferential symbol Tγδ with the pseudo-
differential symbol γδ = γδ(t, x, ξ), and likewise the paraproduct TVδ by Vδ. It is harmless
to do so since uλ is frequency localized.
Proposition 2.3. Remain in the setting of Theorem 1.4. Let 9
10
≤ δ < 1. Consider a
smooth solution uλ to
(2.4) (∂t + Vδ · ∇+ iγδ(t, x,D))uλ = fλ
where uλ(t, ·) and fλ have frequency support {|ξ| ≈ λ}. Then
‖uλ‖
Lp(I;W s1−
d
2+µ−ǫ,∞(Rd))
≤ F(s, r, T ) (‖fλ‖L1(I;Hs1−s0 (Rd)) + ‖uλ‖L∞(I;Hs1 (Rd))) .
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Proof of Proposition 2.2. As (Tγδ − γδ)uλ and (TVδ − Vδ) · ∇uλ have frequency support
{|ξ| ≈ λ}, we may apply Proposition 2.3 with inhomogeneity
fλ + (Tγδ − γδ)uλ + (TVδ − Vδ) · ∇uλ.
By [Ngu15, Proposition 2.7] and Corollary B.8,
‖(Tγδ − γδ)uλ‖Hs1−s0 . M
1
2
1
2
(γ)‖uλ‖Hs1−s0 ≤ F(s, r)(t)‖uλ‖Hs1−s0 .
Integrating in time, we have
‖(Tγδ − γδ)uλ‖L1(I;Hs1−s0 ) ≤ F(s, r, T )‖uλ‖L∞(I;Hs1−s0 )
which is better than needed.
Similarly,
‖(TVδ − Vδ) · ∇uλ‖Hs1−s0 .M11 (V · ξ)‖uλ‖Hs1−s0 . ‖V ‖W 1,∞‖uλ‖Hs1−s0 .
Integrating in time yields the desired estimate.

3. Flow of the Vector Field
3.1. Integrating the Vector Field. Let (η, ψ) solve (1.3). Recall that the traces of the
velocity field on the surface (V,B) can be expressed directly in terms of η, ψ, and satisfy
additional relations [ABZ14a, Proposition 4.3]:
B =
∇η · ∇ψ +G(η)ψ
1 + |∇η|2 , ∇ψ = V +B∇η
(3.1) (∂t + V · ∇)∇η = G(η)V +∇ηG(η)B + Γx +∇ηΓy, G(η)B = −∇ · V − Γy.
Here, Γy,Γx arise only in the case of finite bottom, and are described and studied in
Appendix B.2.
If the vector field V of (1.5) arises in such a way from solutions (η, ψ), it may be
integrated along ∂t + V · ∇ as in the following proposition. This additional structure will
imply improved regularity on the flow of the vector field.
Recall we write Λ for the principal symbol of the Dirichlet to Neumann map, and write
ηδ = S≤λδη. The following proposition applies for fixed t ∈ I so we omit it.
Proposition 3.1. Consider a smooth solution (η, ψ) to the system (1.3). Let s > d
2
+ 1
2
,
r > 1, and α ≥ 1
2
. Then
(3.2) ∂xVδ = (∂t + Vδ · ∇)Tq−1∂x∇ηδ + g
where q = ΛI − i∇η · ξT is a matrix-valued symbol of order 1, and g satisfies
‖g‖Wα,∞(Rd) ≤ λδ(α−
1
2
)F(‖η‖
Hs+
1
2
, ‖(ψ, V, B)‖
H
1
2×Hs×Hs
)
· (1 + ‖η‖
W r+
1
2 ,∞
)(1 + ‖η‖
W r+
1
2 ,∞
+ ‖(V,B)‖W r,∞).
Proof. We may assume α = 1
2
, as the general case is then immediate from the fact that g
has frequency support {|ξ| . λδ}, in turn obtained by observing that the other terms of
(3.2) have frequency support {|ξ| . λδ}.
We have from (3.1)
(∂t + V · ∇)∇η = G(η)V − (∇η)∇ · V + Γx.
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Step 1. Paralinearization. Using the notation
R(η)V = (G(η)− TΛ)V,
R(∇η,∇ · V ) = (∇η)∇ · V − T∇η∇ · V − T∇·V∇η
for the paralinearization errors, and rearranging,
TΛV − T∇η∇ · V = (∂t + V · ∇)∇η −R(η)V + T∇·V∇η +R(∇η,∇ · V )− Γx.
We estimate the error terms on the right hand side. By Proposition B.3, (C.1), (C.6),
and Proposition B.6 respectively,
‖R(η)V ‖
W
1
2 ,∞
≤ F(‖η‖
Hs+
1
2
, ‖V ‖Hs)(1 + ‖η‖W r+12 ,∞)(1 + ‖η‖W r+12 ,∞ + ‖V ‖W r,∞)
‖T∇·V∇η‖W 12 ,∞ . ‖V ‖W 1,∞‖η‖W 32 ,∞
‖R(∇η,∇ · V )‖
W
1
2 ,∞
. ‖η‖
W
3
2 ,∞
‖V ‖W 1,∞
‖Γx‖W 12 ,∞ ≤ F(‖η‖Hs+12 , ‖(ψ, V, B)‖H 12 )(1 + ‖η‖W r+12 ,∞).
Write the matrix-valued paradifferential symbol q := ΛI − i∇η · ξT , which has order 1
and the x-regularity of ∇η. Then
TqV = (∂t + V · ∇)∇η + g1
where
‖g1‖W 12 ,∞ ≤ F(‖η‖Hs+12 , ‖(ψ, V, B)‖H 12×Hs×Hs)
· (1 + ‖η‖
W r+
1
2 ,∞
)(1 + ‖η‖
W r+
1
2 ,∞
+ ‖(V,B)‖W r,∞).
For brevity, denote the right hand side by E.
Step 2. Inversion of q. To invert Tq, note the outer product ∇η · ξT has only real eigen-
values, so ΛI−i∇η ·ξT = −i(∇η ·ξT + iΛI) is invertible except when Λ = 0. Furthermore,
since Λ ≥ |ξ|, we see that for fixed |ξ| ≥ 1
2
the inverse is a smooth function of ∇η. We
write
V = Tq−1(∂t + V · ∇)∇η + Tq−1g1 + (1− Tq−1Tq)V.
We again estimate the error terms on the right hand side. For the first error term, q−1
is a symbol of order −1 and has the x-regularity of ∇η, so that by Sobolev embedding
with s− 1
2
> d
2
,
(3.3) M−10 (q
−1) . ‖∇η‖L∞ . ‖η‖Hs+12 .
Then by (C.1) and the estimate on g1 in the previous step,
‖Tq−1g1‖W 32 ,∞ .M
−1
0 (q
−1)‖g1‖W 12 ,∞ ≤ E.
Similarly, by (C.3), we control the second error term by
‖(1− Tq−1Tq)V ‖W 32 ,∞ .
(
M−11/2(q
−1)M10 (q) +M
−1
0 (q
−1)M11/2(q)
)
‖V ‖W 1,∞
. ‖η‖
W r+
1
2 ,∞
‖V ‖W 1,∞ .
We conclude
V = Tq−1(∂t + V · ∇)∇η + g2
with
‖g2‖W 32 ,∞ ≤ E.
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Step 3. Frequency localization and differentiation. Applying ∂xS≤λδ to both sides of our
identity, we have
∂xVδ = Tq−1∂xS≤λδ(∂t + V · ∇)∇η + ∂xS≤λδg2 + [∂xS≤λδ , Tq−1](∂t + V · ∇)∇η.
For the first error term, we have
‖∂xS≤λδg2‖W 12 ,∞ . ‖g2‖W 32 ,∞ .
To estimate the second error term, recall the identity (4.13) in [ABZ14a]
(∂t + V · ∇)∂xiη = ∂xiB −∇η · ∂xiV.
Then by (C.3) and (3.3),
‖[∂xS≤λδ , Tq−1 ](∂t + V · ∇)∇η‖W 12 ,∞
.
(
M−11/2(q
−1) +M−10 (q
−1)
)
‖∂B −∇η · ∂V ‖L∞
. ‖η‖
W r+
1
2 ,∞
(‖B‖W 1,∞ + ‖∇η‖L∞‖∂V ‖L∞)
≤ F(‖η‖
Hs+
1
2
)‖(V,B)‖W 1,∞‖η‖W r+12 ,∞ .
We conclude
∂xVδ = Tq−1∂xS≤λδ(∂t + V · ∇)∇η + g3
with
‖g3‖W 12 ,∞ ≤ E.
Step 4. Paralinearization of the vector field. Writing the paraproduct expansion
(V · ∇)∇η = (TV · ∇)∇η + T∇(∇η) · V +R(V,∇(∇η)),
we have
∂xVδ = Tq−1∂xS≤λδ(∂t + TV · ∇)∇η + g3 + Tq−1∂xS≤λδ(R(V,∇(∇η)) + T∇(∇η) · V ).
Then by (C.1), (C.6), and (C.9),
‖Tq−1∂xS≤λδ(R(V,∇(∇η)) + T∇(∇η) · V )‖W 12 ,∞
.M00 (q
−1ξ)‖S≤λδ(R(V,∇(∇η)) + T∇(∇η) · V )‖W 12 ,∞
. ‖∇η‖L∞‖V ‖W 1,∞‖∇2η‖W−12 ,∞
. ‖η‖
Hs+
1
2
‖V ‖W 1,∞‖η‖W 32 ,∞ .
We may thus replace V with TV , yielding, for g4 satisfying the same estimate as g3,
∂xVδ = Tq−1∂xS≤λδ(∂t + TV · ∇)∇η + g4.
Step 5. Vector field commutator estimate. Applying Proposition B.9 with m = 0, s = 1
2
and ǫ = 1, we may exchange Tq−1∂xS≤λδ(∂t + TV · ∇)∇η for (∂t + V · ∇)Tq−1∂x∇ηδ with
an error bounded in W
1
2
,∞ by (using again the identity (4.13) from [ABZ14a])
M00 (q
−1ξ)‖V ‖W 1,∞‖∇η‖
B
1
2
∞,1
+M00 ((∂t + V · ∇)q−1ξ)‖∇η‖W 12 ,∞
. (‖η‖W 1,∞‖V ‖W 1,∞‖η‖
B
3
2
∞,1
+ ‖∂B −∇η · ∂V ‖L∞‖η‖W 32 ,∞)
≤ F(‖η‖
Hs+
1
2
)‖(V,B)‖W 1,∞‖η‖W r+12 ,∞ ≤ E.
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Step 6. Truncation of the vector field. Lastly we frequency truncate the vector field, using
(C.12) and (C.1):
‖((S>λδV ) · ∇)Tq−1∂x∇ηδ‖W 12 ,∞
. ‖S>λδV ‖W 12 ,∞M
0
0 (q
−1ξ)‖∇ηδ‖W 1,∞ + ‖S>λδV ‖L∞M00 (q−1ξ)‖∇ηδ‖W 32 ,∞
. ‖η‖
Hs+
1
2
(λ
1
2
δ‖S>λδV ‖W 12 ,∞‖∇ηδ‖W 12 ,∞ + λ
δ‖S>λδV ‖L∞‖∇ηδ‖W 12 ,∞)
. ‖η‖
Hs+
1
2
‖V ‖W r,∞‖∇ηδ‖W 12 ,∞ .

3.2. Regularity of the Flow. We straighten the vector field ∂t + Vδ · ∇ by considering
the system {
X˙(s) = Vδ(s,X(s))
X(s0) = x.
(3.4)
Since we assume that V ∈ L∞([0, T ] × Rd), Vδ is smooth with bounded derivatives so
this system has a unique solution defined on I = [0, T ], which we denote X(s, x). For
emphasis, we may also write X = X(s) or X(x).
Proposition 3.2 ([ABZ14b, Proposition 2.16]). The map X(s, ·) is smooth, with the
following estimates:
‖(∂xX)(s, ·)− Id‖L∞(Rd) ≤ F(‖V ‖L2(I;W 1,∞))|s− s0|1/2(3.5)
‖(∂αxX)(s, ·)‖L∞(Rd) ≤ F(‖V ‖L2(I;W 1,∞))λδ(|α|−1)|s− s0|1/2, |α| ≥ 1(3.6)
In the case that V arises from a solution to (1.3), we can improve upon the regularity
of X by using the integrability of V along the vector field established in the previous
section:
Proposition 3.3. Consider a smooth solution (η, ψ) to the system (1.3). Let s > d
2
+ 1
2
and r > 1. There exists s0 ∈ I such that for 12 ≤ α < 1,
‖∂xX‖Lp(I;Cα
∗
(Rd)) ≤ λδ(α−
1
2
)F(‖η‖
L∞(I;Hs+
1
2 )
, ‖(ψ, V, B)‖L∞(I;Hs), ‖V ‖L2(I;W 1,∞))(3.7)
· (1 + ‖η‖
L2(I;W r+
1
2 ,∞)
)(1 + ‖η‖
Lp(I;W r+
1
2 ,∞)
+ ‖(V,B)‖L2(I;W r,∞)).
Proof. In the following let ∂i = ∂xi, and sum over repeated indices. Also denote |D|αSµ =
|D|αµ for brevity. Differentiating the system for X , we have
(3.8)
d
ds
(|D|αµ∂jX)(s) = |D|αµ((∂kVδ)(s,X(s))∂jXk).
We decompose the right hand side into paraproducts:
|D|αµ(T(∂kVδ)(s,X(s))∂jXk + T∂jXk((∂kVδ)(s,X(s))) +R((∂kVδ)(s,X(s)), ∂jXk))
=: I + II + III.
We estimate I using (C.10):
‖|D|αµT(∂kVδ)(s,X(s))∂jXk‖L∞x . ‖T(∂kVδ)(s,X(s))∂jXk‖Cα∗,x . ‖V ‖W 1,∞‖∂jX‖Cα∗,x.
III satisfies the same estimate but using (C.6) in place of (C.10).
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To study II, use Proposition 3.1 and the fact that X is the flow of Vδ to write
(∂kVδ)(s,X(s)) = ((∂t + Vδ · ∇)T1/q∂k∇ηδ)(s,X(s)) + gk(s,X(s))
=
d
ds
((T1/q∂k∇ηδ)(s,X(s))) + gk(s,X(s))
and hence
II =
d
ds
(|D|αµT∂jXk((T1/q∂k∇ηδ)(s,X(s))))− |D|αµT dds∂jXk((T1/q∂k∇ηδ)(s,X(s)))
+ |D|αµT∂jXk(gk(s,X(s))).
The first term of II will be moved to the left hand side of (3.8). The second term of II
may be estimated using the system for X , (C.10), and (3.5):
‖|D|αµT d
ds
∂jXk
((T1/q∂k∇ηδ)(s,X(s)))‖L∞x
. ‖T∂ℓV kδ (s,X(s))∂jXℓ((T1/q∂k∇ηδ)(s,X(s)))‖Cα∗,x
≤ F(‖V ‖L2(I;W 1,∞))‖V ‖W 1,∞‖(T1/q∂x∇ηδ)(s,X(s))‖Cα
∗,x
.
In turn, by the Lipschitz regularity of X from (3.5), Proposition C.11, (C.1), and (3.3),
‖(T1/q∂x∇ηδ)(s,X(s))‖Cα
∗,x
≤ F(‖V ‖L2(I;W 1,∞))‖(T1/q∂x∇ηδ)(s, x)‖Cα
∗,x
≤ F(‖V ‖L2(I;W 1,∞))M00 (q−1ξ)‖∇ηδ‖Wα,∞x
≤ λδ(α− 12 )F(‖V ‖L2(I;W 1,∞))‖η‖Hs+12 ‖η‖W r+12 ,∞x .
We estimate the third term of II similarly, using the Lipschitz regularity of X from (3.5),
Proposition C.11, and Proposition 3.1 to see that g ∈ W 12 ,∞:
‖|D|αµT∂jXk(gk(s,X(s)))‖L∞x . ‖T∂jXk(gk(s,X(s)))‖Cα∗,x
≤ F(‖V ‖L2(I;W 1,∞))‖g(s,X(s))‖Cα∗,x
≤ λδ(α− 12 )F(‖V ‖L2(I;W 1,∞))‖g‖
W
1
2 ,∞
x
.
Collecting the above estimates for I, II and III, we can write (3.8) as
d
ds
|D|αµ(∂jX − F )(s, x) = G(s, x) +H(s, x)
where
F = T∂jXk(T1/q∂k∇ηδ)(s,X(s)),
‖G‖L∞x . ‖V ‖W 1,∞x ‖∂jX‖Cα∗,x,
and
‖H‖L∞x ≤ λδ(α−
1
2
)F(‖η‖
L∞(I;Hs+
1
2 )
, ‖V ‖L2(I;W 1,∞))(‖V ‖W 1,∞x ‖η‖W r+12 ,∞x + ‖g‖W 12 ,∞x ).
Integrating in s, we may further write (3.8) as
|D|αµ(∂jX − F )(s, x) = |D|αµ(∂jX − F )(s0, x) +
∫ s
s0
G(σ, x) +H(σ, x) dσ
so that
‖|D|αµ(∂jX − F )(s)‖L∞x . ‖|D|αµ(∂jX − F )(s0)‖L∞x +
∫ s
s0
‖V ‖W 1,∞x ‖∂jX‖Cα∗,x + ‖H‖L∞x dσ.
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Then taking the supremum over µ and using triangle inequality on the right hand side,
‖(∂jX − F )(s)‖Cα
∗,x
. ‖(∂jX − F )(s0)‖Cα
∗,x
+
∫ s
s0
‖V ‖W 1,∞x ‖∂jX − F‖Cα∗,x
+ ‖H‖L∞x + ‖V ‖W 1,∞x ‖F‖Cα∗,x dσ.
Then by the Gronwall and Ho¨lder inequalities,
‖(∂jX − F )(s)‖Cα
∗,x
≤ F(‖V ‖L2(I;W 1,∞))
· (‖(∂jX − F )(s0)‖Cα
∗,x
+ ‖H‖L1(I;L∞) + ‖F‖L2(I;Cα
∗
)).
Finally, integrating in time,
‖(∂jX − F )(s)‖Lp(I;Cα
∗
) ≤ T
1
pF(‖V ‖L2(I;W 1,∞))(3.9)
· (‖(∂jX − F )(s0)‖Cα
∗,x
+ ‖H‖L1(I;L∞) + ‖F‖L2(I;Cα
∗
)).
It remains to estimate the terms of the right hand side, and ‖F‖Lp(I;Cα
∗
) on the left, by
the right hand side of (3.7). The term with H is already suitably estimated above, using
additionally Ho¨lder in time and the estimate on g from Proposition 3.1. It remains to
study F .
F may be estimated in the same way as the second term of II:
‖F‖Cα
∗,x
= ‖T∂jXk(T1/q∂k∇ηδ)(s,X(s))‖Cα∗,x ≤ λδ(α−
1
2
)F(‖V ‖L2(I;W 1,∞))‖η‖Hs+12 ‖η‖W r+12 ,∞ .
We conclude
‖F‖Lp(I;Cα
∗
) ≤ λδ(α− 12 )F(‖V ‖L2(I;W 1,∞))‖η‖L∞(I;Hs+12 )‖η‖Lp(I;W r+12 ,∞)
as desired, and similarly with L2(I;Cα∗ ).
It remains to estimate ‖(∂jX − F )(s0)‖Cα
∗
. Note there exists s0 ∈ I such that
‖η(s0)‖p
W r+
1
2 ,∞
≤ T−1‖η‖p
Lp(I;W r+
1
2 ,∞)
.
Fixing such an s0, by the previous estimate on ‖F‖Cα
∗
,
‖(∂jX − F )(s0)‖Cα
∗
. 1 + ‖F (s0)‖Cα
∗
≤ 1 + λδ(α− 12 )F(‖V ‖L2(I;W 1,∞))‖η(s0)‖Hs+12 ‖η(s0)‖W r+12 ,∞
≤ 1 + T− 1pλδ(α− 12 )F(‖V ‖L2(I;W 1,∞))‖η‖L∞(I;Hs+12 )‖η‖Lp(I;W r+12 ,∞).
Then T
1
p ‖(∂jX − F )(s0)‖Cα
∗
from the right hand side of (3.9) is bounded by the right
hand side of (3.7). 
It will be convenient to have estimates on the higher derivatives of X , to later see that
our operator has a symbol in a classical symbol class:
Proposition 3.4. Consider a smooth solution (η, ψ) to the system (1.3). Let s > d
2
+ 1
2
and r > 1. There exists s0 ∈ I such that for |α| ≥ 2,
‖∂αxX‖Lp(I;L∞(Rd)) ≤ λδ(|α|−
3
2
)F(‖η‖
L∞(I;Hs+
1
2 )
, ‖(ψ, V, B)‖L∞(I;Hs), ‖V ‖L2(I;W 1,∞))
· (1 + ‖η‖
L2(I;W r+
1
2 ,∞)
)(1 + ‖η‖
Lp(I;W r+
1
2 ,∞)
+ ‖(V,B)‖L2(I;W r,∞)).
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Proof. The proof is similar to that of Proposition 3.3, except easier as it does not re-
quire the paradifferential calculus, using only the chain and product rules directly. We
differentiate both sides of the flow for Vδ,
d
ds
∂αxX = ∂
α
x (Vδ(s,X(s))).
On the right hand side, the term for which all the derivatives fall on a single copy of X
is treated as a Gronwall term. The term on which all the derivatives fall on V should
be handled using Proposition 3.1 as in the proof of Proposition 3.3. The remaining
terms are estimated either as with the analogous terms in the proof of Proposition 3.3, or
inductively. 
4. Change of Variables
On a sufficiently small time interval [s0, s0 + T
′], (3.5) implies that ∂xX is invertible.
It is also straightforward to check that x 7→ X(t, x) is proper, so we can conclude by
Hadamard’s theorem that x 7→ X(t, x) is a smooth diffeomorphism for each t ∈ [s0, s0+T ′].
The length of the time interval depends only on ‖V ‖L2(I;W 1,∞), so we may partition [0, T ]
into a number of time intervals of length T ′ on which x 7→ X(t, x) is a diffeomorphism.
Without loss of generality, consider the first interval [0, T ′].
We now return to the setting of Proposition 2.3 to perform the change of variables
x 7→ X(t, x). Consider a smooth solution uλ to (2.4). Writing
vλ(t, y) := uλ(t, X(t, y)),
we have by (3.4) that
∂tvλ(t, y) = (∂tuλ)(t, X(t, y)) + Vδ(t, X(t, y)) · (∇uλ)(t, X(t, y))
and hence
∂tvλ(t, y) + i(γδuλ)(t, X(t, y)) = fλ(t, X(t, y)).
Next, we write the dispersive term in terms of vλ. Fix t in the following and omit it for
brevity. We have
(γδuλ)(X(y)) =
∫
ei(X(y)−x
′)ηγδ(X(y), η)uλ(x
′) dx′dη.
By the frequency support of uλ, we may write
(γδuλ)(X(y)) =
∫
ei(X(y)−x
′)ηγδ(X(y), η)ψλ(η)uλ(x
′) dx′dη,
though abusing notation by writing ψ in place of the appropriate smooth cutoff with
broader support. To make the change of variables x′ = X(y′), we use the following
notation:
H(y, y′) =
∫ 1
0
(∂xX)(hy + (1− h)y′) dh, M(y, y′) = (H(y, y′)t)−1,
J(y, y′) = |det ((∂xX)(y′))| | detM(y, y′)|.
Then
(γδuλ)(X(y)) =
∫
ei(X(y)−X(y
′))ηγδ(X(y), η)ψλ(η)uλ(X(y
′)) |det ((∂xX)(y′))| dy′dη.
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Then make a second change of variables η = M(y, y′)ξ, noting the identity X(y)−X(y′) =
H(y, y′)(y − y′):
(γδuλ)(t, X(y)) =
∫
ei(y−y
′)ξγδ(X(y),M(y, y
′)ξ)ψλ(M(y, y
′)ξ)vλ(y
′)J(y, y′) dy′dξ.
We thus have
(4.1) ∂tvλ(t, y) + i(p(t, y, y
′, D)vλ)(t, y) = fλ(t, X(t, y))
where
p(t, y, y′, ξ) = γδ(X(y),M(y, y
′)ξ)ψλ(M(y, y
′)ξ)J(y, y′).
It remains to study the regularity and curvature properties of p needed for Strichartz
estimates.
4.1. Symbol Regularity. Recall that F(s, r, T ) denotes (1.6).
Proposition 4.1. Remain in the setting of Proposition 1.3. There exists T ′ > 0 suffi-
ciently small depending on ‖V ‖L2(I;W 1,∞) such that for I = [0, T ′] and 12 ≤ α < 1,
‖∂βξ p(t, y, y′, ξ)‖Lp(I;L∞ξ Cα∗,y,y′) ≤ λ
1
2
−|β|+δ(α− 1
2
)F(s, r, T ).
Proof. Choose T ′ sufficiently small so that x 7→ X(t, x) is a diffeomorphism for each t ∈ I.
Let mij(y, y
′) denote the entries of the matrix M(y, y′). Then ∂βξ p is a sum of products
of the form, with β1 + β2 = β,
(∂β1ξ γδ)(X(y),M(y, y
′)ξ)(∂β2ξ ψλ)(M(y, y
′)ξ)Pβ(mij(y, y
′))J(y, y′)
where Pβ is a polynomial of degree |β|.
By (3.5), for T ′ > 0 sufficiently small, ‖M‖, ‖M−1‖ ≤ 1/2 so that (∂β2ξ ψλ)(M(y, y′)ξ)
and hence p have support {|ξ| ≈ λ}. Thus, in the following, L∞ξ = L∞ξ ({|ξ| ≈ λ}) unless
otherwise specified.
By using the product estimate (C.12) and recalling the estimates on γ from Corollary
B.8, it suffices to show the following estimates:
‖(∂β1ξ γδ)(X(y),M(y, y′)ξ)‖Lp(I;L∞ξ Cα∗ ) ≤ λ
1
2
−|β1|+δ(α−
1
2
)F(s, r, T )(4.2)
· (
∑
|b|≤|β|+1
sup
|ξ|=1
‖∂bξγ‖L∞t,x+ ‖ sup
|ξ|=1
‖∂bξγ‖
W
1
2 ,∞
x
‖Lpt (I) )
‖(∂β2ξ ψλ)(M(y, y′)ξ)‖Lp(I;L∞ξ Cα∗ ) ≤ λ−|β2|+δ(α−
1
2
)F(s, r, T )(4.3)
‖Pβ(mij)‖Lp(I;Cα
∗
) + ‖J(y, y′)‖Lp(I;Cα
∗
) ≤ λδ(α− 12 )F(s, r, T )(4.4)
‖(∂β1ξ γδ)(X(y),M(y, y′)ξ)‖L∞t,y,y′,ξ . λ
1
2
−|β1| sup
|ξ|=1
‖∂β1ξ γ‖L∞t,x(4.5)
‖(∂β2ξ ψλ)(M(y, y′)ξ)‖L∞t,y,y′,ξ . λ
−|β2|(4.6)
‖Pβ(mij)‖L∞
t,y,y′
+ ‖J(y, y′)‖L∞
t,y,y′
≤ F(‖V ‖L2(I;W 1,∞)).(4.7)
First we show (4.5). Using T ′ > 0 sufficiently small so that ‖M‖, ‖M−1‖ ≤ 1/2, by
homogeneity we have
‖(∂β1ξ γδ)(X(y),M(y, y′)ξ)‖L∞t,y,y′,ξ . λ
1
2
−|β1| sup
|ξ|=1
‖(∂β1ξ γδ)(X(y), ξ)‖L∞t,y.
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Then (4.5) is clear. (4.6) is similarly proven.
To see (4.7), note that by (3.5),
(4.8) ‖mij(y, y′)‖L∞
t,y,y′
≤ F(‖V ‖L2(I;W 1,∞)).
Then (4.7) holds, as Pβ(mij) and J are polynomials in mij .
Next we prove (4.4). From (3.7) and the definition of M ,
(4.9) ‖mij(y, y′)‖Lp(I;Cα
∗,y,y′
) ≤ λδ(α− 12 )F(s, r, T ).
Then (4.4) holds, using the product estimate (C.12), the fact that Pβ(mij) and J are
polynomials in mij , and (4.8).
To prove (4.3), write (F )λ(·) = F ((·)/λ) so that we have
(∂β2ξ ψλ)(M(y, y
′)ξ) = λ−|β2|(∂β2ξ ψ)λ(M(y, y
′)ξ).
Then view (∂β2ξ ψ)λ((·)ξ) as a smooth function vanishing near 0 to apply the Moser-type
estimate (C.14)
‖(∂β2ξ ψ)λ(M(y, y′)ξ)‖Cα
∗,y,y′
≤ F(‖mij(y, y′)‖L∞
y,y′
)‖mij(y, y′)‖Cα
∗,y,y′
.
Then the desired estimate is obtained by taking LptL
∞
ξ and using (4.8) and (4.9).
It remains to show (4.2). We are in a position to apply Proposition C.12, by writing
x = (y, y′) ∈ R2d, a(x, ζ) = (∂β1ξ γδ)(X(y), ζ), and f(x) = f(y, y′) = M(y, y′)ξ. Since the
range of f may be assumed to be {|ζ | ≈ λ} for T ′ sufficiently small, we may smoothly
cut off a(x, ζ) to have support {|ζ | ≈ λ}. We obtain
‖(∂β1ξ γδ)(X(y),M(y, y′)ξ)‖Cα
∗,y,y′
. sup
|ζ|≈λ
‖(∂β1ξ γδ)(X(y), ζ)‖Cα∗,y
+ sup
|ζ|≈λ
‖(∇ξ∂β1ξ γδ)(X(y), ζ)‖L∞y ‖M(y, y′)ξ‖Cα∗,y,y′ .
The second term is estimated as before by taking LptL
∞
ξ and using homogeneity of γ and
(4.9) to obtain a bound by
‖(∇ξ∂β1ξ γδ)(X(y), ξ)‖L∞t,y,ξ‖M(y, y′)‖Lp(I;Cα∗,y,y′)
≤ λ 12−(|β1|+1)+δ(α− 12 )F(s, r, T ) sup
|ξ|=1
‖∇ξ∂β1ξ γδ‖L∞t,x
which is better than desired.
For the first term, we apply Proposition C.11 and the Lipschitz regularity of X from
(3.5):
‖(∂β1ξ γδ)(X(y), ζ)‖Cα∗,y ≤ ‖(∂β1ξ γδ)(y, ζ)‖Cα∗,y‖∂xX‖αL∞
≤ λδ(α− 12 )F(‖V ‖L2(I;W 1,∞))‖(∂β1ξ γδ)(y, ζ)‖
W
1
2 ,∞
y
.
Then taking sup|ζ|≈λ, using homogeneity of γ, and taking L
p
t yields the desired estimate.

It will be convenient to have the following symbol property for p, for later application
of the mapping properties of p(t, y, y′, D).
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Proposition 4.2. Remain in the setting of Proposition 1.3. Fix k ∈ N. There exists T ′ >
0 sufficiently small depending on ‖V ‖L2(I;W 1,∞) such that for I = [0, T ′], |α|+|α′|+|β| ≤ k,
and |α|+ |α′| ≥ 1,
‖∂αy ∂α
′
y′ ∂
β
ξ p(t, y, y
′, ξ)‖Lp(I;L∞
y,y′,ξ
) ≤ λ 12−|β|+δ(|α|+|α′|− 12 )F(s, r, T ).
Proof. We consider the case where |α| ≥ 1 and α′ = 0. The general case is similar.
Choose T ′ sufficiently small so that x 7→ X(t, x) is a diffeomorphism for each t ∈ I.
Let mij(y, y
′) denote the entries of the matrix M(y, y′). Then ∂βξ p is a sum of products
of the form, with β1 + β2 = β,
(∂β1ξ γδ)(X(y),M(y, y
′)ξ)(∂β2ξ ψλ)(M(y, y
′)ξ)Pβ(mij(y, y
′))J(y, y′)
where Pβ is a polynomial of degree |β|.
By (3.5), for T ′ > 0 sufficiently small, ‖M‖, ‖M−1‖ ≤ 1/2 so that (∂β2ξ ψλ)(M(y, y′)ξ)
and hence p have support {|ξ| ≈ λ}. Thus, in the following, L∞ξ = L∞ξ ({|ξ| ≈ λ}) unless
otherwise specified.
By using the product estimate (C.12) and recalling the estimates on γ from Corollary
B.8, it suffices to show the following estimates, for |ν| ≥ 1:
‖∂νy ((∂β1ξ γδ)(X(y),M(y, y′)ξ))‖Lp(I;L∞y,y′,ξ) ≤ λ
1
2
−|β1|+δ(|ν|−
1
2
)F(s, r, T )
· (
∑
|b|≤k
sup
|η|=1
‖∂bξγ‖L∞t,x+ ‖ sup
|η|=1
‖∂bξγ‖
W
1
2 ,∞
x
‖Lpt (I) )
‖∂νy ((∂β2ξ ψλ)(M(y, y′)ξ))‖Lp(I;L∞y,y′,ξ) ≤ λ
−|β2|+δ(|ν|−
1
2
)F(s, r, T )
‖∂νyPβ(mij)‖Lp(I;L∞) + ‖∂νyJ(y, y′)‖Lp(I;L∞y,y′,ξ) ≤ λ
δ(|ν|− 1
2
)F(s, r, T )
‖∂ν′y ((∂β1ξ γδ)(X(y),M(y, y′)ξ))‖L∞t,y,y′,ξ . λ
1
2
−|β1|+δ|ν′| sup
|ξ|=1
‖∂β1ξ γ‖L∞t,x .
‖∂ν′y ((∂β2ξ ψλ)(M(y, y′)ξ))‖L∞t,y,y′,ξ . λ
−|β1|+δ|ν′|
‖∂ν′y Pβ(mij)‖L∞t,y,y′ + ‖∂
ν′
y J(y, y
′)‖L∞
t,y,y′
≤ λδ|ν′|F(‖V ‖L2(I;W 1,∞)).
Other than the first, these estimates are straightforward, similar to the proof of Propo-
sition 4.1. The difference is that here we apply Proposition 3.4 in place of Proposition
3.3.
We will only focus on the first estimate. For brevity, write β = β1. By the chain rule,
∂νy (∂
β
ξ γδ)(X(y),M(y, y
′)ξ) consists of terms of the form
K := (∂ay∂
β+b
ξ γδ)(X(y),M(y, y
′)ξ)
r∏
j=1
(
∂ℓjy X(y)
)pj (
∂ℓjy M(y, y
′)ξ
)qj
where ∑
pj = a,
∑
qj = b, |ℓj| ≥ 1,
∑
(|pj|+ |qj |)ℓj = ν.
We study the frequency contribution of each member of the product K. For the first
term, we can remove the M(y, y′) as before by choosing T ′ sufficiently small, and using
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homogeneity:
‖(∂ay∂β+bξ γδ)(X(y),M(y, y′)ξ)‖L∞y,y′,ξ . λ
1
2
−(|β|+b) sup
|ξ|=1
‖(∂ay∂β+bξ γδ)(X(y), ξ)‖L∞t,y
≤ λ 12−|β|
∑
|b|≤k
sup
|ξ|=1
‖(∂ay∂bξγδ)(x, ξ)‖L∞t,x.
Assuming for now that |a| ≥ 1, then by the frequency localization of γδ,
‖(∂ay∂β+bξ γδ)(X(y),M(y, y′)ξ)‖Lp(I;L∞y,y′,ξ) . λ
1
2
−|β|+δ(|a|− 1
2
)
∑
|b|≤k
‖ sup
|ξ|=1
‖∂bξγδ(x, ξ)‖W 12 ,∞‖Lp(I).
For the second term, we apply (3.5) and (3.6):
(4.10)
r∏
j=1
‖∂ℓjy X(y)‖pjL∞t,y ≤ λ
δ
∑
|pj |(|ℓj |−1)F(‖V ‖L2(I;W 1,∞)).
For the third term, from (3.5), we have
‖∂ν′y mij(y, y′)‖L∞t,y,y′ ≤ λ
δ|ν′|F(‖V ‖L2(I;W 1,∞)).
Applying this,
(4.11)
r∏
j=1
‖∂ℓjy M(y, y′)ξ‖qjL∞
t,y,y′,ξ
≤ λδ
∑
|qj ||ℓj|F(‖V ‖L2(I;W 1,∞)).
Then putting the three terms together, the exponent on λ is
δ
(
|a| − 1
2
)
+ δ
r∑
j=1
|pj |(|ℓj| − 1)+ δ
r∑
j=1
|qj ||ℓj| = δ
(
|a| − 1
2
)
+ δ(|ν| − |a|) = δ
(
|ν| − 1
2
)
as desired.
It remains to consider the case |a| = 0, in which case we have |b| ≥ 1, so that without
loss of generality, |q1| ≥ 1. We apply (4.5) and (4.10) on the first and second terms in K.
For the third term, we apply (4.11) except on a single copy of ∂ℓ1y M(y, y
′)ξ for which we
apply (3.7):
‖∂ℓ1y M(y, y′)ξ‖Lp(I;L∞y,y′,ξ) ≤ λ
δ(|ℓ1|−
1
2
)λF(s, r, T ).
Then we would have the desired exponent on λ, once we account for the extra λ term
arising from the fact that ξ ≈ λ. Note from the third term of K that this extra factor in
fact appears
∑
qj = b times, which is cancelled by the 4λ
−b gain from the first term of
K. 
4.2. Time Regularity. In this section we study the regularity of the symbol p in time.
Proposition 4.3. Remain in the setting of Proposition 1.3. Fix I = [0, T ′] as in Propo-
sition 4.1. Then
‖∂t∂2ξp(t, y, y′, ξ)‖Lp(I;L∞y,y′,ξ) ≤ λ
−3/2F(s, r, T )
where L∞ξ = L
∞
ξ ({|ξ| ≈ λ}).
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Proof. Recall
p(t, y, y′, ξ) = γδ(X(t, y),M(y, y
′)ξ)ψλ(M(y, y
′)ξ)J(y, y′).
By (3.5), for T ′ > 0 sufficiently small, ‖M‖, ‖M−1‖ ≤ 1/2. Thus on {|ξ| ≈ λ} with the
appropriate constant, ψλ(M(y, y
′)ξ) ≡ 1. Restricting our attention to this domain,
p(t, y, y′, ξ) = γδ(X(y),M(y, y
′)ξ)J(y, y′).
Then, by homogeneity, it suffices to show
‖∂t∂2ξp(t, y, y′, ξ)‖Lp(I;L∞y,y′,ξ) ≤ F(s, r, T )
on {|ξ| = 1}.
Let mij(y, y
′) be the entries of the matrix M(y, y′). Then ∂2ξp is a product of three
terms,
(∂2ξγδ)(X(y),M(y, y
′)ξ)P2(mij(y, y
′))J(y, y′)
where P2 is a polynomial of degree 2. By the product rule, (3.5), and the L
∞ bound
of Corollary B.8, it suffices to study the time derivative on each of γξξδ, J , and P2(mij)
individually. Throughout the proof, since ‖M‖, ‖M−1‖ ≤ 1/2, we will use the fact that
we may scale to |M(y, y′)ξ| = 1 with an acceptable loss.
Recall
J(y, y′) = | det(∂xX)(y′)|| detM(y, y′)|
is a polynomial in ∂xX and the matrix coefficients mij of M . Further, the matrix co-
efficients mij are smooth functions of ∂xX . Thus using again (3.5), to study the time
derivative of J it suffices to study the time derivative of ∂xX , . We have by the flow of
Vδ that
d
dt
∂iX = (∂kVδ)(t, X(t))∂iX
k
and thus
‖ d
dt
∂iX‖Lp(I;L∞) . ‖V ‖Lp(I;W r,∞)‖∂iXk‖L∞(I;L∞) ≤ F(‖V ‖Lp(I;W r,∞)).
The analysis of P2(mij) is similar.
Next we turn to γξξδ. Write
d
dt
γξξδ = ∂tγξξδ + ∂tX · ∇xγξξδ + ∂tM · ∇ξγξξδ.
Similar to before, we estimate ∂tM · ∇ξγξξδ by applying Corollary B.8 and noting that
∂tM satisfies the same estimates as ∂t∂xX , discussed above.
For the first two terms, note by the flow of Vδ that
∂tγξξδ + ∂tX · ∇xγξξδ = (∂t + Vδ · ∇)γξξδ.
We need to remove the frequency localization to exploit the material derivative, ∂t+V ·∇.
First, we can replace Vδ with V via the following estimate:
‖(S>λδV ) · ∇γξξδ‖L∞ . λδ‖S>λδV ‖L∞‖γξξδ‖L∞ . ‖V ‖W 1,∞‖γξξ‖L∞
and thus
‖(S>λδV ) · ∇γξξδ‖Lp(I;L∞) . ‖V ‖Lp(I;W 1,∞)‖γξξ‖L∞(I;L∞)
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as desired (estimating γξξ via Corollary B.8 as above). Second, by the commutator esti-
mate
‖[V,∇S≤λδ ]γξξ‖L∞ . ‖V ‖W r,∞‖γξξ‖L∞
it remains to bound
S≤λδ(∂tγξξ +∇ · (V γξξ)).
Third, by the product rule, we are reduced to studying
(∂t + V · ∇)γξξ
by observing
‖(∇ · V )γξξ‖L∞ ≤ ‖V ‖W 1,∞‖γξξ‖L∞ .
To estimate (∂t + V · ∇)γξξ, it suffices to estimate each of
(∂t + V · ∇)a, (∂t + V · ∇)Λ.
The former is estimated in [ABZ14b, Proposition C.1]:
‖(∂t + V · ∇)a‖W ǫ,∞ ≤ F(‖(η, ψ)‖Hs+12 , ‖(V,B)‖Hs)(1 + ‖η‖W r+12 ,∞ + ‖(V,B)‖W r,∞).
Then take the Lp integral in time.
For the latter, it suffices to estimate
(∂t + V · ∇)∇η = G(η)V +∇ηG(η)B + Γx +∇ηΓy.
We may estimate the terms arising from the bottom using Sobolev embedding and
[ABZ14a, Proposition 4.3] (which uses the notation γ := Γx +∇ηΓy):
‖Γx +∇ηΓy‖L∞ . ‖Γx +∇ηΓy‖Hs− 12 ≤ F(‖η‖Hs+12 , ‖(ψ, V, B)‖H 12 ).
Finally, it remains to estimate G(η)V (as ∇ηG(η)B is similar). We have
‖G(η)V ‖L∞ ≤ ‖G(η)− TΛV ‖L∞ + ‖TΛV ‖L∞ .
and
‖TΛV ‖L∞ .M10 (Λ)‖V ‖C1∗ . ‖∇η‖L∞‖V ‖W r,∞.
For the paralinearization error, we may use [ABZ14b, Theorem 1.4] and Sobolev embed-
ding, to obtain
‖G(η)− TΛV ‖L∞ ≤ F(‖η‖Hs+12 , ‖V ‖Hs)(1 + ‖η‖W r+12 ,∞ + ‖V ‖W r,∞).
Taking Lp in time yields the desired estimate.

4.3. Curvature Estimates. We recall the following estimate on the Hessian of γ:
Proposition 4.4 ([ABZ14b, Proposition 2.11]). There exists c0 > 0 and λ0 > 0 such that
| det ∂2ξγδ(t, x, ξ)| ≥ c0
for all λ ≥ λ0 and (t, x, ξ) ∈ [0, T ]× Rd × {|ξ| ≈ 1}.
We can obtain the same estimates for p:
Corollary 4.5. There exists T ′ > 0 (depending on ‖V ‖L2(I;W 1,∞)), c0 > 0, and λ0 such
that
| det ∂2ξp(t, y, y′, ξ)| ≥ c0λ−
3d
2
for all λ ≥ λ0 and (t, y, y′, ξ) ∈ [0, T ′]× R2d × {|ξ| ≈ λ}.
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Proof. Recall
p(t, y, y′, ξ) = γδ(X(y),M(y, y
′)ξ)ψλ(M(y, y
′)ξ)J(y, y′).
By (3.5), for T > 0 sufficiently small, ‖M‖, ‖M−1‖ ≤ 1/2. Thus on {|ξ| ≈ λ} with the
appropriate constant, ψλ(M(y, y
′)ξ) ≡ 1. Restricting our attention to this domain,
p(t, y, y′, ξ) = γδ(X(y),M(y, y
′)ξ)J(y, y′).
Thus, we have
∂2ξiξjp(t, y, y
′, ξ) = M(y, y′)T (∂2ξiξjγδ)(X(y),M(y, y
′)ξ)M(y, y′)J(y, y′).
By (3.5), M(y, y′) ≈ Id and J(y, y′) ≈ 1 on [0, T ′] for T ′ sufficiently small. Thus by
Proposition 4.4 and homogeneity,
| det ∂2ξp(t, y, y′, ξ)| & inf
x∈Rd
| det ∂2ξγδ(t, x, ξ)| & c0λ−
3d
2 .

5. Strichartz Estimates for Order 1/2 Evolution Equations
5.1. The Parametrix Construction. In this section we consider a general evolution
equation of the form
(5.1)
{
(Dt + a
w(t, x,D))u = f, in (0, 1)× Rd
u(0) = u0, on R
d
where a(t, x, ξ) is a real symbol continuous in t and smooth with respect to x and ξ. In
this setting aw is self-adjoint and thus generates an isometric evolution S(t, s) on L2(Rd).
We outline the construction of a phase space representation of the fundamental solution
for (5.1), following [KT05], [Tat04], [MMT08].
The FBI transform [Tat04]
(Tf)(x, ξ) = 2−
d
2π−
3d
4
∫
e−
1
2
(x−y)2eiξ(x−y)f(y) dy
is an isometry from L2(Rd) to phase space L2(R2d) with an inversion formula
f(y) = (T ∗Tf)(y) = 2−
d
2π−
3d
4
∫
e−
1
2
(x−y)2e−iξ(x−y)(Tf)(x, ξ) dxdξ.
First we would like to describe the phase space localization properties of S(t, s) relative
to the Hamilton flow corresponding to (5.1),
(5.2)
{
x˙ = aξ(t, x, ξ)
ξ˙ = −ax(t, x, ξ).
More precisely, let
(xt, ξt) = (xt(x, ξ), ξt(x, ξ))
denote the solution to (5.2), with initial data (x, ξ) at time 0. Let χ(t, s) denote the family
of canonical transformations on phase space L2(R2d) corresponding to (5.2),
χ(t, s)(xs, ξs) = (xt, ξt).
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Then we would like an estimate on the kernel K˜ of the phase space operator TS(t, s)T ∗,
of the form
|K˜(t, x, ξ, s, y, η)| . (1 + |(x, ξ)− χ(t, s)(y, η)|)−N .
Such an estimate has been established in [Tat04] for the class of symbols a ∈ S0,(k)0,0
satisfying
|∂αx∂βξ a(t, x, ξ)| ≤ cα,β, |α|+ |β| ≥ k,
for k = 2. This was generalized in [MMT08] to the class of symbols a ∈ S(k)L1χ satisfying
sup
x,ξ
∫ 1
0
|∂αx∂βξ a(t, χ(t, 0)(x, ξ))| dt ≤ cα,β, |α|+ |β| ≥ k.
For our purposes it suffices to consider an intermediate class of symbols a ∈ L1S0,(k)0,0
satisfying
‖∂αx∂βξ a‖L1t ([0,1];L∞(R2d)) ≤ cα,β, |α|+ |β| ≥ k.
Precisely, we have the following corollary of [MMT08] for this smaller class of symbols:
Theorem 5.1. Let a(t, x, ξ) ∈ L1S0,(2)0,0 . Then
(1) The Hamilton flow (5.2) is well-defined and bilipschitz.
(2) The kernel K˜(t, s) of the phase space operator TS(t, s)T ∗ decays rapidly away from
the graph of the Hamilton flow,
|K˜(t, x, ξ, s, y, η)| . (1 + |(x, ξ)− χ(t, s)(y, η)|)−N .
Then we have the following phase space representation for the exact solution to (5.1):
Theorem 5.2. Let a(t, x, ξ) ∈ L1S0,(2)0,0 . Then the kernel K(t, s) of the evolution operator
S(t, s) for Dt + a
w can be represented in the form
K(t, y, s, y˜) =
∫
e−
1
2
(y˜−xs)2e−iξ
s(y˜−xs)ei(ψ(t,x,ξ)−ψ(s,x,ξ))eiξ
t(y−xt)G(t, s, x, ξ, y) dxdξ
where the function G satisfies
|(xt − y)γ∂αx∂βξ ∂νyG(t, s, x, ξ, y)| . cγ,α,β,ν.
Proof. This is a consequence of Theorem 5.1 and [Tat04, Theorem 4], once we prove that
the canonical transformation χ(t, s) is smooth with uniform bounds,
|∂αx∂βξ χ(x, ξ)| ≤ cα,β, |α|+ |β| > 0.
This can be proven for instance by using the argument in Section 2 of [MMT08] showing
that χ is uniformly bilipschitz, along with an induction. 
5.2. Dispersive Estimates. We combine the representation formula in Theorem 5.2
with a curvature condition to yield a dispersive estimate.
First we define a class of symbols analogous to the class λSkλ in [KT05]. Define the
class of symbols a(t, x, ξ) ∈ L1Sm,(k)1,δ (λ) satisfying
‖∂αx∂βξ a‖L1t ([0,1];L∞(R2d)) ≤ cα,βλm−|β|+δ(|α|−k), |α| ≥ k.
Note this definition makes sense even for noninteger k.
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We will work with symbols which also partially satisfy uniform bounds. Define the
class of symbols a ∈ Sm1 (λ) satisfying
|∂βξ a(t, x, ξ)| ≤ cβλm−|β|.
Proposition 5.3. Let a ∈ L1S
1
2
,( 2
3
)
1, 3
4
(λ) ∩ S
1
2
1 (λ) such that for each (t, x, ξ) ∈ [0, 1]×Rd ×
{|ξ| ≈ λ}, ∂2ξa satisfies
| det ∂2ξa(t, x, ξ)| ≥ cλ−
3d
2 .
Also assume that
‖λ3/2∂t∂2ξa‖L1t ([0,1];L∞x,ξ) ≤ c1 ≪ c
where L∞ξ = L
∞
ξ ({|ξ| ≈ λ}).
Let u0 have frequency support {|ξ| ≈ λ}. Then there exists 0 < T ≤ 1 such that for all
|t− s| < T , we have
‖S(t, s)u0‖L∞ . λ 3d4 |t− s|− d2‖u0‖L1 .
Proof. Without loss of generality let s = 0. Fix T small to be chosen later. We fix
t0 ∈ [0, T ] and prove the estimate when t = t0. To do so, we reduce the problem to an
estimate for t = 1 by rescaling. Write u = S(t, s)u0 and set
v(t, x) = u(t0 · t, λ−3/4
√
t0x).
Then v solves
(Dt + a˜
w(t, x,D))v = 0, v(0) = u0(0, λ
−3/4
√
t0x) =: v0
where
a˜(t, x, ξ) = t0a
(
t0 · t, λ−3/4
√
t0x, λ
3/4 ξ√
t0
)
.
Then it suffices to show
‖v(1)‖L∞ . ‖v0‖L1.
We first show a˜ ∈ L1S0,(2)0,0 in order to apply Theorem 5.2. Indeed,
‖∂βξ a˜‖L1t ([0,1];L∞) ≤ ‖∂
β
ξ a˜‖L∞ = λ
3
4
|β|t
− 1
2
|β|
0 t0‖∂βξ a‖L∞(5.3)
≤ λ 34 |β|t1−
1
2
|β|
0 cβλ
1
2
−|β| = cβ(t
−1
0 λ
− 1
2 )
1
2
(|β|−2).
Note that when t−10 λ
− 1
2 ≥ 1, the dispersive estimate is trivial by Sobolev embedding, so
we may assume t−10 λ
− 1
2 ≤ 1. Thus when |β| ≥ 2,
‖∂βξ a˜‖L1t ([0,1];L∞) ≤ cβ.
On the other hand, for |α| ≥ 1, again using t−10 λ−
1
2 ≤ 1,
‖∂αx ∂βξ a˜‖L1t ([0,1];L∞) ≤ λ−
3
4
|α|t
1
2
|α|
0 λ
3
4
|β|t
− 1
2
|β|
0 t0‖∂αx ∂βξ a(t0 · t)‖L1t ([0,1];L∞)
≤ cα,βλ− 34 |α|t
1
2
|α|
0 λ
3
4
|β|t
− 1
2
|β|
0 λ
1
2
−|β|+ 3
4
(|α|− 2
3
)
= cα,βt
1
2
|α|
0 (t
−1
0 λ
− 1
2 )
1
2
|β| ≤ cα,βt
1
2
|α|
0 ≤ cα,β.(5.4)
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Thus, we may use the representation formula in Theorem 5.2,
v(t, y) =
∫
G(t, x, ξ, y)e−
1
2
(y˜−x)2+iξt(y−xt)−iξ(y−x)+iψ(t,x,ξ)v0(y˜) dxdξdy˜.
By the frequency support of v0 in B = {|ξ| ≈ λ 14 t
1
2
0 }, the contribution of the complement
of B to the integral is negligible, so it suffices to study∫ ∫
B
|G(t, x, ξ, y)| dξ e− 12 (y˜−x)2 |v0(y˜)| dxdy˜ . ‖v0‖L1 sup
x
∫
B
|G(t, x, ξ, y)| dξ.
It remains to show ∫
B
|G(1, x, ξ, y)| dξ . 1.
Given the bound for G in Theorem 5.2, this reduces to∫
B
(1 + |x1 − y|)−N dξ . 1.
To show this, we study the dependence of x1 = x1(x, ξ) on ξ. Write
X = ∂ξx
t, Ξ = ∂ξξ
t,
which by the Hamilton flow (5.2) for a˜ solve
(5.5)
{
X˙ = a˜ξxX + a˜ξξΞ, X(0) = 0
Ξ˙ = −a˜xxX − a˜xξΞ, Ξ(0) = I.
From (5.4), we have
‖a˜xξ‖L1t ([0,1];L∞) + ‖a˜xx‖L1t ([0,1];L∞) .
√
t0.
Similarly, (5.3) implies ‖∂ξξa˜‖L∞ . 1. Further, since the Hamilton flow for a˜ is bilipschitz
by Theorem 5.1, we have
‖X‖L∞ + ‖Ξ‖L∞ . 1.
Thus, we have
Ξ(t) = Ξ(0) +
∫ t
0
Ξ˙ ds = I −
∫ t
0
a˜xxX + a˜xξΞ ds = I +O(
√
t0)
and hence
a˜ξξΞ = a˜ξξ +O(
√
t0)
Then
(5.6) X(t) = X(0) +
∫ t
0
X˙ ds =
∫ t
0
a˜ξxX + a˜ξξΞ ds =
∫ t
0
a˜ξξ ds+O(
√
t0).
We would like to replace a˜ξξ = a˜ξξ(s, x
s, ξs) in the integral by a˜ξξ(0, x, ξ). Combining
(5.2), (5.4), and (5.3), we have
‖a˜ξξxx˙‖L1t ([0,1];L∞) = ‖a˜ξξxa˜ξ‖L1t ([0,1];L∞) ≤ cα,βt
1
2
0 (t
−1
0 λ
− 1
2 ) · cβ(t−10 λ−
1
2 )−
1
2 ≤ cα,βcβλ− 14
‖a˜ξξξξ˙‖L1t ([0,1];L∞) = ‖a˜ξξξa˜x‖L1t ([0,1];L∞) ≤ cβ(t−10 λ−
1
2 )
1
2 · cα,βt
1
2
0 ≤ cα,βcβλ−
1
4 .
In addition, recalling the assumption that λ3/2∂t∂
2
ξa ∈ L1t ([0, 1];L∞), we have
‖∂t∂2ξ a˜‖L1t ([0,1];L∞) = λ3/2‖∂t∂2ξa‖L1t ([0,t0];L∞) ≤ c1.
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Thus,
a˜ξξ(s, x
s, ξs) = a˜ξξ(0, x, ξ) +
∫ s
0
d
dt
a˜ξξ dr
= a˜ξξ(0, x, ξ) +
∫ s
0
∂t∂
2
ξ a˜+ a˜ξξxx˙+ a˜ξξξ ξ˙ dr
= a˜ξξ(0, x, ξ) +O(c1) +O(λ
− 1
4 ).
We conclude from (5.6) that
∂ξx
1 = X(1) = a˜ξξ(0, x, ξ) +O(c1) +O(λ
− 1
4 +
√
t0) = a˜ξξ(0, x, ξ) +O(c1) +O(
√
t0).
For t0 ∈ [0, T ], with T chosen sufficiently small,
| det ∂ξx1| = | det a˜ξξ|+O(c1) +O(
√
t0) & 1
and hence ∫
B
(1 + |x1 − y|)−N dξ .
∫
(1 + |x1 − y|)−N dx1 . 1
as desired.

5.3. Strichartz Estimate. We establish a Strichartz estimate from the previous disper-
sive estimate. Say (p, q, ρ) is admissible if
2
p
+
d
q
=
d
2
, 2 ≤ p, q ≤ ∞, (p, q) 6= (2,∞), ρ = 3
2p
.
Theorem 5.4. Consider a symbol a(t, x, ξ) as in Proposition 5.3. Let u and f1 have
frequency support {|ξ| ≈ λ} and solve
(Dt + a
w)u = f1 + f2, u(0) = u0
on t ∈ [0, 1] = I. Then for (p, q, ρ) admissible we have
‖|D|−ρu‖Lp(I;Lq) . ‖|D|ρf1‖Lp′ (I;Lq′) + ‖f2‖L1(I;L2) + ‖u0‖L2 .
Proof. It suffices to prove this in a sufficiently small time interval [0, T ], as we can iterate
it to obtain it in the full interval [0, 1].
The proof follows the standard TT ∗ formalism. By Duhamel’s formula, it suffices to
show
S(t, s) : L2 → λρLpLq(5.7)
1t>sS(t, s) : λ
−ρLp
′
Lq
′ → λρLpLq.(5.8)
In turn, by a TT ∗ argument for (5.7) and the Christ-Kiselev lemma for (5.8), it suffices
to show
S(t, s) : λ−ρLp
′
Lq
′ → λρLpLq.
To show this, we interpolate the trivial energy bound
‖S(t, s)‖L2→L2 ≤ 1
with the dispersive estimate in Proposition 5.3
‖S(t, s)‖L1→L∞ . λ 3d4 |t− s|− d2
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and then apply the Hardy-Littlewood-Sobolev inequality. 
5.4. Symbol Truncation and Rescaling. We will consider symbols
a(t, x, y, ξ) ∈ L1t ([0, T ];L∞ξ W˙
2
3
,∞
x,y )
and study the evolution equation (5.1) but with the Kohn-Nirenberg quantization. We
can reduce Strichartz estimates in this setting to Theorem 5.4 by frequency truncating in
the spatial variables.
In our applications, we will also need to rescale to time intervals of variable length.
Corollary 5.5. Let I = [0, T ] with T > 0. Consider a symbol a(t, x, y, ξ) with support on
{|ξ| ≈ λ} and satisfying
‖∂βξ a‖L∞t,x,y,ξ . λ
1
2
−|β|, T
1
3‖∂βξ a‖
L1t (I;L
∞
ξ W˙
2
3 ,∞
x,y )
. λ
1
2
−|β|.
For each (t, x, y, ξ) ∈ [0, 1]× R2d × {|ξ| ≈ λ}, assume ∂2ξa satisfies
| det ∂2ξa(t, x, y, ξ)| ≥ cλ−
3d
2 .
Also assume that
‖λ3/2∂t∂2ξa‖L1t (I;L∞x,y,ξ) ≤ c1 ≪ c
where L∞ξ = L
∞
ξ ({|ξ| ≈ λ}).
Let u have frequency support {|ξ| ≈ λ} and solve
(5.9) (Dt + a(t, x, y,D))u = f, u(0) = u0.
Then for (p, q, ρ) admissible we have
(5.10) ‖|D|−ρu‖Lp(I;Lq) . ‖f‖L1(I;L2) + ‖u0‖L∞(I;L2).
Proof. By applying the scaling
a˜ = a(T t, T 2x, T 2y, ξ), u˜ = u(T t, T 2x), f˜ = Tf(T t, T 2x)
and the scaling invariance of the symbol a and the desired estimate (5.10), we may assume
T = 1.
Next, we frequency truncate the symbol a in the x and y variables. Write, with δ = 3
4
,
a = S≤λδa + S>λδa =: aδ + a>δ.
Then we may assume a = aδ, since viewing a>δ(t, x, y,D)u as a component of f on the
right hand side of (5.9),
‖a>δ(t, x, y,D)u‖L1(I;L2) = λ 12‖λ− 12a>δ(t, x, y,D)u‖L1(I;L2)
. λ
1
2‖λ− 12a>δ‖L1(I;L∞x,y,ξ)‖u‖L∞(I;L2)
. ‖λ− 12a‖
L1(I;L∞ξ W˙
2
3 ,∞)
‖u‖L∞(I;L2)
which by assumption is bounded by ‖u‖L∞(I;L2) on the right hand side of (5.10).
Next we pass to the Weyl quantization. Since a = aδ, we have
a ∈ L1S
1
2
,( 2
3
)
1,δ,δ .
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We can write (see [Tay91, Proposition 0.3.A])
a(t, x, y,D) = a(t, x, x,D) + r(t, x,D), r ∈ L1S
1
2
−1+δ(1− 1
2
),(0)
1,δ = L
1S
− 1
8
,(0)
1,δ
so that
‖r(t, x,D)u‖L1(I;L2) . ‖u‖L∞(I;L2).
Similarly, writing a˜(t, x, ξ) = a(t, x, x, ξ), we can write
a˜(t, x,D) = a˜w(t, x,D) + r˜(t, x,D), r˜ ∈ L1S−
1
8
,(0)
1,δ
and hence
‖r˜(t, x,D)u‖L1(I;L2) . ‖u‖L∞(I;L2).
Viewing (r + r˜)u as an inhomogeneous term bounded by ‖u‖L∞(I;L2), we may assume
(5.11) (Dt + a˜
w)u = f.
Since
a˜ ∈ L1S
1
2
,( 2
3
)
1, 3
4
(λ)
and the remaining properties required of a˜ in Proposition 5.3 are straightforward to check,
we may apply Theorem 5.4 with f2 = f and f1 = 0 to yield (5.10).

6. Strichartz Estimates for Rough Symbols
As our symbol p in (4.1) is only in L1t ([0, T ];L
∞
ξ W˙
1
2
,∞
x,y ), we cannot directly apply Corol-
lary 5.5. We will consider Strichartz estimates on time intervals of variable length, adapted
to our lower regularity.
6.1. Strichartz Estimates on Variable Time Intervals.
Corollary 6.1. Corollary 5.5 holds with a symbol a(t, x, y, ξ) satisfying
T
1
4λ
1
8‖∂βξ a‖
L1t (I;L
∞
ξ W˙
1
2 ,∞
x,y )
. λ
1
2
−|β|
in place of
T
1
3‖∂βξ a‖
L1t (I;L
∞
ξ W˙
2
3 ,∞
x,y )
. λ
1
2
−|β|.
Proof. We frequency truncate the symbol a in the x and y variables. Set
µ = ‖a‖2
L1t (I;L
∞
ξ W˙
1
2 ,∞
x,y )
and write
a = S≤µa+ S>µa =: aµ + a>µ.
Then we may assume a = aµ, since viewing a>µ(t, x, y,D)u as a component of f on the
right hand side of (5.9),
‖a>µ(t, x, y,D)u‖L1(I;L2) = λ 12‖λ− 12a>µ(t, x, y,D)u‖L1(I;L2)
. λ
1
2‖λ− 12a>µ‖L1(I;L∞x,y,ξ)‖u‖L∞(I;L2)
. µ−
1
2λ
1
2‖λ− 12a‖
L1(I;L∞ξ W˙
1
2 ,∞)
‖u‖L∞(I;L2)
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which by the choice of µ is bounded by ‖u‖L∞(I;L2) on the right hand side of (5.10).
Then we have
T
1
3‖∂βξ aµ‖
L1t (I;L
∞
ξ W˙
2
3 ,∞
x,y )
. µ
1
6T
1
3‖∂βξ a‖
L1t (I;L
∞
ξ W˙
1
2 ,∞
x,y )
.
By choice of µ and assumption,
µ
1
6 = ‖a‖
1
3
L1t (I;L
∞
ξ W˙
1
2 ,∞
x,y )
. T−
1
12λ
1
8 .
Again by assumption,
‖∂βξ a‖
L1t (I;L
∞
ξ W˙
1
2 ,∞
x,y )
. T−
1
4λ
3
8
−|β|.
Collecting these estimates, we conclude
T
1
3‖∂βξ aµ‖
L1t (I;L
∞
ξ W˙
2
3 ,∞
x,y )
. T−
1
12λ
1
8T
1
3T−
1
4λ
3
8
−|β| = λ
1
2
−|β|
which permits us to apply Corollary 5.5. 
6.2. Time Interval Partition. We will apply Corollary 6.1 to the elements of a partition
of our time interval to obtain a Strichartz estimate with loss:
Proposition 6.2. Let I = [0, T ′] with 0 < T ′ ≤ 1. Consider a symbol a(t, x, y, ξ) with
support on {|ξ| ≈ λ} and satisfying
‖∂βξ a‖L∞t,x,y,ξ . λ
1
2
−|β|, ‖∂βξ a‖
L1t (I;L
∞
ξ W˙
1
2 ,∞
x,y )
. λ
1
2
−|β|.
For each (t, x, y, ξ) ∈ [0, T ′]× R2d × {|ξ| ≈ λ}, assume ∂2ξa satisfies
| det ∂2ξa(t, x, y, ξ)| ≥ cλ−
3d
2 .
Also assume that
‖λ3/2∂t∂2ξa‖L1t (I;L∞x,y,ξ) ≤ c1 ≪ c
where L∞ξ = L
∞
ξ ({|ξ| ≈ λ}).
Let u have frequency support {|ξ| ≈ λ} and solve
(Dt + a(t, x, y,D))u = f, u(0) = u0.
Then for (p, q, ρ) admissible we have
(6.1) ‖|D|−ρu‖Lp(I;Lq) . λ−
1
10p′ ‖f‖L1(I;L2) + λ
1
10p ‖u0‖L∞(I;L2).
Proof. Decompose [0, T ′] into maximal subintervals
0 = t0 < t1 < ... < tk = T
′
satisfying both
(6.2) ‖f‖L1([tj ,tj+1];L2) ≤ λ−
1
10‖f‖L1(I;L2)
and
(6.3) (tj+1 − tj) 14λ 18λ− 12+|β|‖∂βξ a‖
L1t ([tj ,tj+1];L
∞
ξ W˙
1
2 ,∞
x,y )
≤ 1
for each 0 ≤ |β| ≤ N . We claim that the number k of intervals satisfies
k ≈ λ 110 .
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The lower bound follows from (6.2). For the upper bound, observe that for each j, equality
must hold either in (6.2) or (6.3) for some β. The number k0 of intervals for which equality
in (6.2) holds is at most λ
1
10 as desired. On each of the kβ intervals in which equality
holds in (6.3) with β, we have, since c4 + c−1 & 1 for any c,
λ
1
10 (tj+1 − tj) + λ− 140λ 18λ− 12+|β|‖∂βξ a‖
L1t ([tj ,tj+1];L
∞
ξ W˙
1
2 ,∞
x,y )
& 1.
Then summing over all such intervals, we have
λ
1
10T ′ + λ
1
10 & λ
1
10
∑
j
(tj+1 − tj) + λ− 140λ 18
∑
j
λ−
1
2
+|β|‖∂βξ a‖
L1t ([tj ,tj+1];L
∞
ξ W˙
1
2 ,∞
x,y )
& kβ.
and thus
k = k0 +
∑
β
kβ . λ
1
10 .
as desired.
We conclude from (6.3) that a restricted to [tj , tj+1] satisfies the conditions of Corollary
6.1 with T = tj+1 − tj . We obtain
‖|D|ρu‖Lp([tj ,tj+1];Lq) . ‖f‖L1([tj ,tj+1];L2) + ‖u‖L∞([tj ,tj+1];L2).
Using (6.2) we have
‖|D|ρu‖Lp([tj ,tj+1];Lq) . λ−
1
10‖f‖L1(I;L2) + ‖u‖L∞([tj ,tj+1];L2).
Raising to the power p and summing over j, we obtain
‖|D|ρu‖Lp(I;Lq) . λ
1−p
10p ‖f‖L1(I;L2) + λ
1
10p ‖u‖L∞(I;L2).

6.3. Proof of Proposition 2.3. In this section we combine the estimates on the symbol p
from Section 4 and the Strichartz estimates from the previous section to prove Proposition
2.3. Recall that if we define vλ(t, y) = uλ(t, X(t, y)), then vλ satisfies (4.1),
∂tvλ(t, y) + i(p(t, y, y
′, D)vλ)(t, y) = fλ(t, X(t, y)).
Up to a perturbative inhomogeneous error, we will apply Proposition 6.2 with u = vλ and
a = p(t, y, y′, ξ). In the following, implicit constants will depend on F(s, r, T ).
For instance, we may partition [0, T ] into a number of time intervals of length T ′,
depending on ‖V ‖L2(I;W 1,∞) and hence F(s, r, T ). Without loss of generality, we consider
the first such interval I = [0, T ′].
Step 1. We recall the properties of p required by Proposition 6.2. For the curvature lower
bound on p, we recall Corollary 4.5.
We have λ3/2∂t∂
2
ξ p ∈ Lpt (I;L∞y,y′,ξ) by Proposition 4.3. Then on a sufficiently short time
interval I, we have by Ho¨lder in time,
‖λ3/2∂t∂2ξp‖L1t (I;L∞x,ξ) ≤ c1.
Proposition 4.1 implies
‖∂βξ p‖
L1t (I;L
∞
ξ W˙
1
2 ,∞
y,y′
)
. λ
1
2
−|β|.
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It is also easy to see that λ−
1
2
+|β|∂βξ p ∈ L∞t,y,y′,ξ from the proof of Proposition 4.1, by using
only L∞t,y,y′,ξ in place of L
p
t (I;L
∞
ξ C
α
∗ ).
Step 2. Before we can apply Proposition 6.2, we need to frequency localize
vλ(t, y) = uλ(t, X(t, y)).
By the computations for the change of variables in Section 4, but with ψλ(ξ), the symbol
of Sλ, in place of γδ, we have
vλ(t, y) = uλ(t, X(y)) = (Sλuλ)(t, X(y)) = (χ(t, y, y
′, D)vλ)(t, y)
where
χ(t, y, y′, ξ) = ψλ(M(y, y
′)ξ)J(y, y′).
Further, following the proof of Proposition 4.2 with χ in place of p, we have
χ ∈ L1S0,(
1
2
)
1,δ,δ
and hence, recalling that 0 < δ < 1,
(6.4) χ(t, y, y′, D) = χ(t, y′, y′, ξ) + r(t, y′, D), r ∈ L1S−1+δ(1−
1
2
),(0)
1,δ ⊆ L1S
− 1
2
,(0)
1,δ .
Writing χ˜(t, y′, ξ) = χ(t, y′, y′, ξ), we conclude from (4.1) and (6.4) that
(6.5) (∂tχ˜vλ)(t, y) + i(pχ˜vλ)(t, y) = fλ(t, X(t, y))− (∂trvλ)(t, y)− i(prvλ)(t, y).
Step 3. From the estimate of Proposition 6.2, we see that an estimate
(6.6) ‖∂trvλ − iprvλ‖L1(I;L2) . ‖fλ(t, X(t, y))‖L1(I;L2) + ‖vλ‖L∞(I;L2)
would suffice.
First we estimate prvλ. Observe that
p ∈ L∞S
1
2
,(0)
1,δ,δ ,
by using the uniform bound (3.6) in place of (3.7) (and similarly choosing the uniform
bound in Corollary B.8) in the proof of Proposition 4.2. Thus we have
‖prvλ‖L1(I;L2) . ‖rvλ‖L1(I;H 12 ) . ‖vλ‖L∞(I;L2)
as desired.
Next, we estimate ∂trvλ. Write
∂trvλ = r˙vλ + r∂tvλ = r˙vλ − irpvλ + rfλ(t, X(t, y)).
rpvλ is estimated in the same way as prvλ. To estimate rfλ, view r = χ− χ˜ and without
loss of generality, estimate χfλ. Similar to the analysis of p with uniform bounds, we have
χ ∈ L∞S0,(0)1,δ,δ ,
from which we obtain
‖χ(fλ(t, X(t, y)))‖L1(I;L2) . ‖fλ(t, X(t, y))‖L1(I;L2).
Similarly, to estimate r˙vλ, view r˙ = χ˙ − ˙˜χ and without loss of generality, estimate χ˙vλ.
From the definition of χ and the relation X˙ = Vδ, we have (with implicit constant de-
pending on ‖V ‖Lp(I;W 1,∞))
χ˙ ∈ L1S0,(0)1,δ,δ ,
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from which we obtain
‖χ˙vλ‖L1(I;L2) . ‖vλ‖L∞(I;L2)
as desired.
Step 4. Applying Proposition 6.2 to (6.5) and applying the estimate (6.6), we obtain
‖|D|−ρχ˜vλ‖Lp(I;Lq) . λ−
1
10p′ (‖fλ(t, X(t, y))‖L1(I;L2) + ‖vλ‖L∞(I;L2)) + λ
1
10p ‖χ˜vλ‖L∞(I;L2)
. λ
− 1
10p′ ‖fλ(t, X(t, y))‖L1(I;L2) + λ
1
10p ‖vλ‖L∞(I;L2).
We would like to replace χ˜vλ on the left hand side by vλ. Recall the difference is rvλ.
We have using Sobolev embedding and r ∈ L1S−
1
2
,(0)
1,δ ,
‖|D|−ρrvλ‖Lp(I;Lq) . ‖|D|−ρrvλ‖
Lp(I;H
2
p+ǫ)
. ‖rvλ‖
Lp(I;H
1
2p+ǫ)
. ‖vλ‖
L∞(I;H
1
2p+ǫ−
1
2 )
which more than suffices as p ≥ 2.
Lastly, by (3.5), X is bilipschitz uniformly in time, so we may replace vλ with uλ and
fλ(X) with fλ:
(6.7) ‖|D|−ρuλ‖Lp(I;Lq) . λ−
1
10p′ ‖fλ‖L1(I;L2) + λ
1
10p ‖uλ‖L∞(I;L2).
Step 5. Rearranging (6.7),
‖|D|−ρuλ‖Lp(I;Lq) . λ
1
10p (λ−
1
10‖fλ‖L1(I;L2) + ‖uλ‖L∞(I;L2)).
In the case d = 1 and p = 4,
‖|D|−ρuλ‖L4(I;L∞) . λ 140 (λ− 110‖fλ‖L1(I;L2) + ‖uλ‖L∞(I;L2)),
We conclude by the frequency localization of uλ, fλ that
‖uλ‖
L4(I;W s1−
d
2+
1
10 ,∞)
≤ F(s, r, T )(‖fλ‖L1(I;Hs1− 110 ) + ‖uλ‖L∞(I;Hs1 ))
as desired.
In the case d ≥ 2, choose p = 2 + ǫ′. Then by Bernstein’s,
‖|D|−ρuλ‖L∞x . λ
d
q ‖|D|−ρuλ‖Lqx = λ
d
2
− 2
p‖|D|−ρuλ‖Lqx
and hence
‖uλ‖Lp(I;L∞) . λρ+
d
2
− 2
pλ
1
10p (λ
1
10‖fλ‖L1(I;L2) + ‖uλ‖L∞(I;L2)).
Compute that, for small ǫi > 0 depending on ǫ
′,
ρ+
d
2
− 2
p
=
d
2
− 1
4
+ ǫ1
and
1
10p
=
1
20
− ǫ2
so that
‖uλ‖Lp(I;L∞) . λ d2− 14+ǫ1+ 120−ǫ2(λ 110‖fλ‖L1(I;L2) + ‖uλ‖L∞(I;L2)).
We conclude by the frequency localization of uλ, fλ and collecting ǫi into ǫ that
‖uλ‖
Lp(I;W s1−
d
2+
1
5−ǫ,∞)
≤ F(s, r, T )(‖fλ‖L1(I;Hs1− 110 ) + ‖uλ‖L∞(I;Hs1 )).
After applying a Ho¨lder estimate in time to replace p on the left hand side by 2, this
concludes the proof of Proposition 2.3.
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Appendix A. Elliptic Estimates
The goal of this section is to establish elliptic estimates on the Dirichlet problem with
rough boundary, in preparation for later analysis of the Dirichlet to Neumann map with
rough boundary. The estimates here are roughly the Ho¨lder counterparts to Sobolev
estimates established in [ABZ14a].
Throughout this section, let
s >
d
2
+
1
2
, 0 < r − 1 < s− d
2
− 1
2
, r ≤ 3
2
, I = [−1, 0].
We denote ∇ = ∇x and ∆ = ∆x. It is also convenient to define the following spaces for
J ⊆ R:
Xσ(J) = C0z (J ;H
σ) ∩ L2z(J ;Hσ+
1
2 )
Y σ(J) = L1z(J ;H
σ) + L2z(J ;H
σ− 1
2 )
Uσ(J) = C0z (J ;C
σ
∗ ) ∩ L2z(J ;Cσ+
1
2
∗ ).
A.1. Flattening the Boundary. Consider the Dirichlet problem with rough boundary.
Let
(A.1) ∆x,yθ(x, y) = F, θ|y=η(x) = f.
We would like estimates on θ and its derivatives. To address the rough boundary
η and corresponding rough domain, it will be convenient to state and prove estimates
after a change of variables to a problem with flat boundary and domain. Following
[Lan05], [ABZ14a], we choose a Lipschitz diffeomorphism ρ from a subset of the flat
domain Rd × (−∞, 0) to the domain {(x, y) ∈ O : y < η(x)}. See [ABZ14a] or [ABZ14b]
for the specific form of the diffeomorphism. For our purposes, the estimates recalled below
will suffice. Denote
u˜(x, z) = u(x, ρ(x, z)).
The function θ˜ of the flattened domain satisfies
(A.2) (∂2z + α∆+ β · ∇∂z − γ∂z)θ˜ = F0, v|z=0 = f
where
α =
(∂zρ)
2
1 + |∇ρ|2 , β = −2
∂zρ∇ρ
1 + |∇ρ|2 , γ =
∂2zρ+ α∆ρ+ β · ∇∂zρ
∂zρ
and
F0(x, z) = αF˜ .
We recall the following estimates on the diffeomorphism ρ.
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Proposition A.1. The diffeomorphism ρ satisfies
‖(∂zρ)−1‖C0(I;Cr−1∗ ) + ‖∇x,zρ‖C0(I;Cr−1∗ ) ≤ F(‖η‖Hs+12 )(A.3)
‖(∂zρ− h,∇ρ)‖Xs− 12 (I) + ‖∂
2
zρ‖Xs− 32 (I) ≤ F(‖η‖Hs+12 )(A.4)
‖∇x,zρ‖Ur− 12 (I) + ‖∂
2
zρ‖Ur− 32 (I) ≤ F(‖η‖Hs+12 )(1 + ‖η‖W r+12 ,∞)(A.5)
‖∇x,zρ‖L1(I;Hs+12 ) + ‖∂
2
zρ‖L1(I;Hs− 12 ) ≤ F(‖η‖Hs+12 )(A.6)
‖∇x,zρ‖
L1(I;C
r+12
∗ )
+ ‖∂2zρ‖
L1(I;C
r−12
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
).(A.7)
Proof. The first estimate is a consequence of [ABZ14a, Lemmas 3.6, 3.7] combined with
Sobolev embedding. The first terms of the second and third estimates are from [ABZ14a,
Lemma 3.7] and [ABZ14b, Lemma B.1] respectively. The corresponding estimates on ∂2zρ
are proven similarly from the definition of ρ. Lastly, the proofs of the fourth and fifth
estimates are similar to those of the second and third respectively, by using L1z in place
of L2z. 
Then the following functions of ρ satisfy similar estimates, with proofs straightforward
from paraproduct rules:
Proposition A.2. For α, β, γ defined as above,
‖(α− h2, β)‖
Xs−
1
2 (I)
+ ‖γ‖
Xs−
3
2 (I)
≤ F(‖η‖
Hs+
1
2
)(A.8)
‖(α, β)‖
Ur−
1
2 (I)
+ ‖γ‖L2(I;Cr−1∗ ) ≤ F(‖η‖Hs+12 )(1 + ‖η‖W r+12 ,∞)(A.9)
‖(α, β)‖
L1(I;C
r+12
∗ )
+ ‖γ‖
L1(I;C
r−12
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
).(A.10)
A.2. Factoring the Elliptic Equation. To establish elliptic estimates, we factor the
equation (A.2) as the product of forward and backward paralinearized parabolic evolu-
tions,
(A.11) (∂z − Ta)(∂z − TA)θ˜ ≈ F0
where
a =
1
2
(−iβ · ξ −
√
4α|ξ|2 − (β · ξ)2), A = 1
2
(−iβ · ξ +
√
4α|ξ|2 − (β · ξ)2).
A pair of parabolic estimates then yields the desired elliptic estimates.
First, we record estimates on the symbols a and A in (A.11). Define
Mmρ (a) = sup
z∈I
Mmρ (a(z)), Mm,2ρ (a) = ‖Mmρ (a(z))‖L2z(I).
Proposition A.3. For a, A defined as above,
M10(a) +M10(A) ≤ F(‖η‖Hs+12 )
M1
r− 1
2
(a) +M1
r− 1
2
(A) +M1
r− 3
2
(∂zA) ≤ F(‖η‖Hs+12 )(1 + ‖η‖W r+12 ,∞)
M1,2r (a) +M1,2r (A) +M1,2r−1(∂zA) ≤ F(‖η‖Hs+12 )(1 + ‖η‖W r+12 ,∞)
Proof. The first estimate is from [ABZ14a, Lemma 3.22]. The second estimate follows
from a more careful analysis of the proof of [ABZ14b, (B.45)] to obtain the r − 1 gain.
The third estimate is similar, but is proven using the L2z part of (A.5), instead of C
0
z . 
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Second, we estimate the errors on the right hand side of (A.11) that arise from the
parabolic factorization and paralinearization.
Proposition A.4. Let 1
2
≤ σ < r and z0 ∈ [−1, 0], J = [z0, 0]. Consider θ˜ solving (A.2).
Then we can write
(∂z − Ta)(∂z − TA)θ˜ = F0 + F1 + F2 + F3
where for i ≥ 1,
‖Fi‖
L1(J ;C
σ−12
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∇x,zθ˜‖Uσ−1(J).
Proof. Here we have used F1, F2, F3 to represent the errors arising from, respectively, the
first order term on the left hand side of (A.2), the paralinearization errors, and the lower
order terms from applying the symbolic calculus. We estimate these one by one.
We begin with F3. Factor
(∂z − Ta)(∂z − TA)θ˜ = ∂2z θ˜ + TaTAθ˜ − Ta∂z θ˜ − ∂zTAθ˜
= ∂2z θ˜ + TaAθ˜ − (Ta + TA)∂z θ˜ + (TaTA − TaA)θ˜ − (∂zTA − TA∂z)θ˜
= ∂2z θ˜ + Tα∆θ˜ + Tβ · ∇∂z θ˜ + (TaTA − TaA)θ˜ − T∂zAθ˜.
For the first error term, by (C.3) and Proposition A.3,
‖(TaTA − TaA)θ˜‖
L1(J ;C
σ−12
∗ )
. (M1,2r (a)M10(A) +M10(a)M1,2r (A))‖θ˜‖
L2(J ;C
σ−12+2−r
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖θ˜‖
L2(J ;C
σ+12
∗ )
.
Note that by the definition of the inhomogeneous paradifferential operator, we may ex-
change v for S>1/10θ˜ in the previous inequalities, and hence bound
‖S>1/10θ˜‖
L2(J ;C
σ+12
∗ )
. ‖∇θ˜‖
L2(J ;C
σ−12
∗ )
.
Similarly, by (C.1),
‖T∂zAθ˜‖
L1(J ;C
σ− 12
∗ )
.M1,20 (∂zA)‖S>1/10θ˜‖
L2(J ;C
σ− 12
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∇θ˜‖
L2(J ;C
σ−12
∗ )
.
We hence have
(∂z − Ta)(∂z − TA)θ˜ = ∂2z θ˜ + Tα∆θ˜ + Tβ · ∇∂z θ˜ + F3
where
‖F3‖
L1(J ;C
σ−12
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∇θ˜‖
L2(J ;C
σ−12
∗ )
.
Next we estimate the error F2 consisting of errors from paralinearization. Write
(∂z − Ta)(∂z − TA)θ˜ = ∂2z θ˜ + α∆θ˜ + β · ∇∂z θ˜ + (Tα − α)∆θ˜ + (Tβ − β) · ∇∂z θ˜
and expand
(Tα − α)∆θ˜ + (Tβ − β) · ∇∂z θ˜ = −(T∆θ˜α +R(α,∆θ˜) + T∇∂z θ˜ · β +R(β,∇∂z θ˜)).
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By (C.9) and (C.6),
‖T∆θ˜α‖
L1(J ;C
σ−12
∗ )
+ ‖R(α,∆θ˜)‖
L1(J ;C
σ−12
∗ )
. ‖∆θ˜‖
L2(J ;C
σ− 32
∗ )
‖α‖L2(J ;Cr
∗
)
‖T∇∂z θ˜ · β‖L1(J ;Cσ−12∗ ) + ‖R(β,∇∂zθ˜)‖L1(J ;Cσ−12∗ ) . ‖∇∂z θ˜‖L2(J ;Cσ− 32∗ )‖β‖L∞(J ;Cr∗).
We estimate α and β via (A.9) while
‖∆θ˜‖
C
σ−32
∗
. ‖∇θ˜‖
C
σ−12
∗
, ‖∇∂z θ˜‖
C
σ− 32
∗
. ‖∂z θ˜‖
C
σ−12
∗
.
We hence have
(∂z − Ta)(∂z − TA)θ˜ = ∂2z θ˜ + α∆θ˜ + β · ∇∂z θ˜ + F2 + F3
where
‖F2‖
L1(J ;C
σ− 12
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∇x,zθ˜‖
L2(J ;C
σ− 12
∗ )
.
Lastly, we estimate the first order term appearing on the left hand side of (A.2):
(∂z − Ta)(∂z − TA)θ˜ = F0 + γ∂z θ˜ + F2 + F3.
To estimate F1 := γ∂z θ˜, we decompose into paraproducts,
γ∂z θ˜ = Tγ∂z θ˜ + T∂z θ˜γ +R(γ, ∂z θ˜).
We have by (C.10), (C.6), and (A.9),
‖Tγ∂z θ˜‖
L1(J ;C
σ−12
∗ )
+ ‖R(γ, ∂z θ˜)‖
L1(J ;C
σ−12
∗ )
. ‖γ‖L2(J ;Cr−1∗ )‖∂z θ˜‖L2(J ;Cσ−12∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∂z θ˜‖
L2(J ;C
σ−12
∗ )
.
Similarly, using (A.10)
‖T∂z θ˜γ‖L1(J ;Cσ−12∗ ) . ‖γ‖L1(J ;Cr− 12∗ )‖∂z θ˜‖L∞(J ;Cσ−r∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∂z θ˜‖L∞(J ;Cσ−1∗ ).

A.3. Parabolic to Elliptic Estimates. Now that we have estimates on each of the
coefficients in the factored equation (A.11), we can apply parabolic estimates, which we
now recall:
Proposition A.5 ([ABZ14b, Proposition B.4]). Let ρ ∈ (0, 1), J = [z0, z1] ⊆ R, and
p ∈ Γ1ρ(J × Rd) with
Re p(z; x, ξ) ≥ c|ξ|.
Consider a solution w to
(∂z + Tp)w = F1 + F2, w|z=z0 = w0.
Then for any q ∈ [1,∞] and (r0, r) ∈ R2 with r0 < r, and δ > 0,
‖w‖C0(J ;Cr
∗
) . ‖w0‖Cr∗ + ‖F1‖L1(J ;Cr∗) + ‖F2‖
Lq(J ;C
r−1+1q+δ
∗ )
+ ‖w‖L∞(J ;Cr0∗ )
with a constant depending on r0, r, ρ, c, δ, q, and M1ρ(p).
By a simple modification of the proof of this result, we also have
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Proposition A.6. Let ρ ∈ (0, 1), J = [z0, z1] ⊆ R, and p ∈ Γ1ρ(J × Rd) with
Re p(z; x, ξ) ≥ c|ξ|.
Consider a solution w to
(∂z + Tp)w = F, w|z=z0 = w0.
Then for any q ∈ [1,∞] and (r0, r) ∈ R2 with r0 < r, and δ > 0,
‖w‖
L1(J ;Cr+1∗ )∩L2(J ;C
r+12
∗ )
. ‖w0‖Cr+δ∗ + ‖F‖L1(J ;Cr+δ∗ ) + ‖w‖L2(J ;Cr0∗ )
with a constant depending on r0, r, ρ, c, δ, q, and M1ρ(p).
We now apply these parabolic estimates twice to (A.11) to obtain an “inductive” elliptic
estimate:
Proposition A.7. Let 1
2
≤ σ < r, δ > 0, and −1 < z1 < z0 < 0. Denote J0 = [z0, 0], J1 =
[z1, 0]. Consider θ˜ solving (A.2). Then
‖∇x,zθ˜‖
C0(J0;C
σ−12
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∇x,zθ˜‖Uσ−1(J1)
+ ‖f‖
C
σ+12
∗
+ ‖F0‖
L1(J1;C
σ−12
∗ )
‖∇x,zθ˜‖
L1(J0;C
σ+12
∗ )∩L2(J0;Cσ∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∇x,zθ˜‖Uσ−1+δ(J1)
+ ‖f‖
C
σ+12+
δ
2
∗
+ ‖F0‖
L1(J1;C
σ−12+δ
∗ )
.
Proof. First, we would like to apply the parabolic estimate with symbol −a (satisfying
Re(−a) & |ξ|) on the equation
(∂z − Ta)w = (∂z − Ta)(∂z − TA)θ˜ = F0 + F1 + F2 + F3.
However, it is convenient to apply the parabolic estimate on w with vanishing initial
condition, so instead we set
w := χ(z)(∂z − TA)θ˜
where χ is a smooth cutoff vanishing on [−1, z1] and χ = 1 on J0 = [z0, 0] ⊆ (−1, 0]. We
then have
(∂z − Ta)w = χ(z)(F0 + F1 + F2 + F3) + χ′(z)(∂z − TA)θ˜ =: F ′.
We estimate χ′(z)(∂z − TA)θ˜ directly. By (C.1),
‖TAθ˜‖
L1(J1;C
σ−12
∗ )
.M10(A)‖θ˜‖
L1(J1;C
σ+12
∗ )
≤ F(‖η‖
Hs+
1
2
)‖θ˜‖
L2(J1;C
σ+12
∗ )
.
As in estimate of F3, we may replace v by S>1/10θ˜ by the inhomogeneous paradifferential
calculus and hence estimate
‖S>1/10θ˜‖
L2(J1;C
σ+12
∗ )
. ‖∇θ˜‖
L2(J1;C
σ−12
∗ )
.
We conclude
‖χ′(z)(∂z − TA)θ˜‖
L1(J1;C
σ−12
∗ )
≤ F(‖η‖
Hs+
1
2
)‖∇x,zθ˜‖
L2(J1;C
σ−12
∗ )
.
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Combining this estimate with the estimates of Proposition A.4, we have
‖F ′‖
L1(J1;C
σ−12
∗ )
. ‖F1 + F2 + F3 + χ′(z)(∂z − TA)θ˜‖
L1(J1;C
σ−12
∗ )
+ ‖F0‖
L1(J1;C
σ−12
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∇x,zθ˜‖Uσ−1(J1) + ‖F0‖
L1(J1;C
σ−12
∗ )
.
We can now apply Proposition A.5 with
ρ =
1
2
, J = J1, p = −a, q =∞, r = σ − 1
2
.
Note we may also choose r0 = σ − 32 , using the above analysis on χ′(z)(∂z − TA)θ˜ with
w = χ(z)(∂z − TA)θ˜, yielding as well the same estimates. Thus
‖w‖
C0(J1;C
σ−12
∗ )
. ‖F ′‖
L1(J1;C
σ−12
∗ )
+ ‖w‖
L∞(J1;C
σ−32
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∇x,zθ˜‖Uσ−1(J1) + ‖F0‖
L1(J1;C
σ−12
∗ )
.(A.12)
Similarly, for the second estimate of our proposition, we use Proposition A.6 with
ρ =
1
2
, J = J1, p = −a, r = σ − 1
2
+
δ
2
and δ/2 in the place of δ. We again choose r0 = σ − 32 . Using σ + δ in place of σ in the
above estimate for F ′ (we may assume δ is small enough so that σ + δ < r)
‖w‖
L1(J1;C
σ+12+
δ
2
∗ )
. ‖F ′‖
L1(J1;C
σ−12+δ
∗ )
+ ‖w‖
L2(J1;C
σ−32
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∇x,zθ˜‖Uσ−1+δ(J1) + ‖F0‖
L1(J1;C
σ−12+δ
∗ )
.
Next we apply the second parabolic estimate. On J0 = [z0, 0], we have χ = 1 and hence
(∂z − TA)θ˜ = w.
Define θ˜∗(x, z) = θ˜(x,−z) and w∗, etc. in the analogous way, so that Re(A) & |ξ| and
(∂z + TA)θ˜
∗ = −w∗, z ∈ [0,−z0] = J∗0 .
We again apply Proposition A.5 with
ρ =
1
2
, J = J∗0 , p = A, q =∞, r = σ +
1
2
, r0 = 0.
We obtain
‖θ˜∗‖
C0(J∗0 ;C
σ+12
∗ )
. ‖f‖
C
σ+12
∗
+ ‖w∗‖
L∞(J∗0 ;C
σ−12
∗ )
+ ‖θ˜∗‖L∞(J∗0 ;L∞).
For the second estimate of our proposition, we again apply Proposition A.6 with
ρ =
1
2
, J = J∗0 , p = A, r = σ +
1
2
, r0 = 0
and δ/2 in the place of δ to obtain
‖θ˜∗‖
L1(J∗0 ;C
σ+32
∗ )∩L2(J
∗
0 ;C
σ+1
∗ )
. ‖f‖
C
σ+12+
δ
2
∗
+ ‖w∗‖
L1(J∗0 ;C
σ+12+
δ
2
∗ )
+ ‖θ˜∗‖L2(J∗0 ;L∞).
Now the rest of the proof for the L1(J0;C
σ+ 3
2
∗ )∩L2(J0;Cσ+1∗ ) estimate mirrors that of the
C0(J0;C
σ+ 1
2
∗ ) estimate, detailed in the following.
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We estimate the last term on the right hand side by writing
θ˜∗(z) = θ˜∗(0) +
∫ z
0
∂z θ˜
∗ = f +
∫ z
0
∂z θ˜
∗
and hence
‖θ˜∗‖L∞(J∗0 ;L∞) . ‖f‖L∞ + ‖∂z θ˜∗‖L2(J∗0 ;L∞) . ‖f‖Cσ+12∗ + ‖∇x,zθ˜‖Uσ−1(J0).
Collecting the above estimates, we conclude
‖∇θ˜‖
C0(J0;C
σ−12
∗ )
. ‖θ˜∗‖
C0(J0;C
σ+12
∗ )
. F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∇x,zθ˜‖Uσ−1(J1)
+ ‖f‖
C
σ+12
∗
+ ‖F0‖
L1(J1;C
σ−12
∗ )
.
To attain the same estimate on ∂z θ˜, write
∂z θ˜ = TAθ˜ + w.
TAθ˜ enjoys the same estimate as ∇θ˜ by using Proposition A.3 and that A is of order 1,
and w already has the desired estimate above. 
We recall the following “base case” estimate in a special case of (A.1):
Proposition A.8. [ABZ14a, Remark 3.15] Consider θ solving (B.1). Then
‖∇x,zθ˜‖X− 12 ([−1,0]) ≤ F(‖η‖Hs+12 )‖f‖H 12 .
We also recall the Sobolev counterpart of the Ho¨lder inductive estimate, which will help
us span the gap down to the base case:
Proposition A.9. [ABZ14a, Proposition 3.16] Let −1
2
≤ σ ≤ s− 1
2
and −1 < z1 < z0 < 0.
Denote J0 = [z0, 0], J1 = [z1, 0]. Consider θ˜ solving (A.2). Then
‖∇x,zθ˜‖Xσ(J0) ≤ F(‖η‖Hs+12 )(‖f‖Hσ+1 + ‖F0‖Y σ(J1) + ‖∇x,zθ˜‖X− 12 (J1)).
Appendix B. Ho¨lder Estimates
Throughout this section, let
s >
d
2
+
1
2
, 0 < r − 1 < s− d
2
− 1
2
, r ≤ 3
2
, I = [−1, 0].
Also recall that we denote ∇ = ∇x and ∆ = ∆x, and have defined the following spaces
for J ⊆ R:
Xσ(J) = C0z (I;H
σ) ∩ L2z(I;Hσ+
1
2 )
Y σ(J) = L1z(I;H
σ) + L2z(I;H
σ− 1
2 )
Uσ(J) = C0z (I;C
σ
∗ ) ∩ L2z(I;Cσ+
1
2
∗ ).
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B.1. Paralinearization of the Dirichlet to Neumann Map. In this section we es-
tablish Ho¨lder estimates on the paralinearization error of the Dirichlet to Neumann map.
Tame Sobolev estimates (linear in the highest order Ho¨lder norms) were established in
[ABZ14b]. The Ho¨lder estimates will instead be quadratic in the Ho¨lder norms, but still
be useful, for instance toward studying the structure of the vector field V and hence the
regularity of the associated flow.
Recall the Dirichlet to Neumann map is given by solving
(B.1) ∆x,yθ(t, x, y) = 0, θ|y=η(x) = f, ∂nθ|Γ = 0
and setting
(G(η)f)(x) =
√
1 + |∇η|2(∂nθ)|y=η(x) = ((∂y −∇η · ∇)θ)|y=η(x).
In the flattened coordinates discussed in Appendix A, we may write the Dirichlet to Neu-
mann map as (recall that we write u˜(x, z) = u(x, ρ(x, z)) where ρ is the diffeomorphism
that flattens the boundary defined by the graph of η)
G(η)f =
(
1 + |∇ρ|2
∂zρ
∂z θ˜ −∇ρ · ∇θ˜
)∣∣∣∣
z=0
.
Having the elliptic estimates of Appendix A, the paralinearization of G(η)f is straight-
forward except for the ∂z θ˜ term. To paralinearize this term, we recall the flattened,
factored form (A.11) of (B.1) as the product of paralinearized parabolic evolutions,
(∂z − Ta)(∂z − TA)θ˜ ≈ 0.
Then by a single parabolic estimate, we have the paralinearization ∂zv ≈ TAv. More
precisely, we have from (A.12) in the proof of Proposition A.7 with σ = 1,
Lemma B.1. Let −1 < z1 < z0 < 0. Denote J0 = [z0, 0], J1 = [z1, 0]. Consider θ solving
(B.1). Then
‖(∂z − TA)θ˜‖
C0(J0;C
1
2
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∇x,zθ˜‖U0(J1).
We can remove the instance of θ˜ on the right hand side of the lemma, working our way
down to the “base case”:
Corollary B.2. Let z0 ∈ (−1, 0], J0 = [z0, 0]. Consider θ solving (B.1). Then
‖(∂z − TA)θ˜‖
C0(J0;C
1
2
∗ )
≤ F(‖η‖
Hs+
1
2
, ‖f‖Hs)(1 + ‖η‖W r+12 ,∞)(1 + ‖η‖W r+12 ,∞ + ‖f‖Cr∗)
‖∇x,zθ˜‖U0(J0) ≤ F(‖η‖Hs+12 , ‖f‖Hs)(1 + ‖η‖W r+12 ,∞ + ‖f‖Cr∗ ).
Proof. To estimate the right hand side of Lemma B.1, recall Proposition A.7 with σ = 1
2
,
δ chosen small enough so that δ < r − 1, and F = 0:
‖∇x,zθ˜‖U0(J1) ≤ F(‖η‖Hs+12 )(1 + ‖η‖W r+12 ,∞)‖∇x,zθ˜‖Ur−32 (J2) + ‖f‖Cr∗ .
In turn, to estimate the right hand side, we apply Sobolev embedding and Proposition
A.9 with σ = s− 1 and F = 0:
‖∇x,zθ˜‖Ur−32 (J2) . ‖∇x,zθ˜‖Xs−1(J3) ≤ F(‖η‖Hs+12 )(‖f‖Hs + ‖∇x,zθ˜‖X− 12 (J3)).
Lastly, recalling Proposition A.8 yields the desired estimate.

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Recall that we write Λ for the principal symbol of the Dirichlet to Neumann map. We
now perform the paralinearization:
Proposition B.3. Write
Λ(t, x, ξ) =
√
(1 + |∇η|2)|ξ|2 − (∇η · ξ)2.
Then
‖G(η)f − TΛf‖W 12 ,∞ ≤ F(‖η‖Hs+12 , ‖f‖Hs)(1 + ‖η‖W r+12 ,∞)(1 + ‖η‖W r+12 ,∞ + ‖f‖W r,∞).
Proof. Recall
G(η)f =
(
1 + |∇ρ|2
∂zρ
∂z θ˜ −∇ρ · ∇θ˜
)∣∣∣∣
z=0
=:
(
ζ∂zθ˜ −∇ρ · ∇θ˜
)∣∣∣
z=0
.
First we reduce to paraproducts. Write
ζ∂z θ˜ −∇ρ · ∇θ˜ = Tζ∂z θ˜ − T∇ρ∇θ˜ + T∂z θ˜ζ − T∇θ˜ · ∇ρ+R(ζ, ∂zθ˜)− R(∇ρ,∇θ˜).
By (C.10),
‖T∂z θ˜ζ‖Cr−12∗ . ‖∂z θ˜‖L∞‖ζ‖Cr−12∗
‖T∇θ˜ · ∇ρ‖
C
r− 12
∗
. ‖∇θ˜‖L∞‖∇ρ‖
C
r−12
∗
.
Taking L∞z and using Proposition A.1 and Corollary B.2, the right hand sides are bounded
by the right hand side of the desired estimate. Similarly, by (C.6)
‖R(ζ, ∂zθ˜)‖
C
r−12
∗
. ‖∂z θ˜‖L∞‖ζ‖
C
r−12
∗
‖R(∇ρ,∇θ˜)‖
C
r−12
∗
. ‖∇θ˜‖L∞‖∇ρ‖
C
r−12
∗
.
Second, we may replace the vertical derivative ∂z θ˜ with TAθ˜ as a consequence of Corol-
lary B.2 along z = 0:
‖((∂z − TA)θ˜)|z=0‖
C
1
2
∗
≤ F(‖η‖
Hs+
1
2
, ‖f‖Hs)(1 + ‖η‖W r+12 ,∞)(1 + ‖η‖W r+12 ,∞ + ‖f‖Cr∗).
Thus (using ζ ∈ L∞)
G(η)f = (TζTAθ˜ − T∇ρ · ∇θ˜)|z=0 +R,
with the error R satisfying
‖R‖
C
1
2
∗
≤ F(‖η‖
Hs+
1
2
, ‖f‖Hs)(1 + ‖η‖W r+12 ,∞)(1 + ‖η‖W r+12 ,∞ + ‖f‖W r,∞).
Lastly, by the symbolic calculus (C.3), Proposition A.1, and Proposition A.3,
‖(TζTAθ˜ − TζA)θ˜‖
C
r−12
∗
. (M0
r− 1
2
(ζ)M10 (A) +M
0
0 (ζ)M
1
r− 1
2
(A))‖θ˜‖C1
∗
≤ F(‖η‖
Hs+
1
2
)‖η‖
W r+
1
2 ,∞
‖θ˜‖C1
∗
.
We may exchange θ˜ for S>1/10θ˜ in the previous inequalities by the inhomogeneous parad-
ifferential calculus, and hence use Corollary B.2 to conclude
‖(TζTAθ˜ − TζA)θ˜‖
C
r−12
∗
≤ F(‖η‖
Hs+
1
2
, ‖f‖Hs)‖η‖W r+12 ,∞(1 + ‖η‖W r+12 ,∞ + ‖f‖Cr∗).
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We thus may exchange TζTAθ˜ for TζAθ˜ in the expression for G(η)f , with an error R
′
satisfying the same estimates as R. We conclude, using that θ˜(0) = f ,
G(η)f = TζA−i∇ρ·ξf + R +R
′.
A routine computation shows that (ζA− i∇ρ · ξ)|z=0 = Λ as desired. 
B.2. Rough Bottom Estimates. In this section we study errors that arise due to the
presence of a general bottom to our fluid domain. We recall the following identities from
Propositions 4.3 and 4.5 in [ABZ14a]:
G(η)B = −∇ · V − Γy
(∂t + V · ∇)∇η = G(η)V +∇ηG(η)B + Γx +∇ηΓy
where
‖Γx‖Hs− 12 + ‖Γy‖Hs− 12 ≤ F(‖η‖Hs+12 , ‖(ψ, V, B)‖H 12 ).
Here, Γxi is defined as follows: let θi be the solution to
∆x,yθi = 0, θi|y=η(x) = Vi, ∂nθi|Γ = 0.
Then
(B.2) Γxi = ((∂y −∇η · ∇)(∂iφ− θi))|y=η(x).
Note that by the definition of V , ∂iφ = θi if Γ = ∅, so Γxi is only nonzero in the presence
of a bottom. Γy is defined in the analogous way with B in place of V .
We estimate Γx and Γy in Ho¨lder norm. For this we apply the inhomogeneous elliptic
Ho¨lder estimates of Appendix A.
Lemma B.4. Let −1 < z1 < z0 < 0. Denote J0 = [z0, 0], J1 = [z1, 0]. Consider θ˜ solving
(A.2) with f = 0. Then
‖∇x,zθ˜‖
C0(J0;C
1
2
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)(‖F0‖Y s− 12 (J1) + ‖∇x,zθ˜‖X− 12 (J1))
+ ‖F0‖
L1(J1;C
1
2
∗ )
.
Proof. Applying Proposition A.7 with σ = 1 and f = 0, we have
‖∇x,zθ˜‖
C0(J0;C
1
2
∗ )
≤ F(‖η‖
Hs+
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)‖∇x,zθ˜‖U0(J ′0) + ‖F0‖L1(J ′0;C
1
2
∗ )
.
To estimate the right hand side, we apply Sobolev embedding and Proposition A.9 with
σ = s− 1
2
and f = 0:
‖∇x,zθ˜‖Ur−1(J ′0) . ‖∇x,zθ˜‖Xs− 12 (J ′0) ≤ F(‖η‖Hs+12 )(‖F0‖Y s− 12 (J1) + ‖∇x,zθ˜‖X− 12 (J1)).

The rest of the proof closely follows the proof of Proposition 4.3 in [ABZ14a] with
the appropriate modifications to replace Sobolev with Ho¨lder norms, but we provide the
details here for completeness. We will need the following estimate:
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Lemma B.5 ([ABZ14a, Lemma 3.11]). Let −1
2
≤ a < b ≤ −1
5
. Then the strip
Sa,b = {(x, y) ∈ Rd+1 : ah < y − η(x) < bh}
is contained in Ω and for any k ≥ 1, we have for any φ solving
∆x,yφ = 0, φ|y=η(x) = ψ,
the estimate
‖φ‖Hk(Sa,b) . ‖ψ‖H 12 (Rd).
Proposition B.6. Consider Γx,Γy as defined in (B.2). Then
‖Γx‖W 12 ,∞ + ‖Γy‖W 12 ,∞ ≤ F(‖η‖Hs+12 , ‖(ψ, V, B)‖H 12 )(1 + ‖η‖W r+12 ,∞).
Proof. We prove the case of Γx as the case of Γy is similar.
First we localize the problem near the surface Γ, away from the general bottom. Let
χ0 ∈ C∞(R), η1 ∈ H∞(Rd) be such that χ0(z) = 1 if z ≥ 0, χ0(z) = 0 if z ≤ −14 , and
η(x)− h
4
≤ η1(x) ≤ η(x)− h
5
.
Set
Ui(x, y) = χ0
(
y − η1(x)
h
)
(∂iφ− θi)(x, y).
By construction, Γxi = ((∂y −∇η · ∇)Ui)|y=η(x). Moreover, Ui satisfies
∆x,yUi = [∆x,y, χ0
(
y − η1(x)
h
)
](∂iφ− θi) =: Fi, Ui|y=η(x) = 0.
where
supp Fi ⊆ S− 1
2
,− 1
5
=
{
(x, y) : x ∈ Rd, η(x)− h
2
≤ y ≤ η(x)− h
5
}
.
By Lemma B.5, we have for arbitrary α ∈ Nd+1,
‖∂αx,yFi‖L∞(S
−
1
2 ,−
1
5
)∩L2(S
−
1
2 ,−
1
5
) . ‖(V,B)‖H 12
and in particular Fi is smooth.
Next we flatten the boundary defined by the graph of η. Set
U˜i(x, z) = Ui(x, ρ(x, z)), F˜i = Fi(x, ρ(x, z))
where ρ is the Lipschitz diffeomorphism discussed in Appendix A. In particular, the image
of the strip S− 1
2
,− 1
5
is a wider strip, but still away from zero. In turn, this implies F˜i is
still smooth. We also have
(∂2z + α∆+ β · ∇∂z − γ∂z)U˜i =
(∂zρ)
2
1 + |∇ρ|2 F˜i, U˜i|z=0 = 0.
Thus, apply Lemma B.4 with θ˜ = U˜i and smooth inhomogeneity F˜i:
‖∇x,zU˜i‖
C0(J0;C
1
2
∗ )
≤ F(‖η‖
Hs+
1
2
, ‖(V,B)‖
H
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
)(1 + ‖∇x,zU˜i‖X−12 (J1)).
As noted in the proof of Proposition 4.3 in [ABZ14a],
‖∇x,zU˜i‖X− 12 (I) ≤ F(‖η‖Hs+12 (‖ψ‖H 12 + ‖Vi‖H 12 )
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so we conclude
‖∇x,zU˜i‖
C0(J0;C
1
2
∗ )
≤ F(‖η‖
Hs+
1
2
, ‖(ψ, V, B)‖
H
1
2
)(1 + ‖η‖
W r+
1
2 ,∞
).
From the definition of ρ in Section 3 of [ABZ14a],
Γxi =
((
1 + |∇η|2
1 + δ〈Dx〉η∂z −∇η · ∇
)
U˜i
)∣∣∣∣
z=0
,
so we conclude by Sobolev embedding on ∇η that
‖Γxi‖W 12 ,∞ ≤ F(‖η‖Hs+12 , ‖(ψ, V, B)‖H 12 )(1 + ‖η‖W r+12 ,∞).

B.3. Estimates on the Taylor Coefficient. We recall Ho¨lder estimates on the Taylor
coefficient:
Proposition B.7 ([ABZ14b, Proposition C.1]). Remain in the setting of Proposition 1.3.
Let 0 < ǫ < min(r − 1, s− d
2
− 3
4
). Then for all t ∈ [0, T ],
‖a(t)− g‖L∞ . ‖a(t)− g‖Hs− 12 ≤ F
(
‖(η, ψ, V, B)(t)‖
Hs+
1
2×Hs+
1
2×Hs×Hs
)
,
‖a(t)‖
W
1
2+ǫ,∞
≤ F(s, r)(t).
We have the following straightforward consequence:
Corollary B.8. Remain in the setting of Proposition B.7 and fix multi-index β. Then
for all t ∈ [0, T ], uniformly on {|ξ| = 1},
‖∂βξ γ(t, ·, ξ)‖L∞ ≤ F
(
‖(η, ψ, V, B)(t)‖
Hs+
1
2×Hs+
1
2×Hs×Hs
)
,
‖∂βξ γ(t, ·, ξ)‖W 12+ǫ,∞ ≤ F(s, r)(t).
Proof. For simplicity consider the case β = 0; the general case is similar.
Recall
γ =
√
aΛ.
The argument of the square root in the definition of Λ remains away from the origin:
(1 + |∇η|2)|ξ|2 − (∇η · ξ)2 ≥ 1,
so we may smoothly truncate the square root near the origin. By the Taylor sign condition,
we have a ≥ c > 0, so similarly the square root defining γ may be truncated. We may
then apply the Moser estimate (C.14), and the Sobolev embedding
H
d
2
+ǫ ⊆ L∞
on ∇η (of which Λ is a smooth function). 
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B.4. Vector Field Commutator Estimate. In this section, we establish a version of
Lemma 2.17 in [ABZ14a] for Ho¨lder spaces. As in Appendix B.1, our estimates will not
be tame, but still useful toward studying the structure of V .
Proposition B.9. For any t ∈ I, s ≥ 0, and ǫ > −s,
‖ ((∂t + V · ∇)Tp − Tp(∂t + TV · ∇))u(t)‖W s,∞
. Mm0 (p(t))‖V (t)‖W 1,∞‖u(t)‖Bs+m
∞,1
+Mm0 (p(t))‖V (t)‖W s+ǫ,∞‖u(t)‖B1+m−ǫ
∞,1
+Mm0 (∂tp(t) + V · ∇p(t))‖u(t)‖W s+m,∞.
Proof. We follow [ABZ14a], but exchange Sobolev norms for Ho¨lder norms.
Step 1. We study the special case when m = 0, p = p(t, x). We first expand a term from
the left hand side of our estimate using the product rule,
(B.3) V · ∇Tpu = V · T∇pu+ V Tp · ∇u.
We can express the first term V · T∇pu as TV ·∇pu up to two error terms:
TV ·∇pu =
∑
λ=0
S≤λ/8(V · ∇p)Sλu = V ·
∑
λ=0
(S≤λ/8∇p)Sλu+
∑
λ=0
(
[S≤λ/8, V ] · ∇p
)
Sλu
= V · T∇pu+
∑
λ=0
(
[S≤λ/8∇, V ]p
)
Sλu− S≤λ/8((∇V )p)Sλu.
To bound the second error term, write
‖S≤λ/8((∇V )p)Sλu‖W s,∞ . λs‖∇V ‖L∞‖p‖L∞‖Sλu‖L∞ . ‖V ‖W 1,∞‖p‖L∞‖Sλu‖W s,∞.
After summing in λ, this is bounded by the Besov norm on the right hand side of our
desired estimate.
For the commutator error term ([S≤λ/8∇, V ]p)Sλu, first note we may replace V with
S≤λ/16V by estimating the resulting two errors as follows, which sum in Besov norm:
‖(S≤λ/8∇((S>λ/16V )p))Sλu‖W s,∞
. λs+1‖(S>λ/16V )p‖L∞‖Sλu‖L∞ . ‖V ‖W 1,∞‖p‖L∞‖Sλu‖W s,∞
‖(S>λ/16V )(S≤λ/8∇p)Sλu‖W s,∞
. λs‖S>λ/16V ‖L∞‖(S≤λ/8∇p)Sλu‖L∞ + ‖S>λ/16V ‖W s,∞‖(S≤λ/8∇p)Sλu‖L∞
. ‖V ‖W 1,∞‖p‖L∞‖Sλu‖W s,∞ + ‖V ‖W s+ǫ,∞‖p‖L∞‖Sλu‖W 1−ǫ,∞ .
Here, for the second estimate we have used (C.12). Then to bound the commutator term,
note the symbol of S≤λ/8∇ may be expressed as
iξϕ(8ξ/λ) = i
λ
8
8ξ
λ
ϕ(8ξ/λ) = λϕ˜(ξ/λ)
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so that its kernel may be expressed as λd+1m(λx). Write, using the fundamental theorem
of calculus,
[S≤λ/8∇, S≤λ/16V ]p(x) =
∫
λd+1m(λy)(S≤λ/16V (x− y)− S≤λ/16V (x))p(x− y) dy
= −
∫ 1
0
∫
λd+1m(λy)y · (∇S≤λ/16V )(x− ty)p(x− y) dydt.
Since λd+1m(λy)y is integrable independent of λ, we have by Minkowski,
‖[S≤λ/8∇, S≤λ/16V ]p‖L∞ . ‖V ‖W 1,∞‖p‖L∞
and hence
‖ ([S≤λ/8∇, S≤λ/16V ]p)Sλu‖W s,∞ . λs‖[S≤λ/8∇, S≤λ/16V ]p‖L∞‖Sλu‖L∞(B.4)
. ‖V ‖W 1,∞‖p‖L∞‖Sλu‖W s,∞
which sums in Besov norm. We conclude V · T∇pu = TV ·∇pu up to an allowed error.
Next we study the second term V Tp · ∇u of (B.3). We will compare this with
TpTV · ∇u =
∑
λ=0
(S≤λ/8p)Sλ
(∑
µ=0
(S≤µ/8V ) · Sµ∇u
)
=
∑
λ=0
(S≤λ/8p)Sλ
 8λ∑
µ=λ/8
(S≤µ/8V ) · Sµ∇u
 ,
noting that the µ-indexed sum consists of only a a finite number of terms. Also note
we may replace S≤µ/8V by S≤λ/16V once we bound the following error (we use that
(S≤µ/8−S≤λ/16)V is one of seven possible projections at frequency λ, and let S˜ represent
projections with expanded support):
‖(S≤λ/8p)Sλ(
∑
λ/8≤µ≤8λ
((S≤µ/8 − S≤λ/16)V ) · Sµ∇u)‖W s,∞
. λs
∑
λ/8≤µ≤8λ
‖p‖L∞‖S˜λV ‖L∞λ‖S˜λu‖L∞
. ‖p‖L∞‖V ‖W 1,∞‖S˜λu‖W s,∞
which sums in Besov norm. Thus, we have up to this acceptable error, say E (and using
that SλS˜λ = Sλ),
TpTV · ∇u =
∑
λ=0
(S≤λ/8p)Sλ
(S≤λ/16V ) · 8λ∑
µ=λ/8
Sµ∇u
+ E
=
∑
λ=0
(S≤λ/8p)(S≤λ/16V ) · Sλ∇u+
∑
λ=0
(S≤λ/8p)[Sλ, S≤λ/16V ] · S˜λ∇u+ E.
To bound the commutator error term, expand
(S≤λ/8p)[Sλ, S≤λ/16V ]·S˜λ∇u = (S≤λ/8p)[Sλ∇, S≤λ/16V ]·S˜λu−(S≤λ/8p)Sλ((S≤λ/16∇V )S˜λu).
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The second sub-term on the right is bounded by
‖(S≤λ/8p)Sλ((S≤λ/16∇V )S˜λu)‖W s,∞ . λs‖p‖L∞‖∇V ‖L∞‖S˜λu‖L∞
. ‖p‖L∞‖V ‖W 1,∞‖S˜λu‖W s,∞
which sums in Besov norm. The remaining commutator is bounded in a similar way as
the previous commutator (B.4):
‖(S≤λ/8p)[Sλ∇, S≤λ/16V ] · S˜λu‖W s,∞ . λs‖p‖L∞‖[Sλ∇, S≤λ/16V ] · S˜λu‖L∞
. λs‖p‖L∞‖V ‖W 1,∞‖S˜λu‖L∞
. ‖p‖L∞‖V ‖W 1,∞‖S˜λu‖W s,∞
which sums in Besov norm. We conclude
TpTV · ∇u =
∑
λ=0
(S≤λ/8p)(S≤λ/16V ) · Sλ∇u+ E1
where E1 is an acceptable error.
We can conclude V Tp ·∇u = TpTV ·∇u+E2 for an acceptable error E2 once we expand
V Tp · ∇u = V
∑
λ=0
(S≤λ/8p)Sλ∇u
=
∑
λ=0
(S≤λ/16V )(S≤λ/8p)Sλ∇u+
∑
λ=0
(S>λ/16V )(S≤λ/8p)Sλ∇u
and bound, applying (C.12) and summing in Besov norm,
‖(S>λ/16V )(S≤λ/8p)Sλ∇u‖W s,∞
. λs‖S>λ/16V ‖L∞‖(S≤λ/8p)Sλ∇u‖L∞ + ‖S>λ/16V ‖W s,∞‖(S≤λ/8p)Sλ∇u‖L∞
. ‖V ‖W 1,∞‖p‖L∞‖Sλu‖W s,∞ + ‖V ‖W s+ǫ,∞‖p‖L∞‖Sλu‖W 1−ǫ,∞.
We summarize our analysis of the right hand side of (B.3):
V · ∇Tpu = V · T∇pu+ V Tp · ∇u = TV ·∇pu+ TpTV · ∇u+ E3
where E3 is an acceptable error. Then noting that
∂tTpu = T∂tpu+ Tp∂tu,
we have
(∂t + V · ∇)Tpu = T∂tp+V ·∇pu+ Tp(∂t + TV · ∇)u+ E3.
Then by (C.1),
‖T∂tp+V ·∇pu‖W s,∞ . ‖∂tp(t) + V · ∇p(t)‖L∞‖u(t)‖W s,∞,
concluding the proof of the desired estimate for the case m = 0, p = p(t, x).
Extending to general symbols follows Steps 2 and 3 of the proof of Lemma 2.17 in
[ABZ14a]. For completeness we reproduce the steps here.
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Step 2. Consider the case when p(t, x, ξ) = a(t, x)|ξ|mh(ξ/|ξ|) with h ∈ C∞(Sd−1). In
this case, we have
(∂t + V · ∇)Tp − Tp(∂t + TV · ∇) = ((∂t + V · ∇)Ta − Ta(∂t + TV · ∇)) |D|mh(D/|D|)
+ Ta[|D|mh(D/|D|), TV ] · ∇.
For the second term, note by Theorem 6.1.4 in [Me´t08],
‖Ta[|D|mh(D/|D|), TV ] · ∇u‖W s,∞
. ‖a‖L∞‖[|D|mh(D/|D|), TV ] · ∇u‖W s,∞
. ‖a‖L∞‖V ‖W 1,∞Mm0 (|ξ|mh(ξ/|ξ|); [d/2] + 1 + 1) ‖u‖W s+m,∞
. ‖a‖L∞‖V ‖W 1,∞‖h‖W [d/2]+2,∞‖u‖W s+m,∞
For the first term, we can repeat the previous analysis, with |D|mh(D/|D|)u in the
place of u, and a in the place of p. In a typical error term, we have for instance
‖Sλ|D|mh(D/|D|)u‖W s,∞ . ‖h‖L∞‖Sλu‖W s+m,∞
which still sums in Besov norm. The other terms are similar, so we conclude (using
Sobolev embedding on h)
‖((∂t + V · ∇)Tp − Tp(∂t + TV · ∇))u‖W s,∞ . ‖h‖Hd+2(‖a‖L∞‖V ‖W 1,∞‖u‖W s+m,∞
+ ‖a‖L∞‖V ‖W s+ǫ,∞‖u‖W 1+m−ǫ,∞
+ ‖(∂t + V · ∇)a‖L∞‖u‖Hs+m).
Step 3. Finally, for general case, let (hν)ν∈N be an orthonormal basis of L
2(Sd−1) consisting
of eigenfunctions of the Laplace-Beltrami operator ∆ω, ω = ξ/|ξ|. Then if ∆ωhν = λ2νhν ,
we have
λν ∼ ν1/d, ‖h‖Hd+2(Sd−1) . λd+2ν .
We can write
p(t, x, ξ) =
∑
ν
aν(t, x)|ξ|mhν(ξ), aν(t, x) =
∫
Sd−1
p(t, x, ω)hν(ω) dω
and hence
aν(t, x) = λ
−2(d+2)
ν
∫
Sd−1
∆d+2w p(t, x, ω)hν(ω) dω
(∂t + V · ∇)aν(t, x) = λ−2(d+2)ν
∫
Sd−1
∆d+2w (∂t + V · ∇)p(t, x, ω)hν(ω) dω.
Consequently,
‖a‖L∞ . λ−2(d+2)ν Mm0 (p)
‖(∂t + V · ∇)a‖L∞ . λ−2(d+2)ν Mm0 ((∂t + V · ∇)p)
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We conclude
‖((∂t + V · ∇)Tp − Tp(∂t + TV · ∇))u‖W s,∞
≤
∑
ν
‖((∂t + V · ∇)Taν |ξ|mhν − Taν |ξ|mhν (∂t + TV · ∇))u‖W s,∞
.
∑
ν
‖h‖Hd+2(‖a‖L∞‖V ‖W 1,∞‖u‖W s+m,∞ + ‖a‖L∞‖V ‖W s+ǫ,∞‖u‖W 1+m−ǫ,∞
+ ‖(∂t + V · ∇)a‖L∞‖u‖W s+m,∞)
.
∑
ν
λ−2(d+2)ν λ
d+2
ν (M
m
0 (p)‖V ‖W 1,∞‖u‖W s+m,∞ +Mm0 (p)‖V ‖W s+ǫ,∞‖u‖W 1+m−ǫ,∞
+Mm0 ((∂t + V · ∇)p)‖u‖W s+m,∞).
We have the desired result by noting∑
ν
λ−(d+2)ν .
∑
ν
ν−1−2/d <∞.

Appendix C. Paradifferential Calculus
For the reader’s convenience, we provide an appendix of notation and estimates from
Bony’s paradifferential calculus. This is a subset of the appendix in [ABZ14b].
C.1. Notation. For ρ = k + σ, k ∈ N, σ ∈ (0, 1), denote by W ρ,∞(Rd) the space of
functions whose derivatives up to order k are bounded and uniformly Ho¨lder continuous
with exponent σ.
Definition C.1. Given ρ ∈ [0, 1] and m ∈ R, let Γmρ (Rd) denote the space of locally
bounded functions a(x, ξ) on Rd × (Rd\0), which are C∞ functions of ξ away from the
origin and such that, for any α ∈ Nd and any ξ 6= 0, the function x 7→ ∂αξ a(x, ξ) is in
W ρ,∞(Rd) and there exists a constant Cα such that on {|ξ| ≥ 12},
‖∂αξ a(·, ξ)‖W ρ,∞(Rd) ≤ Cα(1 + |ξ|)m−|α|.
For a ∈ Γmρ , we define
Mmρ (a) = sup
|α|≤1+2d+ρ
sup
|ξ|≥1/2
‖(1 + |ξ|)|α|−m∂αξ a(·, ξ)‖W ρ,∞(Rd).
Given a symbol a ∈ Γmρ (Rd), define the (inhomogeneous) paradifferential operator Ta
by
T̂au(ξ) = (2π)
−d
∫
χ(ξ − η, η)â(ξ − η, η)ψ(η)û(η) dη,
where â(θ, ξ) is the Fourier transform of a with respect to the first variable, and χ and ψ
are two fixed C∞ functions satisfying, for small 0 < ǫ1 < ǫ2,{
ψ(η) = 0 on {|η| ≤ 1}
ψ(η) = 1 on {|η| ≥ 2},
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χ(θ, η) = 1 on {|θ| ≤ ǫ1|η|}
χ(θ, η) = 0 on {|θ| ≥ ǫ2|η|},
|∂αθ ∂βηχ(θ, η)| ≤ cα,β(1 + |η|)−|α|−|β|.
The cutoff function χ can be chosen so that Ta coincides with the usual definition of a
paraproduct (in terms of a Littlewood-Paley decomposition), where the symbol a depends
only on x.
C.2. Symbolic calculus. We shall use results from [Me´t08] about operator norm esti-
mates for the pseudodifferential symbolic calculus.
Definition C.2. Consider a dyadic decomposition of the identity:
I = S0 +
∑
λ=1
Sλ.
If s ∈ R, the Zygmund class Cs∗(Rd) is the space of tempered distributions u such that
‖u‖Cs
∗
:= sup
λ
λs‖Sλu‖L∞ <∞.
Remark C.3. If s > 0 is not an integer, then Cs∗(R
d) = W s,∞(Rd).
Definition C.4. Let m ∈ R. We say an operator T is of order m if for every µ ∈ R, it
is bounded from Hµ to Hµ−m and from Cµ∗ to C
µ−m
∗ .
The main features of the symbolic calculus for paradifferential operators are given by
the following proposition:
Proposition C.5. Let m ∈ R and ρ ∈ [0, 1].
i) If a ∈ Γm0 (Rd), then Ta is of order m. Moreover, for all µ ∈ R,
(C.1) ‖Ta‖Hµ→Hµ−m .Mm0 (a), ‖Ta‖Cµ∗→Cµ−m∗ .Mm0 (a).
ii) If a ∈ Γmρ (Rd) and b ∈ Γm′ρ (Rd) then TaTb − Tab is of order m+m′ − ρ. Moreover, for
all µ ∈ R,
‖TaTb − Tab‖Hµ→Hµ−m−m′+ρ .Mmρ (a)Mm
′
0 (b) +M
m
0 (a)M
m′
ρ (b),(C.2)
‖TaTb − Tab‖Cµ∗→Cµ−m−m′+ρ∗ .M
m
ρ (a)M
m′
0 (b) +M
m
0 (a)M
m′
ρ (b).(C.3)
We also need to consider paradifferential operators with negative regularity. As a
consequence, we need to extend our previous definition.
Definition C.6. For m ∈ R and ρ < 0, Γmρ (Rd) denotes the space of distributions a(x, ξ)
on Rd × (Rd\0) which are C∞ with respect to ξ and such that, for all α ∈ Nd and all
ξ 6= 0, the function x 7→ ∂αξ a(x, ξ) belongs to Cρ∗ (Rd) and there exists a constant Cα such
that on {|ξ| ≥ 1
2
},
‖∂αξ a(·, ξ)‖Cρ∗ ≤ cα(1 + |ξ|)m−|α|.
For a ∈ Γmρ , we define
Mmρ (a) = sup
|α|≤ 3d
2
+ρ+1
sup
|ξ|≥1/2
‖(1 + |ξ|)|α|−m∂αξ a(·, ξ)‖Cρ∗(Rd).
We recall Proposition 2.12 in [ABZ14a] which is a generalization of (C.1).
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Proposition C.7. Let ρ < 0, m ∈ R, and a ∈ Γ˙mρ . Then the operator Ta is of order
m− ρ:
(C.4) ‖Ta‖Hs→Hs−(m−ρ) .Mmρ (a), ‖Ta‖Cs
∗
→C
s−(m−ρ)
∗
.Mmρ (a).
C.3. Paraproducts and product rules. We recall here some properties of paraprod-
ucts, Ta where a(x, ξ) = a(x). A key feature is that one can define paraproducts for rough
functions a which do not belong to L∞(Rd) but merely C−m∗ (R
d) with m > 0.
Definition C.8. Given two functions a, b defined on Rd, we define the remainder
R(a, u) = au− Tau− Tua.
We record here various estimates about paraproducts (see Chapter 2 in [BCD11]).
Proposition C.9. i) Let α, β ∈ R. If α + β > 0 then
‖R(a, u)‖
Hα+β−
d
2
. ‖a‖Hα‖u‖Hβ(C.5)
‖R(a, u)‖Cα+β∗ . ‖a‖Cα∗ ‖u‖Cβ∗(C.6)
‖R(a, u)‖Hα+β . ‖a‖Cα∗ ‖u‖Hβ .(C.7)
ii) Let m > 0 and s ∈ R. Then
‖Tau‖Hs−m . ‖a‖C−m∗ ‖u‖Hs(C.8)
‖Tau‖Cs−m∗ . ‖a‖C−m∗ ‖u‖Cs∗(C.9)
‖Tau‖Cs
∗
. ‖a‖L∞‖u‖Cs
∗
.(C.10)
We have the following product estimates (for references and proofs, see [ABZ14b]):
Proposition C.10. i) Let s ≥ 0. Then
‖u1u2‖Hs . ‖u1‖Hs‖u2‖L∞ + ‖u1‖L∞‖u2‖Hs(C.11)
‖u1u2‖Cs
∗
. ‖u1‖Cs
∗
‖u2‖L∞ + ‖u1‖L∞‖u2‖Cs
∗
.(C.12)
ii) Let β > α > 0. Then
‖u1u2‖C−α∗ . ‖u1‖Cβ∗ ‖u2‖C−α∗ .(C.13)
iii) Let s ≥ 0 and consider F ∈ C∞(CN ) such that F (0) = 0. Then there exists a
non-decreasing function F : R+ → R+ such that
(C.14) ‖F (U)‖Cs
∗
≤ F(‖U‖L∞)‖U‖Cs
∗
for any U ∈ Cs∗(Rd)N .
We also have the following composition estimates:
Proposition C.11. Let 0 < α ≤ 1 and f ∈ Cα(Rd). Let ∇g ∈ L∞(Rd → Rd). Then
‖f(g(x))‖Cα(Rd) ≤ ‖f‖Cα‖∇g‖αL∞.
Proof. Compute
|f(g(x))− f(g(y))|
|x− y|α =
|f(g(x))− f(g(y))|
|g(x)− g(y)|α
|g(x)− g(y)|α
|x− y|α
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Then
sup
x 6=y∈Rd
|f(g(x))− f(g(y))|
|x− y|α ≤ supx 6=y
|f(g(x))− f(g(y))|
|g(x)− g(y)|α
(
sup
x 6=y
|g(x)− g(y)|
|x− y|
)α
.

Proposition C.12. Let 0 < α ≤ 1 and a(x, ζ) ∈ L∞(Rn × Rm), smooth in ζ, and
a(·, ζ) ∈ Cα(Rn) uniformly in ζ. Let f ∈ Cα(Rn → Rm). Then
‖a(x, f(x))‖Cαx (Rn) . sup
y
‖a(·, y)‖Cα(Rn) + ‖∇ya‖L∞x,y(Rn×Rm)‖f‖Cα(Rn→Rm).
Proof. Compute
a(x, f(x))− a(y, f(y))
|x− y|α =
a(x, f(x))− a(y, f(x))
|x− y|α +
a(y, f(x))− a(y, f(y))
f(x)− f(y)
f(x)− f(y)
|x− y|α .
Then take the suprema of both sides in x 6= y ∈ Rn as before. 
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