A b s t r ac t . In this paper we present an explicit combinatorial description of a special class of facets of the secondary polytopes of hypersimplices. These facets correspond to polytopal subdivisions called multi-splits. We show a relation between the cells in a multi-split of the hypersimplex and nested matroids. Moreover, we get a description of all multi-splits of a product of simplices. Additionally, we present a computational result to derive explicit lower bounds on the number of facets of secondary polytopes of hypersimplices.
I n t ro d u c t i o n
It is a natural idea to decompose a difficult problem into smaller pieces. There are many natural situations in which one has fixed a finite set of points, i.e, a point configuration. All convex combinations of these points form a convex body called polytope. For a basic background on polytopes see the monograph [Zie00] by Ziegler. It is typical to ask for specific subdivisions or even all subdivisions of a polytope into smaller polytopes whose vertices are points of a given point configuration. The given points are often the vertices of the polytope. Famous examples for subdivisions are placing, minimum weight, Delaunay triangulations and regular subdivisions in general. For an overview of applications see the monograph [DLRS10] by De Loera, Rambau, and Santos.
All subdivisions form a finite lattice with respect to coarsening and refinement. Gel fand, Kapranov and Zelevinsky showed that the sublattice of regular subdivisions is the face-lattice of a polytope; see [GKZ08] . This polytope is called secondary polytope of the subdivision. The vertices of the secondary polytope correspond to finest subdivisions, i.e., triangulations. This polytope can be realized as the convex hull of the GKZ-vectors. An important example in combinatorics is the associahedron, which is the secondary polytope of a convex n-gon; see [CSZ15] . It is remarkable that the number of triangulations of an n-gon is the Catalan number facets. It is expectable that in general the number of facets of the secondary polytope is much smaller than the number of vertices.
Herrmann and Joswig were the first who systematically studied splits and hence facets of the secondary polytope. Herrmann introduced a generalization of splits in [Her11] . A multi-split is a coarsest subdivision, such that all maximal cells meet in a common cell.
The purpose of this paper is to further explore the facet structure of the secondary polytope for two important classes of polytopes -products of simplices and hypersimplices. In particular, we investigate their multi-splits. Triangulations of products of simplices have been studied in algebraic geometry, optimization and game theory; see [DLRS10, Section 6.2 ]. An additional motivation to study splits of products of simplices is their relation to tropical convexity [DS04] , tropical geometry and matroid theory.
The focus of our interest is on hypersimplices. The hypersimplex ∆(d, n) is the slice of the n-dimensional 0/1-cube with the hyperplane x 1 + . . . + x n = d. Hypersimplices appear frequently in mathematics. For example, they appear in algebraic combinatorics, graph theory, optimization, analysis and number theory (see [DLRS10, Subsection 6.3 .6]), as well as in phylogenetics, matroid theory and tropical geometry. The latter three topics are closely related, and splits of hypersimplices play an important role in all of them. Bandelt and Dress [BD92] were the first who studied the split decomposition of a finite metric in phylogenetic analysis. Later Hirai [Hir06] , Herrmann, Joswig [HJ08] and Koichi [Koi14] developed split decompositions of polyhedral subdivisions. In particular they discussed subdivisions of hypersimplices. The special case of a subdivision of a hypersimplex ∆(2, n) corresponds to a class of finite pseudo-metrics. While the matroid subdivisions of ∆(2, n) are totally split-decomposable and correspond to phylogenetic trees with n labeled leaves; see [HJ08] and [SS04] .
A product of simplices appears as vertex figures of any vertex of a hypersimplex. Moreover, a subdivision of a product of simplices extends to a subdivision of a hypersimplex via the tropical Stiefel map. This lift has been studied in [HJS14] , [Rin13] and [FR15] .
This paper comprises three main results, that combine polyhedral and matroid theory as well as tropical geometry. In Section 2 we show that any multi-split of a hypersimplex is the image of a multi-split of a product of simplices under the tropical Stiefel map (Theorem 14). To reach this goal we introduce the concept of "negligible" points in a point configuration. With this tool we are able to show that the point configuration consisting of the vertices of a product of simplices suffice to describe a given multi-split of the hypersimplex. This already implies that all multi-splits of a hypersimplex are subdivisions into matroid polytopes.
In Section 3 we define a relation depending on matroid properties of the occurring cells. We use this relation to enumerate all multi-splits of hypersimplices (Proposition 30) and show that all maximal cells in a multi-split of a hypersimplex correspond to matroid polytopes of nested matroids (Theorem 28). This generalizes the last statement of [JS17, Proposition 30], which treats 2-splits, i.e. multi-splits with exactly two maximal cells. As a consequence of the enumeration of all multi-splits of a hypersimplex we get the enumeration of all multi-splits of a product of simplices (Theorem 32). Nested matroids are a well studied class in matroid theory. Hampe recently introduced the "intersection ring of matroids" in [Ham17] and showed that every matroid is a linear combination of nested matroids in this ring. Moreover, matroid polytopes of nested matroids describe the intersection of linear hyperplanes in a matroid subdivision locally. Hence they occur frequently in those subdivisions; see [JS17] .
In the last Section 4 we take a closer look at coarsest matroid subdivisions of the hypersimplex in general. Matroid subdivisions are important in tropical geometry as they are dual to tropical linear spaces. If they are regular they are also called "valuated matroids" introduced by Dress and Wenzel [DW92] . Coarsest matroid subdivisions have been studied in [HJS14] . We compare two constructions of matroid subdivisions, those that are in the image of the tropical Stiefel map and those that appear as a corank vector of a matroid. We present our computational results on the number of coarsest matroid subdivisions of the hypersimplex ∆(d, n) for small parameters d and n (Proposition 37), which illustrate how fast the number of combinatorial types of matroid subdivisions grows.
M u lt i -s p l i t s o f t h e h y p e r s i m p l e x
In this section we will study a natural class of coarsest subdivisions, called "multi-splits". Our goal is to show that any "multi-split" of the hypersimplex can be derived from a "multi-split" of a product of simplices. We assume that the reader has a basic background on subdivisions and secondary fans. The basics could be found in [DLRS10] . We will shortly introduce our notation and definitions.
We consider a finite set of points in R n as a point configuration P, i.e., each point occurs once in P. A subdivision Σ of P is a collection of subsets of P, such that they satisfy the Closure, Union and Intersection Property. We call the convex hull of such a subset a cell. The lower convex hull of a polytope Q ⊂ R n+1 is the collection of all faces with an inner facet normal with a strictly positive (n + 1)-coordinate. A subdivision is regular when it is combinatorially isomorphic to the lower convex hull of a polytope Q ⊂ R n+1 , this polytope is called the lifted polytope. The (n + 1)-coordinate is called the height. The heights of the points in P form the lifting vector. The set of all lifting vectors whose projection of the lower convex hull coincides form an open cone. The closure of such a cone is called a secondary cone. The collection of all secondary cones is the secondary fan of the point configuration P. We call a point q ∈ P negligible in the subdivision Σ if there is a cell containing the point q and q does not occur as a vertex of any 2-dimensional cell. In particular, a negligible point q lies in a cell C if and only if q ∈ conv(C \ {q}). For a regular subdivision this means that q is lifted to a redundant point and to the lower convex hull of the lifted polytope. A negligible point q ∈ P can be omitted in the subdivision Σ. More precisely we have the following relation between the subdivisions of P and those subdivisions of P \ {q}.
Proposition 2. Let q ∈ P, sucht that q ∈ conv(C \ {q}). Consider the following map on the set of all subdivisions of P where q is negligible.
This map is a bijection onto all subdivisions of P \ {q}.
F i g u r e 1 . Nine (regular) subdivisions of the five points of Example 1. The inner point is negligible in all subdivisions in the middle row. This point is lifted above the lower convex hull in the regular subdivisions in the top row. The subdivision in the middle of the top row is a 1-split, the left and right in the second row are 2-splits and in the middle of the bottom row is a 3-split.
A k-split of a point configuration P is a coarsest subdivision Σ of the convex hull P of P with k maximal faces and a common k − 1-codimensional face. We call this face the common cell and denote this polytope by H Σ . We shorten the notation if the point configuration P is the vertex set of a polytope P and write this as k-split of P . If we do not specify the number of maximal cells we will call such a coarsest subdivision a multi-split.
Example 3. The point configuration of the points in Example 1 has four coarsest subdivisions. These are a 1-split, two 2-splits and a 3-split. See Figure 1 .
Example 4. In general not all coarsest subdivisions are multi-splits. An extremal example is a 4-dimensional cross polytope with perturbed vertices, such that four points do not lie in a common hyperplane. The secondary polytope of this polytope has 29 facets, non of which is a multi-split.
Example 5. Another example for a coarsest subdivision that is not a multi-split is illustrated in Figure 2 .
Splits have been studied by several people in phylogenetic analysis, metric spaces and polyhedral geometry. For example by Bandelt and Dress [BD92] , Hirai [Hir06] , Herrmann and Joswig [HJ08] and by Koichi [Koi14] . The more general multi-splits have been introduced by Herrmann in [Her11] under the term k-split. The main result there is the following.
F i g u r e 2 . A coarsest regular subdivision, which is not a multi-split.
Proposition 6 ([Her11, Theorem 4.9]). Each k-split is a regular subdivision. The dual complex of the lower cells, i.e., the subcomplex in the polar of the lifted polytope, is a k-simplex modulo its lineality space.
Proposition 6 implies that the subdivision of a multi-split corresponds to a ray in the secondary fan, i.e., this is a coarsest regular and non-trivial subdivision. Furthermore, the number of faces of a fixed dimension of a k-split is the same as the number of faces of the same dimension of a k-simplex. In particular, the number of maximal, non-trivial inclusionwise minimal cells equals k. Note that also the number of (n − k + 2)-dimensional cells is equal to k.
We recall the main construction of Proposition 6, which proves the regularity. The subdivision Σ is induced by a complete fan F Σ with k maximal cones, a lineality space aff H Σ and an apex at a ∈ R n . Here "induced" means a cell of Σ is the intersection of a cone of F Σ with P . The apex a is not unique, it can be any point in H Σ . Later we will take specific choices for it. A lifting function that induces the multi-split is given by the following. All points in P ∩ aff H Σ are lifted to height zero. The height of a point p ∈ P that is contained in a ray of F Σ is the shortest distance to the affine space aff H Σ . Each other point in the point configuration P is a non-negative linear combination of those rays. The height of a point is given by the linear combination with the same coefficients multiplied with the heights of points in the rays of F Σ .
The following Lemma summarizes important properties of the common cell H Σ .
Lemma 7. The common cell H Σ is the intersection of the affine space aff H Σ with P and aff H Σ intersects P in its relative interior. Hence, the relative interior of the common cell H Σ is contained in the relative interior of the polytope P .
Proof. Let us assume that F Σ is the complete fan of the k-split Σ. The intersection of all maximal cones in F Σ is an affine space which shows H Σ = aff H Σ ∩ P . The dual cell of H Σ is a k-simplex by Proposition 6, and therefore a bounded polytope. Cells in the boundary of the polytope P are dual to unbounded polyhedra. Hence, this implies that H Σ is not contained in any proper face of P .
Let N (v) be the set of vertices that are neighbours of v in the vertex-edge graph of P and ε = min u∈N (v) w∈N (v) w − v, u − v . The intersection of the polytope P with a hyperplane that (weakly) separates the vertex v from all other vertices and does not pass through v is the vertex figure of v
Our goal is to relate a k-split of a polytope to a k-split in a vertex figure.
We will focus on a particular class of convex polytopes, the hypersimplices. We define for d, n ∈ Z, I ⊆ [n] and 0 ≤ d ≤ #(I) the polytope
, that we denote also by ∆(d, n). Clearly, the polytope ∆(d, I) is a fixed embedding of the hypersimplex ∆(d, #(I)) into n-dimensional space. We define the (n − 1)-simplex ∆ n−1 as the hypersimplex ∆(1, n) which is isomorphic to ∆(n − 1, n).
Example 8. The vertex figure VF(e I ) of e I = i∈I e i in the hypersimplex
If the point configuration P is the vertex set of a polytope P , then there is at least one vertex that is contained in the common cell H Σ . Even more if P is not 0-dimensional then also H Σ is at least 1-dimensional, otherwise it would be a face of P .
We say that a subdivision Σ on P R n is induced by another subdivision Σ on P R n if for all σ ∈ Σ with dim(conv σ ∩ conv P ) = 0 we have conv σ ∩ conv(P ) ⊆ P and Σ = {conv σ ∩ P | σ ∈ Σ}. Note that this is not the same concept as a subdivision that is "induced" by a fan.
Example 9. A subdivision of the octahedron into two egyptian pyramids is a 2-split. The common cell is a square. Figure 3 illustrates this subdivision as well as the induced subdivision of the vertex figure. The induced subdivision is a 2-split of a square on a point configuration with five points, the four vertices and an interior point q. The point q is the intersection of the vertex figure VF(e I ) and the convex hull of the two vertices that are not in the vertex figure. The interior point q is negligible.
The situation of Example 9 generalizes to k-splits of arbitrary polytopes.
Proposition 10. Let Σ be a k-split of the polytope P and v ∈ H Σ be a vertex of P . Then each cone of F Σ intersects the vertex figure VF(v) of v. In particular, the subdivision Σ induces a k-split on a point configuration that is contained in VF(v). F i g u r e 3 . A 2-split Σ in the octahedron ∆(2, 4), with the common cell H Σ and the induced 2-split in the vertex figure VF(e I ).
Proof. Let us assume without loss of generality that the vertex v is the apex of F Σ . Each ray of F Σ is a cone of the form {v + λ(w − v) | λ ≥ 0} + aff H Σ for another vertex of w ∈ P . Hence, each ray intersects the vertex figure VF(v) of v ∈ H Σ . This implies that the intersection of a -dimensional cone with VF(v) is − 1 dimensional. We conclude that the induced subdivision is again a k-split.
Our main goal is to classify all multi-splits of the hypersimplices. Recall from Example 8 that for the hypersimplex the vertex figure of e I = i∈I e i with # I = d is the product of simplices
The intersection of the vertex figure of e I and the line spanned by the two vertices e I and e J with J ∈
[n]
d is a point q with coordinates
We denote by Q I the set of all these intersection points. They include the vertices of the vertex figure of e I . For those we have
From Proposition 10 follows that for each k-split of ∆(d, n) there exists a d-set I and a vertex e I such that the k-split on ∆(d, n) induces a k-split on the point configuration Q I . Our goal is to show that all interior points of conv Q I are negligible.
Before we discuss this in general let us take a closer look on a key example where d = n − d. In the example, the point configuration consists only of the vertices and exactly one additional point. This example will be central in the rest of the argumentation.
Consider the point configuration P j with the vertices of ∆ j−1 × ∆ j−1 and exactly one additional point q which is
Lemma 11. There is no (2j − 1)-split of P j .
Proof. Let us assume we have given a (2j − 1)-split Σ of P j . The dimension of ∆ j−1 × ∆ j−1 is 2j − 2, hence the common cell H Σ is (2j − 2) − (k − 1) dimensional. In our situation the dimension is 0. The only 0 dimensional cell in the interior is {q} = H Σ . Let F Σ be the complete fan that induces Σ. The apex of F Σ has to be q. Proposition 6 shows that this fan has k = 2j − 1 rays. Each of these 2j − 1 rays intersects ∆ j−1 × ∆ j−1 in a point on the boundary. An intersection point has to be an element of the point configuration and hence it is a vertex of ∆ j−1 × ∆ j−1 . The convex hull Q of all 2j − 1 vertices that we obtain as an intersection of the boundary with a ray is a 2j − 2-dimensional simplex in R 2j . This simplex Q contains q in its interior, since F Σ is complete. By Lemma 7 we have that q is in the relative interior of conv P j . Hence, no coordinate of q is integral, while the vertices are 0/1-vectors. This implies that for each of the 2j coordinates of q there is a vertex of the simplex that is 1 in this coordinate. A vertex of ∆ j−1 × ∆ j−1 has only two non zero entries, hence there is at least one coordinate ∈ [2j] such that only one vertex w ∈ Q fulfills w = 1. We deduce that the coefficient of w in the convex combination of the vertices that sums up to q is 1 j . The simplex Q is of dimension 2j − 2, which is the dimension of ∆ j−1 × ∆ j−1 . Hence another vertex v exists in Q, such that the support of v and the support w intersect nontrivially. The coefficient of w is 1 j , hence the coefficient of v has to be 0. This contradicts the fact that q is in the interior of the simplex.
Remark 12. The proof of Lemma 11 shows that the barycenter of ∆ j−1 × ∆ j−1 is on the boundary of the constructed simplex Q. In fact, the arguments of the proof apply to any (j + 1)-dimensional subpolytope of ∆ j−1 × ∆ j−1 , instead of the subpolytope Q. Hence, in any triangulation the barycenter is contained in a j-dimensional simplex. Our next step is to reduce the general case to the case where 2d = n, which is equivalent to # I = d = n − d, and the point configuration is Q I . This is close to the situation in Lemma 11, but still not the same.
For any non-vertex p ∈ Q I we define
By definition the only point in Q I ∩ relint VF(e I ) is q and there is a unique d-set J such that q ∈ conv(e I , e J ). Clearly
q j is non-integral if and only if j ∈ I − J or j ∈ J − I .
The coordinatewise affine transformation x j → 1 − x j if j ∈ I − J and x j → x j if j ∈ J − I is an isomorphism between the face F q of the vertex figure VF(e I ) and the product of simplices
The point q is mapped to the barycenter. The common cell H Σ is either {q} or VF(e I ). Hence, the only possibilities for a multi-split of the point configuration Q I ∩ F q are 2j − 1 or 1 maximal cell. The multi-split is induced by the polytope ∆(d, n) ∩ aff{e I , F q }. A 1-split can not be induced by a polytope. Therefore it has to be a 2j − 1-split. All together we get the following result for arbitrary multi-splits.
Lemma 13. Let Σ be a multi-split of the point configuration Q I . All points of Q I \ {0, 1} n are negligible in Σ.
Proof. To each q ∈ Q I we assign the set { i ∈ [n] | q i ∈ Z} of non-integral support. A point q ∈ Q I is a 0/1-vector if and only if its non-integral support is empty. Consider a ray R in the fan F Σ , i.e., the dimension of R is dim(H Σ ) + 1. Let V R ⊆ Q I be the set of all points of the intersection R ∩ conv Q I . Fix a point p ∈ { q ∈ V R | The non-integral support of q is non empty} whose non-integral support is inclusionwise minimal in the above set. Our goal is to show that such a p does not exist and hence the above set is empty. This implies that any point q ∈ V R is integral.
From [Her11, Proposition 4.8] follows that the face F p is either trivially subdivided or a multi-split. In a trivial subdivision the interior point p is not a vertex of R ∩ conv Q I . By construction all the non integral points in F p except for p are negligible, otherwise p would not be a vertex of V R . Moreover, p is the only interior point and k = 2j − 1, where j is the size of the non-integral support. This contradicts Lemma 11. We conclude that the above constructed set is empty. Hence all non integral points in Q I are negligible.
Proposition 10 and Lemma 13 show that the induced subdivision is a subdivision of the vertex figure VF(e I ), which is a product of simplices. This reverses a construction that lifts regular subdivisions of the product of simplices
This lift has been studied in the context of tropical convexity in [HJS14] , [Rin13] and [FR15] . We define the tropical Stiefel map of a regular subdivision on the product of simplices Proof. For any k-split Σ of the hypersimplex ∆(d, n) and any vertex e I ∈ H Σ the k-split Σ induces a k-split on the point configuration Q I . By Proposition 2 and Lemma 13 this is a subdivision on the vertex figure VF(e I ), which is a product of simplices. The Stiefel map extends this k-split to a k-split on ∆(d, n) by coning over the cells. This k-split coincides with Σ on VF(e I ) and hence do both k-splits on the hypersimplex ∆(d, n).
M at ro i d s u b d i v i s i o n s a n d m u lt i -s p l i t s
In this section we will further analyze multi-splits of the hypersimplex. Our goal is to describe the polytopes that occur as maximal cells. We will see that these polytopes correspond to a particular class of matroids. A subpolytope P of the hypersimplex ∆(d, n) is called a matroid polytope if the vertex-edge graph of P is a subgraph of the vertex-edge graph of ∆(d, n). Note that the vertices of a matroid polytope are 0/1-vectors and a subset of those of the hypersimplex.
The vertices of a matroid polytope P are the characteristic vectors of the bases of a matroid M(P ). The convex hull of the characteristic vectors of the bases of a matroid M is the matroid polytope P(M ). See [Oxl11] and [Whi86] for the basic background of matroid theory and [Edm70] for a polytopal description, that we used as definition.
We will give three examples of classes of matroids that are important for this section. Example 16. Let C 1 , . . . , C k be a partition of the set [n] and
be an ascending chain of sets and 0 ≤ r 1 < r 2 < . . . < r k be integers with r < #(F ) for all ≤ k. The polytope
is a matroid polytope. This follows from the analysis of all 3-dimensional octahedral faces of the hypersimplex. Non of those is separated by more than one of the additional inequalities and hence the polytope is a matroid polytope. The matroid M(P ) is called nested matroid From now on let Σ be a k-split of the hypersimplex ∆(d, n). We investigate which matroid polytopes appear in the subdivision Σ.
Let us shortly introduce some matroid terms. A set S is independent in the matroid M if it is a subset of a basis of M . The rank rk(S) of a set S is the maximal size of an independent set in S. An important operation on a matroid M is the restriction M |F to a subset F of the ground set. The set F is the ground set of M |F . A set S ⊆ F is independent in M |F if and only if S is independent in M . A matroid M is called connected if there is no set ∅ S 
The following describes a relation of the connected components of a matroid and its matroid polytope.
Lemma 20 ([Fuj84, Theorem 3.2] and [FS05, Propositions 2.4]).
The number of connected components of a matroid M on the ground set [n] equals the difference n − dim P(M ). At first we consider the common cell H Σ in a k-split Σ of ∆(d, n).
Example 21. An element e is a loop in a partition matroid
Proposition 22. The common cell H Σ is a matroid polytope of a loop and coloop-free partition matroid with k connected components.
Proof. The common cell H Σ is a cell in a matroid subdivision and hence a matroid polytope. The dimension of this polytope is n − k + 1. From Lemma 20 follows that the corresponding matroid M = M(H Σ ) has k connected components. Let C 1 , . . . , C k be the connected components of M and d = rk M (C ). Clearly, this is a partition of the ground set [n] and the sum d 1 + . . . + d k equals d. The polytope H Σ = P(M ) is the intersection of ∆(d, n) with an affine space. Hence, there are no further restrictions to the polytope and each matroid polytope P(M |C ) is equal to ∆(d , C ). The common cell H Σ intersects ∆(d, n) in the interior, hence 0 < d < #(C ) and the matroid M is loop and coloop-free.
We define the relation P on the connected components C 1 , . . . , C k of M(H Σ ) depending on a cell P ∈ Σ by
(1) C a P C b if and only if for each v ∈ H Σ and for each i ∈ C a and j ∈ C b with v i = 1 and v j = 0 we have v + e j − e i ∈ P .
Lemma 23. Let C 1 , . . . , C k be the connected components of the matroid M(H Σ ). The matroid polytope P of a cell in Σ defines a partial order on the connected components
Proof. Let i, j ∈ [n] and v ∈ H Σ be a vertex with v i = 1, v j = 0. Then v − e i + e j ∈ H Σ if and only if there is a circuit in M(H Σ ) containing both i and j. The vector v is the characteristic vector of a basis in M(H Σ ) and adding e j − e i corresponds to a basis exchange. This implies that i and j are in the same connected component, i.e., P is reflexiv. Let C 1 P C 2 P C 1 and i ∈ C 1 , j ∈ C 2 . Take v, w ∈ H Σ with v i = w j = 1 and v j = w i = 0. By assumption we have v − e i + e j , w + e i − e j ∈ P and since H Σ is convex 1 2 (v − e i + e j ) + 1 2 (w + e i − e j ) = 1
A convex combination of points in P lies in H Σ if and only if all the points are in H Σ . Hence, we got v − e i + e j ∈ H Σ and therefore C 1 = C 2 . Let C 1 P C 2 P C 3 , i ∈ C 1 , j ∈ C 3 and v ∈ H Σ with v i = 1 and v j = 0. Consider the cone Q = {λx + y | y ∈ H Σ , x + y ∈ P and λ ≥ 0}. This is the cone in the fan F Σ that contains P with the same dimension as P . Let k, ∈ C 2 be indices with v k = 1 and v = 0 and w = v − e k + e . Then v, w ∈ H Σ and v − e k + e j , w + e k − e , v − e i + e ∈ P . That implies v − e i + e j = 1 3 (v + 3(e j − e k ) + w + 4(e k − e ) + v + 3(e − e i )) ∈ Q .
Clearly v − e i + e j ∈ ∆(d, n) and hence v − e i + e j ∈ P . This shows that P is transitive.
Before we further investigate the relation P we take a look at rays of F Σ . The next Lemma describes the (n − k + 2)-dimensional cells in Σ. The k-split Σ has exactly k of these cells and each maximal cell contains k − 1 of those; see Proposition 6.
Lemma 24. For each (n − k + 2)-dimensional cell of Σ there are a, b ∈ [n] such that the cell equals
Proof. Let v be a vertex of the (n − k + 2)-dimensional cell R that is not in H Σ . This cell R is a matroid polytope. Hence, there is an edge of v that has the direction e i − e j for some i and j. At least one of those edges connects v with H Σ . Therefore R is of the desired form.
Now we are able to further investigate P and hence the cells in the k-split Σ.
Lemma 25. For a connected matroid M(P ) the relation P is a total ordering on the connected components of M(H Σ ).
Proof. Let us assume that C 1 and C 2 are two incomparable connected components of M (H Σ ).
We define
Pick i ∈ C 1 and j ∈ C 2 . The matroid M = M(P ) is connected hence there is a circuit A containing both i and j. The set A∩F ∩G is independent in M , as i ∈ G. Let S ⊇ A∩F ∩G be a maximal independent set in F ∩ G. Let N be the connected component of i in the
Note that the elements of F ∩ G − S are exactly the loops in the contraction M/S. Moreover, A − S is a circuit in M/S, and hence is j ∈ N . We conclude that C 1 , C 2 ⊂ N .
The equation ∈N x = rk(N ) defines a face of P(M ). This face is contained in
[Her11, Proposition 4.8] states that the induced subdivision on a face of a k-split is either trivial or a multi-split with less than k maximal cells. We are in the latter case, as the induced subdivision on ∆(rk(N ), N ) is not trivial, since C 1 and C 2 are contained in N .
Hence, we can assume without loss of generality that F ∩ G = ∅. Clearly, the following two inequalities are valid for P(M ) and the face that they define includes H Σ i∈F x i ≤ rk(F ) and i∈G x i ≤ rk(G) .
Let R be the unique ray in Σ that is not contained in P(M ). There is a vertex v ∈ H Σ of ∆(d, n) that is contained in both R and in H Σ − e a + e b for some a, b ∈ [n]. The rays in Σ positively span the complete space. Hence, we get the estimation
This implies that b ∈ F ∩ G. We conclude that either F P G or G P F .
Example 26. Consider the octahedron ∆(2, 4). The hyperplane x 1 + x 2 = x 3 + x 4 through the four vertices e 1 + e 3 , e 2 + e 3 , e 1 + e 4 and e 2 + e 4 strictly separates the vertices e 1 + e 2 and e 3 + e 4 . Moreover the hyperplane splits ∆(2, 4) into two maximal cells, the corresponding subdivision Σ is a 2-split. The partition matroid M(H Σ ) has four bases and two connected components C 1 = {1, 2} and C 2 = {3, 4}.
Let M be the (2, 4)-matroid with the following five bases {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}. The polytope P(M ) is an egyptian pyramid and a maximal cell in Σ. The inequality x 1 + x 2 ≤ 1 is valid for P(M ) and hence C 2 P C 1 . It is easy to verify that C 1 P C 2 as e 3 + e 4 ∈ P(M ).
We derive the following description for the maximal cells of a k-split, which we already saw in Example 26.
Lemma 27. Let P be a maximal cell of the k-split Σ of ∆(d, n) . Furthermore, let C 1 P . . . P C k be the order of the connected components of M (H Σ ). Then x ∈ P R n if and only if x ∈ ∆(d, n) with
Proof. First, we will show that each x ∈ P fulfills the inequalities (2). The following equation
Lemma 24 shows that a ray of F Σ is of the form H Σ + pos(e j − e i ) for some i, j ∈ [n]. Clearly, for each pair (i, j) of such elements and every point v ∈ H Σ with coordinates v j = 0
Hence, v + e j − e i ∈ P implies that C a P C b for i ∈ C a and j ∈ C b . This is a ≤ b. This proves (2) for all points that are in a ray and in P . Each point x ∈ P is a positive combination of vectors in rays of the fan F Σ , hence the inequalities(2) are valid for all vectors in P .
Conversely, we will show that each point in ∆(d, n), that is valid for (2), is already in P . The left hand side of (2) is a totally unimodular system, i.e., all square minors are either −1, 0 or 1. Hence all the vertices of the polytope are integral, even if we add the constraints 0 ≤ x i ≤ 1. This is precisely a statement of [Sch86, Theorem 19.3] .
Take a vertex v of ∆(d, n) that is valid. Either v ∈ H Σ and hence v ∈ P or at least an inequality of (2) is strict. In this case let a = min{
Note that both sides of the inequality (2) for h = k sum up to d. Hence, both of the minima exist and a < b, otherwise the inequality (2) with h = a would be invalid. Pick i ∈ C b with v i = 0 and j ∈ C a with v j = 1. The vector w = v − e j + e i is another vertex of ∆(d, n), that is valid for (2). Moreover, w ∈ P implies that v ∈ P since C a P C b . We conclude that P has the desired exterior description. Now we are able to state our second main result, which allows us to construct all k-splits of the hypersimplex explicitly and relate them to nested matroids.
Theorem 28. A maximal cell in any k-split Σ of ∆(d, n) is the matroid polytope P (M ) of a connected nested matroid M .
More precisely, the cyclic flats of M are the k + 1 sets
Moreover, the other k maximal cells are given by a cyclic permutation of the sets C 1 , C 2 . . . , C k . In particular, each maximal cell in a multi-split of ∆(d, n) determinates all the cells.
Proof. Fix a maximal cell P in Σ and let C 1 P . . . P C k be the connected components of the partition matroid N = M(H Σ ). We define F = i=1 C i for all 1 ≤ ≤ k. We have
The sets F and ∅ are the cyclic flats of nested matroid M with ranks given by rk N (F ) resp. 0; see Example 17. The matroid polytope P (M ) of M is exactly described by Lemma 27. This implies that the maximal cell P is the matroid polytope P (M ) with the desired k + 1 cyclic flats.
The intersection of all maximal cells of the k-split Σ excluded the cell P (M ) is a ray of F Σ . This ray R a,b contains a vertex w ∈ ∆(d, n) of the form v + e a − e b , where v ∈ H Σ . We can choose this vertex w, such that w ∈ P (M ). We deduce from (2) the following strict inequalities for w:
As w = v + e a − e b and i∈C v i = rk(C ), we get for h = 1 that a ∈ C 1 and from h = k − 1 that b ∈ C k . This implies that for every maximal cell Q = P(M ) of Σ we have C k Q C 1 .
Moreover, each maximal cell Q = P(M ) shares a facet with P(M ). Let
be the facet defining equation. This facet implies C m Q C m+1 . All the other inequalities of (2) are valid for Q. We conclude that C m+1 Q . . .
Note that there is a finer matroid subdivision for any k-split of the hypersimplex ∆(d, n), except for the case k = d = 2 and n = 4. Moreover, each matroid polytope of a connected nested matroid with at least four cyclic flats on at least k + d + 1 elements occurs in a coarsest matroid subdivision, which is not a k-split.
In contrast we have that for each connected nested (d, n)-matroid M with k + 1 cyclic flats there is a unique k-split of the hypersimplex ∆(d, n) that contains P(M ) as a maximal cell. Conversely, a k-split of the hypersimplex ∆(d, n) determines k such nested matroids. Furthermore, each k-split Σ determines a unique loop-and coloop-free partition matroid M(H Σ ), while each ordering of the connected components of M(H Σ ) leads to a unique connected nested (d, n)-matroid with k+1 cyclic flats. We conclude the following enumerative relations.
Corollary 29. The following three sets are pairwise in bijection:
(i) The loop-and coloop-free partition (d, n)-matroids with k connected components, (ii) the collections of all connected nested (d, n)-matroids with k + 1 cyclic flats, whose pairwise set differences of all of those cyclic flats coincide, (iii) the collections of k-splits of ∆(d, n) with the same interior cell. Moreover, the collections in (ii) have all the same size k! and those in (iii) are of size (k − 1)!. Now we are able to count k-times all k-splits of the hypersimplex ∆(d, n) by simply counting nested matroids, i.e., ascending chains of subsets. The following is a natural generalization of the formulae that count 2-splits in [HJ08, Theorem 5.3] and 3-splits in [Her11, Corollary 6.4].
Proposition 30. The total number of k-splits in the hypersimplex ∆(d, n) equals
Proof. Fix non-negative numbers α 1 , . . . , α k that sum up to n. The number of connected nested (d, n)-matroids with k + 1 cyclic flats 
Clearly, the rank function satisfies 0 < rk(
Moreover, the last binomial coefficient is equal to one. The number α k is determinated by α k = n − k−1 j α j . We get that the number of connected nested (d, n)-matroids with k + 1 cyclic flats is given by
We derive the number of k-splits by division by k. This completes the proof. Combining Theorem 14 and Theorem 28 leads to an enumeration of all k-splits of the product of simplices ∆ d−1 × ∆ −1 , by splitting the connected component C j into A j and B j with rk(C j ) = #(A j ). Note that the number of k-splits of a product of simplices can not simply be derived from the number of k-splits of a hypersimplex by double counting, since each k-split is covered by multiple vertex figures whose number depends on the k-split and no product of simplices covers all k-splits of a hypersimplex. 
c oa r s e s t m at ro i d s u b d i v i s i o n s
We have enumerated specific coarsest matroid subdivisions. In this section we will compare two constructions for coarsest matroid subdivisions. We have seen already the first of these constructions for matroid subdivisions. The Stiefel map lifts rays of ∆ d−1 × ∆ n−d−1 to rays of the Dressian Dr(d, n). This construction for rays has been studied in [HJS14] under the name of "tropically rigid point configurations". Other (coarsest) matroid subdivisions can be constructed via matroids. Let M be a (d, n)-matroid. The corank vector of M is the map A subdivision that is induced by a corank vector satisfies the following criteria. With these we are able to certify that a matroid subdivision is not induced by a corank vector.
Lemma 34. Let M be a (d, n)-matroid and Σ the corank subdivision of P(M ). For each vertex v of the hypersimplex ∆(d, n) a (maximal) cell σ ∈ Σ exists, such that v ∈ σ and σ ∩ P(M ) = ∅. In particular, the cell P (M ) together with the neighboring cells cover all vertices of ∆(d, n).
Proof. Let M be a (d, n)-matroid and Σ the corresponding corank subdivision of the hypersimplex ∆(d, n). Furthermore, let v be a vertex of the hypersimplex ∆(d, n). Then v = e S for a set S ∈ A tropical point configuration corresponds to a corank subdivision if the points are realizable by 0/1 coordinates in R d or equivalently by −1, 0 and 1 in the tropical torus. In particular, there is a point that has lattice distance at most one to each other point. This criteria certify that the next examples are not corank subdivisions.
The following illustrates examples of coarsest non-corank subdivisions.
Example 36. Figure 4 shows nine rigid tropical point configurations out of 36 symmetry classes. They correspond to nine coarsest subdivisions of ∆ 2 × ∆ 5 . The Stiefel map of those induces coarsest matroid subdivisions of the hypersimplex ∆(3, 9). None of those is a corank subdivision. Proposition 37 shows that these are all rigid tropical point configurations that do not lift to a corank subdivision of the hypersimplex ∆(3, 9).
We lifted those to rays of the hypersimplex ∆(3, 9) and checked whether they are equivalent to corank liftings. For this computation we used both the software polymake [GJ00] and mptopcom [JJK17] . Before we state our computational result, note that there is a natural symmetry action of the symmetric group on n elements on the hypersimplex ∆(d, n). This group acts on the hypersimplex, by permutation of the coordinate directions. From our computations we got the following result. Proposition 37. The nine liftings illustrated as tropical point configuration in Figure 4 lead to coarsest regular subdivisions of ∆(3, 9). These are, up to symmetry, all coarsest regular subdivisions of ∆(3, 9) that are induced by the Stiefel map and not by a corank lift.
We will close with two enumerative results about the number of coarsest regular matroid subdivisions of the hypersimplex ∆(d, n) for small parameters d and n. With the previously mentioned methods we have computed all coarsest regular subdivisions of ∆ d−1 × ∆ n−d−1 for small parameters of d and n and lifted them to the hypersimplex. Note that this is a massive computation, as there are 7402421 symmetry classes of triangulations for the product ∆ 3 × ∆ 4 and the acting symmetric group has 9! elements. Another example is ∆ 2 × ∆ 6 where the number of symmetry classes of triangulations in the regular flip component is 533242 and the group has 10! = 3628800 elements. For each symmetry class a convex hull computation is necessary and after that another reduction that checks for symmetry.
The number of all these subdivisions up to symmetry is listed in Table 1a on the last page. Note that we do not count the number of coarsest regular subdivisions of ∆ d−1 × ∆ n−d−1 .
For our second result we computed all corank subdivisions for all matroids in the polymake database available at db.polymake.org . This database is based on a classification of matroids of small rank with few elements of Matsumoto, Moriyama, Imai and Bremner [MMIB12] . We got the coarsest subdivisions by computing the secondary cones. The number of all of these subdivisions is given in Table 1b .
Combining both techniques we got the following result.
Proposition 38. The number of coarsest matroid subdivisions of ∆(d, n) for d ≤ 4 and n ≤ 10, excluded d = 4, n = 10, is bounded from below by the numbers listed in Table 2 . 
