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1. INTRODUCTION 
In this paper we discuss inequalities of the form, for y in a class 9 of 
functions with domain Z, 
(1.1) There is a constant K such that for all y E 9, 
(1.2) For each E > 0 there is a number K(E) such that for all y E 9, 
j,Nly”‘l’~K(~) j, Wlyl~+~ jJ~[y’.‘lp. 
(1.3) There exists <>O (t>O forj#O), q>O, K>O, and a set f of 
positive numbers such that for all F E Z and y E 9, 
pw~lP~K EC< jI WlylPfe” j,Ply’“)lY . 
{ I 
In these inequalities Z is an interval of the real line, 1 G p < CO, 0 < j < n, 
and N, W, P are positive measurable functions (which satisfy additional 
conditions stated below). For N = P = W c 1, the p = 00 case of (1.3) is also 
considered. 
Closely related to (1.3) is the product inequality, 
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(1.4) There are positive numbers c[, 0, and K, with c( + /I = 1 such 
that for all y~g, 
The connection between (1.3) and (1.4) is well known (cf. [ 17, 193) and 
may be briefly described as follows. If (1.3) holds for r= (0, m), 5 > 0, then 
(1.4) holds for CI = q/({ + ye) and B = 1 - c(. If (1.4) holds, then (1.3) holds 
for r= (0, co) with 5 = p, q = 2. The constants K and K, are explicitly com- 
putable in terms of each other. 
The “sum” inequality (1.2) and “product” inequality (1.4) are well 
known in the unweighted case, i.e., P = N = W = 1. A proof of (1.2) in this 
setting may be found in S. Goldberg [14, p. 1571; (1.4) in the unweighted 
case is an example of an inequality due to Gabushin [ 131 which is in turn 
a generalization of the classical Landau inequality. Recent work on product 
type inequalities involving powers of an operator may be found in M. 
Kwong and A. Zettl [17,23] and V. Phong [27]. We refer the reader to 
these papers as well as [4, 19, 21, 23, 241 for further discussion of (1.2) and 
(1.4). 
Recently the weighted cases of (1.2) and (1.4) have been considered. 
Inequalities of type (1.2) have been given by D. Evans and A. Zettl [lo] 
and M. Kwong and A. Zettl [20, 211, new results for (1.4) have been given 
by M. Kwong and A. Zettl [ 18, 19, 231 and J. Goldstein, M. K. Kwong, 
and A. Zettl [lS] (see also R. Amos and N. Everitt [2] and N. 
Everitt [ 111); for additional references ee [22]. 
The most general result for (1.2) in the singular case seems to be 
Theorems 5 of [21] which we state here for reference. 
THEOREM A. Suppose s and w ure positive,functions which are absolutely 
continuous on all compact subintervals of I and 
(i) Is’(t)\ <No a.e. on Z 
(ii) Is(t) w’(t)1 <M,w(t) a.e. on I 
for some constants N, and M,. Let cr be a real number and 1 f p < CO. Then 
(1.2) holds for N = WS(‘+~)~, W = ws”‘, P = wsCa + “jp, and 9 is the class of 
functions y for which the right-hand side of (1.2) is finite. Moreover, if 
1, s ~ ’ = CO, K(E) is independent of I, s, and w, but may depend on N, and 
MO. 
We develop in Section 2 a set of sufficient conditions (Theorem 2.1) for 
the inequalities (l.l)-( 1.3). These conditions appear to be new and one of 
them is shown to contain Theorem A as a corollary except for the 
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moreover part. Our methods of proof are more direct and elementary than 
those contained in the previous literature. Our entire approach is founded 
on a basic sum inequality which is proved using a divided difference xten- 
sion of the mean value theorem. For the unweighted case with 12 = 2, j = 1, 
the proof reduces to that of [14, p. 1571. 
The part of Theorem 2.1 which extends Theorem A establishes the more 
general inequality (1.3) for r= (0, l] rather than (1.2). We also remark 
here that some of the proofs of versions of (1.2) found in the literature are 
actually of the form (1.3) (cf. [ 1,26]), particularly r= (0, ~~1. 
In much of the above mentioned work on the product case, considerable 
effort is devoted to finding the best constant in (1.4) and also to the 
existence of extremals, i.e., functions which make (1.4) an equality when K, 
is the best constant. We are concerned here only with the existence of con- 
stants for (1.1))(1.3) although the values obtained are explicitly com- 
putable. 
One important application of inequalities of the form (1.2) is in the 
theory of quadratic forms. For a quadratic form, 
(1.5) 
which is closed and bounded below, the “first representation theorem” [ 16, 
p. 3221 yields the Dirichlet inequality, 
n 
Ic 
PilY(‘)12ao s w LA29 I;=() I 
where p. is the least element of the spectrum of the Friedrichs extension of 
the minimal operator of L(y) = w - ’ C:= 0 ( - 1 )i( pi I?(~))(~). With some 
further work one can determine the structure of the extension. The form 
(1.5) is closed under rather general conditions, e.g., pi>0 with p, 2 0 with 
p,,>O, p,>c>O and each ofp, ,..., pnP,, pn- ’ locally Lebesgue integrable. 
The establishment of (1.2) allows perturbation terms to be added to (1.5) 
while preserving the properties of closure and boundedness below. For a 
systematic amplification of these remarks see [S]. Although Dirichlet 
inequalities have been extensively studied in recent years [2, 3, 5-7, 123, 
most of the work has been for n = 1 or for coefficients which are either 
positive or whose negative parts are “small” (cf. [6]). On the other hand 
an advantage of the approach described above is that one may derive 
Dirichlet inequalities when the coefficients have rather large though 
relatively bounded negative parts. 
Sum and product inequalities like ( 1.2))( 1.4) may also be employed in 
the spectral theory of ordinary differential operators, particularly with 
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reference to the problem finding conditions guaranteeing that selfadjoint 
extensions of minimal symmetric differential operators defined in .9’(Z) 
have property “BD,” i.e., spectra which is discrete and bounded below. For 
an application of this kind see Kwong and Zettl [22]. We will not discuss 
the BD aspect of inequalities here except to note that each of the sufficient 
conditions in Theorem 2.1 for (1.2) (1.3) determines a corresponding suf- 
ficient condition for BD by the methods of [22]. We hope to develop this 
subject further elsewhere. 
We close this section with some remarks on the organization of the 
paper and notation. The main theorem, Theorem 2.1, is developed in Sec- 
tion 2. It is preceded by two technical emmas of which the most significant 
is Lemma 2.1, and it is further relined in the corollaries and examples. In 
particular attention is directed to Corollary 2.1 where we derive Kwong 
and Zettl’s Theorem A. 
The classical Lebesgue space of equivalence classes of complex valued 
functions f with domain Z satisfying JI If1 p < co is denoted by .YP(Z). The 
norm is denoted by /I lip,,. The p = cc case has the usual interpretation. 
The subscript “lo? is used for a local property, e.g., qO,(Z) is the space of 
equivalence classes of functions which are Lebesgue integrable on compact 
subsets of I. AC stands for absolutely continuous. 
In addition to the above assumptions on N, W, P, we assume the 
following. 
(1.6) NE&,,(Z); for p>l, WmyIp, P-Y’P~L$,c(Z) where 
(l/p)+(l/q)=l;forp=l, W-‘, P -’ are locally essentially bounded on I. 
2. INEQUALITIES OF SUM FORM 
In this section we establish sufficient conditions for inequalities of form 
(l.l)-(1.3) to hold; (1.6) is assumed to hold throughout. Define 
BP = y: y is Lebesgue-measurable and 1 W 1 yl p < co , l<p<co, 
3 
with gP=9”(Z) for p= co. 
with “e,= {YE&~: y(“)~9’“(Z)} forp=cc. 
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LEMMA 2.1. Let J = [c, d] c I be a compact interval. Then for y E s&, 
tEJ, andj=O ,..., n-l, 
where L = d - c, A,,, _, = (n - 1)!(2n - 1)” and the other A, are given induc- 
tively by 
A n+~,j=An,+An+~,tz (2.2) 
for j= O,..., n - 1. 
Proof We first establish (2.1) forj= n - 1 with n arbitrary. Let J be the 
union of nonoverlapping intervals J1,..., JZn- r where each J, has length 
L, = L/(2n - 1). Let x, be an arbitrary point in Jzj-, , i = l,..., n. A 
generalization of the mean value theorem (see [9, p. 2241) in terms of 
divided differences gives for some 5 E J, 
y[x,,..., x,,l = Y+ “(Mn - 1 I!, 
where for n= 1, y[xr] = y(xr). Also (cf. [9, p. 1961) 
(2.3) 
Y cx, >..., xnl = f Y(xt)/wi (2.4) 
i= I 
where wi :=flktii (xk-xi) with u’, = 1 for n = 1. Further for ?E J, 
Y (n- “(t) = y’“- “(5) + jtf y’“‘(s) ds. (2.5) 
By using (2.3) and (2.4) in (2.5), plus the fact that by the choice of xi, 
lWil3 L;f-‘, we obtain the estimate 
1 y+‘)(t)1 6 (n - l)!L;“+’ ,cj I Ytxi)l + C, I Y’“‘l. 
Next integration with respect to each of the variables x, on Jzi- *yields 
Division by L;; and bounding the sum by JJ I yl gives (2.1) for j = n - 1. 
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A simple induction on n will complete the proof. For n = 1, (2.1) holds 
by the above. Assume (2.1) holds for some n and consider (2.1) with n 
replaced by n + 1. The case j = n is established above. Let now j < n. From 
ly’“‘(t)l <A,+ ,,,L-“- ‘jJIYl+jJIY’“t~‘l, 
we obtain by integration over J that 
i‘ ~IY~“ll~A,+,,,~~~“j~IYl+~j~lY’“+”1. 
Substitution of this inequality into the induction hypothesis, i.e., (2.1), 
yields that 
Iy”‘(t)l <A,+,,,L.-j-’ J lyl +L(“+“-‘-‘j jy(n+“l, s J 
where A+ ‘,, is given by (2.2). The induction is now complete. 
LEMMA 2.2. Assume the hypotheses of Lemma 2.1. Then for p = 1, 
IY”‘(t)I GAnjLp’p’ llW~‘Ilm,~jJ WIYI +L”-‘- ’ II~~‘llm,~~,~IY(n’I; 
(2.6) 
for 1 <p<cO, 
I y(J’(t)lP<2P-’ 
i 
A”,L-(j+“P(jJ w-y jJ Wly,P 
+Lc~~/~“p(jJP~-ylp)“’ jJPlycfl+; (2.7) 
and for p = 00, 
I y”‘(t)1 6 AnjL Pi II Y II ~O,J +L”-’ II Y’“‘II s,J’ (2.8) 
Proof These inequalities follow from Lemma 2.1, Holder’s inequality, 
and the inequality ( CI + 8) p < 2 p ~ ’ (a”+/?“) which holds for CI 20, /3>0, 
l<p<oo. 
To establish (1.1 )( 1.3) we consider the following conditions. I is 
arbitrary in (C,) and (C,). In (C,t(C,) we assume t + Ef(t, E) < b for all t 
in I. 
WEIGHTED INEQUALITIES 569 
(C,) There is a partition of I into nonoverlapping compact intervals 
Q = (Ji} such that 
A, := sup 
ii 
J!,(“~~~‘)PM~ P) 
( j 
N < 00, 
I 
(2.9) 
Jt 
ra :=sup L;(‘+‘)PM;( W) 
ii j i 
N < cc. (2.10) 
J, 
where Li :=length J,, M,(P) := IIP- llloo,J, if p = 1 and M,(P) := 
(sJ, P-y’p)p’y if 1 < p < co with similar definitions for Mi( W). 
(C,) For each E >O there is a partition of I such that (2.9), (2.10) 
hold with A, -cc. 
(C,) I= [a, b), b < cc, Zc (0, co), and there is a positive continuous 
function f=f(t, E) on Ix Z such that 
where 
IV-‘II co,[l,r+ef]7 p=l 
T,,,(P) = 
[(g-l j;+5fP--]pfq, l<p<co 
with similar definitions for T,,(W). 
(C,) I= [a, b), b 6 co, Zc (0, co), and there is a positive continuous 
function f = f( t, E) on Z x Z such that afl& > 0 and (with T,, as in (C,)) 
R, := sup {f’“-jjPN(r) T,,,(P)} <co. 
,LzI,EEf 
R2 := sup {f-jPN(t) T,,,( IV)) < co. 
IEI,EET 
(C,) I= [a, b), b< co, Zc (0, cc), and there is a positive continuous 
function f = f(t, E) on Ix Z such that df/at d 0 and 
R,:= sup {f'"-"PN(t) U,,(P)} < co, 
~EI,~E~ 
R,:= sup {fpjPN(t) U&t')f <co, 
tsL?er 
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where 
and P is set equal to one on [a - $(a, E), a]. A similar defiition applies for 
U,,( w 
THEOREM 2.1. The following hold for 16 p < a3. 
(i) (C,)*(l.l)for 9=%9PnWp. 
(ii) (C,)*(1.2)for 9=gpn%?p. 
(iii) (C,), O<j<n-la(1.3) for t=(j+l)/(n-j-l), q=l, 
f =(O, l/2], and ~3=49~nV~. 
(iv) (C,)*(1.3)for <=jp, q=(n-,j)p, 9=gpnWp. 
(v) (C,)*(l.3)for <=jp, q=(n-j)p, 9=G?pn~p. 
(vi) (C,)*(1.3)for t=jp, q=(n-j)p, and 
9={y~E~nCe~: y(a)= ... =y’“- “(a)=O}. 
ProoJ: (i) For 1 < p < co, multiplying (2.7) by N( t 
integrating over Ji yields 
) with J= Ji and 
Summation over i completes the proof. The p = 1 case is similar. 
(ii) Set E’ =~/2~~‘. The proof proceeds as in (i) where Q is chosen so 
that Ag<&’ in which case K(&)=2”--‘A$fp. 
(iii) For 0 < E < t choose an integer m such that 
E 
l/p(n -I - I ) < m < zE ~ I/P(~ --i 1) (2.11) 
Let Q = {Ji} be as in (C,) and divide each Ji into m equal subintervals J,, 
16k<m. By (2.7), with J=JLk, we have after multiplication by N and 
integrating that 
s N 1 ~“‘1 p < Jk 
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<2p-‘Ap’j+“TQ I WIYIP J,k 
+ 2P-‘m p’n-/-UPd Q P 1 y’“‘l p. 
Summation over i and k and applying (2.11) yields 
I NIy(i)JP~2P~lA~2(i+1)~E-(i+l)l(~-~-1)~Q wlylp I s I
+2P-‘&da P jy’nqp. 
i I 
The proof is complete for p > 1 by choosing 
K=max(2P~‘+(‘--()PAnqTQ, 2p-1 A,}. 
Again the p = 1 case is similar. 
(iv) For EE r partition I= [a, b) by Ji= [t;, t,, r] with t, = a and 
fi+ 1 = ti + sf(ti, E). Sincefis positive and continuous, the sequence { ti} will 
not have an accumulation point less than b. Note that (2.7) may be written 
as 
ly(j)(t)lp<2p-l APL-jp L- { nj ( ‘c, W-p’JJ WlylP 
+Lb-iip(L-1 jJp-4/p)piqL-l]Jp ~,@~~,) (2.12) 
with a similar expression for (2.6). Multiplication by N, integration over 
J= Jj, and application of (C,) yields 
+ E’” -APS, 
s 
Ply’“‘(P . 
J, I 
(2.13) 
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Summation over i now yields (1.3) with 
K= max(2 pi ‘A@, 2Ysl}. 
Equation (2.13) also holds for p = 1. 
(v) With E E r we use (2.12) with J= [t, t + sf]. This yields 
N(f) I .Jw)l p 
where 
Let {ti} be as in (iv), and integrate both sides of (2.14) over [ti, tj+ ,I. 
From an interchange of the order of integration and afiat > 0, we obtain 
f” [Ef(l, E)] -’ ~[r+cfc’~c’ W(u) ly(u)l”dudt 
where we have used in the above that 
I 
I,+ I dt 
I 
lr+ 1
-< dt 1 -= 
I# Ef(h cl r, $(t,, E) . 
This inequality and a similar one for y’“) in turn gives from (2.14), 
Summation of this inequality over i yields 
which completes the proof. 
(vi) Let {tl} be defined by t,=a and ti=ti+,-&Ef(ti+,,~) for i>l. 
since the function g(t) = t - ~f( t, E) satisfies g’(t) 2 1, the sequence {t,} 
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is well defined. Proceeding as in (v), we have t E I (set y 50 on 
Ca - &f(U, El, aI), 
where 
The proof now proceeds as in (v) and is omitted. 
In the case of compact I, the condition (C,) can always be realized with 
a finite partition of I. This follows immediately from (1.6). Similarly, 
(C,)-(C,) hold with the choice f= 1 if P, W3 6 > 0 and N is essentially 
bounded on I. 
To apply (C,)-(C,) to intervals of the form (a, b], we make the transfor- 
mation t + -t to transform (a, b] to [-b, a). For z(t) = y( - t), 
z(j)(t) = ( - 1 )jy’j’( - t) so that [z(j)(t)1 = 1 y”‘( - t)l. This transformation is 
employed in some of the examples below without further mention. Open 
intervals may be split into two half-open intervals to apply (C,)-(C,). 
EXAMPLE 1. Let I=[u, co), u>O, l<p<co, N(t)=tp, W(t)=t’, and 
P(t) = t”. Suppose 
B d Wb + (n -j)Yh 
Set .j(t, E) = tA, A = (a - y)/np. Then 
(2.15) 
T,,,(P)< t-a i 
if ~120, 
t-a(l +&f/l)-% if c( < 0, 
with similar expressions for T,,J W) and (af) - ’ j; +&f N. Note that for A 6 1, 
f(t)/t is uniformly bounded on [a, co) and (1 f &f/t) e-a is uniformly boun- 
dedonu<t<co,O<&<l forcc<O. Moreover, 
pf(” -J)PtDf - 0~ = t - AJPtptPt ~ Y = t@, 
where p= j?-- (j/n)a - (n -j)y/n 60 from (2.15). Thus with f and /I as 
above we conclude the following. 
(i) A < 1 *(C,) for Z= (0, 11. 
(ii) a >y 20 *(C,) for Z= (0, co). Note also that for 
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P=(.Jnb+(n-h/n @ ence p = 0) there are bounds on R,, R, indepen- 
dent of a; thus (C,) holds for I= (0, co), f = (0, co) with this /I. 
Further, 
(iii) OQa<y,f= 1, /?<a*(C,) for r= (0, co). 
(iv) a <y GO, f and A as in (i) above, p as in (2.15)* (C,) for 
r= (0, co). 
EXAMPLE 2. Let I= (0, b], 1 <p< co, N(t) = tP, W’(t) = P, and 
P(t) = P. Suppose 
P 2 Wb + (n -hh A = (a - y )/np. (2.16) 
By an analysis similar to that of example 1 we conclude that with /I as in 
(2.16) andf(t, E) = t’, 
(i) A> 1 =>(1.3) for I-= (0, 11, with 5, ‘1, and 9 as in 
Theorem 2.l(iv). 
EXAMPLE 3. Suppose P and W are nondecreasing functions on 
I= [a, co). Then (C,) holds for r= (0, co) if f(t) can be chosen so that 
S’(t) B 0 and 
sup {f(t)‘“~“PN(t)/P(t)} < 00, sup {f(t)p”N(t)/W(t)} <O. (2.17) 
rcl IEI 
This follows from the observation T,,,(P) < P(t) ~ ’ and T,,,(W) d W(t) ~ ‘; 
thus (1.3) holds. If the quantities in (2.17) are bounded for t E (-co, co), 
then we may conclude that (1.3) holds for I= (- co, co). 
Note in particular that (2.17) holds for N= P = W and f(t) = 1. This 
gives an alternate proof of a theorem of Kwong and Zettl [18]. However, 
we have not been able to obtain the more general Theorem 4 of [ 151. 
More generally suppose N = c?, P = of, W= coy where o is a non- 
decreasing differentiable function on I= [a, co). Then (2.17) holds if 
(i) aayaO, /?<(j/q)a+(n-j)y/n, andf=& where A is as in 
Example 1 or 
(ii) y>aaO, B<a, andf= 1. 
For w nondecreasing and not necessarily differentiable an analysis 
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similar to (i) of Example 1 may be made provided there is a number A* 
such that 
sup 
w(t + dt)A*) < co 
r‘s/ o(t) 
Then the choicef(t) = o(t)“, A 6 A* yields that (C,) holds for r= (0, I] if 
also 
Similar results are immediate also for nonincreasing functions on inter- 
vals of the form (- co, 61 or (- 03, co) by making the change of variable 
t+ -t. 
EXAMPLE 4. Suppose P and W are nonincreasing functions on 
I= [a, co). Then (C,) holds for r= (0, co) if f(t) can be chosen so that 
f’(t) Q 0 and 
sup {f(t)‘” -%q t)/P( t)} < co, sup {f(t)-%V(t)/W(t)} <co. 
rer r.51 
This follows as in Example 3. Again the case N= P = W is immediate from 
the choice f(t) = 1. As in Example 3 it is possible to consider powers of a 
nonincreasing function 0. 
EXAMPLE 5. Let I= [a, co), a>O, 1 < p< co, P(t) = ta, W(t) = tY, 
N(t)=ta+dg(t) where A=(a-y)/np and s; g<co. Suppose (2.15) holds, 
A d 1, and f = rd. T,,,(P) and T,,,(W) are bounded as in Example 1 and 
if /-I + A 6 0, 
if /3+A>O. 
Thus (C,) holds for r a compact subset of (0, co). In particular (C,) holds 
for r= {S}, 6 > 0, and this implies that (1.2) holds for 9 = VP n G?$,. 
For 1 < p < co, Examples 1 and 5 may be combined to consider a term 
N(t) = tB( 1 + t”g(t)) where p, A and g are as in Example 5. It does not 
appear that Example 5 can be obtained by application of Theorem A. 
We now show that Theorem A is a corollary of Theorem 2.1. First, 
however, we need 
LEMMA 2.3. Let s and w be as in Theorem A. Then if0 < E -c 1/N, and t, , 
t, in Z satisfy It,- t,I <m(tl), we have that 
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(i) I~(f~)s(f,)~‘-ll~~N~, 
(ii) em ” 6 w( t2)/w( t, ) 6 ed, 6 := rM,,/( 1 - EN,,). 
Proof. It is sufficient o take I= [a, 6), b 6 a, since in general I can be 
written as the union of two half open intervals. From condition (i) of 
Theorem A we have 
Is(rJ/s(t,)- 11 = jr(i,))lj”\.~ 
11 
<No It,--t,l/s(t,)d~No; 
hence (i) holds. Condition (ii) of Theorem A implies that 
/In w(t,)/w(t,)l = Ii’? w’/wl GM, It, - t,l/s, (2.18) 
11 
where s0 := min s(t), t,<t<tZ. By (i) above, for t,<t<t,, 
s(t) 2 s(t,)( 1 - &NO). Using this bound for s0 in (2.18) completes the proof. 
COROLLARY 2.1. Let s and M’ be as in Theorem A with I = [a, b). Then 
(C,) holds for l-= (0, 1/2N,). 
Proof: Let f(t, E) = s(t). Consider first S, in (C,). By Lemma 2.3, with 
O<s<l/NO, 
[(l +sN,,).r(f)]- (zc”)PeSw(t))’ if a +n < 0, 
[(l -ENO)S(t)] -(x+n)PedW(t) ’ if cr+n>O 
These bounds show that S, < co. Similar considerations prove that S2 < co; 
hence (C,) holds. 
We have not considered the p = cc case. Lemma 2.2 yields a simple 
result. 
THEOREM 2.2. Suppose N = P = WE 1, I has infinite length, and let 
9=S?‘,nVx. Thenfor each E>O andyE9, 
II y”)II x,1 G AnjE -’ II YII cc,, + cn -’ II Y’~)II x.15 (2.19) 
where A, is as in Lemma 2.1 
Proof: The proof is immediate from (2.8) with L = E. 
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