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Dimensional Regularization and Dispersive Two-Loop Calculations
A. Aleksejevs and S. Barkanova
Grenfell Campus of Memorial University, Corner Brook, NL, Canada
The two-loop contributions are now often required by the precision experiments,
yet are hard to express analytically while keeping precision. One way to approach
this challenging task is via the dispersive approach, allowing to replace sub-loop
diagram by effective propagator. This paper builds on our previous work, where
we developed a general approach based on representation of many-point Passarino-
Veltman functions in two-point function basis. In this work, we have extracted the
UV-divergent poles of the Passarino-Veltman functions analytically and presented
them as the dimensionally-regularized and multiply-subtracted dispersive sub-loop
insertions, including self-energy, triangle, box and pentagon type.
I. INTRODUCTION
The electroweak precision searches for the physics beyond the Standard Model (BSM)
frequently demand a sub-percent level of accuracy from both experiment and theory. For the
new-generation precision experiments such as MOLLER [1] and P2 [2] , for example, that
means evaluating electroweak radiative corrections up to two-loop level with massive prop-
agators and control of kinematics, which is a highly challenging task. In some cases, it may
not possible to express the final results analytically, so one would have to use approxima-
tions and/or numerical methods. See, for example, an overview of numerical loop integration
techniques in [3], a general case of the two-loop two-point function for arbitrary masses in
[4], and a method of calculating scalar propagator and vertex functions based on a double
integral representation in [5] and [6]. The more recent developments on analytical evalua-
tion of two-loop self-energies can be found in [7–12], and on numerical evaluation of general
n-point two-loop integrals using sector decomposition in [13, 14]. The idea of the sub-loop
insertions with the help of the dispersive approach was implemented for the self-energies
[15], [18] and partially for the vertex graphs with the help of Feynman parametrization [19].
A somewhat relevant case of the self-energy dispersive insertions for Bhabha scattering in
QED was considered in [20] and [21].
2In [22, 23], we have developed a general approach in calculations of the two-loops dia-
grams, which is based on the representation of many-point Passarino-Veltman (PV) functions
in two-point function basis. As a result, we where able to replace a sub-loop integral by the
dispersive representation of the two-point function. In that case, the second loop received
an additional propagator and we where able to use the PV basis for the second loop inte-
gration in the final stage of the calculations. The final results where presented in a compact
analytic form suitable for numerical evaluation. Since in the majority of applications such
two-loops integrals are either ultraviolet or infrared (IR) divergent, a regularization scheme
is required. In case of the IR-divergence, the regularization can be done by introducing
a small mass of the photon which is later removed by a contribution of a combination of
one-photon bremsstrahlung from one-loop and two-photon bremsstrahlung from tree level
diagrams. Since the IR-divergence does not impact convergence of the dispersion sub-loop
integral, the mass of the photon in the insertion could be carried into second loop with-
out an additional complications. If necessary, the dependence on the photon mass can be
extracted analytically. For the UV-divergent two-loops diagrams, the regularization of the
sub-loop insertion is done by an introduction of a cut-off parameter for the divergent dis-
persive integral. The second-loop regularization is done by dimensional regularization, but
in this case, when counter terms are added, one set of renormalization constants is eval-
uated in dispersive approach with a cut-off parameter, and another set of the constants
is calculated using dimensional regularization. In this case, the independence of the final
results from the regularization parameters could be confirmed numerically only. That can
result in additional complications, since the two-loops integrals could suffer from a number
of the numerical instabilities. In some simple cases, when sub-loop renormalization is pos-
sible (for ex. box diagram with self-energy insertion), one can represent the sub-loop by
doubly-subtracted dispersive integrals and carry on the second-loop integration using the
PV-function basis without dealing with additional UV divergences. In this paper, we follow
a general approach developed in [22] and extract the UV-divergent parts of the two-loop
integrals analytically. For that, we need to represent the UV-divergent dispersive sub-loop
insertion using dimensional regularization and extract UV poles analytically. Since in [22, 23]
the two-loop integrals where all reduced to the two-point PV-function basis, we start with
the outline of the ideas on how to express the two-point sub-loop insertion with UV diver-
gent part written out in the dimensional regularization and the UV-finite part represented
3by a multiply-subtracted dispersive integral. Later, we extend this approach to triangle-,
box- and pentagon-type of insertions.
II. METHODOLOGY
Generally, a two-point function of an arbitrary rank could be written in the dimensional
regularization as:
B0...0︸︷︷︸
2l
1...1︸︷︷︸
n
(
p2, m21, m
2
2
) ≡ B{2l,n} (p2, m21, m22) = µ2ǫeγEǫ (−1)2+n+l2l Γ (ǫ− l)
(1)
× lim
ε→0+
1ˆ
0
dx xn
(
p2x2 +m21 + x
(
m22 −m21 − p2
)− iε)−ǫ+l
Here, ǫ = 4−D
2
is the dimensional regularization and µ is the mass-scale parameter. The UV-
divergent part Eq.1 can be expressed as a polynomial in p2 multiplied by
(
1
ǫ
+ ln µ
2
m2
2
)
term.
A linear term in ǫ will give rise to the local terms after taking the second-loop integration,
and can be considered as a finite part of the two-point functions which has dependence on
ln µ
2
m2
2
. Hence, the regularized one-loop UV-divergent part has the following form:
BUV{2l,n}
(
p2, m21, m
2
2
)
=
(
1
ǫ
+ ln
µ2
m22
) l∑
i=0
a
{2l,n}
i p
2i. (2)
Here, coefficients a
{2l,n}
i are the functions of masses m
2
{1,2} with structure provided in Tbl.I.
In order to satisfy the definition given in Eq.1, the UV-divergent pole 1/ǫ in Eq.2 should be
treated as 1
ǫ
→ 1
ǫ
− γE + ln (4π). In the case of sub-loop insertion, the UV part represented
by Eq.2 can be easily carried into the second-loop integral. Here, the momentum p2 could
depend on the momentum of the second loop and Feynman parameters used in [22]. In
order to keep the UV-divergent term presented in Eq.2 as simple as possible, we will treat
masses as constants. In the case where masses depend on the Feynman and mass shift
parameters (see [22]), a simple transformation ln µ
2
m2
2
→ ln µ2
m2
0
+ ln
m20
m2
2
can be used, where
m0 is the arbitrary constant mass. A term proportional to ln
m2
0
m2
2
is UV-finite and scale-
parameter independent, and hence can be moved to the UV-finite part of Eq.1 for which we
will construct a dispersive representation. The UV-finite part could be presented through
4a
{2l,n}
i l = 0 l = 1 l = 2
n = 0 a
{0,0}
0 = 1 a
{2,0}
0 =
1
4
(
m
2
1 +m
2
2
)
a
{2,0}
1 = − 112
a
{4,0}
0 =
1
24
(
m
4
1 +m
4
2 +m
2
1m
2
2
)
a
{4,0}
1 = − 148
(
m
2
1 +m
2
2
)
a
{4,0}
2 =
1
240
n = 1 a
{0,1}
0 = −12
a
{2,1}
0 = − 112
(
m
2
1 + 2m
2
2
)
a
{2,1}
1 =
1
24
a
{4,1}
0 = − 196
(
m
4
1 + 3m
4
2 + 2m
2
1m
2
2
)
a
{4,1}
1 =
1
240
(
2m21 + 3m
2
2
)
a
{4,1}
2 = − 1480
n = 2 a
{0,2}
0 =
1
3
a
{2,2}
0 =
1
24
(
m
2
1 + 3m
2
2
)
a
{2,2}
1 = − 140
a
{4,2}
0 =
1
240
(
m
4
1 + 6m
4
2 + 3m
2
1m
2
2
)
a
{4,2}
1 = − 1240
(
m
2
1 + 2m
2
2
)
a
{4,2}
2 =
1
840
n = 3 a
{0,3}
0 = −14
a
{2,3}
0 = − 140
(
m
2
1 + 4m
2
2
)
a
{2,3}
1 =
1
60
a
{4,3}
0 = − 1480
(
m
4
1 + 10m
4
2 + 4m
2
1m
2
2
)
a
{4,3}
1 =
1
840
(
2m21 + 5m
2
2
)
a
{4,3}
2 = − 11344
n = 4 a
{0,4}
0 =
1
5
a
{2,4}
0 =
1
60
(
m
2
1 + 5m
2
2
)
a
{2,4}
1 = − 184
a
{4,4}
0 =
1
840
(
m
4
1 + 15m
4
2 + 5m
2
1m
2
2
)
a
{4,4}
1 = − 1672
(
m
2
1 + 3m
2
2
)
a
{4,4}
2 =
1
2016
Table I: Coefficients a
{2l,n}
i for B
UV
{2l,n}.
the dispersive integral:
Bfin{2l,n}
(
p2, m21, m
2
2
)
=
1
π
∞ˆ
(m1+m2)
2
ds
ℑBfin{2l,n} (s,m21, m22)
s− p2 − iε . (3)
Here, Bfin{2l,n} (p
2, m21, m
2
2) is the UV-finite part of Eq.1: B{2l,n} (p
2, m21, m
2
2) =
BUV{2l,n} (p
2, m21, m
2
2) + B
fin
{2l,n} (p
2, m21, m
2
2). The function B
fin
{2l,n} (p
2, m21, m
2
2) consists of the
finite part of the two-point function, bfin{2l,n} (p
2, m21, m
2
2), which is free from any of the reg-
ularization parameters plus an additional terms linear in ǫ, which are also finite. More
5dil i = 1 i = 2 i = 3
l = 0
π2
12
1
2 0
l = 1
12+π2
24 −12 14
l = 2
21+π2
96 − 316 116
l = 3
85+3π2
1728 − 11288 196
Table II: Coefficients dil used in the representation of the linear in ǫ term in Eq.4.
specifically, we can write:
Bfin{2l,n}
(
p2, m21, m
2
2
)
= bfin{2l,n}
(
1 + ǫ ln
µ2
m22
)
+ (−1)n ǫ
(
d1lI1 + d2lI2 + d3lI3 + d3lI1 ln
2 µ
2
m22
)
where (4)
I1 =
1ˆ
0
dx xnAl
(
p2, m21, m
2
2
)
I2 =
1ˆ
0
dx xnAl
(
p2, m21, m
2
2
)
ln
m22
A (p2, m21, m
2
2)
I3 =
1ˆ
0
dx xnAl
(
p2, m21, m
2
2
)
ln2
m22
A (p2, m21, m
2
2)
A
(
p2, m21, m
2
2
)
= p2x2 +m21 + x
(
m22 −m21 − p2
)− iε.
The integrals in Eq.4 can be evaluated analytically, but that can be done later. The coeffi-
cients dil are given in the Tbl.II. The Eq.3 is only valid if the Schwartz reflection principle is
applicable and the function Bfin{2l,n} (z,m
2
1, m
2
2) (with z ∈ C) converges to zero as 1/zn≥2 when
z →∞. These conditions on Eq.3 applicability often require the use of multiple subtractions
at a given pole, which results in replacement of Eq.3 by the multiply-subtracted dispersive
integral. In our view, the best way to transform Eq.3 into the multiply-subtracted dispersive
integral is to follow the same idea as if we would to remove UV-part of Eq.1 by using the
subtractive scheme at an arbitrary scale Λ. Of course, the final result should not depend
6on any scale, and hence where will be an additional terms to remove any dependence. To
remove the UV-part of Eq.1, we can easily generalize this procedure by using the following
subtractions:
Bsub{2l,n}
(
p2, m21, m
2
2,Λ
2
)
= B{2l,n} −
l∑
i=0
1
i!
(
∂iB{2l,n}
∂ (p2)i
)∣∣∣∣
p2=Λ2
(
p2 − Λ2)i . (5)
Here, B{2l,n} ≡ B{2l,n} (p2, m21, m22) and Bsub{2l,n} (p2, m21, m22,Λ2) is multiply-subtracted Eq.1.
Now, we will subtract and add the finite part of the second term of Eq.5 to Eq.3, and use
the subtracted terms to construct the multiply-subtracted dispersive integral of Eq.3. As a
result, we can write the following:
Bfin{2l,n}
(
p2, m21, m
2
2
)
=
(p2 − Λ2)l+1
π
∞ˆ
(m1+m2)
2
ds
ℑBfin{2l,n} (s,m21, m22)
(s− p2 − iε) (s− Λ2 − iε)l+1
(6)
+
l∑
i=0
1
i!
(
∂iBfin{2l,n} (p
2, m21, m
2
2)
∂ (p2)i
)∣∣∣∣∣
p2=Λ2
(
p2 − Λ2)i .
Eq.6 has no dependence on the scale Λ and its second term is finite with a polynomial
structure in p2, which can be easily evaluated in the second-loop integration. Finally, we
can write dimensionally regularized sub-loop insertion as:
B{2l,n}
(
p2, m21, m
2
2
)
=
l∑
i=0
[(
1
ǫ
+ ln
µ2
m22
)
a
{2l,n}
i p
2i +
1
i!
(
∂iBfin{2l,n} (p
2, m21, m
2
2)
∂ (p2)i
)∣∣∣∣∣
p2=Λ2
(
p2 − Λ2)i
]
(7)
+
(p2 − Λ2)l+1
π
∞ˆ
(m1+m2)
2
ds
ℑBfin{2l,n} (s,m21, m22)
(s− p2 − iε) (s− Λ2 − iε)l+1
.
The first term of Eq.7 will contribute to the numerator algebra and the second term will
add an additional propagator
(p2−Λ2)
l+1
s−p2−iε
to the second-loop integral.
In the case of the triangle insertion, the three-point PV functions which can be written in
the form of the derivatives of the two-point functions. To begin with, the scalar three-point
7function function is given by:
C0 ≡ C0
(
p21, p
2
2, (p1 + p2)
2 , m21, m
2
2, m
2
3
)
=
(8)
µ4−D
iπD/2
ˆ
dDq
1
[q2 −m21]
[
(q + p1)
2 −m22
] [
(q + p1 + p2)
2 −m23
] .
With Feynman’s trick, we can join the first two propagators in Eq.8, and after shifting
momentum q = τ − p1 − p2, we can write:
C0 =
µ4−D
iπD/2
1ˆ
0
dx
ˆ
dDτ
1[
(τ − (p1x¯+ p2))2 −m212
]2
[τ 2 −m23]
(9)
m212 = m
2
1x¯+m
2
2x− p21xx¯.
Here, x¯ = 1 − x, and momentum p1 does not enter the second loop integral and
is treated as a combination of the external momenta of the two-loop graph. Term(
(τ − (p1x¯+ p2))2 −m212
)−2
can be replaced after shifting mass m212 by a small parameter
φ:
1(
(τ − (p1x¯+ p2))2 −m212
)2 = limφ→0 ∂∂φ
[
1
(τ − (p1x¯+ p2))2 − (m212 + φ)
]
. (10)
As a result, Eq.9 can be represented in the form of
C0 =
µ4−D
iπD/2
lim
φ→0
∂
∂φ
1ˆ
0
dx
ˆ
dDτ
1[
(τ − (p1x¯+ p2))2 − (m212 + φ)
]
[τ 2 −m23]
=
(11)
lim
φ→0
∂
∂φ
1ˆ
0
dx B0
(
(p1x¯+ p2)
2 , m23, m
2
12 + φ
)
.
Since C0 function is UV finite, its dispersive representation will be given by a singly sub-
8tracted integral:
C0 = lim
φ→0
∂
∂φ
1ˆ
0
dx
[
ln
m23
m212 + φ
+Bfin0
(
Λ2, m23, m
2
12 + φ
)
(12)
+
(
(p1x¯+ p2)
2 − Λ2)
π
∞ˆ
(
m3+
√
m2
12
+φ
)2
ds
ℑBfin0 (s,m23, m212 + φ)(
s− (p1x¯+ p2)2 − iε
)
(s− Λ2 − iε)
]
.
In this representation of C0 function, we have momentum p2 as a combination of the second-
loop and external momenta. When taking a derivative with respect to the mass shift pa-
rameter φ, we use transformation ln µ
2
m2
12
+φ
→ ln µ2
m2
3
+ ln
m2
3
m2
12
+φ
in order to remove µ-scale
dependence from the Feynman integral. The finite part of the B0 function has a rather
simple analytical structure:
Bfin0
(
p2, m21, m
2
2
)
= 2 +
κ1/2 (p2, m21, m
2
2)
p2
ln
(
κ1/2 (p2, m21, m
2
2) +m
2
1 +m
2
2 − p2
2m1m2
)
(13)
− (m
2
1 −m22 + p2)
2p2
ln
(
m21
m22
)
.
Here, κ (p2, m21, m
2
2) is a Källen function, κ (a, b, c) = a
2 + b2 + c2 − 2 (ab+ bc + ac). In
the case of the higher rank three-point tensor coefficient functions, we can represent them
through a combinations of B{2l,n} functions following the prescription of [22]:
C0...0︸︷︷︸
2l
1...1︸︷︷︸
n
2...2︸︷︷︸
m
≡ C{2l,n,m} = lim
φ→0
∂
∂φ
1ˆ
0
dx xn
m∑
i=0
b
{m}
i B{2l,i+n}. (14)
Here, B{2l,i+n} ≡ B{2l,i+n}
(
(p1x¯+ p2)
2 , m23, m
2
12 + φ
)
, and the UV-divergent three-point
functions have l > 1. Coefficients b
{m}
i are given in the Tbl.III. Using Eq.7 in Eq.14, we
can write the generalized three-point function dispersively with dimensionally regularized
9b
{m}
i i = 0 i = 1 i = 2 i = 3 i = 4
m = 0 1 . . . . . . . . . . . .
m = 1 −1 −1 . . . . . . . . .
m = 2 1 2 1 . . . . . .
m = 3 −1 −3 −3 −1 . . .
m = 4 1 4 6 4 1
Table III: Expansion coefficients b
{m}
i for many-points Passarino-Veltman functions.
UV-divergence:
C{2l,n,m} = lim
φ→0
∂
∂φ
1ˆ
0
dx xn
m∑
i=0
b
{m}
i
(
l∑
j=0
[(
1
ǫ
+ ln
µ2
m212 + φ
)
a
{2l,i+n}
j p
2j
12x
+
1
j!
(
∂jBfin{2l,i+n} (p
2, m23, m
2
12 + φ)
∂ (p2)j
)∣∣∣∣∣
p2=Λ2
(
p212x − Λ2
)j]
(15)
+
(p212x − Λ2)l+1
π
∞ˆ
(
m3+
√
m2
12
+φ
)2
ds
ℑBfin{2l,i+n} (s,m23, m212 + φ)
(s− p212x − iε) (s− Λ2 − iε)l+1
)
,
with p12x is defined as p12x = p1x¯ + p2. As an example, let’s consider expression for C001
10
where UV-divergent pole is extracted explicitly:
C001 = −
1
12
(
1
ǫ
+ ln
µ2
m23
)
+ lim
φ→0
∂
∂φ
1ˆ
0
dx x
(
1
12
(
1
2
p212x −m23 − 2
(
m212 + φ
))
ln
m23
m212 + φ
(16)
+Bfin001
(
Λ2, m23, m
2
12 + φ
)
+
(
∂Bfin001 (p
2, m23, m
2
12 + φ)
∂p2
)∣∣∣∣∣
p2=Λ2
(
p212x − Λ2
)
+
(p212x − Λ2)2
π
∞ˆ
(
m3+
√
m2
12
+φ
)2
ds
ℑBfin001 (s,m23, m212 + φ)
(s− p212x − iε) (s− Λ2 − iε)2
)
.
To derive expressions for the four-point PV functions in the two-point function basis, we
can use the ideas outlined in Eqns.8-11:
D0...0︸︷︷︸
2l
1...1︸︷︷︸
n
2...2︸︷︷︸
k
3...3︸︷︷︸
m
≡ D{2l,n,k,m} = lim
φ→0
∂2
∂φ2
1ˆ
0
dx xn
1−xˆ
0
dy yk
m∑
i=0
b
{m}
i B{2l,i+n+k}, (17)
where D{2l,n,k,m} ≡ D{2l,n,k,m}
(
p21, p
2
2, p
2
3, p
2
4, (p1 + p2)
2 , (p2 + p3)
2 , m21, m
2
2, m
2
3, m
2
4
)
and
B{2l,i+n+k} ≡ B{2l,i+n+k}
[
(p1 (x¯− y) + p2y¯ + p3)2 , m24, m2123 + φ
]
with m2123 = m
2
1 (x¯− y) +
m22x + m
2
3y − p21xx¯ − p212yy¯ + 2xy (p1p12) and p12 = p1 + p2. As a result, the dispersive
generalization can be written as:
D{2l,n,k,m} = lim
φ→0
∂2
∂φ2
1ˆ
0
dx xn
1−xˆ
0
dy yk
m∑
i=0
b
{m}
i
(
l∑
j=0
[(
1
ǫ
+ ln
µ2
m2123 + φ
)
a
{2l,i+n+k}
j p
2j
123xy
+
1
j!
(
∂jBfin{2l,i+n+k} (p
2, m24, m
2
123 + φ)
∂ (p2)j
)∣∣∣∣∣
p2=Λ2
(
p2123xy − Λ2
)j]
(18)
+
(
p2123xy − Λ2
)l+1
π
∞ˆ
(
m4+
√
m2
123
+φ
)2
ds
ℑBfin{2l,i+n+k} (s,m24, m2123 + φ)(
s− p2123xy − iε
)
(s− Λ2 − iε)l+1
)
.
11
Here, we have p123xy = p1 (x¯− y) + p2y¯ + p3. Eq.18 shows that the UV-divergent four-point
functions show up at l > 2. The five-point function also can be easily expressed in two-point
function basis:
E0...0︸︷︷︸
2l
1...1︸︷︷︸
n
2...2︸︷︷︸
k
3...3︸︷︷︸
r
4...4︸︷︷︸
m
≡ E{2l,n,k,r,m} =
(19)
lim
φ→0
∂3
∂φ3
1ˆ
0
dx xn
1−xˆ
0
dy yk
1−x−yˆ
0
dz zr
m∑
i=0
b
{m}
i B{2l,i+n+k+r}.
Here, E{2l,n,k,r,m} ≡ E{2l,n,k,r,m} (p21, p22, p23, p24, p25, p212, p223, p234, p245, p251, m21, m22, m23, m24, m25)
with pij = (pi + pj)
2, pijk = (pi + pj + pk)
2, and B{2l,i+n+k+r} ≡
B{2l,i+n+k+r}
(
(p1 (x¯− y − z) + p2 (y¯ − z) + p3z¯ + p4)2 , m25, m21234 + φ
)
with m21234 =
m21 (x¯− y − z) + m22x +m23y +m24z − p21x¯x − p212y¯y − p2123z¯z + 2xy (p1p12) + 2xz (p1p123) +
2yz (p12p123). The dispersive generalization of the five-point function is given in a similar
way:
E{2l,n,k,r,m} = lim
φ→0
∂3
∂φ3
1ˆ
0
dx xn
1−xˆ
0
dy yk
1−x−yˆ
0
dz zr
×
m∑
i=0
b
{m}
i
(
l∑
j=0
[(
1
ǫ
+ ln
µ2
m21234 + φ
)
a
{2l,i+n+k+r}
j p
2j
1234xyz
(20)
+
1
j!
(
∂jBfin{2l,i+n+k+r} (p
2, m25, m
2
1234 + φ)
∂ (p2)j
)∣∣∣∣∣
p2=Λ2
(
p21234xyz − Λ2
)j]
+
(
p21234xyz − Λ2
)l+1
π
∞ˆ
(
m5+
√
m2
1234
+φ
)2
ds
ℑBfin{2l,i+n+k+r} (s,m25, m21234 + φ)(
s− p21234xyz − iε
)
(s− Λ2 − iε)l+1
)
,
where momentum p1234xyz is defined as p1234xyz = p1 (x¯− y − z) + p2 (y¯ − z) + p3z¯ + p4.
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III. CONCLUSION
In this work, we have extracted the UV-divergent poles of the Passarino-Veltman
functions analytically and presented them as the dimensionally-regularized and multiply-
subtracted dispersive sub-loop insertions. We have also retained the terms linear in ǫ, which
are required to produce local terms for the second-loop integration. Finally, all sub-loop
insertions are conveniently expressed in the two-point function basis, which allows to carry
out the calculations analytically, with numerical integration done only over the Feynman and
dispersion parameters. As a result, this approach will allow to speed up calculations for the
two-loop radiative corrections and to better account for the experiment-specific kinematics.
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