The generalization error of max-margin linear classifiers:
  High-dimensional asymptotics in the overparametrized regime by Montanari, Andrea et al.
The generalization error of max-margin linear classifiers:
High-dimensional asymptotics in the overparametrized regime
Andrea Montanari∗, Feng Ruan†, Youngtak Sohn‡, Jun Yan‡
July 21, 2020
Abstract
Modern machine learning models are often so complex that they achieve vanishing classification error
on the training set. Max-margin linear classifiers are among the simplest classification methods that
have zero training error (with linearly separable data). Despite their simplicity, their high-dimensional
behavior is not yet completely understood. We assume to be given i.i.d. data (yi,xi), i ≤ n with
xi ∼ N(0,Σ) a p-dimensional Gaussian feature vector, and yi ∈ {+1,−1} a label whose distribution
depends on a linear combination of the covariates 〈θ∗,xi〉. We consider the proportional asymptotics
n, p→∞ with p/n→ ψ, and derive exact expressions for the limiting prediction error. Our asymptotic
results match simulations already when n, p are of the order of a few hundreds.
We explore several choices for the pair (θ∗,Σ), and show that the resulting generalization curve (test
error error as a function of the overparametrization ratio ψ = p/n) is qualitatively different, depending
on this choice. In particular we consider a specific structure of (θ∗,Σ) that captures the behavior of
nonlinear random feature models or, equivalently, two-layers neural networks with random first layer
weights. In this case, we aim at classifying data (yi,xi) with xi ∈ Rd but we do so by first embedding
them a p dimensional feature space via xi 7→ σ(Wxi) and then finding a max-margin classifier in this
space. We derive exact formulas in the proportional asymptotics p, n, d→∞ with p/d→ ψ1, n/d→ ψ2
and observe that the test error is minimized in the highly overparametrized regime ψ1  0.
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1 Introduction
1.1 Background
Modern machine learning methods often require minimizing a highly non-convex empirical risk, a prominent
example being multilayer neural networks. It is common practice to increase the complexity of the neural
network architecture until the optimization landscape simplifies, and gradient descent (GD) or stochastic
gradient descent (SGD) succeed in achieving vanishing training error. Often this approach leads to good
generalization properties, even when the resulting model is so overparametrized that could fit purely random
labels with zero training error [ZBH+16].
How is it possible that large overparametrization does not lead to overfitting and large generalization
error? A popular explanation of this behavior makes use of the notion of ‘implicit regularization’: the
optimization algorithm (GD, SGD or their variants) effectively selects a specific model among all the ones
with vanishing training error. The selected model minimizes a certain notion of complexity. This intuition has
been made precise in certain specific examples (see, e.g., [SHN+18, GLSS18b, LMZ17, GLSS18a, ACHL19]).
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For instance when performing linear regression with square loss, GD converges to the minimum `2-norm
solution among all the ones that interpolate the data (i.e. achieve vanishing training error).
In this paper we study linear classification: we are given data {(yi,xi)}i≤n where yi ∈ {+1,−1} are labels
and xi ∈ Rp are feature vectors, and would like to predict the label of a fresh sample xnew via sign(〈θˆ,xnew〉),
for some vector θˆ ∈ Rd. A popular way to fit such a linear classifier is to use GD to minimize the logistic
(a.k.a. cross-entropy) loss
θˆ
k+1
= θˆ
k − sk∇Lˆn(θˆk) , Lˆn(θ) ≡ 1
n
n∑
i=1
{
−yi〈θ,xi〉+ log
(
e〈θ,xi〉 + e−〈θ,xi〉
)}
. (1.1)
Throughout this paper, we will focus on the overparametrized regime in which there exists a separator, i.e.
a vector θ such that yi〈θ,xi〉 > 0 for all i ≤ n.
It was proven in [SHN+18] that gradient descent (with respect to logistic loss) selects a specific separator,
namely the max-margin classifier:
θˆ
MM
(y,X) ∈ arg max
{
min
i≤n
yi〈θ,xi〉 : ‖θ‖2 = 1
}
. (1.2)
More precisely, we have θk/‖θk‖ → θˆMM as k →∞.
Over the last year, the generalization properties of overparametrized models have attracted considerable
interest (we refer to Section 4 for a brief overview). A common phenomenology has been demonstrated
empirically in a number of statistical models, including kernel methods, random forests, and multilayer
neural networks [BHMM19]:
1. The training error decreases as a function of the number of parameters, until it vanishes at a critical
value of the overparametrization ratio ψ = p/n (here we denote generically by p the number of pa-
rameters). This also referred to as the interpolation threshold, and we will denote it by ψ∗. We will
refer to models above this threshold (i.e. such that p/n > ψ∗) as to ‘overparametrized’ models, and to
models below the threshold as to ‘underparametrized’ models.
2. The test error, as a function ot the overparametrization ratio, peaks at the interpolation threshold.
3. Overparametrized models outperform underparametrized ones, i.e. they have smaller test error.
4. Optimal prediction accuracy (minimum test error) is achieved at large overparametrization ratios, i.e.
for ψ  1.
5. Optimal prediction accuracy is achieved with small or sometimes vanishing regularization.
This was referred by [BHMM19] as the ‘double descent’ scenario, to highlight the peculiar behavior of the
test error, which descends again after the interpolation threshold. Perhaps more important than this non-
monotonicity are two key facts. First, the train error (which vanishes) offers no insight into what test
error is achieved. In the models we explore below, we will see that classical margin bounds do not provide
insight either. Second, good generalization is achieved without a careful balancing between regularization
and statistical noise.
Several elements of this picture have been rigorously studied in simple models [BHX19, BHM18, HMRT19,
BLLT19]. In particular, [HMRT19] used random matrix theory to derive exact predictions for the test error
in the case of ridge regression and minimum norm least-squares regression. Several of the above phenomena
can be reproduced in this setting. In particular, for certain covariance structures, the test error has a global
minimum in the overparametrized regime.
A more complex setting was studied in [MM19], building on earlier results of [HMRT19]. These pa-
pers consider the nonparametric regression problem, namely the problem of learning a function on the
d-dimensional sphere Sd−1: f∗ : Sd−1 → R, given data xi ∼ Unif(Sd−1), yi = f∗(xi) + εi, i ≤ n. Regression
is performed using a two-layers neural network with fixed (random) first-layer weights. Second-layer weights
are fitted using ridge regression. This is the random features model [RR08], and can be viewed as a random-
ized approximation of kernel ridge regression. It is also related to Neal’s work on Bayesian neural networks
[Nea96]. In particular, [MM19] obtains an asymptotically exact characterization of the generalization error.
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The asymptotic theory of [MM19] reproduces the above phenomena, and yields several insights. In
particular, the minimum test error is achieved for very wide networks (hence in the highly overparametrized
regime), and for vanishing ridge regularization. The underlying mechanism is that the non-linear component
of the activation functions acts as covariates noise, and in the wide limit this is equivalent to introducing a
ridge regularization term. Simplifying, passing the data through a random fully connected neural network
layer has a regularizing effect, and additional ridge regularization is not necessary in certain regimes. A
similar effect with a simpler linear model was observed early on in [KLS18].
Can we extend this analysis beyond square loss and ridge regularization? Is the qualitative picture
unchanged? Max-margin linear classification is an interesting setting to address these question, for a number
of reasons. First of all, most applications of neural networks are to classification rather than regression. Cross-
entropy is a far most popular loss function than square loss, and classification error is a standard metric
of accuracy. As explained above, in the overparametrized regime, gradient descent with cross-entropy loss
converges to the max-margin classifier. Hence max-margin classification is another example (as min-norm
least squares) of ‘implicitly regularized’ fitting procedure.
Extending earlier results to the classification setting is not a purely technical problem. Indeed, the new
setting will necessarily produce new phenomena for at least three reasons: (i) The classification error is
bounded and therefore it cannot diverge at the interpolation threshold, as is the case for min-norm linear
regression. As a a consequence, while for min-norm linear regression, the test error is always decreasing in
an interval ψ ∈ (ψ∗, ψ∗ + ∆), this is not always the case for classification. (ii) The interpolation threshold
is not at ψ∗ = 1. Indeed, a classical result of Cover [Cov65] yields ψ∗ = 1/2 for the special case in which
yi ∼ Unif({+1,−1}) independently of xi, provided the (xi)i≤n are in generic positions. This result was
recently generalized by Cande´s and Sur [CS18] for the more challenging setting in which P(yi = +1|xi) =
(1 + e−〈θ∗,xi〉)−1 and xi is Gaussian. As a corollary of our results, we generalize the threshold obtained
in [CS18], but also characterize the margin in the overparametrized regime ψ > ψ∗. (iii) The fact that
ψ∗ 6= 1 is in fact a consequence of the difference between the geometry of linear regression, and the one of
classification. In linear regression (in the overparametrized regime) the set of empirical risk minimizer is an
affine space, namely the intersection of n affine spaces of codimension 1. In contrast, in classification, the
set of empirical risk minimizers is the intersection of n halfspaces, cf. Eq. (1.2).
From a technical viewpoint, the ridge regression estimator can be written explicitly in terms of of the
matrix of covariates X ∈ Rn×p (i.e. the matrix with i-th row equal to xi), and the vector of responses
y = (y1, . . . , yn)
T, using linear-algebra operations. In contrast, the max-margin separator is defined only
implicitly via an optimization problem. As a consequence, while we can apply techniques from linear algebra
and random matrix theory to the analysis of the former, the same techniques cannot be used for classification.
Hence, while our assumption on the distribution of the covariates xi are analogous to the assumptions in of
[HMRT19], the analysis is entirely different. Instead of random matrix theory, our proof is based on Gordon’s
Gaussian comparison inequality, together with a new technical argument to characterize the asymptotics of
Gordon’s problem.
1.2 Overview
We assume covariates xi ∼ N(0,Σ) to be independent draws from a p-dimensional centered Gaussian with
covariance Σ, and responses to be distributed according to
P
(
yi = +1
∣∣xi) = 1− P(yi = −1∣∣xi) = f(〈θ∗,xi〉) . (1.3)
We will assume throughout the proportional asymptotics n, p→∞, with p/n→ ψ ∈ (0,∞), and determine
the precise asymptotics of the test error. In what follows we will index sequence of instances by n ∈ N, and
it will be understood that p = pn.
In order for the limit to exist and be well defined, we need to make specific assumptions about the behavior
of the covariance matrix Σ = Σn and the ‘true’ parameters vector θ∗ = θ∗,n. Let Σn =
∑p
i=1 λiviv
T
i be
the eigenvalue decomposition of Σ, with λ1 ≤ λ2 ≤ · · · ≤ λp. Our first assumption requires that Σ is well
conditioned.
Assumption 1. There exist constants c, C ∈ (0,∞) such that, letting λmin(Σn) = λ1(Σn), λmax(Σn) =
λp(Σn),
c ≤ λmin(Σn) ≤ λmax(Σn) ≤ C .
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Our second assumption concerns the eigenvalue distribution of Σn as well as the decomposition of θ∗,n
in the basis of eigenvectors of Σn.
Assumption 2. Let ρn ≡ 〈θ∗,n,Σnθ∗,n〉1/2 and w¯i ≡
√
pλi〈vi,θ∗,n〉/ρn. Then the empirical distribution
of {(λi, w¯i)}1≤i≤n converges in Wasserstein-2 distance to a probability distribution µ on R>0 × R:
1
p
p∑
i=1
δ(λi,w¯i)
W2=⇒ µ .
In particular,
∫
w2µ(dλ, dw) = 1, and ρn → ρ, where 1/ρ2 ≡
∫
(w2/λ)µ(dλ,dw).
We refer the reader to Appendix A for a reminder of the definition of the Wasserstein distance W2.
Here, we limit ourselves to mentioning that convergence in W2 is equivalent to weak convergence plus
convergence of the second moment, see e.g. [Vil08]. In particular, the condition
∫
(w2/λ)µ(dλ, dw) = 1/ρ2,
implies limn→∞ ‖θ∗,n‖2 = 1. Notice that this choice of normalization implies no loss of generality: if
limn→∞ ‖θ∗,n‖2 = c 6= 1, we can rescale θ∗,n (letting θnew∗,n = θ∗,n/c) and the function f (letting fnew(t) =
f(ct)), as to satisfy the assumed normalization.
Finally, we state our assumptions on the function f .
Assumption 3. Define T = Y G where G ∼ N(0, 1) and P(Y = 1 | G) = 1− P(Y = −1 | G) = f(ρ ·G). We
assume f : R→ [0, 1] to be continuous, and to satisfy the following non-degeneracy condition:
inf
{
x : P(T < x) > 0
}
= −∞ and sup
{
x : P(T > x) > 0
}
=∞ .
It is easy to check that the non-degeneracy condition is satisfied for most ‘reasonable’ choices of f . In
particular, it is sufficient that f(x) ∈ (0, 1) for all x.
Under these assumptions, we establish the following results.
Asymptotic characterization of the maximum margin. Define the maximum margin by
κn(y,X) ≡ max
{
min
i≤n
yi〈θ,xi〉 : θ ∈ Rp, ‖θ‖2 = 1
}
. (1.4)
We prove that κn(y,X)→ κ∗(µ, ψ) almost surely as n→∞, for some non-random asymptotic margin
κ∗(µ, ψ). We give an explicit characterization of the limiting value κ∗(µ, ψ), stated in Section 5.
As a corollary, we derive the limiting value of the interpolation threshold, i.e. the minimum number
of parameters per dimensions above which the data are separable with a positive margin: ψ∗(µ) ≡
inf{ψ ≥ 0 : κ∗(µ, ψ) > 0}. (This generalizes the recent result of [CS18].)
Asymptotic characterization of prediction error. Let the test error be defined by
Errn(y,X) ≡ P
(
ynew〈θˆMM(y,X),xnew〉 ≤ 0) , (1.5)
where expectation is with respect to a fresh sample (ynew,xnew) independent of the data (y,X). We
will sometimes refer to Errn(y,X) as to the prediction error. We prove that Errn(y,X)→ Err∗(µ, ψ)
for a non-random limit Err∗(µ, ψ), which we characterize explicitly, cf. Section 5.
Random features models. We evaluate the asymptotic expressions for the maximum margin κ∗(µ, ψ) and
the prediction error and Err∗(µ, ψ), in several special cases, in order to investigate the evolution of the
test error with the overparametrization ratio. Namely, we consider special sequences of the covariance
Σn, and the true parameters’ vector θ∗,n, resulting in limit distributions µ.
In particular, we consider a noisy linear features model whose second order statistics match the non-
linear random features model of [RR08] (equivalently, the second-order statistics of two-layer neural
networks with random first layer weights). Apart from being of independent interest, based on [MM19]
we conjecture this model to have the same asymptotic prediction error as the actual random features
model. Further, it fits within the assumptions of our general result, and therefore we can compute the
high-dimensional asymptotics of its test error.
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We observe that the test error decreases monotonically with the number of random features N (the
network width), and is minimal in the limit of large overparametrization N/n 1. This confirms the
general phenomenology [BHX19, BHM18, HMRT19, BLLT19], and provides the first exact asymptotics
beyond simple ridge regression. In particular, we obtain a simple characterization for N/n  1:
the resulting nonlinear max-margin classifier is asymptotically equivalent to a linear classifier that
maximizes a ‘soft margin’ objective.
Technical innovation. Our analysis is based on Gordon’s Gaussian comparison inequality [Gor88] and, in
particular its application to convex-concave problems developed in [TOH15]. This approach allows to
replace the original optimization problem by a simpler one, that is nearly separable. By studying the
asymptotics of this equivalent problem, it is possible to obtain a precise characterization of the original
problem in terms of the solution of a set of nonlinear equations.
However, this asymptotic characterization holds only if the set of nonlinear equations admit a unique
solution. Proving uniqueness can be challenging, and is normally done on a case-by-case basis. Here,
we develop a new technique to prove uniqueness. In extreme synthesis, we construct, in a natural
way, an infinite-dimensional convex problem whose KKT conditions are equivalent to the same set of
nonlinear equations. We exploit this underlying convex structure to prove uniqueness. We believe this
technique is potentially applicable to a broad set of problems.
We will begin our exposition in Section 2 by presenting the special applications. We will then survey
related work in Section 4, and state our general results in Section 5. Section 6 outlines the proof of these
results, deferring most of the technical work to the appendices.
2 Special examples and numerical illustrations
In this section we illustrate our main results (to be presented in Section 5) by considering a few special cases,
namely special sequences of the true parameter vector θ∗,n, and covariance matrix Σn. We also discuss
statistical insights that can be drawn from the analysis of these cases.
2.1 Isotropic well specified model
We begin by considering the simplest case, namely isotropic covariates xi ∼ N(0, Ip), (i.e Σn = Ip). In this
case, by rotational invariance, the margin and prediction error do not depend on the vector θ∗,n which has
unit norm. Figure 3 report the results of numerical experiments with p = 800 and various values of n. We
observe that the classification error decreases as n increase, i.e. as ψ decreases, until it crosses a threshold
below which the data is no longer separable.
In order to state our characterization of the maximum margin and prediction error, we introduce the
function Fκ : R× R+ → R+ (for κ ∈ R):
Fκ(c1, c2) =
(
E
[
(κ− c1Y G− c2Z)2+
])1/2
where

Z ⊥ (Y,G) ,
Z ∼ N(0, 1), G ∼ N(0, 1) ,
P(Y = +1 | G) = f(G) ,
P(Y = −1 | G) = 1− f(G) .
(2.1)
The next corollary is an immediate consequence of our main result, Theorem 1.
Corollary 2.1. Consider the isotropic model, and let f satisfy Assumption 3. Then the following hold:
(a) The maximum margin κn(y,X) converges almost surely to a strictly positive limit if and only if ψ >
ψ∗iso, where the interpolation threshold is given by
ψ∗iso = min
c≥0
F0(c, 1)
2 . (2.2)
(b) For any ψ > ψ∗iso the asymptotic maximum margin is given by limn→∞ κ
∗
n(y,X)→ κ∗iso(ψ), where
κ∗iso(ψ) = inf
{
κ ≥ 0 : Fκ(c,
√
1− c2)−
√
ψ(1− c2) > 0 ∀c ∈ [0, 1]
}
. (2.3)
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Figure 1. Max-margin linear classification for isotropic well specified data. Left: maximum margin (scaled
by
√
ψ =
√
p/n). Right: test error. Labels are generated using the logistic function f(x) = (1 + e−βx)−1
with β = 1, 2, 8 (from bottom to top on the left, and from top to bottom on the right). Vertical dashed lines
correspond to the interpolation threshold ψ∗, and continuous lines to the analytical predictions of Corollary
2.1. Symbols are empirical results for the max-margin (left) and prediction error (right). Here p = 800 and
we vary n = p/ψ, averaging results over 20 instances. Error bars (barely visible) report standard errors on
the empirical means of 20 instances.
(c) The asymptotic prediction error is given by limn→∞ Errn(y,X) = Err∗iso(ψ), where
Err∗iso(ψ) = P
(
c∗iso(ψ)Y G+
√
1− c∗iso(ψ)2 Z ≤ 0
)
, (2.4)
c∗iso(ψ) ≡ arg min
c∈[0,1]
{
Fκ=κ∗iso(c,
√
1− c2)−
√
ψ(1− c2)
}
. (2.5)
(Here expectation is taken with respect to the random variables (G, Y, Z) with joint distribution defined
in Eq. (2.1).)
In Figure 2 we compare the theoretical prediction for the maximum margin and test error given in the
last corollary with the numerical results: the agreement is excellent. Our analytical predictions confirm the
observation made above: the error is monotone increasing in ψ, for ψ > ψ∗. It is possible to show that
Err∗iso(ψ)→ 1/2 as ψ ↑ ∞, while Err∗iso(ψ)→ Err∗iso(ψ∗) as ψ ↓ ψ∗, where (in general) Err∗iso(ψ∗) ∈ (0, 1/2).
Notice that this behavior is different from the one observed for min-norm least squares [BHX19, HMRT19],
under isotropic covariates for a similarly well-specified model. In that case, at small signal-to-noise ratio
(SNR), the error is monotone decreasing for ψ > ψ∗, while at high SNR it is monotone decreasing in an
interval ψ ∈ (ψ∗, ψmin), and increasing for ψ > ψmin. This different behavior can be explained, at least in
part, by the observation that the square loss is unbounded and diverges (for min-norm least squares) at the
interpolation threshold. Hence it is necessarily decreasing right above that threshold. In contrast, since the
classification error is bounded, it can be monotone increasing with the overparametrization ratio ψ = p/n.
The maximum margin κ∗iso(ψ) is also monotone increasing with ψ, with κ
∗
iso(ψ) ↓ 0 as ψ ↓ ψ∗, and
κ∗iso(ψ)/
√
ψ → 1 as ψ → ∞. Notice that the relation between margin and classification error is somewhat
counterintuitive. On the basis of classical margin theory [SSBD14], one would expect that the test error
increases when the margin decreases. The opposite happens in Fig. 3: as ψ decreases both the error and
the margin decrease. The explanation to this counterintuitive phenomenon is related to the fact that, in the
present regime, the margin does not concentrate near its population value (and is not separable in this case).
In order to further clarify this phenomenon, in Figure 2 we compare the actual test error (both numerical
simulations, and the predictions of Corollary 2.1), with a margin-based bound from [SSBD14, Theorem
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Figure 2. Isotropic well-specified model: comparing margin-based bounds and actual test error. In the lower
part of the plot, analytical predictions (continuous lines) and numerical simulations (circles) for the test error:
same data as in Figure 3. Dot-dashed lines are margin-based estimates of the test error
√
ψ/κ∗(ψ) (see text).
26.14]. The latter implies, with our notations,
Errn(y,X) ≤ 4r
√
ψ
κ∗(ψ)
+ on(1) , r
2 ≡
∫
xµ(dx,dw) . (2.6)
Here r is the typical (normalized) radius of the feature vectors, namely the asymptotic value of r2n = E‖x1‖2/p
(in the present case, r = 1). Even discarding the factor 4 (which we do in Figure 2), this upper bound has
the wrong qualitative dependence on ψ and is never non-trivial in the present setting (never smaller than 1).
We conclude that the isotropic well-specified data distribution does not capture the benefits of over-
parametrization discussed in the introduction. This is not unexpected: as p/n increases in this setting we
are increasing the complexity of the model, but also the complexity of the target function.
2.2 Isotropic misspecified models
Assuming the model to be well specified can be unrealistic. In this section we keep considering isotropic
covariates, but introduce a simple misspecification structure to capture the approximation benefits of adding
more covariates.
We assume that label yi depend on a potentially infinitely dimensional feature vector zi ∈ R∞, zi ∼
N(0, I∞), via
P
(
yi = +1
∣∣zi) = f0(〈β∗, zi〉) . (2.7)
Note that this makes mathematical sense as long as β∗ ∈ `2. Without loss of generality, we can assume
‖β∗‖2 = 1. We learn a max-margin classifier over the first p features. Namely, we write zi = (xi, z˜i) where
xi ∈ Rp contains the first p coordinates of zi, and z˜i contains the other coordinates. We then apply max-
margin classification to data {(yi,xi)}i≤n. Given a vector v ∈ R∞, we write Π≤`v for the `-dimensional
vector formed by the first ` entries of v.
This setting can be reduced to the one in the previous section (isotropic well-specified model), whereby
labels are assigned according to Eq. (1.3), with f(x) = E{f0(√γnx +
√
1− γnG′)} with G′ ∼ N(0, 1) and
γn = ‖Π≤pβ∗,n‖2. Further θ∗,n = Π≤pβ∗,n/γn. In words, those features that are not included in the model,
and that correspond to non-zero entries in β∗,n, act as additional noise in the labels. As more and more
features are added to the model, the corresponding noise variance (1− γn) decreases.
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Figure 3. Isotropic miss-specified model. Left: maximum margin (scaled by
√
ψ =
√
p/n). Right: test error.
Labels are generated according to Eq. (2.7), with f0(x) = (1 + e
−βx)−1, with β = 8. The vertical dashed
line corresponds to the interpolation threshold ψ∗miss, and the continuous line to the analytical prediction from
Corollary 2.2. Symbols are empirical results for the prediction error, for n = 400, p0 = 800 and varying
p = nψ, averaged over 20 instances. Error bars (barely visible) report standard errors on the empirical means
of 20 instances.
In order to state the asymptotic characterization of the max margin classifier, we modify the function of
Eq. (2.1) as follows
Fκ,γ(c1, c2) =
(
E
[
(κ− c1YγG− c2Z)2+
])1/2
where

Z ⊥ (Y,G) ,
P(Yγ = +1 | G) = E[f0(√γG+
√
1− γG′)|G] ,
P(Yγ = −1 | G) = 1− E[f0(√γG+
√
1− γG′)|G] ,
Z,G,G′ ∼iid N(0, 1) .
(2.8)
Corollary 2.2. Consider the misspecified isotropic model, and let f0 satisfy Assumption 3. Further assume
β∗,n ∈ R∞ to be such that ‖β∗,n‖2 = 1 and ‖Π≤p(n)β∗,n‖22 → γ(ψ) as n→∞. For any ψ > 0, define
κ∗miss(ψ) = inf
{
κ ≥ 0 : Fκ,γ(ψ)(c,
√
1− c2)−
√
ψ(1− c2) > 0 ∀c ∈ [0, 1]
}
. (2.9)
(a) The maximum margin κ∗n(y,X) converges almost surely to a strictly positive limit if and only if ψ >
ψ∗miss ≡ inf{ψ > 0 : κ∗miss(ψ) > 0}.
(b) For ψ > ψ∗miss, the asymptotic max-margin is given by limn→∞ κ
∗
n(y,X)→ κ∗miss(ψ).
(c) The asymptotic prediction error is given by limn→∞ Errn(y,X) = Err∗miss(ψ), where
Err∗miss(ψ) = P
(
c∗miss(ψ)Yγ(ψ)G+
√
1− c∗miss(ψ)2 Z ≤ 0
)
, (2.10)
c∗miss(ψ) ≡ arg min
c∈[0,1]
{
Fκ=κ∗miss(ψ),γ(ψ)(c,
√
1− c2)−
√
ψ(1− c2)
}
. (2.11)
Note that the misspecified model has in important conceptual advantage over the well specified one: the
data distribution (2.7) is independent of the number of features
In Figure 3 we consider a misspecified problem in which β∗,n puts equal asymptotically weight over the
first p0 features, where p0/n → ψ0 ∈ (0,∞). Explicitly, we assume β∗,i ∈ {+1/√p0,−1/√p0} for i ≤ p0,
and β∗,i = 0 for i > p0. This results in γ(ψ) = ψ/ψ0 if ψ ≤ ψ0 and γ(ψ) = 1 for ψ > ψ0. Note that the same
9
limiting function γ(ψ) is obtained for other choices of the vector β∗, n. For instance, if β∗ is a uniformly
random vector drawn independent for each n, with unit norm and support on {1, . . . , p0}, the assumptions
of Corollary 2.2 are satisfied again, with γ(ψ) = min(ψ/ψ0, 1) as before.
In this example the test error decreases in the overparametrized regime for ψ∗miss < ψ < ψ0, and then
increases again for ψ0 < ψ. As explained above, adding more features reduces the approximation error, and
hence results in smaller test error. A similar behavior was observed in [HMRT19] for the case of min-norm
least squares regression. Notice that the maximum margin is monotone increasing in ψ, with κ∗(ψ)/
√
ψ < 1.
Further, since κ∗(ψ)/
√
ψ < 1, the classical margin-based bound of Eq. (2.6) is always larger than one. As
for the well-specified model, the margin does not seem to capture the behavior of the actual test error.
While the present misspecified data distribution is richer than the well specified distribution of the
previous section, it seems too simplistic to capture the benefits of overparametrization in modern machine
learning. In particular, the optimum overparametrization ratio ψ is bounded.
3 A random features model
We next discuss a data distribution which fits within our general setting but is expected to be asymptotically
equivalent to random features models, i.e. two-layers neural networks with random first layer weights.
Random features methods originate in the work of Neal [Nea96], Balcan, Blum, Vempala [BBV06], and of
Rahimi, Recht [RR08]. A sequence of recent papers [JGH18, DZPS18, CB18] suggests that in the so-called
‘lazy training’ regime, the behavior of multilayer networks is well approximated by certain random features
model, whereby the randomness is connected with the initialization of the training process.
As mentioned in the previous section, [MM19] derived the asymptotic generalization error of random
features ridge regression (under square loss). While features are highly non-Gaussian in this model, [MM19]
also proved a universality result: the test error is the same as for a model with Gaussian features, whose
correlation structure is the same as for the random features. A related phenomenon arises for kernel inner
product random matrices, see [CS13, FM19]. Here we conjecture that a similar universality phenomenon
holds for classification, and derive the test error for the resulting Gaussian covariates model.
3.1 Motivation: nonlinear random features
We first describe a model for binary classification using random features. We are given data {(yi, zi)}i≤n,
whereby yi ∈ {+1,−1}, zi ∈ N(0, Id) and
P
(
yi = +1
∣∣zi) = f(〈β∗, zi〉) , ‖β∗‖2 = 1 . (3.1)
In order to perform classification, we proceed as follows:
(i) We generate features x˜ij = σ(〈wj , zi〉) where σ : R → R is a non-linear function. Here wj , j ≤ p are
d-dimensional vectors which we draw uniformly on the unit sphere Sd−1(1), (wj)j≤p ∼ Unif(Sd−1(1)).
(ii) We find a max-margin separating hyperplane for data {(yi, x˜i)}i≤n, where x˜i = (xij)j≤p.
Equivalently, letting W ∈ Rp×d be the matrix with rows wi, 1 ≤ i ≤ p, we have x˜i = σ(Wzi) (where σ is
understood to act componentwise on the vector Wzi). We then predict via
yˆ(znew) = sign 〈θˆMM, σ(Wznew)〉, , (3.2)
where the max-margin classifier if defined by
θˆ
MM
(y,Z) ∈ arg max
{
min
i≤n
yi〈θ, σ(Wzi)〉 : ‖θ‖2 = 1
}
. (3.3)
This can be described as a two layers neural network, with random first-layer weights which are fixed to
W and non-optimized. Second-layer weights are instead given by θ ∈ Rp and chosen as to maximize the
margin.
Notice that the original d-dimensional data {(yi, zi)}i≤n may not be separable, but the non-linear map
zi 7→ σ(Wzi) embeds them in p dimensions, and this makes them separable, with a positive margin provided
p/d is a large enough constant.
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3.2 Noisy linear features
The random features model of Eq. (3.2) is not a linear classifier in the Gaussian vector z. Hence, at first sight,
the results of this paper might seem irrelevant to the analysis of the model (3.2). However –following [MM19]–
we will now construct a noisy linear features model to which our general theory for Gaussian covariates can
be applied. We formally conjecture that its asymptotic behavior is the same as for the random features in
the regime
p, n, d→∞ with p/d→ ψ1 and n/d→ ψ2. (3.4)
This conjecture will be confirmed by numerical experiments.
In order to motivate our construction, we decompose the activation function in L2(R, νG) (the space of
square-integrable functions, with respect to νG the standard Gaussian measure) as follows
σ(u) = γ0 + γ1 u+ γ∗σ⊥(u) . (3.5)
Here the constants γ0, γ1, γ∗ are given by
γ0 = E{σ(G)}, γ1 = E{Gσ(G)} and γ2∗ = E{σ(G)2} − E{Gσ(G)}2 − E{σ(G)}2, (3.6)
where the expectation is over G ∼ N(0, 1). We can then rewrite the random features model of the previous
section as follows
x˜ij = γ0 + γ1〈wj , zi〉+ γ∗ξ˜ij , ξ˜ij = σ⊥(〈wj , zi〉) , (3.7)
gi = 〈β∗, zi〉 , P(yi = +1|gi) = f(gi) . (3.8)
In what follows, to simplify calculation we will assume γ0 = 0 (activations are centered). Our results also
apply to cases in which the target function is symmetric f(x) = 1 − f(−x), since the offset is not used in
that case. The generalization to γ0 6= 0 is quite natural1
Note that the random variables ξ˜ij have zero mean and unit variance, by construction. Further Ezi{ξ˜ij〈wj , zi〉} =
0 since by construction E{σ⊥(G)G} = 0. This suggest to replace the ξ˜ij by a collection of independent ran-
dom variables:
xij = γ1〈wj , zi〉+ γ∗ξij , ξij ∼ N(0, 1) , (3.9)
gi = 〈β∗, zi〉 , , P(yi = +1|gi) = f(gi) , (3.10)
Here (ξij)i≤n,j≤p are drawn independently of {wi}i≤p, {xj}j≤p. These equations define the ‘noisy linear
features model.’
Remark 3.1. Independently of its relationship with the nonlinear random features model of Section 3.1,
the noisy linear features model is a valid statistical method, which is of independent interest. Given data
{(yi, zi)}i≤n which are potentially non-separable, it embeds them in p dimensions via the noisy linear map
zi 7→ γ1Wzi + γ∗ξi: this map can be implemented in practice.
Under the noisy linear features model xi and gi are jointly Gaussian. Without loss of generality, we can
write them as xi ∼ N(0,Σn), gi = αn〈θ∗,n,xi〉 + εi where εi ∼ N(0, τ2n) is independent of xi, for suitable
choices of the Σn and τn. We state the overall conjecture explicitly below.
Conjecture 1. Let κ∗RF,n(y,Z) and Err
∗
RF,n(y,Z) be the maximum margin and test error of the random
features model of Section 3.1. Further define the noisy linear features (or Gaussian features) model following
the general definition of Section 1.2, with ψ = ψ1/ψ2 and the following choice of Σn, θ∗,n, fn:
Σn = γ
2
1WW
T + γ2∗Ip , (3.11)
θ∗,n = α−1n γ1
(
γ21WW
T + γ2∗Ip
)−1
Wβ∗ , (3.12)
fn(x) = E{f(αn x+ τnG)} , (3.13)
α2n = γ
2
1β
T
∗W
T
(
γ21WW
T + γ2∗Ip
)−2
Wβ∗ , (3.14)
τ2n = 1− γ21βT∗W T
(
γ21WW
T + γ2∗Ip
)−1
Wβ∗ . (3.15)
1Namely the formula on the right-hand side of (5.10) for the asymptotic prediction error is to be replaced by P(Y (b∗ν∗(ψ)G+√
1− ν∗(ψ)2Z) ≤ 0) for a suitable offset b.
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Let κ∗GF,n(y,Z) and Err
∗
GF,n(y,Z) be the maximum margin and test error in the effective Gaussian features
model. Then, in the limit p, n, d→∞ with p/d→ ψ1 and n/d→ ψ2, we have∣∣κ∗RF,n(y,Z)− κ∗GF,n(y,Z)∣∣ p→ 0 , ∣∣Err∗RF,n(y,Z)− Err∗GF,n(y,Z)∣∣ p→ 0 . (3.16)
(Here
p→ denotes convergence in probability.)
We can use our general results (namely, Theorem 1) to compute the asymptotic margin and test error
of the noisy linear features model. In order to do so, we need to verify Assumptions 1,2, 3. Assumption 1
immediately follows since λmin(Σn) ≥ γ2∗ > 0, and (for any c > 0) λmax(Σn) ≤ γ1(1 +
√
p/d+ c)2 + γ2∗ , with
probability at least 1 − exp(−Θ(d)), by standard bounds on the eigenvalues of Wishart random matrices
[Ver18a].
Next, we need to check Assumption 2 and determine the limit probability measure µ. Fix numbers γ1,
γ∗, ψ1, ψ2 > 0, and consider the following probability measure on (0,∞):
µs(dx) =
{
(1− ψ−11 )δ0 + ψ−21 ν1/ψ1(x/ψ1)dx if ψ1 > 1,
νψ1(x)dx if ψ1 ∈ (0, 1],
(3.17)
νλ(x) =
√
(λ+ − x)(x− λ−)
2piλx
1x∈[λ−,λ+] , (3.18)
λ± = (1±
√
λ)2 . (3.19)
By Marchenko-Pastur’s law, the empirical spectral distribution of WW T converges in W2 to µs almost
surely as p, d → ∞ [BS10]. Let X˜ ∼ µs independent of G ∼ N(0, 1). Using Eq. (3.12), we obtain that
(recalling from Assumption 2 that w¯i =
√
pλi〈vi,θ∗,n〉/ρn, ρn = 〈θ∗,n,Σnθ∗,n〉1/2)
1
p
p∑
i=1
δ(λi,w¯i)
W2=⇒ µ ≡ Law(X,W ) , (3.20)
where
X = γ21X˜ + γ
2
∗ , W =
γ1
√
ψ1X˜ G
C0(γ21X˜ + γ
2∗)1/2
, C0 = E
{ γ21ψ1X˜
(γ21X˜ + γ
2∗)
}1/2
. (3.21)
Finally, we need to check Assumption 3. Using Eq. (3.15), we obtain τn → τ as n→∞, where:
τ2 = 1− ψ1E
{ γ21X˜
γ21X˜ + γ
2∗
}
(3.22)
Since τ2 > 0, it follows from Eq. (3.13) that Assumption 3 holds.
In Figures 4, 5 we report the results of numerical simulations within the random features model of
Section 3.1, with ReLU activations. We compare the outcome of these simulation with the analytical pre-
dictions for the effective Gaussian features model, which we described above. The asymptotic equivalence
conjecture, stated formally above, appears to be confirmed by the numerical results: predictions are in ex-
cellent agreement with simulations. We also note that the test error is monotonically decreasing with the
overparametrization ratio p/n = ψ1/ψ2, and its global minimum is achieved at large overparametrization.
Finally we note that the margin is monotone increasing for ψ > ψ∗. At first sight, this might seem to suggest
that the decrease in classification error is related to the increase in the margin. However a closer look reveals
that the normalized margin κ∗(ψ)/(r
√
ψ) is always smaller than one. Therefore the classical margin bound
of Eq. (2.6) is always larger than one (even neglecting the factor 4). Once again, the behavior of the error
in Figure 4 appears difficult to explain in terms of standard margin theory.
One particular prediction of our theory is that the test error and the margin should depend on the
activation function only through the two coefficients γ1 and γ∗. We check this numerically by repeating the
same simulation of Figure 4, but using a different activation function. Namely, we use activation σ2(x) =
0.5x+ + a0x
2
+ + a1x+(1 + x+)
−1, where we choose a0 and a1 as to obtain the same values of γ1, γ∗ as for
ReLU. Figure 6 reports the outcome of numerical simulations with activation σ2. As conjectured, the two
sets of numerical results in Figures 4 and 6 are hardly distinguishable.
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Figure 4. Random features model, with ReLU activations. Left: maximum margin. Right: test error. Labels
are generated using the logistic function f(x) = (1 + e−βx)−1 with β = 1, 4 (bottom to top on the left and top
to bottom on the right). Here ψ2 = n/d = 2, and red circles, blue triangles stand for d = 400, 200 respectively.
Results were averaged over 20 samples, Dashed lines report the interpolation threshold, and continuous lines
are the predicted test erro, both within the Gaussian covariates model of Section 3.2.
3.3 Wide network asymptotics
Of particular interest for the random features model is the wide network asymptotics ψ1 →∞, at fixed ψ2.
This corresponds to a large number of neurons per dimension (N/d large), while the number of samples per
dimension n/d stays constant. It is important to bear in mind that these limits are taken after N,n, d→∞
with N/d = ψ1, n/d = ψ2: hence N/d should be interpreted here as large but of order one.
The next proposition characterizes this limit: its proof is deferred to Appendix H.
Proposition 3.1. Let κ∗(µψ1 , ψ), Err
∗(µψ1 , ψ) be the asymptotic maximum margin and classification error
of the Gaussian features model defined in Conjecture 1. For ψ2, γ1, γ∗ > 0, define T∞( · ;ψ2, γ1, γ∗) : R>0 → R
by
T∞(κ¯;ψ2, γ1, γ∗) = min
d21+d
2
2≤1,
d2≥0
{
Fκ¯(
√
ψ2γ1d1,
√
ψ2γ1d2)− γ1d2 − γ∗
√
1− d21 − d22
}
. (3.23)
where Fκ is the same function already defined in Eq. (2.1). Denote the unique minimizer of this optimization
problem by (d∗1, d
∗
2) = (d
∗
1(κ¯), d
∗
2(κ¯)), and let
κ¯∗,wide(ψ2, γ1, γ∗) ≡ inf
{
κ¯ > 0 : T∞(κ¯;ψ2, γ1, γ∗) = 0
}
. (3.24)
Finally define d∗,widei = d
∗
i (κ¯
∗,wide) and
Err∗,wide(ψ2, γ1, γ∗) ≡ P
(
ν∗,wideY0G+
√
1− (ν∗,wide)2Z ≤ 0
)
, (3.25)
ν∗,wide = ν∗,wide(ψ2, γ1, γ∗) =
d∗,wide1√
(d∗,wide1 )2 + (d
∗,wide
2 )
2
, where d∗,widei = d
∗
i (κ¯
∗,wide) for i = 1, 2 , (3.26)
where expectation is with respect to Z independent of (Y0, G), P(Y0 = +1 | G) = f0(G), P(Y0 = −1 | G) =
1− f0(G), Z,G i.i.d∼ N(0, 1).
Then
lim
ψ1→∞
κ∗(µψ1 , ψ))√
ψ
= κ¯∗,wide(ψ2, γ1, γ∗) , (3.27)
lim
ψ1→∞
Err∗(µψ1 , ψ) = Err
∗,wide(ψ2, γ1, γ∗) . (3.28)
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Figure 5. Random features model, with ReLU activations. Left: maximum margin. Right: test error. Labels
are generated using the logistic function f(x) = (1 + e−βx)−1 with β = 4. Here red circles stand for empirical
values for d = 400, and results were averaged over 20 samples. Blue surfaces are the predicted values, both
within the Gaussian covariates model of Section 3.2.
The formulas in this statement bear some resemblance with the ones for the simpler linear model of
Section 2.1. Indeed it turns out that Proposition 3.1 has a remarkably simple interpretation. In the wide,
high-dimensional limit, the random features model behaves as a simple linear model in the covariates zi,
whereby instead of the maximum margin classifier of Eq. (1.2), we solve the following soft margin problem
(θˆ
SM
, uˆSM) ∈ argmax
θ∈Rd,u∈Rn
{
min
i≤n
[
γ1yi〈θ, zi〉+ γ∗ui
]
: ‖θ‖22 +
‖u‖22
d
= 1
}
. (3.29)
We denote by κSMn (y,Z) the corresponding soft margin, namely the value of this optimization problem. (Here
Z ∈ Rn×d is the matrix whose i-th row is zi.) This correspondence holds for the noisy features model of
Section 3.2 and, under Conjecture 1, for the nonlinear features model of Section 3.1.
Proposition 3.2. Let κ¯∗,wide(ψ2, γ1, γ∗), Err∗,wide(ψ2, γ1, γ∗) be the asymptotic margin and classification
error of the noisy linear features model, as defined in Proposition 3.1, Eqs. (3.24), (3.25). Further, denote by
κSMn (y,Z) the soft-margin, that is the optimum value of problem (3.29), and Err
SM
n (y,Z) the corresponding
classification error. Consider the proportional asymptotics n, d→∞ with n/d→ ψ2 ∈ (0,∞). Then
lim
n→∞κ
SM
n (y,Z) =
κ¯∗,wide(ψ2, γ1, γ∗)√
ψ2
, lim
n→∞Err
SM
n (y,Z) = Err
∗,wide(ψ2, γ1, γ∗) . (3.30)
Remark 3.2. It is worth emphasizing that Proposition 3.2 establishes the equivalence of two classifiers that
—at first sight— are very different. The first one is the original random features max-margin classifier which
is linear in the p-dimensional lifted space, but non-linear in the underlying d-dimensional space, and has
vanishing training error. The second one is the soft-margin classifier of Eq. (3.29). This is a linear classifier
in d dimensions. A pictorial representation of this result is given in Figure 7.
4 Related work
The machine learning community has devoted significant attention to the analysis of maximum margin
classifiers. An incomplete selection of references include [Bar98, AB09, KP02, BM02, KST09, Kol11]. This
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Figure 6. Random features model: same setting as in Figure 4, for a different activation function σ1(x) (see
text). This activation is expected to have asymptotically the same maximum margin and test error as ReLU.
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Figure 7. A cartoon of random features max margin classifiers. This is a pictorial representation of Propo-
sition 3.2. The random features classifier (continuous line) achieves vanishing training error, but behaves as
a linear classifier with a soft margin (dotted line).
line of work develops upper bounds on the generalization error (difference between test and training error)
in terms of the complexity (e.g. the Radamacher complexity) of the underlying function class. In the
case of maximum margin classification, this approach yields upper bounds that depend on the empirical
margin or the empirical margin distribution. The latter, in turn, concentrates around the population margin
distribution.
We do not expect such tight concentration properties in the regime p  n, which we consider here. As
a consequence, margin-based bound are unlikely to capture the detailed properties of generalization curves
that we derived here.
The regime n . p has been studied within high-dimensional statistics. In this setting, the parameters’
vector is assumed to be highly structured. For instance, in high-dimensional regression, the sparsity s0 is
assumed to be much smaller than the sample size s0  n/ log p [BVDG11]. Concentration of measure is
sufficient to prove consistency in such highly structured problems,
In contrast, a growing body of work focuses on a different ‘noisy high-dimensional regime’ in which
the sample size is proportional to the number of parameters, and the estimation error (suitably rescaled)
converges to a non-trivial limit [Mon18]. Asymptotically exact results have been obtained in a large array
of problems including sparse regression using `1 penalization (Lasso) [BM12, MM18], general regularized
linear regression [DJM13, ALMT14, TOH15], robust regression [EKBB+13, DM16, EK18, TAH18], Bayesian
estimation within generalized linear models [BKM+19], logistic regression [CS18, SC19], low rank matrix
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estimation [DAM16, LM19, BDM+18], and so on. Several new mathematical techniques have been developed
to address this regime: constructive methods based on message passing algorithms [BM11, BLM15]; Gaussian
comparison methods based on Gordon’s inequality [Gor88, TOH15]; interpolation techniques motivated from
statistical physics [BM19].
The study of this ‘noisy high-dimensional’ regime has a long history in statistical physics. Non-rigorous
methods from spin glass theory have been successfully used since the eighties in this context. We refer
to [EVdB01] for an overview of this early work, and to [MPV87, MM09] for general introductions. An
early breakthrough in this line of work was the result by Elizabeth Gardner [Gar88], who computed the
maximum margin κ∗(ψ) for the special case of isotropic features and purely random labels (i.e. Σn = Ip
and f(x) = 1/2).
Here we follow the approach based on Gordon’s inequality [Gor88], as formalized by Thrampoulidis,
Oymak, Hassibi [TOH15]. The closest results in the earlier literature are the analysis of logistic regression
by Sur and Cande´s [CS18, SC19], and the recent paper on regularized logistic regression by Salehi, Abbasi
and Hassibi [SAH19]. Both of these analyses focus on the underparametrized regime, in which the maxi-
mum likelihood estimator is well defined and (with high probability) unique. By contrast, we focus on the
overparametrized regime here. Further, while earlier work assumes isotropic covariates xi ∼ N(0, Ip), we
consider a general covariance structure, under Assumptions 1 and 2. This is crucial in order to be able
to capture the behavior of overparametrized random features models. From a technical point of view, our
approach is related to the one of [SAH19]. Notice however that [SAH19] does not prove uniqueness of the
minimizer of Gordon’s optimization problem, while this is the main technical challenge that we address in
our proof (in a more complicated setting, due to the general covariance).
Finally, as discussed in the introduction, our work is connected to a growing line of research that investi-
gates the behavior of generalization error in overparametrized model that interpolate the data (i.e. achieve
vanishing training error). This work was largely motivated by the empirical observation that deep neural
networks fit perfectly the data and yet generalize well [ZBH+16]. It was noticed in [BMM18] that this behav-
ior is significantly more general than neural networks, while the double descent scenario was put forward in
[BHMM19]. Independently, [GJS+19] observed the same phenomenon in the context of multilayer networks,
and connected it to phase transitions in physics.
Mathematical results about generalization behavior in the overparametrized regime have been obtained
in several recent papers [BHM18, BHX19, LR18, RZ18, MVS19, HMRT19, BLLT19, MM19]. However, all of
earlier work has focused on least squares (or ridge) regression with square loss. (Certain nearest-neighbor-like
methods are also considered in [BHM18].) As already mentioned, maximum margin classification presents
some important conceptual differences. The closest earlier results in this literature are [HMRT19, MM19]
which use random matrix theory to characterize ridge regression in the proportional asymptotics p, n→∞
with p/n = ψ.
After an initial version of this paper was posted online, related results were obtained by several authors
[GMKZ20, CL20, TPT20, LS20].
5 Main results
Our main theorem characterizes the asymptotic value of the maximum margin κ∗(µ, ψ) and the asymptotic
generalization error of the max-margin classifier, to be denoted by Err∗(µ, ψ).
5.1 Introducing the asymptotic predictions
We start by defining our general analytical predictions κ∗(µ, ψ) and Err∗(µ, ψ). Recall that ρ ∈ R>0 and the
probability measure µ on R>0 ×R are defined by Assumption 2. For any κ ≥ 0, define Fκ : R×R≥0 → R≥0
by
Fκ(c1, c2) =
(
E
[
(κ− c1Y G− c2Z)2+
])1/2
where

Z ⊥ (Y,G)
Z ∼ N(0, 1), G ∼ N(0, 1)
P(Y = +1 | G) = f(ρ ·G)
P(Y = −1 | G) = 1− f(ρ ·G)
(5.1)
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Let the random variables X,W be such that (X,W ) ∼ µ (where µ is defined by Assumption 2). Introduce
the constants
ζ =
(
Eµ[X−1W 2]
)−1/2
and ω =
(
Eµ[(1− ζ2X−1)2W 2]
)1/2
. (5.2)
Define the functions ψ+ : R>0 → R and ψ− : R>0 → R by
ψ+(κ) =
{
0 if ∂1Fκ(ζ, 0) > 0,
∂22Fκ(ζ, 0)− ω2∂21Fκ(ζ, 0) if otherwise,
ψ−(κ) =
{
0 if ∂1Fκ(−ζ, 0) > 0,
∂22Fκ(−ζ, 0)− ω2∂21Fκ(−ζ, 0) if otherwise.
(5.3)
Finally, we define ψ∗(0) and ψ↓ : R>0 → R≥0 by
ψ∗(0) = min
c∈R
F 20 (c, 1) , (5.4)
ψ↓(κ) = max{ψ∗(0), ψ+(κ), ψ−(κ)}. (5.5)
The next proposition guarantees that the definition of κ∗(ψ), and Err∗(ψ) given below are meaningful.
Its proof is deferred to Appendix B.
Proposition 5.1. (a) For any ψ > ψ↓(κ), the following system of equations has unique solution (c1, c2, s) ∈
R× R>0 × R>0 (here expectation is taken with respect to (X,W ) ∼ µ):
−c1 = Eµ
[(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)
W 2X1/2
c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2
]
,
c21 + c
2
2 = Eµ
[
ψX +
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)2
W 2X
(c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2)2
]
,
1 = Eµ
[
ψ +
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)2
W 2
(c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2)2
]
.
(5.6)
(b) Define the function T : (ψ, κ)→ R (for any ψ > ψ↓(κ)) by
T (ψ, κ) = ψ−1/2 (Fκ(c1, c2)− c1∂1Fκ(c1, c2)− c2∂2Fκ(c1, c2))− s , (5.7)
where (c1(ψ, κ), c2(ψ, κ), s(ψ, κ)) is the unique solution of Eq (5.6) in R× R>0 × R>0. Then we have
(i) T (·, ·), c1(·, ·), c2(·, ·), s(·, ·) are continuous functions in the domain
{
(ψ, κ) : ψ > ψ↓(κ)
}
.
(ii) For any κ > 0, the mapping T ( · , κ) is strictly monotonically decreasing, and satisfies
lim
ψ↗+∞
T (ψ, κ) < 0 < lim
ψ↘ψ↓(κ)
T (ψ, κ). (5.8)
(iii) For any ψ > 0, the mapping T (ψ, ·) is strictly monotonically increasing, and satisfies
lim
κ↗+∞
T (ψ, κ) =∞. (5.9)
We are now in position to define κ∗(µ, ψ), Err∗(µ, ψ) and L∗(µ, ψ).
Definition 5.1. Recall the function T defined at Eq. (5.7). For any ψ ≥ ψ∗(0), we define the asymptotic
max-margin as
κ∗(µ, ψ) = inf {κ ≥ 0 : T (ψ, κ) = 0} .
We further define the asymptotic generalization error Err∗ : (0,∞)→ [0, 1] by
Err∗(µ, ψ) = P
(
ν∗(ψ)Y G+
√
1− ν∗(ψ)2Z ≤ 0
)
, (5.10)
ν∗(ψ) ≡ c
∗
1(ψ)√
(c∗1(ψ))2 + (c
∗
2(ψ))
2
, (5.11)
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where probability is over Z ⊥ (Y,G), with G,Z ∼ N(0, 1) and P(Y = +1 | G) = f(ρ ·G) = 1−P(Y = −1 | G).
Further c∗i (ψ) = ci(ψ, κ
∗(ψ)), i ∈ {1, 2}. Lastly, for each ψ > ψ↓(κ), we introduce the random variable
Hψ,κ(G,X,W ) = −
ψ1/2G+
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)
W
c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2
. (5.12)
where (c1, c2, s) is defined as in Proposition 5.1. We use Lψ,κ to denote the distribution of the random
variable (X,W, hψ,κ(G,X,W )) when (G,X,W ) ∼ N(0, 1)⊗ µ. Define
L∗(µ, ψ) = Lψ,κ∗(ψ).
Proposition 5.1 shows that the mapping ψ → κ∗(µ, ψ) is well-defined, strictly monotonically increasing,
and satisfies limκ→∞ κ∗(µ, ψ) =∞. In the following, we will often omit the argument µ from κ∗, Err∗, L∗.
5.2 Main statement
Below we present the main mathematical result of this paper. Section 6 presents the proof of this theorem,
with most technical legwork deferred to the appendices. The next subsection briefly describe our proof
technique.
Theorem 1. Consider i.i.d. data (y,X) = {(yi,xi)}i≤n where xi ∼ N(0,Σn) and P
(
yi = +1
∣∣xi) =
f(〈θ∗,n,xi〉). Assume n, p→∞ with p/n→ ψ ∈ (0,∞), and θ∗,n,Σn, f satisfying Assumptions 1, 2, 3. (In
particular, ρ, µ are defined by Assumption 2.)
Let ψ∗(0) be defined as per Eq. (5.4), and κ∗(µ, ψ), Err∗(µ, ψ) be determined as per Definition 5.1. Then
the following hold:
(a) The data are linearly separable with a margin which is bounded away from 0 if and only if ψ > ψ∗(0).
(b) Let κn(y,X) ≡ max‖θ‖2=1 mini≤n yi〈θ,xi〉 be the maximum margin for data (y,X). In the over-
parametrized regime ψ > ψ∗(0) we have, as n→∞,
κn(y,X)
p→ κ∗(µ, ψ) . (5.13)
(c) Let Errn(y,X) ≡ P
(
ynew〈θˆMM(y,X),xnew〉 ≤ 0) be the prediction error of the maximum margin clas-
sifier. In the overparametrized regime ψ > ψ∗(0) we have, as n→∞,
Errn(y,X)
p→ Err∗(µ, ψ) . (5.14)
(d) Recall that {λi}i∈[p], {vi}i∈[p] are the eigenvalues and eigenvectors of Σn and w¯i =
√
pλi〈vi,θ∗,n〉/ρn
for ρn = 〈θ∗,n,Σnθ∗,n〉1/2 (see Section 1.2). Let Lˆn(y,X) denote the empirical distribution induced
by {(λi, w¯i,√p〈θˆMMn ,vi〉)}i∈[p], i.e., Lˆn(y,X) = 1p
∑p
i=1 δ(λi,w¯i,
√
p〈θˆMMn ,vi〉)
. In the overparametrized
regime ψ > ψ∗(0) we have, as n→∞,
W2
(
Lˆn(y,X),L∗(µ, ψ)
)
p→ 0. (5.15)
Remark 5.1. Point (a) in Theorem 1 is a generalization of the recent result of [CS18], which concerns the
case in which f(x) is a logistic function.
The main content of Theorem 1 is in parts (b), (c) and (d). To the best of our knowledge, the only
case that had been characterized before is the one of isotropic covariates and purely random labels (i.e.
Σn = Ip(n) and f(x) = 1/2). In this case the asymptotic value of the maximum margin was first determined
rigorously by Shcherbina and Tirozzi [ST03], confirming the non-rigorous result by Gardner [Gar88].
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5.3 Proof technique
Parts (a), (b). Consider first the problem of determining the asymptotics of the maximum margin. Recall
that X ∈ Rn×p denotes the matrix with rows x1, . . . ,xn and, for any κ > 0, define the event
En,ψ,κ = {∃θ ∈ Rp, ‖θ‖2 ≤ 1, such that yi〈xi,θ〉 ≥ κ for i ∈ [n]} .
In order to prove Theorem 1.(b), we would like to determine for which pairs (ψ, κ) we have P(En,ψ,κ) → 1
and for which pairs instead P(En,ψ,κ)→ 0.
To this end, we define ξn,ψ,κ by
ξn,ψ,κ = min‖θ‖2≤1
max
‖λ‖2≤1,yλ≥0
1√
p
λT(κy −Xθ) . (5.16)
We then have:
{ξn,ψ,κ > 0} ⇔ Ecn,ψ,κ and {ξn,ψ,κ = 0} ⇔ En,ψ,κ . (5.17)
This equivalence follows immediately from the following identities
En,ψ,κ = {∃θ ∈ Rp, ‖θ‖2 ≤ 1 such that ‖(κ1− (y Xθ))+‖2 = 0} ,
ξn,ψ,κ = min‖θ‖2≤1
1√
p
‖(κ1− (y Xθ))+‖2 .
We are then reduced to study the typical value of the minimax problem (5.16). Notice that this problem is
convex in θ, concave in λ, and linear in the Gaussian random matrix X. We use Gordon’s Gaussian compar-
ison inequality [Gor88] (and in particular a refinement due to Thrampoulidis, Oymak, Hassibi [TOH15]) to
study the asymptotics of ξn,ψ,κ. From a technical viewpoint, the most challenging step amounts to proving
existence and uniqueness of the solution of the equivalent Gordon’s problem.
Part (c). Let G,Z be independent N(0, 1). Define for r ∈ R≥0 and ν ∈ [−1, 1] the error function:
Q(r, ν) = P
(
νY G+
√
1− ν2Z ≤ 0
)
where
{
P(Y = +1 | G) = f(r ·G)
P(Y = −1 | G) = 1− f(r ·G) (5.18)
The generalization error of the max-margin classifier is:
Errn(y,X) = Q
(
‖θ∗,n‖Σn , 〈θˆ
MM
,θ∗,n〉Σn/(‖θ∗,n‖Σn ‖θˆ
MM‖Σn)
)
. (5.19)
Comparing this expression to Theorem 1.(c), and recalling that ‖θ∗,n‖Σn → ρ by Assumption 2, we see that
it is sufficient to prove that, for each ψ > ψ∗(0),
lim
n→∞
〈θˆMM,θ∗,n〉Σn
‖θ∗,n‖Σn ‖θˆ
MM‖Σn
= ν∗(ψ) . (5.20)
To this end, we generalize the definition of ξn,ψ,κ as follows. For any compact set Θp ⊆ Rp, we define the
quantity ξn,ψ,κ(Θp) by
ξn,ψ,κ(Θp) = min
θ∈Θp
max
‖λ‖2≤1,yλ≥0
1√
p
λT(κy −Xθ) . (5.21)
Notice that if ξn,ψ,κ(Θp) > ξn,ψ,κ with high probability, then P(θˆ
MM
n ∈ Θp) → 0 as n → ∞. In order to
control the left hand side of Eq. (5.20), we consider sets of the form
Θp =
{
θ ∈ Rp : ‖θ‖2 ≤ 1 , 〈θˆ
MM
,θ∗,n〉Σn
‖θ∗,n‖Σn ‖θˆ
MM‖Σn
∈ Jn
}
, (5.22)
for suitable sequences of compact sets Jn ⊆ R. Using Gordon’s inequality to lower bound ξn,ψ,κ(Θp), we
can guarantee that Eq. (5.20) holds.
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6 Proof of Theorem 1
This section provides a complete outline of the proof of Theorem 1, deferring most technical steps to the
appendices.
Notice that the definition of the joint distribution of (y,x) and the statements in Theorem 1 are inde-
pendent of the choice of a basis on Rp. We can therefore work in the basis in which Σ is diagonal. This
amounts to assuming that Σ = Λ is diagonal.
The proof proceeds through a sequence of steps to progressively simplify the quantities ξn,ψ,κ ξn,ψ,κ(Θp).
We begin by setting ξ
(0)
n,ψ,κ ≡ ξn,ψ,κ and ξ(0)n,ψ,κ(Θp) ≡ ξn,ψ,κ(Θp).
Step 1: Reduction from ξ
(0)
n,ψ,κ to ξ
(1)
n,ψ,κ via Gordon’s comparison inequality We use Gordon’s
comparison inequality to reduce the original minimax of a complicated Gaussian process to that of a much
simpler Gaussian process. We state Gordon’s comparison inequality below for reader’s convenience [Gor88,
TOH15].
Theorem 2 (Theorem 3 from [TOH15]). Let C1 ⊆ Rp and C2 ⊆ Rn be two compact sets and let T :
C1×C2 → R be a continuous function. Let X = (Xi,j) i.i.d∼ N(0, 1) ∈ Rp×n, g ∼ N(0, Ip) and h ∼ N(0, In) be
independent vectors and matrices. Define,
Q1(X) = min
w1∈C1
max
w2∈C2
wT1Xw2 + T (w1,w2)
Q2(g,h) = min
w1∈C1
max
w2∈C2
‖w2‖2 gTw1 + ‖w1‖2 hTw2 + T (w1,w2)
Then the following hold:
1. For all t ∈ R
P(Q1(X) ≤ t) ≤ 2P(Q2(g,h) ≤ t).
2. Suppose C1 and C2 are both convex, and T is convex concave in (w1,w2). Then, for all t ∈ R
P(Q1(X) ≥ t) ≤ 2P(Q2(g,h) ≥ t).
Let g ∼ N(0, Ip), h ∼ N(0, In), u ∼ N(0, In) be independent Gaussian vectors and w the unit vector in the
direction of Λ1/2θ∗, i.e. w = Λ1/2θ∗/‖Λ1/2θ∗‖2. Further, let y ∈ {+1,−1}n be such that yi is conditional
independent of g,h and (uj)j 6=i given ui, with P(yi = +1|ui) = f(ρnui) and ρn = ‖Λ1/2θ∗‖2. Define ξ(1)n,ψ,κ
and ξ
(1)
n,ψ,κ(Θp) by letting
ξ
(1)
n,ψ,κ(Θp) := min
θ∈Θp
max
‖λ‖2≤1,λy≥0
1√
p
(
λT(κy − 〈Λ1/2w,θ〉u− ∥∥Πw⊥Λ1/2θ∥∥2h) + ‖λ‖2 gTΠw⊥Λ1/2θ) ,
(6.1)
and ξ
(1)
n,ψ,κ = ξ
(1)
n,ψ,κ(B
p(1)).
We can apply Gordon’s inequality (Theorem 2) to relate ξ
(0)
n,ψ,κ to ξ
(1)
n,ψ,κ: the result is given in the next
lemma, whose proof can be found in Appendix D.1.
Lemma 6.1. The following inequalities hold for any t ∈ R, any compact set Θp ⊆ Rp:
P(ξ(0)n,ψ,κ ≤ t) ≤ 2P(ξ(1)n,ψ,κ ≤ t) and P(ξ(0)n,ψ,κ ≥ t) ≤ 2P(ξ(1)n,ψ,κ ≥ t).
P(ξ(0)n,ψ,κ(Θp) ≤ t) ≤ 2P(ξ(1)n,ψ,κ(Θp) ≤ t) .
(6.2)
Further, if Θp is convex, we have
P(ξ(0)n,ψ,κ(Θp) ≥ t) ≤ 2P(ξ(1)n,ψ,κ(Θp) ≥ t) . (6.3)
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Step 2: Reduction from ξ
(1)
n,ψ,κ to ξ
(2)
n,ψ,κ. A simple calculation gives
ξ
(1)
n,ψ,κ =
(
ξ¯
(1)
n,ψ,κ
)
+
and ξ
(1)
n,ψ,κ(Θp) =
(
ξ¯
(1)
n,ψ,κ(Θp)
)
+
, (6.4)
where
ξ¯
(1)
n,ψ,κ := min‖θ‖2≤1
1√
p
(∥∥∥∥(κ1− 〈Λ1/2w,θ〉(y  u)− ∥∥Πw⊥Λ1/2θ∥∥2(y  h))+
∥∥∥∥
2
+ gTΠw⊥Λ
1/2θ
)
ξ¯
(1)
n,ψ,κ(Θp) := min
θ∈Θp
1√
p
(∥∥∥∥(κ1− 〈Λ1/2w,θ〉(y  u)− ∥∥Πw⊥Λ1/2θ∥∥2(y  h))+
∥∥∥∥
2
+ gTΠw⊥Λ
1/2θ
) (6.5)
Recall the definition of Fκ. Now we define the quantity ξ
(2)
n,ψ,κ and ξ
(2)
n,ψ,κ by,
ξ
(2)
n,ψ,κ := min‖θ‖2≤1
ψ−1/2 · Fκ
(
〈Λ1/2w,θ〉,∥∥Πw⊥Λ1/2θ∥∥2)+ 1√pgTΠw⊥Λ1/2θ
ξ
(2)
n,ψ,κ(Θp) := min
θ∈Θp
ψ−1/2 · Fκ
(
〈Λ1/2w,θ〉,∥∥Πw⊥Λ1/2θ∥∥2)+ 1√pgTΠw⊥Λ1/2θ
The next lemma allows us to move from ξ
(1)
n,ψ,κ to (ξ
(2)
n,ψ,κ)+.
Lemma 6.2. The following convergence holds for any sequence of compact sets {Θp}p∈N satisfying Θp ⊆
{θ ∈ Rp : ‖θ‖2 ≤ 1}: ∣∣∣∣ξ(1)n,ψ,κ(Θp)− (ξ(2)n,ψ,κ(Θp))
+
∣∣∣∣ p→ 0. (6.6)
In particular, we have ∣∣∣∣ξ(1)n,ψ,κ − (ξ(2)n,ψ,κ)
+
∣∣∣∣ p→ 0. (6.7)
One important benefit of this reduction is that both ξ
(2)
n,ψ,κ and ξ
(2)
n,ψ,κ(Θp) (for Θp convex) are minima of
convex optimization problems (in contrast, the optimization problems defining ξ¯
(1)
n,ψ,κ and ξ¯
(1)
n,ψ,κ(Θp) are not
convex). Indeed, notice that the function Fκ(c1, c2) is convex in (c1, c2). We collect all the useful properties
of the function Fκ(c1, c2) in the next lemma, whose proof is deferred to Appendix B.2.
Lemma 6.3. The following properties hold for Fκ : R× R→ R:
(a) If κ > 0, then the function Fκ : R× R→ R is strictly convex.
(b) For any fixed c1 ∈ R, the function c2 7→ Fκ(c1, c2) is strictly increasing for c2 ∈ R≥0.
(c) The function Fκ : R× R→ R is continuously differentiable.
(d) For any c1, c2 ∈ R, the function κ 7→ Fκ(c1, c2) is strictly increasing for κ ∈ R.
Step 3: Analysis of ξ
(2)
n,ψ,κ Characterizing the limit of ξ
(2)
n,ψ,κ is the technically most challenging part. Our
approach is to find a new representation of ξ
(2)
n,ψ,κ that allows one to easily guess its asymptotic behavior.
Let us define w¯ =
√
pw. Recall
ξ
(2)
n,ψ,κ = min‖θ‖2≤1
ψ−1/2 · Fκ
(
〈θ,Λ1/2w〉,∥∥Πw⊥Λ1/2θ∥∥2)+ 1√pgTΠw⊥Λ1/2θ (6.8)
Thus we have (note we rescale θ by
√
p)
ξ
(2)
n,ψ,κ = min1
p
∑p
i=1 θ
2
i≤1
ψ−1/2 · Fκ
1
p
p∑
i=1
θiλ
1/2
i w¯i,
(
1
p
p∑
i=1
(Πw⊥(Λ
1/2θ))2i
)1/2+ 1
p
p∑
i=1
(Πw⊥g)i λ
1/2
i θi.
(6.9)
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Let Qn be the empirical distribution of the coordinates of (g,λ, w¯), i.e. the probability measure on R3
defined by
Qn =
1
p
p∑
i=1
δ(gi,λi,w¯i). (6.10)
Let L2(Qn) = L2(Qn,R3) be the space of functions h : R3 → R, (g, λ, w) 7→ h(g, λ, w) that are square
integrable with respect to Qn. Notice that the n points that form Qn are almost surely distinct, and
therefore we can identify this space with the space of vectors θ ∈ Rp. We also define three random variables
in the same space by G(g, λ, w) = g, X(g, λ, w) = λ, W (g, λ, w) = w. With these definitions, we can rewrite
the expression in Eq. (6.9) as
ξ
(2)
n,ψ,κ = min
h∈L2(Qn):‖h‖Qn≤1
ψ−1/2 · Fκ
(
〈X1/2h,W 〉Qn ,
∥∥ΠW⊥(X1/2h)∥∥Qn)+ 〈X1/2ΠW⊥(G), h〉Qn . (6.11)
Now we define Q∞ := N(0, 1)⊗ µ. By Assumption 2, the following convergence holds almost surely
Qn
W2=⇒ Q∞. (6.12)
Motivated by the representation in Eq. (6.11) and the convergence in Eq. (6.12), we define ξψ,κ by
ξψ,κ := min
h=h(g,X,W )∈L2(Q∞):‖h‖Q∞≤1
ψ−1/2 · Fκ
(
〈X1/2h,W 〉Q∞ ,
∥∥ΠW⊥(X1/2h)∥∥Q∞)+ 〈X1/2ΠW⊥(G), h〉Q∞ .
(6.13)
In other words, in defining ξψ,κ, we replace Qn on the right-hand side of Eq. (6.11) by its limit Q∞.
Proposition 6.4 below characterizes both the asymptotic behavior of the optimal value ξ
(2)
n,ψ,κ and the optimal
solution θˆ
(2)
n,ψ,κ of the problem defined in Eq. (6.8) (note that ξ
(2)
n,ψ,κ and θˆ
(2)
n,ψ,κ are random). The proof of
Proposition 6.4 can be found in Appendix B.
Proposition 6.4. (a) If ψ ≤ ψ↓(κ), then almost surely
lim inf
n→∞,p/n→ψ
ξ
(2)
n,ψ,κ > 0.
(b) If ψ > ψ↓(κ), then
• the minimum value ξ(2)n,ψ,κ satisfies the almost sure convergence
lim
n→∞,p/n→ψ
ξ
(2)
n,ψ,κ = ξψ,κ = T (ψ, κ). (6.14)
• the minimum θˆ(2)n,ψ,κ (of the problem defined in Eq. (6.8)) is uniquely defined. It satisfies the
almost sure convergence
lim
n→∞,p/n→ψ
〈θˆ(2)n,ψ,κ,Λ1/2w〉 = c1(ψ, κ),
lim
n→∞,p/n→ψ
∥∥θˆ(2)n,ψ,κ∥∥Λ1/2 = (c21(ψ, κ) + c22(ψ, κ))1/2 (6.15)
where (c1(ψ, κ), c2(ψ, κ)) is defined as in Proposition 5.1. Further, denote L(2)n,ψ,κ to be the em-
pirical distribution of {(λi, w¯i,√pθˆ(2)n,ψ,κ;i)}i∈[p] where {θˆ
(2)
n,ψ,κ;i}i∈[p] are the coordinates of θ(2)n,ψ,κ.
Then L(2)n,ψ,κ satisfies the almost sure convergence
lim
n→∞,p/n→ψ
W2
(
L(2)n,ψ,κ,Lψ,κ
)
= 0, (6.16)
where Lψ,κ is defined in Definition 5.1.
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Let us emphasize that the almost sure convergence from limn→∞ ξ
(2)
n,ψ,κ = ξψ,κ (i.e., Eq. (6.14)) is not
an immediate consequence of the convergence Qn
W2=⇒ Q∞ (Eq. (6.12)). Indeed, the optimization problem
defining ξ
(2)
n,ψ,κ has dimension p increasing with n, while the problem defining ξψ,κ is infinite-dimensional (cf.
Eq. (6.11) and Eq. (6.13)). As a consequence, elementary arguments from empirical process theory do not
apply: we refer to Appendix B for details.
As an immediate consequence of Proposition 5.1 and Proposition 6.4, we obtain that,
lim inf
n→∞,p/n→ψ
ξ
(2)
n,ψ,κ > 0 for κ > κ
∗(ψ).
lim
n→∞,p/n→ψ
ξ
(2)
n,ψ,κ ≤ 0 for κ ≤ κ∗(ψ).
Together with Lemma 6.1 and Lemma 6.2, we can pass the above result to ξn,ψ,κ:
• For κ > κ∗(ψ)
lim
n→∞,p/n→ψ
P (ξn,ψ,κ > 0) = 1. (6.17)
• For κ < κ∗(ψ)
lim
n→∞,p/n→ψ
P (ξn,ψ,κ = 0) = 1. (6.18)
• For κ = κ∗(ψ), we have for any ε > 0,
lim
n→∞,p/n→ψ
P (ξn,ψ,κ ∈ [0, ε]) = 1. (6.19)
This characterizes the asymptotics of ξn,ψ,κ. We proceed analogously to characterize the behavior of
ξn,ψ,κ(Θp) and therefore determine the high-dimensional limit of 〈θˆMMn ,θ∗,n〉Σn/(‖θ∗,n‖Σn · ‖θˆ
MM
n ‖Σn). The
main result of this analysis is presented in the next proposition, whose proof is given in appendix E.
Proposition 6.5. Let ψ > ψ∗(0). For the max-margin linear classifier x→ sign(〈θˆMMn ,x〉), we have
〈θˆMMn ,θ∗,n〉Σn
‖θ∗,n‖Σn · ‖θˆ
MM
n ‖Σn
p→ ν∗(ψ).
As a direct generalization of Proposition 6.5, Proposition 6.6 below provides asymptotics of the empirical
distribution of {(λi, w¯i,√pθˆMMn,i )}i∈[p]. We defer the proof to appendix F.
Proposition 6.6. Let ψ > ψ∗(0). Recall that Lˆn is the empirical distribution induced by {(λi, w¯i,√p〈θˆMMn ,vi〉)}i∈[p].
Then Lˆn converges in probability to Lψ,κ∗(ψ) in W2 distance:
W2(Lˆn,Lψ,κ∗(ψ)) p→ 0.
Summary We are now in a position to prove Theorem 1. Parts (a), (b) follow immediately from Eq. (5.17),
Eq. (6.17) and Eq. (6.18). Part (c) follows from Eq. (5.19) and Proposition 6.5. Part (d) follows from
Proposition 6.6.
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A Notations
We typically use lower case letters to denote scalars (e.g. a, b, c, · · · ∈ R), boldface lower case to denote
vectors (e.g. u,v,w, · · · ∈ Rd), and boldface upper case to denote matrices (e.g. X,Z, · · · ∈ Rd1×d2).
The standard scalar product of two vectors u,v ∈ Rd will be denoted by 〈u,v〉 = uTv = ∑di=1 uivi. The
corresponding norm is ‖v‖2 = 〈v,v〉1/2. We will define other norms and scalar products within the text.
We occasionally use the notation [a ± b] ≡ [a − b, a + b] ≡ {x ∈ R : a − b ≤ x ≤ a + b} for intervals on
the real line.
Given two probability measures µ1, µ2 on Rd, their Wasserstein distance W2 is defined as
W2(µ1, µ2) ≡
{
inf
γ∈C(µ1,µ2)
∫
‖x1 − x2‖22γ(dx1,dx2)
}1/2
, (A.1)
where the infimum is taken over the set of couplings C(µ1, µ2) of µ1, µ2.
Throughout the paper, we are interested in the limit n, p→∞, with p/n→ ψ ∈ (0,∞). We do not write
this explicitly each time, and often only write n → ∞ (as in, for instance, limn→∞). It is understood that
p = pn is such that pn/n→ ψ.
B Properties of the asymptotic optimization problem
In this appendix we derive some important properties of the asymptotic optimization problem that deter-
mines the asymptotic maximum margin and prediction error. This has two formulations: the one given
in Proposition 5.1, in terms of the three parameters (c1, c2, s) and the infinite-dimensional optimization in
Eq. (6.13).
We begin by recalling some definitions, and introducing new ones in the next subsection. We will then
establish some useful properties of the function F in Section B.2, and of the asymptotic optimization problem
(6.13) in Sections B.3 to B.5.
B.1 Definitions
Given a probability distribution P on Rm, we write L2(P) = L2(Rm,P) for the Hilbert space of square
integrable functions h : Rm → R, with scalar product
〈h1, h2〉P = EP
{
h1(Z)h2(Z)
}
=
∫
h1(z)h2(z)P(dz),
and corresponding norm ‖h‖P = 〈h, h〉1/2P . (As usual, measurable functions are considered modulo the
equivalence relation h1 ∼ h1 ⇔ P(h1 6= h1) = 0.)
We use W⊥(P) to denote the subspace of L2(P) orthogonal to the random variable W ∈ L2(P):
W⊥(P) =
{
h ∈ L2(P) : 〈h,W 〉P = EP[hW ] = 0
}
.
We denote by ΠW⊥,P the orthogonal projection operator onto the orthogonal complement W
⊥(P), i.e., for
any h ∈ L2(P), we define
ΠW⊥,P(h) = h−
〈h,W 〉P
‖W‖2P
W . (B.1)
Notice that the projector ΠW⊥,P depends on P because the scalar product 〈h,W 〉P and the norm ‖W‖P do.
However, we typically will drop this dependency as it is clear from the context.
In all of our applications, we will actually consider m = 3, denote by (g, x, w) the coordinates in R3,
and by G(g, x, w) = g, X(g, x, w) = x, W (g, x, w) = w the corresponding random variables. We will be
particularly interested in two cases:
(i) P = Q∞ := N(0, 1)⊗ µ, with µ as per Assumption 2.
(ii) P = Qn = p−1
∑p
i=1 δ(gi,λi,w¯i), the empirical distribution defined in Section 6.
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Define Rψ,κ,P : L2(P)→ R by
Rψ,κ,P(h) = ψ
−1/2 · Fκ
(
〈h,X1/2W 〉P,
∥∥ΠW⊥(X1/2h)∥∥P)+ 〈h,X1/2ΠW⊥(G)〉P, (B.2)
where Fκ(c1, c2) is defined as per Eq. (2.1). We consider the optimization problem:
minimize Rψ,κ,P(h) ,
subject to ‖h‖P ≤ 1 ,
(B.3)
and denote its minimum value by R∗ψ,κ,P, i.e.,
R∗ψ,κ,P = min
{
Rψ,κ,P(h) | ‖h‖P ≤ 1
}
. (B.4)
B.2 Properties of the function F : Proof of Lemma 6.3
Proof of Lemma 6.3 Recall the definition of F
Fκ(c1, c2) =
(
E
[
(κ− c1Y G− c2Z)2+
])1/2
, (B.5)
with expectation taken w.r.t Z ⊥ (Y,G), Z,G ∼ N(0, 1) P(Y = +1 | G) = f(G) = 1− P(Y = −1 | G).
(a) Fκ : R× R→ R is strictly convex. Note for any random variables W1 and W2:(
E[W 21 ]
)1/2
+
(
E[W 22 ]
)1/2 ≥ (E[(W1 +W2)2])1/2 (B.6)
with equality if and only if b1W1 = b2W2 for some nonzero pair (b1, b2). Therefore, for any (c1, c2), (c
′
1, c
′
2) ∈
R× R≥0,
Fκ(c1, c2) + Fκ(c
′
1, c
′
2) =
[(
E[κ− c1T − c2Z]2+
)1/2
+
(
E[κ− c′1T − c′2Z]2+
)1/2]
(i)
≥
[(
E
[(
(κ− c1T − c2Z)+ + (κ− c′1T − c′2Z)+
)2])1/2]
(ii)
≥ 2
(
E
[(
κ− 1
2
(c1 + c
′
1)T −
1
2
(c2 + c
′
2)Z
)2
+
])1/2
= 2Fκ
(
c1 + c
′
1
2
,
c2 + c
′
2
2
)
. (B.7)
where (i) follows from inequality (B.6) and (ii) follows from convexity of x 7→ x+. Equation (B.7) gives the
convexity of Fκ. Assumption 3 implies that, when (c1, c2) 6= (c′1, c′2) and κ 6= 0,
P (b(κ− c1T − c2Z)+ 6= b′(κ− c′1T − c′2Z)+) > 0. (B.8)
for any nonzero pair (b, b′). Hence, inequality (i) holds strictly for any (c1, c2) 6= (c′1, c′2). This proves that
the function (c1, c2)→ Fκ(c1, c2) is strictly convex.
(b) The function c2 7→ Fκ(c1, c2) is strictly increasing for c2 ≥ 0. Denote Z1, Z2, Z3 to be mutually indepen-
dent N(0, 1) random variables. Note for any c
(1)
2 ≥ c(2)2 ≥ 0, there exist c(2)3 ≥ such that
c
(1)
2 Z1
d
= c
(2)
2 Z2 + c
(3)
2 Z3 . (B.9)
Thus, when c
(1)
2 ≥ c(2)2 ≥ 0, we have that
Fκ(c1, c
(1)
2 ) =
(
E[κ− c1T − c(1)2 Z1]2+
)1/2
=
(
E[κ− c1T − c(2)2 Z2 − c(3)2 Z3]2+
)1/2
(i)
≥
(
E[κ− c1T − c(2)2 Z2 − c(3)2 EZ3]2+
)1/2
=
(
E[κ− c1T − c(2)2 Z2]2+
)1/2
= Fκ(c1, c
(2)
2 )
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where (i) holds due to Jensen’s inequality. Note that (i) becomes a strict inequality whenever c
(1)
2 > c
(2)
2 .
(c) Fκ : R×R→ R is continuously differentiable. This follows by an application of dominated convergence,
by using two facts: (i) the mapping x → (x)2+ is continuously differentiable, and (ii) Fκ(c1, c2) > 0 for any
(c1, c2) ∈ R×R≥0 (indeed (κ− c1Y G− c2Z)2+ ≥ 0 and by Assumption 3 the inequality is strict with positive
probability).
(d) The function κ 7→ Fκ(c1, c2) is strictly increasing. Let κ2 > κ1. Then Fκ2(c1, c2)2 − Fκ1(c1, c2)2 =
E{g(Y,G,Z)}, where g(Y,G,Z) = (κ2 − c1Y G− c2Z)2+ − (κ1 − c1Y G− c2Z)2+ is non-negative, and strictly
positive with positive probability (again by Assumption 3).
Lemma B.1. Suppose (c1, c2) ∈ R× R≥0 satisfies the condition
∂1Fκ(c1, c2) = 0.
Then, we have the estimate:
∂2Fκ(c1, c2) ≤ min
c∈R
F0(c, 1).
Proof Since Fκ is convex by Lemma 6.3, we have for all c ∈ R, t ∈ R≥0,
Fκ(ct, t) ≥ Fκ(c1, c2) + ∂2Fκ(c1, c2)(t− c2).
This shows in particular that for any c ∈ R
F0(c, 1) = lim
t→∞
Fκ(ct, t)
t
≥ ∂2Fκ(c1, c2).
Taking minimum over c on both sides gives the desired claim.
B.3 Properties of Rψ,κ,P
In this section we state three lemmas establishing several properties of the variational problem (B.4). We
will prove these properties in the next subsections.
Lemma B.2. Assume that EP[W 2] = 1 and P(X ∈ [xmin, xmax]) = 1 for some xmin, xmax ∈ (0,∞).
Then the function Rψ,κ,P : L2(P)→ R is lower semicontinuous (in the weak topology) and strictly convex.
As a consequence, the minimum of the optimization problem (B.3) is achieved at a unique function
h∗ ∈ L2(P). (Uniqueness holds in the sense that, any other minimizer h˜∗ must satisfy P(h˜∗ 6= h∗) = 0.)
Lemma B.3. Under the assumptions of Lemma B.2, define ζ(P), η > 0 by
ζ(P) =
∥∥X−1/2W∥∥−1P , (B.10)
η =
1
6x
1/2
max
·min
{
min
|c1|≤x1/2max,0≤c2≤x1/2max
{Fκ(c1, c2)− F0(c1, c2)}, min
|c1|≤x1/2max
Fκ(c1, 0)
}
. (B.11)
(Note η is independent of P.)
Further, the call that ψ∗(0) ≡ minc F0(c, 1)2, and assume one of the three conditions below to be satisfied:
A1. ψ∗(0)1/2 ≥ ψ1/2 ‖ΠW⊥(G)‖P − η.
A2. ∂1Fκ(ζ, 0) ≤ η and ∂2Fκ(ζ, 0) ≥
∥∥∂1Fκ(ζ, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)∥∥P − η.
A3. ∂1Fκ(−ζ, 0) ≥ −η and ∂2Fκ(−ζ, 0) ≥
∥∥∂1Fκ(−ζ, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)∥∥P − η.
Then we have
R∗ψ,κ,P ≥ ψ−1/2x1/2maxη > 0. (B.12)
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Lemma B.4. Under the assumptions of Lemma B.3, further assume all of the three conditions below are
satisfied:
B1. ψ∗(0)1/2 < ψ1/2
∥∥ΠW⊥(G)∥∥P.
B2. Either ∂1Fκ(ζ, 0) > 0 or ∂2Fκ(ζ, 0) <
∥∥∂1Fκ(ζ, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)∥∥P.
B3. Either ∂1Fκ(−ζ, 0) < 0 or ∂2Fκ(−ζ, 0) <
∥∥∂1Fκ(−ζ, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)∥∥P.
Then the following hold
(a) The system of equations below
−c1 = EP
[
(ψ1/2ΠW⊥(G) +
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)
W )WX1/2
c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2
]
c21 + c
2
2 = EP
[
(ψ1/2ΠW⊥(G) +
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)
W )2X
(c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2)2
]
1 = EP
[(
ψ1/2ΠW⊥(G) +
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)
W
)2
(c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2)2
]
.
(B.13)
admits a unique solution in R× R>0 × R>0.
(b) The unique minimizer h∗ of the optimization problem (B.3) must satisfy
h∗ = −ψ
1/2ΠW⊥(G) +
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)
W
c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2
, (B.14)
where (c1, c2, s) denotes the unique solution of Eq. (B.13) in R× R>0 × R>0. Moreover,
c1 = 〈X1/2h∗,W 〉 and c2 =
∥∥ΠW⊥(X1/2h∗)∥∥. (B.15)
(c) We have
R∗ψ,κ,P = ψ
−1/2
(
Fκ(c1, c2)− c1∂1Fκ(c1, c2)− c2∂2Fκ(c1, c2)
)
− s (B.16)
where (c1, c2, s) denotes the unique solution of Eq. (B.13) in R× R>0 × R>0.
(d) The unique solution of Eq. (B.13), (c1, c2, s) ∈ R× R>0 × R>0, satisfies the bound
|c1| ≤ x1/2max and ∆ ≤ c2 ≤ x1/2max (B.17)
for some ∆ = ∆ψ,κ(P) that is strictly positive, and jointly continuous in (ψ, κ) and in P with respect
to the W2 topology.
B.3.1 Proof of Lemma B.2
Throughout this proof, we keep ψ, κ,P fixed, and hence we drop them from the the arguments of R to
simplify notations (hence writing R(h) = Rψ,κ,P(h)). Further, we will drop the subscripts P from 〈h1, h2〉P
and ‖h‖P.
We begin by noticing that R : L2(P) → R is lower semicontinuous with respect to the weak-∗ topology
(which coincide with the weak topology since L2(P) is an Hilbert space). Indeed note that: (i) The mappings
h 7→ 〈h,X1/2W 〉 and h 7→ 〈h,X1/2ΠW⊥(G)〉 are continuous; (ii) The mapping h→
∥∥ΠW⊥(X1/2h)∥∥ is lower
semicontinuous. since for any h ∈ L2(P), we have the variational representation∥∥ΠW⊥(X1/2h)∥∥2 = ‖h‖2 − 〈h,W 〉2 = sup
h′:‖h′‖≤1
〈h′, h〉2 − 〈h,W 〉2. (B.18)
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Since h → ∥∥ΠW⊥(X1/2h)∥∥ is the supremum of continuous functions, it is lower semicontinuous. (ii)
(c1, c2) 7→ Fκ(c1, c2) is continuous (by Lemma 6.3.(c)), and monotone increasing in c2 (by Lemma 6.3.(b)).
Together, (i), (ii), (iii) imply the lower semicontinuity of R. Since the constraint set {h : ‖h‖ ≤ 1} is
sequentially compact w.r.t the weak-∗ topology by the Banach-Alaoglu Theorem, this immediately implies
that the minimum of the optimization problem (B.3) is achieved by some h∗ ∈ L2(P).
In order to prove uniqueness of the minimizer, we show that R : L2(P)→ R is strictly convex
1
2
(L(h0) + L(h1)) > L
(
1
2
(h0 + h1)
)
for any h0, h1 such that P (h0 6= h1) > 0. (B.19)
Pick h0, h1 ∈ L2(P) such that P(h0 6= h1) > 0. Denote h1/2 = 12 (h0 + h1). Notice that
1
2
(R(h0) +R(h1))−R(h1/2)
= ψ−1/2 ·
{
1
2
Fκ
(
〈h0, X1/2W 〉,
∥∥ΠW⊥(X1/2h0)∥∥)+ 12Fκ (〈h1, X1/2W 〉,∥∥ΠW⊥(X1/2h1)∥∥)
− Fκ
(
〈h1/2, X1/2W 〉,
∥∥ΠW⊥(X1/2h1/2)∥∥)
}
(i)
≥ ψ−1/2
{
Fκ
(
〈h1/2, X1/2W 〉, 1
2
(∥∥ΠW⊥(X1/2h0)∥∥+ ∥∥ΠW⊥(X1/2h1)∥∥))
− Fκ
(
〈h1/2, X1/2W 〉,
∥∥ΠW⊥(X1/2h1/2)∥∥)
}
(ii)
≥ 0.
where (i) follows since Fκ is convex by Lemma 6.3.(a) and (ii) follows since Fκ is increasing with respect to its
second argument by Lemma 6.3.(b) and the triangle inequality 12
(∥∥ΠW⊥(X1/2h0)∥∥+ ∥∥ΠW⊥(X1/2h1)∥∥) ≥∥∥ΠW⊥(X1/2h1/2)∥∥.
Next we prove that one of the inequalities (i) and (ii) must be strict when P(h0 6= h1) > 0. To see this,
suppose both inequalities (i) and (ii) become equalities for some h0, h1. By Lemma 6.3.(a), we know that Fκ
is strictly convex, and strictly increasing its second argument. Thus, if both inequalities (i) and (ii) become
equalities, h0, h1 and h1/2 =
1
2 (h0 + h1) need to satisfy
〈h0, X1/2W 〉 = 〈h1, X1/2W 〉 ,∥∥ΠW⊥(X1/2h0)∥∥ = ∥∥ΠW⊥(X1/2h1)∥∥ ,∥∥ΠW⊥(X1/2h1/2)∥∥ = 12 (∥∥ΠW⊥(X1/2h0)∥∥+ ∥∥ΠW⊥(X1/2h1)∥∥) .
(B.20)
Now, the first equality of Eq. (B.20) is equivalent to
〈X1/2(h0 − h1),W 〉 = 0, (B.21)
and the last two equalities are equivalent to
ΠW⊥(X
1/2(h0 − h1)) = 0 P− a.s. (B.22)
Thus, if both inequalities (i) and (ii) become equalities, it must happen that
X1/2(h0 − h1) = 0 P− a.s.
which implies P(h0 6= h1) = 0 since we assumed P(X > 0) = 1. This completes the proof that R : L2(P)→ R
is strictly convex in the sense of Eq. (B.19).
Strict convexity implies immediately uniqueness of the minimizer of R. Indeed, given two minimizers h∗
and h˜∗, we must have P(h˜∗ 6= h∗) = 0, because otherwise h1/2 = (h∗+ h˜∗)/2 would achieve a strictly smaller
cost.
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B.3.2 Proof of Lemma B.3
Throughout this proof, we keep P fixed, and hence we drop it from the the arguments of R to simplify
notations (hence writing Rψ,κ(h) = Rψ,κ,P(h)), and from 〈h1, h2〉P and ‖h‖P.
We organize the proof in three parts depending on which of the three conditions A1, A2 or A3 holds.
Condition A1 holds:
ψ∗(0)1/2 ≥ ψ1/2 ‖ΠW⊥(G)‖ − η . (B.23)
Define the constant cκ by
cκ = min
|c1|≤x1/2max,0≤c2≤x1/2max
{Fκ(c1, c2)− F0(c1, c2)} . (B.24)
Note that cκ > 0 strictly since κ 7→ Fκ(c1, c2) is strictly increasing and Fκ(c1, c2)− F0(c1, c2) is continuous
in c1, c2 by Lemma 6.3.
Since for any h such that ‖h‖ ≤ 1, we have
〈h,X1/2W 〉 ≤ ∥∥X1/2W∥∥ ‖h‖ ≤ x1/2max and ∥∥ΠW⊥(X1/2h)∥∥ ≤ ∥∥X1/2h∥∥ ≤ x1/2max, (B.25)
the definition of cκ at Eq. (B.25) implies for any h satisfying ‖h‖ ≤ 1,
Rψ,κ(h) ≥ Rψ,0(h) + ψ−1/2cκ. (B.26)
Now we note that, by Cauchy-Schwartz,∣∣〈X1/2h,ΠW⊥(g)〉∣∣ = ∣∣〈ΠW⊥(X1/2h),ΠW⊥(G)〉∣∣ ≤ ∥∥ΠW⊥(X1/2h)∥∥ ‖ΠW⊥(G)‖ (B.27)
Thus we have that for any h ∈ L2(P) satisfying ‖h‖ ≤ 1,
Rψ,κ(h)
(i)
≥ Rψ,0(h) + ψ−1/2cκ = ψ−1/2
(
F0
(
〈h,X1/2W 〉,∥∥ΠW⊥(X1/2h)∥∥)+ cκ)+ 〈X1/2h,ΠW⊥(G)〉
(ii)
≥
(
ψ−1/2 ·min
c∈R
F0(c, 1)
)
· ∥∥ΠW⊥(X1/2h)∥∥+ ψ−1/2cκ − ‖ΠW⊥(G)‖ ∥∥ΠW⊥(X1/2h)∥∥
=
(
(ψ∗(0)/ψ)1/2 − ‖ΠW⊥(G)‖
)∥∥ΠW⊥(X1/2h)∥∥+ ψ−1/2cκ
(iii)
≥ ψ−1/2cκ − ψ−1/2x1/2maxη
(iv)
≥ ψ−1/2x1/2maxη.
where in (i), we use Eq. (B.26); in (ii), we use the bound in Eq. (B.27) and the fact that F0(c1, c2) =
c2F0(c1/c2, 1) ≥ c2 minc∈R F0(c, 1) for any (c1, c2) ∈ R × R+; in (iii), we use the assumption in Eq. (B.23)
and the fact that
∥∥ΠW⊥(X1/2h)∥∥ ≤ ∥∥X1/2h∥∥ ≤ x1/2max for all h satisfying ‖h‖ ≤ 1; (iv) follows from the
definition of cκ and η. This proves that
R∗ψ,κ = min
h:‖h‖≤1
Rψ,κ(h) ≥ ψ−1/2x1/2maxη > 0.
Condition A2 holds:
∂1Fκ(ζ, 0) ≤ η and ∂2Fκ(ζ, 0) ≥
∥∥∂1Fκ(ζ, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)∥∥− η. (B.28)
To start with, by Lemma 6.3, Fκ is convex. Hence, for any h,
Rψ,κ(h) = ψ
−1/2 · Fκ(〈h,X1/2W 〉,
∥∥ΠW⊥(X1/2h)∥∥) + 〈ΠW⊥(G), X1/2h〉
≥ ψ−1/2
(
Fκ(ζ, 0) + ∂1Fκ(ζ, 0)
(
〈h,X1/2W 〉 − ζ
)
+ ∂2Fκ(ζ, 0)
∥∥ΠW⊥(X1/2h)∥∥)
+ 〈ΠW⊥(G),ΠW⊥(X1/2h)〉.
(B.29)
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Now by Cauchy-Schwartz inequality, the inequality below holds for any h such that ‖h‖ ≤ 1:
ζ = ζ2
∥∥X−1/2W∥∥ ≥ ζ2 ∣∣∣〈h,X−1/2W 〉∣∣∣ = ζ2 ∣∣∣〈X1/2h,X−1W 〉∣∣∣ (B.30)
This immediately implies for any h such that ‖h‖ ≤ 1,
〈h,X1/2W 〉 − ζ ≤ 〈X1/2h,W 〉 − 〈X1/2h, ζ2X−1W 〉 = 〈X1/2h, (1− ζ2X−1)W 〉 (B.31)
Note that 〈W, (1− ζ2X−1)W 〉 = 0, since ‖W‖ = 1. This implies that
(1− ζ2X−1)W = ΠW⊥
(
(1− ζ2X−1)W ) . (B.32)
The last two displays imply that, for any h such that ‖h‖ ≤ 1,
〈h,X1/2W 〉 − ζ ≤ 〈X1/2h,ΠW⊥((1− ζ2X−1)W )〉 = 〈ΠW⊥(X1/2h), (1− ζ2X−1)W 〉 (B.33)
Therefore, we have for all h such that ‖h‖ ≤ 1,
∂1Fκ(ζ, 0)
(
〈h,X1/2W 〉 − ζ
)
= (∂1Fκ(ζ, 0)− η)
(
〈h,X1/2W 〉 − ζ
)
+ η
(
〈h,X1/2W 〉 − ζ
)
(i)
≥ (∂1Fκ(ζ, 0)− η) 〈ΠW⊥(X1/2h), (1− ζ2X−1)W 〉+ η
(
〈h,X1/2W 〉 − ζ
)
(ii)
= ∂1Fκ(ζ, 0)〈ΠW⊥(X1/2h), (1− ζ2X−1)W 〉+ η
(
〈h,X1/2W 〉 − ζ − 〈X1/2h, (1− ζ2X−1)W 〉
)
(iii)
≥ ∂1Fκ(ζ, 0)〈ΠW⊥(X1/2h), (1− ζ2X−1)W 〉 − 4ηx1/2max. (B.34)
where in (i) we use Eq. (B.33) and the assumption ∂1Fκ(ζ, 0) ≤ η; in (ii), we note the identity in Eq. (B.32);
in (iii), we use the bounds below that hold for all h with ‖h‖ ≤ 1:∣∣∣〈h,X1/2W 〉∣∣∣ ≤ ∥∥X1/2W∥∥ ≤ x1/2max, ζ ≤ (x−1/2max ‖W‖)−1 = x1/2max ,
〈X1/2h, (1− ζ2X−1)W 〉 ≤ ∥∥X1/2(1− ζ2X−1)W∥∥ ≤ ∥∥X1/2W∥∥+ ζ2∥∥X−1/2W∥∥ = x1/2max + ζ ≤ 2x1/2max.
Substituting Eq. (B.34) into Eq. (B.29), we have for all h satisfying ‖h‖ ≤ 1,
Rψ,κ(h) ≥ ψ−1/2 ·
(
Fκ(ζ, 0) + ∂2Fκ(ζ, 0)
∥∥ΠW⊥(X1/2h)∥∥)− 4ψ−1/2x1/2maxη
+ 〈ψ−1/2∂1Fκ(ζ, 0)(1− ζ2X−1)W + ΠW⊥(G),ΠW⊥(X1/2h)〉
(i)
≥ ψ−1/2Fκ(ζ, 0)− 4ψ−1/2x1/2maxη
+ ψ−1/2
(
∂2Fκ(ζ, 0)−
∥∥∂1Fκ(ζ, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)∥∥)∥∥ΠW⊥(X1/2h)∥∥
(ii)
≥ ψ−1/2Fκ(ζ, 0)− 5ψ−1/2x1/2maxη ≥ ψ−1/2x1/2maxη.
where, in (i), we use the Cauchy-Schwartz inequality and in (ii), we use the assumption (B.28) and the
bound
∥∥ΠW⊥(X1/2h)∥∥ ≤ x1/2max that holds whenever ‖h‖ ≤ 1. As a consequence, this proves that
R∗ψ,κ = min
h:‖h‖≤1
Rψ,κ(h) ≥ ψ1/2x1/2maxη.
Condition A3 holds:
∂1Fκ(−ζ, 0) ≥ −η and ∂2Fκ(−ζ, 0) ≥
∥∥∂1Fκ(−ζ, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)∥∥− η.
In this case, the inequality R∗ψ,κ > 0 follows from essentially the same argument as in the previous point.
We omit the details.
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B.3.3 Proof of Lemma B.4
Throughout the proof, we will drop P from subscripts in order to lighten the notations.
By Lemma 6.3, the function h 7→ Rψ,κ,P(h) is strictly convex, by Lemma B.2. Hence, the unique
minimizer of problem (B.4) is determined by the Karush—Kuhn—Tucker (KKT) conditions. Namely, h is
the minimum of problem (B.4) if and only if, for some scalar s and some measurable function Z = Z(g, x, w),
the following hold
X1/2ΠW⊥(G) + ψ
−1/2X1/2
(
∂1Fκ(〈h,X1/2W 〉,
∥∥ΠW⊥(X1/2h)∥∥)W+
+ ∂2Fκ(〈h,X1/2W 〉,
∥∥ΠW⊥(X1/2h)∥∥)ΠW⊥(Z))+ sh = 0.
Z =
{∥∥ΠW⊥(X1/2h)∥∥−1 ·ΠW⊥(X1/2h) if ∥∥ΠW⊥(X1/2h)∥∥ > 0
Z ′(g, x, w) where ‖Z ′‖ ≤ 1 if ∥∥ΠW⊥(X1/2h)∥∥ = 0.
s(‖h‖ − 1) ≥ 0, s ≥ 0, ‖h‖ ≤ 1.
(B.35)
For completeness, we provide a derivation of the KKT conditions in Appendix G.1.
We claim that the lemma holds for any ∆ = ∆ψ,κ(P) > 0 that satisfies the conditions stated next. Let
us first define the constants
β = xmax/xmin , β
′ = (1 + β1/2)(1 + x−1/2min ) , (B.36)
M = ψ1/2
∥∥ΠW⊥(G)∥∥P + max|c|≤x1/2max |∂1Fκ(c, 0)|+ max|c|≤x1/2max |∂2Fκ(c, 0)| , (B.37)
the functions γ+, γ− : R≥0 → R≥0 (here we use the notation [a± b] ≡ [a− b, a+ b]):
γ+(∆) = max
δ∈[0,∆],c∈[+ζ±β1/2∆]
{|∂1Fκ(c, δ)− ∂1Fκ(+ζ, 0)|+ |∂2Fκ(c, δ)− ∂2Fκ(+ζ, 0)|}
γ−(∆) = max
δ∈[0,∆],c∈[−ζ±β1/2∆]
{|∂1Fκ(c, δ)− ∂1Fκ(−ζ, 0)|+ |∂2Fκ(c, δ)− ∂2Fκ(−ζ, 0)|}
(B.38)
and the functions γ˜+, γ˜− : R+ → R+,
γ˜+(∆) = 2ζx
−1/2
min (γ+(∆) +Mβ
′∆) and γ˜−(∆) = 2ζx
−1/2
min (γ−(∆) +Mβ
′∆) . (B.39)
Then ∆ = ∆ψ,κ(P) needs to satisfy all the conditions below:
C1. ∆ is smaller than some constant:
β1/2∆ ≤ ζ and (1 + β1/2)ζ∆ ≤ x1/2min. (B.40)
C2. ∆ satisfies the following strengthened version of condition B2:
either ∂1Fκ(ζ, 0) > γ+(∆)
or ∂2Fκ(ζ, 0) <
∥∥∂1Fκ(ζ, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)∥∥P − γ˜+(∆). (B.41)
C3. ∆ satisfies the following strengthened version of condition B3:
either ∂1Fκ(−ζ, 0) < −γ−(∆)
or ∂2Fκ(−ζ, 0) <
∥∥∂1Fκ(−ζ, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)∥∥P − γ˜−(∆). (B.42)
It is clear that we can choose ∆ = ∆ψ,κ(P) > 0 satisfying the conditions Eq. (B.40) to Eq. (B.42), as
well as the claims in the lemma.
We claim that the KKT conditions (B.35) imply that any minimizer h and its associated dual variable s
must satisfy
s > 0 and
∥∥ΠW⊥(X1/2h)∥∥ > ∆. (B.43)
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To show this, first assume by contradiction s = 0. Since X > 0 by assumption, Eq. (B.35) now implies
ΠW⊥(G)+ψ
−1/2·
(
∂1Fκ
(
〈h,X1/2W 〉,∥∥ΠW⊥(X1/2h)∥∥)W+∂2Fκ (〈h,X1/2W 〉,∥∥ΠW⊥(X1/2h)∥∥)ΠW⊥(Z)) = 0.
(B.44)
Hence, by taking inner products with W on both sides of Eq. (B.44), and using ‖W‖ = 1, we get that
ψ−1/2 · ∂1Fκ
(
〈h,X1/2W 〉,∥∥ΠW⊥(X1/2h)∥∥) = 0. (B.45)
Plugging Eq. (B.45) into Eq. (B.44), we get that
ψ−1/2 · ∂2Fκ
(
〈h,X1/2W 〉,∥∥ΠW⊥(X1/2h)∥∥)ΠW⊥(Z) = −ΠW⊥(G). (B.46)
Note that ‖ΠW⊥(Z)‖ ≤ ‖Z‖ ≤ 1. By taking norm on both sides of Eq. (B.46), we get the bound:
ψ−1/2 · ∂2Fκ
(
〈h,X1/2W 〉,∥∥ΠW⊥(X1/2h)∥∥) ≥ ‖ΠW⊥(G)‖ . (B.47)
Now, we recall Lemma B.1. By Lemma B.1, Eq. (B.45) and Eq. (B.47) imply that
(ψ∗(0)/ψ)1/2 = ψ−1/2 ·min
c∈R
F0(c, 1) ≥ ‖ΠW⊥(G)‖ . (B.48)
This contradicts our assumption on ψ. We therefore conclude that s > 0.
next, again by contradiction, assume s > 0 but
∥∥ΠW⊥(X1/2h)∥∥ ≤ ∆. Denote
c1 = 〈h,X1/2W 〉, c2 =
∥∥ΠW⊥(X1/2h)∥∥ and δh = ΠW⊥(X1/2h).
Now using the above notation, and multiplying Eq. (B.35) by X−1/2, we reach the identity:
ΠW⊥(G) + ψ
−1/2(∂1Fκ(c1, c2)W + ∂2Fκ(c1, c2)ΠW⊥(Z))+ sX−1/2h = 0. (B.49)
Now, the orthogonal decomposition gives X1/2h = c1W + δh. This gives the representation
h = c1X
−1/2W +X−1/2δh. (B.50)
Now, we note the bounds below on |c1| and c2 (recall β = xmax/xmin from Eq. (B.36)):
0 ≤ c2 ≤ ∆ and ζ − β1/2∆ ≤ |c1| ≤ ζ + β1/2∆. (B.51)
The first part of Eq. (B.51) follows by our assumption
∥∥ΠW⊥(X1/2h)∥∥ ≤ ∆. To show the second part of
Eq. (B.51), note first that ‖h‖ = 1 since s > 0 and the KKT condition. Note further∥∥X−1/2δh∥∥ ≤ x−1/2min ‖δh‖ ≤ x−1/2min ∆ and x1/2min ≤ ζ = ∥∥X−1/2W∥∥−1 ≤ x1/2max. (B.52)
Hence, by taking norm on both sides of Eq. (B.50) and using triangle inequality, we get
1 = ‖h‖ ∈
[
|c1|ζ−1 − x−1/2min ∆, |c1|ζ−1 + x−1/2min ∆
]
. (B.53)
As ζ ≤ x1/2max by Eq. (B.52), the above bound implies the second part of Eq. (B.51). Now, we divide our
discussion into two cases, based on the sign of c1:
1. c1 > 0. Since c1 > 0 and β
1/2∆ < ζ, we know from Eq. (B.51) that
|c1 − ζ| ≤ β1/2∆. (B.54)
Recall our definition of γ+(∆) at Eq. (B.38):
γ+(∆) = max
c1∈[ζ±β1/2∆],c2∈[0,∆]
{|∂1Fκ(c1, c2)− ∂1Fκ(ζ, 0)|+ |∂2Fκ(c1, c2)− ∂2Fκ(ζ, 0)|} .
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We start from the basic fact that
‖W‖ = 1 and ‖ΠW⊥(Z)‖ ≤ ‖Z‖ ≤ 1. (B.55)
Thus, we can use triangle inequality to see from Eq. (B.49) that
ΠW⊥(G) + ψ
−1/2(∂1Fκ(ζ, 0)W + ∂2Fκ(ζ, 0)ΠW⊥(Z) +R+)+ sX−1/2h = 0. (B.56)
holds for for some function R+ = R+(G,X,W ) with ‖R+‖ ≤ γ+(∆). Now, we take inner products
with W on both sides of Eq. (B.56) and we can get that
ψ−1/2 (∂1Fκ(ζ, 0) + 〈W,R+〉) + s〈W,X−1/2h〉 = 0. (B.57)
Now we can eliminate the variable s from Eq. (B.56) and Eq. (B.57) and get
〈W,X−1/2h〉
(
ψ1/2ΠW⊥(G) + ∂1Fκ(ζ, 0)W + ∂2Fκ(ζ, 0)ΠW⊥(Z) +R+
)
= (∂1Fκ(ζ, 0) + 〈W,R+〉)X−1/2h.
(B.58)
Now, we give estimates on terms on the left and right-hand sides of Eq. (B.58). First of all, by taking
inner products with X−1/2W in Eq. (B.50), the triangle inequality gives us the inclusion (as above,
[a± b] ≡ [a− b, a+ b]):
〈W,X−1/2h〉 ∈ [c1ζ−2 ± x−1min∆]
(i)
⊆ [ζ−1 ± (1 + β1/2)x−1min∆]. (B.59)
where (i) uses c1 > 0 and the bound at Eq. (B.54). Next, the definition of M implies
M ≥ ψ1/2 ‖ΠW⊥(G)‖+ |∂1Fκ(ζ, 0)|+ |∂2Fκ(ζ, 0)|,
so we know from Eq. (B.55) and the triangle inequality that∥∥ψ1/2ΠW⊥(G) + ∂1Fκ(ζ, 0)W + ∂2Fκ(ζ, 0)ΠW⊥(Z)∥∥ ≤M. (B.60)
Lastly, we have the estimates that holds for all h satisfying ‖h‖ ≤ 1:
|〈W,X−1/2h〉| ≤ ∥∥X−1/2W∥∥ ‖h‖ ≤ x−1/2min , |〈W,R+〉| ≤ γ+(∆), ∥∥X−1/2h∥∥ ≤ x−1/2min (B.61)
Thus, with Eq. (B.58), and the estimates in Eq. (B.59), Eq. (B.60) and Eq. (B.61), we get
ζ−1
(
ψ1/2ΠW⊥(G) + ∂1Fκ(ζ, 0)W + ∂2Fκ(ζ, 0)ΠW⊥(Z)
)
− ∂1Fκ(ζ, 0)X−1/2h = R¯+ (B.62)
for some function R¯+ = R¯+(g, x, w) satisfying
∥∥R¯+∥∥ ≤ x−1/2min (2γ+(∆) +Mx−1/2min (1 + β1/2)∆). Fi-
nally, we can use Eq. (B.50), Eq. (B.52) , Eq. (B.54) to get the estimate∥∥h− ζX−1/2W∥∥ ≤ |c1 − ζ|∥∥X−1/2W∥∥+ ∥∥X−1/2δh∥∥ ≤ x−1/2min (β1/2 + 1)∆.
We can substitute the above bound in Eq. (B.62) and get that(
ψ1/2ΠW⊥(G) + (∂1Fκ(ζ, 0)W + ∂2Fκ(ζ, 0)ΠW⊥(Z))
)
− ζ2∂1Fκ(ζ, 0)X−1W = R˜+, (B.63)
where the remainder term R˜+ = R¯+(g,X,W ), by triangle inequality, satisfies∥∥R˜+∥∥ ≤ ζ ∥∥R¯+∥∥+ ζ |∂1Fκ(ζ, 0)|x−1/2min (β1/2 + 1)∆ ≤ γ˜+(∆), (B.64)
(we recall the definition of γ˜+(∆) at Eq. (B.39)). By algebraic manipulation of Eq. (B.63), we get
− ∂2Fκ(c, 0)ΠW⊥(Z) = ∂1Fκ(c, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)− R˜+. (B.65)
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Now that ‖ΠW⊥(Z)‖ ≤ ‖Z‖ ≤ 1. By taking norm on both sides of Eq. (B.65), we get
∂2Fκ(ζ, 0) ≥
∥∥∂1Fκ(ζ, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)∥∥− γ˜+(∆). (B.66)
Moreover, since s > 0 by assumption and also we have 〈W,X−1/2h〉 > 0 by Eq. (B.59), we must have
∂1Fκ(ζ, 0) + 〈W,R+〉 < 0 due to Eq. (B.57). Triangle inequality gives
∂1Fκ(ζ, 0) < ‖R+‖ ≤ γ+(∆). (B.67)
Summarizing, we see that the case where s > 0,
∥∥ΠW⊥(X1/2h)∥∥ ≤ ∆ can happen, only if
∂1Fκ(ζ, 0) < γ+(∆) and ∂2Fκ(ζ, 0) ≥
∥∥∂1Fκ(ζ, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)∥∥− γ˜+(∆).
which contradicts the assumed condition on ψ, ζ,∆.
2. c < 0. Similar to the previous case, one can show that, this can happen only if
∂1Fκ(−ζ, 0) > −γ−(∆) and ∂2Fκ(−ζ, 0) ≥
∥∥∂1Fκ(−ζ, 0)(1− ζ2X−1)W + ψ1/2ΠW⊥(G)∥∥− γ˜−(∆).
which contradicts the assumed condition on ψ, ζ,∆.
Summarizing the above discussion, we have shown the desired result in Eq. (B.43).
Using the fact that s > 0 and
∥∥ΠW⊥(X1/2h)∥∥ > 0, we can simplify the KKT condition (B.35). Denote
c1 = 〈h,X1/2W 〉 and c2 =
∥∥ΠW⊥(X1/2h)∥∥. (B.68)
The KKT condition (i.e., Eq. (B.35)) can be equivalently written as:
X1/2ΠW⊥(G) + ψ
−1/2X1/2
(
∂1Fκ(c1, c2)W + ∂2Fκ(c1, c2)ΠW⊥(Z)
)
+ sh = 0
‖h‖ = 1, Z = c−12 ·ΠW⊥(X1/2h)
Observe that
ΠW⊥(Z) = c
−1
2 ΠW⊥(X
1/2h) = c−12
(
X1/2h− 〈X1/2h,W 〉W
)
= c−12
(
X1/2h− c1W
)
.
The KKT condition can be equivalently represented as
ΠW⊥(G) + ψ
−1/2
(
∂1Fκ(c1, c2)W + c
−1
2 ∂2Fκ(c1, c2)(X
1/2h− c1W )
)
+ sX−1/2h = 0 and ‖h‖ = 1. (B.69)
The first equation imply
h = −ψ
1/2ΠW⊥(G) +
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)
W
c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2
(B.70)
Now, we plug in the above expression of h into the three equations below (we note the three equations all
follow easily from Eq. (B.68) and Eq. (B.69)):
c1 = EP[WX1/2h], c21 + c22 = EP[Xh2] and 1 = EP[h2]
we get the expressions below:
−c1 = EP
[
(ψ1/2ΠW⊥(G) +
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)
W )WX1/2
c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2
]
c21 + c
2
2 = EP
[
(ψ1/2ΠW⊥(G) +
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)
W )2X
(c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2)2
]
1 = EP
[(
ψ1/2ΠW⊥(G) +
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)
W
)2
(c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2)2
] (B.71)
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Recall that the minimum h∗ is unique. Thus the value c1 = 〈h,X1/2W 〉, c2 =
∥∥ΠW⊥(X1/2h)∥∥ and hence
the value s that satisfy the KKT condition Eq. (B.35) is unique. Since the KKT condition, i.e., Eq. (B.35) is
equivalent to Eq. (B.71), this implies the existence and uniqueness of (c1, c2, s) that satisfy the Eq. (B.71).
Moreover, we have that solution (c1, c2) satisfies
|c1| = |〈h,X1/2W 〉| ≤
∥∥X1/2h∥∥ ≤ x1/2max and c2 = ∥∥ΠW⊥(X1/2h)∥∥ ≤ ∥∥X1/2h∥∥ ≤ x1/2max.
Now, by taking inner products with X1/2h on both sides of the first equation of Eq. (B.69), we get
〈ΠW⊥(G), X1/2h〉+ ψ−1/2 (c1∂1Fκ(c1, c2) + c2Fκ(c1, c2)) + s = 0, (B.72)
where we use the fact that
〈X1/2h, (X1/2h− c1W )〉 =
∥∥ΠW⊥(X1/2h)∥∥2 and 〈X−1/2h,X1/2h〉 = ‖h‖2 = 1.
Eq. (B.72) now gives that R∗ψ,κ can be characterized by
R∗ψ,κ = ψ
−1/2 (Fκ(c1, c2)− c1∂1Fκ(c1, c2)− c2∂2Fκ(c1, c2))− s, (B.73)
where again, (c1, c2, s) on the right-hand side above is the unique solution of Eq. (B.71).
B.4 Consequences for P = Qn and P = Q∞
The technical lemmas in Section B.3 can be directly applied to P = Qn and P = Q∞, yielding some important
consequences. Here ψ↓(κ) is defined as in the statement of Proposition 5.1, see Eq. (5.5).
Corollary B.5. If ψ ≤ ψ↓(κ), then, almost surely,
R∗ψ,κ,Q∞ > 0 and lim infn R
∗
ψ,κ,Qn > 0. (B.74)
Proof Define the quantities
ζn = ζ(Qn) =
∥∥X−1/2W∥∥−1Qn and ζ∞ = ζ(Q∞) = ∥∥X−1/2W∥∥−1Q∞ . (B.75)
Then, by definition of ψ↓(κ), one the following conditions hold:
1. ψ∗(0)1/2 ≥ ψ1/2 = ψ1/2 · ‖ΠW⊥(G)‖Q∞
2. ∂1Fκ(ζ∞, 0) ≤ 0 and ∂2Fκ(ζ∞, 0) ≥
∥∥∂1Fκ(ζ∞, 0)(1− ζ2∞X−1)W + ψ1/2ΠW⊥(G)∥∥Q∞ .
3. ∂1Fκ(−ζ∞, 0) ≥ 0 and ∂2Fκ(−ζ∞, 0) ≥
∥∥∂1Fκ(−ζ∞, 0)(1− ζ2∞X−1)W + ψ1/2ΠW⊥(G)∥∥Q∞ .
Therefore, the assumptions of Lemma B.3 are satisfied for P = Q∞. Further recall that, by Eq. (6.12),
W2 (Qn,Q∞)→ 0, (B.76)
and therefore
‖ΠW⊥(G)‖Qn → ‖ΠW⊥(G)‖Q∞ ,
ζn = ζ(Qn)→ ζ(Q∞) = ζ∞ ,∥∥∂1Fκ(ζn, 0)(1− ζ2nX−1)W + ψ1/2ΠW⊥(G)∥∥Qn → ∥∥∂1Fκ(ζ∞, 0)(1− ζ2∞X−1)W + ψ1/2ΠW⊥(G)∥∥Q∞ .
(B.77)
Therefore, the three conditions stated in Lemma B.3 are also satisfied when P = Qn for sufficiently large n.
The resut follows by applying the Lemma B.3.
Corollary B.6. If ψ > ψ↓(κ), then, almost surely:
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(a) For both P = Q∞ and P = Qn (and n sufficiently large), the system of equations (B.71) has unique
solutions (c1,ψ,κ(P), c2,ψ,κ(P), sψ,κ(P)) ∈ R× R>0 × R>0.
(b) For P = Q∞, the system of equations (B.71) is equivalent to the system (5.6), and therefore we can
identify
c1,ψ,κ(Q∞) = c1(ψ, κ), c2,ψ,κ(Q∞) = c2(ψ, κ), sψ,κ(Q∞) = s(ψ, κ) ,
where (c1(ψ, κ), c2(ψ, κ), s(ψ, κ)) is the unique solution of Eq. (5.6) in R× R>0 × R>0.
(c) For all n sufficiently large, the minimizer θˆ
(2)
n,ψ,κ of the problem (6.8) satisfies
√
pθˆ
(2)
n,ψ,κ;i = −
ψ1/2(Πw⊥(g))i +
(
∂1Fκ(c1,n, c2,n)− c1,nc−12,n∂2Fκ(c1,n, c2,n)
)
wi
c−12,n∂2Fκ(c1,n, c2,n)λ
1/2
i + ψ
1/2snλ
−1/2
i
,
where θˆ
(2)
n,ψ,κ;i on the LHS denotes the i-th coordinate of θˆ
(2)
n,ψ,κ, and (c1,n, c2,n, sn) on the RHS denotes
(c1,ψ,κ(Qn), c2,ψ,κ(Qn), sψ,κ(Qn)). Moreover, θˆ
(2)
n,ψ,κ satisfies
〈θˆ(2)n,ψ,κ,Λ1/2n w〉 = c1,ψ,κ(Qn) and
∥∥ΠW⊥Λ1/2n θˆ(2)n,ψ,κ∥∥ = c2,ψ,κ(Qn).
(d) The following representation holds for both P = Q∞ and P = Qn (and n sufficiently large)
R∗ψ,κ,P = ψ
−1/2
(
Fκ(c1,ψ,κ(P), c2,ψ,κ(P))− c1,ψ,κ(P) · ∂1Fκ(c1,ψ,κ(P), c2,ψ,κ(P))−
c2,ψ,κ(P) · ∂2Fκ(c1,ψ,κ(P), c2,ψ,κ(P))
)
− sψ,κ(P) .
(B.78)
(e) The following bounds hold for both P = Q∞ and P = Qn (and n sufficiently large)
|c1,ψ,κ(P)| ≤ x1/2max and ∆ψ,κ(Q∞) ≤ c2,ψ,κ(P) ≤ x1/2max , (B.79)
sψ,κ(Q∞) ≤ ∆ψ,κ(Q∞)−1(1 + ψ−1C2)1/2xmax, (B.80)
where ∆ψ,κ(Q∞) > 0 is jointly continuous with respect to ψ, κ and with respect to Q∞ (in the W2
topology).
Proof By definition of ψ↓(κ), all the following conditions are satisfied (with ζ∞ given by Eq. (B.75))
1. ψ∗(0)1/2 < ψ1/2 = ψ1/2 · ‖ΠW⊥(G)‖Q∞
2. Either ∂1Fκ(ζ∞, 0) > 0 or ∂2Fκ(ζ∞, 0) <
∥∥∂1Fκ(ζ∞, 0)(1− ζ2∞X−1)W + ψ1/2ΠW⊥(G)∥∥Q∞ .
3. Either ∂1Fκ(−ζ∞, 0) < 0 or ∂2Fκ(−ζ∞, 0) <
∥∥∂1Fκ(−ζ∞, 0)(1− ζ2∞X−1)W + ψ1/2ΠW⊥(G)∥∥Q∞ .
Hence, the assumptions of Lemma B.4 are satisfied for P = Q∞. Since, by Eq. (6.12), W2(Qn,Q∞)→ 0, the
assumptions of Lemma B.4 are also satisfied for P = Qn for all sufficiently large n.
Then the claims (a)-(d) immediately follow by applying Lemma B.4.
Equation B.79 follows immediately from Lemma B.4.(d) for P = Q∞. For P = Qn notice that, by the
continuity of P 7→ ∆ψ,κ(P) with respect to the W2 topology, we have ∆ψ,κ(Qn) ≥ ∆ψ,κ(Qn)/2 for all n large
enough, whence the claim follows by eventually redefining ∆ψ,κ(Q∞).
In order to prove the bound (B.80) let us define the functions V (c1, c2, s) and V
↑(c1, c2, s) by
V (c1, c2, s) :=
[
ψ1/2ΠW⊥(G) +
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)
W
]2
(c−12 ∂2Fκ(c1, c2)X1/2 + ψ1/2sX−1/2)2
− 1 ,
V ↑(c1, c2, s) := ψ−1s−2X
[
ψ1/2ΠW⊥(G) +
(
∂1Fκ(c1, c2)− c1c−12 ∂2Fκ(c1, c2)
)
W
]2
− 1.
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Recall that (c1, c2, s) = (c1,ψ,κ(P), c2,ψ,κ(P), sψ,κ(P)) satisfies the system of equations (5.6) for either P = Q∞
or P = Qn (and n is sufficiently large), whence
EP [V (c1(P), c2(P), s(P))] = 0 . (B.81)
Lemma 6.3 implies ∂2Fκ(c1, c2) ≥ 0 for all (c1, c2) ∈ R × R≥0. Thus V (c1, c2, s) ≤ V ↑(c1, c2, s) for all
(c1, c2, s) ∈ R× R≥0 × R≥0. Thus, for either P = Q∞ or P = Qn (and n is sufficiently large)
EP
[
V ↑(c1(P), c2(P), s(P))
] ≥ 0,
which by an algebraic manipulation is equivalent to (writing for simplicity c1 = c1(P), c2 = c2(P), s = s(P))
(sc2)
2 ≤ EP
{
X
[
c2ΠW⊥(G) + ψ
−1/2 (c2 · ∂1Fκ(c1, c2)− c1 · ∂2Fκ(c1, c2))W
]2}
. (B.82)
Note that we have X ≤ xmax by assumption, and |c1(P)| ≤ x1/2max and |c2(P)| ≤ x1/2max by Eq. (B.79). Therefore
(sc2)
2 ≤ x2maxEP
[(
|ΠW⊥(G)|+ ψ−1/2 (|∂1Fκ(c1, c2)|+ |∂2Fκ(c1, c2)|)W
)2]
= x2max
[
EP[ΠW⊥(G)2] + ψ−1 (|∂1Fκ(c1, c2)|+ |∂2Fκ(c1, c2)|)2
]
.
where we use the fact that EP[W 2] = 1 for both P = Q∞ and P = Qn. The claimed bound in Eq. (B.80)
follows (eventually redefining ∆ψ,κ(P)) by setting C = max|c1|≤x1/2max,c2∈[0,x1/2max] |∂1Fκ(c1, c2)|, and using the
fact that W2(Qn,Q∞)→ 0 by Eq. (6.12), which implies
lim
n→∞EQn [(ΠW⊥(G))
2] = EQ∞ [(ΠW⊥(G))2] = 1. (B.83)
B.5 Proof of Proposition 5.1
Point (a) is follows immediately from Corollary B.6.(a). Indeed, the system of equations (B.71) coincides
with the system (5.6) for P = Q∞.
By Corollary B.6.(d), we also have for ψ > ψ↓(κ),
T (ψ, κ) = R∗ψ,κ,Q∞ . (B.84)
First of all, we claim that (ψ, κ) → T (ψ, κ) is continuous and strictly increasing with respect to κ, and
strictly decreasing with respect to ψ.
In order to prove this claim, recall that, by Eq. (B.4),
R∗ψ,κ,P = min
{
Rψ,κ,P(h) | ‖h‖P ≤ 1
}
, (B.85)
Rψ,κ,P(h) = ψ
−1/2 · Fκ
(
〈h,X1/2W 〉P,
∥∥ΠW⊥(X1/2h)∥∥P)+ 〈h,X1/2ΠW⊥(G)〉P. (B.86)
Notice that: (i) for any c1, c2 ∈ R, κ→ Fκ(c1, c2) is continuous and strictly increasing; (ii) as a consequence,
for any fixed h, Rψ,κ,P(h) is strictly increasing with respect to κ and decreasing with respect to ψ; (iii) the
minimumR∗ψ,κ,Q∞ in the above optimization problem is achieved by some h
∗
ψ,κ ∈ L2(Q∞) with ‖h∗ψ,κ‖Q∞ ≤ 1
(see Lemma B.2). The claim that (ψ, κ)→ T (ψ, κ) is continuous and strictly increasing with respect to κ then
follows by a standard argument. This proves point the continuity of T in point (b.i) and the monotonicity
properties in points (b.ii) and (b.iii).
Next, we claim that
lim
ψ→∞
T (ψ, κ) = lim
ψ→∞
R∗ψ,κ,Q∞ < 0 .
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Indeed, let h¯ = X−1/2G/‖X−1/2G‖Q∞ . Then
∥∥h¯∥∥Q∞ ≤ 1 and 〈h¯, X1/2ΠW⊥(G)〉Q∞ = 1/‖X−1/2G‖Q∞ > 0.
By definition, R∗ψ,κ,Q∞ ≤ Lψ,κ,Q∞(h¯). This implies
R∗ψ,κ,Q∞ ≤ ψ−1/2 · max|c1|≤x1/2max,c2∈[0,x1/2max]
Fκ(c1, c2)− 1/‖X−1/2‖Q∞ .
Now the desired result follows by taking ψ → ∞. This proves the first bound in point (b.ii). The second
bound in point (b.ii) follows because
lim
ψ↘ψ↓(κ)
T (ψ, κ)
(i)
= lim
ψ↘ψ↓(κ)
R∗ψ,κ,Q∞ ≥ R∗ψ↓(κ),κ,Q∞
(ii)
> 0.
where (i) is due to Eq (B.84) and (ii) holds because of Corollary B.5.
Third, we show that
lim
κ→∞T (ψ, κ) = limκ→∞R
∗
ψ,κ,Q∞ =∞.
This is due to the following bound on R∗ψ,κ,Q∞ :
R∗ψ,κ,Q∞ ≥ ψ−1/2 · min|c1|≤x1/2min,c2∈[0,x1/2min]
Fκ(c1, c2)− x1/2max ,
and the fact that limκ→∞min|c1|≤x1/2max,c2∈[0,x1/2max] Fκ(c1, c2) =∞. This concludes the proof of point (b.iii).
Last, we show that c1(·, ·), c2(·, ·), s(·, ·) are continuous function on the domain
{
(ψ, κ) : ψ > ψ↓(κ)
}
. Pick
any point (ψ0, κ0) such that ψ0 > ψ
↓(κ0). Let {ψl}l∈N and {κl}l∈N be two sequences such that ψl → ψ0 and
κl → κ0. It suffices to show that
lim
l→∞
(c1(ψl, κl), c2(ψl, κl), s(ψl, κl)) = (c1(ψ0, κ0), c2(ψ0, κ0), s(ψ0, κ0)). (B.87)
Corollary B.6 implies that for all l ∈ N and l = 0,
c1(ψl, κl) = c1,ψl,κl(Q∞) ∈ [−x1/2max, x1/2max],
c2(ψl, κl) = c2,ψl,κl(Q∞) ∈ [∆ψl,κl(Q∞), x1/2max],
s(ψl, κl) = sψl,κl(Q∞) ∈ [0,∆ψl,κl(Q∞)−1(1 + ψ−1C2)1/2xmax]
(B.88)
Now, by definition, limm→∞∆ψl,κl(Q∞) = ∆ψ0,κ0(Q∞) > 0. Thus, we can pick M > m > 0 such that
(c1(ψl, κl), c2(ψl, κl), s(ψl, κl)) ∈ S := [−M,M ]× [m,M ]× [0,M ] for all large enough l. Now, we show that
any limit point (c1(ψl, κl), c2(ψl, κl), s(ψl, κl)) must be (c1(ψ0, κ0), c2(ψ0, κ0), s(ψ0, κ0)). To do this, first take
any limit point of (c1(ψl, κl), c2(ψl, κl), s(ψl, κl)), and denote it by (c˜
∗
1, c˜
∗
2, s˜
∗). It is clear that (c˜∗1, c˜
∗
2, s˜
∗) ∈ S,
and moreover, (c˜∗1, c˜
∗
2, s˜
∗) must satisfy the system of equations (B.71) for ψ = ψ0, κ = κ0,P = Q∞. The next
lemma (proved in the next section) now shows that s˜ must be non-zero.
Lemma B.7. Assume ψ > ψ∗(0). Suppose that (c1, c2, s) satisfies the system of equations (B.71) (with
P = Q∞) for some c2 6= 0. Then we must have that s 6= 0.
We therefore know that (c˜∗1, c˜
∗
2, s˜
∗) satisfies both c˜∗2 > 0 and s˜
∗ > 0 and the system of equations (B.71)
corresponding to ψ = ψ0, κ = κ0,P = Q∞. Now since that solution is known to be unique, by Corol-
lary B.6.(a), we conclude that (c˜∗1, c˜
∗
2, s˜
∗) = (c1(ψ0, κ0), c2(ψ0, κ0), s(ψ0, κ0)). This proves the convergence
statement (B.87), and concludes the proof of point (b.i).
B.5.1 Proof of Lemma B.7
Assume by contradiction that (c1, c2, 0) is a solution of Eq. (B.71) (with P = Q∞) for some c1 and some
c2 6= 0. Denote h = h(G,X,W ) to be the function
h =
c2ΠW⊥(G) + ψ
1/2(c2∂1Fκ(c1, c2)− c1∂2Fκ(c1, c2))W
ψ1/2∂2Fκ(c1, c2)X1/2
. (B.89)
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The condition that (c1, c2, 0) is a solution of the system of equations (B.71) is then equivalent to
EQ∞ [hWX1/2] = −c1, EQ∞ [h2X] = c21 + c22, EQ∞ [h2] = 1. (B.90)
Since EQ∞ [W 2] = 1 and EQ∞ [ΠW⊥(G)W ] = 0, the first of these equations is equivalent to
ψ1/2c2∂1Fκ(c1, c2) = 0,
and since c2 6= 0, we conclude that
∂1Fκ(c1, c2) = 0. (B.91)
Using Eq. (B.91), and the fact that W is independent of G under Q∞, the second equation of (B.90) is
equivalent to
c22((ψ
1/2∂2Fκ(c1, c2))
2 − 1) = 0.
Again, since c2 6= 0 and ∂2Fκ(c1, c2) > 0 by Lemma 6.3, we conclude that
ψ1/2∂2Fκ(c1, c2) = 1. (B.92)
Now Lemma B.1 implies that
(ψ/ψ∗(0))1/2 = ψ1/2 ·min
c∈R
F0(c, 1) ≥ 1, (B.93)
which contradicts our assumed condition on ψ.
C Analysis of Gordon’s optimization problem: Proof of Proposi-
tion 6.4
This section builds upon the notation and results in Section B. As a kind suggestion, the reader needs to go
over all the main results in Section B before reading the rest of the section.
Notice that ξ
(2)
n,ψ,κ = R
∗
ψ,κ,Qn . Therefore, point (a) follows by Corollary B.5 and we can assume hereafter
ψ > ψ↓(κ).
We claim that the following holds for any ψ > ψ↓(κ):
lim
n→∞,p/n→ψ
(c1,ψ,κ(Qn), c2,ψ,κ(Qn), sψ,κ(Qn)) = (c1,ψ,κ(Q∞), c2,ψ,κ(Q∞), sψ,κ(Q∞)). (C.1)
Before proving this claim, let us show that it implies point (b):
• Equation (6.14) follows from the Corollary B.6.(d) and Eq. (C.1).
• The first limit in Eq. (6.15) follows from
lim
n→∞〈ξ
(2)
n,ψ,κ,Λ
1/2w〉 (a)= lim
n→∞ c1,ψ,κ(Qn)
(b)
= c1,ψ,κ(Q∞) = c1(ψ, κ) ,
where (a) is a consequence of Corollary B.6.(c) and (b) follows from Eq. (C.1).
• The second limit in Eq. (6.15) follows from the same argument
lim
n→∞
∥∥θˆ(2)n,ψ,κ∥∥Λn = (c1,ψ,κ(Q∞)2 + c2,ψ,κ(Q∞)2)1/2 = (c1(ψ, κ)2 + c2(ψ, κ)2)1/2 .
• Equation (6.16) can be derived from Corollary B.6.(c) and Eq. (C.1). Let us define
Hn,ψ,κ(G,X,W ) = −
ψ1/2(ΠW⊥,Qn(G)) +
(
∂1Fκ(c1,n, c2,n)− c1,nc−12,n∂2Fκ(c1,n, c2,n)
)
W
c−12,n∂2Fκ(c1,n, c2,n)X1/2 + ψ1/2snX−1/2
,
H∞,ψ,κ(G,X,W ) = −
ψ1/2G+
(
∂1Fκ(c1,∞, c2,∞)− c1,∞c−12,∞∂2Fκ(c1,∞, c2,∞)
)
W
c−12,∞∂2Fκ(c1,∞, c2,∞)X1/2 + ψ1/2s∞X−1/2
,
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where (c1,n, c2,n, sn) = (c1,ψ,κ(Qn), c2,ψ,κ(Qn), sψ,κ(Qn)) and (c1,∞, c2,∞, s∞) = (c1,ψ,κ(Q∞), c2,ψ,κ(Q∞), sψ,κ(Q∞)).
Corollary B.6.(c) shows that the empirical distribution of {(λi, w¯i,√pθˆ(2)n,ψ,κ;i)}i∈[p] is the same as the
distribution of (Xn,Wn, Hn,ψ,κ(Gn, Xn,Wn)) where (Gn, Xn,Wn) ∼ Qn (the reader should be careful
about this—when talking about the distribution of (Xn,Wn, Hn,ψ,κ(Gn, Xn,Wn)), the (c1,n, c2,n, c3,n)
in the definition of Hn,ψ,κ(Gn, Xn,Wn) are viewed as deterministic numbers, and only (Gn, Xn,Wn) ∼
Qn is random). Moreover, the definition of Lψ,κ (see Definition 5.1) shows that Lψ,κ is the same as
the distribution of (G∞, X∞, H∞,ψ,κ(G∞, X∞,W∞)) where (G∞, X∞,W∞) ∼ Q∞. Thus our target
Equation (6.16) is equivalent to
W2 ((Xn,Wn, Hn,ψ,κ(Gn, Xn,Wn)), (X∞,W∞, H∞,ψ,κ(G∞, X∞,W∞)))→ 0.
By triangle inequality, it suffices to prove the convergence
(a) W2 ((Xn,Wn, H∞,ψ,κ(Gn, Xn,Wn)), (X∞,W∞, H∞,ψ,κ(G∞, X∞,W∞)))→ 0.
(b) W2 ((Xn,Wn, Hn,ψ,κ(Gn, Xn,Wn)), (Xn,Wn, H∞,ψ,κ(Gn, Xn,Wn)))→ 0.
To prove point (a), we note that Qn
W2=⇒ Q∞ implies W2 (f(Gn, Xn,Wn), f(G∞, X∞,W∞))→ 0 for any
continuous function f : R3 → R3 satisfying sup(G,X,W )∈R3 ‖f(G,X,W )‖2 /
∥∥(G,X,W )∥∥
2
<∞. In par-
ticular, the continuous functionH∞,ψ,κ(G,X,W ) satisfies sup(G,X,W )∈R3 H∞,ψ,κ(G,X,W )/
∥∥(G,X,W )∥∥
2
<
∞. This is easy to show: the crucial part is to notice that the denominator of H∞(G,X,W ) satisfies
c−12,∞∂2Fκ(c1,∞, c2,∞)X
1/2 + ψ1/2s∞X−1/2 ≥ c−12,∞∂2Fκ(c1,∞, c2,∞)X1/2 ≥ c
for some c > 0, which is implied by (i) max {|c1,∞|, |c2,∞|} ≤ C for C < ∞ by Corollary B.6.(e), (ii)
X > c for some c > 0 by assumption and (iii), ∂2Fκ(c1,∞, c2,∞) > 0 by Lemma 6.3.
To show point (b), it suffices to prove W2(Hn,ψ,κ(Gn, Xn,Wn), H∞,ψ,κ(Gn, Xn,Wn))→ 0. In fact, we
prove a strengthened result:
E(G,X,W )∼Qn
[
(Hn,ψ,κ(G,X,W )−H∞,ψ,κ(G,X,W ))2
] a.s.→ 0. (C.2)
We can view both Hn,ψ,κ(G,X,W ) and H∞,ψ,κ(G,X,W ) as linear functions of G,W, 〈G,W 〉QnG, i.e.,
Hn,ψ,κ(G,X,W ) = a1(X; c1,n, c2,n, sn)G+ a2(X; c1,n, c2,n, sn)W + a3(X; c1,n, c2,n, sn)〈G,W 〉QnG.
H∞,ψ,κ(G,X,W ) = a1(X; c1,∞, c2,∞, s∞)G+ a2(X; c1,∞, c2,∞, s∞)W.
Recall that 0 < c < X < C <∞ by our assumption. Define for j ∈ {1, 2, 3},
εj,n =
{
supX∈[c,C] |aj(X; c1,n, c2,n, sn)− aj(X; c1,∞, c2,∞, s∞)| if j = 1, 2.
supX∈[c,C] |aj(X; c1,n, c2,n, sn)| if j = 3.
It is easy to show that (the reader can check the details by himself)
– For some M < ∞, |εj,n| ≤ M for all n ∈ N. This is mostly due to Corollary B.6. (e)—we know
for some C <∞, |c1,n| ≤ C, |c2,n| ≤ C, |c1,∞| ≤ C, |c2,∞| ≤ C holds for all n ∈ N.
– Almost surely, limn→∞ |εj,n| → 0 for j ∈ {1, 2}. This is mostly due to the convergence in
Eq. (C.1)— we know that (c1,n, c2,n, sn)→ (c1,∞, c2,∞, s∞).
Now, the desired Eq. (C.2) follows since by Cauchy Schwartz inequality
E(G,X,W )∼Qn
[
(Hn,ψ,κ(G,X,W )−H∞,ψ,κ(G,X,W ))2
]
≤ 3 (ε21,nEQn [G2] + ε22,nEQn [W 2] + ε23,n|〈G,Wn〉Qn |2EQn [G2]) a.s.→ 0,
where in the last step, we used the fact that EQn [G2]
a.s.→ EQ∞ [G2] = 1, EQn [W 2] = 1 and |〈G,Wn〉Qn | a.s.→
|〈G,Wn〉Q∞ | = 0 due to the convergence Qn W2→ Q∞.
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We are now left with the task of proving Eq. (C.1). We fix ψ, κ in the rest of the proof. For notational
convenience, we drop ψ, κ from the arguments in what follows. Define the functions
V1,n(c1, c2, s) =
(c2ψ
1/2ΠW⊥,Qn(G) + (c2∂1Fκ(c1, c2)− c1∂2Fκ(c1, c2))W )WX1/2
∂2Fκ(c1, c2)X1/2 + c2ψ1/2sX−1/2
+ c1 ,
V2,n(c1, c2, s) =
(c2ψ
1/2ΠW⊥.Qn(G) + (c2∂1Fκ(c1, c2)− c1∂2Fκ(c1, c2))W )2X
(∂2Fκ(c1, c2)X1/2 + c2ψ1/2sX−1/2)2
− (c21 + c22) ,
V3,n(c1, c2, s) =
(c2ψ
1/2ΠW⊥,Qn(G) + (c2∂1Fκ(c1, c2)− c1∂2Fκ(c1, c2))W )2
(∂2Fκ(c1, c2)X1/2 + c2ψ1/2sX−1/2)2
− 1.
(C.3)
Notice that these functions depend on n because ΠW⊥,Qn does. We introduce the shorthands
(c1,n, c2,n, sn) = (c1(Qn), c2(Qn), s(Qn)) and (c1,∞, c2,∞, s∞) = (c1(Q∞), c2(Q∞), s(Q∞))
For sufficiently large n, (c1,n, c2,n, sn) is the solution of the system of equations
EQn [V1,n(c1, c2, s)] = 0, EQn [V2,n(c1, c2, s)] = 0, EQn [V3,n(c1, c2, s)] = 0. (C.4)
Corollary B.6 implies the existence of M > m > 0 such that
lim sup
n→∞
|c1,n| < M, m < lim inf
n→∞ c2,n ≤ lim supn→∞ c2,n < M, lim supn→∞ sn < M. (C.5)
Define the compact set S := [−M,M ] × [m,M ] × [0,M ]. The next lemma establishes for each i = 1, 2, 3
the uniform convergene result of EQn [Vi,n(c1, c2, s)] to EQ∞ [Vi,∞(c1, c2, s)] on the compact set S. To avoid
interrupting the flow, we defer its proof to the next subsection.
Lemma C.1. For i = 1, 2, 3, we have almost surely
lim sup
n→∞
sup
(c1,c2,s)∈S
|EQn [Vi,n(c1, c2, s)]− EQ∞ [Vi,∞(c1, c2, s)]| = 0 (C.6)
Now, we are ready to show the desired convergence result in Eq. (C.1). We prove that any limit point of
(c1,n, c2,n, sn) must be (c1,∞, c2,∞, s∞). To do this, first take any limit point of (c1,n, c2,n, sn), and denote it
to be (c˜∗1, c˜
∗
2, s˜
∗). Since by definition we have for i = 1, 2, 3,
EQn [Vi,n(c1,n, c2,n, sn)] = 0,
the triangle inequality immediately implies that, for i = 1, 2, 3,
|EQ∞ [Vi,∞(c˜∗1, c˜∗2, s˜∗)]| ≤ |EQ∞ [Vi,∞(c˜∗1, c˜∗2, s˜∗)− EQ∞ [Vi,∞(c1,n, c2,n, sn)]|
+ |EQ∞ [Vi,∞(c1,n, c2,n, sn)− EQn [Vi,n(c1,n, c2,n, sn)|
(C.7)
for all n ∈ N. Now, by definition of S, (c1,n, c2,n, sn) ∈ S for large enough n. Hence,
|EQ∞ [Vi,∞(c˜∗1, c˜∗2, s˜∗)]| ≤ lim sup
n
|EQ∞ [Vi,∞(c˜∗1, c˜∗2, s˜∗)− EQ∞ [Vi,∞(c1,n, c2,n, sn)]|
+ lim sup
n
sup
(c1,c2,s)∈S
|EQ∞ [Vi,∞(c1, c2, s)− EQn [Vi,n(c1, c2, s)| = 0,
(C.8)
where the last identity uses the fact that the mapping (c1, c2, s) → EQ∞ [Vi,∞(c1, c2, s)] is continuous on S,
and the uniform convergence result by Lemma C.1. This shows that any limit point (c˜∗1, c˜
∗
2, s˜
∗) ∈ S must
satisfy the system of equations below
EQ∞ [V1,∞(c1, c2, s)] = 0, EQ∞ [V2,∞(c1, c2, s)] = 0, EQ∞ [V3,∞(c1, c2, s)] = 0. (C.9)
Now we recall Lemma B.7. By Lemma B.7, we know (c˜∗1, c˜
∗
2, s˜
∗) must satisfy both c˜∗2 > 0 and s˜
∗ > 0 and the
system of equations (C.9). Now since the solution of the system of equations (C.9) is unique in R×R>0×R>0
(by Corollary B.6), this shows that (c˜∗1, c˜
∗
2, s˜
∗) = (c1,∞, c2,∞, s∞). Thus, we proved that any limit point of
{(c1,n, c2,n, sn)}n∈N must be (c1,∞, c2,∞, s∞). This implies the desired convergence (C.1).
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C.1 Proof of Lemma C.1
By Eq. (6.12), we know that Qn
W2=⇒ Q∞ almost surely. Therefore, it is sufficient to prove that Qn W2=⇒ Q∞
implies
lim sup
n→∞
sup
(c1,c2,s)∈S
|EQn [Vi,n(c1, c2, s)]− EQ∞ [Vi,∞(c1, c2, s)]| = 0.
Let us denote for i ∈ {1, 2, 3}
V¯i,n(c1, c2, s) = EQn [Vi,n(c1, c2, s)] and V¯i,∞(c1, c2, s) = EQ∞ [Vi,∞(c1, c2, s)].
By Arzela`-Ascoli theorem, it suffices to show that
(a) For each i ∈ {1, 2, 3}, we have for any fixed (c1, c2, s) ∈ S
lim
n→∞
∣∣V¯i,n(c1, c2, s)− V¯i,∞(c1, c2, s)∣∣ = 0.
(b) For each i ∈ {1, 2, 3}, the functions {V¯n,i(c1, c2, s)}n∈N is equicontinuous on S, i.e., for any ε > 0, there
exists some δ > 0, such that for any (c1, c2, s), (c
′
1, c
′
2, s
′) ∈ S satisfying ‖(c1, c2, s)− (c′1, c′2, s′)‖2 < δ,
sup
n∈N
∣∣V¯i,n(c1, c2, s)− V¯i,n(c′1, c′2, s′)∣∣ ≤ ε.
Proof of Point (a) Recall that Qn
W2=⇒ Q∞ implies
lim
n→∞ |EQn [f(G,X,W )]− EQ∞ [f(G,X,W )]| = 0 , (C.10)
for any continuous function f : R3 → R satisfying sup(G,X,W )∈R3 f(G,X,W )‖(G,X,W )‖22 <∞.
We will use this fact to prove the statement of point (a). For notational simplicity, we introduce
V ↑1,n(c1, c2, s) = (c2ψ
1/2ΠW⊥,Qn(G) + (c2∂1Fκ(c1, c2)− c1∂2Fκ(c1, c2))W )WX1/2 ,
V ↑2,n(c1, c2, s) = (c2ψ
1/2ΠW⊥,Qn(G) + (c2∂1Fκ(c1, c2)− c1∂2Fκ(c1, c2))W )2X ,
V ↑3,n(c1, c2, s) = (c2ψ
1/2ΠW⊥,Qn(G) + (c2∂1Fκ(c1, c2)− c1∂2Fκ(c1, c2))W )2 ,
V ↓1 (c1, c2, s) = ∂2Fκ(c1, c2)X
1/2 + c2ψ
1/2sX−1/2 ,
V ↓2 (c1, c2, s) = (∂2Fκ(c1, c2)X
1/2 + c2ψ
1/2sX−1/2)2 ,
V ↓3 (c1, c2, s) = (∂2Fκ(c1, c2)X
1/2 + c2ψ
1/2sX−1/2)2 .
(C.11)
Note that, by definition, we have
V1,n(c1, c2, s) =
V ↑n,1(c1, c2, s)
V ↓1 (c1, c2, s)
+ c1 ≡ U1,n(c1, c2, s) + c1 ,
V2,n(c1, c2, s) =
V ↑n,2(c1, c2, s)
V ↓2 (c1, c2, s)
− (c21 + c22) ≡ U2,n(c1, c2, s)− (c21 + c22),
V3,n(c1, c2, s) =
V ↑n,3(c1, c2, s)
V ↓3 (c1, c2, s)
− 1 ≡ U3,n(c1, c2, s)− 1 .
(C.12)
so we have for any i ∈ {1, 2, 3}, (c1, c2, s) ∈ S,
V¯i,n(c1, c2, s)− V¯i,∞(c1, c2, s) = EQn
[
V ↑i,n(c1, c2, s)
V ↓i (c1, c2, s)
]
− EQ∞
[
V ↑i,∞(c1, c2, s)
V ↓i (c1, c2, s)
]
=
(
EQn
[
V ↑i,n(c1, c2, s)
V ↓i (c1, c2, s)
]
− EQ∞
[
V ↑i,∞(c1, c2, s)
V ↓i (c1, c2, s)
])
︸ ︷︷ ︸
Errn,1,i
+EQn
[
(V ↑i,n(c1, c2, s)− V ↑i,∞(c1, c2, s))
V ↓i (c1, c2, s)
]
︸ ︷︷ ︸
Errn,2,i
.
(C.13)
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To prove point (a), it is sufficient to prove for any (c1, c2, s) ∈ S:
lim
n→∞Errn,1,i(c1, c2, s) = 0 and limn→∞Errn,2,i(c1, c2, s) = 0. (C.14)
We begin with the first limit in Eq. (C.14). The idea is to apply the convergence statement in Eq (C.10).
We claim that
ess sup
(G,X,W )∈R3
V ↑i,∞(c1, c2, s)
V ↓i (c1, c2, s) ‖(G,X,W )‖22
<∞ (C.15)
(where the essential sup holds both under Qn and under Q∞.) This follows by the below two observations.
• There exists Cup = Cup(S, ψ, κ) > 0 such that for any i ∈ {1, 2, 3},
sup
(c1,c2,s)∈S
sup
(G,X,W )∈R3
V ↑i,∞(c1, c2, s)
‖(G,X,W )‖22
≤ Cup. (C.16)
For convenience of the reader, we write explicitly V ↑i,∞(c1, c2, s):
V ↑1,∞(c1, c2, s) = (c2ψ
1/2G+ (c2∂1Fκ(c1, c2)− c1∂2Fκ(c1, c2))W )WX1/2 ,
V ↑2,∞(c1, c2, s) = (c2ψ
1/2G+ (c2∂1Fκ(c1, c2)− c1∂2Fκ(c1, c2))W )2X ,
V ↑3,∞(c1, c2, s) = (c2ψ
1/2G+ (c2∂1Fκ(c1, c2)− c1∂2Fκ(c1, c2))W )2 .
(C.17)
Equation (C.16) holds because (i) ∂1Fκ(c1, c2) and ∂2Fκ(c1, c2) are continuous functions of (c1, c2) (by
Lemma 6.3) and thus are uniformly bounded on the compact set S (ii) by Assumption 1, there exists
a constant C <∞ such that, almost surely, X < C. Therefore, there exists a quadratic polynomial of
(G,W ) such that |V ↑i,∞(c1, c2, s)| is bounded by that quadratic polynomial for any (c1, c2, s).
• There exists clow = clow(S, ψ, κ) > 0 such that for any i ∈ {1, 2, 3},
min
(c1,c2,s)∈S
V ↓i (c1, c2, s) > clow. (C.18)
This is because (i) we have the lower bound V ↓1 (c1, c2, s) > ∂2Fκ(c1, c2)X
1/2 and V ↓i (c1, c2, s) >
(∂2Fκ(c1, c2)X
1/2)2 for i ∈ {2, 3}; (ii) for some c > 0 we have X > c almost surely (by Assumption 1(;
(iii) for some constant c′ > 0, we have ∂2Fκ(c1, c2) > c′ for all (c1, c2, s) ∈ S since ∂2Fκ(c1, c2) is a
positive continuous function (by Lemma 6.3) and S is compact.
Next, we establish the second limit in Eq. (C.14). In light of Eq. (C.18), it is sufficient to prove for any
(c1, c2, s) ∈ S,
lim
n→∞EQn
[
|V ↑i,n(c1, c2, s)− V ↑i,∞(c1, c2, s)|
]
= 0. (C.19)
For future use, let’s prove a strengthened version of Eq (C.19), i.e.
lim
n→∞ sup(c1,c2,s)∈S
EQn
[
|V ↑i,n(c1, c2, s)− V ↑i,∞(c1, c2, s)|
]
= 0. (C.20)
The difference between V ↑i,n(c1, c2, s) and V
↑
i,∞(c1, c2, s) is that the term ΠW⊥,Qn(G) in V
↑
i,n(c1, c2, s) differs
from the term ΠW⊥,Q∞(G) = G in V
↑
i,∞(c1, c2, s). More concretely, let us define the differences
∆1(G) = G−ΠW⊥,Qn(G) = anW
∆2(G) = G
2 −Π2W⊥,Qn(G) = 2anGW − a2nW 2,
(C.21)
where an = EQn [GW ](recall that EQn [W 2] = 1). Since EQn [GW ] → EQ∞ [GW ] = 0 (recall the key fact
Qn
W2=⇒ Q∞), this shows that
lim
n→∞ an = 0.
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Now we compare V ↑i,n(c1, c2, s) and V
↑
i,∞(c1, c2, s) (cf. Eq (C.11) and Eq (C.17)). The difference of V
↑
i,n and
V ↑i,∞ can be characterized by the difference between G and ΠW⊥,Qn(G):
V ↑1,∞(c1, c2, s)− V ↑1,n(c1, c2, s) = anf1(c2, ψ)W 2X1/2
V ↑2,∞(c1, c2, s)− V ↑2,n(c1, c2, s) = 2anf1(c2, ψ)f2(c1, c2, ψ, κ)W 2X + f21 (c2, ψ)(2anGW − a2nW 2)X
V ↑3,∞(c1, c2, s)− V ↑3,n(c1, c2, s) = 2anf1(c2, ψ)f2(c1, c2, ψ, κ)W 2 + f21 (c2, ψ)(2anGW − a2nW 2).
(C.22)
where f1, f2 are functions depending only on c1, c2, ψ, κ and independent of G,W,X:
f1(c2, ψ) = c2ψ
1/2 and f2(c1, c2, ψ, κ) = c2∂1Fκ(c1, c2)− c1∂2Fκ(c1, c2). (C.23)
Now that Eq (C.20) follows since (i) we have the convergence an → 0, (ii) each function f1 and f2 are
uniformly bounded on S, and (iii) each individual term involving (G,W,X) on the RHS of Eq (C.22) i.e.,
W 2X1/2, GWX, W 2X, GW , W 2, are upper and lower bounded by some quadratic function of (G,W ) (since
c < X < C for some constant 0 < c < C <∞ by Assumption 1), and thus the expectation EQn [|W 2X1/2|],
EQn [|GWX|], EQn [|W 2X|], EQn [GW ], EQn [|W 2|] are uniformly bounded over n ∈ N thanks to Eq (C.10).
Proof of Point (b) Recall Eq. (C.12), and define U¯i,n(c1, c2, s) = EQnUi,n(c1, c2, s). notice that it is
sufficient to prove equicontinuity of U¯i,n. Pick any (c1, c2, s), (c
′
1, c
′
2, s
′) ∈ S.
U¯i,n(c1, c2, s)− U¯i,n(c′1, c′2, s′) = EQn
[
V ↑i,n(c1, c2, s)
V ↓i (c1, c2, s)
]
− EQn
[
V ↑i,n(c
′
1, c
′
2, s
′)
V ↓i (c
′
1, c
′
2, s
′)
]
= EQn
[
V ↑i,n(c1, c2, s)V
↓
i (c
′
1, c
′
2, s
′)− V ↑i,n(c′1, c′2, s′)V ↓i (c1, c2, s)
V ↓i (c1, c2, s)V
↓
i (c
′
1, c
′
2, s
′)
]
.
(C.24)
In light of Eq. (C.18) and Eq. (C.24), it is sufficient to prove thar, for any ε > 0, there exists δ > 0 such
that for any (c1, c2, s), (c
′
1, c
′
2, s
′) ∈ S satisfying ‖(c1, c2, s)− (c′1, c′2, s′)‖2 < δ,
sup
n∈N
EQn
[∣∣∣V ↑i,n(c1, c2, s)V ↓i (c′1, c′2, s′)− V ↑i,n(c′1, c′2, s′)V ↓i (c1, c2, s)∣∣∣] ≤ ε. (C.25)
By triangle inequality∣∣∣V ↑i,n(c1, c2, s)V ↓i (c′1, c′2, s′)− V ↑i,n(c′1, c′2, s′)V ↓i (c1, c2, s)∣∣∣
≤
∣∣∣V ↓i (c1, c2, s)(V ↑i,n(c1, c2, s)− V ↑i,n(c′1, c′2, s′))∣∣∣+ ∣∣∣V ↑i,n(c1, c2, s)(V ↓i (c′1, c′2, s′)− V ↓i (c1, c2, s))∣∣∣ (C.26)
Now, the desired goal in Eq. (C.25) follows by the above triangle inequality and the following four observa-
tions.
• There exists some Cup = Cup(S, ψ, κ) > 0 such that for any i ∈ {1, 2, 3},
sup
(c1,c2,s)∈S
V ↓i (c1, c2, s) < Cup. (C.27)
This is because (i) for some universal c, C > 0 we have C > X > c by Assumption 1 and (ii) the
continuous function ∂2Fκ(c1, c2) is bounded on the compact set S.
• For any ε > 0, there exists δ > 0 such that as long as we have ‖(c1, c2, s)− (c′1, c′2, s′)‖2 < δ,
sup
n∈N
EQn
∣∣∣V ↑i,n(c1, c2, s)− V ↑i,n(c′1, c′2, s′)∣∣∣ ≤ ε. (C.28)
An inspection of V ↑i,n(c1, c2, s) (recall Eq. (C.11)) implies that each V
↑
i,n(c1, c2, s) takes the form of
V ↑i,n(c1, c2, s) =
∑
j
fj,i(c1, c2, s, ψ, κ) · gj,i
(
ΠW⊥,Qn(G), X,W
)
(C.29)
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where each fj,i is a continuous function of (c1, c2, s, ψ, κ) independent of (W,G,X) and each gj,i is a
polynomial of (ΠW⊥,Qn(G), X,W ) independent of c1, c2, s, ψ, κ, and each gj,i is at most a quadratic
function of (ΠW⊥,Qn(G),W ). Now, we note the following three facts.
1. The triangle inequality bound on the LHS of Eq. (C.28) in terms of fj,i and gj,i
sup
n∈N
EQn
∣∣∣V ↑i,n(c1, c2, s)− V ↑i,n(c′1, c′2, s′)∣∣∣
≤
∑
j
|fj,i(c1, c2, s, ψ, κ)− fj,i(c′1, c′2, s′, ψ, κ)| · sup
n∈N
EQn
[∣∣gj,i (ΠW⊥,Qn(G), X,W )∣∣]
2. The fact that the function fj,i(c1, c2, s, ψ, κ) is uniformly continuous w.r.t (c1, c2, s) ∈ S for any
fixed ψ, κ, i.e., for any ε > 0, there exists δ > 0 such that as long as ‖(c1, c2, s)− (c′1, c′2, s′)‖2 < δ,
|fj,i(c1, c2, s, ψ, κ)− fj,i(c′1, c′2, s′, ψ, κ)| ≤ ε.
3. There exists some Cup <∞ such that for all i, j
sup
n∈N
EQn
[∣∣gj,i(ΠW⊥,Qn(G), X,W )∣∣] ≤ Cup <∞. (C.30)
This is due to the fact that (i) |X| < C for some universal C > 0 by Assumption 1, (ii) gj,i is at
most a quadratic function of (ΠW⊥,Qn(G),W ) if holding X constant, and thus for some Cup <∞
sup
n∈N
∣∣gj,i(ΠW⊥,Qn(G),W )∣∣ ≤ Cup(ΠW⊥,Qn(G)2 +W 2) (C.31)
(iii) since Qn
W2=⇒ Q∞, we have that
sup
n∈N
EQn
[
(ΠW⊥,Qn(G)
2 +W 2)
]
<∞. (C.32)
.
Now the desired claim in Eq. (C.28) follows immediately from the above observations.
• There exists some Cup = Cup(S, ψ, κ) > 0 such that for any i ∈ {1, 2, 3},
sup
n∈N
sup
(c1,c2,s)∈S
EQn
[∣∣∣V ↑i,n(c1, c2, s)∣∣∣] < Cup. (C.33)
In fact, by Eq. (C.29), we have that
sup
n∈N
sup
(c1,c2,s)∈S
EQn
[∣∣∣V ↑i,n(c1, c2, s)∣∣∣] ≤∑
j
sup
(c1,c2,s)
|fj,i(c1, c2, s, ψ, κ)|·sup
n∈N
EQn
[∣∣gj,i (ΠW⊥,Qn(G), X,W )∣∣] .
Now that Eq. (C.33) follows since (i) the continuous functions |fj,i(c1, c2, s, ψ, κ)| are uniformly bounded
on the compact set (c1, c2, s) ∈ S and (ii) the uniform upper bound of EQn [|gj,i|] in Eq. (C.30).
• For any ε > 0, there exists δ > 0 such that as long as we have ‖(c1, c2, s)− (c′1, c′2, s′)‖2 < δ,∣∣∣V ↓i (c1, c2, s)− V ↓i (c′1, c′2, s′)∣∣∣ ≤ ε. (C.34)
An inspection of V ↓i (c1, c2, s) (recall Eq. (C.11)) implies that each V
↑
i (c1, c2, s) takes the form of
V ↓i (c1, c2, s) =
∑
j
f˜j,i(c1, c2, s, ψ, κ) · g˜j,i
(
X1/2, X−1/2
)
(C.35)
where each f˜j,i is a continuous function of (c1, c2, s, ψ, κ) independent of (W,G,X) and each g˜j,i is a
quadratic polynomial of (X1/2, X−1/2) independent of c1, c2, s, ψ, κ,W,G. Thus, we have∣∣∣V ↓i (c1, c2, s)− V ↓i (c′1, c′2, s′)∣∣∣ ≤∑
j
|fj,i(c1, c2, s, ψ, κ)− fj,i(c′1, c′2, s′, ψ, κ)| ·
∣∣∣g˜j,i (X1/2, X−1/2)∣∣∣
Now that the desired Eq. (C.34) follows because (i) the functions fj,i(c1, c2, s, ψ, κ) is uniformly continu-
ous w.r.t (c1, c2, s) ∈ S for any fixed ψ, κ and (ii) for some Cup <∞, we have
∣∣g˜j,i(X1/2, X−1/2)∣∣ ≤ Cup
almost surely under Qn for all n ∈ N because |X| < C for some universal C > 0 by Assumption 1.
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D Reduction to Gordon’s optimization problem
D.1 Proof of Lemma 6.1
Recall that X has i.i.d. rows xi ∼ N(0,Λ), with Λ a diagonal matrix. We rewrite X = X¯Λ1/2, where
(X¯ij)i≤n,j≤p ∼ N(0, 1). Therefore, Eq. (5.21) yields
ξ
(0)
n,ψ,κ(Θp) = min‖θ‖2≤1,θ∈Θp
max
‖λ‖2≤1,yλ≥0
1√
p
λT(κy − X¯Λ1/2θ) . (D.1)
We need to be cautious when we apply Theorem 2 to ξ
(0)
n,ψ,κ: y is not independent of the Gaussian random
matrix X¯ . To circumvent this technical difficulty, recall that w = θ¯∗/‖θ¯∗‖2 where θ¯∗ = Λ1/2θ∗(w can be
chosen arbitrarily if θ¯∗ = 0). We decompose X¯ into orthogonal components as follows:
X¯ = uwT +XΠw⊥ where u = Xw ∼ N(0, In). (D.2)
(recall the unit vector w that parallels θ¯∗) Since X¯ is isotropic Gaussian, X¯Πw⊥ is independent of (u,y).
Substituting in Eq. (D.1), we get
ξ
(0)
n,ψ,κ(Θp) = min‖θ‖2≤1,,θ∈Θp
max
‖λ‖2≤1,yλ≥0
1√
p
λT(κy − 〈Λ1/2w,θ〉u− X¯Πw⊥Λ1/2θ). (D.3)
Consider, to be definite, the case Θp = B
p(1) (corresponding to ξ
(0)
n,ψ,κ = ξ
(0)
n,ψ,κ(B
p(1))). By conditioning on
(u,y), we can apply Theorem 2 to get for any t ∈ R:
P(ξ(0)n,ψ,κ ≤ t | u,y) ≤ 2P(ξ(1)n,ψ,κ ≤ t | u,y) and P(ξ(0)n,ψ,κ ≥ t | u,y) ≤ 2P(ξ(1)n,ψ,κ ≥ t | u,y) .
Taking expectation over u,y on both sides of the equation gives for any t ∈ R,
P(ξ(0)n,ψ,κ ≤ t) ≤ 2P(ξ(1)n,ψ,κ ≤ t) and P(ξ(0)n,ψ,κ ≥ t) ≤ 2P(ξ(1)n,ψ,κ ≥ t) . (D.4)
The claim for ξ
(0)
n,ψ,κ(Θp), ξ
(1)
n,ψ,κ(Θp) follows by the same argument.
D.2 Proof of Lemma 6.2
Let us introduce the notation
f
(1)
n,ψ,κ(θ) =
1√
p
∥∥∥∥(κ1− 〈Λ1/2w,θ〉(y  u)− ∥∥Πw⊥Λ1/2θ∥∥2(y  h))+
∥∥∥∥
2
+
1√
p
gTΠw⊥Λ
1/2θ,
f
(2)
n,ψ,κ(θ) = ψ
−1/2 · Fκ
(
〈Λ1/2w,θ〉,∥∥Πw⊥Λ1/2θ∥∥2)+ 1√pgTΠw⊥Λ1/2θ.
We claim that
sup
θ:‖θ‖2≤1
∣∣∣f (1)n,ψ,κ(θ)− f (2)n,ψ,κ(θ)∣∣∣ p→ 0. (D.5)
Let us show that this claim implies the statement of Lemma 6.2. By definition, Eq. (6.4), Eq. (6.5) and
Eq. (6.6) gives for any compact Θp,
ξ
(1)
n,ψ,κ(Θp) =
(
ξ¯
(1)
n,ψ,κ(Θp)
)
+
= min
θ∈Θp
(
f
(1)
n,ψ,κ(θ)
)
+
and ξ
(2)
n,ψ,κ(Θp) = min
θ∈Θp
(
f
(2)
n,ψ,κ(θ)
)
+
. (D.6)
Note that the mapping x→ (x)+ is Lipschitz. Thereby, we have when Θp ⊆ {θ : ‖θ‖2 ≤ 1},∣∣∣ξ(1)n,ψ,κ(Θp)− ξ(2)n,ψ,κ(Θp)∣∣∣ ≤ sup
θ:‖θ‖2≤1
∣∣∣∣(f (1)n,ψ,κ(θ))
+
−
(
f
(2)
n,ψ,κ(θ)
)
+
∣∣∣∣ ≤ sup
θ:‖θ‖2≤1
∣∣∣f (1)n,ψ,κ(θ)− f (2)n,ψ,κ(θ)∣∣∣ .
(D.7)
With the uniform convergence result at Eq. (D.5), this immediately implies the desired Lemma 6.2.
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In the rest of the proof, we prove the claim (D.5). We introduce the two functions
g
(1)
n,ψ,κ(ν, q) =
1√
p
∥∥(κ1− ν(y  u)− q(y  h))+∥∥2 and g(2)ψ,κ(ν, q) = ψ−1/2 · Fκ(ν, q), (D.8)
and we denote for each θ ∈ Rp,
ν(θ) = 〈Λ1/2w,θ〉 and q(θ) = ∥∥Πw⊥Λ1/2θ∥∥2.
By definition, we have that for all θ ∈ Rp,∣∣∣f (1)n,ψ,κ(θ)− f (2)n,ψ,κ(θ)∣∣∣ = ∣∣∣g(1)n,ψ,κ (ν(θ), q(θ))− g(2)ψ,κ (ν(θ), q(θ))∣∣∣ (D.9)
Note ‖w‖2 ≤ 1 and |||Λ|||op ≤ C by Assumption 1. Thus, for all θ ∈ {θ : ‖θ‖2 ≤ 1},
|ν(θ)| ≤ ∥∥Λ1/2w∥∥
2
‖θ‖2 ≤ C1/2 and q(θ) ≤
∥∥Λ1/2θ∥∥
2
≤ C1/2. (D.10)
Therefore, Eq. (D.9) and Eq. (D.10) immediately implies that
sup
θ:‖θ‖2≤1
∣∣∣f (1)n,ψ,κ(θ)− f (2)n,ψ,κ(θ)∣∣∣ ≤ sup
|ν|≤C1/2,q≤C1/2
∣∣∣g(1)n,ψ,κ (ν, q)− g(2)ψ,κ (ν, q)∣∣∣ (D.11)
By Eq. (D.11), we can establish the desired uniform convergence result (D.5), by proving
sup
|ν|≤C1/2,q≤C1/2
∣∣∣g(1)n,ψ,κ (ν, q)− g(2)ψ,κ (ν, q)∣∣∣ p→ 0. (D.12)
The proof of Eq. (D.12) is based on standard uniform convergence argument from empirical process theory.
To start with, let us introduce the i.i.d random variables {Zi(ν, q)}ni=1 by
Zi(ν, q) = (κ− νyiui − qyihi)+. (D.13)
so we can have by definition,(
g
(1)
n,ψ,κ (ν, q)
)2
=
1
p
n∑
i=1
Zi(ν, q)
2 = ψ−1 · 1
n
n∑
i=1
Zi(ν, q)
2.
Now, it is natural to introduce the quantity g¯
(1)
n,ψ,κ (ν, q) such that(
g¯
(1)
n,ψ,κ (ν, q)
)2
= ψ−1 · E [Z(ν, q)2] = ψ−1 · E [(κ− νyu− qyh)2+] , (D.14)
where Z(ν, q) = (κ − νyu − qyh)+ and the expectation on the RHS is taken w.r.t the random variables
(y, u, h), whose joint distribution is specified by
(h, u) ⊥ y, h, u ∼ N(0, 1), P(y = 1 | u) = f(‖θ∗,n‖Σ · u) (D.15)
Recall the definition of g
(2)
ψ,κ (ν, q) in Eq. (D.8). We know that(
g
(2)
ψ,κ (ν, q)
)2
= ψ−1 · F 2κ (ν, q) = ψ−1 · E[(κ− νY U − qY H)2+] (D.16)
where the expectation on the RHS is taken w.r.t the random variables (Y, U,H), whose joint distribution is
specified by
(H,U) ⊥ Y, H,U ∼ N(0, 1), P(Y = 1 | U) = f(ρ · U). (D.17)
We can prove the desired Eq. (D.12) by showing that
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• The uniform convergence from g(1)n,ψ,κ(ν, q) to g¯(1)n,ψ,κ (ν, q):
sup
|ν|≤C1/2,0≤q≤C1/2
∣∣∣g(1)n,ψ,κ (ν, q)− g¯(1)n,ψ,κ (ν, q)∣∣∣ a.s.→ 0 (D.18)
• The uniform convergence from g¯(1)n,ψ,κ(ν, q) to g¯(2)n,ψ,κ (ν, q):
sup
|ν|≤C1/2,0≤q≤C1/2
∣∣∣g¯(1)n,ψ,κ (ν, q)− g(2)ψ,κ (ν, q)∣∣∣ a.s.→ 0 (D.19)
In the rest of the proof, for notational simplicity, we introduce the compact set SC ⊆ R2
SC =
{
(ν, q) : |ν| ≤ C1/2, 0 ≤ q ≤ C1/2
}
.
Now, we establish the below three important facts.
(a) There exists some constant c0 > 0 independent of n, ν, q, such that for all t > 0, and (ν, q) ∈ SC
P
(∣∣∣∣∣ 1n
n∑
i=1
Zi(ν, q)
2 − E[Z(ν, q)2]
∣∣∣∣∣ > t
)
≤ 2 exp (−c0nmin{t, t2}) , (D.20)
where Z(ν, q) = (κ − νyu − qyh)+ and y, u, h is distributed according to Eq. (D.15). Indeed, it is not
hard to show for some M < ∞ independent of ν, q, n, we have for all (ν, q) ∈ SC , the i.i.d random
variables {Zi(ν, q)}1≤i≤n are subgaussian with parameter at most M , and thereby {Zi(ν, q)2}1≤i≤n are
subexponential with parameter at most M2. Thus, the desired concentration result at Eq. (D.20) follows
by the standard Bernstein inequality [Ver18b, Thm 2.8].
(b) There exists some numerical constant c1 > 0 so that with probability at least 1−exp(−c1n), the mapping
(ν, q) 7→ g(1)n,ψ,κ(ν, q) is 3ψ−1/2-Lipschitz continuous. In fact, for any pairs (ν, q) and (ν′, q′), by triangle
inequality (and recall the definition of g
(1)
n,ψ,κ at Eq. (D.8))∣∣∣g(1)n,ψ,κ(ν, q)− g(1)n,ψ,κ(ν′, q′)∣∣∣ ≤ 1√p (|ν − ν′| ‖(y  u)+‖2 + |q − q′| ‖(y  h)+‖2)
≤ 1√
p
(‖u‖2 + ‖h‖2) ‖(ν − ν′, q − q′)‖2 .
Now, we recall u ∼ N(0, In) and h ∼ N(0, In), and thus with high probability ‖u‖2 + ‖h‖2 ≤ 3
√
n.
(c) The function (ν, q) 7→ g¯(1)n,ψ,κ(ν, q) is 3ψ−1/2-Lipschitz continuous. Recall Z(ν, q) = (κ − νyu − qyh)+.
Define ∆(ν, q) = −νyu− qyh. By the elementary inequality (a+ b)+ ≤ a+ + b+, we have
Z(ν, q)+ ≤ Z(ν′, q′)+ + ∆(ν − ν′, q − q′)+. (D.21)
Therefore, Minkowski’s inequality implies that for any pairs (ν, q) and (ν′, q′),(
E[Z(ν, q)+]2
)1/2 ≤ (E[Z(ν′, q′)2+])1/2 + E[(∆(ν − ν′, q − q′)2+])1/2 , (D.22)
where we are taking expectation over y, u, h whose distribution is specified by Eq. (D.15). Now that
E[∆(ν, q)2+] ≤ E |∆(ν, q)|2] ≤ 2
(
ν2E[|yu|2] + q2E[|yh|2]) = 2(ν2 + q2). (D.23)
Thereby, Eq. (D.22) implies for any pairs (ν, q) and (ν′, q′),∣∣∣(E[Z(ν, q)+]2)1/2 − (E[Z(ν′, q′)+]2)1/2∣∣∣ ≤ 2 ‖(ν − ν′, q − q′)‖2 . (D.24)
This proves the result as g¯
(1)
n,ψ,κ (ν, q) = ψ
−1/2 · (E[Z(ν, q)+]2)1/2.
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Proof of (D.18) Now, we can prove Eq. (D.18) via standard covering argument. Take the minimal
εn = n
−1/4 covering of the set SC , and we denote them by {(νi, qi)}i∈Tn . Standard volume argument shows
that Tn ≤ 2C2ε−2n . Denote the event En to be
En =
{
max
i∈[Tn]
∣∣∣g(1)n,ψ,κ(νi, qi)− g¯(1)n,ψ,κ(νi, qi)∣∣∣ ≤ εn} ∩ {(ν, q) 7→ g(1)n,ψ,κ(ν, q) is 3ψ−1/2-Lipschitz} . (D.25)
It is clear that on the event En, we have
sup
(ν,q)∈SC
∣∣∣g(1)n,ψ,κ(ν, q)− g¯(1)n,ψ,κ(ν, q)∣∣∣ ≤ (3ψ−1/2 + 1)εn. (D.26)
Point (a), (b) and the union bound above shows that P(En) ≥ 1− (Tn + 1) exp(−c2nε2n) for some numerical
constant c2 > 0. By Borel-Cantelli lemma, (almost surely) there exists some N ∈ N such that En happens
for all n > N . Thus, for some N ∈ N, we have Eq. (D.26) holds for all n > N , and since εn → 0, this shows
the desired almost sure convergence:
lim
n→∞ sup(ν,q)∈SC
∣∣∣g(1)n,ψ,κ(ν, q)− g¯(1)n,ψ,κ(ν, q)∣∣∣ = 0.
Proof of (D.19) Note that ‖θ∗,n‖Σ → ρ. By dominated convergence theorem, we have for (ν, q) ∈ S
lim
n→∞
∣∣∣g¯(1)n,ψ,κ (ν, q)− g(2)ψ,κ (ν, q)∣∣∣ = 0.
Point (c) above implies that the class of functions
{
g¯
(1)
n,ψ,κ (ν, q)
}
n∈N
is equicontinuous. Thus, Arzela`-Ascoli
theorem implies the desired uniform convergence:
lim
n→∞ sup(ν,q)∈S
∣∣∣g¯(1)n,ψ,κ (ν, q)− g(2)ψ,κ (ν, q)∣∣∣ = 0. (D.27)
E Asymptotics of the prediction error: Proof of Proposition 6.5
We introduce the notation:
κˆn = min
i∈[n]
yi〈θˆMMn ,xi〉, νˆn =
〈θˆMMn ,θ∗,n〉Σn∥∥θˆMMn ∥∥Σn ‖θ∗,n‖Σn , (E.1)
We define auxiliary functions ξ
(i)
n,α,κ(ν), ξ¯
(i)
n,α,κ(ν1, ν2) as follows:
• We set for i ∈ {0, 1, 2}, ν ∈ [−1, 1],
ξ
(i)
n,ψ,κ(ν) = ξ
(i)
n,ψ,κ(Θp(ν)), (E.2)
where
Θp(ν) =
{
θ ∈ Rp : ‖θ‖2 ≤ 1,
〈θ∗,n,θ〉Σn
‖θ∗,n‖Σn ‖θ‖Σn
= ν
}
. (E.3)
So in particular, we have
ξn,ψ,κ(ν) = min‖θ‖2≤1,〈θ,θ∗,n〉Σn/(‖θ∗,n‖Σn‖θ‖Σn )=ν
1√
p
‖(κ1− y Xθ)+‖2 ,
ξ
(2)
n,ψ,κ(ν) = min‖θ‖2≤1,〈θ,Λ1/2w〉/‖θ‖Λ=ν
ψ−1/2 · Fκ
(
〈Λ1/2w,θ〉,∥∥Πw⊥Λ1/2θ∥∥2)+ 1√pgTΠw⊥Λ1/2θ .
(E.4)
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Note by definition
ξn,ψ,κ = min
ν∈[−1,1]
ξn,ψ,κ(ν) = min‖θ‖2≤1
1√
p
‖(κ1− y Xθ)+‖2
ξ
(2)
n,ψ,κ = min
ν∈[−1,1]
ξ
(2)
n,ψ,κ(ν) = min‖θ‖2≤1
ψ−1/2 · Fκ
(
〈Λ1/2w,θ〉,∥∥Πw⊥Λ1/2θ∥∥2)+ 1√pgTΠw⊥Λ1/2θ
(E.5)
• We set for any i ∈ {0, 1, 2}, ν1, ν2 ∈ [−1, 1],
ξ¯(i)n,α,κ(ν1, ν2) = min
{
min
ν≤ν1
ξ
(i)
n,ψ,κ(ν), minν≥ν2
ξ
(i)
n,ψ,κ(ν)
}
(E.6)
The above definitions imply
κˆn = sup
κ
{ξn,ψ,κ = 0} , νˆn ∈ {ν : ξn,ψ,κˆn(ν) = 0} . (E.7)
Now, we prove our desired goal of the proposition, i.e.,
νˆn
p→ ν∗(ψ). (E.8)
For any ε > 0, denote ν∗+(ψ; ε) = ν
∗(ψ) + ε and ν∗−(ψ; ε) = ν
∗(ψ)− ε. By Eq. (E.7), it suffices to show that
lim
n→∞,p/n→ψ
P
(
ξ¯n,ψ,κˆn(ν
∗
−(ψ; ε), ν
∗
+(ψ; ε)) > 0
)
= 1 for any ε > 0. (E.9)
The rest of the proof will establish Eq. (E.9). Define for any ν0, ν1 ∈ [−1, 1],
gap(ν0, ν1) = min
c1,0/
√
c21,0+c
2
2,0=ν0, c1,1/
√
c21,1+c
2
2,1=ν1,
max{c21,0+c22,0, c21,1+c22,1}≤xmax
c1,1/2=(c1,0+c1,1)/2, c2,1/2=(c2,0+c2,1)/2
{
1
2
(
Fκ(c1,0, c2,0) + Fκ(c1,1, c2,1)
)
− Fκ(c1,1/2, c2,1/2)
}
.
(E.10)
By Lemma 6.3, Fκ is strictly convex and continuous, and thus we know that (i) (ν0, ν1) → gap(ν0, ν1) is
lower-semicontinuous and (ii) gap(ν0, ν1) > 0 when ν0 6= ν1. The crucial observation is Lemma E.1 below,
whose proof we defer into Section E.1.
Lemma E.1. For any ν0, ν1 ∈ [−1, 1], we have
1
2
(
ξ
(2)
n,ψ,κ(ν0) + ξ
(2)
n,ψ,κ(ν1)
)
− ξ(2)n,ψ,κ ≥ ψ−1/2 · gap(ν0, ν1). (E.11)
Now we are ready to prove Eq. (E.9). Recall our notation that θˆ
(2)
n,ψ,κ ∈ Rp is the optimal solution of the
optimization problem defining ξ
(2)
n,ψ,κ (see Eq. (E.5)). Let us denote νˆ
(2)
n,ψ,κ to be
νˆ
(2)
n,ψ,κ = 〈ξ(2)n,ψ,κ,Λ1/2w〉/
∥∥ξ(2)n,ψ,κ∥∥Λ.
By definition, it is clear for all n, ψ, κ,
ξ
(2)
n,ψ,κ = ξ
(2)
n,ψ,κ
(
νˆ
(2)
n,ψ,κ
)
. (E.12)
Now, we use Lemma E.1. Plugging ν0 = νˆ
(2)
n,ψ,κ, κ = κ
∗(ψ) into Eq. (E.11), and using Eq. (E.12), we get
ξ
(2)
n,ψ,κ∗(ψ)(ν1)− ξ(2)n,ψ,κ∗(ψ) ≥ 2ψ−1/2 · gap(νˆ(2)n,ψ,κ∗(ψ), ν1). (E.13)
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holds for all ν1 ∈ [−1, 1]. Now, we define for any ν0, ν1, ν2 ∈ [−1, 1], κ > 0
gap(ν0, ν1, ν2) = min
{
min
ν≤ν1
gap(ν0, ν), min
ν≥ν2
gapκ(ν0, ν)
}
. (E.14)
Note that (i) (ν0, ν1, ν2)→ gapκ(ν0, ν1, ν2) is lower-semicontinuous (because gapκ(·, ·) is lower semicontinu-
ous), and (ii) for any ν1 < ν0 < ν2 gapκ(ν0, ν1, ν2) > 0 (because gap(κ)(ν0, ν) > 0 for any ν 6= ν0). Now, by
Eq. (E.13), Eq. (E.6) and Eq. (E.14), we know for all ν1, ν2 ∈ [−1, 1],
ξ¯
(2)
n,ψ,κ∗(ψ)(ν1, ν2)− ξ(2)n,ψ,κ∗(ψ) ≥ 2ψ−1/2 · gap(νˆ(2)n,ψ,κ∗(ψ), ν1, ν2). (E.15)
Recall Proposition 6.4. We have almost surely (recall that c∗i (ψ) = ci(ψ, κ
∗(ψ)) for i ∈ {1, 2}),
lim
n→∞,p/n→ψ
ξ
(2)
n,ψ,κ∗(ψ) = T (ψ, κ
∗(ψ)) = 0 and lim
n→∞,p/n→ψ
νˆ
(2)
n,ψ,κ∗(ψ) =
c∗1(ψ)√
(c∗1(ψ))2 + (c
∗
2(ψ))
2
= ν∗(ψ).
(E.16)
Therefore, for any fixed ν1, ν2, by Eq. (E.15) and Eq. (F.14), we have almost surely
lim inf
n→∞,p/n→ψ
ξ¯
(2)
n,ψ,κ∗(ψ)(ν1, ν2) ≥ 2ψ−1/2 · gap(ν∗(ψ), ν1, ν2). (E.17)
Now, for any fixed ε > 0, we define η(ψ; ε) > 0 by
η(ψ; ε) = 2ψ−1 · gap(ν∗(ψ), ν∗−(ψ; ε), ν∗+(ψ; ε)). (E.18)
then Eq. (E.17) implies in particular that
lim inf
n→∞,p/n→ψ
P
(
ξ¯
(2)
n,ψ,κ∗(ψ)(ν
∗
−(ψ; ε), ν
∗
+(ψ; ε)) ≥ η(ψ; ε)
)
= 1. (E.19)
Notice that ξ¯
(2)
n,ψ,κ∗(ψ)(ν1, ν2) = ξ¯
(2)
n,ψ,κ∗(ψ)(Θp(ν1, ν2)) where the set Θp(ν1, ν2) is defined by
Θp(ν1, ν2) =
{
θ : ‖θ‖2 ≤ 1,
〈θ∗,n,θ〉Σn
‖θ∗,n‖Σn ‖θ‖Σn
≤ ν1
}⋃{
θ : ‖θ‖2 ≤ 1,
〈θ∗,n,θ〉Σn
‖θ∗,n‖Σn ‖θ‖Σn
≥ ν2
}
. (E.20)
Thus, Eq. (E.19), Lemma 6.1 and Lemma 6.2 imply that
lim
n→∞P
(
ξn,ψ,κ∗(ψ)(ν1, ν2) > η(ψ; ε)
)
= 1. (E.21)
Finally, we notice that
• The function κ→ ξn,ψ,κ(ν1, ν2) is ((ψ)−1/2)-Lipschitz for all n, ψ, ν1, ν2. This is due to (i) the mapping
κ→ 1√p ‖(κ1− y Xθ)+‖2 is ((ψ)−1/2) Lipschitz, and (ii) the variational characterization below:
ξn,ψ,κ(ν1, ν2) = min
θ:‖θ‖≤1,θ∈Θp(ν1,ν2)
1√
p
‖(κ1− y Xθ)+‖2
• the convergence κˆn p→ κ∗(ψ) which is implied by Eq. (E.7), Eq. (6.17) and Eq. (6.18).
Using the above two facts, and the high probability bound at Eq. (E.21), we get
lim
n→∞P (ξn,ψ,κˆn(ν1, ν2) > η(ψ; ε)) = 1. (E.22)
This gives the desired claim at Eq. (E.9), and thus the proposition.
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E.1 Proof of Lemma E.1
Let θ0 ∈ Rp, θ1 ∈ Rp be such that 〈Λ1/2w,θ0〉/ ‖θ0‖Λ = ν0, 〈Λ1/2w,θ1〉/ ‖θ1‖Λ = ν1 and
ξ
(2)
n,ψ,κ(ν0) = ψ
−1/2 · Fκ
(
〈Λ1/2w,θ0〉,
∥∥Πw⊥Λ1/2θ0∥∥2)+ 1√pgTΠw⊥Λ1/2θ0
ξ
(2)
n,ψ,κ(ν1) = ψ
−1/2 · Fκ
(
〈Λ1/2w,θ1〉,
∥∥Πw⊥Λ1/2θ1∥∥2)+ 1√pgTΠw⊥Λ1/2θ1.
(E.23)
Denote θ1/2 =
1
2 (θ0 + θ1). By definition of ξ
(2)
n,ψ,κ, we know that
ξ
(2)
n,ψ,κ ≤ ψ−1/2 · Fκ
(
〈Λ1/2w,θ1/2〉,
∥∥Πw⊥Λ1/2θ1/2∥∥2)+ 1√pgTΠw⊥Λ1/2θ1/2
≤ ψ−1/2 · Fκ
(
〈Λ1/2w,θ1/2〉, 1
2
(∥∥Πw⊥Λ1/2θ0∥∥2 + ∥∥Πw⊥Λ1/2θ1∥∥2))+ 1√pgTΠw⊥Λ1/2θ1/2
(E.24)
where the second line follows since Fκ is increasing w.r.t its second argument (see Lemma 6.3). Denote
c1,0 = 〈Λ1/2w,θ0〉, c1,1 = 〈Λ1/2w,θ1〉, c2,0 =
∥∥Πw⊥Λ1/2θ0∥∥2, c2,1 = ∥∥Πw⊥Λ1/2θ1∥∥2.
Let c1,1/2 =
1
2 (c1,0 + c1,1) and c2,1/2 =
1
2 (c2,0 + c2,1). From Eq. (E.23) and Eq. (E.24), we have
1
2
(
ξ
(2)
n,ψ,κ(ν0) + ξ
(2)
n,ψ,κ(ν1)
)
− ξ(2)n,ψ,κ ≥ ψ−1/2 ·
1
2
(
Fκ(c1,0, c2,0) + Fκ(c1,1, c2,1)
)
− Fκ(c1,1/2, c2,1/2).
Note that ν0 = c1,0/
√
c21,0 + c
2
2,0 and ν1 = c1,1/
√
c21,1 + c
2
2,1. This gives the desired Lemma E.1.
F Asymptotics of the Coordinate Distribution of
√
pθˆ
MM
n : Proof of
Proposition 6.6
F.1 Notation
Recall κˆn denotes the margin of the maximum-linear classifier, i.e., κˆn = mini∈[n] yi〈θˆ
MM
n ,xi〉. Equivalently,
we have that ξn,ψ,κˆn = 0 and
κˆn = sup
κ
{ξn,ψ,κ = 0} . (F.1)
For each θ ∈ Rp with ‖θ‖2 ≤ 1, we denote Lp(θ) to be the following empirical distribution
Lp(θ) = 1
p
p∑
i=1
δ(λi,w¯i,
√
pθi).
For each ε > 0, define Θp(ε) to be the Wasserstein ball around the distribution Lψ,κ∗(ψ):
Θp(ε) =
{
θ ∈ Rp : ‖θ‖2 ≤ 1,W2(Lp(θ),Lψ,κ∗(ψ)) ≤ ε
}
.
Denote Θcp(ε) to be its complement w.r.t the unit ball {θ ∈ Rp : ‖θ‖2 ≤ 1}:
Θcp(ε) =
{
θ ∈ Rp : ‖θ‖2 ≤ 1,W2(Lp(θ),Lψ,κ∗(ψ)) > ε
}
.
Using the above notation, the goal of the section is to establish
W2(Lp(θˆMMn ),Lψ,κ∗(ψ)) p→ 0.
In other words, the goal is to establish for any ε > 0,
lim
n→∞P
(
θˆ
MM
n ∈ Θp(ε)
)
= 1.
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F.2 Main Content of the Analysis
Recall that ξn,ψ,κˆn = 0. Thus, by definition, ξn,ψ,κˆn(Θ
c
p(ε)) > 0 implies that θˆ
MM
n ∈ Θp(ε). Therefore, it
suffices to prove for any ε > 0,
lim
n→∞P
(
ξn,ψ,κˆn
(
Θcp(ε)
)
> 0
)
= 1. (F.2)
The proof is based on the following three steps.
1. In the first step, we prove that, for any ε,∆ > 0,
lim sup
n→∞,p/n→ψ
[
P
(
ξn,ψ,κˆn
(
Θcp(ε)
) ≤ ∆)− 2P(ξ(2)n,ψ,κ∗(ψ) (Θcp(ε)) ≤ ∆)] ≤ 0. (F.3)
This is basically saying that ξn,ψ,κˆn
(
Θcp(ε)
)
is stochastically larger than ξ
(2)
n,ψ,κ∗(ψ)
(
Θcp(ε)
)
(up to a
factor of 2 in Eq. (F.3)). The constant 2 is from the Gordon’s comparison inequality (cf. Lemma 6.1).
2. In the second step, we prove for any ε > 0,
lim
n→∞,p/n→ψ
P
(
ξ
(2)
n,ψ,κ∗(ψ)
(
Θcp(ε)
) ≥ ξ(2)n,ψ,κ∗(ψ) (Bcp(ε/2))) = 1, (F.4)
where (as a reminder, for any ψ, κ > 0, θˆ
(2)
n,ψ,κ denotes the minimum of the optimization problem
defining ξ
(2)
n,ψ,κ (see Eq. (6.8) for detail))
Bcp(ε′) :=
{
θ ∈ Rp : ‖θ‖2 ≤ 1,
∥∥θ − θˆ(2)n,ψ,κ∗(ψ)∥∥2 > ε′} .
The intuition why Eq. (F.4) holds is that Θcp(ε) ⊆ Bc(ε/2) for large n, p when p/n = ψ (we will see
this from the proof) .
3. In the third step, we prove for any ε > 0, there exists η(ψ; ε) > 0 (independent of n), such that
lim
n→∞,p/n→ψ
P
(
ξ
(2)
n,ψ,κ∗(ψ)
(Bcp(ε)) ≥ η(ψ; ε)) = 1. (F.5)
It is straightforward to see the above facts imply the desired Eq. (F.2), thus giving the desired Proposition 6.6.
We prove the above three facts in the three paragraphs below.
Proof of Step 1 (Eq. (F.3)) First, Lemma 6.1 and Lemma 6.2 relate ξn,ψ,κ∗(ψ)
(
Θcp(ε)
)
and ξ
(2)
n,ψ,κ∗(ψ)
(
Θcp(ε)
)
—
showing that for any ε,∆ > 0,
lim sup
n→∞,p/n→ψ
[
P
(
ξn,ψ,κ∗(ψ)
(
Θcp(ε)
) ≤ ∆)− 2P(ξ(2)n,ψ,κ∗(ψ) (Θcp(ε)) ≤ ∆)] ≤ 0. (F.6)
Thus, it suffices to prove for any ε,∆ > 0,
lim sup
n→∞,p/n→ψ
[
P
(
ξn,ψ,κˆn
(
Θcp(ε)
) ≤ ∆)− P (ξn,ψ,κ∗(ψ) (Θcp(ε)) ≤ ∆)] ≤ 0.
We show a slightly stronger result—we prove the convergence: as n→∞, p/n→ ψ,
ξn,ψ,κˆn
(
Θcp(ε)
)− ξn,ψ,κ∗(ψ) (Θcp(ε)) p→ 0
To see the above convergence in probability result, we note the below two facts:
(a) we have the convergence κˆn
p→ κ∗(ψ) by comparing Eq. (F.1), Eq. (6.17) and Eq. (6.18).
(b) we have the mapping κ → ξn,ψ,κ(Θcp(ε)) is (ψ)−1/2-Lipschitz uniformly in n, ψ, ε. Indeed, this is true
since we have the variational characterization ξn,ψ,κ(Θ
c
p(ε)) = minθ∈Θcp(ε)
1√
p ‖(κ1− y Xθ)+‖2 and
for each θ, the mapping κ→ 1√p ‖(κ1− y Xθ)+‖2 is (ψ)−1/2 Lipschitz, again uniformly in n, ψ, ε.
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Proof of Step 2 (Eq. (F.4)) By definition, it suffices to prove for any ε > 0, Θcp(ε) ⊆ Bcp(ε/2) happens
eventually as n→∞, p/n→ ψ. To see this, the two key observations are:
(a) W2(Lp(θ1),Lp(θ2)) ≤ ‖θ1 − θ2‖2 for any θ1,θ2 ∈ Rp.
(b) W2(Lp(θˆ(2)n,ψ,κ∗(ψ)),Lψ,κ∗(ψ)) a.s.→ 0 as n→∞, p/n→ ψ by Proposition 6.4.(b). (as a kind note: we apply
Proposition 6.4.(b) to κ = κ∗(ψ), and the notation here Lp(θˆ(2)n,ψ,κ∗(ψ)) has the same meaning as the
notation L(2)n,ψ,κ∗(ψ) in Proposition 6.4)
Now, pick any θ ∈ Θcp(ε) so W2(Lp(θ),Lψ,κ∗(ψ)) ≥ ε. Now triangle inequality and point (a) above indicate∥∥θ − θˆ(2)n,ψ,κ∗(ψ)∥∥2 ≥W2(Lp(θ),Lp(θˆ(2)n,ψ,κ∗(ψ)))
≥W2(Lp(θ),Lψ,κ∗(ψ))−W2(Lp(θˆ
(2)
n,ψ,κ∗(ψ)),Lψ,κ∗(ψ))
≥ ε−W2(Lp(θˆ(2)n,ψ,κ∗(ψ)),Lψ,κ∗(ψ)).
(F.7)
Now Point (b) and Eq. (F.7) imply that, as n→∞, p/n→ ψ, we have for any θ ∈ Θcp(ε),∥∥θ − θˆ(2)n,ψ,κ∗(ψ)∥∥2 ≥ ε/2.
This means Θcp(ε) ⊆ Bcp(ε/2) as n→∞, p/n→ ψ, as desired.
Proof of Step 3 (Eq. (F.5)) We define for any δ > 0, κ > 0 the gap function: (we remind the reader
that xmax, xmin > 0 are constants independent of n ∈ N such that xmax ≥ λmax(Λ) ≥ λmin(Λ) ≥ xmin where
Λ = Λn for all n ∈ N)
gapκ(δ) = min
max{c21,0+c22,0, c21,1+c22,1}≤xmax
c1,1/2=(c1,0+c1,1)/2, c3≤(c2,0+c2,1)/2
x−1min·(8x1/2max( 12 (c2,0+c2,1)−c3)+(c2,0−c2,1)2+(c1,0−c1,1)2)≥δ2
{
1
2
(
Fκ(c1,0, c2,0) + Fκ(c1,1, c2,1)
)
− Fκ(c1,1/2, c3)
}
.
(F.8)
Our proof of Step 3 is based on the following two facts:
1. η(ψ; ε) = ψ−1 · gapκ∗(ψ)(ε/2) > 0 and
2. Eq. (F.5) holds for η(ψ; ε) = ψ−1 · gapκ∗(ψ)(ε/2).
Below we give their proofs.
The proof of fact (i) is simple—gapκ(δ) > 0 for any δ > 0 since (c1, c2)→ Fκ(c1, c2) is continuous, strictly
convex w.r.t (c1, c2), and strictly increasing w.r.t c2 for any given c1, thanks to Lemma 6.3. Thus, we have
η(ψ; ε) = ψ−1 · gapκ(ε/2) > 0.
The proof of fact (ii) is trickier. Introduce the function fn,ψ,κ for all n, ψ, κ:
fn,ψ,κ(θ) = ψ
−1/2 · Fκ
(
〈θ,Λ1/2w〉,
∥∥∥Πw⊥Λ1/2θ∥∥∥
2
)
+
1√
p
gTΠw⊥Λ
1/2θ.
The main technical tool for showing fact (ii) is Lemma F.1 below. To avoid interruption of the flow, we
defer its proof into Section F.3.
Lemma F.1. For any ψ, κ > 0, and any θ0,θ1 satisfying ‖θ0‖2 ≤ 1, ‖θ1‖2 ≤ 1,
1
2
(fn,ψ,κ(θ0) + fn,ψ,κ(θ1))− fn,ψ,κ
(
1
2
(θ0 + θ1)
)
≥ ψ−1/2 · gapκ (‖θ0 − θ1‖2) . (F.9)
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Now we show how Lemma F.1 implies that Eq. (F.5) holds for η(ψ; ε) = ψ−1 · gapκ∗(ψ)(ε/2). To see this,
we first prove
ξ
(2)
n,ψ,κ∗(ψ)
(Bcp(ε)) ≥ ξ(2)n,ψ,κ∗(ψ) + 2η(ψ; ε). (F.10)
Pick θ ∈ Bcp(ε). By substituting κ = κ∗(ψ), θ0 = θˆ
(2)
n,ψ,κ∗(ψ), θ1 = θ into Eq. (F.9), we obtain
1
2
(
fn,ψ,κ∗(ψ)(θˆ
(2)
n,ψ,κ∗(ψ)) + fn,ψ,κ∗(ψ)(θ)
)
− fn,ψ,κ∗(ψ)
(
θˆ
(2)
n,ψ,1/2,∗
)
≥ ψ−1/2 · gapκ∗(ψ)
(∥∥θˆ(2)n,ψ,κ∗(ψ) − θ∥∥2)
(F.11)
for the θˆ
(2)
n,ψ,1/2,∗ =
1
2
(
θˆ
(2)
n,ψ,κ∗(ψ) + θ
)
. Notice that
• gapκ∗(ψ)
(∥∥θˆ(2)n,ψ,κ∗(ψ) − θ∥∥2) ≥ gapκ∗(ψ)(ε) for any θ ∈ Bcp(ε).
• fn,ψ,κ∗(ψ)
(
θˆ
(2)
n,ψ,1/2,∗
)
≥ fn,ψ,κ∗(ψ)(θˆ
(2)
n,ψ,κ∗(ψ)) = ξ
(2)
n,ψ,κ∗(ψ) since θˆ
(2)
n,ψ,κ∗(ψ) minimizes fn,ψ,κ∗(ψ)(θ).
Thus Eq. (F.11) implies for any θ ∈ Bcp(ε)
fn,ψ,κ∗(ψ)(θ) ≥ ξ(2)n,ψ,κ∗(ψ) + 2ψ−1 · gapκ∗(ψ)(ε) = ξ(2)n,ψ,κ∗(ψ) + 2η(ψ; ε). (F.12)
Now we use the crucial observation
ξ
(2)
n,ψ,κ∗(ψ)
(Bcp(ε)) = min
θ∈Bcp(ε)
fn,ψ,κ∗(ψ)(θ).
Thus, it suffices to prove for any θ ∈ Bcp(ε),
fn,ψ,κ∗(ψ)(θ) ≥ ξ(2)n,ψ,κ∗(ψ) + 2η(ψ; ε). (F.13)
We see that Eq. (F.10) follows after taking infimum over θ ∈ Bcp(ε) on both sides of Eq. (F.12).
Following the lower bound in Eq. (F.10), and using the fact that almost surely (see Proposition 6.4)
lim
n→∞,p/n→ψ
ξ
(2)
n,ψ,κ∗(ψ) = ξ
(2)
n,ψ,κ∗(ψ) = T (ψ, κ
∗(ψ)) = 0, (F.14)
one can easily see that Eq. (F.5) holds for η(ψ, ε) > 0, i.e.,
lim
n→∞,p/n→ψ
P
(
ξ
(2)
n,ψ,κ∗(ψ)
(Bcp(ε)) ≥ η(ψ; ε)) = 1.
This concludes the proof.
F.3 Proof of Lemma F.1
Let θ0 ∈ Rp, θ1 ∈ Rp be such that ‖θ0‖2 ≤ 1, ‖θ1‖2 ≤ 1. Denote θ1/2 = 12 (θ0 + θ1). Set
c1,0 = 〈Λ1/2w,θ0〉, c1,1 = 〈Λ1/2w,θ1〉,
c2,0 =
∥∥Πw⊥Λ1/2θ0∥∥2, c2,1 = ∥∥Πw⊥Λ1/2θ1∥∥2,
c1,1/2 = 〈Λ1/2w,θ1/2〉 = 1
2
(c1,0 + c2,0), c3 =
∥∥Πw⊥Λ1/2θ1/2∥∥2.
With these definitions, we have
1
2
(fn,ψ,κ(θ0) + fn,ψ,κ(θ1))− fn,ψ,κ
(
1
2
(θ0 + θ1)
)
= ψ−1 ·
(
1
2
Fκ(c1,0, c2,0) + Fκ(c1,1, c2,1)− Fκ(c1,1/2, c3)
)
Recall the definition of gap function at Eq. (F.8). The desired Lemma F.1 follows if we can show:
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(a) c3 ≤ 12 (c1,2 + c2,2).
(b) max
{
c21,1 + c
2
1,2
} ≤ xmax. c22,1 + c22,2 = ∥∥Λ1/2θ0∥∥22 ≤ xmax.
(c) x−1min ·
(
8x
1/2
max
(
1
2 (c2,0 + c2,1)− c3
)
+ (c2,0 − c2,1)2 + (c1,0 − c1,1)2
)
≥ ‖θ0 − θ1‖22.
We show the above three elementary bounds as follows (which implies the desired Lemma F.1 as discussed):
1. Point (a) is true due to triangle inequality.
2. Point (b) is true because
c21,1 + c
2
1,2 =
∥∥Λ1/2θ1∥∥22 ≤ |||Λ|||op ‖θ1‖2 ≤ xmax
c22,1 + c
2
2,2 =
∥∥Λ1/2θ2∥∥22 ≤ |||Λ|||op ‖θ2‖2 ≤ xmax.
3. Point (c) is a little bit involved. Let us denote
θ0,w = 〈Λ1/2w,θ0〉, θ0,w⊥ = Πw⊥Λ1/2θ0,
θ1,w = 〈Λ1/2w,θ1〉, θ1,w⊥ = Πw⊥Λ1/2θ1.
By elementary calculation, we first have for any vector z0, z1 ∈ Rp,
1
2
(‖z0‖2 + ‖z1‖2)−
∥∥1
2
(z0 + z1)
∥∥
2
=
‖z0‖2 ‖z1‖2 − 〈z0, z1〉
‖z0‖2 + ‖z1‖2 +
∥∥(z0 + z1)∥∥2
Substitute z0 = θ0,w⊥ and z1 = θ1,w⊥ into above, we get that
1
2
(c2,0 + c2,1)− c3 =
c2,0c2,1 − 〈θ0,w⊥ ,θ1,w⊥〉
c2,0 + c2,1 + 2c3
Now that 0 ≤ c2,0, c2,1, c3 ≤ x1/2max by Point (a) and (b). This proves that
4x1/2max
(
1
2
(c2,0 + c2,1)− c3
)
≥ c2,0c2,1 − 〈θ0,w⊥ ,θ1,w⊥〉. (F.15)
Note further the identities:
1
2
(c2,0 − c2,1)2 = 1
2
∥∥θ0,w⊥∥∥22 + 12 ∥∥θ1,w⊥∥∥22 − c2,0c2,1
1
2
(c1,0 − c1,1)2 = 1
2
(θ0,w − θ1,w)2 .
(F.16)
By summing up all the equations in Eq. (F.15) and Eq. (F.16), we get that
4x1/2max
(
1
2
(c2,0 + c2,1)− c3
)
+
1
2
(c2,0 − c2,1)2 + 1
2
(c1,0 − c1,1)2
=
1
2
(θ0,w − θ1,w)2 + 1
2
∥∥θ0,w⊥ − θ1,w⊥∥∥22 = 12 ∥∥∥Λ1/2(θ0 − θ1)∥∥∥22 ≥ 12xmin ‖θ0 − θ1‖22 .
This proves point (c).
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G Some technical results
G.1 Proof of KKT conditions (B.35)
In this appendix we prove the KKT conditions (B.35) for the optimization problem (B.4). The argument is
quite standard and we present it mainly for completeness.
We begin by a simple variant of the Hahn-Banach theorem, which deals with the case of two closed
convex sets C1, C2 of which only one is bounded. While this is a minor technical difference from the standard
setting, we do not know a good reference for this result.
Lemma G.1. Let C1 and C2 be closed convex sets in a Hilbert space H. Assume C1 is bounded, and
C1 ∩ C2 = ∅. Then, there exists some h ∈ H such that
inf
g1∈C1
〈g1, h〉 > sup
g2∈C2
〈g2, h〉. (G.1)
Proof Define the distance dist(C1, C2) by
dist(C1, C2) = inf
g1∈C1,g2∈C2
‖g1 − g2‖ . (G.2)
We claim that dist(C1, C2) = ‖g∗1 − g∗2‖ for some g∗1 ∈ C1 and g2 ∈ C2. To show this, let g1,n ∈ C1 and
g2,n ∈ C1 be such that ‖g1,n − g2,n‖ → dist(C1, C2). Since C1 is bounded, we know that {g1,n}n∈N is bounded
and therefore {g2,n}n∈N is also bounded. Hence, for some M > 0, we have g2,n ∈ C2 ∩ B(M) for all n ∈ N
(B(r) denotes the closed ball with radius r in H). Note that: (i) by Banach-Alaoglu Theorem, since C1
and C2 ∩ B(M) are bounded and closed, they are compact they are compact with respect to the weak-∗
topology; (ii) the mapping h → ‖h‖ is lower semicontinuous with respect to the weak-∗ topology. By (i),
we can choose a weak limit point (g∗1 , g
∗
2) ∈ C1 × C2 of the sequence {(g1,n, g2,n)}n∈N. By (ii), we have
dist(C1, C2) ≥ ‖g∗1 − g∗2‖, and therefore dist(C1, C2) = ‖g∗1 − g∗2‖ > 0.
Now, we denote for each δ > 0 the set
Cδ1 = {x : ‖x− x1‖ ≤ δ for some x1 ∈ C} .
Then Cδ1 is bounded, closed and convex. Moreover, if we let δ = dist(C1, C2)/2, then Cδ1 ∩ C2 = ∅. By the
Hahn-Banach theorem shows there exists h ∈ H \ {0} such that
inf
g1∈Cδ1
〈g1, h〉 ≥ sup
g2∈C2
〈g2, h〉. (G.3)
Notice that, since h 6= 0, we have
inf
g1∈C1
〈g1, h〉 > inf
g1∈Cδ1
〈g1, h〉. (G.4)
The desired result follows by Eq. (G.3) and Eq. (G.4).
Lemma G.2. A point h ∈ L2(P) is a minimizer of the optimization problem (B.4) if and only if it satisfies
the KKT conditions (B.35). Further, by Lemma B.2, such a minimizer is unique.
Proof The probability measure P will be fixed throughout the proof, and hence we will drop it from the
subscripts in Rψ,κ,P(h) and ‖h‖P, 〈h1, h2〉P.
We define ∂Rψ,κ(h) to be the following subset of L2(P):
∂Rψ,κ(h) :=
{
X1/2ΠW⊥(G) + ψ
−1/2 ·X1/2
(
∂1Fκ
(
〈h,X1/2W 〉,∥∥ΠW⊥(X1/2h)∥∥)W+
∂2Fκ
(
〈h,X1/2W 〉,∥∥ΠW⊥(X1/2h)∥∥)ΠW⊥(Z)) : Z ∈ Sh
}
Sh =
{{∥∥ΠW⊥(X1/2h)∥∥−1 ·ΠW⊥(X1/2h)} if ∥∥ΠW⊥(X1/2h)∥∥ 6= 0
{Z ′ : ‖Z ′‖ ≤ 1} if ∥∥ΠW⊥(X1/2h)∥∥ = 0.
(G.5)
A standard calculation yields the following (see [HUL13, Chapter VI]):
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• For any ∆h ∈ L2(P) and any t ∈ R, we have
Rψ,κ(h+ t∆h) ≥ Rψ,κ(h) + t · sup
g∈∂Rψ,κ(h)
〈g,∆h〉. (G.6)
• For any ∆h ∈ L2(P), we have
Rψ,κ(h+ t∆h) ≤ Rψ,κ(h) + t sup
g∈∂Rψ,κ(h)
〈g,∆h〉+ o(t) (t→ 0). (G.7)
We will next show that the KKT conditions (B.35)) are sufficient and necessary for h to be optimal.
Sufficiency Suppose the KKT conditions (B.35)) hold for some primal variable h ∈ L2(P) and dual variable
s. This implies −sh ∈ ∂Lψ,κ(h) for some s ≥ 0. Now we divide our discussion into two cases.
• If ‖h‖ < 1, then s = 0 by the KKT conditions (B.35)). Thus, 0 ∈ ∂Rψ,κ(h). Hence, Eq. (G.6)
immediately implies that h is a minimizer of the optimization problem.
• If ‖h‖ = 1, then for some s ≥ 0, we have −sh ∈ ∂Rψ,κ(h). Now, since any feasible direction ∆h (i.e.,
h+ t∆h ∈ {h : ‖h‖ ≤ 1} for some t ≥ 0) must satisfy 〈h,∆h〉 ≤ 0, again by Eq. (G.6) implies that h is
a minimizer of the optimization problem.
Necessity Let h∗ be a minimizer. Then we know that Rψ,κ(h∗+ t∆h) ≥ Rψ,κ(h∗) for any ∆h, t such that
h∗ + t∆h ∈ {h : ‖h‖ ≤ 1}. Again, we divide our discussion into two cases.
• Suppose the minimizer h∗ also satisfies ‖h∗‖ < 1. By Eq. (G.7), we know that, for any ∆h ∈ L2(P),
sup
g∈∂Rψ,κ(h∗)
〈g,∆h〉 ≥ 0. (G.8)
Thus we must have ∂Rψ,κ(h∗) = {0}. Hence, the pair (h, s) = (h∗, 0) satisfies the KKT conditions
(B.35)).
• Suppose the minimum h∗ also satisfies ‖hmin‖ = 1. By Eq. (G.7), we know for any ∆h ∈ L2(P) such
that 〈h∗,∆h〉 < 0 (such ∆h is a feasible direction, i.e, h+ t∆h ∈ {h : ‖h‖ ≤ 1} for t > 0 small enough),
we must have
sup
g∈∂Rψ,κ(h∗)
〈g,∆h〉 ≥ 0. (G.9)
Since ∂Rψ,κ(h) is bounded, a standard perturbation argument implies that Eq. (G.9) continues to hold
for any ∆h ∈ L2(P) such that 〈h∗,∆h〉 ≤ 0. Thus, if we define the convex set C = {−sh∗ : s ≥ 0}, we
have
inf
h′∈C
〈h′,∆h〉 ≥ 0 for some ∆h ∈ L2(P) =⇒ sup
g∈∂Rψ,κ(h)
〈g,∆h〉 ≥ 0. (G.10)
Assume C ∩ ∂Rψ,κ(h∗) = ∅. Since C, ∂Rψ,κ(h∗) are closed and convex, and moreover ∂Rψ,κ(h∗) is
bounded, Lemma G.1 implies the existence of ∆h such that
inf
h′∈C
〈h′,∆h〉 > sup
g∈∂Rψ,κ(h)
〈g,∆h〉. (G.11)
Since C is a cone, this implies infh′∈C〈h′,∆h〉 = 0. This shows the existence of ∆h such that
inf
h′∈C
〈h′,∆h〉 = 0 and sup
gh∈∂Lψ,κ(h)
〈gh,∆h〉 < 0, (G.12)
which thus contradicts Eq. (G.10). Therefore, C ∩ ∂Rψ,κ(h∗) 6= ∅. This means that there exists s such
that the pair (h∗, s) satisfies the KKT conditions (B.35)).
This concludes the proof.
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H Large width asymptotics for the random features model: Proof
of Proposition 3.1
In this section we study the random features model in the wide limit ψ1 → ∞, and prove Proposition 3.1.
We begin by summarizing some notations and definitions for the reader’s convenience.
H.1 Setup
The quantities ψ,ψ1, ψ2 satisfy ψ = ψ1/ψ2. We will fix ψ2 throughout the proof so that taking the limit
ψ →∞ is the same as taking the limit ψ1 →∞. We will use the notation
κ¯ :=
κ√
ψ
, (H.1)
for the normalized margin.
We denote by µ˜ψ1 the Marchenko-Pastur’s law of Eq. (3.17). The notation µψ1 stands for the joint
distribution of (X,W ) where
X = γ21X˜ + γ
2
∗ , W =
γ1
√
ψ1X˜ G˜
C0(γ21X˜ + γ
2∗)1/2
, C0 = E
{ γ21ψ1X˜
(γ21X˜ + γ
2∗)
}1/2
, (H.2)
for independent X˜ ∼ µ˜ψ1 and G˜ ∼ N(0, 1). The quantities γ1, γ∗ > 0 (defined in Eq. (3.4)) are absolute
constants independent of ψ1.
We next recall the predictions for the asymptotic margin κ∗(µψ1 , ψ) and prediction error Err
∗(µψ1 , ψ).
We introduce the function Fκ,τ :
Fκ,τ (c1, c2) =
(
E
[
(κ− c1YτG− c2Z)2+
])1/2
where

Z ⊥ (Y,G,G′) ,
P(Yτ = +1 | G) = E[f0(
√
1− τ2G+√τG′)|G] ,
P(Yτ = −1 | G) = 1− E[f0(
√
1− τ2G+√τG′)|G] ,
Z,G,G′ i.i.d∼ N(0, 1) .
(H.3)
(Notice that this definition is the same as in Eq. (2.1), with theonly difference that we keep track of the
dependence on τ .) Further, let τ(ψ1) be defined as in Eq. (3.22), namely
τ(ψ1)
2 = 1− ψ1E
{ γ21X˜
γ21X˜ + γ
2∗
}
. (H.4)
For the purpose of deriving the ψ1 → ∞ asymptotics, it is most convenient to use the variational
characterization of κ∗(µψ1 , ψ) and Err
∗(µψ1 , ψ) which is obtained in Appendix B (we will slighly modify
those notations for later convenience). We introduce the optimization problem
R∗ψ1(κ¯, τ) = minEψ1 [h2]≤1
Rψ1(h; κ¯, τ) ,
Rψ1(h; κ¯, τ) = ψ
−1/2Fκ¯√ψ,τ
(
Eψ1 [X1/2Wh],
(
Eψ1 [Xh2]− (Eψ1 [X1/2Wh])2
)1/2)
+ Eψ1 [X1/2Gh],
(H.5)
where all the expectation is taken with respect to the Pψ1 , a measure in R3 with coordinates (g, x, w):
Pψ1 ≡ N(0, 1)⊗ µψ1 .
We denote by G(g, x, w) = g, X(g, x, w) = x, W (g, x, w) = w the corresponding random variables. Note
that, by (H.2), X˜, G˜ are functions of (X,W ), hence X˜, G˜ can also be regarded as elements in L2(Pψ1).
We observe that the quantity T (ψ, κ) of Proposition 5.1 coincides withR∗ψ1 , namely T (ψ, κ) = R
∗
ψ1
(κψ−1/2, τ).
In particular, the asymptotic prediction for the maximum rescaled margin is (adapting Definition 5.1)
κ¯∗(ψ1) = inf
{
κ¯ ≥ 0 : R∗ψ1(κ¯, τ(ψ1)) = 0
}
. (H.6)
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Using Lemma B.4 and Corollary B.6, the asymptotic prediction error can also be expressed in terms of the
variational principle (H.5) Denoting by h∗(ψ1) the optimizer (which we know is unique by Lemma B.4), we
define c∗1(ψ1), c
∗
2(ψ1) via
c∗1(ψ1) ≡ Eψ1 [X1/2Wh∗(ψ1)], c∗2(ψ1) ≡
(
Eψ1 [Xh∗(ψ1)2]− (Eψ1 [X1/2Wh∗(ψ1)])2
)1/2
. (H.7)
(These coincide with the quantities defined in Proposition 5.1.) In terms of these quantities, the prediction
error is given by:
Err∗(µψ1 , ψ) = P
(
ν∗(ψ1)Yτ(ψ1)G+
√
1− ν∗(ψ1)2Z ≤ 0
)
,
ν∗(ψ1) ≡ c
∗
1(ψ1)√
(c∗1(ψ1))2 + (c
∗
2(ψ1))
2
,
(H.8)
H.2 Proof of Proposition 3.1
We begin by stating some properties of the variational problem in the statement of Proposition 3.1. The
proof of the next lemma is deferred to Section H.3.
Lemma H.1. For ψ2, γ1, γ∗ > 0, define T∞( · ;ψ2, γ1, γ∗) as in the statement of Eq. (H.10). Namely
R(κ¯, τ, d1, d2) ≡ Fκ¯,τ
(√
ψ2γ1d1,
√
ψ2γ1d2
)− γ1d2 − γ∗√1− d21 − d22 , (H.9)
T∞(κ¯) = min
d21+d
2
2≤1,
d2≥0
R(κ¯, τ, d1, d2) . (H.10)
(a) Then this optimization problem has a unique minimizer (d∗1, d
∗
2) = (d
∗
1(κ¯), d
∗
2(κ¯)) which lies in the open
set S ≡ {(d1, d2) : d21 + d22 < 1, d2 > 0}. Further (d∗1, d∗2) is uniquely characterized by the first order
stationarity conditions ∇d1,d2R(κ¯, τ, d∗1, d∗2) = 0.
(b) The function κ¯→ T∞(κ¯;ψ2, γ1, γ∗) is strictly increasing and satisfies
lim
κ¯↓0
T∞(κ¯) < 0 < lim
κ¯↑∞
T∞(κ¯). (H.11)
Hence, T∞( · ;ψ2, γ1, γ∗) has a unique zero, which coincides with κ¯∗,wide(ψ2, γ1, γ∗).
Note that, for α > 0, c1, c2 ∈ R and τ ≥ 0,
Fακ,τ (αc1, αc2) = αFκ,τ (c1, c2) . (H.12)
This implies
Rψ1(h; κ¯, τ) = Fκ¯,τ(ψ1)
(
c¯1,ψ1(h), c¯2,ψ1(h)
)
+ c¯3,ψ1(h), (H.13)
where, for h ∈ L2(Pψ1), we define
c¯1,ψ1(h) ≡ ψ−1/2Eψ1 [X1/2Wh], c¯2,ψ1(h) ≡ ψ−1/2
(
Eψ1 [Xh2]−(Eψ1 [X1/2Wh])2
)1/2
, c¯3,ψ1(h) ≡ Eψ1 [X1/2Gh].
(H.14)
The main idea of the proof is to approximate c¯i,ψ1(h), i = 1, 2, 3 uniformly over h ∈ L2(Pψ1),Eψ1 [h2] ≤ 1,
when ψ1 →∞. Observe that if ψ1 > 1,
X˜ = 0 w.p. 1− 1
ψ1
and X˜ | X˜ 6= 0 d= ψ1V for V ∼ ν 1
ψ1
. (H.15)
With (H.15) in mind, we compute c¯i,ψ1(h) by conditioning on to the events X˜ = 0 and X˜ 6= 0. It turns out
that c¯i,ψ1(h) can be approximated by the following quantities. For h ∈ L2(Pψ1), define
d1,ψ1(h) ≡ Eψ1 [ψ−1/21 hG˜ | X˜ 6= 0],
d2,ψ1(h) ≡
(
Eψ1 [ψ
−1
1 h
2 | X˜ 6= 0]− (Eψ1 [ψ−1/21 hG˜ | X˜ 6= 0])2
)1/2
,
d3,ψ1(h) ≡ Eψ1 [ψ−1/21 hG | X˜ 6= 0],
d4,ψ1(h) ≡ Eψ1 [(1− ψ−11 )1/2hG | X˜ = 0].
(H.16)
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The lemma below shows that we can approximate c¯i,ψ1(h), i = 1, 2, 3 by linear functions of di,ψ1(h), i =
1, 2, 3, 4, along with an estimate on τ(ψ1). The proof of Lemma H.2 is deferred to H.3 along with the proof
of Lemma H.3 and Lemma H.4, to be stated below.
Lemma H.2. There exists a constant C = C(ψ2, γ1, γ∗) > 0 such that
sup
Eψ1 [h2]≤1
|c¯i(h)−
√
ψ2γ1di,ψ1(h)| ≤ Cψ−1/41 for i = 1, 2 and (H.17)
sup
Eψ1 [h2]≤1
|c¯3(h)− γ1d3,ψ1(h)− γ∗d4,ψ1(h)| ≤ Cψ−1/41 (H.18)
τ(ψ1) ≤ Cψ−1/21 (H.19)
Lemma H.2 suggests that for large ψ1, the optimization problem for T (ψ1, κ) (H.13) can be approximated
by the optimization below for τ = 0. For κ¯ ≥ 0, τ ∈ [0, 1], define
R∗∞(κ¯, τ) ≡ minEψ1 [h2]≤1
R∞(h; κ¯, τ) ,
R∞(h; κ¯, τ) ≡ Fκ¯,τ
(
ψ
1/2
2 γ1d1,ψ1(h), ψ
1/2
2 γ1d2,ψ1(h)
)
+ γ1d3,ψ1(h) + γ∗d4,ψ1(h),
(H.20)
where di,ψ1(h) are defined in (H.16). We are most interested in the case R
∗
∞(κ¯, τ = 0), but our proof makes
use of the function R∗∞(κ¯, τ) for general τ ∈ [0, 1].
The next lemma shows that R∞ is a good approximation ot Rψ1 , when ψ1 is large.
Lemma H.3. For ψ1, κ > 0 and h ∈ L2(Pψ1), define
Eψ1(h; κ¯) ≡ Rψ1(h; κ¯, τ(ψ1))−R∞(h; κ¯, τ(ψ1)). (H.21)
Then, we have that
lim
ψ1→∞
sup
κ>0
sup
Eψ1 [h2]≤1
|Eψ1(h; κ¯)| = 0 . (H.22)
The next lemma shows thatR∗∞(κ¯, τ) is in fact independent of ψ1.
Lemma H.4. For κ¯ ≥ 0, τ ∈ [0, 1] and d21 + d22 ≤ 1, define
R(κ¯, τ, d1, d2) ≡ Fκ¯,τ
(√
ψ2γ1d1,
√
ψ2γ1d2
)− γ1d2 − γ∗√1− d21 − d22. (H.23)
Then, we have a simplified expression for R∗∞(κ¯, τ):
R∗∞(κ¯, τ) = min
d21+d
2
2≤1
d2≥0
R(κ¯, τ, d1, d2). (H.24)
In particular, recalling T∞(κ¯) defined in (H.10), we have that R∗∞(κ¯, 0) = T∞(κ¯) for any κ¯ > 0.
Finally, for any κ¯ > 0, τ ∈ [0, 1],
R∞(h; κ¯, τ) ≥ R(κ¯, τ, d1,ψ1(h), d2,ψ1(h)) . (H.25)
We are now in position to prove Proposition 3.1.
Proof of Proposition 3.1, Eq. (3.27) (margin) Recall the definition of κ¯∗(ψ) in Eq. H.6, and κ¯∗,wide in
the statement of Proposition 3.1.(a) (further using Lemma H.4):
κ¯∗(ψ1) = inf
{
κ¯ ≥ 0 : R∗ψ1(κ¯, τ(ψ1)) = 0
}
, (H.26)
κ¯∗,wide = inf
{
κ¯ ≥ 0 : R∗∞(κ¯, 0) = 0
}
. (H.27)
Further notice that both functions κ¯ 7→ fψ1(κ¯) ≡ R∗ψ1(κ¯, τ(ψ1)) and κ¯ 7→ f∞(κ¯) ≡ R∗∞(κ¯, 0) are monotone
increasing and continuous in κ¯, with the latter strictly increasing by Lemma H.1. Finally fψ1(κ¯) → f∞(κ¯)
pointwise as ψ1 → ∞ by Lemma H.3 and using the facts that τ(ψ1) → 0 (by Lemma H.2) and that
(κ¯, τ) 7→ R∗∞(κ¯, τ) is continuous (by the expression in Lemma H.4). This implies that the zeros of fψ1(κ¯)
converge to the (unique) zero of f∞(κ¯), thus proving the claim. 
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Proof of Proposition 3.1, Eq. (3.28) (prediction error) First of all, recall the definitions of Err∗(ψ1)
and Err∗,wide(ψ2, γ1, γ∗) in Eqs. (H.8) and (3.25). Since limψ1→∞ τ(ψ1) = 0 by Eq. (H.19), it suffices to show
that
lim
ψ1→∞
c∗1(ψ1)
c∗2(ψ1)
=
d∗,wide1
d∗,wide2
, (H.28)
where d∗,widei = d
∗
i (κ¯
∗,wide), and (d∗1(κ¯), d
∗
2(κ¯)) the unique minimizer of R(κ¯, 0, d1, d2) in {d21 +d22 ≤ 1, d2 ≥ 0}
as per Lemma H.1. Recalling the characterization of c∗i (ψ1) in Eq. (H.7), we plug h = h
∗(ψ1) in (H.17)to
get:
| ψ−1/2c∗1(ψ1)− ψ1/22 γ1d1,ψ1 (h∗(ψ1)) |≤ Cψ−1/41
| ψ−1/2c∗2(ψ1)− ψ1/22 γ1d2,ψ1 (h∗(ψ1)) |≤ Cψ−1/41 .
(H.29)
From now on, we denote d∗i,ψ1 ≡ di,ψ1 (h∗(ψ1)) , i = 1, 2 for brevity. By (H.29), it suffices to show that
lim
ψ1→∞
d∗i,ψ1 = d
∗,wide
i for i = 1, 2 . (H.30)
The rest of the proof establishes Eq. (H.30). First recall the definition of R(κ¯, τ, d1, d2) in (H.23). We
state a few properties of R(κ¯, τ, d1, d2) which will play a crucial role:
• There exists a constant C = C(ψ2, γ1, γ∗) <∞ such that
| R(κ¯1, τ, d1, d2)−R(κ¯2, τ, d1, d2) |≤ C|κ¯1 − κ¯2|, (H.31)
for every κ¯1, κ¯2 > 0, τ ∈ [0, 1] and d21 + d22 ≤ 1, d2 ≥ 0. Indeed, if we denote ∂κ¯Fκ¯0,τ (d1, d2) to be the
partial derivative of κ¯→ Fκ¯,τ (d1, d2) evaluated at κ¯ = κ¯0,
| R(κ¯1, τ, d1, d2)−R(κ¯2, τ, d1, d2) | ≤
[
sup
κ¯0>0
sup
τ∈[0,1]
sup
d21+d
2
2≤1
d2≥0
∣∣∂κ¯Fκ¯0,τ(√ψ2γ1d1,√ψ2γ1d2)∣∣]|κ¯1 − κ¯2|
=: C|κ¯1 − κ¯2|.
The constant C defined above is finite, since a direct computation gives
lim sup
κ¯0→∞
sup
τ∈[0,1]
sup
d21+d
2
2≤ψ2γ21
d2≥0
∣∣∂κ¯Fκ¯0,τ(d1, d2)∣∣ = lim sup
κ¯0→∞
sup
τ∈[0,1]
sup
d21+d
2
2≤ψ2γ21
d2≥0
E(κ¯0 − d1YτG− d2Z)+
(E[(κ¯0 − d1YτG− d2Z)2+])1/2
= 1.
• By dominated convergence, the following is true for every κ¯ > 0:
lim
τ→0
sup
d21+d
2
2≤1
∣∣R(κ¯, τ, d1, d2)−R(κ¯, 0, d1, d2)∣∣ = 0. (H.32)
• By Lemma H.1 and the definition of κ¯∗∗, d∗∗1 , d∗∗2 , there exists c0 = c0(ψ2, γ1, γ∗) > 0 such that
R(κ¯∗,wide, 0, d1, d2) ≥ T (κ¯∗,wide) + c0
(
(d1 − d∗,wide1 )2 + (d2 − d∗,wide2 )2
)
= c0
(
(d1 − d∗,wide1 )2 + (d2 − d∗,wide2 )2
)
,
(H.33)
for every d21 + d
2
2 ≤ 1, d2 ≥ 0.
R∞
(
h∗(ψ1), κ¯∗(ψ1), τ(ψ1)
) (a)≥ R(κ¯∗(ψ1), τ(ψ1), d∗1,ψ1 , d∗2,ψ1)
(b)
≥ R(κ¯∗,wide, τ(ψ1), d∗1,ψ1 , d∗2,ψ1)− C|κ¯∗(ψ1)− κ¯∗,wide|
(c)
≥ R(κ¯∗,wide, τ(ψ1), d∗1,ψ1 , d∗2,ψ1)− C|κ¯∗(ψ1)− κ¯∗,wide| − ε(ψ1)
(d)
≥ c0
(
(d∗1,ψ1 − d∗,wide1 )2 + (d∗2,ψ1 − d∗,wide2 )2
)− C|κ¯∗(ψ1)− κ¯∗,wide| − ε(ψ1)
(e)
≥ c0
(
(d∗1,ψ1 − d∗,wide1 )2 + (d∗2,ψ1 − d∗,wide2 )2
)− 2ε(ψ1) . (H.34)
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Here (a) follows from Eq. (H.25); (b) from Eq. (H.31); (c) holds for some function ε(ψ1) such that limψ1→∞ ε(ψ1) =
0 by Eq. (H.32), and Lemma H.2; (d) by Eq. eqn:Gprop-4; (e) follows by the convergence of the margin
proved in the previous part (i.e. by Eq. (3.27)), eventually redefining ε(ψ1).
Now recall that
0
(a)
= lim
ψ1→∞
Rψ1
(
h∗(ψ1); κ¯∗(ψ1), τ(ψ1)
) (b)
= lim
ψ1→∞
R∞
(
κ¯(ψ1), τ(ψ1), h
∗(ψ1)
)
, (H.35)
where (a) follows from (H.6) and (b) from Lemma H.3. Therefore, taking the limit ψ1 → ∞ in Eq. (H.34),
we get
lim
ψ1→∞
(
(d∗1,ψ1 − d∗,wide1 )2 + (d∗2,ψ1 − d∗,wide2 )2
)
= 0 , . (H.36)
This concludes the proof of the claim (H.30), and therefore the proof of the proposition. 
H.3 Proof of Lemma H.1, H.2,H.3 and H.4
Proof of Lemma H.1 (a) Recall that, by Eq. (H.23), we
R(κ¯, 0, d1, d2) = Fκ¯,0(
√
ψ2γ1d1,
√
ψ2γ1d2)− γ1d2 − γ∗
√
1− d21 − d22. (H.37)
We make the following two remarks about R(κ¯, 0, d1, d2).
1. Observe that (d1, d2) 7→ −
√
1− d21 − d22 is strictly convex. Since Fκ¯,0(·) is also strictly convex by
Lemma 6.3, (d1, d2) 7→ R(κ¯, 0, d1, d2) is strictly convex for every κ¯ > 0. Hence, there exists a unique
minimizer (d∗1, d
∗
2) =
(
d∗1(κ¯), d
∗
2(κ¯)
)
of (d1, d2) 7→ R(κ¯, 0, d1, d2) in the set {(d1, d2) : d21+d22 ≤ 1, d2 ≥ 0}.
2. By definition of Fκ¯,0, Fκ¯,0(d1,−d2) = Fκ¯,0(d1, d2) for every (d1, d2) ∈ R2. Hence, for d2 ≥ 0
R(κ¯, 0, d1,−d2) = R(κ¯, 0, d1, d2) + 2γ1d2 ≥ R(κ¯, 0, d1, d2). (H.38)
Therefore, in the definition of T∞(κ¯) in (H.10), the constraint d2 ≥ 0 can be removed:
T∞(κ¯) = min
d21+d
2
2≤1
R(κ¯, 0, d1, d2), (H.39)
and the unique minimizer of R(κ¯, 0, d1, d2) in the set {d21 + d22 ≤ 1} is given by (d∗1, d∗2) ∈ {(d1, d2) :
d21 + d
2
2 ≤ 1, d2 > 0}. (Note that, by Eq. (H.38), ∂d2R(κ¯, 0, d1, d2 = 0) ≤ −2γ1.)
We now aim to show that (d∗1)
2 + (d∗2)
2 < 1. Assume, by contradiction, that (d∗1)
2 + (d∗2)
2 = 1. Then, for
every 0 < α < 1, we have
R(κ¯, 0, (1− α)d∗1, (1− α)d∗2) ≥ R(κ¯, 0, d∗1, d∗2), (H.40)
by definition of (d∗1, d
∗
2). Expanding (H.40) gives
Fκ¯,0
(√
ψ2γ1(1− α)d∗1,
√
ψ2γ1(1− α)d∗2
)
+ γ1αd
∗
2 − γ∗
√
1− (1− α)2 ≥ Fκ¯,0
(√
ψ1γ1d
∗
1,
√
ψ2γ1d
∗
2
)
, (H.41)
since we are assuming (d∗1)
2 + (d∗2)
2 = 1. Dividing by α > 0 on each side gives
− γ∗α−1
√
2α− α2 ≥ α−1
(
Fκ¯,0
(√
ψ1γ1d
∗
1,
√
ψ2γ1d
∗
2
)− Fκ¯,0(√ψ1γ1(1− α)d∗1,√ψ2γ1(1− α)d∗2))− γ1d∗2.
(H.42)
Observe that if we send to α→ 0 on both sides, the LHS above tends to −∞. However the right-hand side
above has a finite limit as α → 0, by differentiability of Fκ¯,0( · ) guaranteed by Lemma 6.3. Therefore, it is
a contradiction and we have proved (d∗1, d
∗
2) ∈ {(d1, d2) : d21 + d22 < 1}.
Finally, since (d1, d2) 7→ R(κ¯, 0, d1, d2) is differentiable in the open set S, and achieves its minimum at
(d∗,wide1 , d
∗,wide
2 ), its gradient ∇d1,d2R(κ¯, 0, d1, d2) must vanish at (d∗,wide1 , d∗,wide2 ).
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Proof of Lemma H.1.(b) Note that for every d1, d2 ∈ R, κ¯ → Fκ¯,0(d1, d2) is strictly increasing. Hence,
κ¯→ T∞(κ¯) in (H.10) is obtained by minimizing strictly increasing function in κ¯ over a compact set, {(d1, d2) :
d21 + d
2
2 ≤ 1 , d2 ≥ 0}. Therefore, T∞(·) is strictly increasing. Next, plugging in d1 = d2 = 0 in (H.10) gives
lim
κ¯↓0
T∞(κ¯) ≤ lim
κ¯↓0
(κ¯− γ∗) = −γ∗ < 0. (H.43)
Next, we compute limκ¯→∞ T∞(κ¯). For any d1, d2 ∈ R,
(Fκ¯,0(d1, d2))
2
= E[(κ¯− d1Y0G− d2Z)21(κ¯ ≥ d1Y0G+ d2Z)]
≥ κ¯2P(d1Y0G+ d2Z ≤ κ¯)− 2κ¯E[|d1Y0G+ d2Z|].
(H.44)
For d21 +d
2
2 ≤ 1, we can bound d1Y0G+d2Z ≤ |d1Y0G+d2Z| ≤ |Y0G|+ |Z| = |G|+ |Z|, almost surely. Thus,
min
d21+d
2
2≤1
Fκ¯,0(d1, d2) ≥
(
κ¯2P(|G|+ |Z| ≤ κ¯)− 4κ¯E|Z|)1/2 . (H.45)
Since P(|G|+ |Z| ≤ κ¯)→ 1 as κ¯→∞, the right-hand side tends to ∞ as κ¯→∞. Therefore
lim
κ¯↑∞
T∞(κ¯) ≥ lim
κ¯↑∞
(
min
d21+d
2
2≤1
Fκ¯,0(d1, d2)− max
d21+d
2
2≤1
(
γ1d2 + γ∗(1− d21 − d22)1/2
))
=∞ > 0, (H.46)
which finishes the proof of (H.11). 
Proof of Lemma H.2. Throughout, we make use of the big-O notation in ψ1:
f(ψ1, ψ2, γ1, γ∗, h) = O(g(ψ1)) ⇔
∣∣f(ψ1, ψ2, γ1, γ∗, h)∣∣ ≤ Cg(ψ1), (H.47)
for some C = C(ψ2, γ1, γ∗) > 0. It is convenient to consider the conditional law of (G,X,W, h(G,X,W )
given X˜ = 0 and X˜ 6= 0. Recall that we can express the conditional law of (G,X,W ) given X˜ = 0 and X˜ 6= 0
in terms of (G, G˜, V ), where V ∼ νψ−11 as in (H.15). Explicitly, we denote h=0 and h6=0 to be measurable
functions of (G, G˜, V ) such that
Law
(
G,X,W, h(G,X,W ) | X˜ = 0) = Law(G, γ2∗ , 0, (1− ψ−11 )−1/2h=0)
Law
(
G,X,W, h(G,X,W ) | X˜ 6= 0) = Law(G, γ21ψ1V + γ2∗ , γ1ψ1√V G˜C0(γ21ψ1V + γ2∗)1/2 , ψ1/21 h6=0),
(H.48)
where G, G˜
i.i.d∼ N(0, 1), independent of V ∼ νψ−11 . Before proceeding, we make five remarks about (H.48),
which will be crucial for the proof.
1. Recall that Pψ1(X˜ = 0) = 1− ψ−11 ,Pψ1(X˜ 6= 0) = ψ−11 as stated (H.15).
2. The normalization for h=0 and h6=0 was chosen so that for Eψ1 [h2] ≤ 1,
E[h2=0] + E[h26=0] = (1− ψ−11 )Eψ1 [h2 | X˜ = 0] + ψ−11 Eψ1 [h2 | X˜ 6= 0]
= Pψ1(X˜ = 0)Eψ1 [h2 | X˜ = 0] + Pψ1(X˜ 6= 0)Eψ1 [h2 | X˜ 6= 0]
= Eψ1 [h2] ≤ 1.
(H.49)
3. We can express di,ψ1(h), 1 ≤ i ≤ 4, in terms of h=0 and h6=0 as
d1,ψ1(h) = E[h6=0G˜], d2,ψ1(h) =
(
E[h26=0]− (E[h 6=0G˜])2
)1/2
,
d3,ψ1(h) = E[h6=0G], d4,ψ1(h) = E[h=0G].
(H.50)
4. The following bound, which is a direct consequence of Cauchy Schwarz, will be used throughout the
proof.
E
[|Gh=0|]|, E[|G˜h=0|], E[|Gh6=0|], E[|G˜h6=0|] ≤ 1. (H.51)
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5. Note that νψ−11
has support [(1−ψ−1/21 )2, (1 +ψ−1/21 )2] for ψ1 > 1 by definition of Marchenko-Pastur’s
law in (3.17). Hence, V ∼ νψ−11 implies that
|V − 1|, |
√
V − 1| ≤ 3ψ−1/21 , almost surely. (H.52)
With this setup, we first show (H.19). By the definition of τ(ψ1) in (H.4),
τ(ψ1)
2 = 1− γ21Eψ1 [
ψ1X˜
γ21X˜ + γ
2∗
] = 1− γ21Eψ1 [
ψ1X˜
γ21X˜ + γ
2∗
| X˜ 6= 0]Pψ1(X˜ 6= 0)
= 1− γ21E[
ψ1V
γ21ψ1V + γ
2∗
] = E[
γ2∗
γ21ψ1V + γ
2∗
] = O(ψ−11 ),
(H.53)
where in the last bound, we used the fact that V is bounded away from 0, as stated in (H.52). Similarly we
compute c¯1,ψ1(h) by conditioning on to the events X˜ = 0 and X˜ 6= 0. By (H.48),
c¯1,ψ1(h) = ψ
−1/2Eψ1 [X1/2Wh] = ψ−1/2Eψ1 [X1/2Wh | X˜ 6= 0]Pψ1(X˜ 6= 0)
= ψ−1/2E[(C0)−1γ1ψ1
√
V G˜ψ
1/2
1 h6=0]ψ
−1
1 = (C0)
−1ψ1/22 γ1E[
√
V G˜h6=0].
(H.54)
By the estimate C20 = 1− τ(ψ1)2 = 1 +O(ψ−11 ) and (H.52), the right-hand side equals
c¯1,ψ1(h) = (C0)
−1ψ1/22 γ1E[
√
V G˜h6=0] =
(
1 +O(ψ
−1/2
1 )
)(
ψ
1/2
2 γ1E[G˜h6=0] +O(ψ
−1/2
1 )E[|G˜h6=0|]
)
= ψ
1/2
2 γ1d1,ψ1(h) +O(ψ
−1/2
1 ),
(H.55)
where the last bound is by (H.51). Proceeding in the same fashion to compute ψ−1Eψ1 [Xh2], which appears
in the definition of c¯2,ψ1(h), we have
ψ−1Eψ1 [Xh2] = ψ−1Eψ1 [Xh2 | X˜ = 0]Pψ1(X˜ = 0) + ψ−1Eψ1 [Xh2 | X˜ 6= 0]Pψ1(X˜ 6= 0)
= ψ−1γ2∗E[h2=0] + ψ−1E[(γ21ψ1V + γ2∗)h26=0] = ψ2γ21E[h26=0] +O(ψ
−1/2
1 ),
(H.56)
where in the last bound is due to (H.49) and (H.52). Therefore,
c¯2,ψ1(h) =
(
ψ−1Eψ1 [Xh2]− (ψ−1/2Eψ1 [X1/2Wh])2
)1/2
=
(
ψ−1Eψ1 [Xh2]− c¯1,ψ1(h)2
)1/2
=
(
ψ2γ
2
1E[h26=0] +O(ψ
−1/2
1 )−
(
ψ
1/2
2 γ1E[G˜h6=0] +O(ψ
−1/2
1 )
)2)1/2
=
(
ψ2γ
2
1E[h26=0]− (ψ1/22 γ1E[G˜h6=0])2 +O(ψ−1/21 )
)1/2
,
(H.57)
where the last bound is by (H.51). Now, we use the inequality |(x+y)1/2−x1/2| ≤ |y|1/2 for every x > 0, y ∈ R
to bound
c¯2,ψ1(h) =
(
ψ2γ
2
1E[h26=0]− (ψ1/22 γ1E[G˜h6=0])2
)1/2
+O(ψ
−1/4
1 ) = ψ
1/2
2 γ1d2,ψ1(h) +O(ψ
−1/4
1 ). (H.58)
Finally we compute c¯3,ψ1(h) = Eψ1 [X1/2Gh]:
c¯3,ψ1(h) = Eψ1 [X1/2Gh | X˜ = 0]Pψ1(X˜ = 0) + Eψ1 [X1/2Gh | X˜ 6= 0]Pψ1(X˜ 6= 0)
= γ∗E[G(1− ψ−11 )−1/2h=0](1− ψ−11 ) + E[(γ21ψ1V + γ2∗)1/2Gψ1/21 h6=0]ψ−11
= γ∗E[Gh=0](1− ψ−11 )1/2 + E[(γ21V + ψ−11 γ2∗)1/2Gh6=0].
(H.59)
By (H.52), (γ21V +ψ
−1
1 γ
2
∗)
1/2 =
(
γ21 +O(ψ
−1/2
1 )
)1/2
= γ1 +O(ψ
−1/4
1 ) holds, almost surely. Therefore, (H.51)
shows that the right-hand side above can be estimated as
c¯3,ψ1(h) = γ∗E[Gh=0] + γ1E[Gh6=0] +O(ψ
−1/4
1 ) = γ1d3,ψ1(h) + γ∗d4,ψ1(h) +O(ψ
−1/4
1 ). (H.60)
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Proof of Lemma H.3 We first show that first partial derivatives of (c1, c2) 7→ Fκ,τ (c1, c2) are bounded.
Observe that by convexity of Fκ,τ in Lemma 6.3, c1 7→ ∂1Fκ,τ (c1, c2) is increasing. Thus, for every c1, c2 ∈ R
and κ > 0, τ ∈ [0, 1],
∂1Fκ,τ (c1, c2) ≤ lim sup
c→∞
∂1Fκ,τ (c, c2) = lim sup
c→∞
Fκ,τ (c, c2)
c
= E[(−YτG)2+] ≤ E[|G|2] = 1.
Analogously, we can lower bound
∂1Fκ,τ (c1, c2) ≥ lim inf
c→−∞ ∂1Fκ,τ (c, c2) = lim infc→−∞
Fκ,τ (c, c2)
c
= −E[(YτG)2+] ≥ −E[|G|2] = −1.
Proceeding in the same fashion, the analogous bound for ∂2Fκ,τ (c1, c2) holds as well. Thus, for i = 1, 2
sup
κ>0,τ∈[0,1]
sup
c1,c2∈R
|∂iFκ,τ (c1, c2)| ≤ 1. (H.61)
Therefore, for every κ > 0, τ ∈ [0, 1] and c1, c2, c′1, c′2 ∈ R, we have that
|Fκ,τ (c1, c2)− Fκ,τ (c′1, c′2)| ≤ |c1 − c′1|+ |c2 − c′2|. (H.62)
Now, we use (H.62) to bound |Eψ1,κ(h)|. Recalling the expression of Rψ1,κ(h) in (H.13) and the definition
of R∞(κ, τ, h) in (H.20),
|Eψ1,κ(h)| = |Rψ1,κ(h)−R∞(ψ−1/2κ, τ(ψ1), h)|
=
∣∣∣∣Fψ−1/2κ,τ(ψ1)(c¯1,ψ1(h), c¯2,ψ1(h))+ c¯3,ψ1(h)
− Fψ−1/2κ,τ(ψ1)
(
ψ
1/2
2 γ1d1,ψ1(h), ψ
1/2
2 γ1d2,ψ1(h)
)
− γ1d3,ψ1(h)− γ∗d4,ψ1(h)
∣∣∣∣
≤
∑
i=1,2
|c¯i,ψ1(h)− ψ1/22 γ1di,ψ1 |+ |c¯3,ψ1(h)− γ1d3,ψ1(h)− γ∗d4,ψ1(h)|.
(H.63)
Observe that there is no dependence on κ on the RHS above. Also, by Lemma H.2,
lim
ψ1→∞
sup
Eψ1 [h2]≤1
( ∑
i=1,2
|c¯i,ψ1(h)− ψ1/22 γ1di,ψ1 |+ |c¯3,ψ1(h)− γ1d3,ψ1(h)− γ∗d4,ψ1(h)|
)
= 0. (H.64)
Therefore, by (H.63) and (H.64), limψ1→∞ supκ>0 supEψ1 [h2]≤1 |Eψ1,κ(h)| = 0.
Proof of Lemma H.4 We consider ψ1 > 1 and fix κ¯ > 0, τ ∈ [0, 1] throughout the proof. Define the valid
set of {(di,ψ1(h))1≤i≤4 : Eψ1 [h2] ≤ 1} as
Tψ1 ≡ {(di)1≤i≤4 ∈ R4 : there exists h ∈ L2(Pψ1),Eψ1 [h2] ≤ 1 such that di = di,ψ1(h), 1 ≤ i ≤ 4}. (H.65)
We will show that Tψ1 is the same for all ψ1 > 1 and equals
Tψ1 = T ≡ {(d1, d2, d3, d4) ∈ R4 : |d3| ≤ d2, d21 + d22 + d24 ≤ 1}. (H.66)
First, we show that Tψ1 ⊂ T . Note that for every Eψ1 [h2] ≤ 1,
d1,ψ1(h)
2 + d2,ψ1(h)
2 + d4,ψ1(h)
2 = Pψ1(X˜ 6= 0)Eψ1 [h2 | X˜ 6= 0] + Pψ1(X˜ = 0)(Eψ1 [Gh | X˜ = 0])2
≤ Pψ1(X˜ 6= 0)Eψ1 [h2 | X˜ 6= 0] + Pψ1(X˜ = 0)Eψ1 [h2 | X˜ = 0]Eψ1 [G2 | X˜ = 0]
= Eψ1 [h21(X˜ 6= 0)] + Eψ1 [h21(X˜ = 0)] = Eψ1 [h2] ≤ 1,
(H.67)
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where the first inequality is by Cauchy-Schwarz. We now show that |d3,ψ1(h)| ≤ d2,ψ1(h). Indeed, if we
consider any α ∈ R,
ψ1
(
αd1,ψ1(h) + d3,ψ1(h)
)2
= (Eψ1 [h(αG˜+G) | X˜ 6= 0])2
≤ Eψ1 [h2 | X˜ 6= 0]Eψ1 [(αG˜+G)2 | X˜ 6= 0] = ψ1(d1,ψ1(h)2 + d2,ψ1(h)2)(α2 + 1),
(H.68)
by Cauchy-Schwarz. Expanding the above inequality gives
d2,ψ1(h)
2α2 − 2d1,ψ1(h)d3,ψ1(h)α+ d1,ψ1(h)2 + d2,ψ1(h)2 − d3,ψ1(h)2 ≥ 0, (H.69)
for any α ∈ R. Hence, the discriminant of the above quadratic form is non-positive:
0 ≥ d1,ψ1(h)2d3,ψ1(h)2 − d2,ψ1(h)2(d1,ψ1(h)2 + d2,ψ1(h)2 − d3,ψ1(h)2)
= (d1,ψ(h)
2 + d2,ψ1(h)
2)(d3,ψ1(h)
2 − d2,ψ1(h)2).
(H.70)
In the case of 0 = d1,ψ(h)
2 + d2,ψ1(h)
2 = ψ−11 Eψ1 [h2 | X˜ 6= 0], it must be that h1(X˜ = 0) = 0 Pψ1 -a.s.,
thus d2,ψ1(h) = d3,ψ1(h) = 0. Therefore, (H.70) implies that |d3,ψ1(h)| ≤ d2,ψ1(h) and together with (H.67),
Tψ1 ⊂ T .
Conversely for any (di)1≤i≤4 ∈ T , if we let h0 ∈ L2(Pψ1) to be
h0 = (1− ψ−11 )−1/2d4G1(X˜ = 0) + ψ1/21 (d1G˜+ d3G+
√
d22 − d23)1(X˜ 6= 0), (H.71)
then di,ψ1(h0) = di, 1 ≤ i ≤ 4 holds and Eψ1 [h20] = d21 + d22 + d24 ≤ 1, so (di)1≤i≤4 ∈ Tψ1 . Therefore Tψ1 = T
for any ψ1 > 1 as claimed in (H.66).
Now, we can express R∗∞(κ¯, τ) as an ψ1-independent quantity:
R∗∞(κ¯, τ) = min
(d1,d2,d3,d4)∈Tψ1
{
Fκ¯,τ (ψ
1/2
2 γ1d1, ψ
1/2
2 γ1d2) + γ1d3 + γ∗d4
}
= min
(d1,d2,d3,d4)∈T
{
Fκ¯,τ (ψ
1/2
2 γ1d1, ψ
1/2
2 γ1d2) + γ1d3 + γ∗d4
}
.
(H.72)
Observe that in the above expression, fixing d1, d2, the minimizer for d3 and d4 is given by d
∗
3 = −d2
and d∗4 = −
√
1− d21 − d22. This is because (d1, d2, d3, d4) ∈ T implies that |d3| ≤ d2, |d4| ≤
√
1− d21 − d22.
Moreover, the set for (d1, d2) which there exists (d3, d4) ∈ R2 such that (d1, d2, d3, d4) ∈ T is clearly given
by {(d1, d2) : d21 + d22 ≤ 1, d2 ≥ 0}. Therefore, we have the simplified expression of R∗∞(κ¯, τ):
R∗∞(κ¯, τ) = min
d21+d
2
2≤1
d2≥0
{
Fκ¯,τ
(√
ψ2γ1d1,
√
ψ2γ1d2
)− γ1d2 − γ∗√1− d21 − d22}
= min
d21+d
2
2≤1
d2≥0
R(κ¯, τ, d1, d2),
(H.73)
which finishes the proof of our goal (H.24).
We conclude by proving Eq. (H.25). For any Eψ1 [h2] ≤ 1, we have shown that (di,ψ1(h)) ∈ T , thus,
R∞(h; κ¯, τ) = Fκ¯,τ
(
ψ
1/2
2 γ1d1,ψ1(h), ψ
1/2
2 γ1d2,ψ1(h)
)
+ γ1d3,ψ1(h) + γ∗d4,ψ1(h)
≥ Fκ¯,τ
(
ψ
1/2
2 γ1d1,ψ1(h), ψ
1/2
2 γ1d2,ψ1(h)
)− γ1d2,ψ1(h)− γ∗√1− d1,ψ1(h)2 − d2,ψ1(h)2
= R(κ¯, τ, d1,ψ1(h), d2,ψ1(h)).
(H.74)
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I Proof of Proposition 3.2
Notice that the soft margin κSMn (y,X) (which is the value of the optimization problem (3.29)) can be
equivalently defined by
maximize min
i≤n
[
γ1yi〈θ,xi〉+ γ∗ui
]
, (I.1)
subj. to ‖θ‖22 +
‖u‖22
d
≤ 1 . (I.2)
Notice indeed that the constraint ‖θ‖22 + ‖u‖22/d = 1 can be replaced by the inequality constraint because
any optimizer of the above problem satisfies u ≥ 0, and its value is non-decreasing if we increase the norm
of u by replacing u by u+ c1 for some c > 0.
We next define
ωn,ψ2,κ ≡
1√
d
min
θ∈Rd,u∈Rn
{∥∥(κψ−1/22 · 1n − γ1y Xθ − γ∗u)+∥∥2 ‖θ‖22 + ‖u‖22d ≤ 1
}
. (I.3)
The relation between this quantity and the soft margin κSMn (y,X) is straightforward:
ωn,ψ2,κ = 0 ⇔ κSMn (y,X) ≥ κψ−1/22 . (I.4)
Notice that the optimization over u at fixed ‖u‖2 can be performed explicitly. Indeed, it is easy to check
that, for any vector v ∈ Rn,
min
{‖(v − u)+‖2 : ‖u‖2 ≤ r} = (‖v+‖2 − r)+ . (I.5)
Further, whenever ‖v+‖2 − r ≥ 0 the minimum is uniquely achieved for u = rv/‖v+‖2. We are therefore
led to define
ω
(1)
n,ψ2,κ
≡ min
θ∈Rd,‖θ‖2≤1
{
1√
d
∥∥(κψ−1/22 · 1n − γ1y Xθ)+∥∥2 − γ∗√1− ‖θ‖22} . (I.6)
By Eq. (I.5) we have ωn,ψ2,κ = (ω
(1)
n,ψ2,κ
)+, and therefore
ω
(1)
n,ψ2,κ
≤ 0 ⇔ κSMn (y,X) ≥ κψ−1/22 . (I.7)
By a simple rescaling,
ω
(1)
n,ψ2,κ
= min
s∈[0,1]
{
1√
d
min
θ∈Rd,‖θ‖2=s
∥∥(κψ−1/22 · 1n − γ1y Xθ)+∥∥2 − γ∗√1− s2} (I.8)
= min
s∈[0,1]
{
γ1s√
d
min
θ∈Rd,‖θ‖2=1
∥∥( κ
γ1s
√
ψ2
· 1n − y Xθ
)
+
∥∥
2
− γ∗
√
1− s2
}
. (I.9)
By Lemma 6.1, 6.2 and Proposition 6.4, the following limit holds in probability, for any fixed κ˜ ∈ [0,∞],
lim
n→∞ ξn,ψ
−1
2 ,κ˜
= T (ψ−12 , κ˜) , (I.10)
ξn,ψ−12 ,κ˜
=
1√
d
min
θ∈Rd,‖θ‖2=1
∥∥κ˜ · 1n − y Xθ)+∥∥2 (I.11)
(Notice that ξn,ψ−12 ,κ˜
is defined as in Section 6, with p replaced by d, and ψ by ψ−12 .) Further, using
Corollary B.6 and the definition (B.4) we get
T (ψ−12 , κ˜) = inf‖h‖P≤1
Rψ−12 ,κ˜,P
(h) (I.12)
= min
c∈[0,1]
√
ψ2 Fκ˜(c,
√
1− c2)−
√
1− c2 . (I.13)
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The second equality follows by using the definition of Rψ−12 ,κ˜,P
(h) in Eq. (B.2) and the fact that in the
present case (G,X,W ) ∼ N(0, 1)⊗ δ0 ⊗ N(0, 1). Notice that both the left and right-hand sides of Eq. (I.10)
are non-decreasing function of κ˜, and Lipchitz continuous in κ˜, with Lipschitz constant
√
ψ2 (the latter
follows because they are minima of Lipchitz-continuous functions). Therefore the convergence of Eq. (I.10)
takes place uniformly over compacts. Namely, for any K > 0 we have
lim
n→∞ supκ˜∈[0,K]
∣∣ξn,ψ−12 ,κ˜ − T (ψ−12 , κ˜)∣∣ = 0 . (I.14)
Using this result in Eq. (I.9), we obtain that the following limit holds in probability
lim
n→∞ω
(1)
n,ψ2,κ
= min
s∈[0,1]
{
γ1s T
(
ψ−12 ,
κ
γ1s
√
ψ2
)
− γ∗
√
1− s2
}
(I.15)
= min
c,s∈[0,1]
{
γ1s
√
ψ2Fκ/γ1s
√
ψ2
(
c,
√
1− c2
)
− γ1s
√
1− c2 − γ∗
√
1− s2
}
(I.16)
= min
c,s∈[0,1]
{
γ1s
√
ψ2Fκ/γ1s
√
ψ2
(
c,
√
1− c2
)
− γ1s
√
1− c2 − γ∗
√
1− s2
}
(I.17)
= min
c,s∈[0,1]
{
Fκ
(
γ1
√
ψ2sc, γ1
√
ψ2s
√
1− c2
)
− γ1s
√
1− c2 − γ∗
√
1− s2
}
. (I.18)
Here in the last step we used the homogeneity property aFκ(c1, c2) = Faκ(ac1, ac2), which holds for a ≥ 0.
Comparing the last expression with Eq. (H.10), we get (identifying d1 = sc and d2 = s
√
1− c2):
lim
n→∞ω
(1)
n,ψ2,κ
= T∞(κ;ψ2, γ1, γ∗) . (I.19)
Hence the claim (3.27) follows from Eq. (I.7) by noticing that κ 7→ T∞(κ;ψ2, γ1, γ∗) is strictly monotone
decreasing in κ with a unique zero κ¯∗,wide(ψ2, γ1, γ∗ (the last property follows by specializing Proposition
5.1).
Finally (3.28) follows by keeping track of the minimizer (I.6) in the above derivation.
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