ABSTRACT: In recent years, Automatic Natural Language Processing (ANLP) for Arabic language has received a great amount of attention for the development of several
Introduction
Indexing is a very important operation in the field of Natural Language Processing (NLP). It has several applications in different domains. One of these important domains is information retrieval (IR). The information contained in a document are analyzed and processed by a user or a computer to extract a set of descriptors representing this document, which is called the index. Indexes play an important role in searching the information in which they Samia Zouaoui, Khaled Rezeg LINFI Laboratory, Department of Computer Science University of Biskra Algeria zouaoui.s9@gmail.com, rezeg_khaled@yahoo.fr facilitate the comparison between the representation of a document and a query [2] by identifying the best words that can be used to find a document quickly and with less effort.
In the literature, there are two types of indexation; traditional indexing (TI) and semantic indexing (SA). TI is a method of extracting the most common used words in the text as index words to represent the document without modification or addition. However, semantic indexing (SA) consists of representing the document by the meanings of words (or concepts) rather than by keywords. Such an approach has become very interesting since it solves many word ambiguity problems [4] . The process of indexing can be conducted manually, automatically or semiautomatically [31] . However, indexing is a complex and difficult process, especially when it concerns the indexing of Arabic documents. This is due to the richness of the Arabic language at its four levels: grammatical, morphological, phonetic and semantic.
Nowadays, there have been many works done about indexing Arabic documents using different techniques and tools. Ontology is the most widely used element for indexing Arabic documents in many studies to support the semantic aspect in the various tasks of the NLP, particularly for indexing Arabic documents. It is one of the most used elements to represent the knowledge of a particular domain where it is considered as the most important foundations of Semantic Web Technologies [33] . Ontology is used to allow machines to share a common understanding of information among people or software agents [57] . Ontology can be used in several applications because it provides an explicit and formal way for shareable domain that facilitates the data understanding between people and different applications [57] in various fields, such as artificial intelligence, computer science and linguistics. In 1993, Gruber defined the term of ontology as "a specification of a representational vocabulary for a shared domain of discourse definitions of classes, relations, functions, constraints and objects" [29] . Therefore, the goal of domain ontology is to represent knowledge of a particular area of interest in a formal manner easy to be understood by both human and computer.
The literature on semantic web shows a variety of approaches which uses Ontology to process the English language-based documents. However, there are few works that treat the documents written in Arabic language [12] . This is due to the complex morphological and semantic structures of the Arabic language see [53, 17] . One of the most effective methods for indexing Arabic documents is developing processes that associate information to another. While this method plays a vital role in some applications, most of the research conducted in the area still has not provided satisfactory results. Therefore, there is a need for Arabic Ontology-based Information Retrieval systems.
There has been little research in the area of Ontologybased Information Retrieval , particularly in Arabic language; This was with more or less satisfactory results because of the challenging constraints of complex morphological and semantic structures. Indexing documents causes much more challenges particularly in the case of searching semantics where the user enters a query using natural language to the system because we do not need the user to help the indexing or even technically to be aware of the indexing process.
For the semantic indexing of Arabic documents, we are building a new ontology (SchemNet) based on Arabic schemes and their meanings and the combination of the contents of Arabic WordNet (AWN) [22, 24] and Arabic VerbNet (AVN) [38] . We noticed that Arabic schemes and their meanings were not used in AWN and AVN despite their great importance in Arabic. This article proposes the use of the Arabic ontology (SchemNet) to semantically represent knowledge and develop an automatic indexing tool for Arabic documents. Then we use this resource to filter documents in order to respond to the user requests. Thus, meaningful information could be found with SchemNet ontology rather than with AWN such as a word scheme and its meaning according to the syntactic form. Furthermore, we found that this methodology is interesting to simulate the human ability to calculate the semantic similarity between the sentences of a document. This can be useful in finding relevant documents that respond to user requests. For the indexing method, we have divided each document into sentences and gave them a number for coding and creating a relationship between the index and the documents. To accomplish our objective, we used the SchemNet ontology and we had to integrate and use some tools such as FARASA [1] to apply NLP techniques.
Although the indexing process is based on the stemming phase, the current available solutions have proven that this step consumes a lot of time when processing a large volume of data. To the best of our knowledge, there are no works addressing this problem and especially through the use of agents to improve the indexing process of Arabic documents. Our objective is indexing Arabic documents based on the multi-agent system to improve the indexing process on the term of time processing. To ensure a reactive text processing that deals with NLP applications, with the agent paradigm, we can add an enhancement to solve this problem through its characteristics such as reactive, individuality, selfcontrol, autonomy, flexible, and communication [26] . The MAS is responsible for the management of the NLP process, indexing process, and filtering process.
The rest of this paper is organized as follows: Section 2 discusses the related work in addition to the background information about Arabic language. Section 3 illustrates the proposed system. Section 4 describes the experiments performed to evaluate the proposed methodology and reports the results. Section 5 discusses and justifies the analysis results. Finally, Section 6 summarizes the conclusions and discusses some future directives.
Related Work
In this section, we are only focusing on works that address the problem of processing and indexing Arabic documents. In the literature, a significant number of work has been conducted on the indexation of Arabic documents. Based on [18] , there are three types of approaches: linguistic approaches, Numerical approaches, and hybrid approaches. Compared to other languages, Arabic is very rich in term of vocabulary both in written and spoken form. According to [34] , the Lisan El-Arab dictionary which is developed in the 13th century contains more than 80,000 words, while in English, Samuel Johnson's dictionary, which is considered one of the first English dictionaries, developed in the 18th century, contains 42,000 words.
In the literature, many significant works have been conducted on the automatic processing of the Arabic language. These works are varied depending on the objective of the linguistic analysis of the linguistic phenomenon to be studied. The linguistic analysis aims to decompose the linguistic phenomenon into its main components and to use sophisticated and intelligent tools and methods based on information and communication technologies, which are based on the linguistic level of the language phenomenon to be analysed. The objectives of linguistic analysis are numerous with multiple linguistic levels (see Table 1 ). For example, the analysis of the phenomenon that belongs to the morphological level, is different from the analysis of the phenomenon that belongs to one of the other linguistic levels, such as the semantic and syntactic levels. According to [48] , the morphological analysis gives the Arabic language a mathematical characteristic compatible with the requirements of different programming languages, which is very interesting for researchers and linguists in Arabic word processing.
The most important linguistic applications currently required are information retrieval, question/answer, translation, etc. This is the result of the significant increase in the volume of documents being exchanged and shared in the current Web. Now, it has become necessary to find Table 1 . Main NLP Applications according to the linguistic levels of the Arabic language new intelligent tools and algorithms that allow these documents to be processed quickly and accurately to satisfy the requirements of users.
During the last years, many researches about Arabic text processing have been done by introducing the semantic aspect, which made contents intelligently processed and used by machines. In this paper, we tried to cover some essential features of works that treat Arabic language. Based on our observation versus literature (see Table 2 ), there are several criteria that characterize the different works which study the Arabic language. These criteria are the work objective, the dataset used, the evaluation metrics and the results obtained, etc.
Today, researches focus on the development of a semantic approach that aims to search with concepts rather than words. Semantic indexing attempts to help the searching process to provide meaning to the searching results according to the context of the document. In this case, the most important element is the ontology, which is considered the backbone of the Semantic Web [54] . Studying the Arabic language gained much interest but only few studies focused on developing Arabic ontologybased tools. They also showed that the expressive power and the complexity of the morphological analysis of the Arabic language make it very difficult to build a strong and complete ontology for various applications [10] .
In this context, many Arabic ontologies are created to present information in various domains and to facilitate the interchange of different kind of information between web's users. Each domain of knowledge is based on a certain conceptualization: objects, concepts, and other entities that are assumed to exist in some areas of interest and the relationships existing among them [32] .
In [36] , the authors identified a set of concepts for every Arabic word, and defined the semantic relations between these concepts. They built the top levels of the Arabic Ontology tree, which represent the most abstract concepts in Arabic with philosophical and logical relationships. While the work in [34] proposed a Bilingual Arabic-English Ontology; that regrouped Arabic words with a number of their associative relations such as synonym, ant
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Questions/Answering onym, hypernym, hyponym, meronym, and holonym in an Arabic ontology called Azhary. On the other hand, the authors of in [14] created a specific domain of Arabic Ontology that treats algorithms for the purpose of information retrieval.
To the best of our knowledge, there are no studies that have treated the associations between the patterns , the words and the meaning in the process of building the Arabic ontology or other NLP applications. Despite the increasing demand and interest in the use of patterns for text analysis and semantic research, there is very limited research studying it.
The existing Arabic ontologies can be regrouped into two domains depending on the information they treat: Islamic domain and Non-Islamic domain [16, 11] .
For the Islamic domain, several researches have presented an important aspect of the representation and implementation of Arabic Islamic knowledge. Since the ontology is currently the most widely used element on the Semantic Web, we have found that the most recent works have focused on developing Arabic ontologies on some themes or domains related to Islamic field in order to share a common understanding of Islamic information among Muslims and also for non-Muslims. These researches were interested mainly on developing an Arabic ontology for Holy Quran [55] and Holy Hadith, etc. The Arabic Quran is the most famous book of Islam, covering many themes and domains over the world. Several researches have been done to build an ontology to be used it in the searching process or the information retrieval for the Holy Quran such as [42] , [60] , [46] , [51] . Moreover, the paper [59] illustrates a learning ontology based on an hybrid method that combines lexico-syntactic patterns and association rules for English translation of the meaning of the Quran text.
Non-Islamic domain:
The most recent Arabic ontology works on Semantic Web can be classified into two categories : The first one, works aimed at building a tool or developing a method for improving several tasks such as : information retrieval [16] , translation between languages [15] , Educational Applications [40] , improving question answering systems [46] , [53] , morphology Analysis [34] , text summarization [17] , text annotation [9] , and developing Arabic Semantic Search Engine [45] .
The majority of those previous works have developed a domain ontology field that permits users to share electronic documents in different kinds of knowledge with minimum conceptual and terminological confusion. The second category of works have witnessed an increasing concern for constructing Arabic Ontology, which is a hard task [50] and can be done either manually, automatically or semi-automatically depending on the researcher's objective and the researching conditions [58] . The expressive power of the Arabic language makes it difficult to extract ontological relations automatically [10] . Therefore, the majority of the constructed Arabic Ontologies are done manually or semi-automatically today because of the complexity of the ontology construction that still needs human intervention and depends on dictionaries or other resources. Today, WordNet (AWN) developed by [22] is the most known resource for Arabic language that represents semantic relations between Synsets (groups of synonyms). However, it is still unsatisfactory to cover semantically all domains existing in this language. The [21] create a semi-automatic ontology from Arabic texts based a linguistic expert and the "Arabic verbs" of a contemporary monolingual dictionary in the form of a lexical database. they use Markov clustering algorithm to detect similar verbs and to identify all the synonyms of a given verbal entry. Furthermore, some works adopted for indexing documents are based on re-using existing linguistic ontologies, such as AWN [3] . Similarly, in [20] , the authors propose a model based on mathematics and ontologies, which formalizes the morphological knowledge of Arabic language verbs and their derivatives.
Another work was done to build an Arabic VerbNet (AVN) ( [38] ), which uses the Levin's classes for the automatic extension of AVN via sibling classes [44] . The current version has 202 classes populating 4707 verbs and 834 frames. Every class is a hierarchical structure providing syntactic and semantic information about verbs and filtering them to subclasses. However, despite the importance of the Arabic verbs, very few publications are available in literature that address the impact of the classification of Arabic verbs in Information Retrieval. The most interesting approach to this issue has been proposed by ([47] ). In this work, they construct a new Arabic ontology combining the contents of Arabic AWN and AVN. They have also adopted the Conceptual Graphs representation to present the AVN frames that allow a better semantic representation and matching in intelligent Arabic QA systems. However, this approach may not be practical to express all situations of CGs of each verb.
Moreover, we conclude that the current Arabic ontologies have been developed are for objective to improve a specific task in particular domain of interest which are not satisfactory for various tasks such as information retrieval, Question Answering, text summarization, text annotation, and text translation together. The contribution of the ontologies with Arabic language is very interesting but it requires an important effort to develop a complete lexical resource in a large domain, to be used in various tasks. These surveys justify the requirement to develop Arabic ontology and contribute to the development of semantic web tools and applications. Our work fills a gap in the context of the semantic web and focuses on the tasks of facilitating indexing documents and Information Retrieval.
Background
In this work, we have built a new ontology based on two [27] [16] [7] [28] Table 2 . General comparison between the existing works for NLP of Arabic documents other sources: AWN and AVN, also we used some tools/ platforms that we briefly present in the following sub-sections.
Arabic WordNet
Arabic WordNet[x] is a lexical resource for Modern Standard Arabic (MSA), which is widely used by Internet users in the Arabic world. It is a WordNet for the Arabic language, since its creation in 2006 [24] , it was extended in 2015 [5] to use wordnets in multiple languages. The current version contains 9,916 Synsets, 17,785 words and 37,335 Senses. The Synsets are a set of Arabic words with their synonyms and semantic relations.
Arabic VerbNet
This work is a classification of a set of Arabic verbs according to the Levin method. It contains 336 classes, 7744 verbs and 1399 frames in which information is provided on the verb root, verbal form, participle, thematic roles, and frames, syntactic, and semantic descriptions of verbs. Each class is a hierarchical structure that provides grammatical and semantic information about verbs and forwards them to sub-categories [39] .
Farasa : Advanced tools for Arabic
FARASA [1] (which means "insight" in Arabic), is a fast and accurate text processing toolkit for automated for processing of Arabic text. It consists of several parts where it helps to find the roots of words and determine the grammatical and morphological function, as well as the formation and analysis of the text. Its objective is to automatically translate texts and retrieve information accurately and quickly according to the user's needs. In our work, we use Farasa to PoS tagger.
Khoja Stemmer
Stemming algorithms are widely used in many NLP applications such as information retrieval systems, indexing systems, text translation, text summarization, etc. The purpose of Arabic stammering is to extract the stems or roots of the different Arabic words. As many stemming algorithms have been built for the Arabic language, we used the Khoja stemmer since it is one of the best known and most used of the Arab stemmers [43] . It is based on predefined root lists and patterns. This data is stored in text files that are used in morphological analysis to find the root of a given Arabic word. We note that we use these files to create our ontology which called SchemNet.
Construction of SchemNet Ontology
For the indexing of Arabic documents, we have built a new ontology based on Arabic patterns and their meaning. For this purpose and in order to design and build this ontology, many studies have proposed many methods and methodologies, in which we try to apply the method mentioned in the work [56] , which is based on a set of fundamental steps as follow:
• Step 1: Define the objective of creating or building an ontology. In our case, we build the ontology for indexing Arabic documents using patterns and theirs meaning.
• Step 2: Construct the methodology after determining the different parts of classes and individuals and the relationships between them.
• Step 3: Use the ontology to check the response to the objectives proposed above. The ontological structure of SchemNet contains five classes: (Root), (time), (word), (meaning) and (Pattern)(see the Figure 1 ). The Root is the main class, each root has several subclasses. A Sense class is a meaning of the word according to its pattern. A pattern class contains all Arabic schemes with diacritics. In this ontology, we use several relationships between words and patterns, and the meaning of these patterns, examples of relation type are: is_type_of, has_pattern, has_synonym. Figure 1 represents an overview of SchemNet Ontology developed for indexing Arabic documents. Since, "85% of Arabic words are derived from trilateral roots" [34] , we found that is interesting to build Ontology based on the roots, which certainly results to, the existence of concepts with different meanings sharing the same root and consequently sharing the same class [11] . Moreover, We know that there are words in Arabic with no roots but we handle these words by adding a class called pattern. We classify these words and others by using both the root and the pattern and consequently adding their meaning depending to their scheme. We use the AWN and the AVN in the process of building the SchemNet ontology. Figure 2 is an example of an analysis of a set of sentences in Arabic. These results are obtained after semantic indexing using schemNet. Compared to the AWN, we found that our ontology gives additional information such as pattern with sense. These information can be very helpful to calculate the semantic similarity between sentences.
The Proposed System
In this paper, the aim is to propose a multi-agent and ontology-based approach for indexing and filtering Ara bic documents. We propose a new approach to index Arabic documents based on SchemNet ontology, which is manually constructed with the combination of AWN and AVN. The proposed system in Figure 3 is composed of five layers, as follow:
Lexical Layer
This layer includes the Arabic text analysis. It receives data from Indexing layer or from User Layer to be checked and normalized. This operation aims to process the text and extract terms after removing stop-words. This layer contains many agents that cooperate to achieve the main goal, which is text preprocessing (Tokenization, normalization, and stop-words removing). These agents are created by a supervised agent, which is responsible for receiving requests and organizing treatment.
Syntactic Layer
This is the most difficult layer, it consists of stemming Arabic documents or user queries. It is also responsible to extract PoS of each word in the text. These operations consume a lot of time. To resolve this problem, we designed a system based on agents in order to take advantages of their characteristics such as: autonomy and reactivity. This layer contains a master agent, which its role is to create stemmer agent for each document or query, and this agent is responsible for extracting the required information (stem and Pos) of each word. These operations are realized using Farasa and khoja stemmer.
Semantic Layer
This layer is based on ontology to extend or create indexes of the documents and queries. We used a semantic resource that we built for indexing Arabic documents. The process of the indexing is done by extract-Example: This example illustrates the processes developed for computing the similarity between two candidate sentences in our system. We have two sentences: S1 and S2 as follow: S1 = (The man is wearing a black coat).
S2 = (The child is wearing a short shirt).
Several operations are applied on both sentences (S 1 and S 2 ) as mentioned previously. We obtained the results reported in Table 3 for sentence S 1 and Table 4 for sentence S 2 .
The similarity between S1 and S2 is calculated by apply ing the equation 1:
ing semantic information such as terms, concepts and relations between these concepts. These information are related semantically and extracted from the ontology as shown in Algorithm 1.
In this layer, an ontology agent has been assigned to deal with all operations that concern the Arabic ontology (SchemNet). This agent interacts with indexing agent to achieve their goals.
Indexing Layer
This is the most important layer in our work. It creates an index for each document and for user's query. In our approach, we create an index for each sentence in document D i (S 1 , S 2 , ..., S n ). The objective is to select the appropriate sentences that will be similar to user's query. In this layer, it decides whether a document will be selected as relevant or not. The process of indexing documents is presented in algorithm 1. Sim= (
GUI/Interface Layer
This layer represents the mediator between human user and the machine (system). We offer to the users a graphical interface that can help users to enter a free query for searching information. Moreover, the main concern of this phase is to capture the query of the user and display the obtained results with high accuracy and short time. In this layer, an interface agent has been assigned to interact easily through the graphical interface. It can guide and control the user.
Multi-Agent System
In our approach, the proposed system is based on a multiagent architecture of several co-operating agents, having adaptive capabilities to environmental change, and supporting retrieval of the relevant documents using ontology. These agents can (a) communicate with the others to delegate tasks, (b) make elementary reasoning and decisions, and help to choose between several documents [25] . MAS are used to abstract, to model and to implement complex systems. [26] defined MAS as a compendium of different agents with their own problem solving capabilities and goals. The conceptual design of the proposed system is based on the interaction between nine agents as it is illustrated in Figure 3 . MAS has the responsibility to establish two important scenarios for the system: the indexing of Arabic documents and the filtering process. Each agent has a set of modules, which are necessary to accomplish its task. The communication module between agents is a common module with all agents. It allows each agent to communicate with other agents.
The implementation of the MAS has been made easier by the use of a pre-existing software framework for the development of agent applications called JADE [35] . Our system is implemented with JADE, an open source MAS platform that complies with FIPA [27] specifications, which provides debugging tools to generate message sequence diagrams.
Functionalities Description of Agents
The conceptual design of the proposal is based on the interaction between nine agents.
Manager Agent
This agent is important in our system. It acts as a coordinator between several agents (QA, DA) as shown in Fig  ure 4 . It performs the following functions:
• Ensuring effective communication between the different agents;
• Generating the processing and tagging agents to extract the lexical and syntactic units from documents and user queries;
• For a set of documents, this agent can generate a set of agents (eg. PA, TA, OA, and IA) that cooperate with each other to create the index of each document. This is for role to apply the NLP techniques on documents in parallel to minimize the processing time, which is the big problem faced by the linguistic approach.
Document Agent
The role of this agent is to detect the documents loaded by users and prepare them to be sent its to the Manager agent in order to create an index for these documents. Figure 5 represents the architecture of DA.
Query Agent
This agent acts as a mediator between the GIA and the MA. The architecture of QA is presented in Figure 6 . It performs the following functions:
• Receiving the query of the user to extract the relevant documents after the filtering process.
• Checking the user's query if they are written in Arabic language.
• Sending the checked query to the manager agent (MA) to create the semantic index, which will be used in filtering process to find the relevant documents that respond to the user's query.
Processing Agent
This agent cleans documents and queries by applications of NLP techniques as a preprocessing phase (see Figure  7 ). It applies a set of operations as follow:
• Delete diacritics, Latin characters, special characters, and numbers.
• Normalize words by replacing letters and by
• Remove stop-words (e.g. and ...etc).
• Tokenize each sentence of document to use it in the next step.
At the end, it sends the result to the TA agent to continue the NLP process.
Tagging Agent
It aims at extracting all the PoS of each word of sentence in each document and saving them in a text files in the form of a document index. This process is the same for queries.
In the searching process, only roots which are extracted later are used to find relevant documents that meet the user's requests. The internal architecture of this agent is composed of three modules as shown in figure 8 . For PoS process, we use FARASA system, which is a free software available for standard Arabic text. Table 3 . Illustrative example of the processing of S1 Table 4 . Illustrative example of the processing of S2
Filtering Agent
This agent serves to filter the documents according to the query of users (see Figure 9 ). It receives information about the index of query and documents sent by the IA agent. Then, it calculates the semantic similarity between each sentence of the document and the query, also it sends the list of relevant documents to the QA agent (see Algorithm 2). It searches and retrieves documents matching user's queries. The calculation of the similarity is done by using the formula defined in the equation 1.
Ontology Agent
This agent performs ontology management of Arabic content and scheme management (see its architecture in Figure 10 ). It extracts and saves the information received from the TA agent regarding the Arabic documents (synonym, root, meaning, and pattern, etc.). It also responds to requests sent by the indexing and updates the ontology when it is needed. Our ontology is based on Arabic patterns with their words' semantic meaning.
Indexing Agent
The role of this agent is gathering the information received from OA, which contain a list of words to be indexed or stored, then adding these information about each sentence of the document to the index. Also, maintaining the index as a list of sub-index that allows our system to calculate the semantic similarity between documents and queries from the index. Figure 11 presents the architecture of this agent.
Graphical Interface Agent
This agent allows users to interact with the system. Through this interface, users can express their requests and visualize their results. In addition, the interface agent ensures the display of all results obtained after the research process. It interacts with others agents (QA and FA) as shown in Figure 12 to meet the request of users.
The Communication between Agents
We have two main scenarios as follows:
Semantic Document Indexing (SDI)
The message sequences diagram provided in Figure 13 illustrates the process of indexing Arabic documents and corresponds to the following textual descriptions:
1. Through the system, the DA detects the presence of a 2. The DA sends a request for indexing the documents to the MA that is acquainted with.
3. The MA creates four agents to process these documents: PA, TA, OA, and IA. At the first, it contacts the PA to start the pre-processing of the documents.
4. The PA calls upon the TA to find the PoS of each word in the documents.
5. The TA sends to the OA a message requesting them for the semantic process.
6. The OA sends the list of the index extracted from Ara bic documents to the IA after the semantic process.
7. The IA sends back the end of the indexing process to the MA.
8. The MA sends answers to the DA.
Semantic Query Indexing (SQI)
In this scenario, a user runs a query in the form of a sentence written in Arabic via the graphical user interface provided by the IGA agent. This agent passes the request to the QA agent, which will process it and send the result to the MA agent. The MA agent will create 4 agents (PA, TA, IA, and FA in this order) to perform indexing and filtering operations. In doing so, it also sends the acquired data to the PA agent to accomplish its work. Each agent will send its results to the next agent as it is explained in the previous scenario. In this case, the MA agent coordinates between the DA agent and the QA agent to initiate parallel indexing with filtering processing. In this case, the AI agent sends a message to the FA agent to lunch the document filtering operation in order to find the relevant documents related to the request. The FA then sends back the result to the Query agent who has been waiting for the answer.Then, the Query Agent will pass them to the GIA agent for displaying them to the user. This scenario is illustrated in Figure 14 .
Experiments and Results
For test data, we have faced difficulty to find an Arabic dataset to use it in the experimental and evaluation phase due to the lack of Arabic resources. Therefore, we combine two types of dataset, which are: Semantic Textual Simulation (STS) [52] and Open Source Arabic Corpora (OSAC) [49] . The first dataset includes Arabic as a part of Semantic
Textual Simulation (STS) resources for trial, training and evaluation data.In order to measure effectively the performance of our system, We have used 67 pairs are chosen from 368 pairs of Arabic sentences from STS 2017 Evaluation Sets v1.1. The data set contains four fields as follows: ID (unique identifier for each pair), STS score (a number between 0 and 5.), first sentence and second sentence. The pairs of Arabic sentences were manually translated from English by an Arabic expert. The STS score is the average of the values manually provided by five annotators. It is a floating number between "0" (indicating that the meaning of the sentences is completely independent) and "5" (indicating meaning equivalence). The second one, it contains ten categories(folders) of Arabic text document as presented in Table 5 OSAC Arabic corpus is collected from multiple websites. It includes 22,429 text documents, which each text document belongs to 1 of 10 categories.
The chosen pairs have at least 2.5 scores, which means that they are semantically similar. After that, we insert randomly these sentences in the OSAC documents to form a dataset with relevant documents. Here, we want to experiment the accuracy and execution time of indexing Arabic documents to answer the queries user.
In order to evaluate our semantic indexing of Arabic documents, we conducted two types of approaches for filtering information according to the user's query. These approaches are: First, filtering based on an ontology. In which, we have indexed semantically the documents and also the query, where the proposed ontology (SchemNet) is used to extend each sentences (see algorithm'1). Second, filtering based on Apache Lucene [6] . For both approaches, a list of 60 queries (sentences) was used.
Apache Lucene [6] is a free and open-source information retrieval software library, originally written completely in Java. It provides Javabased indexing and search technol-
cision using the harmonic mean.
Discussion
In this section, we will make a comparison between Our approach and Apache Lucene's approach. Unlike the Lucene approach, our approach is based on the ontology SchemNet which allows us to perform semantic or meaning-based indexing, rather than word-based indexing. The meanings of words in SchemNet are given by several relationships that later define for example: synonym, pattern, and type,.. etc.
The results presented in Figure 15 show that the indexing method proposed in this paper has the best rate compared to Precision/Recall.
Based on the F-measure score as shown in Table 6 , the overall best approach occurs by our proposed system, in comparison with the other method mentioned in this document. The ontological method used (SchemNet) provides better accuracy and recovery compared to the Lucene method.
Lucene is a powerful software but it gives a lot of irrelevant proposed responses to the user, which implies a very high noise level as shown in table 6 . But for silence, both approaches give almost all the relevant documents that respond to the user's request.
Compared to the execution time in the process of indexing and filtering documents, Lucene gets a better time with 243614 ms, unlike our approach which is achieved in ten (10) hours . We note that, the MSA can be very useful in the distributed system to obtain a short execution time, especially when using mobile agents to select another node (system) to execute the document indexing process. This allows parallel execution with multiple platforms.
Conclusion and Future Work
In this paper, we have constructed a new ontology based on schemes and their meaning (SchemNet). We use this ontology to index Arabic documents. The MAS architecture is presented to improve our system performance especially to reduce the execution time consumed in the various levels in the Arabic document indexing process. We adopted the linguistic approach, which can provide a good report of relevance compared to other approaches. We have developed a filtering system based on a formula that has been proposed in this paper. This formula allows us to calculate the semantic similarity between each indexed sentence of a document with the user's request, which has been indexed in the same way as well.
All the aspects studied here have shown that ontological consensus provides a semantic basis on which an index system can be built; for us, it is clear that the ontology ogy, as well as spellchecking, hit highlighting and advanced analysis/tokenization capabilities. The Apache Lucene has some important features, such as: Small footprint in RAM, Fast indexing, Size of the index is small compared to the size of the documents (about [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . Lucene is based in the indexing process on what is called an inverted index because it reverses the usual correspondence of a document with the terms it contains. The reverse index provides the mechanism for scoring search results: if a number of search terms all correspond to the same document, then this document is likely to be relevant. It supports indexing and searching of Arabic documents.
Evaluation Metrics
We tend to use accuracy to measure the performance of our system in comparison to other works. Although suitable metrics are available for many tasks, we have found that metrics such as recall and precision may seem the best tool for our task, which is the semantic indexing for information retrieval. The evaluation metrics used in our work for measuring the performance of semantic indexing is developed by our approach and the Lucene-based approach. All metrics are based on results obtained after running task. The metrics are presented as follow:
Considering the correct number selected relevant documents, which are in fact relevant, noted TP, the incorrect number selected relevant documents, noted FP, the number of non-selected documents that are actually relevant, noted FN, and the number of non-selected documents that are actually not relevant, noted TN.
The precision, recall, and F-measure are defined as follows:
Where:
• Recall: The ability of a classification model to identify all relevant documents. It is defined as the number of selected relevant documents divided by the total number of existing relevant documents.
• Precision: The ability of a classification model to return only relevant documents. It is defined as the number of relevant selected documents divided by the total number of documents selected.
• F-measure: Single metric that combines recall and pre- paradigm can provide the keystone for designing mechanisms for information retrieval in the field of social cooperation (using MAS) with semantic context. Therefore, there is still much to be done in the future, and the most important of our research is to extend the proposed ontology to support other types of Arabic documents.
