Abstract. We investigate relations of polynomials x n = n−1 i=0 x i and recurrence sequences. We consider certain variations of the Fibonacci sequence and investigate explicit ways to compute the general nth term.
Introduction
The Fibonacci sequence F n = F n−1 + F n−2 (n ≥ 2) with F 0 = 0 and F 1 = 1 is well connected to f (x) = x 2 − x − 1. A variation of the Fibonacci sequence that begins with L 0 = 2, L 1 = 1 and L n = L n−1 + L n−2 (n ≥ 2) is called the Lucas sequence. The ratio L n /L n−1 satisfies x 2 − x − 1 = 0 for large enough n, and it meets W n = AW n−1 with W n = , so L n = φ n 1 + φ n 2 = φ n 1 + (−φ 1 ) −n . This shows that both Fibonacci and Lucas sequences are represented by f (x) = x 2 −x−1, and their nth terms are determined by diagonalization of matrix whose eigenvalues are the zeros of f (x). The purpose of this work is to investigate interrelationships of polynomials and recurrence sequences. We will study certain variations of Fibonacci sequence and find concrete methods to calculate general nth terms.
Variations of Fibonacci sequence
The relations of L n and φ i can also be easily obtained by iteration of recurrence.
Lemma 1. φ n 1 − φ n 2 = √ 5F n and φ n 1 + φ n 2 = L n for all n ∈ Z.
A generalization of Fibonacci sequence is as follows. 
.
We briefly review the resultant and discriminant ( [3] ). Let
b j x j respectively in a splitting field. The resultant R(f, g) and the discriminant ∆(f ) are defined by
, the determinant of (n + m) × (n + m) Sylvester matrix. And ∆(f ) = (−1)
an R(f, f ) where f is the derivative of f , so ∆(f ) = 0 if and only if f (x) has all distinct roots. Thus ∆(f ) provide a criteria if f has a multiple root, while R(f, g) is used to verify if f , g have a common root. Let A n be a sequence with t predetermined terms A 0 = ... = A t−2 = 0, A t−1 = 1 and each term is the sum of preceding t terms
Proof. We first assume t = 3. As n gets larger the ratio
Each λ i is an eigenvalue of M with corresponding eigenvector
(λ i − λ j ) = det(P ), the determinant of P due to Vandermonde. We note that ∆ = 0 so µ = 0. Thus
Similarly if t = 4, then for the large enough n, Each
Therefore it follows that
Assume t > 4. It is not hard to see the ratio
An satisfies x t − x t−1 − · · ·−1 = 0, and the sequence A n yields the t×t matrix
where the former one of the last equation equals
General linear homogeneous recurrence sequence
We have seen that the sequence
, and the nth A n is represented by diagonalization of t × t matrix. Practically, however it is not useful for large t. For c i ∈ R, set f (x) = x t − c 1 x t−1 − · · · − c t with roots r i (1 ≤ i ≤ t) and consider a general linear homogeneous recurrence relation
Lemma 4. [4]
With the above {A n } and f (x), if f (x) has all distinct roots r i then A n is a linear combination
is called the characteristic polynomial of {A n }. Lemma 4 yields Lemma 1 immediately that the characteristic polynomial of
. Instead of finding roots of high degree polynomial, it might be at least useful to determine whether polynomial has distinct roots. Theorem 6. Let {A n }: A n = A n−1 +A n−2 +A n−3 with A 0 = A 1 = 0 and A 2 = 1. Let λ i (i = 1, 2, 3) be the roots of characteristic polynomial
Proof
, thus
Due to the famous Cardano's method, the cubic equation
Moreover since (1 + X) ∼ 1.84 is a real root of f (x) and the other λ 2 , λ 3 are complex roots 1
Hence as n gets larger, λ n 2 = λ n 3 goes to 0, so
Proof. Let t = 4. Then the characteristic polynomial f (x) = x 4 − x 3 − x 2 − x − 1 of recurrence {B n } has 4 distinct roots λ i (1 ≤ i ≤ 4), two of them are real and the others are conjugate complex roots ( [1] ). So B n = α 1 λ n 1 + α 2 λ n 2 + α 3 λ n 3 + α 4 λ n 4 with α i ∈ R are determined by initial conditions 
. Hence
From the above formula of B n for t = 4 as well as Theorem 6 for t = 3, it is not hard to see the recurrence relation with t predetermined
Matrix formula distribution
The formulas of the nth term A n discussed above is related to roots of polynomials. In this section we investigate more concrete method to compute A n . Let us begin to distribute the Fibonacci sequence F 0 = 0, F 1 = 1, F 2 = 1, F 3 = 2, F 4 = 3, · · · in rectangle form. May refer to [2] for Lucas sequence. We begin with 3 or 4 columns rectangle distribution. Lemma 8. Any nth Fibonacci number F n satisfies 2F 3 F n + F n−3 = F n+3 and (2F 4 + F 1 )F n + (−1) 3 F n−4 = F n+4 .
Proof. We first assume that n ≥ 4. If n = 4 then 2F 3 F 4 + F 1 = 13 = F 7 . Assume 2F 3 F m + F m−3 = F m+3 is true for all m ≤ n − 1. Then
Moreover by considering F n for negative n, such as
it is easy to see that the equality holds for all n ∈ Z. Similarly the second identity also follows by induction that Theorem 9. Let n ≥ 1 and k ≥ 3 be given integers. Then
Moreover by dividing n by k, let n = Qk + r (Q, r ∈ Z) with 1 ≤ r ≤ k. Then
Proof. Suppose {F n } is distributed in k columns rectangle
in Lemma 8. Assume this is true up to k − 1. Then due to induction, we have
Moreover if we write n = Qk + r then
It shows F n = F Qk+r is a combination of F (Q−1)k+r and F (Q−2)k+r . The following theorem will prove that F n is expressed by only F k , F k−3 , F r and F k+r .
Theorem 10. Under the same context above, if n = Qk + r (1 ≤ r ≤ k) then F n is a linear combination of F k , F k−3 , F r and F k+r .
Proof. Write n = Qk + r with Q, r ∈ Z, 1 ≤ r ≤ k. By Theorem 9,
where µ = (2F k +F k−3 ). For convenience we first assume k is odd. Then
Suppose it is true for each t ≤ Q − 1. Then the tth stage can be written by F tk+r = α t F k+r + β t F r where α t is µ times the first coefficient in the (t − 1)th stage added to the second coefficient in t − 1th stage, and β t is the first coefficient in t − 1th stage, that is, α t = µα t−1 + β t−1 and β t = α t−1 .
We will prove that F Qk+r = F (t+1)k+r = (µα t + β t )F k+r + α t F r . Due to hypothesis we have F (t−1)k+r = α t−1 F k+r + β t−1 F r . Hence by Theorem 9,
, F r and F k+r . The case for even k also follows immediately. Theorem 10 provides a good method to get F n by knowing a little information. Since r and k can be regarded as very smaller ones than n, F n can be obtained by only relatively small four Fibonacci numbers F k , F k−3 , F r and F k+r . Example 1. For the F 50 , we may take any k, say for instance k = 7. Then
= (µ(µ 5 + 4µ 3 + 3µ) + µ 4 + 3µ 2 + 1)F 7+1 + (µ 5 + 4µ 3 + 3µ)F 1 = 12, 586, 269, 025 because F 7 = 13, F 4 = 3, F 1 = 1, F 8 = 21 and µ = 2F 7 + F 4 = 29.
Regarding the above k columns rectangle as a matrix with k columns, we may consider, for instance, F k+3 as the entry E (2, 3) at the 2nd row and 3rd column, and in general we may consider F (Q−1)k+r = E (Q,r) as the entry at Qth row and rth column. Then the above theorem implies that, when n = Qk + r
. It shows that F n is a linear combination of two preceding entries E (Q,r) and E (Q−1,r) located in the same column that F n belongs.
where the coefficients (µ 1 , µ 2 , µ 3 ) are determined as follows.
Proof. The above observations prove this for 4 ≤ k ≤ 6. When k = 7, it is easy to see that T 22 = 223317 = 71 · 3136 + 15 · 44 + 1 = (3T 7 − 1)T 15 + 15T 8 + T 1 .
Similarly for k = 8, 9 and 10, we see that We assume the identity is true for each m ≤ n. Then
Therefore for k = 9 and n = kQ + r with 1 ≤ r ≤ k, it follows that
+r as is desired. For the other k, the proof follows similarly.
The formula for the coefficients that represent F n as linear combination in Theorem 9 are the same no matter we choose any k, but the form for the coefficient that represent T n in Theorem 12 vary depending on k.
Regarding T Qk+r as an entry E (Q+1,r) in k-columns rectangle, we can write T n = E (Q+1,r) = µ 1 E (Q,r) + µ 2 E (Q−1,r) + µ 3 E (Q−2,r) where the coefficient (µ 1 , µ 2 , µ 3 ) forms as follows: As an analogue of Theorem 10 or Corollary 11, we are able to write T n = T Qk+r as a combination of E (3,r) , E (2,r) and E (1,r) . In fact T Qk+r = E (Q+1,r) = µ 1 E (Q,r) + µ 2 E (Q−1,r) + µ 3 E (Q−2,r) = µ 1 (µ 1 E (Q−1,r) + µ 2 E (Q−2,r) + µ 3 E (Q−3,r) ) + µ 2 E (Q−1,r) + µ 3 E (Q−2,r) = (µ 2 1 + µ 2 )E (Q−1,r) + (µ 1 µ 2 + µ 3 )E (Q−2,r) + µ 1 E (Q−3,r) = (µ 2 1 + µ 2 )(µ 1 E (Q−2,r) + µ 2 E (Q−3,r) + µ 3 E (Q−4,r) ) + (µ 1 µ 2 + µ 3 )E (Q−2,r) + µ 1 E (Q−3,r) = (µ 1 (µ 2 1 + µ 2 ) + (µ 1 µ 2 + µ 3 ))E (Q−2,r) + (µ 2 (µ 2 1 + µ 2 ) + µ 3 )E (Q−3,r) + (µ 2 1 + µ 2 )µ 3 E (Q−4,r) . Hence after some stages, if we write T Qk+r = θ 1 E (Q−s,r) + θ 2 E (Q−(s+1),r) + θ 3 E (Q−(s+2),r)
then T Qk+r in the next step can be written as T Qk+r = (µ 1 θ 1 +θ 2 )E (Q−(s+1),r) +(µ 2 θ 1 +θ 3 )E (Q−(s+2),r) +µ 3 θ 1 E (Q−(s+3),r) .
The k could be any integer. But if k is large then the r in Qk + r could be also large, so that T k and T r themselves are too big to be used for T n .
Example 2. For T 50 , if we take k = 7 then with the coefficient (µ 1 , µ 2 , µ 3 ) = (3E (1,7) − 1, 15, 1) = (71, 15, 1), it follows inductively that T 50 = E (8,1) = 71 E (7,1) + 15 E (6,1) + E (5, 1) = (71 · 71 + 15) E (6,1) + (15 · 71 + 1) E (5,1) + 71 E (4,1) = 360042 E (5,1) + 75911 E (4,1) + 5056 E (3,1) = 25638893 E (4,1) + 5405686 E (3,1) + 360042 E (2,1) = 1825767089 E (3,1) + 384943437 E (2,1) + 25638893 E (1,1) = 5, 742, 568, 741, 225 because E (3,1) = 3136, E (2,1) = 44 and E (1,1) = 1 in 7 columns distribution.
