Abstract. This paper deals with strong versions of input-to-state stability and integral input-to-state stability of infinite-dimensional linear systems with an unbounded input operator. We show that infinite-time admissibility with respect to inputs in an Orlicz space is a sufficient condition for a system to be strongly integral input-to-state stable but, unlike in the case of exponentially stable systems, not a necessary one.
Introduction
Input-to-state stability (ISS) is a well-studied notion in the analysis of (robust) stability for nonlinear ODE systems and goes back to E. Sontag [20] , see [22] for an overview. The PDE case, however, has developed only in the recent past -see [8] for the first work in that area, [3, 9, 10, 14, 15] , and [17] as well as the references therein for the state of the art -and is still subject to ongoing research. One of the questions is, how variants of ISS known from finite dimensions [21] -especially integral input-to-state stability (iISS) -relate in the infinite-dimensional setting. Surprisingly, even for linear systems this still not fully understood, see [5] . With this contribution we aim to make a step towards clarifying that case. This will complement the findings in [5] .
Let us in the following always consider linear control systems of the form (1.1)ẋ(t) = Ax(t) + Bu(t), t ≥ 0, x(0) = x 0 , where A generates a C 0 -semigroup and B is a possibly unbounded input operator. Input-to-state stability enables a way to jointly describe the stability of the mappings x 0 → x(t) and u → x(t) for fixed t > 0. The specific ISS notion depends on the 'norm' in which the functions u are measured and in which sense the internal stability, that is, the stability of the semigroup, is understood. For the latter we will consider strong stability rather than the more restrictive exponential stability, which is somewhat in contrast to the usual setting for (infinite-dimensional) ISS in the literature. This accounts for the notion of strong ISS (sISS), which was recently introduced in [17] . There, it is also shown that for certain nonlinear systems, sISS is equivalent to the strong asymptotic gain property together with uniformly global stability.
In this article, we show that strong integral input-to-state stability (siISS) is implied by sISS with respect to an Orlicz space, Theorem 3.3. As we are dealing with linear systems, the later is equivalent to infinite-time admissibility with respect to some Orlicz space E Φ together with strong stability of the semigroup. A link between (integral) ISS and Orlicz-space-admissibility was recently established by Jacob, Partington and the authors in [5] . There the exponential stability of the semigroup played a significant role in proving that iISS is equivalent to ISS with respect to an Orlicz space, see [5, Thm. 15] . However, in the present paper we show that this equivalence is no longer true in the more general situation of siISS and sISS, Theorem 3.8.
It is known (and easy to see) that, for linear systems (1.1), iISS implies ISS with respect to L ∞ . Whether equivalence holds in general, is still an open problem (and connected to a fundamental open question raised by G. Weiss on the continuity of mild solutions, see [5, 23] ). In certain situations this is known to be true, like, for instance, for parabolic diagonal systems [5] or, in some sense more general, for analytic semigroups on Hilbert spaces that are similar to a contraction semigroup [7] -in both cases for finite-dimensional input spaces. Furthermore, equivalence also holds in the case of bounded operators B, [15] . For sISS and siISS, the situation is different. We show that the implication siISS =⇒ sISS with respect to L ∞ fails in general, even if B is bounded. Hence without exponential stability, strong integral ISS and sISS (with respect to L ∞ ) cannot be equivalent, Theorem 3.8. The reason for the failure of the above equivalences lies in the fact that we have to distinguish between "finite-time admissibility" and the stronger "infinite-time admissibility" here. This is different to the relation between ISS and iISS. This also shows that for general input-to-state stability of linear systems, the stability concepts of the mappings x 0 → x(t) and u → x(t) may not be viewed separately.
In Section 2 we introduce the class of linear systems and the required stability concepts we are dealing with. Section 3 contains our main results.
Admissibility and stability of infinite-dimensional systems
Throughout the whole article we consider linear systems Σ(A, B) given by (1.1), where A is the generator of a C 0 -semigroup (T (t)) t≥0 on a Banach space X, U is another Banach space and B ∈ L(U, X −1 ). The space X −1 is defined to be the completion of X with respect to the norm given by x −1 := (λI − A) −1 x , where λ is some element of ρ(A), the resolvent set of A. The operator A has a unique extension A −1 ∈ L(X, X −1 ) which generates a C 0 -semigroup (T −1 (t)) t≥0 on X −1 which is an extension of (T (t)) t≥0 . We briefly recall the definitions of Young functions and Orlicz spaces. 
With the Luxemburg norm
Definition 2.1. For bounded intervals I ⊂ R the space E Φ (I, U ) is defined as
The norm · EΦ(I;U) refers to · LΦ(I;U) .
In case U = K we write L Φ (I) = L Φ (I, K) and E Φ (I) = E Φ (I, K) for short. The Orlicz spaces generalize the L p spaces for 1 < p < ∞. More details can be found in [1, 12, 13, 19, 24] and also in the appendix of [5] .
Throughout this paper we use the following convention. By Z(0, t; U ) we refer to either a Lebesgue space L p (0, t; U ), with 1 ≤ p ≤ ∞ or an Orlicz spaces E Φ (0, t; U ), for some Young function Φ. Definition 2.2. We call the system Σ(A, B) (finite-time) admissible with respect to Z (or Z-admissible), if for all t > 0 and all u ∈ Z(0, t; U ) it holds that (2.1)
By a (mild) solution of (1.1) we mean the function defined by the variation of parameters formula
If Σ(A, B) is admissible with respect to Z, then all mild solutions of (1.1) are X-valued and by the closed graph theorem there exists a constant c(t) such that
Moreover, Σ(A, B) is admissible if (2.1) holds for some t > 0. Definition 2.3. We call the system Σ(A, B) infinite-time admissible with respect to Z (or infinite-time Z-admissible), if the system is Z-admissible and the optimal constants in (2.3) satisfy c ∞ := sup t>0 c(t) < ∞.
Remark 2.4. Clearly, infinite-time admissibility implies admissibility. Also, if B is a bounded operator from U to X, then Σ(A, B) is admissible. If the semigroup (T (t)) t≥0 is exponentially stable, that is, there exist constants M, ω > 0 such that
then it is not hard to see that Z-infinite-time admissibility is equivalent to Zadmissibility [5, Lem. 8] . In general, Z-admissibility does not imply infinite-time Z-admissibility, not even if B is bounded or if the semigroup is strongly stable, see
In the definition below we use the following classes of comparison functions from Lyapunov theory.
Definition 2.5. The system Σ(A, B) is called strongly input-to-state stable with respect to Z (or Z-sISS), if there exist functions µ ∈ K and β :
for all x ∈ X, x = 0 and (2) for every t ≥ 0, x 0 ∈ X and u ∈ Z(0, t; U ) the state x(t) lies in X and (2.5)
The system Σ(A, B) is called strongly integral input-to-state stable with respect to Z (or Z-siISS), if there exist functions θ ∈ K ∞ , µ ∈ K and β :
for all x ∈ X, x = 0 and (2) for every t ≥ 0, x 0 ∈ X and u ∈ Z(0, t; U ) the state x(t) lies in X and (2.6)
For Z = L ∞ , we will sometimes write siISS instead of Z-iISS.
Remark 2.6. The definitions given above generalize the notions of ISS and iISS. It is easy to see that ISS implies sISS and iISS implies siISS. The definition of strong input-to-state stability appeared first in [16] . There the authors have the following additional condition: There is a σ ∈ K ∞ such that for all x ∈ X and t ≥ 0: β(x, t) ≤ σ( x ). In our situation of linear systems this condition is redundant. Indeed Proposition 2.7 below shows that strong ISS implies the strong stability of the semigroup (T (t)) t≥0 . By the uniform boundedness principle there is some M > 0 such that
, or E Φ . Then we have:
is infinite-time Z-admissible and (T (t)) t≥0 is strongly stable. (ii) If Σ(A, B) is Z-siISS, then the system is Z-admissible and (T (t)) t≥0 is strongly stable.
Proof. Clearly, Z-sISS and Z-siISS imply Z-admissibility. If Σ(A, B) is Z-sISS or Z-siISS then, by setting u = 0, it follows that for all x = 0 we have T (t)x ≤ β(x, t) for all t and hence lim t→∞ T (t)x = 0 which shows that (T (t)) t≥0 is strongly stable. This shows (ii). In the case that Σ(A, B) is Z-sISS we get
for any element of Z(0, t; U ), u = 0. This shows that Σ(A, B) is infinite-time Zadmissible, and thus (a)⇒(b) in (i). Conversely, if the system Σ(A, B) is Z-infinite-time-admissible and (T (t)) t≥0 is strongly stable we set β(x, t) = T (t)x , σ(s) := M s, where M := sup t≥0 T (t) , and
We remark that Proposition 2.7 can be proved for more general function spaces Z with properties as discussed in [5] . The (short) proof of the following proposition follows the same lines as in [5, Prop. 2.10].
Main results
In this section we study the relation between strong integral ISS with respect to L ∞ and (infinite-time) admissibility with respect to some Orlicz. We need two technical lemmata. 
We now show that for each c > 0 the function x → Φ(cx)/Φ 1 (x) is bounded on (0, ∞). For 0 < c ≤ 1 this simply follows from the monotonicity of Φ. Indeed we have Φ(cx)
for all x > 0. Now let c > 1. For x ≥ c we have that
For an arbitrary Young function Ω, generated by ω, we have for all y > 0
and Ω(y)
Therefore we have
where the last inequality holds for all x ∈ (0, 1/(2c 2 )]. Since the continuous function x → Φ(cx)/Φ 1 (x) is bounded on the compact interval [1/(2c 2 ), c], the claim follows.
such that for all r > 0 the sequence (ru n ) n∈N is mean convergent to zero, i.e. lim n→∞ I Φ(ru n (x)) dx = 0. Then we have lim n→∞ u n Φ = 0.
Now we are ready to prove a sufficient condition for a system Σ(A, B) to be siISS. The proof is a careful refinement of the technique used in the proof of [5, Thm. 3.1] -the situation there being easier as Lemma 3.2 is not needed. 
for α > 0. The function θ is well-defined, since by infinite-time admissibility, [5, Remark 39] and Φ ≤ Φ 1 we have for
Clearly, θ is non-decreasing. If we can show that lim tց0 θ(t) = 0, then, by [2, Lemma 2.5], there existsθ ∈ K ∞ with θ ≤θ. Since Φ 1 : [0, ∞) → [0, ∞) is a Young function, Φ 1 ∈ K ∞ . The definition of θ yields that
for all u ∈ L ∞ (0, t; U ) which means that Σ(A, B) is siISS. To show lim tց0 θ(t) = 0, let (α n ) n∈N be a sequence of positive real numbers converging to 0. By the definition of θ, for any n ∈ N there exist a u n ∈ L ∞ (0, ∞; U ) with compact essential support such that
It follows that the sequence ( u n (·) U ) n∈N is Φ 1 -mean convergent to zero. Hence, for all r > 0 the sequence (r u n (·) U ) n∈N is Φ-mean convergent to zero. By Lemma 3.2 the sequence converges to zero with respect to the norm of the space L Φ (0, ∞) and hence lim n→∞ u n LΦ(0,∞;U) = 0. Therefore, by admissibility,
as n → ∞. Together with 3.1 we obtain thatlim n→∞ θ(α n ) = 0.
We omit the proof of the following Lemma as it is implicitly given in the proof of [5, Lem. 8] . Note that here both assumption and conclusion are weaker. T −1 (s)Bu(s)ds ∈ X for all u ∈ E Φ (0, 1; U ). Now assume that the function µ in (2.6) is a Young function. The admissiblility with respect to E µ is now easier to see: For u ∈ E µ (0, t; U ) we pick a sequence (u n ) n∈N ⊂ L ∞ (0, t; U ) such that lim n→∞ u n −u Eµ(0,t;U) and u n −u m Eµ(0,t;U) ≤ 1 for all m, n ∈ N. Then the siISS-estimate and Lemma 3.8.4 (i) in [13] yield
Hence ( t 0 T −1 (s)Bu n (s) ds) n∈N is a Cauchy sequence in X and the same argument as above shows that t 0 T −1 (s)Bu(s) ds ∈ X holds. For all t ≥ 0, u ∈ E µ (0, t; U ), u = 0, we have by Lemma 3.8.4 in [13] 
ds u Eµ(0,t;U)
≤ θ(1) u Eµ(0,t;U) .
Hence the system Σ(A, B) is infinite-time E µ -admissible.
It is well-known that for unbounded intervals I ⊂ R there exist bounded functions in L p (I), p > 1, which do not belong L 1 (I). The following Lemma is an Orlicz-space version of that result. 
Proof. For any Young function Φ holds lim t→0 Φ(t)/t = 0. Hence there is a sequence (t k ) k∈N ⊂ (0, 1) such that for all k ∈ N we have
Since I is unbounded there is a sequence (I k ) k∈N of measurable disjoint sets
Hence we have u 0 / ∈ L 1 (I) and u ∈ L Φ (I).
The following Lemma is an integral version of the well-known fact that there is no series which diverges less rapidly than any other [11, p. 299] .
Proof. For n ∈ N let c n = n+1 n f (s) ds. Then we have The following theorem shows that E Φ -infinite-time admissibility and L ∞ -strong integral input-to-state stability are not equivalent, i.e. we cannot drop the Young function condition in the second part of Theorem 3.5. Note that, by [5, Theorem 15] , a linear system Σ(A, B) is L ∞ -iISS if and only if it is infinite-time admissible with respect to E Φ for some Young function Φ. In contrast, Theorem 3.3 and the following result show that without the exponential stability of the semigroup, sISS with respect to E Φ is a stronger notion than siISS. Proof. Let (T (t)) t≥0 be the left-translation semigroup on X = L 1 (0, ∞), i.e. (T (t)f )(s) = f (t + s), f ∈ X, which is strongly stable. The generator is given by
see e.g. [4] . We choose U = X = L 1 (0, ∞) as input space and B = I as control oper-
Now let us fix a Young function Φ. In order to show that Σ (A, B) is not E Φ -infinite-time admissible, we construct a function u in the following way. Let u 0 ∈ L Φ (0, ∞)∩L ∞ (0, ∞) be given by Lemma 3.6 (with I = (0, ∞)) and let h be given by Lemma 3.7 applied to f := u 0 . Now set g = −h ′ and define u :
which is well-defined since for s ∈ (0, ∞),
Hence, the restriction of u to the interval [0, t] belongs to
. We obtain using that [u(s)](r) ≥ 0 for all r, s > 0 and [u(s)](r) = 0 for all r ∈ [0, s) together with Fubini's theorem,
we have that u ∈ L ∞ (0, ∞; X) and
Therefore, u| [0,t] ∈ E Φ (0, t; X) and by (3.3) follows that
If Σ(A, B) was infinite-time E Φ -admissibility, (3.5) would lead to
for some c ∞ > 0 independent of u and t. Letting t → ∞, this gives a contradiction as u L 1 (0,t;X) tends to ∞. Using (3.4) instead of (3.5) we similarly can similarly derive a contradiction for infinite-time L ∞ -admissibility. for α > 0. It follows as in Theorem 3.3 that θ is well-defined and non-decreasing. As in the proof of 3.3, it remains to show that θ is continuous in 0. This follows from the ∆ 2 -condition. Indeed, let (α n ) n∈N be a sequence of positive real numbers converging to 0. By the definition of θ, for any n ∈ N there exist t n ≥ 0 and u n ∈ L Φ (0, t n ; U ) such that By extending the functions u n to [0, ∞) by 0, we can assume that (u n ) n∈N ⊂ L Φ (0, ∞; U ) and both estimates above hold with t n = ∞. It follows that the sequence ( u n (·) ) n∈N is Φ-mean convergent to zero. Hence, by Lemma 3.10.4 in [13] it converges to zero in L Φ (0, ∞; U ), for Φ satisfies the ∆ 2 -condition. By E Φ -infinite-time admissibility we conclude that lim n→∞ θ(α n ) = 0.
Concluding remarks
We would like to remark that for our results the strong stability of the semigroup generated by A is not really needed. Indeed we could replace this condition by boundedness of the semigroup and the sISS estimate or, respectively, the siISS estimate with initial value zero. Note that this differs from the situation of exponentially stable semigroups in [5] , where finite-time admissibility is equivalent to infinite-time admissibility because of exponential stability.
As explained before, until now it is not clear whether L ∞ -ISS and iISS are equivalent for linear systems. In the strong setting, we have seen that this does not hold as Theorem 3.8 shows that the implication siISS =⇒ L ∞ -sISS fails in general. This behavior is different from the ISS case. We believe that also the other implication, L ∞ -sISS =⇒ siISS, fails in general. Constructing a counterexample is subject to future work.
